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Abstract: The optimal predictive, preventive, corrective and opportunistic maintenance policies play an important role in the success of sustainable maintenance operations. This study discusses a new energy efficiency-related maintenance policy optimization method, which is based on failure data and status information from both the physical system and the digital twin-based discrete event simulation. The study presents the functional model, the mathematical model and the solution algorithm. The maintenance optimization method proposed in this paper is made up of four main phases: computation of energy consumption based on the levelized cost of energy, computation of GHG emission, computation of value determination equations and application of the Howard’s policy iteration techniques. The approach was tested with a scenario analysis, where different electricity generation sources were taken into consideration. The computational results validated the optimization method and show that optimized maintenance policies can lead to an average of 38% cost reduction regarding energy consumption related costs. Practical implications of the proposed model and method regard the possibility of finding optimal maintenance policies that can affect the energy consumption and emissions from the operation and maintenance of manufacturing systems.
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1. Introduction

Today, significant changes are taking place in production and service systems as the impact of the Fourth Industrial Revolution is felt, resulting not only in significant quantitative but also qualitative changes. These changes affect not only the production processes, but also other important activities related to their operation, such as procurement, distribution and maintenance. In the case of complex systems, the implementation of design tasks requires an integrated approach [1], through which both investment and operating costs can be reduced while a sustainable system can be implemented. As statistical surveys show, the top causes for maintenance are the following: 34% aging resources, 20% mechanical failure of equipment, 11% human and operational error, 9% lack of time for maintenance, and 8% bad design of technical and logistics resources [2]. These are influencing the energy efficiency and energy consumption of manufacturing systems; therefore, these complex causes require complex maintenance policy. The application of maintenance policies in digital contexts is a new trend in the Industry 4.0 era. Digital twin-based simulation makes it possible to optimize the operation and maintenance of manufacturing systems, because the impact of maintenance policies can be validated through discrete event simulation [3]. The digital twin methodology is used in many fields of manufacturing, construction and oil industry, and new research shows that this technology is applicable in the field of risk control and prevention [4]. Energy efficiency plays an important role in the manufacturing processes, where smart production systems apply preventive maintenance and restoration to prevent out-of-control states [5]. Maintenance policies can be applied in complex supply chain solutions with maintenance and warranty policy [6]. A wide range of studies focus on the maintenance policies of imperfect production systems [7], but only a few of them analyze the impact of these policies on energy efficiency and emission reduction.

A suitable maintenance policy has a great impact on the reduction of energy use, because a well-chosen preventive or corrective maintenance strategy can keep assets in
the best condition, which leads to energy efficient operation; digital and automated work orders regarding maintenance can support the standardization of maintenance operation; identification of the real problems in the manufacturing system can identify the reasons for increased excessive energy consumption. Within the frame of this paper the proposed maintenance optimization methodology links maintenance optimization to the reduction of energy consumption. This paper studies the impact of maintenance policy optimization on energy consumption and GHG emission, while discounted profit is also taken into consideration. As the literature review section will show, the majority of the articles in the field of maintenance policy optimization are focusing on the optimization in a conventional manufacturing environment and only a few of them describes the maintenance policy and strategy optimization using digital-twin-based discrete event simulation regarding energy consumption and GHG emission depending on the electricity generation sources. The application of suitable design and control methods can increase the efficiency, availability and sustainability. Figure 1 summarizes the background of this research focusing on the linkage of energy and maintenance policy optimization.

This paper is organized as follows. Section 2 presents a systematic literature review, which summarizes the research background of manufacturing policy optimization from a descriptive and content analysis point of view. Section 3 describes the model framework of maintenance policy optimization including the functional model, the mathematical model and a Howard’s policy iteration-based optimization. The model is focusing on the energy consumption related costs based on a levelized cost of electricity. The model also takes into consideration GHG emissions depending on their source of generation. Section 4 demonstrates the scenario analysis, which validates the model and the optimization algorithm. Conclusions, future research directions and managerial impacts are discussed in Section 5.

2. Literature Review

Within the frame of this short systematic literature review the following questions are answered regarding maintenance policy optimization [8]: What is the current state of knowledge on maintenance related research? How is maintenance policy optimization analyzed and supported in previous works? What methods and parameters are used? What factors influence the results of maintenance policy optimization? Who first did it or published it? What are the main research gaps and what are the limitations of existing research results?

2.1. Systematic Literature Review Methodology

The used systematic literature review process can be divided into two main parts. The first part includes a descriptive analysis showing the tendencies of research topics in the field of maintenance policy optimization, while the second part focuses on the content analysis of the available research results. The used methodology of systematic literature review includes the following aspects: (a) definition of research questions; (b) search process in Science Direct; (c) inclusion and exclusion process; (d) descriptive analyses of

Figure 1. Summary of background assumptions from the linkage of maintenance and energy point of view.
chosen articles; (e) content analysis and (f) identification of scientific gaps, bottlenecks, and limitations (see Figure 2).

![Methodological process of the systematic literature review based on searching in Science Direct.](image1)

Figure 2. Methodological process of the systematic literature review based on searching in Science Direct.

Firstly, the relevant terms were defined. The following keywords were used to search in the Science Direct database: “maintenance” AND “policy” AND “optimisation”. Initially, 42 articles were identified. This list was reduced to 33 articles by selecting journal articles only. The search was conducted in July 2021; therefore, new articles may have been published since then.

2.2. Descriptive Analysis

The journal articles focusing on maintenance policy optimization can be classified based on the subject area defined in Science Direct. Figure 3 shows the results of the classification of 33 articles considering 8 subject areas. This classification shows the majority of engineering, mathematics, computer sciences, and decision making.

![Classification of articles by subject areas based on search in Science Direct.](image2)

Figure 3. Classification of articles by subject areas based on search in Science Direct.

The optimization of maintenance strategies and maintenance policies, especially in the field of manufacturing, production and transportation, has been intensively researched in the past 15 years, but there are some early research results from the 70s and 80s. One of the first articles in this field was published in 1978 in the field of optimization of stochastic maintenance policies [9] and within the frame of this article the author summarizes the main types of maintenance policies focusing on both deterministic and stochastic environment from a cost optimization point of view.

2.3. Content Analysis

As the descriptive analysis part of the systematic literature review shows, there is a wide range of articles regarding maintenance policy optimization. The literature sources focus on both modelling and optimization problems of maintenance strategies and validate the proposed policy optimization methods with different types of scenarios. Within the frame of this chapter, the most important results of maintenance policy optimization research are summarized. The results of the content analysis are summarized in Figure 4.
The time-dependent and average unavailability has a great impact on the performance of standby units, therefore several basic cost rate equation-based general formalisms were developed to support the selection process for optimal test and maintenance periods, where risk constraints were also taken into consideration [10]. The Markov Decision Process (MDP) is a general method which can be applied in the case of a wide range of maintenance strategy optimization problems. MDP-based modelling makes it possible to describe and optimize stochastic dynamic decision-making processes of condition-based maintenance. This modelling method means the integration of failure rate curves and non-convex mixed integer non-linear programming (MINLP), where the complexity of the model led to computational problems [11]. The integration of statistical process control and preventive maintenance plays an important role in the reliability and quality of production processes, because cost savings can be achieved by applying the optimized policy of preventive and corrective maintenance. In this approach the deterioration of production and logistics resources can be described as a discrete-time Markov chain model [12]. The inspection and maintenance policies in manufacturing systems generally focus on the reliability, availability and life-cycle cost of the production and material handling resources. The Markov-Decision-Process-based policy optimization can be integrated with Value of Information (VoI) methodology. This VoI-based MDB approach is used to find the ideal aperiodic sequential inspection and condition-based maintenance policy, where the optimization of inspection and maintenance strategies and policies is unavoidable in the case of preparedness systems, where failures can be detected only by inspections. A wide range of inspection and maintenance strategies can be taken into consideration and it is also a suitable way to mix various approaches and policies. The solution algorithm of preparedness systems can be based on both MDP and dynamic programming [9]. The efficiency of maintenance policies has a great impact on the quality of processes and products, therefore it is important to find the correct correlation between maintenance strategy and quality of products and processes. The relationship between maintenance and quality is influenced by a wide range of environmental factors and the reliability and accuracy of the policies depends on the accuracy and availability of measuring instruments and sensors. This fact led to the increased importance of simulation-based decision support in maintenance-based quality control [14,15]. In the case of complex systems and equipment learning algorithms it can be used to optimize the maintenance policy. It is especially important in the field of aviation, where the most important influencing factor of the preventive and corrective maintenance of airplanes and their components is operational
reliability. The reinforcement learning approach was adopted in the case of aero-engine maintenance, where the policy optimization process is a Markov Decision Process and the reinforcement learning algorithm is based on Gauss–Seidel value iteration [16].

The reliability of systems and processes depends on the reliability of their components. Increasing the life-time of components is an important aspect of system and process reliability, therefore it is important to find an optimal maintenance strategy both for prevention and for correction. The proportional hazard model, as a class of survival models in statistics, is a suitable tool for analyzing different maintenance strategies and describing their impact on the reliability of the system. Based on different proportional hazard models, the impact of corrective and preventive maintenance of system components on the reliability and lifecycle of the whole process can be analyzed [17]. One of the most critical parts of the maintenance policies is the procurement of spare parts, which is represented by an optimized spare part ordering strategy. In the case of complex systems, where serial and parallel processes are performed, the optimization of the order strategy is a core problem. In the case of silent problems, the components of systems can be divided into two main parts: the first part of components can cause only minor failures, while in the case of the second part of components the failure of components can cause major system failure. The inventory and the order optimization of spare parts is a complex problem, where a hybrid strategy can lead to an optimal spare part logistics. In the case of hybrid solutions, the periodic and the continuous review policy can be combined [18]. In the case of complex production systems, optimization of production and maintenance must be taken into consideration as an integrated process. This integration is demonstrated in the case of subcontracted production processes, where the optimization of the production and maintenance strategy takes the subcontracting constraints into consideration and, using a sequential design process, optimizes the total inventory, production, and maintenance cost of the subcontracted production network [19]. Maintenance policies can be determined using analytical or heuristic methods. In the case of preventive maintenance, a Weibull distribution-based analytical method can be used to optimize the maintenance policy with minimal repair failure and periodic maintenance. The analytical method uses the available system failure data [20].

The joint optimization of inspection maintenance and spare parts provisioning is a complex optimization problem, therefore the simulation-based decision making and survey data can support the analysis of different inventory review policies of spare parts, which has a great impact on the performance of the maintenance strategy. The simulation-based methodology was validated in a paper production plant [21].

The time of preventive maintenance operations is an idle time, when the system is not working. Therefore, a potential solution lies in integrating the preventive and predictive maintenance of other components. Researchers demonstrated a new maintenance optimization policy which focuses on the selection strategy of components to be linked to the failed component’s maintenance process. Computational results validate the component maintenance priority model and its application in the case of linking the preventive maintenance policy [22]. The integrated approach of maintenance in production systems plays an important role, especially in the case of complex production systems. The failures of the production systems can be categorized and different hybrid maintenance strategies can be used as a result of an integrated production, inventory, and maintenance policy optimization algorithm [23]. The same approach is suitable to determine the displacement sequence for spare units in multi-unit parallel production systems [24]. Not only the production but also the logistics and related maintenance processes are influenced by the qualification of human resources [25]. The performance analysis of maintenance processes focuses on both technological and human resources and considers the impact of human error on corrective, preventive, and predictive maintenance. It is confirmed that human error in maintenance increases the production cost and the stock level of spare parts, therefore the qualification of maintenance staff is a core issue in maintenance [26].

In the case of parallel systems with identical components and units, the optimization of
condition-based opportunistic maintenance can be linked to optimization of the spare parts provisioning policy, and the long-run cost rate model can optimize the maintenance, spare parts ordering, and inventory strategy. The used method describes the production process as a stochastic process with the property that certain parts, components and sub-processes are statistically independent of each other and the maintenance probabilities are derived using a deterioration state space partitioning method. This joint optimization method is validated in a wind power farm scenario [27].

The preventive, corrective, predictive, and opportunistic maintenance processes can be analyzed in many ways using analytical, heuristic methods or discrete-event simulation. The discrete-event simulation can handle complex systems and processes. It can account for the uncertainty environment as a constraint. Simulation can support the analysis and flexible optimization of maintenance policies as a hybrid integration of various types of maintenance and different approaches, including the minimization of maintenance cost or maximization of availability and reliability. The discrete-event simulation was validated in the case of a mining factory [28]. The closed loop economy and the circular economy plays an important role in our life. The recycling and reuse options are highlighted in maintenance processes and the operations of maintenance are linked to the inverse processes of value chains. The remanufacturing of spare parts and manufacturing machines requires new maintenance policies. In the case of monotonous and stochastic deterioration, a proposed adopted condition-based maintenance can support the performance of maintenance processes. In the case of this complex system, which was modelled as an NP-hard problem, the optimization was based on a genetic algorithm [29]. The maintenance strategies can also consider sustainability aspects. This means that the objective function is based on profit, greenhouse gas (GHG) emission, system availability, and reliability [30]. Aircraft maintenance represents a special field of maintenance, where policies are influenced by authorities’ regulations. The integration of failure and reparation processes, the order strategy, and the spare part inventory management lead to new maintenance policies, which can be optimized using simulation-based optimization algorithms [31]. Within the frame of a multi-dimensional warranty, different maintenance aspects can be taken into consideration. After renewal or nonrenewal of warranty, the maintenance strategy must be changed, and a new post-warranty periodic preventive maintenance policy can be applied. During post-warranty maintenance, new and different factors (e.g., the maintenance cost is paid by the user) have a great impact on the maintenance strategy [32]. Maintenance policy influences the sustainable operation of wastewater infrastructure, where the process parameters are influenced by the maintenance strategy, linked performance measurement tools and energy recovery technologies [33–35], and a wide range of mathematical models and methods can be used to support the design and operation in this field [36,37].

A new performance-guided maintenance policy was proposed for multicomponent systems. The maintenance policy takes maintenance cost, system availability and operating revenue of the system into consideration, and the optimal maintenance strategy is defined using a policy iteration method. The maintenance process is guided by the efficiency-cost ratio criterion based on system availability, in this case the optimized maintenance strategy was used in communication for navigation safety [38]. Healthcare organizations are also using complex technical systems where the optimization of maintenance strategies is a core problem. A new decision support system for maintenance policy optimization was proposed for medical gas systems. Within the frame of this decision support system, Markov Decision Policy (MDP) was linked to a Categorical Based Evaluation Technique (CBET) for the optimal medical asset management policy [39]. The objective function of maintenance policy optimization can include a wide range of aspects and it can take special parameters into consideration. In the case of tube heat exchangers, not only the minimization of life cycle cost of the whole exchanger system, but also the equipment design and the cleaning strategy represent important parts of the objective function. Within the frame of this proposed policy optimization, two main streams of conventional optimization tasks are integrated, the first one is the design phase, while the second one is the operational
phase of the exchanger system from a maintenance perspective, focusing on the optimal cleaning schedule [40]. In complex systems, especially in the case of series–parallel multi-state systems the definition of a suitable maintenance policy is a complex optimization task. A Markov model-based behavior of the analyzed system is linked to the model of dependencies and priorities of the system and an analytical approach is proposed for the optimization of the mentioned complex system [41]. Monte Carlo simulation makes it possible to include practical aspects of maintenance strategies, like stand-by operation modes, deteriorating repairs, aging and sequences of periodic maintenances. An integration of genetic algorithm and the mentioned Monte Carlo simulation was proposed for the optimization of maintenance and repair policy for plant logistics management [42]. Analytical optimization methods are also suitable in the case of complex systems such as electrical utilities. In a proposed analytical approach for preventive maintenance a wide range of parameters, minimal repair at failure, periodic overhaul, and replacement can be taken into consideration, and historical failure time data influences the optimal preventive maintenance strategy [43].

The quality of maintenance is influenced by the quality of human and technical resources of maintenance actions. Imperfect maintenance operations have a great impact on the availability and reliability of the system and they can cause increased maintenance and operation costs. In the case of multi-component systems, a clustering maintenance policy was proposed for optimal repair processes, where not only the imperfect maintenance operations but also degradation of components is analyzed [44]. Inventory policy optimization can be linked to maintenance policies, especially in the case of deteriorating spare part inventory, because deteriorating inventory can lead to increased inventory costs. The deterministic and stochastic deteriorating inventory (DDI and SDI) models can be used to optimize the preventive replacement interval and the maximum inventory level. This analytical optimization method was demonstrated in the case of maintenance of electric locomotives [45]. In the case of complex infrastructure systems an adaptive control approach is proposed for modeling life-cycle maintenance policy selection [46]. The multipurpose nature of components increases the complexity of the system and causes more problems during operation and maintenance. This multipurpose nature can be recognized in the case of matrix production systems, where the maintenance of standardized, multipurpose production cells influences the productivity of the flexible production process [47]. Using multistage stochastic optimization, it is possible to optimize the maintenance policy of the components [48].

In the next part of the content analysis, the focus is on the energy point of view. In modern manufacturing systems, including CNC machine tools, energy consumption is influenced by tool wear. The integration of machine maintenance and tool replacement processes can reduce energy consumption [49]. The scheduling of maintenance operations in manufacturing systems improves the energy efficiency of the processes, while productivity, product quality, and energy consumption can be taken into account. The manufacturing system can be modelled as a standard discrete-state Markov process [50]. It is possible to integrate both energy and quality aspects into optimal maintenance policies. The degradation process of production resources can be modeled as a Lévy-type process and the multi-objective optimization problem can be solved using the Monte Carlo method [51]. The energy efficiency of the product and its price is in the focus of a research area, where the manufacturing system produces defective products in the out-of-control state. To prevent this out-of-control state, preventive maintenance and restoration methodology is proposed [5]. Road maintenance is a special field of maintenance processes, where maintenance operations require high energy consumption, therefore maintenance policy optimization for form routing, cost, and GHG emission is an important problem to be solved [52]. Imperfect maintenance operations are performed in a stochastic environment, and the quality of the maintenance and its impact on energy efficiency can be measured [53,54]. The maintenance policies and maintenance operations have great impact on the cost reduction and energy efficiency of operations in the energy sector, as case studies
show in the field of wind farms [55–57] and ocean wave farms [58]; therefore, maintenance plays a special role in the energy sector, where service level and cost efficiency are the most important objective functions. Condition-based maintenance has been applied in many industrial systems, where the future condition of technological and logistic resources is predictable. Condition-based maintenance policies consider maintenance cost, energy efficiency, and output performance [59–61]. Other maintenance related research focuses on sustainable manufacturing based on energy saving window [62], using field data for maintenance optimization regarding energy efficiency [63], and control-chart-based queueing approaches for maintenance policy optimization [64]. The authors’ contributions related to energy aspects of maintenance policy optimization are shown in Table A2.

As the above-mentioned energy-related maintenance policy optimization research indicates, existing studies focus on the energy efficiency of the main processes (manufacturing operations, logistics operations, transportation, or energy generation in energy farms), while only a few of them consider the energy aspects of maintenance operations.

The increasing number of publications indicates the importance and scientific potential of research on maintenance policy optimization. The articles that addressed the optimization of maintenance policies and strategies are based on a wide range of production and service environments, but few of the articles have aimed to research the potentials of digital twin application maintenance policy optimization, especially in the case of complex systems including technological and logistics resources.

Table A1 in Appendix A summarizes the main contributions of the analyzed articles, including the main contribution and the focus on maintenance, optimization, application of digital twin or other Industry 4.0 technologies, and supply chain management aspects. The table identifies a research gap, because the maintenance policy optimization from an energy point of view regarding potential of digital twin technology has not been extensively published until now. Figure 3 summarizes the methodological framework of the analyzed maintenance policy optimization studies.

Therefore, Industry 4.0 technologies still needs more attention and research in the field of preventive, predictive, and corrective maintenance. As the above-described content analysis shows, energy- and emission-related aspects are not taken into consideration in maintenance policy optimization; therefore, within the frame of this article, energy and GHG emission reduction is the focus of maintenance policy optimization. Accordingly, the main focus of this research is the modelling and optimization of maintenance policies in cyber-physical environments, where not only the cost, but also energy consumption and GHG emission can be optimized.

The main contribution of this article includes: (1) a systematic literature review with descriptive and content analyses to define research gaps and limitations of existing research results; (2) Markov process-based modelling of the maintenance processes of a cyber-physical production environment including Howard’s policy iteration technique, which is focusing on the energy consumption and GHG emission reduction based on levelized cost of energy and electricity generation sources; (3) optimization algorithm to find the best maintenance strategy for cyber-physical manufacturing environment from energy efficiency, GHG emission and operation cost point of view; and (4) computational results of maintenance policy optimization with different datasets.

3. Modeling of the Maintenance Optimization Process

Within the frame of this chapter the maintenance model will be divided into two main parts. Within the first part, the general functional model of the maintenance process is described, while in the second part the mathematical model and the solution algorithm of maintenance policy optimization is discussed.

3.1. Functional Model of Maintenance Policy Optimization

The maintenance module of an ERP system includes the following functions of maintenance related processes: maintenance organization, order management of spare parts and
maintenance-related tools and materials, maintenance object management, maintenance measurement and controlling management, maintenance processing, refurbishment processes, and maintenance information system. This maintenance module defines the input parameters, objective functions, and constraints for the maintenance policy. The literature defines four types of maintenance policies: preventive maintenance policy, predictive maintenance policy, corrective maintenance policy, and opportunistic maintenance policy. The combination of these basic maintenance policies leads to the hybrid and integrated maintenance policies. These maintenance policies are defined by an optimization algorithm. In this model, the optimization algorithm includes the well-known Howard’s policy optimization technique, which is combined with energy consumption and greenhouse gas emission calculation.

The optimization algorithm is based on the information from the ERP maintenance module, the database of the whole ERP, information from the physical manufacturing and logistics system, and the results of discrete event simulation based on digital twin-information. The functional model of the proposed maintenance optimization is shown in Figure 5.

![Figure 5. Model framework of digital twin-supported maintenance policy optimization.](image)

The manufacturing plant can be divided into two main parts; the first part is the manufacturing system with technological resources, while the second part is the logistics system including devices and logistics resources for loading and unloading, transporting, storage, packaging, and other material handling operations. The fourth industrial revolution makes it possible to transfer conventional manufacturing systems into cyber-physical systems using Industry 4.0 technologies. In the field of technological resources, the most important I4.0 technologies are smart sensors, identification technologies, machine to machine solutions (M2M), advanced robotics, and IoT solutions. The technological part of the manufacturing plant can include intelligent tools and intelligent products; they can link the physical technological resources to the digital twin model. In the same way, the logistics resources, material handling machines can be linked with smart sensors to the digital twin. The smart sensors send failure data and status information from the physical system to the digital twin and based on these data it is possible to forecast the future failures and status of the whole system. The digital twin solution can integrate process simulation, while big data problems can be solved with three different levels of data processing. These three levels are represented by edge computing, fog computing, and cloud computing.
The digital twin of the manufacturing system is a digital aggregate, which is the integration of digital instances and digital prototypes covered by a digital twin environment. This digital twin can support discrete event simulation with failure data and status information, and the discrete event simulation can forecast the future status of instances. Based on these statuses, it is possible to define the optimal maintenance strategy. In conventional manufacturing systems, maintenance is a part of enterprise resource planning, but it is also possible to integrate the maintenance process into the manufacturing execution system (MES), because maintenance operations are close to the operational level and MES can be directly connected to the maintenance operators. The MES makes the correlation between production and maintenance data stronger [65].

The primary benefit of the application of energy efficient maintenance policy optimization is a reduction of energy cost. Energy efficiency and environmental performance are linked to each other. In this approach, energy centered maintenance is taken into consideration, but in the literature [66] there are other types of maintenance approaches (reliability centered maintenance or total productive maintenance).

The reduction of energy consumption of the technological and logistic resources (machine tools and material handling machines) can lead to significant savings in energy costs. Therefore, it is important to find the optimal maintenance policy and maintenance operation schedule. This digital twin-based model makes it possible to perform a maintenance strategy optimization: the maintenance policy optimization is a long-term optimization which is based on Howard’s policy iteration method [67].

3.2. Mathematical Model and Solution of Maintenance Policy Optimization

Based on the above described functional model, the digital twin-based maintenance policy optimization process has the following main phases: (a) data collection from the physical system and transformation of data to the digital twin; (b) collection of real-time failure data and status information from the digital twin and discrete event simulation scenarios, especially focusing on energy consumption, emissions, and sustainability aspects; (c) definition of objective functions and constraints of the maintenance strategy; (d) optimization of the maintenance policy based on Howard’s policy iteration method and value determination equations. This optimization phase includes the determination of energy consumption related costs based on the levelized cost of energy, while GHG emission can also be calculated based on the different potential electricity generation sources. The optimization process is shown in Figure 6.

The status of technological and logistics resources can be described as a discrete-time stochastic process; therefore, Markov chains offer suitable representations for the description of this process. The goal of this maintenance policy optimization problem represented by a Markov process is to identify an optimal policy for the decision maker, which can be represented as a set function (see Equation (2)) which specifies the action that the decision maker will choose when the system is in a defined status. A policy is optimal if it minimizes some cumulative function of the random costs, typically the discounted sum over a predefined time window, which can be an infinite time horizon: \( \sum_{\tau=0}^{\infty} \theta^{\tau} C(D, \tau) \), where \( C(D, \tau) \) is the cost at time \( \tau \) when the decision maker follows policy \( D \), and \( \theta \) is the discount rate. This Markov decision problem is the infinite-horizon discounted Markov decision problem, which can be solved in many ways: Bellman’s successive approximations method or Howard’s policy iteration.

The benefits of the solution of the mentioned Markov decision process with Howard’s policy iteration techniques for energy consumption are as follows:

- the energy consumption and emissions of the resources in the manufacturing system depends on their status; therefore, the iterated policies using Howard’s methodology can lead to decreased energy consumption and emissions;
- the energy consumption costs of operation and maintenance influences the discounted profit, therefore Howard’s methodology results in optimal maintenance policies from an energy point of view.
The characteristics of the maintenance policy optimization problem is an assignment problem, where suitable maintenance operations have to be assigned to every status of the system resources. As assumptions, the following are taken into consideration.

### (a) Data collection from the physical system
- Failure data and status information
- ERP or MES database
- Smart sensors and RFID data
- Energy consumption and GHG emission

### (b) Real-time data collection from discrete event simulation
- Forecast for failures and future status info

### (c) Objective functions and constraints
- Cost, reliability, availability, GHG emission, energy consumption, inventory level...

### (d) Maintenance policy optimization

1. **Determination of energy consumption related cost based on levelized cost of energy**
   \[
   LCoE = \frac{\sum_{i=1}^{n} IE_i + OME_i + EGR_i}{\sum_{i=1}^{n} (1 + \theta)^i} \rightarrow \sigma_{i,j} = \sigma_i - \sigma_{i}^{EC1} - \sigma_{i}^{EC2} \quad \text{Eq. (x)}
   \]

2. **Computation of emission**
   \[
   e_{i,j}^\theta = \left( e_{i}^{EC1} + e_{i}^{EC2} \right) \cdot \frac{E_{spec}}{LCoE} \quad \text{Eq. (x)}
   \]

3. **Value determination equations**
   \[
   p^\theta(s_i) = \max_{d_{j} \in D(s_i)} \left( \sigma_{s_i,d_{j}(s_i)} + \theta \cdot \sum_{j=1}^{r} p(s_h|s_i,d_{j}(s_i)) p^\theta(s_h) \right) \quad \text{Eq. (x)}
   \]

4. **Howard’s policy iteration**
   \[
   \theta^\theta(s_i) = \max_{d_{j} \in D(s_i)} \left( \sigma_{s_i,d_{j}(s_i)} + \theta \cdot \sum_{j=1}^{r} p(s_h|s_i,d_{j}(s_i)) p^\theta(s_h) \right) \quad \text{Eq. (x)}
   \]

### (e) Validation of the maintenance policy

**Figure 6.** Multi-level maintenance policy optimization based on Howard’s policy iteration.

In the maintenance model we can define a set of possible states:

\[
S = (s_1, s_2, \ldots, s_i, \ldots, s_z).
\]

where \( s_i \) is state \( i \) of the system and \( z \) is the maximum number of possible states of the system. These states have great impact on the energy efficiency of the manufacturing system, which means that this set of possible states also defines a link between status information, maintenance operations, and energy.

This set includes all potential states of the system and these states can be identified either from the failure data and status information of the physical manufacturing and logistics system or from their digital twin aggregate. In the same way, it is possible to define a decision set, which includes all potential decisions regarding the various states of the system. The decision set includes all suitable maintenance processes:

\[
D = (d_1, d_2, \ldots, d_j, \ldots, d_r).
\]

where \( d_j \) is potential decision \( j \) regarding a maintenance request and \( r \) is the maximum number of possible decisions regarding the maintenance of the whole system. These decisions regarding maintenance operations also form a link to the energy consumption, because it is possible to calculate the energy consumption of all maintenance operations.
The transition probabilities represent the constraints of the maintenance policy optimization: \( \Gamma = \{ \gamma_{ih} \} \), where \( \gamma_{ih} \) is the transition probability from state \( s_i \) to state \( s_h \) and

\[
\forall h : \sum_{d=1}^{i} \gamma_{ih} = 1
\]  

(3)

The transition probabilities for transition from state \( s_i \) to state \( s_h \) resulting from decision \( d_j \): \( p(s_h | s_i, d_j) \) can be calculated. The following constraints can be defined for the transition probability values:

\[
p(s_h | s_i, d_j) \in \Gamma \land p(s_h | s_i, d_j) \leq \gamma_{ih} \lor p(s_h | s_i, d_j) \geq \gamma_{ih},
\]  

(4)

which means that the chosen decision \( d_j \) will not definitely result in the transition probability \( \gamma_{ih} \) from state \( s_i \) to state \( s_h \), because \( d_j \) will result in a new state of the system and \( p(s_h | s_i, d_j) \) can be defined as the transition probability from the state resulting from the decision \( d_j \) from state \( s_i \) to the state \( s_h \).

Within the frame of the maintenance policy optimization, different objective functions can be taken into consideration: cost, reliability, availability, GHG emission, energy consumption, inventory value, or level of spare parts. In the case of multiple criteria decision making (MCDM), it is possible to involve more than one objective function to be optimized simultaneously. In the case of MCDM, different techniques are used for weighting multiple objectives, the well-known methods are the Churchmann–Ackoff method and the Guilford method. Within the frame of our multi-stage maintenance policy optimization the profit will be used as the objective function of the policy optimization.

In this model, the discounted profit caused by the energy consumption of the manufacturing system and the energy consumption of the maintenance process for an infinite time horizon are taken into consideration. As Winston defines [68], infinite-horizon probabilistic dynamic programing problems are Markov decision processes, where the profit-based objective function can be defined in the following form:

\[
P^S(s_i) = \max_{d_j \in \mathcal{D}(s_i)} \left( \sigma_{s_i, d_j(s_i)} + \theta \cdot \sum_{j=1}^{r} p(s_h | s_i, d_j(s_i)) P^S(s_h) \right),
\]  

(5)

where \( \sigma_{s_i, d_j(s_i)} \) is the expected profit in the initial period if decision \( d_j \) was chosen for status \( s_i \), \( P^S(s_i) \) is the expected discounted profit of status \( s_i \), \( \theta \) is the discounting factor of the profits and \( 0 < \theta \leq 1 \).

The Howard’s policy iteration method is a suitable technique to optimize policies from a value (or cost) determination equation point of view. In this technique, it is possible to calculate a special parameter of the chosen maintenance policy:

\[
\Theta^S_D(s_i) = \max_{d_j \in \mathcal{D}(s_i)} \left( \sigma_{s_i, d_j(s_i)} + \theta \cdot \sum_{j=1}^{r} p(s_h | s_i, d_j(s_i)) P^S(s_h) \right),
\]  

(6)

where \( \Theta^S_D(s_i) \) is a special parameter of the Howard’s policy iteration technique for the state \( s_i \) of the system. If \( \Theta^S_D(s_i) = P^S(s_i) \) for \( j = 1 \cdots r \), then \( D \) is the optimal maintenance policy, otherwise the policy must be changed and a new iteration phase must be computed using value determination equations and the Howard’s policy iteration parameter calculation.

4. Computational Results

This section discusses a scenario analysis, which focuses on the validation of the above-described multi-phase maintenance policy optimization including the long-term optimization based on Howard’s policy iteration techniques. In this scenario, the manufacturing system has five different statuses (excellent, good, average, poor, and bad), and based on these states the set of possible statuses is given as follows:

\[ S = \{ E, G, A, P, B \} \].
The decision set of this scenario includes four different levels of maintenance policy (no maintenance, level 1, level 2, and level 3):

\[ D = (NO, L_1, L_2, L_3) . \]  

(8)

The status of the system in the next period depends on the status of the current period, therefore it is possible to define the transition probabilities between statuses as a transition matrix of the Markov decision process:

\[
\begin{align*}
\gamma_{E \rightarrow E} &= 0.6, \quad \gamma_{E \rightarrow G} = 0.3, \quad \gamma_{E \rightarrow A} = 0.1, \quad \gamma_{G \rightarrow G} = 0.7, \quad \gamma_{G \rightarrow A} = 0.25, \quad \gamma_{G \rightarrow P} = 0.05 \\
\gamma_{A \rightarrow A} &= 0.7, \quad \gamma_{A \rightarrow P} = 0.2, \quad \gamma_{A \rightarrow B} = 0.1, \quad \gamma_{P \rightarrow P} = 0.65, \quad \gamma_{P \rightarrow B} = 0.35, \quad \gamma_{B \rightarrow B} = 1.00
\end{align*}
\]  

(9)

After performing a maintenance process, the transition probabilities from the current status to status E can be calculated as follows:

\[
\begin{align*}
p(E|G, L_1) &= p(E|A, L_2) = p(E|P, L_3) = p(E|B, L_4) = \gamma_{E \rightarrow E} = 0.6 \\
p(G|G, L_1) &= p(G|A, L_2) = p(G|P, L_3) = p(G|B, L_4) = \gamma_{E \rightarrow G} = 0.3 \\
p(A|G, L_1) &= p(A|A, L_2) = p(A|P, L_3) = p(A|B, L_4) = \gamma_{E \rightarrow A} = 0.1 \\
p(P|G, L_1) &= p(P|A, L_2) = p(P|P, L_3) = p(P|B, L_4) = \gamma_{E \rightarrow P} = 0 \\
p(B|G, L_1) &= p(B|A, L_2) = p(B|P, L_3) = p(B|B, L_4) = \gamma_{E \rightarrow B} = 0
\end{align*}
\]  

(10)

After performing a maintenance process, the transition probabilities from the current status to status G can be calculated as follows:

\[
\begin{align*}
p(G|A, L_1) &= p(G|P, L_2) = p(G|B, L_3) = \gamma_{G \rightarrow G} = 0.7 \\
p(A|A, L_1) &= p(A|P, L_2) = p(A|B, L_3) = \gamma_{G \rightarrow A} = 0.25 \\
p(P|A, L_1) &= p(P|P, L_2) = p(P|B, L_3) = \gamma_{G \rightarrow P} = 0.05 \\
p(B|A, L_1) &= p(B|P, L_2) = p(B|B, L_3) = \gamma_{G \rightarrow B} = 0
\end{align*}
\]  

(11)

After performing a maintenance process, the transition probabilities from the current status to status A can be calculated as follows:

\[
\begin{align*}
p(A|P, L_1) &= p(A|B, L_2) = \gamma_{A \rightarrow A} = 0.7 \\
p(P|P, L_1) &= p(P|B, L_2) = \gamma_{A \rightarrow P} = 0.2 \\
p(B|P, L_1) &= p(B|B, L_2) = \gamma_{A \rightarrow B} = 0.1
\end{align*}
\]  

(12)

After performing a maintenance process, the transition probabilities from the current status to status P can be calculated as follows:

\[ p(P|B, L_1) = \gamma_{P \rightarrow P} = 0.65 \]  

(13)

The profit of the analyzed time window of the manufacturing process is influenced by the income and the costs, including energy consumption (electricity) of manufacturing and maintenance:

\[ \sigma_{i,j} = \sigma^I - \sigma^E_{i1} - \sigma^E_{i2} \]  

(14)

where \( \sigma_{i,j} \) is the profit of the system in the status of the system \( i \), while maintenance level \( j \) is performed, \( \sigma^I \) is the initial income of the manufacturing system, \( \sigma^E_{i1} \) is the energy consumption of the manufacturing system in the status \( i \) and \( \sigma^E_{i2} \) is the energy consumption of the performed maintenance operations of maintenance level \( j \).

The energy of manufacturing and maintenance operations can be generated from different sources (lignite, coal, oil, natural gas, photovoltaic, biomass, nuclear, water, and wind), and, depending on these energy generation sources, it is possible to calculate both the cost of energy consumption and the virtual emissions of the whole manufacturing process depending on the status of the system and the performed maintenance operations of the chosen maintenance policy. The cost calculation of energy consumption is based on the levelized cost of energy (Figure 7).
Figure 7. Levelized cost of energy depending on the electricity generation source in USD/kWh [68].

The profit of the system based on the status of the system, the performed maintenance level and the costs caused by the energy consumption of the related maintenance level, and the energy consumption of the manufacturing system in the current status are input parameters of the optimization problem:

\[ \sigma_{E,NO} = \sigma^I - \sigma_{EC1}^{E} - \sigma_{EC2}^{E} = 300 \sigma_{G,NO} = \sigma^I - \sigma_{EC1}^{G} - \sigma_{EC2}^{G} = 300 \]
\[ \sigma_{A,NO} = \sigma^I - \sigma_{EC1}^{A} - \sigma_{EC2}^{A} = 100 \sigma_{P,NO} = \sigma^I - \sigma_{EC1}^{P} - \sigma_{EC2}^{P} = 100 \]
\[ \sigma_{B,NO} = \sigma^I - \sigma_{EC1}^{B} - \sigma_{EC2}^{B} = 10 \sigma_{G,L1} = \sigma^I - \sigma_{EC1}^{G} - \sigma_{EC2}^{G} = 10 \]
\[ \sigma_{A,L1} = \sigma^I - \sigma_{EC1}^{A} - \sigma_{EC2}^{A} = 90 \sigma_{P,L1} = \sigma^I - \sigma_{EC1}^{P} - \sigma_{EC2}^{P} = 90 \]
\[ \sigma_{B,L1} = \sigma^I - \sigma_{EC1}^{B} - \sigma_{EC2}^{B} = 10 \sigma_{G,L2} = \sigma^I - \sigma_{EC1}^{G} - \sigma_{EC2}^{G} = 10 \]
\[ \sigma_{A,L2} = \sigma^I - \sigma_{EC1}^{A} - \sigma_{EC2}^{A} = 70 \sigma_{P,L2} = \sigma^I - \sigma_{EC1}^{P} - \sigma_{EC2}^{P} = 70 \]
\[ \sigma_{B,L2} = \sigma^I - \sigma_{EC1}^{B} - \sigma_{EC2}^{B} = 20 \sigma_{G,L3} = \sigma^I - \sigma_{EC1}^{G} - \sigma_{EC2}^{G} = 20 \]
\[ \sigma_{A,L3} = \sigma^I - \sigma_{EC1}^{A} - \sigma_{EC2}^{A} = 10 \sigma_{P,L3} = \sigma^I - \sigma_{EC1}^{P} - \sigma_{EC2}^{P} = 10 \]
\[ \sigma_{B,L3} = \sigma^I - \sigma_{EC1}^{B} - \sigma_{EC2}^{B} = 20 \]

(15)

For this calculation, the initial energy consumption of manufacturing and maintenance is taken into consideration (Tables 1 and 2).

Table 1. Initial energy consumption of manufacturing and maintenance operations in MW within one cycle of the time window of the analysis.

| Status of the System | E   | G   | A   | P   | B   |
|----------------------|-----|-----|-----|-----|-----|
| Energy consumption   | 10.483 | 12.096 | 13.709 | 15.000 | 15.161 |

1 E = Excellent, G = good, A = average, P = poor, B = bad.

Table 2. Initial energy consumption of different maintenance policies in MW within one cycle of the time window of the analysis.

| Maintenance Policy | NO | L1  | L2  | L3  |
|--------------------|----|-----|-----|-----|
| Energy consumption | 0  | 1.774 | 2.096 | 6.451 |

1 NO = No maintenance, L1 = level 1 maintenance, L2 = level 2 maintenance, L3 = level 3 maintenance.

In this model, the greenhouse gas emissions of various electricity generations sources published by World Nuclear Association are taken into consideration [69].
Based on the specific GHG emission (Table 3), the total virtual GHG emission can be calculated based on the status of the manufacturing system and the chosen maintenance policy:

\[
e_{i,j}^{\text{spec}} = \left( e_{i,j}^{\text{EC1}} + e_{i,j}^{\text{EC2}} \right) \cdot \frac{e_{j}^{\text{LCOE}}}{e_{j}^{\text{E}}} \quad (16)
\]

where \(e_{i,j}^{\text{spec}}\) is the virtual emission of GHG \(f\) in the case of the state \(i\) of manufacturing system, chosen maintenance policy \(j\), and electricity generation source \(g\), \(e_{j}^{\text{LCOE}}\) is the specific GHG emission of GHG \(f\), \(e_{j}^{\text{E}}\) is the specific emission in g/kWh. [69].

The virtual GHG emission in the case of natural gas electricity generation source is shown in Table 4. The computational results regarding the virtual emission of other GHGs are in Tables 5–9.

### Table 3. Specific greenhouse gas (GHG) emission depending on the electricity generation source in CO₂ emission in g/kWh. [69].

| EGS ¹ | CO₂ | SO₂ | CO | HC | NOₓ | PM |
|-------|-----|-----|----|----|-----|----|
| Lignite | 1054 | 0.032 | 0.880 | 0.480 | 4.760 | 0.040 |
| Coal | 888 | 0.028 | 0.733 | 0.400 | 3.960 | 0.030 |
| Oil | 733 | 0.022 | 0.615 | 0.335 | 3.324 | 0.028 |
| Natural gas | 499 | 0.016 | 0.418 | 0.228 | 2.226 | 0.019 |
| Photovoltaic | 85 | 0.002 | 0.073 | 0.040 | 0.396 | 0.003 |
| Biomass | 45 | 0.001 | 0.038 | 0.021 | 0.205 | 0.002 |
| Nuclear | 29 | <10⁻³ | 0.024 | 0.013 | 0.132 | 0.001 |
| Water | 26 | <10⁻³ | 0.022 | 0.012 | 0.119 | 0.001 |
| Wind | 26 | <10⁻³ | 0.022 | 0.012 | 0.119 | 0.001 |

¹ EGS = Electricity Generation Source.

### Table 4. Computational results of virtual CO₂ emission in kg within one cycle of the time-window of analysis.

| \(\sigma_{f}^{\text{EC2}}\) | \(\sigma_{I}^{\text{EC2}}\) |
|-----------------|-----------------|
| \(e_{I,j}^{\text{EC2}}\) | \(e_{I,j}^{\text{EC2}}\) |
| \(\sigma_{E}^{\text{EC1}}\) | \(\sigma_{E}^{\text{EC1}}\) |
| \(\sigma_{G}^{\text{EC1}}\) | \(\sigma_{G}^{\text{EC1}}\) |
| \(\sigma_{P}^{\text{EC1}}\) | \(\sigma_{P}^{\text{EC1}}\) |
| \(\sigma_{B}^{\text{EC1}}\) | \(\sigma_{B}^{\text{EC1}}\) |

### Table 5. Computational results of the virtual SO₂ emission in kg within one cycle.

| \(\sigma_{f}^{\text{EC2}}\) | \(\sigma_{I}^{\text{EC2}}\) |
|-----------------|-----------------|
| \(e_{I,j}^{\text{EC2}}\) | \(e_{I,j}^{\text{EC2}}\) |
| \(\sigma_{E}^{\text{EC1}}\) | \(\sigma_{E}^{\text{EC1}}\) |
| \(\sigma_{G}^{\text{EC1}}\) | \(\sigma_{G}^{\text{EC1}}\) |
| \(\sigma_{P}^{\text{EC1}}\) | \(\sigma_{P}^{\text{EC1}}\) |
| \(\sigma_{B}^{\text{EC1}}\) | \(\sigma_{B}^{\text{EC1}}\) |
Table 6. Computational results of the virtual CO emission in kg within one cycle.

| σ_{EC1} | σ_{EC2} | σ_{L1} | σ_{L2} | σ_{L3} |
|---------|---------|--------|--------|--------|
| e_{NO,CO,kg} | e_{NO,CO,kg} | e_{NO,CO,kg} | e_{NO,CO,kg} | e_{NO,CO,kg} |
| 4.382 | n.a. | n.a. | n.a. | n.a. |
| 5.056 | 5.797 | n.a. | n.a. | n.a. |
| 5.730 | 6.472 | e_{NO,CO,kg} = 6.606 | n.a. | n.a. |
| 6.270 | 7.012 | CO_{NO,kg} = 7.146 | CO_{NO,kg} = 8.966 | CO_{NO,kg} = 9.034 |
| 6.337 | 7.079 | e_{NO,CO,kg} = 7.213 | e_{NO,CO,kg} = 9.034 | |

Table 7. Computational results of the virtual HC emission in kg within one cycle.

| σ_{EC1} | σ_{EC2} | σ_{L1} | σ_{L2} | σ_{L3} |
|---------|---------|--------|--------|--------|
| e_{NO,HG,kg} | e_{NO,HG,kg} | e_{NO,HG,kg} | e_{NO,HG,kg} | e_{NO,HG,kg} |
| 2.390 | n.a. | n.a. | n.a. | n.a. |
| 2.757 | 3.162 | e_{NO,HG,kg} = 3.603 | n.a. | n.a. |
| 3.125 | 3.530 | e_{NO,HG,kg} = 3.530 | e_{NO,HG,kg} = 4.891 | e_{NO,HG,kg} = 4.928 |
| 3.420 | 3.824 | e_{NO,HG,kg} = 3.897 | e_{NO,HG,kg} = 4.928 | e_{NO,HG,kg} = 4.928 |
| 3.457 | 3.861 | e_{NO,HG,kg} = 4.891 | e_{NO,HG,kg} = 4.928 | e_{NO,HG,kg} = 4.928 |

Table 8. Computational results of the virtual NOx emission in kg within one cycle.

| σ_{EC1} | σ_{EC2} | σ_{L1} | σ_{L2} | σ_{L3} |
|---------|---------|--------|--------|--------|
| e_{NO,NOx,kg} | e_{NO,NOx,kg} | e_{NO,NOx,kg} | e_{NO,NOx,kg} | e_{NO,NOx,kg} |
| 23.335 | n.a. | n.a. | n.a. | n.a. |
| 26.925 | 30.874 | n.a. | n.a. | n.a. |
| 30.516 | 34.465 | 35.181 | n.a. | n.a. |
| 33.990 | 37.339 | 38.055 | e_{NO,NOx,kg} = 47.749 | e_{NO,NOx,kg} = 48.108 |
| 33.748 | 37.697 | 38.414 | e_{NO,NOx,kg} = 48.108 | e_{NO,NOx,kg} = 48.108 |

Table 9. Computational results of the virtual PM emission in kg within one cycle.

| σ_{EC1} | σ_{EC2} | σ_{L1} | σ_{L2} | σ_{L3} |
|---------|---------|--------|--------|--------|
| e_{NO,PM,kg} | e_{NO,PM,kg} | e_{NO,PM,kg} | e_{NO,PM,kg} | e_{NO,PM,kg} |
| 0.199 | n.a. | n.a. | n.a. | n.a. |
| 0.229 | 0.263 | n.a. | n.a. | n.a. |
| 0.260 | 0.294 | e_{NO,PM,kg} = 0.300 | n.a. | n.a. |
| 0.285 | 0.318 | e_{NO,PM,kg} = 0.324 | e_{NO,PM,kg} = 0.407 | e_{NO,PM,kg} = 0.411 |
| 0.288 | 0.321 | e_{NO,PM,kg} = 0.327 | e_{NO,PM,kg} = 0.411 | e_{NO,PM,kg} = 0.411 |

As the above tables show, the GHG emission depends on the status of the systems and the maintenance operations performed. The resulting proportion of GHG emission is shown in Figure A1. The expected CO₂ emission reduction caused by the first iteration of the maintenance policy [kg] is shown in Figure A2. After the initialization of the energy consumption and GHG emission values, the first step is to choose an initial maintenance policy:

\[ S^* (E) = NO, S^* (G) = NO, S^* (A) = L_1, S^* (P) = L_1, S^* (B) = L_2 \]  

(17)
which means that in the case of status E and status G no maintenance is performed, in the case of status A and P first level maintenance is performed, and in the case of status B second level maintenance is chosen. The value determination equations (see Equation (5)), and the expected discounted profit for the predefined time-window can be calculated as follows:

\[
P^{S^*}(E) = \sigma^{E, NO} + \gamma E \rightarrow \gamma G \rightarrow A \cdot p^{S^*}(A) + \gamma G \rightarrow G \cdot p^{S^*}(G) + \gamma E \rightarrow G \cdot p^{S^*}(G)
\]

\[
P^{S^*}(G) = \sigma^{G, NO} + \gamma G \rightarrow A \cdot p^{S^*}(A) + \gamma G \rightarrow G \cdot p^{S^*}(G) + \gamma G \rightarrow A \cdot p^{S^*}(P)
\]

\[
P^{S^*}(A) = \sigma^{A, NO} + \gamma G \rightarrow A \cdot p^{S^*}(A) + \gamma G \rightarrow G \cdot p^{S^*}(A) + \gamma G \rightarrow A \cdot p^{S^*}(P)
\]

\[
P^{S^*}(P) = \sigma^{P, NO} + \gamma A \rightarrow A \cdot p^{S^*}(A) + \gamma A \rightarrow A \cdot p^{S^*}(P) + \gamma A \rightarrow B \cdot p^{S^*}(B)
\]

\[
P^{S^*}(B) = \sigma^{B, NO} + \gamma A \rightarrow A \cdot p^{S^*}(A) + \gamma A \rightarrow A \cdot p^{S^*}(P) + \gamma A \rightarrow B \cdot p^{S^*}(B)
\]

Solving these equations, the expected discounted profit for each status in the case of the initial maintenance policy can be determined:

\[
P^{S^*}(E) = 3461.43€ \quad P^{S^*}(G) = 3154.9€ \quad P^{S^*}(A) = 3044.9€ \quad P^{S^*}(B) = 2795.33€
\]

After the solution of value determination equations, the next phase is to apply the Howard’s policy iteration technique, and calculate a \(\Theta^{S^*}\) parameter for each \(S^*\) maintenance policy. In the case of status E no maintenance is required, therefore based on Equation (6) it is meaningless to change the maintenance policy for status E:

\[
\Theta^{S^*}(E) = P^{S^*}(E) \rightarrow S^{**}(E) = S^*(E) = NO
\]

In the case of status G, the value of \(\Theta^{S^*}\) parameter can be computed as follows:

\[
\Theta^{S^*}(G) = \max \left\{ \begin{array}{ll}
NO : & \sigma^{G, NO} + \gamma G \rightarrow G \cdot p^{S^*}(G) + \gamma G \rightarrow A \cdot p^{S^*}(A) + \gamma G \rightarrow P \cdot p^{S^*}(P) \\
L_1 : & \sigma^{G, L_1} + \gamma G \rightarrow G \cdot p^{S^*}(G) + \gamma G \rightarrow A \cdot p^{S^*}(A) + \gamma G \rightarrow P \cdot p^{S^*}(P) \\
\end{array} \right.
\]

As the solution of Equation (21) shows, \(\Theta^{S^*}(G) = 3351.43€\), which means, that there is a better maintenance policy, than the initial policy chosen in the first iteration:

\[
\Theta^{S^*}(E) > P^{S^*}(E) \rightarrow S^{**}(E) \neq S^*(E) \rightarrow S^{**}(E) = L_1
\]

In the case of status A, the value of \(\Theta^{S^*}\) parameter can be computed as follows:

\[
\Theta(S^*) = \max \left\{ \begin{array}{ll}
NO : & \sigma^{A, NO} + \gamma A \rightarrow A \cdot p^{S^*}(A) + \gamma A \rightarrow P \cdot p^{S^*}(P) + \gamma A \rightarrow B \cdot p^{S^*}(B) \\
L_1 : & \sigma^{A, L_1} + \gamma G \rightarrow G \cdot p^{S^*}(G) + \gamma G \rightarrow A \cdot p^{S^*}(A) + \gamma G \rightarrow P \cdot p^{S^*}(P) \\
L_2 : & \sigma^{A, L_2} + \gamma G \rightarrow G \cdot p^{S^*}(G) + \gamma G \rightarrow A \cdot p^{S^*}(A) + \gamma G \rightarrow P \cdot p^{S^*}(P) \\
\end{array} \right.
\]

As the solution of Equation (23) shows, \(\Theta^{S^*}(A) = 3331.43€\), which means, that there is a better maintenance policy for status A of the system, than the \(S^*(A) = L_1\) initial policy chosen in the first iteration:

\[
\Theta^{S^*}(A) > P^{S^*}(A) \rightarrow S^{**}(A) \neq S^*(A) \rightarrow S^{**}(A) = L_2
\]

In the case of status P, the value of \(\Theta^{S^*}\) parameter can be computed as follows:
\[ \Theta^S(P) = \max \begin{cases} 
NO : & \sigma_{P,NO} + \gamma \left( \gamma_{P \rightarrow P} \cdot p^{S^*}(P) + \gamma_{P \rightarrow B} \cdot p^{S^*}(B) \right) \\
L_1 : & \sigma_{P,L_1} + \gamma \left( \gamma_{A \rightarrow A} \cdot p^{S^*}(A) + \gamma_{A \rightarrow P} \cdot p^{S^*}(P) + \gamma_{A \rightarrow B} \cdot p^{S^*}(B) \right) \\
L_2 : & \sigma_{P,L_2} + \gamma \left( \gamma_{G \rightarrow G} \cdot p^{S^*}(G) + \gamma_{G \rightarrow A} \cdot p^{S^*}(A) + \gamma_{G \rightarrow P} \cdot p^{S^*}(P) \right) \\
L_3 : & \sigma_{P,L_3} + \gamma \left( \gamma_{E \rightarrow E} \cdot p^{S^*}(E) + \gamma_{E \rightarrow G} \cdot p^{S^*}(G) + \gamma_{E \rightarrow A} \cdot p^{S^*}(A) \right) 
\end{cases} \]  \tag{25}

As the solution of Equation (25) shows, \( \Theta^S(P) = 3061.43 \) \( \text{€} \), which means, that there is a better maintenance policy for status P of the system, than the \( S^*(P) = L_1 \) initial policy chosen in the first iteration:

\[ \Theta^S(P) > P^S(P) \rightarrow S^{**}(P) \neq S^*(P) \rightarrow S^{**}(P) = L_3 \]  \tag{26}

In the case of status B, the value of \( \Theta^S(B) \) parameter can be computed as follows:

\[ \Theta^S(B) = \max \begin{cases} 
NO : & \sigma_{B,NO} + \gamma \cdot p^{S^*}(B) \\
L_1 : & \sigma_{B,L_1} + \gamma \left( \gamma_{P \rightarrow P} \cdot p^{S^*}(P) + \gamma_{P \rightarrow B} \cdot p^{S^*}(B) \right) \\
L_2 : & \sigma_{B,L_2} + \gamma \left( \gamma_{A \rightarrow A} \cdot p^{S^*}(A) + \gamma_{A \rightarrow P} \cdot p^{S^*}(P) + \gamma_{A \rightarrow B} \cdot p^{S^*}(B) \right) \\
L_3 : & \sigma_{B,L_3} + \gamma \left( \gamma_{G \rightarrow G} \cdot p^{S^*}(G) + \gamma_{G \rightarrow A} \cdot p^{S^*}(A) + \gamma_{G \rightarrow P} \cdot p^{S^*}(P) \right) 
\end{cases} \]  \tag{27}

As the solution of Equation (27) shows, \( \Theta^S(B) = 2795.33 \) \( \text{€} \), which means, that there is a better maintenance policy for status P of the system than the \( S^*(B) = L_2 \) initial policy chosen in the first iteration:

\[ \Theta^S(B) > P^S(B) \rightarrow S^{**}(B) \neq S^*(B) \rightarrow S^{**}(B) = L_2 \]  \tag{28}

After that, the new value determination equations can be defined, and the expected discounted profit can be calculated in the case of \( S^{**} \) maintenance policy for the predefined time-window:

\[
\begin{align*}
p^{S^{**}}(E) &= \sigma_{E,NO} + \gamma \left( \gamma_{E \rightarrow E} \cdot p^{S^{**}}(E) + \gamma_{E \rightarrow G} \cdot p^{S^{**}}(G) + \gamma_{E \rightarrow A} \cdot p^{S^{**}}(A) \right) \\
p^{S^{**}}(G) &= \sigma_{G,L_1} + \gamma \left( \gamma_{E \rightarrow G} \cdot p^{S^{**}}(E) + \gamma_{E \rightarrow A} \cdot p^{S^{**}}(A) \right) \\
p^{S^{**}}(A) &= \sigma_{A,L_2} + \gamma \left( \gamma_{E \rightarrow A} \cdot p^{S^{**}}(E) + \gamma_{E \rightarrow G} \cdot p^{S^{**}}(G) + \gamma_{E \rightarrow A} \cdot p^{S^{**}}(A) \right) \\
p^{S^{**}}(P) &= \sigma_{P,L_3} + \gamma \left( \gamma_{A \rightarrow A} \cdot p^{S^{**}}(A) + \gamma_{A \rightarrow G} \cdot p^{S^{**}}(G) + \gamma_{A \rightarrow B} \cdot p^{S^{**}}(B) \right) \\
p^{S^{**}}(B) &= \sigma_{B,L_2} + \gamma \left( \gamma_{A \rightarrow B} \cdot p^{S^{**}}(B) \right)
\end{align*}
\]  \tag{29}

Solving these equations, the expected profit for each status in the case of the \( S^{**} \) first iteration of maintenance policy (see Equation (29)) can be given:

\[
\begin{align*}
p^{S^{**}}(E) &= 5126 \text{€} \\
p^{S^{**}}(G) &= 5016 \text{€} \\
p^{S^{**}}(A) &= 4996 \text{€} \\
p^{S^{**}}(P) &= 4726 \text{€} \\
p^{S^{**}}(B) &= 4630.14 \text{€}
\end{align*}
\]  \tag{30}

Based on the results of the \( S^{**} \) first iteration, the energy consumption reduction can be determined:

\[ \omega^{S}_{i,g} = \frac{(p^{S^{**}} - p^{S})}{c_{LCOE}^{i,g}} \]  \tag{31}

where \( \omega^{S}_{i,g} \) is the energy consumption reduction resulting from the first iteration phase in the case of system status \( i \) and electricity generation source \( g \). Similarly, the GHG emission reduction can also be calculated:

\[ \xi^{S}_{i,g,f} = \frac{(p^{S^{**}} - p^{S})}{c_{LCOE}^{i,g}} \frac{e_{f}^{spe}}{c_{LCOE}^{i,g}} \]  \tag{32}
where \( z_{i,g,f}^{\ast} \) is the GHG emission reduction resulting from the first iteration phase in the case of system status \( i \), electricity generation source \( g \), and GHG \( f \).

The computational results of energy consumption reduction and GHG emission reduction after the first iteration phase in the case of natural gas electricity generation source are described in Table 10.

### Table 10. Energy consumption reduction and GHG emission reduction resulting from the first iteration of maintenance policy optimization within the whole time-window of analysis in the case of natural gas electricity generation source.

| Initial System Status | Energy Consumption Reduction \(^1\) | GHG Emission Reduction \(^2\) |
|-----------------------|------------------------------------|-------------------------------|
|                       | \( \text{CO}_2 \)                  | \( \text{SO}_2 \) | \( \text{CO} \) | \( \text{HC} \) | \( \text{NO}_x \) | \( \text{PM} \) |
| E                    | 26,854.84                         | 13,400.565                   | 0.430          | 11.225        | 6.123           | 59.779          | 0.510 |
| G                    | 30,032.26                         | 14,986.097                   | 0.481          | 12.553        | 6.847           | 66.852          | 0.571 |
| A                    | 31,483.87                         | 15,710.452                   | 0.504          | 13.160        | 7.178           | 70.083          | 0.598 |
| P                    | 30,822.58                         | 15,380.468                   | 0.493          | 12.884        | 7.028           | 68.611          | 0.586 |
| B                    | 29,596.77                         | 14,768.790                   | 0.474          | 12.371        | 6.748           | 65.882          | 0.562 |

\(^1\) [kW], \(^2\) [kg].

After the second solution of the value determination equations, the Howard’s policy iteration techniques can be applied, and the \( \Theta^{S^{**}} \) parameter for each \( S^{**} \) maintenance policy can be calculated. In the case of status \( E \), no maintenance is required, therefore based on Equation (6) it is meaningless to change the maintenance policy for status \( E \):

\[
\Theta^{S^{**}}(E) = P^{S^{**}}(E) \rightarrow S^{***}(E) = S^{**}(E) = S^{*}(E) = NO
\]  
(33)

In the case of status \( G \), the value of \( \Theta^{S^{**}} \) parameter can be computed as follows:

\[
\Theta^{S^{**}}(G) = \max \begin{cases} 
\text{NO} : & \sigma_{G,NO} + \theta \left( \gamma_{G \rightarrow G} \cdot P^{S^{**}}(G) + \gamma_{G \rightarrow A} \cdot P^{S^{**}}(A) + \gamma_{G \rightarrow P} \cdot P^{S^{**}}(P) \right) \\
\text{L1} : & \sigma_{G,L1} + \theta \left( \gamma_{E \rightarrow E} \cdot P^{S^{**}}(E) + \gamma_{E \rightarrow G} \cdot P^{S^{**}}(G) + \gamma_{E \rightarrow A} \cdot P^{S^{**}}(A) \right) 
\end{cases}
\]  
(34)

As the solution of Equation (34) shows, \( \Theta^{S^{**}}(G) = 5016 \), which means, that the \( S^{**}(G) = L1 \) first iteration of the maintenance policy for status \( G \) is the optimal maintenance policy:

\[
\Theta^{S^{**}}(G) = P^{S^{**}}(G) \rightarrow S^{***}(G) = S^{**}(G) \rightarrow S^{***}(G) = L1
\]  
(35)

In the case of status \( A \), the value of \( \Theta^{S^{**}} \) parameter can be computed as follows:

\[
\Theta^{S^{**}}(A) = \max \begin{cases} 
\text{NO} : & \sigma_{A,NO} + \theta \left( \gamma_{A \rightarrow A} \cdot P^{S^{**}}(A) + \gamma_{A \rightarrow P} \cdot P^{S^{**}}(P) + \gamma_{A \rightarrow B} \cdot P^{S^{**}}(B) \right) \\
\text{L1} : & \sigma_{A,L1} + \theta \left( \gamma_{G \rightarrow G} \cdot P^{S^{**}}(G) + \gamma_{G \rightarrow A} \cdot P^{S^{**}}(A) + \gamma_{G \rightarrow P} \cdot P^{S^{**}}(P) \right) \\
\text{L2} : & \sigma_{A,L2} + \theta \left( \gamma_{E \rightarrow E} \cdot P^{S^{**}}(E) + \gamma_{E \rightarrow G} \cdot P^{S^{**}}(G) + \gamma_{E \rightarrow A} \cdot P^{S^{**}}(A) \right) 
\end{cases}
\]  
(36)

As the solution of Equation (36) shows, \( \Theta^{S^{**}}(A) = 4996 \), which means, that the \( S^{**}(A) = L2 \) first iteration of the maintenance policy for status \( A \) is the optimal maintenance policy:

\[
\Theta^{S^{**}}(A) = P^{S^{**}}(A) \rightarrow S^{***}(A) = S^{**}(A) \rightarrow S^{***}(A) = L2
\]  
(37)

In the case of status \( P \), the value of \( \Theta^{S^{**}} \) parameter can be computed as follows:
\[ \Theta^{S^*}\,(P) = \max \begin{cases} \text{NO} : & \sigma_{P,NO} + \theta \left( \gamma_{P \rightarrow P} \cdot P_{S^*} (P) + \gamma_{P \rightarrow B} \cdot P_{S^*} (B) \right) \\ L_1 : & \sigma_{P,L_1} + \theta \left( \gamma_{A \rightarrow A} \cdot P_{S^*} (A) + \gamma_{A \rightarrow P} \cdot P_{S^*} (P) + \gamma_{A \rightarrow B} \cdot P_{S^*} (B) \right) \\ L_2 : & \sigma_{P,L_2} + \theta \left( \gamma_{G \rightarrow G} \cdot P_{S^*} (G) + \gamma_{G \rightarrow A} \cdot P_{S^*} (A) + \gamma_{G \rightarrow P} \cdot P_{S^*} (P) \right) \\ L_3 : & \sigma_{P,L_3} + \theta \left( \gamma_{E \rightarrow E} \cdot P_{S^*} (E) + \gamma_{E \rightarrow G} \cdot P_{S^*} (G) + \gamma_{E \rightarrow A} \cdot P_{S^*} (A) \right) \end{cases} \] (38)

As the solution of Equation (38) shows, \( \Theta^{S^*}\,(P) = 4816.68 \) €, which means that there is a better maintenance policy for status P of the system than the \( S^*\,(P) = L_3 \) initial policy chosen in the first iteration:

\[ \Theta^{S^*}\,(P) > P_{S^*}\,(P) \rightarrow S^{**}\,(P) \neq S^*\,(P) \rightarrow S^{**}\,(P) = L_2 \] (39)

In the case of status B, the value of \( \Theta^{S^*}\) parameter can be computed as follows:

\[ \Theta^{S^*}\,(B) = \max \begin{cases} \text{NO} : & \sigma_{B,NO} + \theta \cdot P_{S^*} (B) \\ L_1 : & \sigma_{B,L_1} + \theta \left( \gamma_{P \rightarrow P} \cdot P_{S^*} (P) + \gamma_{P \rightarrow B} \cdot P_{S^*} (B) \right) \\ L_2 : & \sigma_{B,L_2} + \theta \left( \gamma_{A \rightarrow A} \cdot P_{S^*} (A) + \gamma_{A \rightarrow P} \cdot P_{S^*} (P) + \gamma_{A \rightarrow B} \cdot P_{S^*} (B) \right) \\ L_3 : & \sigma_{B,L_3} + \theta \left( \gamma_{G \rightarrow G} \cdot P_{S^*} (G) + \gamma_{G \rightarrow A} \cdot P_{S^*} (A) + \gamma_{G \rightarrow P} \cdot P_{S^*} (P) \right) \end{cases} \] (40)

As the solution of Equation (40) shows, \( \Theta^{S^*}\,(B) = 4630.14 \) €, which means that the \( S^*\,(B) = L_2 \) first iteration of the maintenance policy for status B is the optimal maintenance policy:

\[ \Theta^{S^*}\,(B) = P_{S^*}\,(B) \rightarrow S^{**}\,(B) = S^*\,(B) \rightarrow S^{**}\,(B) = L_2 \] (41)

After that, the new value determination equations can be defined and the expected discounted profit in the case of \( S^{**} \) maintenance policy for the predefined time-window can be calculated:

\[
\begin{align*}
P_{S^{**}} (E) &= \sigma_{E,NO} + \theta \left( \gamma_{E \rightarrow E} \cdot P_{S^{**}} (E) + \gamma_{E \rightarrow G} \cdot P_{S^{**}} (G) + \gamma_{E \rightarrow A} \cdot P_{S^{**}} (A) \right) \\
P_{S^{**}} (G) &= \sigma_{G,L_1} + \theta \left( \gamma_{E \rightarrow E} \cdot P_{S^{**}} (E) + \gamma_{E \rightarrow G} \cdot P_{S^{**}} (G) + \gamma_{E \rightarrow A} \cdot P_{S^{**}} (A) \right) \\
P_{S^{**}} (A) &= \sigma_{A,L_2} + \theta \left( \gamma_{E \rightarrow E} \cdot P_{S^{**}} (E) + \gamma_{E \rightarrow G} \cdot P_{S^{**}} (G) + \gamma_{E \rightarrow A} \cdot P_{S^{**}} (A) \right) \\
P_{S^{**}} (P) &= \sigma_{P,L_2} + \theta \left( \gamma_{G \rightarrow G} \cdot P_{S^{**}} (G) + \gamma_{G \rightarrow A} \cdot P_{S^{**}} (A) + \gamma_{G \rightarrow P} \cdot P_{S^{**}} (P) \right) \\
P_{S^{**}} (B) &= \sigma_{B,L_2} + \theta \left( \gamma_{A \rightarrow A} \cdot P_{S^{**}} (A) + \gamma_{A \rightarrow P} \cdot P_{S^{**}} (P) + \gamma_{A \rightarrow B} \cdot P_{S^{**}} (B) \right)
\end{align*}
\] (42)

Solving these equations, the expected profit for each status in the case of \( S^{**} \) second iteration of the maintenance policy can be determined:

\[
\begin{align*}
P_{S^{**}} (E) &= 5126 \text{€}, \quad P_{S^{**}} (G) = 5016 \text{€}, \quad P_{S^{**}} (A) = 4996 \text{€}, \\
P_{S^{**}} (P) &= 4981.24 \text{€}, \quad P_{S^{**}} (B) = 4650.13 \text{€}
\end{align*}
\] (43)

Based on the results of the \( S^{**} \) second iteration, the energy consumption reduction can be determined:

\[
\omega_{i,g}^{**} = \frac{(P_{S^{**}} (i) - P_{S^{*}} (i))}{\epsilon_{i,g}^{\text{COE}}}
\] (44)

where \( \omega_{i,g}^{**} \) is the energy consumption reduction resulting from the second iteration phase in the case of system status \( i \) and electricity generation source \( g \). Similarly, the GHG emission reduction can also be calculated:

\[
\xi_{i,g,f}^{**} = \frac{(P_{S^{**}} (i) - P_{S^{*}} (i))}{\epsilon_{i,g}^{\text{COE}}} \frac{\epsilon_{i,g}^{\text{spec}}}{\epsilon_{i,g}^{\text{COE}}}
\] (45)
where $\zeta^{**}_{i,g,f}$ is the GHG emission reduction resulting from the second iteration phase in the case of system status $i$, electricity generation source $g$, and GHG $f$.

The computational results of energy consumption reduction and GHG emission reduction after the second iteration phase in the case of natural gas electricity generation source are described in Table 11. The computational results of energy consumption and GHG emission reduction in the case of other electricity generation sources are shown in Tables 12 and 13 and Figure A2.

| Initial System Status | Energy Consumption Reduction $^1$ | GHG Emission Reduction $^2$ |
|-----------------------|----------------------------------|-----------------------------|
|                       |                                  | CO$_2$ | SO$_2$ | CO  | HC  | NO$_X$ | PM  |
| E, G, A               | n.a.                             | n.a.  | n.a.  | n.a. | n.a. | n.a.   | n.a. |
| P                     | 1532.258                         | 764.597 | 0.025 | 0.640 | 0.349 | 3.411  | 0.029 |
| B                     | 322.5806                         | 160.968 | 0.005 | 0.135 | 0.074 | 0.718  | 0.006 |

$^1$ [kW]; $^2$ [kg].

Table 11. Energy consumption reduction and GHG emission reduction resulting from the second iteration of maintenance policy optimization within the whole time-window of analysis in the case of natural gas electricity generation source.

| Initial System Status | Energy Consumption Reduction $^1$ | GHG Emission Reduction $^2$ |
|-----------------------|----------------------------------|-----------------------------|
|                       |                                  | CO$_2$ | SO$_2$ | CO  | HC  | NO$_X$ | PM  |
| Oil                   |                                  | 19,684.597 | 0.591 | 16.516 | 8.996 | 89.265 | 0.752 |
| G                     | 22,013.645                      | 23,077.677 | 0.693 | 19.363 | 10.547 | 104.652 | 0.882 |
| A                     | 22,592.952                      | 22,694.435 | 0.651 | 18.202 | 9.915 | 98.380 | 0.829 |
| P                     | 26,854.84                       | 2282.661 | 0.054 | 1.960 | 1.074 | 10.633 | 0.081 |
| B                     | 30,032.26                       | 2552.742 | 0.060 | 2.192 | 1.201 | 11.893 | 0.090 |
|                      | 31,483.87                       | 2676.129 | 0.063 | 2.298 | 1.259 | 12.468 | 0.094 |
|                      | 31,483.87                       | 2676.129 | 0.063 | 2.298 | 1.259 | 12.468 | 0.094 |
|                      | 29,596.77                       | 2619.919 | 0.062 | 2.250 | 1.233 | 12.206 | 0.092 |
|                      | 29,596.77                       | 2619.919 | 0.062 | 2.250 | 1.233 | 12.206 | 0.092 |
|                      | 29,596.77                       | 2515.726 | 0.059 | 2.161 | 1.184 | 11.720 | 0.089 |

$^1$ [kW]; $^2$ [kg].

Table 12. Energy consumption reduction and GHG emission reduction resulting from the first iteration of maintenance policy optimization within the whole time-window of analysis in the case of electricity generation source oil, photovoltaic, and biomass.

After the third solution of the value determination equations, the Howard’s policy iteration techniques can be applied, and the $\Theta^{***}$ parameter for each $S^{***}$ maintenance policy can be calculated. Based on the condition defined in Equation (4), it is unambiguous that it is no way to improve the maintenance policy and find a better policy for a higher profit, so the optimal maintenance policy for this scenario is the following:

$$S^F(E) = NO, S^F(G) = L_1, S^F(A) = L_2, S^F(P) = L_2, S^F(B) = L_2$$

The improvement of the maintenance policy and the resultant discounted profit of the manufacturing system is shown in Figure 8.
Table 13. Energy consumption reduction and GHG emission reduction resulting from the second iteration of maintenance policy optimization within the whole time-window of analysis in the case of electricity generation source oil, photovoltaic, and biomass.

| Initial System Status | Energy Consumption Reduction | GHG Emission Reduction |
|-----------------------|----------------------------|------------------------|
|                       |                            | CO₂ | SO₂ | CO | HC | NOₓ | PM |
| Oil                   |                            |     |     |    |    |     |     |
| E, G, A               | n.a.                       | n.a.| n.a.| n.a.| n.a.| n.a.| n.a.|
| P                     | 1123.145                   | 0.034 | 0.942 | 0.513 | 5.093 | 0.043 | 1123.145 |
| B                     | 236.452                    | 0.007 | 0.198 | 0.108 | 1.072 | 0.009 | 236.452 |
| Photovoltaic          |                            |     |     |    |    |     |     |
| E, G, A               | n.a.                       | n.a.| n.a.| n.a.| n.a.| n.a.| n.a.|
| P                     | 1123.145                   | 130.242 | 0.003 | 0.112 | 0.061 | 0.607 | 0.005 |
| B                     | 236.452                    | 27.419 | 0.001 | 0.024 | 0.013 | 0.128 | 0.001 |
| Biomass               |                            |     |     |    |    |     |     |
| E, G, A               | n.a.                       | n.a.| n.a.| n.a.| n.a.| n.a.| n.a.|
| P                     | 1123.145                   | 68.952 | 0.002 | 0.058 | 0.032 | 0.314 | 0.003 |
| B                     | 236.452                    | 14.516 | 0.000 | 0.012 | 0.007 | 0.066 | 0.001 |

1 [kW] 2 [kg].

Figure 8. Computational results of maintenance strategy optimization based on Howard’s Policy Iteration Method (orange arrows: changing strategy, increased profit, decreased energy consumption, and decreased virtual GHG emission; blue arrows: unchanged strategy, profit, energy consumptions, and GHG emission).

The discounted profit resulting from the optimized maintenance policy is influenced by the parameters of the physical systems and the cost model. Figure 9 and Table A3 demonstrate the influence of discounting parameter ϑ on the discounted profit. As Figure 9 shows, the increased value of the discount parameter leads to an increase in discounted profit.

The discounted profit depends on the initial status level of the system. Figure 10 demonstrates the influence of initial status level of the system on the discounted profit. As Figure 10 shows, the better status level causes higher discounted profit and the increased ϑ value also increases the discounted profit for all initial system statuses.

The impact of the initial system status and the ϑ discount parameter on the discounted profit is shown in Figure 11 and Table A4. The sensitivity analysis shows that optimal maintenance policy is influenced by the parameters of the technological system and the corresponding cost model represented by the ϑ discount parameter.
resulted by the optimized maintenance policy. Figure 9. Impact of the discounting parameter on the discounted energy-consumption-based profit resulting from the optimized maintenance policy in the case of different initial status of the system (best status is Status 1 and worst status is Status 5).

The discounted profit depends on the initial status level of the system. Figure 10. Impact of the initial system status on the discounted energy-consumption-based profit resulting from the optimized maintenance policy in the case of different discount parameters.

The impact of the initial system status and the discount parameter on the discounted profit. As \( \theta \) value also increases the discounted profit for all initial system statuses.

\[
S_i(E) = NO, S_i(G) = L^v, S_i(A) = L^s, S_i(P) = L^s, S_i(B) = L^s \quad (46)
\]
The discounted profit resulting from the optimized maintenance policy is influenced by the parameters of the physical systems and the cost model. Figure 9 and Table A3 demonstrate the influence of discounting parameter \( \theta \) on the discounted profit. As \( \theta \) value also increases the discounted profit for all initial system statuses.

*Figure 9*.
The discount parameter does not influence the optimal maintenance policy, but it has a great impact on the discounted profit, because energy costs have to be taken into consideration as discounted costs. The above-described scenario validates the digital twin-based maintenance policy optimization and justifies the maintenance policy in both conventional and cyber-physical manufacturing systems. Services must be optimized in order to increase performance and ensure that all technological and logistics resources can operate at 100% efficiency at all times. To summarize, the proposed Howard’s policy iteration technique-based optimization model makes it possible to analyze the impact of maintenance policy on the performance parameters of technological and logistics processes and decrease the energy consumption and the related discounted costs.

As the findings of the literature review show, the articles that addressed the maintenance policy optimization are focusing on conventional production environments, but none of the articles aimed to identify the potential in a cyber-physical production environment, where Industry 4.0 technologies can increase the impact of the maintenance policy optimization. The comparison of our results with those from other studies shows that the optimization of maintenance policies in cyber-physical environments still requires more attention and research.

5. Discussion and Conclusions

Supply chain optimization is a key factor for a sustainable, cost-efficient economy [70]. The maintenance of production and service processes represent an important part of value chains; maintenance is important not only in the field of manufacturing, but also in the processes of purchasing and distribution. The fourth industrial revolution indicates new directions for the improvement of maintenance processes and their policies. Maintenance policies are discussed in a wide range of literature, but only a few of them focus on the potentials of linking energy and maintenance using real-time data for discrete event simulation. The content analysis part of the literature review showed that existing works mainly discuss the energy efficiency of the primary processes, and that the energy aspects of maintenance processes are out of their scope. To try to fill this gap, this analysis has developed a maintenance policy optimization methodology to analyze an existing maintenance policy based on value determination equations and improve them based on Howard’s policy iteration technique. In the model, a wide range of objective functions can be defined, such as costs, reliability, availability, sustainability, or GHG emission, while different constraints can also be taken into consideration. The described methodology shows that the optimization of maintenance policy has a great impact on energy consumption, GHG emission, and profit of the manufacturing system, and that it can support the optimization of maintenance policies in cyber-physical environments still requires more attention and research.

As a managerial impact, I would like to mention that the above-described methodology can support managerial decisions regarding organizational, technological, and logistical aspects of maintenance strategies. As the computational results show, the maintenance policy influences the energy consumption of both the manufacturing processes and the maintenance operations, therefore strategic decisions regarding maintenance policy have a great impact on the costs and income of the whole system. The electricity generation source of the energy used in production and maintenance has a great impact on the GHG emissions, making it important to find the best suitable maintenance strategy for manufacturing systems, and this is also an important managerial impact of the proposed approach.

If real data is available from an industrial application, then through data mining techniques and digital twin-based simulation this model can be extended again for further study regarding the effect of real-time optimization in a sustainable manufacturing system. As in the case of this proposed model, a wide range of energy- and emission-related constraints can immediately be incorporated within the model, and heuristics or metaheuristics can be applied for optimization, which is another immediate extension of the problem [71]. The conclusions and research implications can be summarized as follows:
The development of new maintenance policy optimization methods must include Industry 4.0 technologies to improve the performance and reliability of algorithms and techniques. A new maintenance policy optimization method was developed for the improvement of available maintenance policies to improve the discounted profit of the manufacturing system, while energy efficiency and GHG emissions reduction are taken into consideration. The computational results of the analyzed scenario show that the maintenance policy has a great impact on the cost reduction. In the demonstrated case, cost reduction of 38% was calculated, taking natural gas as the electricity generation source. The energy consumption cost was calculated on the basis of the levelized cost of the electricity.

The design and operation of maintenance processes in services and production systems is a great challenge for researchers, because the complex and stochastic environment can lead to complex optimization problems.

The computational results validated the described mathematical model and the Howard’s policy iteration-based optimization algorithm. The integration of value determination equations and Howard’s policy iteration-based optimization with energy-consumption and GHG emission minimization is a suitable tool to reduce costs from a maintenance policy point of view. As the computational results show, the different electricity generation sources influence the virtual GHG emission, which is virtual from the manufacturing system’s point of view, as the real emissions are generated at the electricity generation plant and not at the manufacturing plant.

In the case of NP-hard problems, heuristic and metaheuristic algorithms can solve the optimization problems [72]. A further study of the proposed work would be the integration of the above-mentioned methodology with a real-time heuristic policy optimization. Digital twin-based discrete event simulation makes it possible to analyze data from smart sensors of the manufacturing system and link the results of analysis to the optimization process to find the best maintenance policy for the current status of the resources in the manufacturing system.

In the case of a multi-level optimization, the described methodology can be improved and the new algorithm could have the following main phases: (a) data collection from the physical system and transformation of data to the digital twin; (b) definition of objective functions and constraints of the maintenance strategy; (c) long-term optimization of the maintenance policy based on Howard’s policy iteration method and value determination equations, including the costs of energy consumption and GHG emission calculation based on the levelized cost of energy and electricity generation sources; (d) collection of real-time failure data and status information from the digital twin; (e) analysis of the maintenance policy based on value determination equations; (f) real-time heuristic optimization of the long-term maintenance policy (re-optimization or correction based on real-time failure data and status information) from a cost, energy consumption, and GHG emissions perspective. This new, multi-level optimization process can be discussed within the frame of further study (see future plans in Figure A3). Taking into consideration the maturity of Industry 4.0 technologies [73], another future research direction is the integration of other I4.0 technologies (RFID, RTLS) with maintenance processes [74].
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## Appendix A. Authors' Contributions Related to Maintenance Policy Optimization

Table A1. Authors' contributions related to maintenance policy optimization.

| Research                  | Contribution                                                                 | Maintenance | Optimization | Energy | Simulation | Supply Chain |
|---------------------------|------------------------------------------------------------------------------|-------------|--------------|--------|------------|--------------|
| Telek et al., 2013 [1]    | Description of complex material handling systems in manufacturing            | X           |              |        |            |              |
| Andre, 2021 [2]           | Trends in maintenance policies                                              | X           |              |        |            |              |
| Savolainen et al., 2021 [3]| Maintenance optimization with digital twin-based discrete event simulation  | X           | X            |        |            |              |
| Bevilacqua et al., 2020 [4]| Digital twin reference model for risk prevention                            | X           | X            |        |            |              |
| Bhuniya et al., 2021 [5]  | Energy consumption and maintenance                                          | X           | X            |        |            |              |
| Khunia et al., 2020 [6]   | Warranty and maintenance in imperfect production systems                     | X           | X            |        |            |              |
| Setti et al., 2017 [7]    | Maintenance operation in imperfect manufacturing systems                     | X           | X            |        |            |              |
| Aznia et al., 2015 [8]    | Analysis of network survival conditions                                      | X           |              |        |            |              |
| Menipaz, 1978 [9]         | Stochastic maintenance policies                                             | X           |              |        |            |              |
| Vaurio, 1997 [10]         | Maintenance optimization of standby units                                   | X           |              |        |            |              |
| Ye et al., 2020 [11]      | Integrated optimization of design, storage sizing, and maintenance policy    | X           | X            |        |            |              |
| Xiang, 2013 [12]          | Modelling of preventive maintenance operation                               | X           | X            |        |            |              |
| Fauriat et al., 2020 [13] | Condition-based maintenance policies                                        | X           |              |        |            |              |
| Lesage et al., 2012 [14]  | Integration of quality control and maintenance                              | X           | X            |        |            |              |
| Sarker et al., 2000 [15]  | Simulation-based maintenance optimization                                    | X           | X            |        |            |              |
| Li et al., 2019 [16]      | Application of maintenance policy optimization in aeronautics                | X           | X            |        |            |              |
| Samrout et al., 2009 [17] | Proportional hazard model in maintenance strategy optimization               | X           | X            |        |            |              |
| Panagiotidou, 2013 [18]   | Linking spare part order process to maintenance policies                     | X           | X            |        |            |              |
| Zied et al., 2011 [19]    | Maintenance policy in outsourced manufacturing environment                   | X           | X            |        |            |              |
| Coria et al., 2015 [20]   | Analytical maintenance policy optimization                                   | X           | X            |        |            |              |
| Zahedi-Hosseini et al., 2017 [21]| Simulation-based maintenance policy optimization                           | X           | X            |        |            |              |
| Wu et al., 2016 [22]      | Maintenance policies and the evaluation of component importance              | X           | X            |        |            |              |
| Gao et al., 2021 [23]     | Joint optimization of lot sizing and maintenance processes                   | X           | X            |        |            |              |
| Gao et al., 2021 [24]     | Joint optimization of resources and maintenance processes                    | X           | X            |        |            |              |
| Manzoor et al., 2019 [25] | Impact of human resources on job performance                                 | X           | X            |        |            |              |
| Emam-Mehrgani et al., 2016 [26]| Impact of human error on operation and maintenance                          | X           |              |        |            |              |
| Zhang et al., 2017 [27]   | Linking spare part management to maintenance strategies                      | X           | X            |        |            |              |
| Golbasi et al., 2020 [28] | Optimization of maintenance policies with discrete event simulation         | X           | X            |        |            |              |
| Boudhar et al., 2013 [29] | Impact of remanufacturing policy on spare part management                    | X           | X            |        |            |              |
| Wang et al., 2019 [30]    | Application of maintenance policy optimization in energy sector              | X           | X            |        |            |              |
| Regattieri et al., 2015 [31]| Application of maintenance policy optimization in air transport management  | X           | X            |        |            |              |
| Park et al., 2018 [32]    | Preventive maintenance policy optimization                                  | X           | X            |        |            |              |
| Delanka-Pedige et al., 2021 [33]| Sustainability of water processing                                           | X           | X            |        |            |              |
| Guerrini et al., 2016 [34]| Performance measurement and maintenance in water process engineering        | X           | X            |        |            |              |
| Gu et al., 2017 [35]      | Energy efficiency in wastewater treatment                                     | X           | X            |        |            |              |
| Diaz et al., 2018 [36]    | Fuzzy-based optimization of management processes in wastewater treatment     | X           | X            |        |            |              |
| Munasinghe et al., 2020 [37]| Maintenance policy optimization in water process engineering                | X           | X            |        |            |              |
| Li et al., 2020 [38]      | Application of maintenance policy optimization in ocean engineering          | X           |              |        |            |              |
| Gómez et al., 2016 [39]   | Decision support systems in maintenance optimization                        | X           |              |        |            |              |
| Research                                                                 | Contribution                                                                 | Maintenance | Optimization | Energy | Simulation | Supply Chain |
|--------------------------------------------------------------------------|------------------------------------------------------------------------------|-------------|--------------|--------|------------|--------------|
| Caputo et al., 2011 [40]                                                | Integration of design and maintenance policy optimization                   | X           | X            |        |            |              |
| Noureifath et al., 2007 [41]                                             | Maintenance policy optimization of multi-state systems                       | X           | X            |        |            |              |
| Marseguerra et al., 2000 [42]                                            | Heuristics and Monte Carlo simulation in maintenance optimization            | X           | X            |        |            |              |
| Melchor-Hernández et al., 2015 [43]                                      | Application of maintenance policy optimization in energy sector              | X           | X            |        |            |              |
| Martinod et al., 2018 [44]                                               | Maintenance optimization, degradation and imperfect maintenance              | X           | X            |        |            | X            |
| Jiang et al., 2015 [45]                                                  | Integration of maintenance and inventory policy optimization                 | X           | X            |        |            | X            |
| Ajah et al., 2007 [46]                                                    | Maintenance policy selection in infrastructure systems                       | X           | X            |        |            |              |
| Bányai et al., 2019 [47]                                                 | Digital twin-based real-time optimization in matrix production              | X           | X            | X      | X          |              |
| Dedopoulos et al., 1995 [48]                                             | Preventive maintenance policy optimization                                  | X           | X            |        |            |              |
| Xia et al., 2021 [49]                                                    | Sustainable machine maintenance and tool replacement                         | X           | X            |        |            |              |
| Xu et al., 2019 [50]                                                     | Maintenance control in energy efficient manufacturing                        | X           | X            |        |            |              |
| Zhou et al., 2021 [51]                                                   | Energy and quality constraints in maintenance                                | X           | X            |        | X          |              |
| Keramati et al., 2020 [52]                                               | Road maintenance from quality and energy point of view                      | X           | X            |        | X          |              |
| Drent et al., 2019 [53]                                                  | Impact of imperfect maintenance on quality                                  | X           | X            |        | X          |              |
| Yu et al., 2019 [54]                                                     | Task allocation method in maintenance scheduling                            | X           | X            |        | X          |              |
| Seyr et al., 2019 [55]                                                   | Corrective maintenance scheduling policies in energy sector                  | X           | X            |        | X          |              |
| Erguido et al., 2017 [56]                                                | A dynamic opportunistic maintenance model to reduce life-cycle cost         | X           | X            |        | X          |              |
| Hajiej et al., 2020 [57]                                                 | Integration of production and maintenance policy                            | X           | X            |        | X          |              |
| Pradhan et al., 2019 [58]                                                | Predictive maintenance in energy sector                                      | X           | X            |        | X          |              |
| Do et al., 2018 [59]                                                     | Condition-based maintenance in manufacturing                                | X           | X            |        | X          |              |
| Jiang et al., 2018 [60]                                                  | Condition-based maintenance policy with sustainability requirements          | X           | X            |        | X          |              |
| Jiang et al., 2018 [61]                                                  | Opportunistic maintenance policy                                             | X           | X            |        | X          |              |
| Xia et al., 2018 [62]                                                    | Maintenance decision-making for sustainable manufacturing                    | X           | X            |        | X          |              |
| Demichela et al., 2018 [63]                                              | Maintenance and operational optimization using field data                    | X           | X            |        | X          |              |
| Zhou et al., 2017 [64]                                                   | Queueing approach for service facility maintenance                           | X           | X            |        | X          |              |
| De Bernardini, 2021 [65]                                                 | Maintenance control in MES and ERP                                          | X           | X            |        | X          |              |
| Firdaus et al., 2018 [66]                                                | Analysis of maintenance strategies for energy efficiency                     | X           | X            |        | X          |              |
| Winston, 2004 [67]                                                       | Value determination and Howards’ policy optimization method                  | X           | X            |        |            |              |
| Irena, 2020 [68]                                                        | Computation of levelized cost of energy                                     | X           | X            |        |            | X            |
| WNA, 2011 [69]                                                          | Definition of GHG emission depending on electricity generation sources       | X           | X            |        |            | X            |
| Bányai, 2017 [70]                                                        | Optimization of outsourcing options in special manufacturing processes      | X           | X            |        |            | X            |
| Sarkar et al., 2019 [71]                                                 | Energy efficiency and reliability of manufacturing systems                   | X           | X            |        |            | X            |
| Veres et al., 2017 [72]                                                  | Manufacturing process optimization in the case of NP-hard systems             | X           | X            |        |            | X            |
| Fükö et al., 2020 [73]                                                   | Evaluation of the maturity of I4.0 technologies                             | X           | X            |        |            | X            |
| Tamás et al., 2021 [74]                                                  | Application of I4.0 technologies in manufacturing focusing on RTLS          | X           | X            |        |            | X            |
| Proposed model and methodology                                          | Linking maintenance policy optimization to energy and GHG emission aspects  | X           | X            | X      | X          | X            |
Table A2. Authors’ contributions related to energy and emission aspects of maintenance policy optimization.

| Research                                      | Contribution                                                                 | Mathematical Model                                      | Energy ¹ | Emission |
|-----------------------------------------------|------------------------------------------------------------------------------|---------------------------------------------------------|----------|----------|
| Bhuniya et al., 2021 [5]                     | Energy consumption and maintenance                                          | Non-linear profit maximization                         | 1        |          |
| Delanka-Pedige et al., 2021 [33]             | Sustainability if water processing                                          | Scenario-based assessment                                | 1        | X        |
| Guerrini et al., 2016 [34]                   | Performance measurement and maintenance in water process engineering        | KPIs analysis                                           | 1        |          |
| Gu et al., 2017 [35]                         | Energy efficiency in wastewater treatment                                   | Analytical approach                                      | 1        |          |
| Xia et al., 2021 [49]                        | Sustainable machine maintenance and tool replacement                         | Integrated decision making                               | 1        |          |
| Xu et al., 2019 [50]                         | Maintenance control in energy efficient manufacturing                       | Partially observable Markov decision process             | 1        |          |
| Zhou et al., 2021 [51]                       | Energy and quality constraints in maintenance                               | Lévy-type process and Monte Carlo method                 | 1        |          |
| Keramati et al., 2020 [52]                   | Road maintenance from quality and energy point of view                      | Network analysis                                         | 1        | X        |
| Drent et al., 2019 [53]                      | Impact of imperfect maintenance on quality                                  | Semi-Markov decision process                             | 1        |          |
| Yu et al., 2019 [54]                         | Task allocation method in maintenance scheduling                            | Numerical simulation                                     | 1        |          |
| Seyr et al., 2019 [55]                       | Corrective maintenance scheduling policies in energy sector                  | Markov Decision Process                                  | 1        |          |
| Erguido et al., 2017 [56]                    | A dynamic opportunistic maintenance model to reduce life-cycle cost         | Agent-based simulation                                   | 1        |          |
| Hajej et al., 2020 [57]                      | Integration of production and maintenance policy                            | Quadratic model and heuristics                           | 1        | X        |
| Pradhan et al., 2019 [58]                    | Predictive maintenance in energy sector                                      | Markov Decision Process                                  | 1        | X        |
| Do et al., 2018 [59]                         | Condition-based maintenance in manufacturing                               | Monte-Carlo simulation                                   | 1        | X        |
| Jiang et al., 2018 [60]                      | Condition-based maintenance policy with sustainability requirements         | Simulation                                               | 1        | X        |
| Jiang et al., 2018 [61]                      | Opportunistic maintenance policy                                            | Monte-Carlo method                                       | 1        |          |
| Xia et al., 2018 [62]                        | Maintenance decision-making for sustainable manufacturing                    | Multi-attribute model                                    | 1        |          |
| Demichela et al., 2018 [63]                  | Maintenance and operational optimization using field data                    | Conservation supply curve                                 | 1        |          |
| Zhou et al., 2017 [64]                       | Queueing approach for service facility maintenance                          | Queuing theory                                           | 1        | X        |
| Firdaus et al., 2018 [66]                    | Analysis of maintenance strategies for energy efficiency                    | n.a. (review)                                            | 1        | X        |
| Irena, 2020 [68]                             | Computation of levelized cost of energy                                      | n.a.                                                    | 1,2      | X        |
| WNA, 2011 [69]                               | Definition of GHG emission depending on electricity generation sources       | n.a.                                                    | 1        | X        |
| Sarkar et al., 2019 [71]                     | Energy efficiency and reliability of manufacturing systems                  | Euler–Lagrange method                                    | 1        | X        |
| Proposed model and methodology               | Linking maintenance policy optimization to energy and GHG                   | Markov model, Howard’s policy iteration,                 | 1,2      | X        |
|                                               | emission aspects                                                            | levelized cost of energy                                 |          |          |

¹: energy consumption of the main processes and operations (manufacturing, transportation). 2: energy consumption of the maintenance operations.
Appendix B. GHG Emission Data Depending on the Howard’s Policy Iteration Phase

Figure A1. Proportion of GHG emission depending on the status and the performed maintenance operation.

Figure A2. Expected CO$_2$ emission reduction caused by the first iteration of maintenance policy [kg].

Appendix C. Data Tables for Sensitivity Analysis

Table A3. Impact of the discounting parameter on the discounted profit resulting from the optimized maintenance policy in the case of different initial status of the system (best status is Status 1 and worst status is Status 5).

| Status | $\theta = 0.7$ | $\theta = 0.75$ | $\theta = 0.8$ | $\theta = 0.85$ | $\theta = 0.9$ | $\theta = 0.95$ |
|--------|----------------|----------------|----------------|----------------|----------------|----------------|
| Status 1 | 778.03         | 896.78         | 1069.19        | 1346.84        | 1885.68        | 3461.42        |
| Status 2 | 567.70         | 671.60         | 827.19         | 1086.19        | 1603.65        | 3154.91        |
| Status 3 | 457.71         | 561.60         | 717.19         | 976.19         | 1493.65        | 2815.33        |
| Status 4 | 269.46         | 365.59         | 513.20         | 763.94         | 1272.87        | 2795.33        |
| Status 5 | 249.46         | 345.61         | 493.20         | 743.94         | 1252.87        | 2795.33        |
Table A4. Impact of the initial system status and the $\vartheta$ discount parameter on the discounted profit resulted by the optimized maintenance policy.

| $\vartheta$ | $\frac{2\gamma-4}{\gamma-\vartheta} = 2.6$ | $\frac{2\gamma-4}{\gamma-\vartheta} = 3.5$ | $\frac{2\gamma-4}{\gamma-\vartheta} = 5.0$ | $\frac{2\gamma-4}{\gamma-\vartheta} = 8.0$ | $\frac{2\gamma-4}{\gamma-\vartheta} = 17.0$ |
|---|---|---|---|---|---|
| 0.7 | 791.53 | 806.90 | 824.53 | 844.95 | 868.91 |
| 0.75 | 913.25 | 932.34 | 954.69 | 981.23 | 1013.26 |
| 0.8 | 1089.20 | 1113.02 | 1141.60 | 1176.53 | 1220.2 |
| 0.85 | 1371.60 | 1401.54 | 1438.53 | 1485.32 | 1546.45 |
| 0.9 | 1916.27 | 1954.28 | 2002.84 | 2066.99 | 2155.71 |
| 0.95 | 3499.49 | 3548.35 | 3613.36 | 3704.09 | 3839.60 |

Appendix D: Future Research Directions with Real-Time Policy Optimization

Figure A3. Multi-level maintenance policy optimization based on Howard’s policy iteration method and heuristic real-time policy optimization.
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