SYMMETRIC FUNCTION GENERALIZATIONS OF THE $q$-BAKER–FORRESTER EX-CONJECTURE AND SELBERG-TYPE INTEGRALS
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Abstract. It is well-known that the famous Selberg integral is equivalent to the Morris constant term identity. In 1998, Baker and Forrester conjectured a generalization of the $q$-Morris constant term identity. This conjecture was proved and extended by Károlyi, Nagy, Petrov and Volkov in 2015. In this paper, we obtain two symmetric function generalizations of the $q$-Baker–Forrester ex-conjecture. These includes: (i) a $q$-Baker–Forrester type constant term identity for a product of a complete symmetric function and a Macdonald polynomial; (ii) a complete symmetric function generalization of KNPV’s result.
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1. Introduction

In 1944, Atle Selberg [21] gave the following remarkable multiple integral:

$$
\int_0^1 \cdots \int_0^1 \prod_{i=1}^n x_i^{a-1}(1-x_i)^{b-1} \prod_{1 \leq i<j \leq n} |x_i - x_j|^{2\gamma} dx_1 \cdots dx_n
$$

$$
= \prod_{j=0}^{n-1} \frac{\Gamma(\alpha + j \gamma) \Gamma(\beta + j \gamma) \Gamma(1 + (j + 1) \gamma)}{\Gamma(\alpha + \beta + (n + j - 1) \gamma) \Gamma(1 + \gamma)},
$$

where $\alpha, \beta, \gamma$ are complex parameters such that

$$
\text{Re}(\alpha) > 0, \quad \text{Re}(\beta) > 0, \quad \text{Re}(\gamma) > -\min\{1/n, \text{Re}(\alpha)/(n-1), \text{Re}(\beta)/(n-1)\}.
$$

When $n = 1$, the above Selberg integral reduces to the Euler beta integral. For the importance of the Selberg integral, one can refer [6].

It is well-known that the Selberg integral is equivalent to the Morris constant term identity [19]

$$
\text{CT}_x \prod_{i=1}^n (1 - x_0/x_i)^a (1 - x_i/x_0)^b \prod_{1 \leq i \neq j \leq n} (1 - x_i/x_j)^c = \prod_{i=0}^{n-1} \frac{(a + b + ic)!(i+1)c!}{(a + ic)!(b + ic)!c!}
$$
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for nonnegative integers $a, b, c$, where $CT$ denotes taking the constant term with respect to $x := (x_1, \ldots, x_n)$. Note that we can set $x_0 = 1$ in (1.1) without changing the constant term, since we take the constant term in a homogeneous Laurent polynomial. The same principle applies to all the homogeneous Laurent polynomials in this paper. In his Ph.D. thesis [19], Morris also conjectured the following $q$-analogue constant term identity

\[
\frac{\text{CT}}{x} \prod_{i=1}^{n} (x_0/x_1)_a (qx_i/x_0)_b \prod_{1 \leq i < j \leq n} (x_i/x_j)_c (qx_j/x_i)_c = \prod_{i=0}^{n-1} (q)_{a+b+ic} (q)_{(i+1)c} \prod_{i=0}^{n} (q)_{a+ic} (q)_{b+ic} (q)_{c},
\]

where $(z)_c := (z; q)_c := (1 - z)(1 - zq) \cdots (1 - zq^{c-1})$ is the $q$-factorial for a positive integer $c$ and $(z)_0 := 1$. In 1988, Habsieger [10] and Kadell [12] independently proved Askey’s conjectured $q$-analogue of the Selberg integral [3]. Expressing their $q$-analogue integral as a constant term identity they thus proved Morris’ $q$-constant term conjecture [1.2]. Now the constant term identity (1.2) is called the Habsieger–Kadell $q$-Morris identity.

Recently, Albion, Rains and Warnaar obtained an AFLT type $q$-Selberg integral, which is a $q$-Selberg integral over a pair of two Macdonald polynomials [2]. Their integral gives a $q$-analogue of the AFLT Selberg integral [1], which arising from AGT conjecture. By the standard transformation between $q$-Selberg type integrals and $q$-Morris type constant term identities [19], we obtain an equivalent constant term identity, see (1.4) below. For nonnegative integers $a, b, c$ and partitions $\lambda$ and $\mu$, denote

\[
A_n(a, b, c, \lambda, \mu) := \text{CT} x_0^{\lambda e - n|\mu|} P_\lambda(x_1, \ldots, x_n; q, q^c) P_\mu\left(\sum_{i=1}^{n} x_i\right) \prod_{1 \leq i < j \leq n} (x_i / x_j)_c (qx_j / x_i)_c,
\]

where $P_\lambda(x; q, t)$ is the Macdonald polynomial, $|\lambda| := \sum_{i=1}^{\infty} \lambda_i$ is the size of $\lambda$, and $f[t + z]$ is plethystic notation for the symmetric function $f$. Then, for $\ell(\lambda) \leq n$

\[
A_n(a, b, c, \lambda, \mu) = (-1)^{\lambda e} q^{\sum_{i=1}^{n} \lambda_i} P_\lambda\left(\frac{1 - q^{c+nc}}{1 - q^c}; q, q^c\right) P_\mu\left(\frac{q^{c+b+1} - q^{a+nc}}{1 - q^c}; q, q^c\right)
\]

\[
\times \prod_{i=1}^{n} \prod_{j=1}^{\ell(\mu)} (q^{b+((n-i-j)c+\lambda_i+\mu_{j+1}+1)}; \lambda_{j+1})_{q^{b+((n-i-j)c+\lambda_i+\mu_{j+1})}} \frac{(q)^{b+((n-i)c+\lambda_i+\mu_{j})}}{(q)^{b+((n-i)c+\lambda_i+\mu_{j+1})}} (q)^{i c} ,
\]

where $n(\lambda) := \sum_{i=1}^{n} (i - 1) \lambda_i$ and $\ell(\lambda)$ is the length of the partition $\lambda$. If $b = c - a - 1$, the constant term identity (1.4) reduces to [23] Theorem 1.7. Note that if $\ell(\lambda) > n$ then both sides of (1.4) reduce to zero.
For nonnegative integers \( n, n_0, a, b, m \) and a positive integer \( c \), denote
\[
F_{n,n_0}(x; a, b, c, m) = \prod_{i=1}^{n} (x_0/x_i)^a (q x_i/x_0)^b + \chi(i>n-m) \prod_{1 \leq i<j \leq n} (x_i/x_j)^c - \chi(i \leq n_0) \prod_{i=0}^{n-1} \frac{1}{1 - q x_i}
\]

where \( \chi(true) = 1 \) and \( \chi(false) = 0 \). Intimately related to the theory of random matrices, Baker and Forrester \([4]\) conjectured the following extension of the Habsieger–Kadell \( q \)-Morris identity:
\[
\text{CT}_x F_{n,n_0}(x; a, b, c, 0) = \prod_{i=1}^{n-n_0-1} (1 - q^{(i+1)c}) \prod_{i=0}^{n-1} \frac{(q^{a+i-c-n_0-\chi(i \leq n_0)}(i-n_0)+1) b(q)(i+1)c-n_0-\chi(i \leq n_0)(i-n_0)-1}{(q) b+i-c-n_0-\chi(i \leq n_0)(i-n_0)(q) c-\chi(i \leq n_0)}.
\]

Using Combinatorial Nullstellensatz, Károlyi, Nagy, Petrov and Volkov \([13]\) obtained a constant term identity for \( F_{n,n_0}(x; a, b, c, m) \) (see the \( l = 0 \) case of Theorem \([12]\) below), which extends the original \( q \)-Baker–Forrester conjecture \((1.6)\) by adding the new parameter \( m \).

Let \( X = (x_0, x_1, x_2, \ldots) \) be an alphabet of countably many variables. Then for nonnegative integer \( l \), the \( l \)-th complete symmetric function \( h_l(X) \) may be defined in terms of its generating function as
\[
\sum_{l \geq 0} z^l h_l(X) = \prod_{i \geq 0} \frac{1}{1 - z x_i}.
\]

For \( l \) a nonnegative integer and \( \mu \) a partition, let
\[
B_{n,n_0}(a, b, c, l, \mu) := \text{CT}_x x_0^{-l-|\mu|} F_{n,n_0}(x; a, b, c, 0) \times h_l \left[ \sum_{i=1}^{n} \frac{1 - q^{c-\chi(i \leq n_0)}}{1 - q^{c}} x_i \right] \times P_{\mu} \left[ \frac{q^{c-b-1} - q^a}{1 - q^c} x_0 + \sum_{i=1}^{n} \frac{1 - q^{c-\chi(i \leq n_0)}}{1 - q^c} x_i \right] ; q, q^c.
\]

Our first result is the next \( q \)-Baker–Forrester type constant term identity for a product of a complete symmetric function and a Macdonald polynomial.
Theorem 1.1. Let $B_{n,n_0}(a,b,c,l,\mu)$ be defined in (1.8). Then for $0 \leq n_0 < n$ and $\ell(\mu) < n - n_0$,

\begin{equation}
B_{n,n_0}(a,b,c,l,\mu) = (-1)^{l+|\mu|}q^{l \sum_{i=1}^{n} \binom{n}{2} - cn(\mu)}h_l\left[\frac{1 - q^{n-c-n_0}}{1 - q}\right] \times \frac{(q^{a-l+1})_l}{(q^{n_0-c-n_0+1})_l} \times \prod_{j=0}^{\mu \leq n_0} \left(\frac{(q^{a+b+(n-1)c-n_0+j})_l (q^{j+1})_l (q^{j+c-b})_{\mu_j} (q^{n-j-1}c-n_0+b+\mu_j)_l}{(q^{n-j)c+b+1-n_0)_{\mu_j+l}}\right).
\end{equation}

Note that if $n_0 \geq n$ then this forces $\mu = 0$ by the restriction $\ell(\mu) < n - n_0$. Then it is easy to see that $B_{n,n_0}(a,b,c,l,0) = B_{a,0}(a,b,c-1,l,0)$ for $n_0 \geq n$.

For $l$ a nonnegative integer, define

\begin{equation}
C_{n,n_0}(a,b,c,l,m) := CT_{x_0}x_0^{-l}h_l\left[\sum_{i=1}^{n} \frac{1 - q^{c+i(i-1)_0}}{1 - q}x_i\right]F_{n,n_0}(x;a,b,c,m).
\end{equation}

Our second result is the next complete symmetric function generalization of the result of Károlyi et al.

Theorem 1.2. Let $C_{n,n_0}(a,b,c,l,m)$ be defined in (1.10). For $m \geq n - n_0$,

\begin{equation}
C_{n,n_0}(a,b,c,l,m) = (-1)^l q^{l_2}h_l\left[\frac{1 - q^{n-c-n_0}}{1 - q}\right] \times \prod_{j=2}^{n-n_0} (1 - q^j) \times \prod_{j=0}^{n-n_0} \left(\frac{(q^{a+b+(n-1)c-n_0+j})_l (q^{j+1})_l (q^{j+c-b})_{\mu_j} (q^{n-j-1}c-n_0+b+\mu_j)_l}{(q^{n-j)c+b+1-n_0)_{\mu_j+l}}\right).
\end{equation}

Note that by the definition of $C_{n,n_0}(a,b,c,l,m)$, for $m \geq n$ we have $C_{n,n_0}(a,b,c,l,m) = C_{n,n_0}(a,b+1,c,l,0) = B_{n,n_0}(a,b+1,c,l,0)$. One can also notice that $C_{n,n_0}(a,b,c,l,m) = C_{n,0}(a,b,c-1,l,m)$ for $n_0 \geq n$. The $l = 0$ case of Theorem 1.2 reduces to the result of Károlyi et al [13 Theorem 6.2].

The method employed to prove Theorems 1.1 and 1.2 is based on the Gessel–Xin method, which first appeared in [9] to prove the Zeilberger–Bressoud $q$-Dyson theorem [27]. We managed to extend the Gessel–Xin method in the proof of the first-layer formulas for the $q$-Dyson product [16] and in dealing with the $q$-Dyson orthogonality problem [28]. The basic idea of the Gessel–Xin method is the well-known fact that to prove the equality of two polynomials of degree at most $d$, it is sufficient to prove that they agree at $d + 1$ distinct points. We briefly outline the key steps to prove our main results (1.9) and (1.11).

Polynomiality. It is routine to show that the constant terms $B_{n,n_0}(a,b,c,l,\mu)$ and $C_{n,n_0}(a,b,c,l,m)$ (we refer these two constant terms as $B$ and $C$ for short respectively
in the following of this section) are polynomials in $q^n$, assuming that all parameters but $a$ are fixed. See Corollary \ref{5.2} Then, we can extend the definitions of $B$ and $C$ for negative $a$, especially negative integers.

(2) **Rationality.** By a rationality result, see Corollary \ref{5.4} below, it suffices to prove \eqref{1.9} and \eqref{1.11} for sufficiently large $c$.

(3) **Determination of roots.** Let

\begin{align}
B_1 &= C_1 = \{-ic + n_0 - \chi(i \leq n_0)(n_0 - i) - 1, \ldots, \\
&\quad -ic + n_0 - \chi(i \leq n_0)(n_0 - i) - b \mid i = 0, 1, \ldots, n - 1\}, \\
B_2 &= C_2 = \{l - 1, l - 2, \ldots, 0\}, \\
B_3 &= \{- (n - j)c + n_0 - b - 1, \ldots, -(n - j)c + n_0 - b - \mu_j \mid j = 1, 2, \ldots, \ell(\mu)\}.
\end{align}

Suppose $c > b + \mu_1$, then all the elements of $B_1 \cup B_2 \cup B_3$ are distinct. Let

\begin{align}
C_3 &= \{-ic + n_0 - \chi(i \leq n_0)(n_0 - i) - b - 1 \mid i = n - m, \ldots, n - 1\}.
\end{align}

Suppose $c > b + 1$, then all the elements of $C_1 \cup C_2 \cup C_3$ are distinct.

For $B$ and $C$ viewed as polynomials in $q^n$, we will determine all their roots. Explicitly, $B$ and $C$ vanish only when $a \in B_1 \cup B_2 \cup B_3$ and $a \in C_1 \cup C_2 \cup C_3$ respectively. Note that $B_1, B_3, C_1, C_3$ are sets of negative integers. For $B$ and $C$ at a negative integer $a$, we are actually concerned with constant terms of rational functions. Hence, we need the theory of the field of iterated Laurent series, which was developed by Xin \cite{24,25}.

(4) **Value at an additional point.** We obtain explicit expressions for $B$ and $C$ at $a = -n_0(c - 1) - b - 1$ and $a = -(n - m - 1)(c - 1) - b - 1$ respectively.

We can uniquely determine the closed-form expressions for $B$ and $C$ by the above steps. The steps (1) and (2) are routine but not trivial. The step (3) is quite lengthy but conceptually simple. In the step (4) we reduce $B$ and $C$ to similar types. When carried out the details, we made a breakthrough to the Gessel–Xin method by mixing the ideas of the original Gessel–Xin method, plethystic substitutions and the splitting formula for the $q$-Dyson product by Cai \cite{5}. We will explain this below.

Let the degree of a rational function of $x$ be the degree of the numerator in $x$ minus the degree in $x$ of the denominator. The original Gessel–Xin method \cite{9} is a constant term method to rational functions with negative degrees. We extended it to rational functions with non-positive degrees to obtain the first-layer formulas for the $q$-Dyson product in \cite{16}. We attempted to prove the Forrester conjecture in \cite{8}. However, the method failed in general. The main obstacle is dealing with constant terms of rational functions with positive degrees. In this paper, we overcome this difficulty.

For the rational functions with positive degrees in this paper, we find that they reduce to Laurent polynomials under certain conditions, see Lemma \ref{9.1} Then, using Cai’s idea, we obtain similar splitting formulas for the $q$-Baker–Forrester type constant terms, see Proposition \ref{3.5}. By the splitting formulas, we can confirm whether the constant terms of those
Laurent polynomials mentioned above vanish. By such process, we extend the original Gessel–Xin method to rational functions with positive degrees.

To complete the step (3), we also need to combine the Gessel–Xin method with plethystic substitutions. We developed this method recently to deal with the $q$-Dyson orthogonality problem \[28\].

The structure of this paper is as follows. The first section is this introduction. In Section 2, we introduce the basic notation. In Section 3, we introduce the three main tools in this paper — plethystic notation, iterated Laurent series and a splitting formula. In Section 4, we give several essential results for Macdonald polynomials. In Section 5, we obtain the properties of polynomiality and rationality for $B_{n,n_0}(a,b,c,l,\mu)$ and $C_{n,n_0}(a,b,c,l,m)$. In Section 6, we present some preliminaries for the determination of the roots of $B_{n,n_0}(a,b,c,l,\mu)$ and $C_{n,n_0}(a,b,c,l,m)$. In Section 7 and Section 8, we complete the proof of Theorem 1.1 and Theorem 1.2 respectively. In Section 9, we complete the proof of Case (3) of Lemma 6.8.

2. Basic notation

In this section we introduce some basic notation used throughout this paper.

A partition is a sequence $\lambda = (\lambda_1, \lambda_2, \ldots)$ of nonnegative integers such that $\lambda_1 \geq \lambda_2 \geq \cdots$ and only finitely-many $\lambda_i$ are positive. The length of a partition $\lambda$, denoted $\ell(\lambda)$ is defined to be the number of non-zero $\lambda_i$ (such $\lambda_i$ are known as the parts of $\lambda$). We adopt the convention of not displaying the tails of zeros of a partition. Sometimes, it is convenient to denote a partition by

$$\lambda = (1^{m_1}2^{m_2}\ldots r^{m_r}\ldots),$$

which means that exactly $m_i$ of the parts of $\lambda$ are equal to $i$. As usual, we identify a partition with its Young diagram — a collection of left-aligned rows of squares such that the $i$th row contains $\lambda_i$ squares. For example, the partition $(6, 4, 3, 1)$ corresponds to

```

```

The conjugate of a partition $\lambda$ is the partition $\lambda'$ whose diagram is the transpose of the diagram $\lambda$. For example, the conjugate of $(6, 4, 3, 1)$ is $(4, 3, 3, 2, 1, 1)$. If $\lambda, \mu$ are partitions, we shall write $\mu \subset \lambda$ if $\mu_i \leq \lambda_i$ for all $i \geq 1$. We can construct a skew diagram $\lambda/\mu$ whenever $\mu \subset \lambda$ by removing the squares of $\mu$ from those of $\lambda$. For example, if $\lambda = (6, 4, 3, 1)$ and $\mu = (5, 3, 1)$, then $\mu \subset \lambda$ and the skew diagram $\lambda/\mu$ is the following:

```

```
A skew diagram \( \theta \) is said to be a horizontal \( r \)-strip if \( |\theta| = r \) and it contains at most one square in every column. For example, the above diagram for \((6, 4, 3, 1)/(5, 3, 1)\) is a horizontal 5-strip. We say that \( |\lambda| = \lambda_1 + \lambda_2 + \cdots \) is the size of the partition \( \lambda \). We adopt the standard dominance order on the set of partitions of the same size. If \( \lambda, \mu \) are partitions such that \( |\lambda| = |\mu| \) then \( \mu \leq \lambda \) if \( \mu_1 + \cdots + \mu_i \leq \lambda_1 + \cdots + \lambda_i \) for all \( i \geq 1 \). As usual, we write \( \mu < \lambda \) if \( \mu \leq \lambda \) but \( \mu \neq \lambda \).

The infinite \( q \)-shifted factorial is defined as

\[
(z)_\infty = (z; q)_\infty := \prod_{i=0}^{\infty} (1 - zq^i)
\]

where, typically, we suppress the base \( q \). Then, for \( k \) an integer,

\[
(z)_k = (z; q)_k := \frac{(z; q)_\infty}{(zq^k; q)_\infty}.
\]

Note that

\[
(z)_k = \begin{cases} 
(1 - z)(1 - zq) \cdots (1 - zq^{k-1}) & \text{if } k > 0, \\
1 & \text{if } k = 0, \\
\frac{1}{(1 - zq^k)(1 - zq^{k+1}) \cdots (1 - zq^-)} & \text{if } k < 0.
\end{cases}
\]

Using the above we can define the \( q \)-binomial coefficient as

\[
\left[ \frac{n}{k} \right] = \frac{(q^{n-k+1})_k}{(q)_k}
\]

for \( n \) an arbitrary integer and \( k \) a nonnegative integer.

By convention, for \( k < j \) we set \( \sum_{i=j}^{k} n_i := 0 \) and \( \prod_{i=j}^{k} n_i := 1 \).

3. Main tools

In this section, we introduce our three main tools — plethystic notation, iterated Laurent series and a splitting formula in the subsections 3.1, 3.2 and 3.3 respectively. In Subsection 3.4 we give several consequences by the splitting formula.

3.1. Plethystic notation and substitution. Plethystic or \( \lambda \)-ring notation is a device to facilitate computations in the ring of symmetric functions. In this subsection, we briefly introduce plethystic notation and substitution. The reader can refer [11, 14, 20] for more details.

Let \( \mathbb{F} \) be a field and \( \Lambda_{\mathbb{F}} \) be the ring of symmetric functions in countably many variables with coefficients in \( \mathbb{F} \). For a set of countably many variables \( X = \{x_1, x_2, \ldots \} \) (we refer \( X \) as an alphabet), we additively write \( X := x_1 + x_2 + \cdots \), and use plethystic brackets to indicate this additive notation:

\[
f(X) = f(x_1, x_2, \ldots) = f[x_1 + x_2 + \cdots] = f[X], \quad \text{for } f \in \Lambda_{\mathbb{F}}.
\]
Let \( p_r \) be the power sum symmetric function in the alphabet \( X \), defined by
\[
p_r = \sum_{i \geq 1} x_i^r
\]
for \( r \) a positive integer and \( p_0 = 1 \). For a partition \( \lambda = (\lambda_1, \lambda_2, \ldots) \), define
\[
p_\lambda = p_{\lambda_1} p_{\lambda_2} \cdots.
\]
The \( p_r \) are algebraically independent over \( \mathbb{Q} \), and the \( p_\lambda \) form a basis of \( \Lambda_\mathbb{Q} \) \cite{18}. Hence, we can write
\[
\Lambda_\mathbb{Q} = \mathbb{Q}[p_1, p_2, \ldots].
\]
A power sum whose argument is the sum, difference or Cartesian product of two alphabets \( X \) and \( Y \) is defined as
\[
(3.1a) \quad p_r[X + Y] = p_r[X] + p_r[Y],
\]
\[
(3.1b) \quad p_r[X - Y] = p_r[X] - p_r[Y],
\]
\[
(3.1c) \quad p_r[XY] = p_r[X] p_r[Y].
\]
Occasionally we need to use an ordinary minus sign in plethystic notation. To distinguish this from a plethystic minus sign, we denote by \( \epsilon \) the alphabet consisting of the single letter \(-1\), so that for \( f \in \Lambda_\mathbb{F} \)
\[
f(-x) = f(-x_1, -x_2, \ldots) = f[\epsilon x_1 + \epsilon x_2 + \cdots] = f[\epsilon X].
\]
Hence
\[
p_r[\epsilon X] = (-1)^r p_r[X], \quad p_r[-\epsilon X] = (-1)^{r-1} p_r[X].
\]
If \( f \) is a homogeneous symmetric function of degree \( k \) then
\[
(3.2) \quad f[aX] = a^k f[X]
\]
for a single-letter alphabet \( a \). In particular,
\[
(3.3) \quad f[\epsilon X] = (-1)^k f[X].
\]
From (3.1a), we also have
\[
p_r[2X] := p_r[X + X] = 2 p_r[X].
\]
We extend the above to any \( k \in \mathbb{F} \) via
\[
(3.4) \quad p_r[kX] = kp_r[X].
\]
Note that this leads to some notational ambiguities, and whenever not clear from the context we will indicate if a symbol such as \( a \) or \( k \) represents a letter or a binomial element.\footnote{In \cite{14} p. 32 Lascoux refers to \( k \in \mathbb{F} \) as a binomial element.} Suppose \( t \) is a single-letter alphabet such that \(|t| < 1\). By (3.1a) and (3.1c)
\[
p_r \left[ \frac{X}{1 - t} \right] = p_r[X(1 + t + t^2 + \cdots)] = p_r[X] \sum_{k=0}^\infty p_r[t^k] = p_r[X] \sum_{k=0}^\infty t^{kr} = \frac{p_r[X]}{1 - t^r}.
\]
Hence, we have the next division rule:

\[(3.5) \quad p_r \left[ \frac{X}{1-t} \right] = \frac{p_r[X]}{1-t^r}.\]

Note that we can not define the plethystic division by an arbitrary alphabet.

The plethystic substitution greatly simplifies our computation of constant terms because of the following rules:

1. We can simplify and compute the alphabets in the bracket. For instance \(f[X - X]^r = f[0] = f(0, 0, \ldots)\) and \(f[(1-q^k)/(1-q)] = f[1+q + \cdots + q^{k-1}]\) for \(k\) a nonnegative integer and any \(f \in \Lambda_F\), as this is easily checked for the \(f = p_r\) case.

2. We can make the substitution inside the bracket if we substitute an \(x\) (or \(y\))-variable by a one-letter alphabet (or a product of finitely many one-letter alphabets). For instance, if we want to substitute \(Y\) by \(M\) in \(f[X - Y]\), then we can check that \(p_r[X - Y] |_{Y \rightarrow M} = p_r[X] - p_r[Y] |_{Y \rightarrow M} = p_r[X] - p_r[M] = p_r[X - M]\). In fact, we can summarize this rule simply by: a variable can only be substituted by a one-letter alphabet (or a product of finitely many one-letter alphabets), not a signed one-letter alphabet.

Let the elementary symmetric function be defined as

\[e_r = \sum_{1 \leq i_1 < \cdots < i_r} x_{i_1}x_{i_2}\cdots x_{i_r}\]

for \(r\) a positive integer and \(e_0 = 1\). The next simple fact plays an important role in proving vanishing properties of the constant terms \(B_{n,n_0}(a,b,c,l,\mu)\) and \(C_{n,n_0}(a,b,c,l,m)\). By the definition of the elementary symmetric function,

\[(3.6) \quad e_r[X] = 0 \quad \text{if} \quad |X| < r,\]

for \(r\) a positive integer and \(X\) an alphabet of finitely many variables. Here \(|X|\) denotes the cardinality of \(X\).

Finally, we need the following two basic plethystic identities. One can find proofs in [11, Theorem 1.27].

**Proposition 3.1.** Let \(X\) and \(Y\) be two alphabets. For \(r\) a nonnegative integer,

\[(3.7) \quad h_r[X + Y] = \sum_{i=0}^{r} h_i[X]h_{r-i}[Y],\]

\[(3.8) \quad h_r[-X] = (-1)^r e_r[X].\]

3.2. **Constant term evaluations using iterated Laurent series.** In this subsection we present a basic lemma for extracting constant terms from rational functions in the framework of the field of iterated Laurent series.

Throughout this paper we let \(K = \mathbb{C}(q)\) and work in the field of iterated Laurent series \(K((x_n, x_{n-1}, \ldots, x_0)) = K((x_n))((x_{n-1})) \cdots ((x_0))\). Elements of \(K((x_n, x_{n-1}, \ldots, x_0))\) are regarded first as Laurent series in \(x_0\), then as Laurent series in \(x_1\), and so on. In [9], the authors showed that the field \(K((x_n, x_{n-1}, \ldots, x_0))\) is highly suitable for proving the \(q\)-Dyson style constant term identities. The reader may refer [24] and [25] for more detailed account...
of the properties of this field. The most applicable fact in what is to follow is that the field $K(x_0, \ldots, x_n)$ of rational functions in the variables $x_0, \ldots, x_n$ with coefficients in $K$ forms a subfield of $K \langle \langle x_n, x_{n-1}, \ldots, x_0 \rangle \rangle$, so that every rational function can be identified with its unique Laurent series expansion.

The following series expansion of $1/(1 - cx_i/x_j)$ for $c \in K \setminus \{0\}$ forms a key ingredient in our approach:

$$\frac{1}{1 - cx_i/x_j} = \begin{cases} \sum_{l \geq 0} c^l (x_i/x_j)^l & \text{if } i < j, \\ -\sum_{l < 0} c^l (x_i/x_j)^l & \text{if } i > j. \end{cases}$$

Thus,

$$CT_{x_i} \frac{1}{1 - cx_i/x_j} = \begin{cases} 1 & \text{if } i < j, \\ 0 & \text{if } i > j, \end{cases}$$

where, for $f \in K \langle \langle x_n, x_{n-1}, \ldots, x_0 \rangle \rangle$, we also use the notation $CT_{x_i} f$ to denote taking the constant term of $f$ with respect to $x_i$. The constant term operators defined in $K \langle \langle x_n, \ldots, x_0 \rangle \rangle$ have the property of commutativity:

$$CT_{x_i} CT_{x_j} f = CT_{x_j} CT_{x_i} f$$

for any $i$ and $j$. This means that we are taking constant term in a set of variables. Then $CT_{x_i}$ is well-defined in this field.

The following lemma has appeared previously in [9]. It is a basic tool for extracting constant terms from rational functions.

**Lemma 3.2.** For a positive integer $m$, let $p(x_k)$ be a Laurent polynomial in $x_k$ of degree at most $m - 1$ with coefficients in $K \langle \langle x_n, \ldots, x_{k-1}, x_{k+1}, \ldots, x_0 \rangle \rangle$. Let $0 \leq i_1 \leq \cdots \leq i_m \leq n$ such that all $i_r \neq k$, and define

$$f = \frac{p(x_k)}{\prod_{r=1}^{m} (1 - c_r x_k/x_{i_r})},$$

where $c_1, \ldots, c_m \in K \setminus \{0\}$ such that $c_r \neq c_s$ if $x_{i_r} = x_{i_s}$. Then

$$CT_{x_k} f = \sum_{r=1}^{m} \left( f \left( 1 - c_r x_k/x_{i_r} \right) \right)_{x_k = c_r^{-1} x_{i_r}}.$$

Note that we extended Lemma 3.2 to [16, Lemma 3.1], in which $p(x_k)$ is a Laurent polynomial in $x_k$ of degree at most $m$. In this paper, we find a way to deal with the cases when the degree in $x_k$ of $p(x_k)$ is larger than $m$. In our application of plethystic substitution, a crucial fact is that every $c_r$ is of the form $q^u$ for $u \in \mathbb{Z}$. In other words, $q$ and $q^{-1}$ are treated as single letter alphabets in plethystic notation, and each $c_r$ is a product of finite many $q$ or $q^{-1}$.

The next proposition presents an equivalence between two kinds of constant terms.
Proposition 3.3. For a positive integer $n$, a nonnegative integer $c$ and $x := (x_1, \ldots, x_n)$, let $f(x)$ be a rational function invariant under any permutation of $x$. Then

\begin{equation}
(3.12) \quad \text{CT}_x f(x) \prod_{1 \leq i < j \leq n} (x_i/x_j)_c(qx_j/x_i)_c = \frac{1}{n!} \prod_{i=1}^{n-1} \frac{1 - q^{(i+1)c}}{1 - q^c} \times \text{CT}_x f(x) \prod_{1 \leq i < j \leq n} (x_i/x_j)_c.
\end{equation}

Proof. For $w := (w_1, \ldots, w_n) \in S_n$ and any function $g(x)$, define

\[ w \circ g(x) := g(x_{w_1}, \ldots, x_{w_n}). \]

Since the action of $w$ on any Laurent polynomial (or Laurent series) does not change the constant term, we have

\begin{equation}
(3.13) \quad \text{CT}_x f(x) \prod_{1 \leq i < j \leq n} (x_i/x_j)_c(qx_j/x_i)_c
\end{equation}

\[ = \frac{1}{n!} \sum_{w \in S_n} \text{CT}_x w \circ \left( f(x) \prod_{1 \leq i < j \leq n} (x_i/x_j)_c \prod_{1 \leq i < j \leq n} \frac{1 - q^c x_j/x_i}{1 - x_j/x_i} \right). \]

Because $f(x) \prod_{1 \leq i < j \leq n} (x_i/x_j)_c$ is invariant under the action of $w$, the right-hand side of (3.13) becomes

\[ \frac{1}{n!} \text{CT}_x f(x) \prod_{1 \leq i < j \leq n} (x_i/x_j)_c \cdot \sum_{w \in S_n} w \circ \left( \prod_{1 \leq i < j \leq n} \frac{1 - q^c x_j/x_i}{1 - x_j/x_i} \right), \]

which is the right-hand side of (3.12) by the next identity [18, III, (1.4)].

\begin{equation}
(3.14) \quad \sum_{w \in S_n} w \circ \left( \prod_{1 \leq i < j \leq n} \frac{1 - q^c x_j/x_i}{1 - x_j/x_i} \right) = \prod_{i=1}^{n-1} \frac{1 - q^{(i+1)c}}{1 - q^c}. \tag*{\square}
\end{equation}

3.3. A splitting formula. In this subsection, we give a splitting formula for $S_{n,n_0}(x)$ defined in (3.16) below. The idea first appeared in Cai’s proof of Kadell’s $q$-Dyson orthogonality conjecture [5].

For nonnegative integers $n, n_0$ and a positive integer $c$, let

\begin{equation}
(3.15) \quad D_{n,n_0}(x) = D_{n,n_0}(x, c) := \prod_{1 \leq i < j \leq n} \left( (x_i/x_j)_c \cdot (q x_j/x_i)_c \right)^{-\chi(i \leq n_0)},
\end{equation}

where $x := (x_1, x_2, \ldots, x_n)$. Recall the definition of $F_{n,n_0}(x; a, b, c, m)$ in [1.5]. It is clear that

\[ D_{n,n_0}(x, c) = F_{n,n_0}(x; 0, 0, c, 0). \]

Denote

\begin{equation}
(3.16) \quad S_{n,n_0}(x) = S_{n,n_0}(x, c) := D_{n,n_0}(x, c) \times \prod_{i=1}^{n_0} (x_i/w)_c^{-1} \prod_{i=n_0+1}^{n} (x_i/w)_c^{-1},
\end{equation}

\[ \text{for } x := (x_1, x_2, \ldots, x_n). \]

\[ \text{Then } S_{n,n_0}(x, c) \text{ satisfies the conjecture in (3.16).} \tag*{\square} \]
Lemma 3.4. Let \(w\) be an integer such that all terms of the form \(q^w x_i/w\) in (3.16) satisfy \(|q^w x_i/w| < 1\). Hence,
\[
\frac{1}{1 - q^w x_i/w} = \sum_{j \geq 0} (q^w x_i/w)^j.
\]
Then, it is easy to see that
\[
\text{CT } x^v D_{n,n_0}(x) = \text{CT } x^v S_{n,n_0}(x),
\]
where \(v := (v_1, v_2, \ldots, v_n) \in \mathbb{Z}^n\) and \(x^v\) denotes the monomial \(x_1^{v_1} \cdots x_n^{v_n}\). Note that if \(|v| := v_1 + \cdots + v_n \neq 0\) then \(\text{CT } x^v D_{n,n_0}(x) = 0\) by the homogeneity of \(D_{n,n_0}(x)\).

We need the following simple result in the proof of the splitting formula mentioned above.

Lemma 3.4. Let \(i, j\) be nonnegative integers and \(t\) be an integer. Then, for \(0 \leq t \leq j\)
\[
(3.18a) \quad \frac{(1/y)_i(qy)_j}{(q^{-t}/y)_i} = q^{it}(q^{1-i}y)_t(q^{t+1}y)_{j-t};
\]
for \(-1 \leq t \leq j - 1\)
\[
(3.18b) \quad \frac{(y)_j(q/y)_i}{(q^{-t}/y)_i} = q^{t(t+1)}(q^{-i}y)_{t+1}(q^{t+1}y)_{j-t-1};
\]
and for \(0 \leq t \leq j - 1\)
\[
(3.18c) \quad \frac{(y)_j(q/y)_i}{(q^{-t}/y)_{i+1}} = -yq^{(i+1)t}(q^{-i}y)_t(q^{t+1}y)_{j-t-1}.
\]

Note that the \(t = j\) case of (3.18a) (taking \(y \mapsto y/q\)) is the standard fact in \(\) Equation (I.13)\(\). The condition \(0 \leq t \leq j - 1\) in (3.18c) forces \(j\) to be a positive integer.

Proof. For \(0 \leq t \leq j\),
\[
\frac{(1/y)_i(qy)_j}{(q^{-t}/y)_i} = \frac{(q^{i-t}/y)_i(qy)_j}{(q^{-t}/y)_i} = \frac{-1/y)^t q^{i-t}(q^{1-i}y)_t(qy)_j}{(-1/y)^t q^{-1}(q^{1-i}y)_t(qy)_t} = q^{i}(q^{1-i}y)_t(q^{t+1}y)_{j-t}.
\]
Taking \(y \mapsto y/q\) and \(t \mapsto t + 1\) in (3.18a) yields (3.18b) for \(-1 \leq t \leq j - 1\).

For \(0 \leq t \leq j - 1\),
\[
\frac{(y)_j(q/y)_i}{(q^{-t}/y)_{i+1}} = \frac{(y)_j(q^{i-t+1}/y)_t}{(q^{-t}/y)_{t+1}} = \frac{(y)_j(-1/y)^t q^{i-t}(q^{-i}y)_t}{(-1/y)^t q^{i-t+1}(q^{-i}y)_{t+1}} = -yq^{(i+1)t}(q^{-i}y)_t(q^{t+1}y)_{j-t-1}. \square
\]

The rational function \(S_{n,n_0}(x)\) admits the following partial fraction expansion. We refer it as the splitting formula for \(S_{n,n_0}(x)\).

Proposition 3.5. Let \(S_{n,n_0}(x)\) be defined in (3.16). Then
\[
S_{n,n_0}(x) = \sum_{i=1}^{n_0} \sum_{j=0}^{c-2} \frac{A_{ij}}{1 - q^j x_i/w} + \sum_{i=n_0+1}^{n} \sum_{j=0}^{c-1} \frac{B_{ij}}{1 - q^j x_i/w},
\]
where

\begin{align}
A_{ij} &= \frac{q^{(c-1)}(j(n-1)+n_0-i)+j(n-n_0)}{(q^{-1})_j(q)_{c-j-2}} \prod_{l=1}^{i-1} (q^{2c}x_i/x_l)_{j} (q^{j+1}x_i/x_l)_{c-j-1} \times D_{n-1,n_0-1}(x^{(i)}) \\
&\quad \times \prod_{l=i+1}^{n_0} (q^{1-c}x_i/x_l)_{j+1} (q^{j+1}x_i/x_l)_{c-j-2} \prod_{l=n_0+1}^{n} (-x_i/x_l) (q^{1-c}x_i/x_l)_{j} (q^{j+1}x_i/x_l)_{c-j-2},
\end{align}

and

\begin{align}
B_{ij} &= \frac{q^{(n-1)j+(n-i)c-n_0j}}{(q^{-1})_j(q)_{c-j-1}} \prod_{l=1}^{i-1} (q^{2c}x_i/x_l)_{j} (q^{j+1}x_i/x_l)_{c-j-1} \times D_{n-1,n_0-1}(x^{(i)}) \\
&\quad \times \prod_{l=n_0+1}^{i-1} (q^{1-c}x_i/x_l)_{j} (q^{j+1}x_i/x_l)_{c-j} \prod_{l=i+1}^{n} (q^{c}x_i/x_l)_{j+1} (q^{j+1}x_i/x_l)_{c-j-1},
\end{align}

where $x^{(i)} := (x_1, \ldots, x_i-1, x_i+1, \ldots, x_n)$.

Note that the $A_{ij}$ and the $B_{ij}$ are polynomials in $x_i$. Furthermore, the degrees in $x_i$ of the $A_{ij}$ are at least $n - n_0$. If $c = 1$ then the first double sum in (3.19) vanishes.

**Proof.** By partial fraction decomposition of $S_{n,n_0}(x)$ with respect to $w^{-1}$, we can rewrite $S_{n,n_0}(x)$ as (3.19) and

\begin{align}
A_{ij} &= S_{n,n_0}(x)(1 - q^j x_i/w)|_{w=q^j x_i} \quad \text{for } i = 1, \ldots, n_0 \text{ and } j = 0, \ldots, c - 2,
\end{align}

and

\begin{align}
B_{ij} &= S_{n,n_0}(x)(1 - q^j x_i/w)|_{w=q^j x_i} \quad \text{for } i = n_0 + 1, \ldots, n \text{ and } j = 0, \ldots, c - 1.
\end{align}

Carrying out the substitution $w = q^j x_i$ in $S_{n,n_0}(x)(1 - q^j x_i/w)$ for $i = 1, \ldots, n_0$ yields

\begin{align}
A_{ij} &= \frac{1}{(q^{-1})_j(q)_{c-j-2}} \prod_{l=1}^{i-1} (x_l/x_i)_{c-1} (qx_l/x_i)_{c-1} \prod_{l=n_0+1}^{n} (x_l/x_i)_{c-1} (qx_l/x_i)_{c-1} \\
&\quad \times \prod_{l=n_0+1}^{n} (x_l/x_i)_{c-1} (qx_l/x_i)_{c-1} \prod_{1 \leq v < u \leq n, v \neq u}^{n} (x_u/x_v)_{c-1} (qx_u/x_v)_{c-1}.
\end{align}

Using (3.18) with $(i, j, t, y) \mapsto (c-1, c-1, j, x_i/x_l)$, we have

\begin{align}
(x_l/x_i)_{c-1} (qx_l/x_i)_{c-1} &= q^{(c-1)}(q^{2c}x_i/x_l)_{j} (q^{j+1}x_i/x_l)_{c-j-1} \quad \text{for } j = 0, \ldots, c - 1,
\end{align}

\begin{align}
(x_l/x_i)_{c-1} (qx_l/x_i)_{c-1} &= q^{(j+1)(c-1)}(q^{1-c}x_i/x_l)_{j+1} (q^{j+1}x_i/x_l)_{c-j-2} \quad \text{for } j = -1, \ldots, c - 2,
\end{align}

where $x^{(i)} := (x_1, \ldots, x_i-1, x_i+1, \ldots, x_n)$.

Note that the $A_{ij}$ and the $B_{ij}$ are polynomials in $x_i$. Furthermore, the degrees in $x_i$ of the $A_{ij}$ are at least $n - n_0$. If $c = 1$ then the first double sum in (3.19) vanishes.

**Proof.** By partial fraction decomposition of $S_{n,n_0}(x)$ with respect to $w^{-1}$, we can rewrite $S_{n,n_0}(x)$ as (3.19) and

\begin{align}
A_{ij} &= S_{n,n_0}(x)(1 - q^j x_i/w)|_{w=q^j x_i} \quad \text{for } i = 1, \ldots, n_0 \text{ and } j = 0, \ldots, c - 2,
\end{align}

and

\begin{align}
B_{ij} &= S_{n,n_0}(x)(1 - q^j x_i/w)|_{w=q^j x_i} \quad \text{for } i = n_0 + 1, \ldots, n \text{ and } j = 0, \ldots, c - 1.
\end{align}

Carrying out the substitution $w = q^j x_i$ in $S_{n,n_0}(x)(1 - q^j x_i/w)$ for $i = 1, \ldots, n_0$ yields

\begin{align}
A_{ij} &= \frac{1}{(q^{-1})_j(q)_{c-j-2}} \prod_{l=1}^{i-1} (x_l/x_i)_{c-1} (qx_l/x_i)_{c-1} \prod_{l=n_0+1}^{n} (x_l/x_i)_{c-1} (qx_l/x_i)_{c-1} \\
&\quad \times \prod_{l=n_0+1}^{n} (x_l/x_i)_{c-1} (qx_l/x_i)_{c-1} \prod_{1 \leq v < u \leq n, v \neq u}^{n} (x_u/x_v)_{c-1} (qx_u/x_v)_{c-1}.
\end{align}

Using (3.18) with $(i, j, t, y) \mapsto (c-1, c-1, j, x_i/x_l)$, we have

\begin{align}
(x_l/x_i)_{c-1} (qx_l/x_i)_{c-1} &= q^{(c-1)}(q^{2c}x_i/x_l)_{j} (q^{j+1}x_i/x_l)_{c-j-1} \quad \text{for } j = 0, \ldots, c - 1,
\end{align}

\begin{align}
(x_l/x_i)_{c-1} (qx_l/x_i)_{c-1} &= q^{(j+1)(c-1)}(q^{1-c}x_i/x_l)_{j+1} (q^{j+1}x_i/x_l)_{c-j-2} \quad \text{for } j = -1, \ldots, c - 2,
\end{align}

where $x^{(i)} := (x_1, \ldots, x_i-1, x_i+1, \ldots, x_n)$.
and
\[(3.25c) \quad \frac{(x_i/x_1)_{c-1}(qx_i/x_i)_{c-1}}{(q^{-j}x_i/x_i)_c} = -q^j x_i/x_1(q^{1-c}x_i/x_i)_j(q^{j+1}x_i/x_i)_{c-j-2} \quad \text{for } j = 0, \ldots, c-2,\]
respectively. Substituting (3.25) into (3.24), and using
\[
\prod_{1 \leq v < u \leq n \atop v, u \neq i} (x_v/x_u)_{c-\chi(v \leq n_0)}(qx_v/x_v)_{c-\chi(v \leq n_0)} = D_{n-1,n_0-1}(x^{(i)}) \quad \text{for } i = 1, \ldots, n_0,
\]
we obtain (3.20).

Carrying out the substitution \(w = q^j x_i\) in \(FD_{n,n_0}(x)(1 - q^j x_i/w)\) for \(i = n_0 + 1, \ldots, n\) yields
\[(3.26) \quad B_{ij} = \prod_{l=1}^{n_0} \frac{(x_l/x_1)_{c-1}(qx_l/x_l)_{c-1}}{(q^{-j}x_l/x_l)_c} \prod_{l=n+1}^{i-1} \frac{(x_l/x_1)(qx_l/x_l)_c}{(q^{-j}x_l/x_l)_c} \prod_{l=i+1}^{n} \frac{(x_l/x_1)c(qx_l/x_l)_c}{(q^{-j}x_l/x_l)_c} \times \frac{1}{(q^{-j})_c} \prod_{1 \leq v < u \leq n \atop v, u \neq i} (x_v/x_u)_{c-\chi(v \leq n_0)}(qx_v/x_v)_{c-\chi(v \leq n_0)}.
\]

Taking \(c \mapsto c + 1\) in (3.25a) and (3.25b) respectively, we have
\[(3.27) \quad \frac{(x_l/x_1)(qx_l/x_l)_c}{(q^{-j}x_l/x_l)_c} = q^c(q^{1-c}x_l/x_l)_j(q^{j+1}x_l/x_l)_{c-j} \quad \text{for } j = 0, \ldots, c,
\]
and
\[(3.28) \quad \frac{(x_l/x_1)c(qx_l/x_l)_c}{(q^{-j}x_l/x_l)_c} = q^{(j+1)c}(q^{-c}x_l/x_l)_{j+1}(q^{j+1}x_l/x_l)_{c-j-1} \quad \text{for } j = -1, \ldots, c - 1.
\]

Substituting (3.25a), (3.27) and (3.28) into (3.26), and using
\[
\prod_{1 \leq v < u \leq n \atop v, u \neq i} (x_v/x_u)_{c-\chi(v \leq n_0)}(qx_v/x_v)_{c-\chi(v \leq n_0)} = D_{n-1,n_0}(x^{(i)}) \quad \text{for } i = n_0 + 1, \ldots, n,
\]
we obtain (3.21). □

3.4. **Consequences of the splitting formula.** In this subsection, we obtain several vanishing constant terms by the splitting formula for \(S_{n,n_0}(x)\).

We begin with the next vanishing lemma.

**Lemma 3.6.** Let \(D_{n,n_0}(x; c)\) be defined in (3.15), \(v = (v_1, \ldots, v_n) \in \mathbb{Z}^n\), and \(\lambda\) be a partition such that \(|v| = |\lambda|\). If \(\lambda_1 > \max\{v_i \mid i = 1, \ldots, n\}\), then
\[(3.29) \quad \text{CT} \int x^{-\nu} h_\lambda \left[ \sum_{l=1}^{n} \frac{1 - q^{c-\chi(t \leq n_0)}}{1 - q} x_t \right] D_{n,n_0}(x; c) = 0.
\]
Proof. By the generating function for complete symmetric functions (1.7),

\[ h_l \left[ \sum_{t=1}^{n} \frac{1-q^{c-x(t \leq n_0)}}{1-q} x_t \right] = CT \left. w^l \prod_{i=1}^{n} (x_i/w)^{-1}_{c-x}(t \leq n_0) \right|_{x,w}, \]

for a nonnegative integer \( l \). Thus

\begin{equation}
(3.30) \quad CT \left. x^{-v} h_\lambda \left[ \sum_{t=1}^{n} \frac{1-q^{c-x(t \leq n_0)}}{1-q} x_t \right] D_{n,n_0}(x; c) \right|_{x,w} = CT \left. w^{\lambda_1} h_{\lambda^{(1)}} \left[ \sum_{t=1}^{n} \frac{1-q^{c-x(t \leq n_0)}}{1-q} x_t \right] D_{n,n_0}(x; c) \right|_{x,w} \sum_{i=n_0+1}^{n} \sum_{j=0}^{c-1} w^{\lambda_1} h_{\lambda^{(1)}} \left[ \sum_{t=1}^{n} \frac{1-q^{c-x(t \leq n_0)}}{1-q} x_t \right] A_{ij} \]
\[ + CT \left. w^{\lambda_1} h_{\lambda^{(1)}} \left[ \sum_{t=1}^{n} \frac{1-q^{c-x(t \leq n_0)}}{1-q} x_t \right] B_{ij} \right|_{x,w}. \]
\end{equation}

Here the \( A_{ij} \) and the \( B_{ij} \) are polynomials in \( x_i \). Taking the constant term with respect to \( w \) in the right-hand side of (3.31) yields

\begin{equation}
(3.32) \quad CT \left. w^{\lambda_1} h_{\lambda^{(1)}} \left[ \sum_{t=1}^{n} \frac{1-q^{c-x(t \leq n_0)}}{1-q} x_t \right] D_{n,n_0}(x; c) \right|_{x,w} = CT \left. x^{\lambda_1} x^{-v} x_i^{\lambda_1} h_{\lambda^{(1)}} \left[ \sum_{t=1}^{n} \frac{1-q^{c-x(t \leq n_0)}}{1-q} x_t \right] A_{ij} \right|_{x,w} \sum_{i=n_0+1}^{n} \sum_{j=0}^{c-1} q^{\lambda_1} x_i^{\lambda_1} h_{\lambda^{(1)}} \left[ \sum_{t=1}^{n} \frac{1-q^{c-x(t \leq n_0)}}{1-q} x_t \right] B_{ij}. \]
\end{equation}

Since \( \max\{v\} < \lambda_1 \), and \( A_{ij} \) and \( B_{ij} \) are polynomials in \( x_i \), every term in the sums of the right-hand side of (3.32) is a polynomial in \( x_i \) with no constant term. Thus

\[ CT \left. w^{\lambda_1} h_{\lambda^{(1)}} \left[ \sum_{t=1}^{n} \frac{1-q^{c-x(t \leq n_0)}}{1-q} x_t \right] D_{n,n_0}(x; c) \right|_{x,w} = 0. \]

Together with (3.30), the lemma follows. \( \square \)

A consequence of Lemma 3.6 is the next result.
Lemma 3.7. For nonnegative integers \(a, m, l\) such that \(c, l \neq 0\), let

\[
P_{n, n_0}(a, c, l, m; H) := x_0^{-l-m}h_l \left[ \sum_{i=1}^{n} \frac{1 - q^{c-i\leq n_0}}{1 - q} x_i \right] H \times \prod_{i=1}^{n} (x_0/x_i)_a \times D_{n, n_0}(x; c),
\]

where \(H\) is a homogenous polynomial in \(x_0, x_1, \ldots, x_n\) of degree \(m\), and \(D_{n, n_0}(x; c)\) is defined in (3.15). Then \(\text{CT}_{x} P_{n, n_0}(a, c, l, m; H) = 0\) for \(a = 0, 1, \ldots, l - 1\).

Note that it is easy to see that \(B_{n, n_0}(a, b, c, l, \mu) = C_{n, n_0}(a, b, c, l, m) = 0\) for \(a \in \{0, \ldots, l - 1\}\) by Lemma 3.7.

Proof. We first show the \(a = 0\) case. If \(a = 0\) then we can write

\[
P_{n, n_0}(0, c, l, m; H) = x_0^{-l-m}h_l \left[ \sum_{i=1}^{n} \frac{1 - q^{c-i\leq n_0}}{1 - q} x_i \right] H \times D_{n, n_0}(x; c).
\]

It is clear that \(P_{n, n_0}(0, c, l, m; H)\) is a Laurent polynomial in \(x_0\) of degree at most \(-l < 0\). Thus

\[
\text{CT}_{x} P_{n, n_0}(0, c, l, m; H) = \text{CT}_{x_0} P_{n, n_0}(0, c, l, m; H) = 0.
\]

In the following of the proof, we assume that \(l > 1\). Otherwise, if \(l = 1\) then we only need to show that \(\text{CT}_{x} P_{n, n_0}(0, c, l, m; H) = 0\) and we have completed it in the above. For \(a > 0\), expanding the factor \(H \prod_{i=1}^{n}(x_0/x_i)_a\) of \(P_{n, n_0}(a, c, l, m; H)\) and taking the constant term with respect to \(x_0\) gives

\[
\text{CT}_{x} P_{n, n_0}(a, c, l, m; H) = \sum_{v} \text{CT}_{x} x^{-v}h_l \left[ \sum_{i=1}^{n} \frac{1 - q^{c-i\leq n_0}}{1 - q} x_i \right] D_{n, n_0}(x; c),
\]

where \(v := (v_1, \ldots, v_n) \in \mathbb{Z}^n, x^v = x_1^{v_1} \cdots x_n^{v_n}\), and the sum is over a finite set of \(v\) such that \(|v| = l\) and \(\max\{v\} \leq a\). We omit the explicit range of \(v\) in (3.34) since we do not need it here. Then, by Lemma 3.6 with \(\ell(\lambda) = 1\) every constant term in the sum of (3.34) vanishes for \(a = 1, \ldots, l - 1\). It follows that \(\text{CT}_{x} P_{n, n_0}(a, c, l, m; H) = 0\) for \(a = 1, \ldots, l - 1\). \(\square\)

In the following of this subsection, we find that some monomials do not appear in the expansion of \(D_{n, n_0}(x; c)\).

Denote

\[
T_{n, n_0}(x) = T_{n, n_0}(x, c) := D_{n, n_0}(x, c) \times \prod_{i=1}^{n_0} (y/x_i)_c^{-1} \prod_{i=n_0+1}^{n} (q^{-1}y/x_i)_c^{-1},
\]

where \(y\) is a parameter such that all terms of the form \(q^{u}y/x_i\) in (3.35) satisfy \(|q^{u}y/x_i| < 1\). Hence,

\[
\frac{1}{1 - q^{u}y/x_i} = \sum_{j \geq 0} (q^{u}y/x_i)^j.
\]

Then, it is easy to see that

\[
\text{CT}_{x} x^v D_{n, n_0}(x) = \text{CT}_{y,x} x^v T_{n, n_0}(x),
\]
where \( v := (v_1, v_2, \ldots, v_n) \in \mathbb{Z}^n \) and \( x^v \) denotes the monomial \( x_1^{v_1} \cdots x_n^{v_n} \). The rational function \( T_{n,n_0}(x) \) admits the following partial fraction expansion.

**Proposition 3.8.** Let \( T_{n,n_0}(x) \) be defined in (3.35). Then

\[
T_{n,n_0}(x) = \sum_{i=1}^{n_0} \sum_{j=0}^{c-2} \frac{A_{ij}}{1-q^i y/x_i} + \sum_{i=n_0+1}^{n} \sum_{j=-1}^{c-2} \frac{B_{ij}}{1-q^j y/x_i},
\]

where

\[
A_{ij} = \frac{1}{(q-j)_{j}} \prod_{l=1}^{i-1} q^{(c-1)(j+1)} (q^{1-c} x_l/x_i)_{j+1} (q^{j+1} x_l/x_i)_{c-j-2} \times D_{n-1,n_0-1}(x^{(i)})
\]

\[
\times \prod_{l=i+1}^{n_0} q^{(c-1)j} (q^{2-c} x_l/x_i)_{j} (q^{i+1} x_l/x_i)_{c-j-1} \prod_{l=n_0+1}^{n} (-x_l/x_i) q^{j+1} (q^{2-c} x_l/x_i)_{j} (q^{j+2} x_l/x_i)_{c-j-2},
\]

and

\[
B_{ij} = \frac{1}{(q-j)_{j+1}(q)_{c-j-2}} \prod_{l=1}^{i-1} q^{(c-1)(j+1)} (q^{1-c} x_l/x_i)_{j+1} (q^{j+1} x_l/x_i)_{c-j-2} \times D_{n-1,n_0}(x^{(i)})
\]

\[
\times \prod_{l=n_0+1}^{i-1} q^{c(j+2)} (q^{c-j} x_l/x_i)_{j+2} (q^{j+2} x_l/x_i)_{c-j-2} \prod_{l=i+1}^{n} q^{j+1} (q^{1-c} x_l/x_i)_{j+1} (q^{j+2} x_l/x_i)_{c-j-1},
\]

where \( x^{(i)} := (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) \).

Note that the \( A_{ij} \) and the \( B_{ij} \) are polynomials in \( x_i^{-1} \). Furthermore, the degrees in \( x_i^{-1} \) of the \( A_{ij} \) are at least \( n - n_0 \). If \( c = 1 \) then the first double sum in (3.37) vanishes. The proof of the proposition is similar to Proposition 3.5. Hence, we omit the proof.

Using the splitting formula (3.37), we can prove the next simple example.

**Example 3.9.** For a positive integer \( c \),

\[
\text{CT} \frac{x_1 x_2}{x_3 x_4} \times D_{4,2}(x, c) = 0.
\]

**Proof.** Recall the definition of \( T_{n,n_0}(x) \) in (3.35). By (3.36),

\[
\text{CT} \frac{x_1 x_2}{x_3 x_4} \times D_{4,2}(x) = \text{CT} \frac{x_1 x_2}{y x_3 x_4} \times T_{4,2}(x).
\]

Using the splitting formula (3.37) for \( T_{n,n_0}(x) \) with \( n = 4, n_0 = 2 \), we have

\[
\text{CT} \frac{x_1 x_2}{x_3 x_4} \times D_{4,2}(x) = \text{CT} \frac{x_1 x_2}{y x_3 x_4} \times \left( \sum_{i=1}^{2} \sum_{j=0}^{c-2} \frac{A_{ij}}{1-q^j y/x_i} + \sum_{i=3}^{4} \sum_{j=-1}^{c-2} \frac{B_{ij}}{1-q^j y/x_i} \right).
\]

Extracting out the constant term with respect to \( y \) in the right-hand side of (3.41) gives

\[
\text{CT} \frac{x_1 x_2}{x_3 x_4} \times D_{4,2}(x) = \text{CT} \frac{x_1 x_2}{x_3 x_4} \times \left( \sum_{i=1}^{2} \sum_{j=0}^{c-2} A_{ij} + \sum_{i=3}^{4} \sum_{j=-1}^{c-2} B_{ij} \right).
\]
Since $A_{ij}$ and $B_{ij}$ are polynomials in $x_i^{-1}$ and the degree in $x_i^{-1}$ of $A_{ij}$ is at least 2,
\[
\begin{align*}
\text{CT} \frac{x_1 x_2}{x} \frac{x_i x_j}{x_i x_j} A_{ij} &= 0, \quad \text{for } i = 1, 2 \text{ and } j = 0, \ldots, c - 2, \\
\text{CT} \frac{x_1 x_2}{x} \frac{x_i x_j}{x_i x_j} B_{ij} &= 0, \quad \text{for } i = 3, 4 \text{ and } j = -1, \ldots, c - 2.
\end{align*}
\]
Then
\[
\text{CT} \frac{x_1 x_2}{x} \frac{x_i x_j}{x_i x_j} \times D_{4,2}(x) = 0.
\]

By the splitting formula (3.37) for $T_{n,n_0}(x)$, we find that a family of coefficients in $D_{n,n_0}(x,c)$ vanish.

**Lemma 3.10.** For $2 \leq n_0 \leq n - 1$ and an integer $h$ such that $1 \leq h \leq n_0 - 1$,
\[
(3.42) \quad \text{CT} \frac{x_1 x_2 \cdots x_{n_0}}{x_1 x_2 \cdots x_{n_0} + x_{n+1} x_{n+2} \cdots x_n} \prod_{l=1}^{n} x_i^{t_i} \times D_{n,n_0}(x,c) = 0,
\]
where $t_1, t_2, \ldots, t_n$ are nonnegative integers such that $\sum_{l=1}^{n} t_i = h(n - n_0) - n_0$.

**Proof.** Denote by $L$ the left-hand side of (3.42). If $c = 1$ then $L$ reduces to
\[
\begin{align*}
\text{CT} \frac{x_1 x_2 \cdots x_{n_0}}{x_1 x_2 \cdots x_{n_0} + x_{n+1} x_{n+2} \cdots x_n} \prod_{l=1}^{n} x_i^{t_i} \times \prod_{n_0+1 \leq i < j \leq n} (1 - x_i/x_j)(1 - qz_j/x_i),
\end{align*}
\]
which is clearly 0. Then we prove $L = 0$ for $c \geq 2$ by the induction on $n$. The induction basis holds by Example 3.9. We assume that the lemma holds for $n \mapsto n - 1$.

By (3.36), we have
\[
L = \text{CT} \frac{x_1 x_2 \cdots x_{n_0}}{x_1 x_2 \cdots x_{n_0} + x_{n+1} x_{n+2} \cdots x_n} \prod_{l=1}^{n} x_i^{t_i} \times T_{n,n_0}(x).
\]
Using the splitting formula (3.37) for $T_{n,n_0}(x)$ yields
\[
\begin{align*}
L = \text{CT} \frac{x_1 x_2 \cdots x_{n_0}}{x_1 x_2 \cdots x_{n_0} + x_{n+1} x_{n+2} \cdots x_n} \prod_{l=1}^{n} x_i^{t_i} \times \left( \sum_{i=1}^{n_0} \sum_{j=0}^{c-2} \frac{A_{ij}}{1 - q^j y/x_i} + \sum_{i=n_0+1}^{n} \sum_{j=-1}^{c-2} \frac{B_{ij}}{1 - q^j y/x_i} \right).
\end{align*}
\]
Extracting the constant term with respect to $y$ gives
\[
(3.43) \quad L = \text{CT} \frac{x_1 x_2 \cdots x_{n_0}}{x_1 x_2 \cdots x_{n_0} + x_{n+1} x_{n+2} \cdots x_n} \prod_{l=1}^{n} x_i^{t_i} \times \left( \sum_{i=1}^{n_0} \sum_{j=0}^{c-2} A_{ij} + \sum_{i=n_0+1}^{n} \sum_{j=-1}^{c-2} B_{ij} \right).
\]
Let
\[
(3.44) \quad C_1 := \text{CT} \frac{x_1 \cdots x_i \cdots x_{n_0}}{x_1 x_2 \cdots x_i x_{n+1} \cdots x_n} \times x_i^{t_i+1} \prod_{l=1 \neq i}^{n} x_l^{t_l} \times A_{ij}
\]
for \( i = 1, \ldots, n_0 \) and \( j = 0, \ldots, c - 2 \), and

\[
C_2 := \text{CT} \frac{x_1 \cdots x_{n_0}}{x_n^{h+1} \cdots x_i \cdots x_n^h} \times x_i^{h-i} \prod_{l=1}^n x_i^{h_l} \times B_{ij}
\]

for \( i = n_0 + 1, \ldots, n \) and \( j = -1, \ldots, c - 2 \), where \( \hat{x}_i \) means the omission of \( x_i \). Note that we suppress the parameters in \( C_1 \) and \( C_2 \). By (3.43), it is clear that \( L \) is a finite sum of constant terms of the forms of \( C_1 \) and \( C_2 \). We show that \( C_1 = C_2 = 0 \).

Notice that \( A_{ij} \) is a polynomial in \( x_i^{-1} \) of degree at least \( n - n_0 \). If \( t_i + 1 < n - n_0 \) then \( C_1 = 0 \) since the Laurent polynomial in (3.44) is actually a polynomial in \( x_i^{-1} \) with no constant term. If \( h = 1 \) then

\[
t_i + 1 \leq \sum_{l=1}^n t_l + 1 = n - 2n_0 + 1 < n - n_0
\]

for \( n_0 > 1 \). Then \( C_1 = 0 \) by the same reason as above. Note that if \( n_0 = 2 \) then this forces \( h = 1 \) and we also have \( C_1 = 0 \). The remainder cases for \( C_1 \) satisfy \( n_0 > 2, t_i + 1 \geq n - n_0 \) and \( 1 < h \leq n_0 - 1 \). By the expression for \( A_{ij} \) in (3.38) and taking the constant term with respect to \( x_i \), \( C_1 \) can be written as a finite sum of the form

\[
c \times \text{CT} \frac{x_1 \cdots \hat{x}_i \cdots x_{n_0}}{x_{n_0+1} \cdots x_i \cdots x_n} \times \prod_{l=1}^n x_i^{t_l} \times D_{n-1,n_0-1}(x^{(i)}).
\]

Here \( c \in K \) and the \( t_i' \) are nonnegative integers such that \( \sum_{l=1}^n t_i' = (n - n_0)(h - 1) - n_0 + 1 \).

Since \( 1 \leq h - 1 \leq n_0 - 2 \) for \( 1 < h \leq n_0 - 1 \), the constant term (3.46) equals 0 by the induction hypothesis.

Since \( B_{ij} \) is a polynomial in \( x_i^{-1} \), if \( t_i - h < 0 \) then \( C_2 = 0 \) since the Laurent polynomial in (3.45) is in fact a polynomial in \( x_i^{-1} \) with no constant term. If \( t_i - h \geq 0 \), by the expression for \( B_{ij} \) in (3.39) and taking the constant term with respect to \( x_i \), \( C_2 \) can be written as a finite sum of the form

\[
c \times \text{CT} \frac{x_1 \cdots \hat{x}_i \cdots x_{n_0}}{x_{n_0+1} \cdots x_i \cdots x_n} \times \prod_{l=1}^n x_i^{t_l} \times D_{n-1,n_0}(x^{(i)}).
\]

Here \( c \in K \) and the \( t_i' \) are nonnegative integers such that \( \sum_{l=1}^n t_i' = (n - n_0 - 1)h - n_0 \). The constant term (3.47) equals 0 by the induction hypothesis for \( n_0 < n - 1 \). For \( n_0 = n - 1 \), that the homogeneity of the Laurent polynomial in (3.45) implies \( h > t_i \). This contradicts the assumption \( t_i - h \geq 0 \).

In conclusion, we obtain that all the forms of \( C_1 \) and \( C_2 \) defined in (3.44) and (3.45) respectively are zeros. Then \( L = 0 \), completing the proof. \( \square \)
4. Macdonald polynomials

In this section, we give several essential results for Macdonald polynomials \[17,18\].

Given a sequence \( \alpha = (\alpha_1, \alpha_2, \ldots) \) of nonnegative integers such that \( |\alpha| = \alpha_1 + \alpha_2 + \cdots \) is finite. Let \( X = \{x_1, x_2, \ldots\} \) be an alphabet of countably many variables. Then the monomial symmetric function indexed by a partition \( \lambda \) is defined as

\[
m_\lambda = m_\lambda(X) := \sum x_1^{\alpha_1} x_2^{\alpha_2} \cdots,
\]

where the sum is over all distinct permutations \( \alpha \) of \( \lambda \). Denote \( F = \mathbb{Q}(q,t) \). Let \( \langle \cdot, \cdot \rangle : \Lambda_F \times \Lambda_F \to F \) be the \( q,t \)-Hall scalar product on \( \Lambda_F \) given by \[18\], page 306]

\[
\langle p_\lambda, p_\mu \rangle := \delta_{\lambda,\mu} z_\lambda \prod_{i \geq 1} \frac{1 - q^{\lambda_i}}{1 - t^{\lambda_i}},
\]

where \( z_\lambda := \prod_{i \geq 1} i^{m_i} m_i! \) if \( m_i \) is the number of parts \( i \) in \( \lambda \), and the Kronecker symbol \( \delta_{\lambda,\mu} = 1 \) if \( \lambda = \mu \) and 0 otherwise. The Macdonald polynomials \( P_\lambda = P_\lambda(q,t) = P_\lambda(X; q,t) \) are the unique symmetric functions \[18\], VI, (4.7)] such that

\[
\langle P_\lambda, P_\mu \rangle = 0 \quad \text{if} \quad \lambda \neq \mu
\]

and

\[
P_\lambda = m_\lambda + \sum_{\mu < \lambda} u_{\lambda\mu} m_\mu, \quad u_{\lambda\mu} \in F.
\]

Let

\[
b_\lambda = b_\lambda(q,t) = \langle P_\lambda, P_\lambda \rangle^{-1},
\]

and

\[
Q_\lambda = b_\lambda P_\lambda,
\]

so that

\[
\langle P_\lambda, Q_\mu \rangle = \delta_{\lambda\mu}
\]

for all partitions \( \lambda \) and \( \mu \). See \[18\], VI, (4.11), (4.12)]. For any three partitions \( \lambda, \mu, \nu \) let

\[
f^{\lambda}_{\mu\nu} = f^{\lambda}_{\mu\nu}(q,t) = \langle Q_\lambda, P_\mu P_\nu \rangle \in F.
\]

The coefficient \( f^{\lambda}_{\mu\nu} \) is called the \( q,t \)-Littlewood–Richardson coefficient. Let \( \lambda, \mu \) be partitions and define skew functions \( Q_{\lambda/\mu} \in \Lambda_F \) by

\[
Q_{\lambda/\mu} = \sum_{\nu} f^{\lambda}_{\mu\nu} Q_\nu
\]

so that

\[
\langle Q_{\lambda/\mu}, P_\nu \rangle = \langle Q_\lambda, P_\mu P_\nu \rangle.
\]

Likewise we define the skew Macdonald polynomial \( P_{\lambda/\mu} \) by interchanging the \( P \)’s and \( Q \)’s in (4.4)

\[
\langle P_{\lambda/\mu}, Q_\nu \rangle = \langle P_\lambda, Q_\mu Q_\nu \rangle.
\]
Since $Q_\lambda = b_\lambda P_\lambda$, it follows that

\begin{equation}
Q_{\lambda/\mu} = b_\mu b_\lambda^{-1} P_{\lambda/\mu}.
\end{equation}

See [18, VI, (7.8)]. For $u, v \in \mathbb{F}$ such that $v \neq \pm 1$, let $\omega_{u,v}$ denote the $\mathbb{F}$-algebra endomorphism of $\Lambda_\mathbb{F}$ defined by

\[\omega_{u,v}(p_r) = (-1)^{r-1}\frac{1 - u^r}{1 - v^r} p_r\]

for all $r \geq 1$, so that

\[\omega_{u,v}(p_\lambda) = (-1)^{|\lambda| - \ell(\lambda)} p_\lambda \prod_{i=1}^{\ell(\lambda)} \frac{1 - u^{\lambda_i}}{1 - v^{\lambda_i}}.\]

Then we have the duality [18, VI, (7.16)]

\begin{equation}
\omega_{q,t} P_{\lambda/\mu}(q, t) = Q_{\lambda'/\mu'}(t, q).
\end{equation}

For any alphabet $X$, the endomorphism $\omega_{q,t}$ can be interpreted plethystically. That is

\begin{equation}
X \mapsto \epsilon X \frac{1 - q}{t - 1}.
\end{equation}

For two alphabets $X$ and $Y$,

\begin{equation}
P_\lambda[X + Y] = \sum_{\mu \subset \lambda} P_{\lambda/\mu}[X] P_\mu[Y].
\end{equation}

See [18, VI, (7.9')] If $n < \ell(\lambda)$ then

\begin{equation}
P_\lambda(x_1, \ldots, x_n; q, t) = 0.
\end{equation}

See [18, VI, (4.10)]. If $\lambda$ is a partition of length $n$, then

\begin{equation}
P_\lambda(x_1, \ldots, x_n; q, t) = x_1 \cdots x_n P_\mu(x_1, \ldots, x_n; q, t),
\end{equation}

where $\mu = (\lambda_1 - 1, \ldots, \lambda_n - 1)$. See [18, VI, (4.17)]. For the skew functions

\begin{equation}
Q_{\lambda/\mu}(x_1, \ldots, x_n; q, t) = 0
\end{equation}

unless $0 \leq \lambda_i' - \mu_i' \leq n$ for each $i \geq 1$. See [18, VII, (7.15)].

**Lemma 4.1.** Let $\lambda$ and $\mu$ be partitions such that $\mu \subset \lambda$. Then for $l$ a positive integer

\begin{equation}
P_{\lambda/\mu}\left(\left[\frac{1 - q}{t - 1}(m_1 + m_2 + \cdots + m_l)\right] q, t\right) = (-1)^{|\lambda| - |\mu|} Q_{\lambda'/\mu'}\left([m_1 + m_2 + \cdots + m_l]; t, q\right),
\end{equation}

where the $m_i$ are single-letter alphabets (or monic monomials).
Proof. We prove by straightforward calculation.

\[ Q_{\lambda/\mu'} \left( [m_1 + m_2 + \cdots + m_i]; t, q \right) \]
\[ = \omega_{q,t} P_{\lambda/\mu} \left( [m_1 + m_2 + \cdots + m_i]; q, t \right) \]
\[ = P_{\lambda/\mu} \left( \left( e^{-1/q} - 1 \right) (m_1 + m_2 + \cdots + m_i); q, t \right) \]
\[ = (-1)^{|\lambda| - |\mu|} P_{\lambda/\mu} \left( \left( 1 - q \right) (m_1 + m_2 + \cdots + m_i); q, t \right) \]

Then we obtain (4.13). □

By Lemma 4.1 we obtain the next vanishing property for Macdonald polynomials.

**Proposition 4.2.** Let \( \lambda \) be a partition and \( P_\lambda(x; q, t) \) be a Macdonald polynomial. For any nonzero part \( \lambda_i \),

\[ P_\lambda \left( \left[ \frac{1-q}{t-1} (m_1 + m_2 + \cdots + m_{\lambda_i-1}) + n_1 + \cdots + n_{i-1} \right]; q, t \right) = 0, \]

where the \( m_i \) and the \( n_i \) are single-letter alphabets (or monic monomials).

**Proof.** By (4.9)

\[ P_\lambda \left( \left[ \frac{1-q}{t-1} (m_1 + m_2 + \cdots + m_{\lambda_i-1}) + n_1 + \cdots + n_{i-1} \right]; q, t \right) \]
\[ = \sum_{\mu \subset \lambda} P_{\lambda/\mu} \left( \left[ \frac{1-q}{t-1} (m_1 + m_2 + \cdots + m_{\lambda_i-1}) \right]; q, t \right) P_\mu \left( [n_1 + \cdots + n_{i-1}]; q, t \right). \]

By Lemma 4.1 the summand in the sum of (4.15) can be written as

\[ (-1)^{|\lambda| - |\mu|} Q_{\lambda/\mu'} \left( [m_1 + m_2 + \cdots + m_{\lambda_i-1}]; t, q \right) P_\mu \left( [n_1 + \cdots + n_{i-1}]; q, t \right). \]

If \( \ell(\mu) \geq i \) then \( P_\mu \left( [n_1 + \cdots + n_{i-1}]; q, t \right) = 0 \) by (4.10). On the other hand, if \( \ell(\mu) < i \) then

\[ \lambda_i - \mu_i = \lambda_i > \text{Car}(m_1 + \cdots + m_{\lambda_i-1}) = \lambda_i - 1, \]

where \( \text{Car}(X) \) means the cardinality of the alphabet \( X \). It follows that

\[ Q_{\lambda/\mu'} \left( [m_1 + m_2 + \cdots + m_{\lambda_i-1}]; t, q \right) = 0 \]

by (4.12) with \( (q, t, \lambda, \mu) \mapsto (t, q, \lambda', \mu') \).

Define the modified complete symmetric function \( g_n(X; q, t) \) by its generating function

\[ \prod_{i \geq 1} \frac{(tx,y; q)_\infty}{(x,y; q)_\infty} = \sum_{n \geq 0} g_n(X; q, t)y^n, \]

and for any partition \( \lambda = (\lambda_1, \lambda_2, \ldots) \) define

\[ g_\lambda = g_\lambda(X; q, t) = \prod_{i \geq 1} g_{\lambda_i}(X; q, t). \]
Note that $g_n$ can be written in plethystic notation
\begin{equation}
    g_n(X; q, t) = h_n\left[\frac{1-t}{1-q}X\right].
\end{equation}
For $\lambda = (r)$,
\begin{equation}
    P_r = \frac{(q)_r}{(t)_r}g_r.
\end{equation}
See [18, VI, (4.9)].

The next result is called the Pieri formula for Macdonald polynomials [18, VI, (6.24)].

**Proposition 4.3.** Let $\mu$ be a partition. For $r$ a positive integer,
\begin{equation}
    P_\mu g_r = \sum_\lambda \varphi_{\lambda/\mu} P_\lambda,
\end{equation}
where the sum is over partitions $\lambda$ such that $\lambda/\mu$ is a horizontal $r$-strip.

The explicit expression for $\varphi_{\lambda/\mu}$ is given in [18, VI, (6.24)]. We do not need the explicit form of $\varphi_{\lambda/\mu}$ in this paper.

The symmetric functions $g_\lambda$ form a basis of $\Lambda_F$ [18, VI, (2.19)]. Then the Macdonald polynomials can be written as a linear combination of modified complete symmetric functions. The formula is referred as the generalized Jacobi-Trudi expansions for Macdonald polynomials. We state that in the next theorem.

**Theorem 4.4.** [15] Let $\lambda$ and $\mu$ be partitions with length at most $n$. Then
\begin{equation}
    P_\lambda = \sum_{\mu \geq \lambda} c_{\mu} g_\mu.
\end{equation}

Note that the explicit expression for $c_\mu$ is quite complicated, we refer the reader to [15, Theorem 3]. When $q = t$, (4.19) reduces to the Jacobi-Trudi identity
\[ s_\lambda = \det(h_{\lambda_i-i+j})_{1 \leq i,j \leq n}, \]
where $s_\lambda$ is the Schur function.

We can express the skew Macdonald polynomials as (usual) Macdonald polynomials.

**Proposition 4.5.** For partitions $\lambda$ and $\mu$ such that $\mu \subset \lambda$ and $\ell(\mu) < \ell(\lambda)$, let
\begin{equation}
    P_{\lambda/\mu} = \sum_\nu r_{\lambda/\mu}^\nu \cdot P_\nu,
\end{equation}
where $\nu$ is over all partitions such that $|\nu| = |\lambda| - |\mu|$. Then $r_{\lambda/\mu}^\nu = 0$ for $\nu_1 < \lambda_{\ell(\mu)+1}$, or equivalently, $\nu_1 \geq \lambda_{\ell(\mu)+1}$.

**Proof.** Substituting (4.2) into (4.3) yields
\[ Q_{\lambda/\mu} = \sum_\nu f_{\mu/\nu}^\lambda Q_\nu = \sum_\nu f_{\mu/\nu}^\lambda b_\nu P_\nu. \]
Together with $Q_{\lambda/\mu} = b_{\lambda}b_{\mu}^{-1}P_{\lambda/\mu}$ in (4.6), we have
\[ P_{\lambda/\mu} = \sum_{\nu} f_{\mu\nu}^\lambda b_{\mu}b_{\lambda}^{-1}b_{\nu}P_{\nu}. \]

Since the $P_\lambda$ form a basis of $\Lambda_\mathbb{F}$ \[18\], comparing this with (4.20), we have
\[ f_{\mu\nu}^\lambda = b_{\mu}b_{\lambda}^{-1}f_{\mu\nu}. \]

Hence, to prove the proposition it suffices to prove that a family of $q,t$-Littlewood–Richardson coefficients are zeros. That is
\[ f_{\mu\nu}^\lambda = \langle Q_{\lambda}, P_\mu P_\nu \rangle = 0 \]
for $\nu_1 < \lambda_{\ell(\mu)+1}$, $\mu \subset \lambda$ and $\ell(\mu) < \ell(\lambda)$.

By (4.19), we can write
\[ P_\mu = \sum_{\omega \geq \mu} c_\omega g_\omega. \]

Using this and by the linearity of the $q,t$-Hall scalar product, we have
\[ f_{\mu\nu}^\lambda = \langle Q_{\lambda}, P_\mu P_\nu \rangle = \sum_{\omega \geq \mu} c_\omega \langle Q_{\lambda}, P_\nu g_\omega \rangle. \]

We can get $\ell(\omega) \leq \ell(\mu)$ by $\omega \geq \mu$. Consequently, $\ell(\omega) < \ell(\lambda)$. Then we prove (4.21) by showing that each term in the sum of (4.22)
\[ \langle Q_{\lambda}, P_\nu g_\omega \rangle = 0 \]
for $\nu_1 < \lambda_{\ell(\mu)+1}$, $\ell(\omega) < \ell(\lambda)$. Repeatedly using of the Pieri formulas for Macdonald polynomials (Proposition 4.3) for $\ell(\omega)$ times, we have
\[ P_\nu g_\omega = P_\nu \cdot g_{\omega_1} \cdot g_{\omega_2} \cdots = \sum_{\lambda^*} \overline{c}_{\lambda^*} P_{\lambda^*}, \]
where $\overline{c}_{\lambda^*}$ is the coefficient for $P_{\lambda^*}$. Since $\nu_1 < \lambda_{\ell(\mu)+1}$ and $\ell(\omega) < \ell(\lambda)$, none of the partitions $\lambda^*$ can be $\lambda$. (It needs at least $\ell(\mu) + 1$-th use of the Pieri formula.) It follows that
\[ \langle Q_{\lambda}, P_\nu g_\omega \rangle = \sum_{\lambda^*} \overline{c}_{\lambda^*} \langle Q_{\lambda}, P_{\lambda^*} \rangle = 0. \]

The next proposition is concerned about the degrees of the Macdonald polynomials.

**Proposition 4.6.** For positive integers $s$ and $n$, let $\lambda$ be a partition and $u := (u_1, u_2, \ldots, u_s)$ be a vector of integers such that $1 \leq u_1 < u_2 < \cdots < u_s \leq n$. For a polynomial $f(x) = f(x_1, \ldots, x_n)$ and $c_i \in \mathbb{Q}(q)$, we define a substitution $T_u(f(x))$ by replacing $x_{u_i} = c_i x_{u_s}$ for $i = 1, \ldots, s - 1$ in $f(x)$. Then the degree in $x_{u_s}$ of $T_u(P_{\lambda}(x; q, t))$ is at most $\lambda_1 + \cdots + \lambda_s$.

**Proof.** By (4.1), the Macdonald polynomial $P_{\lambda}$ is a linear combination of those monomial symmetric functions $m_\mu$ for $\mu \leq \lambda$. Hence, to prove the proposition, it suffices to prove that for $\mu \leq \lambda$, the degree in $x_{u_s}$ of $T_u(m_\mu(x))$ is no more than $\lambda_1 + \cdots + \lambda_s$. By the definition of $m_\mu$, it is clear that this degree is no more than $\mu_1 + \cdots + \mu_s$, which is no more than $\lambda_1 + \cdots + \lambda_s$ by $\mu \leq \lambda$. \(\square\)
5. Polynomiality and rationality

The aim of this section is to show that $B_{n,n_0}(a,b,c,l,\mu)$ and $C_{n,n_0}(a,b,c,l,m)$ satisfy the following two properties: i) they are polynomials in $q^a$; ii) if the expressions for them hold for sufficiently many integers $c$, then they hold for all positive integers $c$.

We begin with the next polynomiality lemma.

**Lemma 5.1.** Let $L(x_1, \ldots, x_n)$ be an arbitrary Laurent polynomial independent of $a$ and $x_0$. Then, for fixed nonnegative integers $b$ and $t$ such that $t \leq nb$,

$$
\left( CT_x x_0^t L(x_1, \ldots, x_n) \prod_{i=1}^n (x_0/x_i)_a (qx_i/x_0)_b \right)
$$

is a polynomial in $q^a$ of degree at most $nb - t$. Moreover, if $t > nb$, then the constant term vanishes.

**Proof.** The proof is almost the same as that of Lemma 2.2. \hfill \Box

By Lemma 5.1 it is not hard to conclude that $B_{n,n_0}(a,b,c,l,\mu)$ and $C_{n,n_0}(a,b,c,l,m)$ are polynomials in $q^a$.

**Corollary 5.2.** The constant terms $B_{n,n_0}(a,b,c,l,\mu)$ and $C_{n,n_0}(a,b,c,l,m)$ are polynomials in $q^a$ of degree at most $nb + l + |\mu|$ and $nb + l + m$ respectively, assuming all the parameters but $a$ are fixed.

**Proof.** We can write $C_{n,n_0}(a,b,c,l,m)$ as

$$
\left( CT_x x_0^{-l} \prod_{i=n-m+1}^n (1 - q^{b+1}x_i/x_0) \prod_{i=1}^n (x_0/x_i)_a (qx_i/x_0)_b L(x_1, \ldots, x_n),
$$

where

$$
L(x_1, \ldots, x_n) = h_l \left[ \sum_{i=1}^n \frac{1 - q^{c-\chi(i \leq n_0)}}{1 - q} x_i \right] \prod_{1 \leq i < j \leq n} (x_i/x_j)_{c-\chi(i \leq n_0)} (qx_j/x_i)_{c-\chi(i \leq n_0)}.
$$

Expanding the first product in (5.2), we can see that $C_{n,n_0}(a,b,c,l,m)$ is a polynomial in $q^a$ of degree at most $nb + l + m$ by Lemma 5.1.

By (4.9) and (3.2), we can write $B_{n,n_0}(a,b,c,l,\mu)$ as

$$
\sum_{\nu \subseteq \mu} P_\nu \left( \left[ \frac{q^{c-b-1} - q^a}{1 - q^e} \right]; q, q^e \right) \left( CT_x x_0^{-l-|\mu|+|\nu|} P_{\mu/\nu} \left( \left[ \sum_{i=1}^n \frac{1 - q^{c-\chi(i \leq n_0)}}{1 - q^e} x_i \right]; q, q^e \right) \right) \prod_{i=1}^n (x_0/x_i)_a (qx_i/x_0)_b L(x_1, \ldots, x_n),
$$
where \( L(x_1, \ldots, x_n) \) is given by (5.3). We write

\[
P_\nu \left[ \frac{q^{c-b-1} - q^c}{1 - q^c} ; q, q^c \right] = \sum_{\lambda \geq \nu} c_\lambda g_\lambda \left[ \frac{q^{c-b-1} - q^c}{1 - q^c} ; q, q^c \right] \]

by (4.19)

\[
= \sum_{\lambda \geq \nu} c_\lambda h_\lambda \left[ \frac{q^{c-b-1} - q^c}{1 - q} \right] \]

by (4.16)

\[
= \sum_{\lambda \geq \nu} c_\lambda q^{(c-b-1)|\lambda|} h_\lambda \left[ \frac{1 - q^{a+b+1-c}}{1 - q} \right] \]

by (3.2)

\[
= \sum_{\lambda \geq \nu} c_\lambda q^{(c-b-1)|\lambda|} \prod_{i \geq 1} \frac{(q^{a+b+1-c})_\lambda}{(q)_\lambda}.
\]

The right-most equality holds by \( h_r[(1 - z)/(1 - q)] = (z)_r/(q)_r \), see e.g., [18, page 27]. Then one can see that \( P_\nu \left[ \frac{q^{c-b-1} - q^c}{1 - q^c} \right] \) is a polynomial in \( q^a \) of degree at most \( |\nu| \). Together with the fact that the constant term in (5.4) is a polynomial in \( q^a \) of degree at most \( nb + l + |\mu| - |\nu| \) by Lemma 5.1, we conclude that \( B_{n,n_0}(a, b, c, l, \mu) \) is a polynomial in \( q^a \) of degree at most \( nb + l + |\mu| \).

\[\square\]

The following rationality result, which is implicitly due to Stembridge [22], as can be seen from the proof. One can also see this result in [26, Proposition 3.1] and [13, Lemma 7.5]. The \( q = 1 \) case of this result is the equal parameter case of [8, Proposition 2.4].

**Proposition 5.3.** Let \( n \) be a positive integer and \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}^n \) such that \( |\alpha| = 0 \). For \( c \) a nonnegative integer

\[
\text{CT}_x x_1^{\alpha_1} \cdots x_n^{\alpha_n} \prod_{1 \leq i < j \leq n} \frac{x_i}{x_j} c \frac{x_j}{c \cdot x_i} (q)_c = \frac{(q)_n}{(q)_c^n} \cdot R_n(q^c; q, \alpha),
\]

where \( R_n(q^c; q, \alpha) \) is a rational function in \( q^c \) and \( q \).

A straightforward consequence of Proposition 5.3 is the next result.

**Corollary 5.4.** Let \( c, d \) be nonnegative integers, \( n \) be a positive integer, and \( H \) be a homogeneous Laurent polynomial in \( x_0, x_1, \ldots, x_n \) of degree 0. If an expression for

\[
\text{CT}_x \frac{H}{x} \prod_{1 \leq i < j \leq n} \left( \frac{x_i}{x_j} \right)_c \frac{x_j}{c \cdot x_i} (q)_c
\]

holds for \( c \geq d \), then it holds for all nonnegative integers \( c \). Here \( d \) is independent of \( c \), but it may depend on \( H \).

**Proof.** By Proposition 5.3 it exists a rational function \( R_n(q^c; q, H) \) such that

\[
\text{CT}_x \frac{H}{x} \prod_{1 \leq i < j \leq n} \left( \frac{x_i}{x_j} \right)_c \frac{x_j}{c \cdot x_i} (q)_c = \text{CT}_x \frac{H}{x} |_{x_0=1} \prod_{1 \leq i < j \leq n} \left( \frac{x_i}{x_j} \right)_c \frac{x_j}{c \cdot x_i} (q)_c = \frac{(q)_n}{(q)_c^n} \cdot R_n(q^c; q, H).
\]

Here the first equality holds by the homogeneity of $H$. Then
\[(5.6) \quad \frac{(q)_c^n}{(q)_{nc}} \prod_{1 \leq i < j \leq n} \left( \frac{x_i}{x_j} \right) c \left( \frac{x_j}{x_i} \right) c = R_n(q^c; q, H).\]

It follows that if (5.6) holds for $c \geq d$ for some nonnegative integer $d$, then it holds for all nonnegative integers $c$ since the both sides are rational functions in $q^c$. \hfill \square

6. Preliminaries for determination of the roots

In this section, we present several essential results to determine the roots of $B_{n,n_0}(a,b,c,l,\mu)$ and $C_{n,n_0}(a,b,c,l,m)$.

6.1. The cardinality of an alphabet. The main observation in this subsection is Proposition 6.7, which concerns the cardinality of an alphabet in $B_{n,n_0}(a,b,c,l,\mu)$ under certain substitutions.

For a positive integer $s$, let $S_s$ be the set of all the permutations of \{1, 2, \ldots, s\}. For $w \in S_s$ and $r$ an integer such that $0 \leq r < s$, define
\[(6.1) \quad N_{w,r} := \sum_{j=1}^{s} u_j(w) + \chi(w(j) > r)\chi(w(j-1) > r),\]
where $w(0) := 0$ and
\[(6.2) \quad u_j(w) = \begin{cases} 1 & \text{if } w(j-1) < w(j), \\ 0 & \text{otherwise}. \end{cases}\]

For example, if $s = 7$, $r = 3$ and $w = (3147526)$, then $N_{w,r} = 6$. Let
\[(6.3) \quad w(0) \xrightarrow{e_1} w(1) \xrightarrow{e_2} \cdots \xrightarrow{e_{s-1}} w(s-1) \xrightarrow{e_s} w(s)\]
be a weighted directed path on $w \in S_s$, where
\[(6.4) \quad e_j := u_j(w) + \chi(w(j) > r)\chi(w(j-1) > r).\]

Then we can view $N_{w,r}$ as the sum of the weights on this directed path. Note that $e_j$ is determined by $w(j)$, $w(j-1)$ and the integer $r$, and $e_1 = 1$. For $r \in \{0, 1, \ldots, s-1\}$, denote $I_1 := \{1, 2, \ldots, r\}$ and $I_2 := \{r+1, r+2, \ldots, s\}$. Let $S_{s,r}$ be the subset of $S_s$ that includes all the permutations that all the elements of $I_1$ and $I_2$ are in a decreasing order respectively. We define $\varepsilon_1 : S_s \mapsto S_{s,r}$ to be the map of permuting the elements of $I_1$ and $I_2$ in $w \in S_s$ respectively such that all the elements of $I_1$ and $I_2$ in $w$ are decreasing. For example, if $s = 7$, $r = 3$ and $w = (3147526)$, then $I_1 = \{1, 2, 3\}$, $I_2 = \{4, 5, 6, 7\}$, $\varepsilon_1 \circ w = (3276514)$. Having the above notation, we obtain the following property for the number $N_{w,r}$.

**Lemma 6.1.** For a positive integer $s$, let $w \in S_s$ and $r$ be an integer such that $0 \leq r < s$. Let $\varepsilon_1$ be defined as above. Then
\[(6.5) \quad N_{w,r} \geq N_{\varepsilon_1 \circ w,r}.\]
Furthermore, if there is an \( i \in \{2, \ldots, s\} \) such that \( w(i-1), w(i) \in I_1 \) (resp. \( I_2 \)) and \( w(i-1) < w(i) \), then

\[
N_{w,r} > N_{\varepsilon_1 \circ w,r}.
\]

**Proof.** Let \( w_1 = \varepsilon_1 \circ w \). We will show that for \( j = 2, \ldots, s \)

\[
(6.7a) \quad \chi(w(j) > r) = \chi(w_1(j) > r),
\]

and

\[
(6.7b) \quad u_j(w) \geq u_j(w_1).
\]

Then it is clear that \( N_{w,r} \geq N_{\varepsilon_1 \circ w,r} \) from the definition of \( N_{w,r} \) in (6.1) and the fact that

\[
u_1(w) + \chi(1 > r)\chi(0 > r) = u_1(w_1) + \chi(1 > r)\chi(0 > r) = 1.
\]

Since \( \varepsilon_1 \) permutes the elements of \( I_1 \) and \( I_2 \) in \( w \) respectively, for some \( j \) if \( w(j) \in I_1 \) (resp. \( I_2 \)) then \( w_1(j) \in I_1 \) (resp. \( I_2 \)). Thus (6.7a) holds.

Since \( u_j(w) \) is determined by \( w(j), w(j-1) \) and \( r \), we prove (6.7b) by discussing the following four cases:

1. \( w(j-1) \in I_1, w(j) \in I_2 \);
2. \( w(j-1) \in I_2, w(j) \in I_1 \);
3. \( w(j-1) \in I_1, w(j) \in I_1 \);
4. \( w(j-1) \in I_2, w(j) \in I_2 \).

If \( w(j-1) \in I_1 \) and \( w(j) \in I_2 \) for some \( j \), then by the definition of \( \varepsilon_1 \), \( w_1(j-1) \in I_1 \) and \( w_1(j) \in I_2 \). It follows that \( w(j-1) < w(j) \) and \( w_1(j-1) < w_1(j) \). Then \( u_j(w) = u_j(w_1) = 1 \). Similarly, if \( w(j-1) \in I_2 \) and \( w(j) \in I_1 \) for some \( j \), then \( u_j(w) = u_j(w_1) = 0 \). If \( w(j-1), w(j) \in I_1 \) for some \( j \), then \( w_1(j-1), w_1(j) \in I_1 \). By the definition of \( \varepsilon_1 \), all the elements of \( I_1 \) in \( w_1 \) are in a decreasing order. Thus \( w_1(j-1) > w_1(j) \). Then by the definition of \( u_j \) in (6.2) we have \( u_j(w_1) = 0 \). It follows that

\[
(6.8) \quad u_j(w) \geq u_j(w_1).
\]

For the case \( w(j-1), w(j) \in I_2 \), similarly we can also get (6.8). In conclusion, (6.7b) holds for all the four cases. Then \( N_{w,r} \geq N_{\varepsilon_1 \circ w,r} \) by (6.7).

If for some \( i \in \{2, \ldots, s\} \) such that \( w(i-1), w(i) \in I_1 \) (or \( I_2 \)) and \( w(i-1) < w(i) \), then \( u_i(w) > u_i(w_1) \). Thus, in this case the equality of (6.5) can not hold and we obtain (6.6). \( \square \)

We define another map \( \varepsilon_2 : \mathcal{G}_{s,r} \rightarrow \mathcal{G}_{s,r} \). If \( w = (s, s-1, \ldots, 1) \), then \( \varepsilon_2 \circ w = w \). If \( w \in \mathcal{G}_{s,r} \) but \( w \neq (s, s-1, \ldots, 1) \), then it exists an integer \( 1 \leq j < s \) such that \( w(i) = s-i+1 \) for \( i = 1, \ldots, j-1 \) but \( w(j) \neq s-j+1 \). The map \( \varepsilon_2 \) acts on \( w \) by putting \( w(t) = s-j+1 \) for some \( t > j \) between \( w(j-1) \) and \( w(j) \) in \( w \), and other entries of \( w \) keep their original order in \( w \). That is

\[
(6.9) \quad \varepsilon_2 \circ w = (w(1), \ldots, w(j-1), w(t), w(j), \ldots, w(t-1), w(t+1), \ldots, w(s)).
\]

In particular, if \( j = 1 \) then \( w(t) = s \) and \( \varepsilon_2 \circ w = (s, w(1), \ldots, w(t-1), w(t+1), \ldots, w(s)) \). Note that if \( w \neq (s, s-1, \ldots, 1) \) then \( w(t) > r \) since \( w \in \mathcal{G}_{s,r} \). For example, if \( s = 7, r = 3 \) and \( w = (3276514) \), then \( w_1 := \varepsilon_2 \circ (3276514) = (7326514) \). In this case, \( N_{w,r} = 5 \) and
Lemma 6.2. For a positive integer \( s \) and \( r \in \{0, 1, \ldots, s - 1\} \), let \( w \in \mathcal{S}_{s,r} \), \( N_{w,r} \) be defined in (6.1) and \( \varepsilon_2 \) be defined as above. Then
\[
N_{w,r} \geq N_{\varepsilon_2 w, r}.
\]
In particular, if the equality of (6.10) holds, then \( w(1) = s \).

Proof. If \( w = (s, s - 1, \ldots, 1) \) then \( \varepsilon_2 \circ w = w \) and the lemma holds. Hence, we assume \( w \neq (s, s - 1, \ldots, 1) \) in the following of the proof. By the definition of \( \varepsilon_2 \), \( N_{w,r} \) and \( N_{\varepsilon_2 w, r} \) only differ in two parts (view them as weighted directed paths as in (6.3)). That is
\[
(6.11a) \quad e_j + e_t + e_{t+1} \geq e'_j + e'_{j+1},
\]
and
\[
(6.11b) \quad e_t + e_{t+1} = e'_{t+1} + 1.
\]
If \( j = 1 \) then \( e_j = e'_j = 1 \), and \( e'_{j+1} = 1 \) for \( w(j) \in I_2 \) and \( e'_{j+1} = 0 \) for \( w(j) \in I_1 \). It follows that (6.11a) holds for \( j = 1 \). By the definition of \( \varepsilon_2 \), for \( j \geq 2 \) we have \( w(j - 1), w(t) \in I_2 \) and \( w(j - 1) = w(t) + 1 = s - j + 2 \). We then prove (6.11a) for \( j \geq 2 \) by discussing the two cases: \( w(j) \in I_1 \) and \( w(j) \in I_2 \). The case \( w(j) \in I_2 \) can not occur. Otherwise, since \( w(j - 1) \in I_2 \) and \( w \in \mathcal{S}_{s,r} \), all the elements of \( I_2 \) in \( w \) are in a decreasing order, \( w(j) = w(j - 1) - 1 = s - j + 1 \). This contradicts the assumption \( w(j) \neq s - j + 1 \) in (6.9). If \( w(j) \in I_1 \) and \( j \geq 2 \) then \( e_j = e'_{j+1} = 0 \). Together with the fact \( e'_j = 1 \) by \( w(j - 1) > w(t) \) and \( w(j - 1), w(t) \in I_2 \), we have \( e_j + 1 = e'_j + e'_{j+1} = 1 \). Therefore (6.11a) holds for \( j = 1, 2, \ldots, s - 1 \).

By the definition of \( \varepsilon_2 \) in (6.9) again, we have \( w(t) \in I_2, w(t) > w(t - 1) \) and \( w(t) > w(t + 1) \). Since \( w \in \mathcal{S}_{s,r} \), and all the elements of \( I_2 \) in \( w \) are in a decreasing order, \( w(t - 1) \in I_1 \). We then prove (6.11b) by discussing the following two cases:

1. \( w(t - 1) \in I_1, w(t + 1) \in I_2 \);
2. \( w(t - 1) \in I_1, w(t + 1) \in I_1 \).

If \( w(t - 1) \in I_1, w(t + 1) \in I_2 \) then \( e_t = e_{t+1} = e'_{t+1} = 1 \) and \( e_t + e_{t+1} = e'_{t+1} + 1 = 2 \). If \( w(t - 1), w(t + 1) \in I_1 \) then \( e_t = 1, e_{t+1} = 0 \). Since all the elements of \( I_1 \) in \( w \) are in a decreasing order, \( e'_{t+1} = 0 \). Then \( e_t + e_{t+1} = e'_{t+1} + 1 = 1 \). Therefore (6.11b) holds.
We prove the particular case by showing that $N_{w,r} > N_{\varepsilon_2 \circ w,r}$ for $w(1) \neq s$. If $w(1) \neq s$ then $j = 1$ and $w(1) \in I_1$. Correspondingly, $e_1 = e'_1 = 1$ and $e'_2 = 0$. Hence, $e_1 + 1 = 2 > e'_1 + e'_2 = 1$. Together with (6.11b) and the above discussion, $N_{w,r} > N_{\varepsilon_2 \circ w,r}$. □

By Lemma 6.1 and Lemma 6.2 we obtain the next proposition.

**Proposition 6.3.** For a positive integer $s$, let $w \in \mathcal{S}_s$, $w(0) := 0$ and $d_1, \ldots, d_s$ be nonnegative integers such that $d_j \geq 1$ if $w(j) > w(j - 1)$ for $j = 1, \ldots, s$. For an integer $r$ such that $0 \leq r \leq s$,

\[(6.12a) \quad \sum_{j=1}^{s} (d_j + \chi(w(j) > r)\chi(w(j - 1) > r)) \geq s - r,\]

and for $i \in \{1, 2, \ldots, s\}$,

\[(6.12b) \quad \sum_{j=1}^{s} (d_j + \chi(w(j) > r)\chi(w(j - 1) > r)) \geq s - r - 1.\]

In particular, if the equality of (6.12a) holds, then $w(1) > r$ and $d_1 = 1$.

**Proof.** By the definition of $u_j(w)$ in (6.2), we have $d_j \geq u_j(w)$. It follows that

\[(6.13a) \quad \sum_{j=1}^{s} (d_j + \chi(w(j) > r)\chi(w(j - 1) > r)) \geq \sum_{j=1}^{s} (u_j(w) + \chi(w(j) > r)\chi(w(j - 1) > r)) = N_{w,r},\]

and

\[(6.13b) \quad \sum_{j=1}^{s} \sum_{j \neq i} (d_j + \chi(w(j) > r)\chi(w(j - 1) > r)) \geq \sum_{j=1}^{s} u_j(w) + \chi(w(j) > r)\chi(w(j - 1) > r).\]

We then prove (6.12a) by showing that $N_{w,r} \geq s - r$, and prove (6.12b) by showing that the right-hand side of (6.13b) is no less than $s - r - 1$.

For any permutation $w \in \mathcal{S}_s$, let $\varepsilon_1$ act on $w$ and then let $\varepsilon_2$ act on $\varepsilon_1 \circ w$ recursively until the resulting permutation is $w_1 := (s, s - 1, \ldots, 1)$. By the definition of $\varepsilon_1$ and $\varepsilon_2$, these operations are valid. By Lemma 6.1 and Lemma 6.2

\[(6.14) \quad N_{w,r} \geq N_{\varepsilon_1 \circ w,r} \geq N_{\varepsilon_2 \circ (\varepsilon_1 \circ w),r} \geq N_{\varepsilon_2 \circ \varepsilon_1 \circ w,r} = N_{w_1,r} = s - r.\]

Together with (6.13a) we obtain (6.12a).

For a fixed $i \in \{1, 2, \ldots, s\}$, it is clear that $u_i(w) + \chi(w(i) > r)\chi(w(i - 1) > r) \in \{0, 1, 2\}$. If $u_i(w) + \chi(w(i) > r)\chi(w(i - 1) > r) \leq 1$, then

\[
\sum_{j=1}^{s} u_j(w) + \chi(w(j) > r)\chi(w(j - 1) > r)
\]

\[= N_{w,r} - u_i(w) - \chi(w(i) > r)\chi(w(i - 1) > r) \geq s - r - 1.\]
using $N_{w,r} \geq s - r$. Together with (6.13b) gives (6.12b). In particular, (6.12b) holds for $i = 1$
since in this case $u_1(w) + \chi(w(1) > r)\chi(w(0) > r) = 1$. If $u_i(w) + \chi(w(i) > r)\chi(w(i - 1) > r) = 2$ for some $i \in \{2, \ldots, s\}$, then $w(i) > w(i - 1) > r$, i.e., $w(i - 1), w(i) \in I_2$ and $w(i - 1) < w(i)$. Let $\varepsilon_1$ act on $w$ and then let $\varepsilon_2$ act on $\varepsilon_1 \circ w$ recursively again until the resulting permutation is $w_1 := (s, s - 1, \ldots, 1)$. Using (6.6) we have

$$N_{w,r} > N_{w_1,r} = s - r.$$  

It follows that

$$\sum_{j=1, j\neq i}^{s} u_j(w) + \chi(w(j) > r)\chi(w(j - 1) > r)$$

$$> N_{w_1,r} - u_i(w) - \chi(w(i) > r)\chi(w(i - 1) > r) = s - r - 2.$$  

Hence, in all the cases the right-hand side of (6.13b) is no less than $s - r - 1$ and we obtain (6.12b).

Let

$$S := \sum_{j=1}^{s} (d_j + \chi(w(j) > r)\chi(w(j - 1) > r)).$$

Finally, we prove that if $S = s - r$ then $w(1) > r$ and $d_1 = 1$. By the argument in the above, we know that $S \geq N_{w,r} \geq s - r$. If $S = s - r$ then it forces $N_{w,r} = s - r$. It follows that $d_j = u_j(w)$ for $j = 1, \ldots, s$. In particular, $d_1 = u_1(w) = 1$. We then prove $w(1) > r$ by contradiction. If $w(1) \leq r \neq s$, then

$$N_{w,r} \geq N_{\varepsilon_1 \circ w,r} > N_{\varepsilon_2 \circ (\varepsilon_1 \circ w),r} \geq N_{w_1,r} = s - r.$$  

Here $N_{\varepsilon_1 \circ w,r} \neq N_{\varepsilon_2 \circ (\varepsilon_1 \circ w),r}$ by Lemma 6.2. Consequently, $S \geq N_{w,r} > s - r$. This contradicts the fact $S = s - r$. Hence, $w(1) > r$ for $S = s - r$. \hfill \Box

Now we can prove the key lemma in this paper, which plays an important role in proving the vanishing properties of $B_{n,n_0}(a,b,c,l,\mu)$ and $C_{n,n_0}(a,b,c,l,m)$.

**Lemma 6.4.** For $s,c$ positive integers, let $b,t$ and $k_1,\ldots,k_s$ be nonnegative integers such that $1 \leq k_i \leq (s - 1)(c - 1) + b + t$ for $1 \leq i \leq s$. Then for an integer $r$ such that $0 \leq r \leq s$, at least one of the following holds:

1. $1 \leq k_i \leq b$ for some $i$ with $1 \leq i \leq s$;
2. $-c + 1 \leq k_i - k_j \leq c - 2$ for some $(i,j)$ such that $1 \leq i < j \leq s$ and $i \leq r$;
3. $-c \leq k_i - k_j \leq c - 1$ for some $(i,j)$ such that $r < i < j \leq s$;
4. there exists a permutation $w \in \mathfrak{S}_s$ and nonnegative integers $d_1,\ldots,d_s$ such that

\begin{align*}
(6.15a) & \quad k_{w(1)} = b + d_1, \\
(6.15b) & \quad k_{w(j)} - k_{w(j-1)} = c - 1 + \chi(w(j) > r)\chi(w(j - 1) > r) + d_j \quad \text{for } 2 \leq j \leq s.
\end{align*}
Here the \( d_j \) satisfy

\[
(6.16) \quad s - r \leq \sum_{j=1}^{s} (d_j + \chi(w(j) > r)\chi(w(j - 1) > r)) \leq t,
\]

\( w(0) := 0, \) and \( d_j > 0 \) if \( w(j - 1) < w(j) \) for \( 1 \leq j \leq s \). In particular, if \( t = s - r \) and \( r < s \), then

\[
(6.17) \quad k_i = b + 1 \quad \text{for some} \quad i > r.
\]

**Proof.** We prove the lemma by showing that if (1)–(3) fail then (4) must hold.

Assume that (1)–(3) are all false. Then we construct a weighted tournament \( T \) on a complete graph on \( s \) vertices, labelled \( 1, \ldots, s \), as follows. For the edge \( (i, j) \) with \( 1 \leq i < j \leq s \) and \( i \leq r \), we draw an arrow from \( j \) to \( i \) and attach a weight \( c - 1 \) if \( k_i - k_j \geq c - 1 \). If, on the other hand, \( k_i - k_j \leq -c \) then we draw an arrow from \( i \) to \( j \) and attach the weight \( c \). Similarly, for the edge \( (i, j) \) with \( 1 \leq i < j \leq s \) and \( i > r \), we draw an arrow from \( j \) to \( i \) and attach a weight \( c \) if \( k_i - k_j \geq c \), and we draw an arrow from \( i \) to \( j \) and attach the weight \( c + 1 \) if \( k_i - k_j \leq -c - 1 \). Note that the weight of each edge of a tournament is nonnegative since \( c \) is a positive integer.

We call a directed edge from \( i \) to \( j \) ascending if \( i < j \). It is immediate from our construction that (i) the weight of the edge \( i \to j \) is less than or equal \( k_j - k_i \), and (ii) the weight of an ascending edge is positive.

We will use (i) and (ii) to show that any of the above-constructed tournaments is acyclic and hence transitive. As consequence of (i), the weight of a directed path from \( i \) to \( j \) in \( T \), defined as the sum of the weights of its edges, is at most \( k_j - k_i \). Proceeding by contradiction, assume that \( T \) contains a cycle \( C \). By the above, the weight of \( C \) must be non-positive, and hence 0. Since \( C \) must have at least one ascending edge, which by (ii) has positive weight, the weight of \( C \) is positive, a contradiction.

Since each \( T \) is transitive, there is exactly one directed Hamilton path \( P \) in \( T \), corresponding to a total order of the vertices. Assume \( P \) is given by

\[
P = w(1) \to w(2) \to \cdots \to w(s - 1) \to w(s),
\]

where we have suppressed the edge weights. Then

\[
k_{w(s)} - k_{w(1)} \geq (s - 1)(c - 1) + \sum_{j=2}^{s} \chi(w(j) > r)\chi(w(j - 1) > r),
\]

and thus

\[
k_{w(s)} \geq k_{w(1)} + (s - 1)(c - 1) + \sum_{j=2}^{s} \chi(w(j) > r)\chi(w(j - 1) > r)
\]

\[
\geq b + 1 + (s - 1)(c - 1) + \sum_{j=2}^{s} \chi(w(j) > r)\chi(w(j - 1) > r). \tag{6.18}
\]
Together with the assumption that \( k_{w(s)} \leq (s-1)(c-1) + b + t \) this implies that \( P \) has at most \( t-1 \) ascending edges. Let \( d_1, \ldots, d_s \) be nonnegative integers such that (6.15) holds.

Since (1) does not hold and by (6.15a), \( k_{w(1)} = b + d_1 \geq b + 1 \), so that \( d_1 \geq 1 \). For \( 2 \leq j \leq s \), if \( w(j-1) \rightarrow w(j) \) is an ascending edge, then \( d_j \) is a positive integer. That is, for \( 2 \leq j \leq s \) if \( w(j-1) < w(j) \) then \( d_j \geq 1 \). Set \( k_0 := 0 \). Since

\[
\sum_{j=1}^{s} \left( k_{w(j)} - k_{w(j-1)} \right) = k_{w(s)} = b + (s-1)(c-1) + \sum_{j=1}^{s} \left( d_j + \chi(w(j) > r)\chi(w(j-1) > r) \right) \\
\leq b + (s-1)(c-1) + t,
\]

we have

\[
\sum_{j=1}^{s} \left( d_j + \chi(w(j) > r)\chi(w(j-1) > r) \right) \leq t.
\]

By Proposition 6.3

\[
\sum_{j=1}^{s} \left( d_j + \chi(w(j) > r)\chi(w(j-1) > r) \right) \geq s - r.
\]

This completes the proof of the assertion that (4) must hold if (1)–(3) fail.

If \( t = s - r \) and \( r < s \), then

\[
\sum_{j=1}^{s} \left( d_j + \chi(w(j) > r)\chi(w(j-1) > r) \right) = s - r.
\]

By Proposition 6.3 we have \( w(1) > r \), \( d_1 = 1 \) and \( k_{w(1)} = b + 1 \). That is the assertion (6.17).

For \( r = s \) and \( t = 1 \), we have the next corollary of Lemma 6.4.

**Corollary 6.5.** For \( s, c \) positive integers, let \( b \) and \( k_1, \ldots, k_s \) be nonnegative integers such that \( 1 \leq k_i \leq (s-1)(c-1) + b + 1 \) for \( 1 \leq i \leq s \). Then, at least one of the following holds:

1. \( 1 \leq k_i \leq b \) for some \( i \) with \( 1 \leq i \leq s \);
2. \( -c + 1 \leq k_i - k_j \leq c - 2 \) for some \( (i, j) \) with \( 1 \leq i < j \leq s \);
3. For \( i = 1, \ldots, s \), \( k_i = (s-i)(c-1) + b + 1 \).

Note that this corollary corresponds to [26] Lemma 4.2 with minor modification.

By Lemma 6.4 we obtain another corollary.

**Corollary 6.6.** For positive integers \( s, c \), let \( n, n_0, b, m \) and \( k_1, \ldots, k_s \) be nonnegative integers such that \( 1 \leq k_i \leq (s-1)(c-1)+b+\chi(s > n_0+1)(s-n_0-1)+\chi(s > n-m) \) for \( 1 \leq i \leq s \leq n \).

Let \( m = 0 \) or \( 0 \leq n - n_0 \leq m \leq n \). Then, for an integer \( r \) such that \( 0 \leq r \leq \min\{s, n_0\} \), at least one of the following four cases holds:

1. \( 1 \leq k_i \leq b \) for some \( i \) with \( 1 \leq i \leq s \);
2. \( -c + 1 \leq k_i - k_j \leq c - 2 \) for some \( (i, j) \) such that \( 1 \leq i < j \leq s \) and \( i \leq r \);
3. \( -c \leq k_i - k_j \leq c - 1 \) for some \( (i, j) \) such that \( r < i < j \leq s \);
4. if \( m > 0 \) then \( s > n - m \) and \( k_i = b + 1 \) for some \( i > n - m \).
Note that only the first three cases can occur for \( m = 0 \).

Proof. The cases (i)–(iii) of this proposition are exactly the same as (1)–(3) of Lemma 6.4 respectively. Hence, we only need to show the next two claims: (a) For the \( m = 0 \) case, take \( t = \chi(s > n_0 + 1)(s - n_0 - 1) \) in Lemma 6.4 then the case (4) of Lemma 6.4 can not occur; (b) For the \( 0 \leq n - n_0 \leq m \leq n \) case, take \( t = \chi(s > n_0 + 1)(s - n_0 - 1) + \chi(s > n - m) \) in Lemma 6.4, then (4) of Lemma 6.4 leads to (iv).

Carrying out the substitution \( t = \chi(s > n_0 + 1)(s - n_0 - 1) + \chi(s > n - m) \) in (6.16) gives (6.19)

\[
s - r \leq \sum_{j=1}^{s} (d_j + \chi(w(j) > r)\chi(w(j - 1) > r)) \leq \chi(s > n_0 + 1)(s - n_0 - 1) + \chi(s > n - m).
\]

Here \( w \in \mathcal{S}_s \) and \( d_1, \ldots, d_s \) are nonnegative integers such that \( w(0) := 0 \), and \( d_j > 0 \) if \( w(j - 1) < w(j) \) for \( 1 \leq j \leq s \). Notice that \( d_1 \geq 1 \) since \( 0 = w(0) < w(1) \). It follows that

\[
\sum_{j=1}^{s} (d_j + \chi(w(j) > r)\chi(w(j - 1) > r)) \geq 1.
\]

We first prove the claim (a). If \( s \leq n_0 + 1 \) then \( t = \chi(s > n_0 + 1)(s - n_0 - 1) = 0 \). Substituting this and \( m = 0 \) into (6.19) gives

\[
\sum_{j=1}^{s} (d_j + \chi(w(j) > r)\chi(w(j - 1) > r)) \leq 0.
\]

This contradicts (6.20). On the other hand, if \( s > n_0 + 1 \) and \( m = 0 \) then

\[
t = \chi(s > n_0 + 1)(s - n_0 - 1) = s - n_0 - 1.
\]

By (6.19), we have \( t \geq s - r \). Together with \( r \leq \min\{s, n_0\} \) gives \( t \geq s - r \geq s - n_0 \). But this contradicts \( t = s - n_0 - 1 \) in (6.22). Therefore, the claim (a) holds.

To prove the claim (b), we first show that it holds for the \( r = s \) case. For \( r = s \), by \( r \leq \min\{s, n_0\} \) we have \( s \leq n_0 \). It follows that \( t = \chi(s > n_0 + 1)(s - n_0 - 1) + \chi(s > n - m) = \chi(s > n - m) \). Furthermore, if \( s \leq n - m \) then \( t = 0 \). By (6.19) we also get (6.21), which contradicts (6.20). Hence, \( s > n - m \) and \( t = \chi(s > n - m) = 1 \). It follows that \( d_1 = 1, d_i = 0 \) for \( i = 2, \ldots, s \). This implies that \( w = (s, s - 1, \ldots, 1) \) and \( k_{w(1)} = k_s = b + 1 \) by (6.15a) with \( d_1 = 1 \). Since \( s > n - m \), we find an \( i = s > n - m \) such that \( k_i = b + 1 \).

Assume \( m > 0 \) and \( r < s \) in the following of the proof. We prove the claim (b). We begin with the proof of \( s > n - m \). Assume the contrary \( s \leq n - m \). Furthermore, if \( s \leq n_0 + 1 \), then \( t = \chi(s > n_0 + 1)(s - n_0 - 1) + \chi(s > n - m) = 0 \). By (6.19) we get (6.21) again and arrive at a contradiction to (6.20). If \( s > n_0 + 1 \), using the assumption \( s \leq n - m \) we get \( m < n - n_0 - 1 \). This contradicts the condition \( m \geq n - n_0 \) in the claim (b). Therefore, \( s > n - m \).

For \( s > n - m \) and \( s > n_0 + 1 \), we have

\[
t = \chi(s > n_0 + 1)(s - n_0 - 1) + \chi(s > n - m) = s - n_0.
\]
But by $r \leq \min\{s, n_0\}$ we have $s - r \geq s - n_0$. Then, for $s > n - m$ and $s > n_0 + 1$, (6.19) holds only when $r = n_0$, and in this case
\[
\sum_{j=1}^{s} (d_j + \chi(w(j) > r)\chi(w(j-1) > r)) = s - n_0.
\]

By (6.17) with $r = n_0$, we have $k_i = b + 1$ for some $i > r$. Here $r = n_0 \geq n - m$. Thus, the index $i$ for $k_i = b + 1$ satisfies $i > n - m$.

On the other hand, for $s > n - m$ and $s \leq n_0$, we have
\[
t = \chi(s > n_0 + 1)(s - n_0 - 1) + \chi(s > n - m) = 1.
\]
Together with (6.20), we find that (6.19) holds only when
\[
\sum_{j=1}^{s} (d_j + \chi(w(j) > r)\chi(w(j-1) > r)) = 1.
\]

By the same discussion as above, we find an $i = s > n - m$ such that $k_i = k_s = b + 1$. □

For positive integers $s, c$ and nonnegative integers $b, r$ such that $0 \leq r < s$, let
\[
T_{s,r} := (s - 1)(c - 1) + \chi(s - 1 > r)(s - r - 1) + b + 1.
\]
Note that we suppress the parameters $b$ and $c$ in $T_{s,r}$. By Lemma 6.4 we have the next consequence.

**Proposition 6.7.** For $s, c$ positive integers, let $k_1, \ldots, k_s, b, r$ and $t$ be nonnegative integers such that $1 \leq k_i \leq T_{s,r} + t$ for $1 \leq i \leq s$ and $0 \leq r < s$. If the $k_i$ are such that (4) of Lemma 6.4 holds with $t \mapsto \chi(s - 1 > r)(s - r - 1) + 1 + t$, then
\[
-q^{c-b-1} - q^a x_0 - \sum_{i=1}^{s} \frac{1 - q^{c-\chi(i \leq r)}}{1 - q} x_i|_{x_i=q^{k_i}, 0 \leq i \leq s} = q^{n_1} + \cdots + q^{n_t},
\]
where $\{n_1, \ldots, n_t\}$ is a set of integers determined by $s, r, b, c$ and the $k_i$, and we set $k_0 := 0$. In particular, let $q^{n_1} + \cdots + q^{n_t}|_{i=0} := 0$.

We remark that the set $\{n_1, \ldots, n_t\}$ ($n_i \neq n_j$ for $1 \leq i < j \leq t$) can be explicitly determined. However, since the precise values of the $n_i$ are irrelevant in the following, we have omitted them from the above statement. Indeed, the important fact about the right-hand side is that, viewed as an alphabet, has cardinality $t$.

**Proof.** Denote the left-hand side of (6.24) by $L$. Carrying out the substitutions
\[
a \mapsto -T_{s,r} - t \quad \text{and} \quad x_i \mapsto q^{k_i} x_i \quad \text{for } 0 \leq i \leq s
\]
in
\[
-q^{c-b-1} - q^a x_0 - \sum_{i=1}^{s} \frac{1 - q^{c-\chi(i \leq r)}}{1 - q} x_i,
\]
we obtain
\[
L = -\frac{q^{k_s}}{1-q} \left( q^{c-b-1} - q^{-T_{s,r}-1} \right) \left( 1 - q^{c-\chi(w(1) \leq r)} q^{-k_{w(s)}} \right) + \sum_{i=1}^{s} \left( 1 - q^{c-\chi(w(i) \leq r)} q^{-k_{w(i)}} \right),
\]
(6.25)
where \( w \in \mathcal{S}_s \) is any permutation such that (6.15) holds. By rearranging the terms in (6.25), it can be written as
\[
L = \frac{q^{k_s}}{1-q} \left( q^{c-\chi(w(1) \leq r)} - k_{w(1)} \left( 1 - q^{k_{w(1)}+\chi(w(1) \leq r)-b-1} \right) + q^{-T_{s,r}-t} \left( 1 - q^{T_{s,r}+t-k_{w(s)}} \right) \right.
\]
\[
+ \sum_{i=2}^{s} q^{c-\chi(w(i) \leq r)-k_{w(i)}} \left( 1 - q^{-c+\chi(w(i) \leq r)+k_{w(s)}-k_{w(i-1)}} \right),
\]
Next we will show that
(6.26a)
\[ k_{w(1)} + \chi(w(1) \leq r) - b - 1 \in \mathbb{N}, \]
(6.26b)
\[ T_{s,r} + t - k_{w(s)} \in \mathbb{N}, \]
and
(6.26c)
\[ p_i := -c + \chi(w(i) \leq r) + k_{w(i)} - k_{w(i-1)} \in \mathbb{N} \quad \text{for } i = 2, 3, \ldots, s, \]
where \( \mathbb{N} = \{0, 1, 2, \ldots\} \). By (6.15a) we have \( k_{w(1)} \geq b + 1 \). This implies (6.26a). By the assumption \( k_i \leq T_{s,r} + t \) for all \( i \), we have (6.26b). By (6.15b),
(6.27)
\[ p_i = \chi(w(i) \leq r) + \chi(w(i) > r) \chi(w(i-1) > r) + d_i - 1 \]
for \( i = 2, \ldots, s \). If \( w(i-1) < w(i) \), then \( d_i \geq 1 \). It follows that \( p_i \geq 0 \). On the other hand, if \( w(i-1) > w(i) \), then it is easy to see that
\[ \chi(w(i) > r) \chi(w(i-1) > r) = \chi(w(i) > r) = 1 - \chi(w(i) \leq r). \]
Substituting this into (6.27) gives \( p_i = d_i \). Together with \( d_i \geq 0 \) yields \( p_i \geq 0 \). Thus (6.26c) holds.
Since (6.26) holds, and \( (1 - q^n)/(1-q) = 1 + \cdots + q^{n-1} \) for \( n \) a positive integer and is 0 for \( n = 0 \), we conclude that \( L = q^{n_1} + \cdots + q^{n_p} \), where \( p \) is given by
\[
k_{w(1)} + \chi(w(1) \leq r) - b - 1 + T_{s,r} + t - k_{w(s)} + \sum_{i=2}^{s} \left( -c + \chi(w(i) \leq r) + k_{w(i)} - k_{w(i-1)} \right).
\]
This can be written as
\[-b - 1 + T_{s,r} + t - (s-1)c + \sum_{i=1}^{s} \chi(w(i) \leq r) = -b - 1 + T_{s,r} + t - (s-1)c + r.\]
Substituting the expression (6.23) for \( T_{s,r} \) into above gives
\[ p = \chi(s-1 > r)(s-r-1) - s + 1 + t + r. \]
If $s - 1 > r$ then
\[ p = (s - r - 1) - s + 1 + t + r = t. \]

If $r = s - 1$ then
\[ p = -s + 1 + t + s - 1 = t. \]

Thus $p = t$ for $0 \leq r < s$, completing the proof. \qed

6.2. **The rational function** $Q_{d,n_0}(d,b,c; M_t | u; k)$. In this subsection, we are concerned with the rational function $Q_{d,n_0}(d,b,c; M_t | u; k)$, which is defined in (6.29) below.

For nonnegative integers $n, n_0, d, b, r$ and a positive integer $c$, define
\[
Q(d) = Q_{d,n_0}(d,b,c; M_t) := x_0^{-r}M_t \prod_{j=1}^{n} \left( \frac{q^{x_j/x_0}}{q^{-d}x_0/x_j} \right) \prod_{1 \leq i < j \leq n} \left( \frac{x_i/x_j}{x_i/x_j)^c} \right)^{c-\chi(i \leq n_0)} \left( q^{x_j/x_i} \right)^{c-\chi(i \leq n_0)},
\]
where $M_t$ is a homogenous polynomial in $x_0, x_1, \ldots, x_n$ of degree $r$. It is clear that
\[
\text{CT}_Q(d) = B_{n,n_0}(-d,b,c,l,\mu)
\]
by taking
\[
M_t = h_l \left[ \sum_{i=1}^{n} \frac{1-q^{-\chi(i \leq n_0)}}{1-q} x_i \right] \times P_l \left[ \frac{q^{c-b-1} - q^{-d}}{1-q^c} x_0 + \sum_{i=1}^{n} \frac{1-q^{-\chi(i \leq n_0)}}{1-q^c} x_i \right] ; q, q^c \]
for $r = l + |\mu|$. One can also see that
\[
\text{CT}_Q(d) = C_{n,n_0}(-d,b,c,l,m)
\]
by taking
\[
M_t = h_l \left[ \sum_{i=1}^{n} \frac{1-q^{-\chi(i \leq n_0)}}{1-q} x_i \right] \times \prod_{j=n-m+1}^{n} (x_0 - q^{b+1} x_j)
\]
for $r = l + m$.

For any rational function $F$ of $x_0, x_1, \ldots, x_n$ and $s$ an integer such that $1 \leq s \leq n$, and for sequences of integers $k = (k_1, k_2, \ldots, k_s)$ and $u = (u_1, u_2, \ldots, u_s)$ let $E_{u,k}F$ be the result of replacing $x_{u_i}$ in $F$ with $x_{u_i}q^{k_s-k_i}$ for $i = 0, 1, \ldots, s - 1$, where we set $u_0 = k_0 = 0$. Then for $0 < u_1 < u_2 < \cdots < u_s \leq n$ and $1 \leq k_i \leq d$, we define
\[
Q(d \mid u; k) = Q_{d,n_0}(d,b,c; M_t \mid u; k) := E_{u,k} \left( Q(d) \prod_{i=1}^{s} \left( 1 - \frac{x_0}{x_{u_i}q^{k_i}} \right) \right).
\]
Set $Q(d \mid u; k)|_{s=0} := Q(d)$. Note that the product in (6.29) cancels all the factors in the denominator of $Q(d)$ that would be taken to zero by $E_{u,k}$.

The numerator of $Q(d)$ is
\[
x_0^{-r}M_t \prod_{j=1}^{n} \left( q^{x_j/x_0} \right) \prod_{1 \leq i < j \leq n} \left( \frac{x_i/x_j}{x_i/x_j)^c} \right)^{c-\chi(i \leq n_0)} \left( q^{x_j/x_i} \right)^{c-\chi(i \leq n_0)}
\]
is a Laurent polynomial in $x_0$ of non-positive degree. The denominator of $Q(d)$ —

$$\prod_{j=1}^{n} (q^{-d}x_0/x_j)_d$$

is of the form

$$\prod_{r=1}^{nd} (1 - c_rx_0/x_i),$$

where all the $i_r \neq 0$, and $c_r \neq c_v$ if $i_r = i_v$. It is a polynomial in $x_0$ of degree $nd$. Thus, for $d$ a positive integer $Q(d)$ is a rational function of the form (3.10) with respect to $x_0$. Then we can apply Lemma 3.2 to $Q(d)$ with respect to $x_0$ and obtain

$$(6.30) \quad CT_{x_0} Q(d) = \sum_{1 \leq k_1 \leq d} \sum_{1 \leq u_1 \leq n} Q(d | u_1; k_1),$$

where $Q(d | u_1; k_1)$ is defined in (6.29) with $s = 1$. We can further apply Lemma 3.2 to each $Q(d | u_1; k_1)$ with respect to $x_{u_1}$ if applicable, and get a sum. Continue this operation until Lemma 3.2 does not apply to every summand. In other words, Lemma 3.2 is no longer valid to every summand. Finally we write

$$(6.31) \quad CT_{x} Q(d) = \sum_{s \in T} \sum_{1 \leq u_1 < \cdots < u_s \leq n} CT_{x} Q(d | u; k),$$

where $T$ is a subset of $\{1, \ldots, n\}$. We call this operation the Gessel–Xin operation to the rational function $Q(d)$, since it first appeared in [9].

Let $r$ be the integer such that $u_1, \ldots, u_r \leq n_0$ and $u_{r+1}, \ldots, u_s > n_0$. That is

$$r := |\{u_i \mid u_i \leq n_0, i = 1, 2, \ldots, s\}|,$$

where $|S|$ is the number of the elements in the set $S$. Denote $U := \{u_1, u_2, \ldots, u_s\}$. Then $Q(d | u; k)$ can be written as

$$(6.32) \quad Q(d | u; k) = H \times V \times L \times \prod_{i=1}^{s} (q^{k_i-d})^{-1}_{d-k_i} (q)^{-1}_{k_i-1} \prod_{1 \leq i < j \leq n} (x_i/x_j)^{c-\chi(i \leq n_0)} (qx_j/x_i)^{c-\chi(i \leq n_0)};$$

where

$$H = E_{u,k}(x_0^{-r} \times M_t),$$

$$V = \prod_{i=1}^{s} (q^{1-k_i})_b \prod_{1 \leq i < j \leq s} (q^{k_j-k_i})_{c-1} (q^{k_i-k_j+1})_{c-1} \prod_{r+1 \leq i \leq s} (q^{k_j-k_i})_c (q^{k_i-k_j+1})_c,$$
and
\[
L = \prod_{i=1}^{n} \left( \frac{q^{1-k_s}x_i/x_{u_s}}{q^{k_s-d}x_{u_s}/x_i} \right) \prod_{i \in U} \prod_{i=1}^{r} \left( \frac{q^{k_j-k_s+\chi(i>u_j)}x_i/x_{u_s}}{q^{k_j}x_{u_s}/x_i} \right)_{c-1} \left( q^{k_s-k_j+\chi(u_j>i)}x_{u_s}/x_i \right)_{c-1} \prod_{i=1}^{n} \prod_{j=r+1}^{s} \left( q^{k_j-k_s+\chi(i>u_j)}x_i/x_{u_s} \right)_{c-1} \chi(i \leq n_0) \left( q^{k_s-k_j+\chi(u_j>i)}x_{u_s}/x_i \right)_{c-1} \chi(i \leq n_0).
\]

The following properties of \( Q(d \mid u; k) \) is crucial in proving the main theorems.

**Lemma 6.8.** Let \( Q(d \mid u; k) \) and \( r \) be defined in (6.29) and (6.32) respectively. Assume \( \prod_{j=n-m+1}^{n} (x_0 - q^{b+1}x_j) | M_t \) for \( m \) an integer such that \( n - n_0 \leq m \leq n \). Then for \( s \) an integer such that \( 1 \leq s \leq n \), the rational function \( Q(d \mid u; k) \) has the following properties:

1. If \( d \leq (s-1)(c-1) + b + \chi(s > n_0 + 1)(s-n_0 - 1) + \chi(s > n - m) \), then \( Q(d \mid u; k) = 0 \);
2. If \( d > (s-1)(c-1) + (n-n_0-s+r)(s-r)/(n-s) \) and \( s \neq n \), then
   \[
   \text{CT } Q(d \mid u; k) = \begin{cases} 
   \sum_{u_s < u_{s+1} \leq \overrightarrow{n}} Q(d \mid u_1, \ldots, u_s, u_{s+1}; k_1, \ldots, k_s, k_{s+1}) & \text{for } u_s < n, \\
   0 & \text{for } u_s = n;
   \end{cases}
   \]
   \[
   (6.34) \quad \text{CT } Q(d \mid u; k) = 0.
   \]
3. If \( s(c-1) + \chi(s > n_0)(s-n_0) + 1 \leq d \leq s(c-1) + (n-n_0-s+r)(s-r)/(n-s) \) and \( s \neq n \), then

   \[
   \text{CT } Q(d \mid u; k) = 0.
   \]

Note that for \( n_0 = 0 \) and 1, Case (3) of Lemma 6.8 does not occur since the lower bound of \( d \) exceeds its upper bound by routine calculations.

**Proof.** (1) Since \( 1 \leq k_i \leq d \) for \( i = 1, \ldots, s \), if \( d \) satisfies the condition in (1) then
\[
1 \leq k_i \leq (s-1)(c-1) + b + \chi(s > n_0 + 1)(s-n_0 - 1) + \chi(s > n - m) \quad \text{for } i = 1, \ldots, s.
\]
By the definition of \( r = \left\{ u_i \mid u_i \leq n_0, i = 1, 2, \ldots, s \right\} \), it is clear that \( 0 \leq r \leq \min\{s, n_0\} \). Then, at least one of the cases (i)–(iv) of Corollary 6.6 holds.

If (i) holds, then \( Q(d \mid u; k) \) has the factor
\[
E_{u,k} \left( q^{1-k_i}x_{i}/x_0 \right)_b = (q^{1-k_i})_b = 0.
\]

If (ii) holds, then \( Q(d \mid u; k) \) has the factor
\[
E_{u,k} \left[ (x_{u_i}/x_{u_j})_{c-1} (q^{x_{u_j}/x_{u_i}})_{c-1} \right],
\]
which is equal to
\[
E_{u,k} \left[ q^{(2)} \left( -x_{u_i}/x_{u_j} \right)_{c-1} \left( q^{c-1}x_{u_i}/x_{u_j} \right)_{2c-2} \right] = q^{(2)} \left( -q^{k_i-k_j}c^{-1} \right)_{2c-2} = 0.
\]

If (iii) holds, then \( Q(d \mid u; k) \) has the factor
\[
E_{u,k} \left[ (x_{u_i}/x_{u_j})_c (q^{x_{u_j}/x_{u_i}})_{c} \right],
\]

If (iv) holds, then \( Q(d \mid u; k) \) has the factor
\[
E_{u,k} \left[ (x_{u_i}/x_{u_j})_{c} (x_{u_j}/x_{u_i})_c \right],
\]

which is equal to
\[
E_{u,k} \left[ q^{(2)} \left( x_{u_i}/x_{u_j} \right)_{c-1} \left( q^{c-1}x_{u_j}/x_{u_i} \right)_{2c-2} \right] = q^{(2)} \left( -q^{k_i-k_j}c^{-1} \right)_{2c-2} = 0.
\]
which is equal to

\[ E_{u,k} \left[ q^{(c+1)} (-x_{u_j}/x_{u_i})^c (q^c x_{u_i}/x_{u_j})_{2c} \right] = q^{(c+1)} (-q^{k_i-k_j})^c (q^{k_j-k_i-c})_{2c} = 0. \]

Since \( \prod_{j=n-m+1}^{n} (x_0 - q^{b+1} x_j) = x_0^n \prod_{j=n-m+1}^{n} (1 - q^{b+1} x_j/x_0) \) is a factor of \( M, \) if (iv) holds then \( Q(d \mid u; k) \) has the factor

\[ E_{u,k} \left[ (qx_{u_i}/x_0)^{b+1} \right] = (q^{1-k_i})_{b+1} = (q^{-b})_{b+1} = 0. \]

Here \( u_i > n - m \) because \( u_i \geq i > n - m. \)

(2) We first show that \( Q(d \mid u; k) \) is of the form \((3.10)\) for \( d > s(c-1) + (s-r)(n-n_0-s+r)/(n-s) \) and \( s \neq n. \)

Recall that \( U = \{u_1, u_2, \ldots, u_s\}. \) By the expression for \( Q(d \mid u; k) \) in (6.33), the parts contribute to the degree in \( x_{u_s} \) of the numerator of \( Q(d \mid u; k) \) is

\[ H \times \prod_{i=1}^{n} \left( \prod_{j=1}^{r} (q^{k_{s,j} + \chi(u_j > i)} x_{u_s}/x_i)_{c-1} \prod_{j=r+1}^{s} (q^{k_{s,j} + \chi(u_j > i)} x_{u_s}/x_i)_{c-\chi(i \leq n_0)} \right), \]

which has degree at most

\[ s(n-s)(c-1) + \sum_{i \in U} \sum_{j=r+1}^{s} \chi(i > n_0) = s(n-s)(c-1) + \sum_{i=n_0+1}^{n} \sum_{j=r+1}^{s} 1 \]

\[ = s(n-s)(c-1) + (n-n_0-s+r)(s-r). \]

The parts contribute to the degree in \( x_{u_s} \) of the denominator of \( Q(d \mid u; k) \) is

\[ \prod_{i=1}^{n} (q^{k_{s,j}} x_{u_s}/x_i)^d, \]

which has degree \( (n-s)d. \) If \( d > s(c-1) + (n-n_0-s+r)(s-r)/(n-s) \) then

\[ s(n-s)(c-1) + (n-n_0-s+r)(s-r) < (n-s)d. \]

Thus \( Q(d \mid u; k) \) is of the form \((3.10).\) Applying Lemma 3.2 gives

\[ \text{CT } Q(d \mid u; k) = \begin{cases} \sum_{u_s < u_{s+1} \leq n} Q(d \mid u_1, \ldots, u_s, u_{s+1}; k_1, \ldots, k_s, k_{s+1}) & \text{for } u_s < n, \\ 0 & \text{for } u_s = n. \end{cases} \]

(3) The proof of the Case (3) is lengthy, we give the proof in Lemma 9.3 below. \( \square \)

A direct consequence of Lemma 6.8 is the next result.

**Proposition 6.9.** Let \( C_1, C_3 \) and \( Q(d) \) be defined in (1.12), (1.13) and (6.28) respectively. Assume \( \prod_{j=n-m+1}^{n} (x_0 - q^{b+1} x_j) | M, \) for \( m \) an integer such that \( n-n_0 \leq m \leq n. \) If \( -d \in C_1 \cup C_3, \) then \( \text{CT } Q(d) = 0. \)
Note that if \( m = 0 \) then \( C_3 = \emptyset \) and \( \prod_{j=m}^{n}\left(x_0 - q^{b+1}x_j\right) := 1 \). It is not hard to see that \( B_{n,n_0}(a,b,c,l,\mu) \) vanishes for \( a \in B_1 \), and \( C_{n,n_0}(a,b,c,l,m) \) vanishes for \( a \in C_1 \cup C_3 \) by this proposition.

**Proof.** We prove by induction on \( n - s \) that
\[
(6.35) \quad CT_{x} Q(d \mid u; k) = 0 \quad \text{for} -d \in C_1 \cup C_3.
\]

The proposition is the \( s = 0 \) case of (6.35). Note that taking the constant term with respect to a variable that does not appear has no effect. We may assume that \( 0 \leq s \leq n \) and \( 0 < u_1 < \cdots < u_s \leq n \), since otherwise \( Q(d \mid u; k) \) is not defined. If \( s = n \) then \( u_i \) must equal \( i \) for \( i = 1, \ldots, n \) and thus
\[
Q(d \mid u; k) = Q(d \mid 1, 2, \ldots, n; k_1, k_2, \ldots, k_n).
\]
Since \( d \leq (n-1)(c-1) + b + \chi(n > n_0+1)(n-n_0-1) + \chi(n > n-m) \), by the property (1) of Lemma 6.8 with \( d > s \) we have
\[
Q(d \mid 1, 2, \ldots, n; k_1, k_2, \ldots, k_n) = 0.
\]
Now suppose that \( 0 \leq s < n \). If \( d \leq (s-1)(c-1)+b+\chi(s > n_0+1)(s-n_0-1)+\chi(s > n-m) \), then by the property (1) of Lemma 6.8 we have \( Q(d \mid u; k) = 0 \). If \( s(c-1) + \chi(s > n_0)(s-n_0) + 1 \leq d \leq s(c-1) + (s-r)(n-n_0-s+r)/(n-s) \), then by the property (3) of Lemma 6.8
\[
CT_{x} Q(d \mid u; k) = 0.
\]
If \( d > s(c-1) + (n-n_0-s+r)(s-r)/(n-s) \), then by the property (2) of Lemma 6.8
\[
CT_{x} Q(d \mid u; k) = \begin{cases} 
\sum_{u_s < u_{s+1} \leq n} Q(d \mid u_1, \ldots, u_s, u_{s+1}; k_1, \ldots, k_s, k_{s+1}) & \text{for} \; u_s < n, \\
0 & \text{for} \; u_s = n.
\end{cases}
\]
For \( u_s < n \), applying CT to both sides of the above equation gives
\[
CT_{x} Q(d \mid u; k) = \sum_{u_s < u_{s+1} \leq n} CT_{x} Q(d \mid u_1, \ldots, u_s, u_{s+1}; k_1, \ldots, k_s, k_{s+1}).
\]
Each summand in the above is 0 by induction.

In conclusion, we show that \( CT_{x} Q(d \mid u; k) = 0 \) for all \( -d \in C_1 \cup C_3 \), completing the proof.

**7. Proof of Theorem 1.1**

We prove Theorem 1.1 along the outline in the introduction. We show that \( B_{n,n_0}(a,b,c,l,\mu) \) is a polynomial in \( q^a \) of degree at most \( nb + l + |\mu| \) in Corollary 5.2. In Corollary 5.4 we prove that if \( 1.9 \) holds for sufficiently many integers \( c \) (here for \( c > b + \mu_1 \)), then it holds for all positive integers \( c \). We can show that \( B_{n,n_0}(a,b,c,l,\mu) = 0 \) for \( a \in B_1 \) and \( a \in B_2 \) by Proposition 6.9 and Lemma 3.7 respectively. To complete the proof of Theorem 1.1...
it remains to prove that $B_{n,n_0}(a,b,c,l,\mu) = 0$ for $a \in B_3$ and to determine a closed-form expression for $B_{n,n_0}(a,b,c,l,\mu)$ at an additional point of $a$. We show these in the next two subsections respectively.

7.1. The roots $B_3$ of $B_{n,n_0}(a,b,c,l,\mu)$. In this subsection, we show that the constant term $B_{n,n_0}(a,b,c,l,\mu)$ vanishes for $a \in B_3$. The result is stated in the next lemma.

**Lemma 7.1.** Let $B_{n,n_0}(a,b,c,l,\mu)$ and $B_3$ be defined in (1.18) and (1.12) respectively. If $\ell(\mu) < n - n_0$ and $c > b + \mu_1$, then $B_{n,n_0}(a,b,c,l,\mu) = 0$ for $a \in B_3$.

**Proof.** Assume that $B_3 \neq \emptyset$, i.e., $\mu \neq 0$. Recall the definition of $Q(d) = Q_{n,n_0}(d,b,c;M_\epsilon)$ in (6.28). In the following of the proof we assume that the $M_\epsilon$ in $Q(d)$ is

\[
\frac{1}{1-q^{c-x(i\leq n_0)}} \sum_{i=1}^{n} \frac{1-q^{c-x(i\leq n_0)}}{1-q} x_i \frac{q^{c-b-1} - q^{d}}{1-q} x_0 + \frac{1-q^{c-1}}{1-q} \sum_{i=1}^{n_0} x_i + \sum_{i=n_0+1}^{n} x_i, q, q^c.
\]

Then

\[
\text{CT}_{x} Q(d) = B_{n,n_0}(-d,b,c,l,\mu)
\]

for $d$ an integer. Hence, we prove the lemma by showing that

\[
\text{CT}_{x} Q(d) = 0 \quad \text{for } -d \in B_3.
\]

Notice that if $B_3$ is not an empty set, then all the elements of $B_3$ are distinct negative integers for $c > b + \mu_1$. For $d$ a positive integer, applying the Gessel–Xin operation to $Q(d)$ and using (6.31), we can write

\[
\text{CT}_{x} Q(d) = \sum_{s \in T \subseteq \{1, \ldots, n\}} \sum_{1 \leq u_1 < \ldots < u_k \leq n} \text{CT}_{x} Q(d \mid u;k),
\]

where $Q(d \mid u;k)$ is defined in (6.29) with $M_\epsilon$ defined in (7.1). Note that each $s$ in $Q(d \mid u;k)$ is maximal by the Gessel–Xin operation. Denote

\[
B_{3j} = \left\{ -(n-j)c + n_0 - b - 1, \ldots, -(n-j)c + n_0 - b - \mu_j \right\}
\]

for $j = 1, \ldots, \ell(\mu)$. Then $B_3 = \bigcup_{j=1}^{\ell(\mu)} B_{3j}$. We will show that every $\text{CT}_{x} Q(d \mid u;k)$ in (7.4) vanishes for $-d \in B_{3j}$ for $j = 1, \ldots, \ell(\mu)$.

We first show that for a fixed $j \in \{1, 2, \ldots, \ell(\mu)\}$ and $-d \in B_{3j}$, if $s \neq n - j + 1$ then the constant term $\text{CT}_{x} Q(d \mid u;k)$ in (7.4) vanishes.

Since $-d \in B_{3j}$, we have

\[
(n-j)c - n_0 + b + 1 \leq d \leq (n-j)c - n_0 + b + \mu_j.
\]

If $s \leq n - j$ then

\[
d \geq (n-j)c - n_0 + b + 1 = (n-j)(c-1) + n - j - n_0 + b + 1 \geq s(c-1) + \chi(s > n_0)(s-n_0)+1.
\]

Here the last inequality holds by discussing the two cases $s > n_0$ and $s \leq n_0$ with the fact that $b \geq 0$, $n - j > n_0$ and $s \leq n - j$. By the above inequality and using Lemma 6.8 with $m = 0$ and $M_\epsilon$ equals the polynomial in (7.1), we conclude that only the cases (2) and (3) of
Lemma 6.8 can occur. If the case (3) holds, then $\text{CT}_x Q(d \mid u; k) = 0$. Otherwise, the case (2) holds, and $\text{CT}_x Q(d \mid u; k)$ is either zero or a sum. It can not be written as a sum as the form of the nonzero part of (6.34) since the $s$ in $Q(d \mid u; k)$ is maximal by the Gessel–Xin operation. Hence, we have $\text{CT}_x Q(d \mid u; k) = 0$ for $s \leq n - j$. On the other hand, if $s \geq n - j + 2$ then

$$(s - 1)(c - 1) + b + \chi(s > n_0 + 1)(s - n_0 - 1) = (s - 1)(c - 1) + b + (s - n_0 - 1) \geq (n - j + 1)c + b - n_0 \geq (n - j)c - n_0 + 2b + 1 + \mu_1 > d.$$ 

The second to the last inequality holds by the assumption $c > b + \mu_1$. Using Lemma 6.8 with $m = 0$, $M_\ell$ equals the polynomial in (7.1) again and by the fact that $d < (s - 1)(c - 1) + b + \chi(s > n_0 + 1)(s - n_0 - 1)$, we can conclude that the case (1) of Lemma 6.8 holds and $\text{CT}_x Q(d \mid u; k) = 0$ for $s \geq n - j + 2$.

In conclusion, the $s$ in (7.4) can only be $n - j + 1$ if $-d \in B_{3j}$ for a fixed integer $j \in \{1, 2, \ldots, \ell(\mu)\}$. Therefore, (7.4) reduces to

$$(7.5) \quad \text{CT}_x Q(d) = \sum_{1 \leq u_1 < \cdots < u_s \leq n} \text{CT}_x Q(d \mid u; k),$$

where $s = n - j + 1$. We continue the proof by showing that every $\text{CT}_x Q(d \mid u; k)$ in (7.5) vanishes for $-d \in B_{3j}$ and $s = n - j + 1$.

Now Lemma 6.8 does not apply. Notice that $s = n - j + 1 > n_0 + 1$ since $j \leq \ell(\mu) < n - n_0$. For $-d \in B_{3j}$, we can write

$$d = (n - j)(c - 1) + b + t = (s - 1)(c - 1) + b + t$$

for

$$(7.6) \quad t \in \{n - j - n_0 + 1, \ldots, n - j - n_0 + \mu_j\}.$$ 

Since the $k_i$ in (7.5) satisfy $1 \leq k_i \leq d$ for $i = 1, \ldots, s$, we can get $1 \leq k_i \leq (s - 1)(c - 1) + b + t$ for all $i$. Using Lemma 6.4 with

$$(7.7) \quad r = \{|u_i \mid u_i \leq n_0, i = 1, 2, \ldots, s\},$$

we can conclude that if one of the cases (1)–(3) of Lemma 6.4 holds, then $Q(d \mid u; k) = 0$ by the same argument as that in the part (1) of the proof of Lemma 6.8. We then proceed the proof by discussing the case (4) of Lemma 6.4 with $r$ defined in (7.7). If $t - s + r < 0$ then (6.16) can not hold and this case does not occur. Hence we can assume $t - s + r \geq 0$ in the following.
If (4) of Lemma 6.4 holds (this implies that \( t - s + r \geq 0 \)), then by Proposition 6.7 with \( r \) defined in (7.7), \( T_{s,r} = (s - 1)(c - 1) + s - r + b \) and \( t = t - s + r \), we have

\[
(7.8) \quad \frac{q^{c-b-1} - q^d}{1 - q^c} x_0 + \frac{1 - q^{c-1}}{1 - q^c} \sum_{i=1}^{n_0} x_i + \sum_{i=n_0+1}^{n} x_i \bigg|_{d=(s-1)(c-1)+b+t, \quad x_u = x_u q_{x_k-k_i}, 0 \leq i \leq s} = \frac{q - 1}{1 - q^c} (q^{n_1} + \cdots + q^{n_t}) x_{u_s} + \frac{1 - q^{c-1}}{1 - q^c} \sum_{i=1}^{n_0} x_i + \sum_{i=n_0+1}^{n} x_i,
\]

where \( \{n_1, \ldots, n_t\} \) is a set of integers and \( U = \{u_1, \ldots, u_s\} \). Since

\[
\frac{1 - q^{c-1}}{1 - q^c} = 1 + \frac{q - 1}{1 - q^c},
\]

we can further write the right-hand side of (7.8) as

\[
\frac{q - 1}{1 - q^{c+1}} (\alpha_1 + \cdots + \alpha_i) + (\beta_1 + \cdots + \beta_2),
\]

where

\[
i_1 = t + n_0 - r = t - s + r + n_0 - r = t - (n - j + 1) + n_0 \leq \mu_j - 1
\]

and \( i_2 = n - s = j - 1 \). The last inequality in (7.9) holds by (7.6). Therefore,

\[
(7.10) \quad P_\mu \left( \left[ \frac{q^{c-b-1} - q^d}{1 - q^c} x_0 + \frac{1 - q^{c-1}}{1 - q^c} \sum_{i=1}^{n_0} x_i + \sum_{i=n_0+1}^{n} x_i \right] ; q, q^c \right) \bigg|_{d=(s-1)(c-1)+b+t, \quad x_u = x_u q_{x_k-k_i}, 0 \leq i \leq s}
\]

is of the form

\[
P_\mu \left( \left[ \frac{q - 1}{1 - q^c} (\alpha_1 + \cdots + \alpha_i) + (\beta_1 + \cdots + \beta_2) \right] ; q, q^c \right),
\]

where \( 0 \leq i_1 \leq \mu_j - 1 \) and \( i_2 = j - 1 \). This is zero by Proposition 4.2. Since \( Q(d \mid u; k) \) has (7.10) as a factor, we can obtain that \( Q(d \mid u; k) = 0 \) for \( -d \in B_{3j} \). It follows that \( CT \ Q(d) = 0 \) for \( -d \in B_{3j} \) by (7.5). Since \( j \) is over \( \{1, \ldots, \ell(\mu)\} \), (7.3) holds and we complete the proof. \( \square \)

### 7.2. An expression for \( B_{n,n_0}(a,b,c,l,\mu) \) at an additional point

In this subsection, we obtain an explicit closed-form expression for \( B_{n,n_0}(a,b,c,l,\mu) \) at \( -a = n_0(c-1) + b + 1 \) for \( \ell(\mu) < n - n_0 \).

In the following of this subsection, we assume that the \( M_\ell \) in \( Q(d) = Q_{n,n_0}(d,b,c; M_\ell) \) is the polynomial in (7.1) and denote \( d = n_0(c-1) + b + 1 \). Then \( CT \ Q(d) = B_{n,n_0}(-d,b,c,l,\mu) \).
Since \( d = n_0(c - 1) + b + 1 > 0 \), we can use (7.4) again and get
\[
(7.11) \quad \CT x Q(d) = \sum_{s \in T \subseteq \{1, \ldots, n\}} \sum_{1 \leq u_1 < \cdots < u_s \leq n} \sum_{1 \leq k_1, \ldots, k_s \leq d} \CT x Q(d \mid u; k),
\]
where \( Q(d \mid u; k) \) is defined in (6.29) and the \( s \) in each \( \CT x Q(d \mid u; k) \) is maximal by the Gessel–Xin operation. We will show that the constant term \( \CT x Q(d \mid u; k) \) in (7.11) does not vanish only when \( s = n_0 + 1 \) and \( u_i = i \) for \( i = 1, \ldots, n_0 \). (Note that in this case \( u_{n_0+1} \) can be any element of \( \{n_0 + 1, n_0 + 2, \ldots, n\} \).

We first show that if \( s \neq n_0 + 1 \) then \( \CT x Q(d \mid u; k) = 0 \). If \( s \leq n_0 \), then
\[
d = n_0(c - 1) + b + 1 \geq s(c - 1) + b + 1 \geq s(c - 1) + 1.
\]

By Lemma 6.8 with \( m = 0 \), \( Q(d \mid u; k) \) must satisfy either the case (2) or the case (3) of Lemma 6.8. If the case (3) holds, then \( \CT x Q(d \mid u; k) = 0 \). Otherwise, the case (2) holds. But the nonzero part of (6.34) cannot hold since the \( s \) in \( Q(d \mid u; k) \) is maximal. Therefore, \( \CT x Q(d \mid u; k) = 0 \) for \( s \leq n_0 \). On the other hand, if \( s \geq n_0 + 2 \) then
\[
d = n_0(c - 1) + b + 1 \leq (s - 1)(c - 1) + b + (s - n_0 - 1).
\]

Hence, the case (1) of Lemma 6.8 (with \( m = 0 \) again) holds and \( Q(d \mid u; k) = 0 \). In conclusion, the \( s \) in (7.11) can only be \( n_0 + 1 \) and the equation reduces to
\[
(7.12) \quad \CT x Q(d) = \sum_{1 \leq u_1 < \cdots < u_{n_0+1} \leq n} \sum_{1 \leq k_1, \ldots, k_{n_0+1} \leq d} \CT x Q(d \mid u; k).
\]

By Corollary 6.5 with \( s = n_0 + 1 \), if \( 1 \leq k_1, \ldots, k_{n_0+1} \leq d = n_0(c - 1) + b + 1 \) then one of the following three cases holds:

1. \( 1 \leq k_i \leq b \) for some \( i \) with \( 1 \leq i \leq n_0 + 1 \);
2. \( c + 1 \leq k_i - k_j \leq c - 2 \) for some \( (i, j) \) with \( 1 \leq i < j \leq n_0 + 1 \);
3. \( k_i = (n_0 + 1 - i)(c - 1) + b + 1 \) for \( i = 1, \ldots, n_0 + 1 \).

If (1) or (2) holds, then \( Q(d \mid u; k) = 0 \) by the same argument as that in the first part of the proof of Lemma 6.8. Hence, (7.12) further reduces to
\[
(7.13) \quad \CT x Q(d) = \sum_{1 \leq u_1 < \cdots < u_{n_0+1} \leq n} \CT x Q(d \mid u; k),
\]
where
\[
(7.14) \quad k = (n_0(c - 1) + b + 1, \ldots, c + b, b + 1).
\]

We proceed by showing that if there exist an integer \( i \) such that \( 1 \leq i \leq n_0 \) and \( n_0 + 1 \leq u_i < u_{i+1} \leq n \), then \( Q(d \mid u; k) = 0 \) (\( k \) is fixed by (7.14)). This can be easily seen since \( Q(d \mid u; k) \) has the factor
\[
E_{u,k} \left( \frac{x_{u_i}/x_{u_{i+1}}}{c(qx_{u_{i+1}}/x_{u_i})} \right),
\]
which is equal to
\[
E_{u,k}\left[q^{\binom{c+1}{2}}\left(-x_{u_{i+1}}/x_u\right)^c(\frac{q^{-c}x_{u_i}}{x_{u_{i+1}}})^{2c}\right] = q^{\binom{c+1}{2}}(\frac{-q^{k_{i+1}-k_i-c}}{q^{k_{i+1}-k_i}c})\left(\frac{-x_{u_{i+1}}}{x_{u_i}}\right)^{2c} = (-1)^c q^{\binom{c+1}{2} + c(c-1)}(q^{-2c+1})^{2c} = 0.
\]

Therefore, we can fix \(u_i = i\) for \(i = 1, \ldots, n_0\). Then, we can write (7.13) as
\[
\tag{7.15}
\sum_{u_{n_0+1}=n_0+1}^n CT_x Q(d) = \sum_{u_{n_0+1}=n_0+1}^n CT_x Q(d \mid u; k),
\]
where \(k\) is fixed by (7.14), and
\[
\tag{7.16}
u = (1, \ldots, n_0, u_{n_0+1}).
\]

Let
\[
Q'(d) = x_0^{-\lfloor \mu \rfloor}P_{d+1}\left(\left[\sum_{i=1}^n \frac{1 - q^{c-\chi(i \leq n_0)}}{1 - q^c}x_i\right]; q, q^c\right) \times P_{\mu}\left(\left[\frac{q^{e-b-1} - q^{-d}}{1 - q^c} x_0 + \sum_{i=1}^n \frac{1 - q^{c-\chi(i \leq n_0)}}{1 - q^c}x_i\right]; q, q^c\right) \prod_{j=1}^n \left(\frac{q x_j/x_0}{1 - q^{-d}x_0}x_j\right)_{l=1}^{n-1} \prod_{1 \leq i < j \leq n} \left(\frac{x_i/x_j}{1 - q^{-d}x_0}x_j\right)_{c-1}^{n_0+1 \leq i \neq j \leq n} \left(\frac{x_i/x_j}{1 - q^{-d}x_0}x_j\right)_{c},
\]
and define
\[
Q'(d \mid u; k) := E_{u,k}\left(Q'(d) \prod_{i=1}^s \left(1 - \frac{x_0}{x_u q^{k_i}}\right)\right).
\]

We can write (7.15) using \(CT_x Q'(d \mid u; k)\). We state this relationship in the next lemma.

\textbf{Lemma 7.2.} For \(u_{n_0+1}\) an integer such that \(n_0 + 1 \leq u_{n_0+1} \leq n\) let \(u = (1, \ldots, n_0, u_{n_0+1})\), and let \(k = (k_1, \ldots, k_{n_0+1})\) such that \(1 \leq k_i \leq d\) for \(d\) a nonnegative integer. Then,
\[
\tag{7.17}
\sum_{u_{n_0+1}=n_0+1}^n CT_x Q(d \mid u; k) = \frac{1}{(n - n_0 - 1)!} \prod_{i=1}^{n-n_0-1} \frac{1 - q^{(i+1)c}}{1 - q^c} CT_x Q'(d \mid (1, 2, \ldots, n_0 + 1); k).
\]

\textbf{Proof.} We can write the left-hand side of (7.17) as
\[
CT_x \prod_{n_0+1 \leq i < j \leq n} \left(\frac{x_i/x_j}{1 - q^{-d}x_0}x_j\right)_{c} \times R(x),
\]
where

\[ R(x) = \sum_{u_{n_0+1}=u_{n_0}+1}^{n} E_{u,k} \left( x_0^{-l-|\mu|} \right) P_{\mu} \left( \left[ \frac{q^{c-b-1} - q^{-d}}{1-q^c} x_0 \right] + \sum_{i=1}^{n} \frac{1-q^{c-\chi(i\leq n_0)}}{1-q^c} x_i \right) q^c \]

\times P_{\mu} \left( \left[ \sum_{i=1}^{n} \frac{1-q^{c-\chi(i\leq n_0)}}{1-q^c} x_i \right] q^c \right) \prod_{j=1}^{n} \left( \frac{q x_j / x_0}{q^{-d} x_j / x_0} \right) \prod_{i=1}^{n} \left( 1 - \frac{x_0}{x_i u_i} q^{k_i} \right) \prod_{1 \leq i < j \leq n} \left( x_i / x_j \right) \left( q x_j / x_i \right)_{c-1} .

It is not hard to see that \( R(x) \) is a rational function symmetric in \( x_{n_0+1}, \ldots, x_n \). By Proposition 3.3, we have

\[ \sum_{u_{n_0+1}=u_{n_0}+1}^{n} \frac{1}{n-n_0!} \prod_{i=1}^{n-n_0-1} \frac{1-q^{(i+1)c}}{1-q^c} \sum_{u_{n_0+1}=u_{n_0}+1}^{n} CT_Q(d | u; k) . \]

Since \( CT_Q(d | u; k) \) is symmetric in \( x_{n_0+1}, \ldots, x_n \), we obtain (7.17). \( \square \)

Our next objective is to express \( CT_Q'(n_0(c-1)+b+1 | (1,2,\ldots,n_0+1); k) \) using \( A_n(a,b,c,\lambda,\mu) \). This is the content of the next lemma.

Lemma 7.3. Let \( u = (1,2,\ldots,n_0+1) \) and \( k = (n_0(c-1)+b+1,\ldots,c+b,b+1) \). Then, for \( c > b \)

\[ CT_Q'(n_0(c-1)+b+1 | u; k) = C \times A_{n-n_0-1}(c-b-1,(n_0+1)(c-1)+b+1,c,\mu,l) , \]

where

\[ C = (-1)^{(n_0+1)b} q^{(n_0+1)b(c-1)-(n_0+1)(b+1)}(n-n_0-1)! \frac{(q)(n_0+1)(c-1)}{(q)^{n_0+1}} \prod_{i=1}^{n-n_0-2} \frac{1-q^c}{1-q^{(i+1)c}} . \]

Proof. Denote \( d = n_0(c-1)+b+1 \). We can write \( Q'(d | u; k) \) as

\[ Q'(d | u; k) = E_{u,k} \left( Q'(d) \prod_{i=1}^{n} \left( 1 - \frac{x_0}{x_i u_i} q^{k_i} \right) \right) = H \times M \times L , \]

where

\[ H = (x_{n_0+1} q^{b+1})^{-l-|\mu|} \times P_{\mu} \left( \left[ \frac{1-q^{c-1}}{1-q^c} \sum_{i=1}^{n_0+1} x_{n_0+1} q^{-(n_0+1-i)(c-1)} \right] + \sum_{i=n_0+1}^{n} x_i \right) q^c \]

\times P_{\mu} \left( \left[ \frac{q^{c-b-1} - q^{-d}}{1-q^c} x_{n_0+1} q^{b+1} \right] + \frac{1-q^{c-1}}{1-q^c} \sum_{i=1}^{n_0+1} x_{n_0+1} q^{-(n_0+1-i)(c-1)} + \sum_{i=n_0+1}^{n} x_i \right) q^c , \]
For a direct calculation or using Proposition 6.7 with $s$, we find that

\[ M = E_{a,k} \left( \prod_{i=1}^{n_0+1} \frac{(qx_i/x_0)_b(1 - q^{k_i}x_0/x_{u_i})}{(q^{-d}x_0/x_i)_d} \prod_{1 \leq i < j \leq n_0+1} (x_i/x_j)_{c-1}(qx_j/x_i)_{c-1} \right) \]

\[ = \prod_{i=1}^{n_0+1} \left( \frac{(q^{1-k_i})_b}{(q^{k_i-d})_d-k_i(q^{k_i})_{k_i-1}} \prod_{1 \leq i < j \leq n_0+1} (q^{k_j-k_i})_{c-1}(q^{k_i-k_j+1})_{c-1} \right)_{k_i=(n_0+1-i)(c-1)+b+1 \atop 1 \leq i \leq n_0+1} \]

\[ \left( q \right)_{(i+1)(c-1)}(q^{-i(c-1)-b})_b \left( q^{(n_0+1)(c-1)-b(c-1)-(n_0+1)(b+1)/2} \right)_{c-1} \]

(7.21)

and

\[ L = E_{a,k} \left( \prod_{j=n_0+2}^{n} \frac{(qx_j/x_{n_0+1})_b}{(q^{d}x_0/x_j)_d} \prod_{i=1}^{n_0} \prod_{j=n_0+2}^{n} (x_i/x_j)_{c-1}(qx_j/x_i)_{c-1} \prod_{n_0+1 \leq i \leq j \leq n} (x_i/x_j)_{c} \right) \]

\[ = \prod_{i=1}^{n_0} \prod_{j=n_0+2}^{n} (q^{(n_0-i+1)(c-1)}x_{n_0+1}/x_j)_{c-1}(q^{(n_0-i+1)(c-1)+1}x_j/x_{n_0+1})_{c-1} \]

\[ \times \prod_{j=n_0+2}^{n} \left( q^{-b(x_j/x_{n_0+1})}_b(q^{n_0+1}x_{n_0+1}/x_j)_{c-1}(q^{n_0+1}/x_j)_{n_0(c-1)+b+1} \prod_{n_0+2 \leq i \neq j \leq n} (x_i/x_j)_{c} \right) \]

For $c > b$, we find that $L$ can be written as

\[ L = \prod_{j=n_0+2}^{n} \left( q^{-b(x_j/x_{n_0+1})}_{(n_0+1)(c-1)+b+1}(q^{b+1}x_{n_0+1}/x_i)_{c-1} \prod_{n_0+2 \leq i \neq j \leq n} (x_i/x_j)_{c} \right) \]

(7.22)

By a direct calculation or using Proposition 6.7 with $s = n_0 + 1$, $r = n_0$, $t = 0$, we have

\[ \frac{q^{c-b-1} - q^{-d}}{1 - q^c}x_{n_0+1}q^{b+1} + \frac{1 - q^{c-1}}{1 - q} \sum_{i=1}^{n_0} x_{n_0+1}q^{-(n_0+1-i)(c-1)} + x_{n_0+1} \]

\[ = \frac{1 - q}{1 - q^c}x_{n_0+1} \left( \frac{q^{c-b-1} - q^{-d}}{1 - q} q^{b+1} + \frac{1 - q^{c-1}}{1 - q} \sum_{i=1}^{n_0} q^{-(n_0+1-i)(c-1)} + \frac{1 - q^c}{1 - q} \right) = 0. \]

It is straightforward to get

\[ \frac{1 - q^{c-1}}{1 - q^c} \sum_{i=1}^{n_0} x_{n_0+1}q^{-(n_0+1-i)(c-1)} + x_{n_0+1} = \frac{q^{-n_0(c-1)} - q^c}{1 - q^c}x_{n_0+1}. \]

Substituting (7.23) into (7.20) gives

\[ H = (x_{n_0+1}q^{b+1})^{-(t+|\mu|)} \times P_\mu \left( \sum_{i=n_0+2}^{n} x_i \right)_c \]

\[ \times \left( x_{n_0+1}q^{b+1} - (x_{n_0+1}q^{c})^{-t} \right) \times P_{\mu} \left( \left[ \sum_{i=n_0+2}^{n} x_i \right]_c ; q, q^c \right).
\]

(7.24)
Substituting (7.22) and (7.24) into (7.19), we can write $Q'(d \mid u; k)$ as

$$M \times (x_{n_0+1}q^{b+1})^{-(l+|\mu|)}P_{(l)} \left( \left[ \sum_{i=n_0+2}^{n} x_i \right] q, q^c \right) P_{\mu} \left( \left[ \sum_{i=n_0+2}^{n} x_i \right] q, q^c \right) \times \prod_{j=n_0+2}^{n} \left( q^{-b} x_j / x_{n_0+1} \right) (n_0+1)(c-1)+b+1 \prod_{1 \leq i < j \leq n-n_0-1} (x_i / x_j)_c.$$

The constant term of $Q'(d \mid u; k)$ remains the same by taking $x_{n_0+1}q^{b+1} \mapsto x_0$ and $x_{n_0+i+1} \mapsto x_i$ for $i = 1, 2, \ldots, n-n_0-1$. This yields

$$\begin{align*}
(7.25) \quad &CT \quad Q'(d \mid u; k) = M \times CT \quad x_0^{-(l+|\mu|)}P_{(l)} \left( \left[ \sum_{i=1}^{n-n_0-1} x_i \right] q, q^c \right) \\
&\times P_{\mu} \left( \left[ \sum_{i=1}^{n-n_0-1} x_i \right] q, q^c \right) \prod_{i=1}^{n-n_0-1} x_0 / x_j \quad (q x_j / x_0) (n_0+1)(c-1)+b+1 \prod_{1 \leq i < j \leq n-n_0-1} (x_i / x_j)_c,
\end{align*}$$

where $x' = (x_0, \ldots, x_{n-n_0-1})$. By Proposition 3.3, the right-hand side of (7.25) equals

$$M \times (n-n_0-1)! \prod_{i=1}^{n-n_0-2} \frac{1-q^c}{1-q^{(i+1)c}} \times CT \quad x_0^{-(l+|\mu|)}P_{(l)} \left( \left[ \sum_{i=1}^{n-n_0-1} x_i \right] q, q^c \right) \\
\times P_{\mu} \left( \left[ \sum_{i=1}^{n-n_0-1} x_i \right] q, q^c \right) \prod_{i=1}^{n-n_0-1} x_0 / x_j \quad (q x_j / x_0) (n_0+1)(c-1)+b+1 \prod_{1 \leq i < j \leq n-n_0-1} (x_i / x_j)_c \quad C = CT \quad A_{n-n_0-1}(c-b-1, (n_0+1)(c-1)+b+1, c, \mu, l),$$

where

$$C = M \times (n-n_0-1)! \prod_{i=1}^{n-n_0-2} \frac{1-q^c}{1-q^{(i+1)c}}.$$

Substituting the expression (7.21) for $M$ into above, we obtain the formula for $C$ in the lemma.

By (7.15), Lemma 7.2, Lemma 7.3 and the fact that

$$B_{n,n_0}(-n_0(c-1) - b - 1, b, c, l, \mu) = CT \quad Q(n_0(c-1) + b + 1),$$

it is straightforward to obtain the next result.

**Lemma 7.4.** For $\ell(\mu) < n-n_0$ and $c > b$,

$$B_{n,n_0}( - n_0(c-1) - b - 1, b, c, l, \mu) = (-1)^{n_0+1} b q^{-(n_0+1)b(c-1)-n_0+1\binom{b+1}{2}} \times \frac{1-q^{n-n_0}c}{1-q^c} \cdot \frac{(q)_{n_0+1}(c-1)}{(q)_{c-1}} A_{n-n_0-1}(c-b-1, (n_0+1)(c-1)+b+1, c, \mu, l).$$
Now we have obtained all the ingredient to determine $B_{n,n_0}(a,b,c,l,\mu)$. Denote the right-hand side of (1.9) by $B'_n(a,b,c,l,\mu)$. By Corollary 5.4, to prove Theorem 1.1 it suffices to show that

$$B_{n,n_0}(a,b,c,l,\mu) = B'_n(a,b,c,l,\mu)$$

for $c > b + \mu_1$. To prove this, we need to verify that for $c > b + \mu_1$ the constant term $B'_n(a,b,c,l,\mu)$ satisfies

1. $B'_n(a,b,c,l,\mu)$ is a polynomial in $q^a$ of degree $nb+l+|\mu|$.
2. $B'_n(a,b,c,l,\mu) = 0$ for $a \in B_1 \cup B_2 \cup B_3$.
3. $B'_n(-n_0(c-1)-b-1,b,c,l,\mu) = B_{n,n_0}(-n_0(c-1)-b-1,b,c,l,\mu)$.

The above verifications are routine, we omit the details. Therefore, we complete the proof of Theorem 1.1.

8. PROOF OF THEOREM 1.2

In this section, we give a proof of Theorem 1.2 along the outline in the introduction. By Corollary 5.2, $C_{n,n_0}(a,b,c,l,m)$ is a polynomial in $q^a$ of degree at most $nb+l+m$. By Corollary 5.4, if we can obtain an expression for $C_{n,n_0}(a,b,c,l,m)$ for sufficiently many integers $c$ (here $c > b + 1$), we can extend the result to all positive integers $c$. Recall the definition of the sets $C_1, C_2, C_3$ in (1.12) and (1.13). By Lemma 3.7, we have $C_{n,n_0}(a,b,c,l,m) = 0$ for $a \in C_2$. By Proposition 6.9 with

$$M_x = h_t \left[ \sum_{i=1}^{n} \frac{1 - q^{c-x(i \leq n_0)}}{1 - q} x_i \right] \prod_{i=n-m+1}^{n} (x_0 - q^{b+1}x_i),$$

we obtain $C_{n,n_0}(a,b,c,l,m) = CT Q(-a) = 0$ for $a \in C_1 \cup C_3$. Hence, we have determined all the roots for $C_{n,n_0}(a,b,c,l,m)$ since all the elements of $C_1 \cup C_2 \cup C_3$ are distinct for $c > b + 1$.

Then, to give a closed-form expression for $C_{n,n_0}(a,b,c,l,m)$, the last step is to obtain an explicit (non-zero) expression for $C_{n,n_0}(a,b,c,l,m)$ for $a$ at an additional point. This is the content of the next proposition.

**Proposition 8.1.** Let $C_{n,n_0}(a,b,c,l,m)$ be defined in (1.10). Then for $n - n_0 \leq m < n$ and $c > b + 1$,

$$C_{n,n_0}(a,b,c,l,m)|_{-a=(n-m-1)(c-1)+b+1} = (-1)^b h_t \left[ \frac{1 - q^{nc-n_0}}{1 - q} \right] \prod_{i=0}^{n-m-1} \frac{(q^{(n-m-1)(c-1)-b-l})_i}{(q^{(n-1)c-b-n_0+2})_i} \prod_{i=0}^{n-m-1} \frac{(q)_{(i+1)(c-1)}(q^{-i(c-1)-b})_b}{(q)_{b+i(c-1)}(q)_{c-1}} \prod_{j=1}^{n-1} (1 - q^{j(c+1)}) \prod_{j=n-m}^{n} \frac{(q^{j-n+m+1}(c-1)-b+\chi(j > n_0)(j-n_0))_{(n-m)(c-1)+b+1}}{(q)_{j(c-1)+b+1}+\chi(j > n_0)(j-n_0)(q)_{c-\chi(j \leq n_0)}}.$$
Recall the definition of \( Q(d) = Q_{n,n_0}(d, b, c; M_t) \) in (6.28). For \( d \) a nonnegative integer
\[
(8.3) \quad C_{n,n_0}(-d, b, c, l, m) = CT Q_{n,n_0}(d, b, c; M_t) = CT Q(d)
\]
by taking \( M_t \) as in (8.1) and \( t = l + m \). In this section, we always assume that the \( M_t \) in \( Q(d) \)
and \( Q(d; w; k) \) is the polynomial in (8.1). Thus, to prove Proposition 8.1 it suffices to compute
\[
CT Q((n-m-1)(c-1) + b + 1).\]
Since \((n-m-1)(c-1) + b + 1\) is a positive integer by the assumption \( m < n \), we can apply the Gessel–Xin operation to \( CT Q((n-m-1)(c-1) + b + 1) \)
and by (6.31), we have
\[
(8.4) \quad CT Q((n-m-1)(c-1) + b + 1)
\]
\[
= \sum_{s \in T \subseteq \{1, \ldots, n\}} \sum_{1 \leq u_1 < \cdots < u_s \leq n} \sum_{1 \leq k_1, \ldots, k_s \leq d} CT Q((n-m-1)c + b + 1 | u_1, \ldots, u_s; k_1, \ldots, k_s).
\]
We find that only one term in the sum of (8.4) does not vanish. We present this result in the next lemma.

**Lemma 8.2.** Let \( Q(d) \) be defined as in (8.3). For \( n - n_0 \leq m < n \),
\[
(8.5) \quad CT Q((n-m-1)(c-1) + b + 1)
\]
\[
= \sum_{s \in T \subseteq \{1, \ldots, n\}} \sum_{1 \leq u_1 < \cdots < u_s \leq n} \sum_{1 \leq k_1, \ldots, k_s \leq d} CT Q((n-m-1)c + b + 1 | u_1, \ldots, u_s; k_1, \ldots, k_s).
\]

**Proof.** Denote by \( e := (n-m-1)(c-1) + b + 1 \) for short. We will show that only the term
\[
CT Q(e | u_1, \ldots, n-m; e, \ldots, c+b,b+1)
\]
in the sum of (8.4) does not vanish. We first show that the \( s \) in (8.4) can only be \( n-m \).

If \( s > n-m \) then \( e < (s-1)(c-1) + b + 1 \). Then by the property (1) of Lemma 6.8, we have
\[
Q(e | u; k) = 0,
\]
where \( u = (u_1, \ldots, u_s) \) and \( k = (k_1, \ldots, k_s) \) are the integer sequences in (8.4).

If \( 1 \leq s < n-m \) then \( e > s(c-1) \). It follows that only the cases (2) and (3) of Lemma 6.8 can occur. If (3) of Lemma 6.8 applies, or (2) of Lemma 6.8 holds and \( u_s = n \),
then \( CT Q(e | u; k) = 0 \). If (2) of Lemma 6.8 applies and \( u_s \neq n \), then
\[
CT Q(e | u; k) = \sum_{u_s < u_{s+1} \leq n} \sum_{1 \leq k_{s+1} \leq e} Q(e | u_1, \ldots, u_s, u_{s+1}; k_1, \ldots, k_s, k_{s+1}).
\]
But this contradicts the Gessel–Xin operation.

By the above argument we can conclude that the \( s \) in (8.4) can only be \( n-m \), otherwise
the summands in the right-hand side of (8.4) vanish. Then (8.4) reduces to
\[
(8.6) \quad CT Q(e) = \sum_{1 \leq u_1 < \cdots < u_{n-m} \leq n} CT Q(e | u'; k'),
\]
where \( u' = (u_1, \ldots, u_{n-m}) \) and \( k' = (k_1, \ldots, k_{n-m}) \).
We complete the proof by showing that all the terms in the sum of \((8.6)\) vanish except only when \(k_i = (n - m - i)(c - 1) + b + 1\) and \(u_i = i\) for \(i = 1, \ldots, n - m\).

Since \(1 \leq k_i \leq e\) for \(i = 1, \ldots, n - m\), by Corollary 6.5 with \(s = n - m\), at least one of the following cases holds:

1. \(1 \leq k_i \leq b\) for some \(i\) with \(1 \leq i \leq n - m\);
2. \(-c + 1 \leq k_i - k_j \leq c - 2\) for some \((i, j)\) with \(1 \leq i < j \leq n - m\);
3. \(k_i = (n - m - i)(c - 1) + b + 1\) for \(i = 1, \ldots, n - m\).

We then carry out similar argument as that in the proof of Lemma 6.8.

For \(k = (k_1, k_2, \ldots, k_s)\), \(u = (u_1, u_2, \ldots, u_s)\) and a rational function \(F\), recall that \(E_{u,k}F\) is the result of replacing \(x_{ui}\) in \(F\) with \(x_{ui}q^{k_i-k_i}\) for \(i = 0, 1, \ldots, s - 1\). Set \(u_0 = k_0 := 0\). If (1) holds, then \(Q(e \mid u'; k')\) has the factor

\[
E_{u',k'}\left(qx_{u_0}/x_0\right)_b = (q^{1-k_1})_b = 0.
\]

If (2) holds, then \(Q(e \mid u'; k')\) has the factor

\[
E_{u',k'}\left(x_{u_i}/x_{u_j}\right)_{c-1}\left(qx_{u_j}/x_{u_i}\right)_{c-1},
\]

which is equal to

\[
E_{u',k'}\left[q_{(2)}^c(-x_{u_j}/x_{u_i})^{c-1}(q^{-c+1}x_{u_i}/x_{u_j})_{c-2}\right] = q_{(2)}^c(-q^{k_i-k_j})^{c-1}(q^{k_j-k_i-c+1})_{c-2} = 0.
\]

If (3) holds and \(u_{n-m} > n - m\), then \(Q(e \mid u'; k')\) has the factor

\[
E_{u',k'}\left(qx_{u_{n-m}}/x_0\right)_{b+1} = (q^{1-k_{n-m}})_{b+1} = (q^{-b})_{b+1} = 0.
\]

In conclusion, \(Q(e \mid u'; k')\) does not vanish only when \(k_i = (n - m - i)(c - 1) + b + 1\) and \(u_i = i\) for \(i = 1, \ldots, n - m\). Together with \((8.6)\) gives \((8.5)\).

We find that the right-hand side of \((8.5)\) can be expressed by \(B_{n,n_0}(a, b, c, l, \mu)\). We state this result in the next lemma.

**Lemma 8.3.** For \(n - n_0 \leq m < n\) and \(c > b + 1\),

\[
(8.7)
\]

\[
\frac{CT}{x} Q((n - m - 1)(c - 1) + b + 1 \mid 1, \ldots, n - m; (n - m - 1)(c - 1) + b + 1, \ldots, c + b, b + 1) = \frac{(q^c)}{(q)^i} \prod_{i=0}^{n-m-1} \frac{(q)(i+1)(c-1)(q^{-i(c-1)-b})_b}{(q)^{b+i(c-1)}(q)_{c-1}} \times B_{m,n_0-n+m}(c-b-2, (n-m)(c-1) + b + 1, c, 0, l),
\]

where \(B_{n,n_0}(a, b, c, l, \mu)\) is defined in \((1.8)\).

**Proof.** By the definition of \(Q(d \mid u, k)\) in \((6.29)\) with \(M_t\) defined in \((8.1)\), we can write the left-hand side of \((8.7)\) as

\[
(8.8)
\]

\[
CT G \times C \times L,
\]
It is routine to check that

\[ G = x_{n-m}^{-t} q^{-(b+1)t} h_t \left[ \frac{x_{n-m}(1 - q^{-1})}{1 - q} \sum_{i=1}^{n-m} q^{-(n-m-i)(c-1)} + \sum_{i=n-m+1}^{n} \frac{1 - q^{c-\chi(i \leq n_0)}}{1 - q} x_i \right] \]

\[ = x_{n-m}^{-t} q^{-(b+1)t} h_t \left[ \frac{x_{n-m}(1 - q^{n-m}(c-1))}{1 - q} q^{-(n-m)(c-1)} + \sum_{i=n-m+1}^{n} \frac{1 - q^{c-\chi(i \leq n_0)}}{1 - q} x_i \right], \tag{8.9} \]

and

\[ C = \prod_{i=1}^{n-m} \left( \frac{q^{-(n-m-i)(c-1)-b}}{(q^{-i}(c-1))(q^{-i}(c-1)+b)} \prod_{1 \leq i < j \leq n-m} (q^{i-j}(c-1))_{c-1} (q^{j-i}(c-1)+1)_{c-1} \right), \]

It is routine to check that

\[ C = \prod_{i=0}^{n-m-1} \left( \frac{(q^{i+1}(c-1))(q^{-i(c-1)-b})}{(q)_{b+i(c-1)}(q)_{c-1}} \right), \tag{8.10} \]

and

\[ L = \prod_{j=n-m+1}^{n} \left( \frac{q^{-b} x_j / x_{n-m}}{(q^{-n-m+1}(c-1)x_{n-m}/x_j)(n-m-1)(c-1)+b+1} \right) \]

\[ \times \prod_{n-m+1 \leq i < j \leq n} (x_i / x_j)_{c-\chi(i \leq n_0)} (q x_j / x_i)_{c-\chi(i \leq n_0)} \]

\[ \times \prod_{i=1}^{n-m} \prod_{j=n-m+1}^{n} \left( q^{-(n-m-i)(c-1)} x_{n-m}/x_j \right) (q^{n-m-i}(c-1)+1)_{c-1} (q x_j / x_{n-m})_{c-1} (n-m)(c-1). \]

For \( c > b + 1 \), we can simplify \( L \) as

\[ L = \prod_{j=n-m+1}^{n} \left( q^{b+1} x_{n-m}/x_j \right)_{c-b-2} \left( q^{-b} x_j / x_{n-m} \right) (n-m)(c-1)+b+1 \]

\[ \times \prod_{n-m+1 \leq i < j \leq n} (x_i / x_j)_{c-\chi(i \leq n_0)} (q x_j / x_i)_{c-\chi(i \leq n_0)}. \]
Letting $x_{n-m}q^{b+1} \mapsto x_0$, $n_0 - n + m \mapsto n_0'$, $c - b - 2 \mapsto a'$, $(n - m)(c - 1) + b + 1 \mapsto b'$ and $(x_{n-m+1}, x_{n-m+2}, \ldots, x_n) \mapsto (x_1, x_2, \ldots, x_m)$, we find that

$$CTG \times L = CT_{x_0, \ldots, x_m} \left[ \frac{q^{c-b'-1} - q^{a'}}{1 - q} x_0 + \sum_{i=1}^{m} \frac{1 - q^{c-\chi(i \leq n_0')}}{1 - q} x_i \right]$$

$$\times \prod_{i=1}^{m} (x_0/x_i)^{a'} (qx_i/x_0)^{b'} \prod_{1 \leq i < j \leq m} (x_i/x_j)^{c-\chi(i \leq n_0')}(qx_j/x_i)^{c-\chi(i \leq n_0')}.$$ 

By (4.16) and (4.17) we can write (8.11) as

$$CTG \times L = \left( \frac{q^c}{q} \right)_t \left( x_0, x_{x_1, \ldots, x_m} \right) \left[ \frac{q^{c-b'-1} - q^{a'}}{1 - q} x_0 + \sum_{i=1}^{m} \frac{1 - q^{c-\chi(i \leq n_0')}}{1 - q} x_i \right]; q, q^c$$

$$\times \prod_{i=1}^{m} (x_0/x_i)^{a'} (qx_i/x_0)^{b'} \prod_{1 \leq i < j \leq m} (x_i/x_j)^{c-\chi(i \leq n_0')}(qx_j/x_i)^{c-\chi(i \leq n_0')}.$$ 

By the definition of $B_{n,n_0}(a, b, c, l, \mu)$ in (1.8), the constant term $CTG \times L$ is in fact

$$\left( \frac{q^c}{q} \right)_t B_{m,n_0'}(a', b', c, 0, l) = \left( \frac{q^c}{q} \right)_t B_{m,n_0-n+m}(c - b - 2, (n - m)(c - 1) + b + 1, c, 0, l).$$

Together with (8.10) gives

$$CTC \times G \times L = \left( \frac{q^c}{q} \right)_t \prod_{i=0}^{n-m-1} \left( \frac{q}{q} (q)_{i+1}(c-1)(q)^{-i(c-1)-b} \right)$$

$$\times B_{m,n_0-n+m}(c - b - 2, (n - m)(c - 1) + b + 1, c, 0, l).$$

Then (8.7) follows. $\square$

Now by Lemma 8.2 and Lemma 8.3, we can give a proof of Proposition 8.1.

**Proof of Proposition 8.1.** By (8.3), (8.5) and (8.7), we have

$$C_{n,n_0}(a, b, c, l, m)|_{a=(n-m-1)c+b+1}$$

$$= \left( \frac{q^c}{q} \right)_t \prod_{i=0}^{n-m-1} \left( \frac{q}{q} (q)_{i+1}(c-1)(q)^{-i(c-1)-b} \right) \times B_{m,n_0-n+m}(c - b - 2, (n - m)(c - 1) + b + 1, c, 0, l).$$ 

By the expression (1.9) for $B_{n,n_0}(a, b, c, l, \mu)$ with

$$(n, n_0, a, b, l, \mu) \mapsto (m, n_0 - n + m, c - b - 2, (n - m)(c - 1) + b + 1, 0, l),$$
it is straightforward to get
\[
B_{m,n_0-n+m}(c-b-2,(n-m)(c-1)+b+1,c,0,l)
\]
\[
= (-1)^{q(\frac{1}{2})}(q)_l h_l \frac{1}{1 - q} \int_0^{1/q} \frac{(q^{-(n-m-1)(c-1)-b-l})_l \prod_{j=1}^{n-1} (1 - q(j+1)c)}{(q^{(n-1)c+b-n_0+2})_l} \prod_{j=n-m}^{n-1} (q^{(j-n+m+1)(c-1)-b+\chi(j>n_0)(j-n_0)}(n-m)(c-1)+b+1(q^{(j-n+m+1)(c-1)+\chi(j>n_0)(j-n_0)}(1 - q(j+1)c).
\]

Then we obtain the expression for \( C_{n,n_0}(a,b,c,l,m)|_{a=(n-m-1)c+b+1} \) in (8.2).

9. Case (3) of Lemma 6.8

In this section, we give a proof of Case (3) of Lemma 6.8. For this case, we have to deal with the constant term of a certain rational function, where the degree of an indeterminate (say \( x \)) in the numerator is larger than the degree of \( x \) in the denominator. The method used in this section extends the Laurent series proof of constant term identities, such as the Gessel–Xin proof of the \( q \)-Dyson constant term identity in [9], and the Laurent series proof of the first-layer coefficients of the \( q \)-Dyson product by Lv et al. in [16].

Suppose \( Q_{n,n_0}(d,b,c;M^*_t) = Q_{n,0}(d,b,c-1;M^*_t) \) for \( n_0 \geq n \). (When we specify \( M^*_t \) to be (7.1) and (8.1) to prove Theorem 1.1 and Theorem 1.2 respectively, it is the case.) Moreover, since the Case (3) of Lemma 6.8 does not occur for \( n_0 = 0, 1 \), we assume \( 2 \leq n_0 \leq n - 1 \) in this section.

9.1. The Laurent polynomiality of \( Q(d \mid u; k) \). In this subsection, we show that the rational function \( Q(d \mid u; k) \) (defined in (6.29)) is either 0, or can be written as a Laurent polynomial. This is the content of the next lemma.

**Lemma 9.1.** Let \((u_1, u_2, \ldots, u_s)\) be an integer sequence such that \(1 \leq u_1 < u_2 < \cdots < u_s \leq n\) and set \( U = \{u_1, u_2, \ldots, u_s\} \). Denote \( r = \{|u_i| \mid u_i \leq n_0, i = 1, \ldots, s\} \). For \( 0 \leq r \leq n_0 - 2 \) and \( 1 \leq d \leq s(c-1)+b+\chi(s>n_0)(s-n_0)\), \( Q(d \mid u; k) \) is either 0, or can be written as a Laurent polynomial of the form

\[
(x_u^l \prod_{i=1}^{n} (p_i(x_i/x_u) x_i^{d-s(c-1)-\chi(i>n_0)(s-r)}) \prod_{1 \leq i < j \leq n} (x_i/x_j)^{\chi(i \leq n_0)} (q x_j/x_i)^{\chi(i \leq n_0)}),
\]

where \( p_i(z) \) is a polynomial in \( z \) and
\[
l = (n-s)(s(c-1)-d) + (s-r)(n-n_0-s+r).
\]

Recall that \( Q(d \mid u; k) \) can be written as \( (6.33) \). We can further write it as
\[
Q(d \mid u; k) = \prod_{1 \leq i < j \leq n} (x_i/x_j)^{\chi(i \leq n_0)} (q x_j/x_i)^{\chi(i \leq n_0)} \times H \times C \times V \times L'.
\]
Lemma 9.2. \( \prod_{n} (q^{k_i-d})_{d-k_i} (q)_{k_i-1} \prod_{1 \leq i < j \leq n} (-1)^{c-1}q^{(c)}(2)_{k_i-k_j} \prod_{r+1 \leq i < j \leq n} (-1)^{c}q^{(c+1)}(2)_{k_i-k_j} \)

\[ H = E_{u,k}(x_0^\tau \times M_t), \]

where

\[
C = \prod_{i=1}^{s} (q^{k_i-d})_{d-k_i} (q)_{k_i-1} \prod_{1 \leq i < j \leq s} (-1)^{c-1}q^{(c)}(2)_{k_i-k_j} \prod_{r+1 \leq i < j \leq s} (-1)^{c}q^{(c+1)}(2)_{k_i-k_j} \\
\times \prod_{i=1}^{n} (-1)^{d}q^{(d+1)}_{s_d} \prod_{i=1}^{n} \prod_{j=1}^{r} (-1)^{c}q^{(c)}(2)_{k_i-k_j+\chi(u_j>i)}(\chi_{\{i\leq n_0\})} (k_i-k_j+\chi(u_j>i))^{\chi_{\{i\leq n_0\}}},
\]

(9.3) \[ V' = \prod_{i=1}^{s} (q^{1-k_i})_{b} \prod_{1 \leq i < j \leq r} (q^{k_j-k_i-c+1})_{2c-2} \prod_{r+1 \leq i < j \leq s} (q^{k_j-k_i-c})_{2c}, \]

and

(9.4) \[ L' = \prod_{i=1}^{n} \left( x_{u_i}/x_i \right)^{d} \left( q^{k_j-x_i}/x_{u_j} \right)^{d} \prod_{i=1}^{n} \prod_{j=1}^{r} (x_{u_j}/x_i)^{c} \left( q^{k_j-k_s-c+2-\chi(u_j>i)}x_i/x_{u_j} \right)^{2c-2} \\
\times \prod_{i=1}^{n} \prod_{j=r+1}^{s} (x_{u_j}/x_i)^{c-\chi(\{i\leq n_0\})} \left( q^{k_j-k_s-c+1+\chi(\{i\leq n_0\})-\chi(u_j>i)}x_i/x_{u_j} \right)^{2c-2\chi(\{i\leq n_0\})}. \]

For certain conditions, \( L' \) can be written as a Laurent polynomial. That is, the product \( \prod_{i=1}^{n} (q^{1-k_s} x_i/x_{u_s})_{d} \) in the denominator of \( L' \) is in fact a factor of the numerator of \( L' \).

Lemma 9.2. For \( s \in \{1, 2, \ldots, n\} \), let \( 0 \leq r \leq \min\{n_0 - 2, s\} \), \( 1 \leq d \leq s(c-1)+b+\chi(s > n_0)(s-n_0) \). For \( i = 1, \ldots, s \) the \( k_i \) satisfy \( 1 \leq k_i \leq d \), and there exists a permutation \( w \in \mathfrak{S}_s \) and nonnegative integers \( t_1, \ldots, t_s \) such that

(9.5) \[ k_{w(1)} = b + t_1, \]

and

(9.6) \[ k_{w(j)} - k_{w(j-1)} = c - 1 + \chi(w(j) > r)\chi(w(j-1) > r) + t_j \quad \text{for } 2 \leq j \leq s. \]

Here the \( t_j \) satisfy

(9.7) \[ s - r \leq \sum_{j=1}^{s} (t_j + \chi(w(j) > r)\chi(w(j-1) > r)) \leq c - 1 + \chi(s > n_0)(s-n_0), \]
Let $w(0) := 0$, and $t_j > 0$ if $w(j - 1) < w(j)$ for $1 \leq j \leq s$. Then the rational function $L'$ defined in (9.4) can be written as the form

$$x_lus \prod_{i=1 \atop i \notin U}^{n} \left( p_i(x_i/x_{us})x_i^{d-s(c-1)-(i>n_0)(s-r)} \right),$$

where

$$l = (n-s)(s(c-1)-d) + (s-r)(n-n_0-s+r),$$

and the $p_i(z)$ are polynomials in $z$.

Proof. Let

$S_0 := \{1-k_s, 2-k_s, \ldots, d-k_s\}, \quad B := \{1-k_s, 2-k_s, \ldots, b-k_s\},$

$S_j := \{k_j-k_s-c+2-\chi(u_j > i), \ldots, k_j-k_s+c-1-\chi(u_j > i)\}$

for $j = 1, \ldots, r$ and $i \in \{1, \ldots, n\} \setminus U$, and

$S_j := \{k_j-k_s-c+1+\chi(i \leq n_0) - \chi(u_j > i), \ldots, k_j-k_s+c-\chi(i \leq n_0) - \chi(u_j > i)\}$

for $j = r+1, \ldots, s$ and $i \in \{1, \ldots, n\} \setminus U$. Assuming the conditions of the lemma, we show that the product

$$\prod_{i=1 \atop i \notin U}^{n} \left( q^{1-k_i}x_i/x_{us} \right)$$

in the denominator of $L'$ is in fact a factor of its numerator. Then $L'$ can be written as a Laurent polynomial, rather than a rational function. To achieve this, it is equivalent to showing that

$$(9.9) \quad S_0 \subseteq \bigcup_{j=1}^{s} S_j \cup B.$$

Since $S'_j := \{k_j-k_s-c+2, \ldots, k_j-k_s+c-2\} \subseteq S_j$ for $j = 1, \ldots, s$, (9.9) holds if we show that

$$(9.10) \quad S_0 \subseteq \bigcup_{j=1}^{s} S'_j \cup B.$$

To obtain (9.10), it suffices to prove

1. $b \geq k_{w(1)} - c + 1$;
2. $k_{w(s)} + c - 2 \geq d$;
3. $k_{w(j-1)} + c - 2 \geq k_{w(j)} - c + 1$ for $j = 2, \ldots, s$.

To prove (1), we need to find the upper bound for $k_{w(1)}$. By (9.6) we have

$$(9.11) \quad \sum_{j=2}^{s} (k_{w(j)} - k_{w(j-1)}) = k_{w(s)} - k_{w(1)} = (s-1)(c-1) + \sum_{j=2}^{s} (t_j + \chi(w(j) > r)\chi(w(j-1) > r)).$$
Then
\[ k_{w(1)} = k_{w(s)} - (s - 1)(c - 1) - \sum_{j=2}^{s} (t_j + \chi(w(j) > r)\chi(w(j - 1) > r)). \]

Since the \( t_j \) satisfy Proposition 6.3 by (6.12b) we have
\[ \sum_{j=2}^{s} (t_j + \chi(w(j) > r)\chi(w(j - 1) > r)) \geq s - r - 1 \]
for \( r < s \). It is clear that the inequality (9.13) also holds for \( r = s \). Hence, substituting (9.13) into (9.12) gives
\[ k_{w(1)} \leq k_{w(s)} - (s - 1)(c - 1) - (s - r - 1). \]

Since \( r \leq n_0 - 2 \) and \( k_{w(s)} \leq d \leq s(c - 1) + b + \chi(s > n_0)(s - n_0), \)
\[ k_{w(1)} \leq c - 1 + b + (s - n_0) - (s - (n_0 - 2) - 1) = c + b - 2 \]
for \( s > n_0 \). Thus (1) holds for \( s > n_0 \). If \( s \leq n_0 \), then \( k_{w(s)} \leq d \leq s(c - 1) + b \). Substituting this into (9.12) yields
\[ k_{w(1)} \leq c - 1 + b - \sum_{j=2}^{s} (t_j + \chi(w(j) > r)\chi(w(j - 1) > r)) \leq c - 1 + b. \]

Consequently, (1) holds if \( s \leq n_0 \). In conclusion, (1) holds for all the \( s \).

To prove (2), we need to find the lower bound for \( k_{w(s)} \). By (9.11)
\[ k_{w(s)} = k_{w(1)} + (s - 1)(c - 1) + \sum_{j=2}^{s} (t_j + \chi(w(j) > r)\chi(w(j - 1) > r)). \]

Substituting (9.5) into the above equation gives
\[ k_{w(s)} = b + (s - 1)(c - 1) + \sum_{j=1}^{s} (t_j + \chi(w(j) > r)\chi(w(j - 1) > r)). \]

If \( s > n_0 \) then by (9.7) and \( r \leq n_0 - 2 \) we have
\[ k_{w(s)} \geq b + (s-1)(c-1) + s - r \geq b + (s-1)(c-1) + s - n_0 + 2 = b + s(c-1) + s - n_0 - c + 3 \geq d - c + 3. \]
Hence, (2) holds for \( s > n_0 \). If \( s \leq n_0 \), then by the fact that \( t_1 \geq 1 \) we have
\[ k_{w(s)} \geq b + (s-1)(c-1) + 1 = s(c-1) + b - c + 2 \geq d - c + 2. \]
Thus (2) also holds for \( s \leq n_0 \). In conclusion, (2) holds for all \( s \).

If (3) fails for some \( i \in \{2, \ldots, s\} \), then
\[ k_{w(i)} - k_{w(i-1)} \geq 2(c - 1). \]
Together with (9.6) gives
\[(9.15) \quad k_{w(s)} - k_{w(1)} = \sum_{j=2}^{s} (k_{w(j)} - k_{w(j-1)}) \geq s(c-1) + \sum_{j=2}^{s} (t_j + \chi(w(j) > r)\chi(w(j-1) > r)).\]

Substituting (9.5) into the above equation, we have
\[k_{w(s)} \geq s(c-1) + b + \sum_{j=1}^{s} (t_j + \chi(w(j) > r)\chi(w(j-1) > r)).\]

We conclude contradictions by discussing the following cases:
- For \( r < s \) and \( s > n_0 \), using (6.12b) again and \( r \leq n_0 - 2 \) yields
\[k_{w(s)} \geq s(c-1) + b + s - r - 1 \geq s(c-1) + b + s - (n_0 - 2) - 1 = s(c-1) + b + s - n_0 + 1 > d.\]
This contradicts the assumption \( k_i \leq d \) for all \( i \).
- If \( r = s > n_0 \) then it contradicts to the condition \( r \leq \min\{n_0 - 2, s\} \) in the lemma.
- If \( s \leq n_0 \) then \( d \leq s(c-1) + b \). By (9.15) and \( k_{w(1)} = b + t_1 \geq b + 1 \), we have
\[k_{w(s)} \geq s(c-1) + k_{w(1)} + \sum_{j=2}^{s} (t_j + \chi(w(j) > r)\chi(w(j-1) > r)) \geq s(c-1) + b + 1 > d.\]
This also contradicts the assumption \( k_i \leq d \) for all \( i \).

Therefore, (3) holds.

Since (1)-(3) hold, we obtain (9.9). It follows that \( L' \) is a Laurent polynomial of the form
\[
\prod_{i\in U}^{n} \frac{p_i(x_i/x_{u_i})}{(x_{u_i}/x_i)^d} \prod_{i=1}^{r} (x_{u_i}/x_i)^{c-1} \prod_{j=r+1}^{s} (x_{u_i}/x_i)^{-\chi(i \leq n_0)} \\
= \prod_{i=1}^{n} \left( \frac{p_i(x_i/x_{u_i})}{(x_{u_i}/x_i)^d} \right) \prod_{j=1}^{s} (x_{u_i}/x_i)^{c-1} \prod_{j=r+1}^{s} (x_{u_i}/x_i)^{-\chi(i \geq n_0)} \\
= x_u^{l} \prod_{i=1}^{n} \left( p_i(x_i/x_{u_i})x_i^{d-s(c-1)-\chi(i > n_0)(s-r)} \right),
\]
where the \( p_i(z) \) are polynomials in \( z \), and
\[l = (n-s)(s(c-1)-d) + (s-r)(n-n_0-s+r).\]

By Lemma 9.2 and Lemma 6.4, we can give a proof of Lemma 9.1.

**Proof of Lemma 9.1.** Recall that \( Q(d|u;k) \) can be written as the form in (9.2). By Lemma 6.4 with \( t = c-1 + \chi(s > n_0)(s-n_0) \), at least one of the following cases holds:
1. \( 1 \leq k_i \leq b \) for some \( i \) with \( 1 \leq i \leq s \);
2. \( -c + 1 \leq k_i - k_j \leq c - 2 \) for some \( (i,j) \) such that \( 1 \leq i < j \leq s \) and \( i \leq r \);
(3) \(-c \leq k_i - k_j \leq c - 1\) for some \((i, j)\) such that \(r < i < j \leq s\);
(4) there exists a permutation \(w \in \mathcal{S}_s\) and nonnegative integers \(t_1, \ldots, t_s\) such that
\[
k_w(1) = b + t_1,
\]
and
\[
k_w(j) - k_w(j-1) = c - 1 + \chi(w(j) > r)\chi(w(j-1) > r) + t_j \quad \text{for } 2 \leq j \leq s.
\]
Here the \(t_j\) satisfy
\[
s - r \leq \sum_{j=1}^{s} (t_j + \chi(w(j) > r)\chi(w(j-1) > r)) \leq c - 1 + \chi(s > n_0)(s - n_0),
\]
\[
w(0) := 0, \text{ and } t_j > 0 \text{ if } w(j-1) < w(j) \text{ for } 1 \leq j \leq s.
\]

If one of the cases (1)-(3) holds, then \(V'\) defined in \((9.3)\) is zero by a similar argument as that in the first part of the proof of Lemma \[6.8\]. Since \(V'\) is a factor of \(Q(d \mid u; k)\), we can conclude that \(Q(d \mid u; k) = 0\).

If Case (4) holds and \(0 \leq r \leq \min\{n_0 - 2, s\}\), then \(Q(d \mid u; k)\) can be written as the form of \((9.1)\) by Lemma \[9.2\]. Here \(C, V' \in K\) can be put into the coefficients of some polynomial \(p_i\), and \(H = E_{u, k}(x_0 r \times M_i)\) is also of the form \(\prod_{i=1}^{n} p_i(x_i/x_{u_i})\). \(\square\)

### 9.2. Proof of Case (3) of Lemma \[6.8\]

In this subsection, we give a proof of the Case (3) of Lemma \[6.8\]. We present it in the next lemma.

**Lemma 9.3.** Assume the conditions of Lemma \[6.8\]. If \(s \neq n\) and
\[
s(c - 1) + \chi(s > n_0)\!(s - n_0) + 1 \leq d \leq s(c - 1) + (s - r)(n - n_0 - s + r)/(n - s),
\]
then
\[
\text{CT} Q(d \mid u; k) = 0.
\]

**Proof.** Recall that \(r\) is defined as
\[
r = \left| \left\{ u_i \mid u_i \leq n_0, i = 1, 2, \ldots, s \right\} \right|.
\]
Then \(0 \leq r \leq \min\{n_0, s\}\). We first show that \(r \neq n_0 - 1, n_0\) in this lemma.

Since
\[
\left| \frac{(s - r)(n - n_0 - s + r)}{n - s} \right|_{r=n_0-1} = \frac{(s - n_0 + 1)(n - s - 1)}{n - s} < s - n_0 + 1 \leq \chi(s > n_0)(s - n_0) + 1,
\]
the lower bound of \(d\) exceeds its upper bound in \((9.17)\) for \(r = n_0 - 1\). Hence, \(r \neq n_0 - 1\).

Since
\[
\left| \frac{(s - r)(n - n_0 - s + r)}{n - s} \right|_{r=n_0} = s - n_0 < \chi(s > n_0)(s - n_0) + 1,
\]
the lower bound of \(d\) also exceeds its upper bound in \((9.17)\) for \(r = n_0\). Hence, \(r \neq n_0\). Therefore, we conclude that \((9.17)\) implies \(0 \leq r \leq n_0 - 2\). Then \(0 \leq r \leq \min\{n_0 - 2, s\}\).
Since $0 \leq r \leq \min\{n_0 - 2, s\}$, we can apply Lemma 9.1 to obtain that $Q(d \mid u; k)$ is either 0, or can be written as a Laurent polynomial of the form

$$L := x_{u_s}^n \prod_{i=1}^{n} \left( p_i(x_i/x_{u_s})x_i^{d-s(c-1)-\chi(i\geq n_0)}(s-r) \right) \prod_{1 \leq i < j \leq n} \left( x_i/x_j \right) c-\chi(i\leq n_0),$$

where $p_i(z)$ is a polynomial in $z$, $l = (n-s)(s-c-1) + (s-r)(n-n_0-s+r)$ and $U = \{u_1, \ldots, u_s\}$. Notice that by taking the constant term of $L$ with respect to $x_{u_s}$, we can write $CTL$ as a finite sum of the form

$$P := c \times \frac{\prod_{i=1}^{n_0} x_i^{d-s(c-1)} \prod_{i=n_0+1}^{n} x_i^{s(c-1)-d+s-r} \prod_{i=1}^{n} \left( x_i/x_j \right) c-\chi(i\leq n_0)}{\prod_{1 \leq i < j \leq n} \left( x_i/x_j \right) c-\chi(i\leq n_0)},$$

where $c \in K$ and the $t_i$ are nonnegative integers such that $\sum_{i=1}^{n} t_i = l$. We will show that

$$CT_P = 0.$$

Let

$$(x_1, \ldots, \hat{x}_{u_1}, \ldots, \hat{x}_{u_s}, x_n) \mapsto z := (z_1, \ldots, z_{n-s}) \quad \text{and} \quad (t_1, \ldots, \hat{t}_{u_1}, \ldots, \hat{t}_{u_s}, t_n) \mapsto (t'_1, \ldots, t'_{n-s}).$$

Then

$$CT_P = c \times CT \frac{\prod_{i=1}^{n_0-r} z_i^{d-s(c-1)} \prod_{i=n_0-r+1}^{n-s} z_i^{s(c-1)-d+s-r} \prod_{i=1}^{n-s} z_i^{t'_i} \prod_{1 \leq i < j \leq n-s} \left( z_i/z_j \right) c-\chi(i\leq n_0-r)}{\prod_{1 \leq i < j \leq n-s} \left( z_i/z_j \right) c-\chi(i\leq n_0-r)},$$

where $\sum_{i=1}^{n-s} t'_i = l$. If we further take $s(c-1) - d + s - r \mapsto h$, $n-s \mapsto n'$ and $n_0 - r \mapsto n'_0$ in (9.18), then

$$CT_P = c \times CT \frac{\prod_{i=1}^{n_0} z_i^{d-s(c-1)} \prod_{i=n_0+1}^{n} z_i^{s(c-1)-d+s-r} \prod_{i=1}^{n'} z_i^{t'_i+d-s(c-1)-1} \prod_{1 \leq i < j \leq n'} \left( z_i/z_j \right) c-\chi(i\leq n'_0)}{\prod_{1 \leq i < j \leq n'} \left( z_i/z_j \right) c-\chi(i\leq n'_0)},$$

Note that these substitutions for $P$ do not change its constant term. By the condition $s(c-1) + \chi(s > n_0)(s-n_0) + 1 \leq d$ in the lemma, we have

$$h = s(c-1)-d+s-r \leq -\chi(s > n_0)(s-n_0) - 1 + s - r \leq -(s-n_0) - 1 + s - r = n_0 - r - 1 - 1 = n'_0 - 1.$$  

For $d \leq s(c-1) + (s-r)(n-n_0-s+r)/(n-s)$ and $r \leq n_0 - 2$ we have

$$h = s(c-1)-d+s-r \geq s-r-(s-r)(n-n_0-s+r)/(n-s) \geq s-r-(s-r)(n-s-2)/(n-s) > 0.$$  

Then $1 \leq h \leq n'_0 - 1$. By $0 \leq r \leq \min\{n_0 - 2, s\}$ and the assumption $2 \leq n_0 \leq n - 1$, we have $n'_0 = n_0 - r \geq 2$ and $n'_0 = n_0 - r \leq n_0 - s \leq n - 1 - s = n' - 1$. It is clear that $d - s(c-1) > 0$ by the condition $d \geq s(c-1) + \chi(s > n_0)(s-n_0) + 1$ in the lemma. Then
\[ t_i' + d - s(c - 1) - 1 \geq 0 \text{ for all the } i. \] Hence, we can apply Lemma 3.10 to the right-hand side of (9.19) and obtain \( \frac{\partial}{\partial x} P = 0 \). It follows that \( \frac{\partial}{\partial x} Q(d \mid u, k) = 0. \)
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