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Abstract

Background: Medical informatics (MI) is a multidisciplinary field in which researchers pursue scientific exploration, problem-solving, and decision-making to facilitate the effective use of biomedical data, information and knowledge for the improvement of human health. The purpose of this study is to identify research fronts in the field of MI and ultimately elucidate research activities and trends in this field. Methods: This study used topic model to identify research topics in the field of MI based on the latent Dirichlet allocation method (LDA). And the topic cloud is utilized to visualize the research topics. For identifying the research front topics, we proposed the indicators of identifying research front topics. In addition, we investigated how front topics change over time, and divided them into five categories based on the life cycle theory. Results: The data were collected from 35981 published journal abstracts between 2007 and 2016. In the topic distribution of MI, we found that the scope of MI related research has become increasingly interdisciplinary, particular for medical data analysis. Also, in the analysis of research fronts of MI, we found that the use of natural language processing and medical text knowledge extraction play an essential role for systematic analysis and indexing of the underlying semantic contents. Conclusions: By categorizing the research fronts, the results shows that there are twelve growing, five stable and two declining research fronts. We hope that this work will facilitate greater exploration of the method of identifying the research fronts. Moreover, the findings of this study provide an insight on the research fronts and trends in MI.

Background

Medical informatics (MI) is a multidisciplinary field in which researchers pursue scientific exploration, problem-solving, and decision-making to facilitate the effective use of
biomedical data, information and knowledge for the improvement of human health[1]. The objective of this study is to identify and analyze the research fronts in the field of MI. Research fronts present the focus and difficulty domain of scientific research. Obtaining the research fronts timely and accurately is of great significance for the country, institutions and researchers.

There are various methods of detecting research fronts, which can be summarized from the qualitative and quantitative perspective. In the qualitative, literature review and brainstorm are commonly used and authoritative methods. Quantitative analysis is mainly based on bibliometrics. We can understand the research status by analyzing the academic literature of a certain field [2]. Numerous quantitative analysis methods have been utilized to study the research front issue, such as citation-related analysis [3-11] and content analysis [12-20]. With ample research results, citation analysis method started early, which can be concluded into co-citation analysis [5-7], bibliographic coupling [10, 11], and direct citation [9]. Content analysis is useful for understanding the knowledge in the literature. It includes term frequency analysis [15, 18], burst term analysis [12], and co-word analysis [17, 20].

The two methods are effective for detecting research topics. However, through the literature review, there are two main problems in the research of front identification:

① It’s lack of recognizing indicators of research fronts, though the existing methods of detecting research fronts depend on the accumulation of terms or citation.

② The existing methods neglect the semantic information between texts. Citation analysis and content analysis method can’t detect the research fronts semantically, and they neglect the semantic information between texts.

With the rapid development of machine learning technology, examining large collections of literatures can help researchers to understand cryptic knowledge. Researchers have
proposed some novel methods to detect research fronts, such as topic model, neural network, support vector machine (SVM), the decision tree. Among them, the topic model can extracts valuable potential topic distribution, through semantic analysis of the full text. The most widely applied topic model is latent Dirichlet allocation (LDA) method [21-23].

With purpose of identifying research fronts in the field of MI, this study applied a topic model to quantitatively investigate scientific articles published in 26 MI journals. In addition, to elucidate research activities and trends, the study explores the changes of research topics over time, and divided them into five categories based on the life cycle theory. We hope that this work will facilitate greater exploration of the method of identifying the research fronts.

Moreover, the findings of this study provide an insight on the research front topics and trends in MI.

Methods

Data collection
We chose the Web of Science™ as our data source and adopted the Web of Science Category (WC) of MI to retrieve the literature. From 2007 to 2016, there were 35981 records, when WC = ”Medical Informatics” (retrieved on January 3, 2017).

We adopted abstracts as the analytical corpus. Because the abstract of an article, which is regarded as a condensed representation thereof, has been used to successfully identify and interpret the scientific themes of articles 24.

The topic model and parameters setting
The LDA is a generative probabilistic model applicable to collections of discrete data. The basic idea is that documents are represented as random mixtures over latent topics, where each topic is characterized by a distribution over words 25.
In fig.1, M is denoted as the total number of articles. N is the total number of words in an article and K is the number of topics. We can view LDA as a dimensionality reduction technique, but with proper underlying generative probabilistic semantics that make sense for the type of data that it models. We used the R package topic models 26 to perform LDA modeling employing the Gibbs sampling method.

The LDA model has three key parameters, these are the Dirichlet hyperparameters $\alpha$ and $\beta$, and the number of topics K. The $\alpha$ can reflect the distribution degree of documents on each topic. The smaller the $\alpha$, the better the discrimination among topics 27. The value of $\alpha$ is related to the K value in the LDA model. The $\beta$ can reflect the distribution degree of vocabulary in each topic. The value of $\beta$ can affect model granularity, which means the smaller the $\beta$, the more topics. According to Griffiths (2004) and experience in the study, it suggested that the values are $\alpha = 0.1$ and $\beta = 50/K$ respectively 28.

Perplexity 29 is a standard measure of performance for statistical models of natural language and is defined as $\exp\{-\log P(w_{test}|\phi)/n_{test}\}$, where $w_{test}$ and $n_{test}$ indicate the identities and number of words in the test set, respectively. Perplexity indicates the uncertainty in predicting a single word; lower values are better. In this paper, K was set by the perplexity of the topic model, and when the value of perplexity is smallest, the value of K is optimal.

Indicators of Identifying the Research Fronts

This study hypothesized that the topics derived from LDA model, which contain many research front topics. So how can we detect them accurately and quickly? The paper proposed the strength and novelty of topics as the indicators. Strength can reflect the high attention by researchers, and novelty can reflect the latest studies.

Strength of topic is the indicator to access the topics whether it can be hot topics. In the process of calculating the topic strength, the supporting documents of a topic is composed
of the probability distribution of the documents. The probability value of a document can be understood as the strength of the document. In general, topic strength is the sum of probabilities of the overall supporting documents. The formula is following:

$$S_{\theta_k} = \frac{\sum m \theta_k^{(m)}}{M}$$  \hspace{1cm} \text{Formula (1)}$$

$S_{\theta_k}$ is the value of strength of one topic. $M$ represents the total amount of documents. $\theta_k^{(m)}$ represents the weight of topic $k$ in the document $m$. The weights are more high, the more important. Hence, we can calculate the strength of the topic and plot the trends to illustrate the topic.

In order to analyze the novelty of the research topics quantitatively, the average publication time is an important identification index. The more one topic publishes recently, the higher degree of the novelty. Research fronts are the latest scientific findings and research issues, so they are more novel than other topics. For giving more weight to highly probability documents, this paper calculated the average publication time by capturing the top 50 documents in descending order of probability, and then calculated these average publication time. The formula is following:

$$Y_{\theta_k} = \frac{\sum_{i=1}^{50} \delta_k^{(m)}}{50}$$  \hspace{1cm} \text{Formula (2)}$$

$Y_{\theta_k}$ is the value of novelty of one topic. $\delta_k^{(m)}$ represents the year of document $m$ in topic $k$. The strength and novelty of the topics were measured to determine whether they were research fronts.

**Types of Research Fronts based on the life cycle theory**

Braun et al. (2000) proposed the life cycle theory of the research field. He believed that the development process of a research field can be divided into five stages, including the incubation period, early period, expansion period, mature period and decline period [30].
The evolution of subject topics also follows this rule. With the development of scientific research, research fronts go through a process of development, maturity and decline. Based on the life cycle theory, this study classified fronts into emerging, growing, stable, declining and exiting types, which shown in Fig.2.

With the curve of literature, emerging fronts are newborn. In two adjacent time windows, a front topic does not appear in the previous time window (T1), but it appears in the current time window (T2), and the topic is considered an emerging front. On the opposite, exiting fronts are disappear in T2, which are appear in T1. To explore the trends in nascent research we measured the growth rates of fronts, from T1 to T2 and categorize them as growing, stable, or declining. Growing fronts are those that have more papers in our T2 period than the sum of all of their contributing fronts in the T1 period. Similarly, declining fronts are those that are smaller than the sum of all their contributing fronts in the previous time period. Moreover, stable fronts are those for which the sum of all contributing fronts changes little in the adjacent time windows.

Results

**Overall topic distribution**

Fig.3 shows the perplexity versus number of topics. Following the increase in topic number, the perplexity of the model gradually decreases. When the number of topics is 62, the model has the lowest perplexity, which is the best fit.

The LDA model can produce document-topic distributions $\theta_m$ and topic-word distributions $\phi_k$, which are difficult to understand intuitively the content of topics. Therefore, we utilize the wordclouds to visualize the each topic-word distribution $\phi_k$, with the top 10 words in each topic. The sizes of words in wordclouds was proportional to probabilities yielded by the topic model.
We believe that each topic is a bag of words related to semantic content. In each topic, the words with higher probability reflect the content of the topic. Thus, we assign each topic a label or research subfield based on the high probability words (see Fig.4 and Fig.5).

For example, T1 is associated with words such as image, tumor, MRI, detection, CT, 3D... which are generally related to tumor image detection. T7 includes words such as sleep, assessment, respiratory, lung... these words are associated with the sleep monitoring analysis. We found some words such as information, model, medical, health... which were used in many topics.

Moreover, the topic word distribution can reveal more details about what a particular topic focus on. For instance, T11: Medical statistical model, which focus on reducing error of model. Analogously, T12: Model prediction, which focus on the parameter setting of model.

**Identification of research fronts**

Following the extraction of 62 topics, we calculated the strength of each topic, the results of which are shown in Fig.6.

In Fig.6, the height of the bar represents the strength of topics and the dotted line is the average of strength across the 62 topics. The average strength is 2.17. There are 22 topics with a strength value higher than the average. Topic 4, which is “Medical text knowledge extraction,” has the highest strength value of the set.

With regard to novelty, we created a boxplot to visualize the values. In Fig.7, the boxplot contains one rectangle, a dotted line, and two borderlines. The spacing between the different parts of the box indicates the degree of dispersion spread and skewness in the data. In addition to the points themselves, they provide a visual estimate of various L-estimators, notably the interquartile range, mid-hinge range, mid-range, and trimean. To calculate the novelty of the 22 topics that had strengths higher than the average. In
view of these findings, topics 3, 4, 8, 19, 20, and 34 were more novel than the others were, because they remained active until 2015.

When we considered both the strength and novelty values, we found that research fronts had higher strength than the average and a publication time within the most recent 5 years of our study period. Using this definition, we identified 19 research fronts in MI.

**Classification of research fronts**

In this study, the corpus was divided into two time windows: T1 (2007-2011) and T2 (2012-2016). The topic growth rate was then calculated, and the results are shown in Figure 8.

Each sphere in the figure represents a topic, and the size and height of the sphere represent the growth rate of the topic.

| Table 1 | The types of Research Fronts |
|---------|-----------------------------|
| Type    | No | Topic label                          |
| Growing | 1  | Tumor image analysis                 |
|         | 3  | Algorithm on medical data mining     |
|         | 4  | Medical text knowledge extraction    |
|         | 8  | Health care application              |
|         | 19 | New medical pattern based on web     |
|         | 21 | Disease classification method        |
|         | 22 | Medical system and software          |
|         | 31 | Health information system evaluation |
|         | 34 | Disease survival model               |
|         | 48 | Computer-assisted diagnosis of disease |
|         | 54 | Semantic analysis of clinical knowledge |
|         | 58 | Medical big data platform            |
| Stable  | 9  | Community health service             |
|         | 17 | Clinical decision support            |
|         | 41 | Medical informatics methods and techniques |
|         | 45 | Electronic medical records           |
|         | 53 | Machine learning algorithms in medicine |
| Declining| 24 | Medical data integration             |
|         | 46 | Disease risk prediction              |

**Discussion**

In the topic distribution of MI, we found that the scope of MI related research has become increasingly interdisciplinary, particular for medical data analysis. There are 16 topics concerned with medical data analysis. With the ability to deal with large volumes of both
structured and unstructured data from different sources (T58), big data analytical tools (T41, T53, T3) hold the promise to study outcomes of large-scale population-based longitudinal studies, as well as to capture trends and propose predictive models (T12, T46) for data generated from electronic medical and health records (T45). A unique opportunity lies in the integration of traditional MI with mobile health (T8) and social health (T59), addressing both acute and chronic diseases in a way that we have never seen before [31].

In the analysis of research fronts of MI, we found that the use of natural language processing and medical text knowledge extraction (T4) play an essential role for systematic analysis and indexing of the underlying semantic contents (T54). Mining electronics health records (EHRs) is a valuable tool for improving clinical knowledge and supporting clinical research (T17), for example, in discovering phenotype information. More importantly, genetic test and analysis (T10) will help to screen out patients who are more likely to develop related disease [32]. Further studies on these high-risk patients (T46) based on tumor images analysis (T1) may provide insight into the rate of disease development. In order to assist disease diagnose (T48) and support clinical decision (T17), a combination of medical images as well as medical records (T45), demographics, and lab test results is key to characterize the structure, function, and progression of diseases (T24). This requires the implementation of effective and optimized querying systems (T22) [33] in order to reduce the computational complexity of handling these data. In addition, evaluation of health information system (T31) focuses on the quality management and evaluation of the system, such as those on the effect on health services [34, 35].

Our study has several limitations, mostly due to the complex nature of our research subject. One limitation is that we have limited ourselves by only considering sources, which are indexed by WoS. Therefore, our approach did not include a few MI journals,
which are not covered by ISI. The LDA method itself imposes several limitations. The text mining method still depends on important choices of parameters; the attribution of labels to groups is also a matter of expert opinion, and needs substantial human intervention. The number of the topics can be chosen to be either smaller or larger. This depends on just how “loosely and generally” one wishes to define such a heterogeneous and complex field of study and application as MI. We set K value by perplexity of LDA model, however Chang et al (2009) shown that surprisingly predictive likelihood (or equivalently, perplexity) and human judgment are often not correlated, and even sometimes slightly anti-correlated [36].

Conclusions

The goal of this work is to identify research fronts in the field of MI and ultimately elucidate research activities and trends in this field. Using quantitative methods to conduct in-depth mining of research fronts can provide valuable information for the interpretation of fronts. The method of categorizing fronts based on the life cycle theory emphasizes the novelty of fronts. In future work, we will integrating multi-source data to identify and analyze research topics using the LDA model and further optimize the parameters of the topic model.
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A graphical model of the LDA
Research fronts classification based on the life cycle theory.
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