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Abstract—Intention, emotion and action are important psychological factors in human activities, which play an important role in the interaction between individuals. How to model the interaction process between individuals by analyzing the relationship of their intentions, emotions, and actions at the cognitive level is challenging. In this paper, we propose a novel cognitive framework of individual interaction. The core of the framework is that individuals achieve interaction through external action driven by their inner intention. Based on this idea, the interactions between individuals can be constructed by establishing relationships between the intention, emotion and action. Furthermore, we conduct analysis on the interaction between individuals and give a reasonable explanation for the predicting results. To verify the effectiveness of the framework, we reconstruct a dataset and propose three tasks as well as the corresponding baseline models, including action abduction, emotion prediction and action generation. The novel framework shows an interesting perspective on mimicking the mental state of human beings in cognitive science.

Index Terms—action abduction, emotion prediction, action generation, interaction

I. INTRODUCTION

In the process of human interaction, analyzing the relationships between IEA \{Intention, Emotion and Action\} is long-term research in Artificial Intelligence [1], [2]. Individual activities are the process of interacting with the external world driven by the intention [3], [4]. Specifically, the individual influences the external world via action [5], while the external world influences the individual via emotion [3] to the individual. During this process, the individual’s inner intention is the essence of the interaction [6], [7]. The whole interactive process is realized and completed by the mutual cooperation of IEA. Analyzing and model the relationships between IEA at the cognitive level is of great significance to the in-depth understanding about the essence of human activities. It is also beneficial for various applications, including service satisfaction analysis [8], intelligent agent [9], understanding intention [10], emotion of consumers in live conversations [11], and so on.

Previous work [12]–[15] mainly focus on emotion recognition or intention recognition of individuals, but seldom consider these factors of multiple individuals. Although some methods [16], [17] propose to model the interaction between the emotion recognition task and intention recognition task, they just predict the label by the representation of utterances or graph attention network and doesn’t take the inherent influence between IEA of multiple individuals into account. These works also lack analysis and explanation of emotional prediction and emotional cause. The RAIN [18] consider the exploring the mutual relationships between intention and emotion, but ignoring the response generation during the interaction.

To illustrate the process of interaction, an example is shown in Fig. 1 (the focus is on two individuals), where intention and emotional expectation constitute the motives that trigger the action, that is, driven by intention, the action is generated in the direction of emotional expectation. The definition of emotional expectation is the desired emotion towards achieving one’s own goals. For the speaker, the goal is to accomplish his intentions, so the expectation is always positive. For the listener, the goal is to generate the action in the direction of speaker’s emotional reaction, which in turn can be defined as the emotional expectation of the listener per se. Emotion can be further composed of emotional expectation and emotional reaction. When the speaker generates action, the listener reacts by generating corresponding motives, based on which, the speaker will generate the emotional reaction. The above process can be defined as interaction chain (e.g. \( \mathcal{I} \rightarrow \mathcal{A} \rightarrow \mathcal{E} \)). Before the speaker responds to the next turn at this moment, the listener will generate no emotional reaction. For the listener, the intention will be influenced by the speaker, and the intention accept or reject will be produced. These two intentions correspond to two kinds of emotional expectations and actions, respectively. Namely, the listener’s action is driven by the intention in the direction of speaker’s emotional reaction. Finally, the speaker’s emotional reaction is determined by whether the intention is satisfied. When satisfied, the speaker’s emotion will be positive [19], otherwise, non-positive.

We propose a novel Cognitive framework of individual InterAction (CogIntAc) to model the interaction between individuals. The framework contains three aspects: (1) The mental state [20], [21] between the speaker and listener is linked by actions to realize social interaction [22]. (2) Intention is the essence of the action. The action is generated in the direction of emotional expectation under the drive of intention. By analyzing and understanding the action, the model can in turn obtain
the intention via action abduction [23]. (3) Emotional reaction is determined by whether the action satisfies the intention, namely, it is a combined result of intention (mental state) and action (external world).

Around the CogIntAc, we have also proposed three novel tasks to discuss our framework. Considering that there is currently no dataset available, a dataset (see Sec. V-A) is manually created, which contains 2,106 single-turn dialogues. Each instance consists of utterances, intention and emotion labels and satisfaction labels.

The contributions can be summarized as follows:
- We propose a novel framework, CogIntAc, with the concept of a complete interaction and interaction chain in Sec. III-B, taking intention, emotion and action as the basic elements to model the process of human interaction.
- Guided by the relationships between the nodes in the interaction chain, three tasks and corresponding baselines are proposed, including action abduction of the speaker, emotion prediction of the speaker and action generation of the listener.
- We reconstruct a new dataset CogIEA (Intention, Emotion, Action) to verify the effectiveness of the framework.
- Experiments show that with the help of the CogIntAc, we can analyze the interaction in a deeper level and give a more reasonable explanation to the analysis results.

II. RELATED WORK

Intention Recognition In dialogue systems, intention recognition requires models to predict the intention of the interlocutor. With the development of deep learning, [12] propose multi-task model for conversation modeling, which is optimized with dialogue act prediction and response selection. [14] introduce a hierarchical encoder with attention mechanism for intention recognition. Few works [24] consider emotion and only take the emotion classification as a joint task to boost intention recognition. These methods primarily research individual intention recognition and ignore the influence of emotion on intention in mental state.

Emotion Recognition Previous studies [25]–[28] show that in addition to the content of response, emotional communication between machine and human also plays an important role. [29] consider the role of inter-speaker dependency relations while classifying emotions. [13] design a network to keep track of the individual party states throughout conversation and uses this information for emotion classification. [16] propose DCR-Net to explicitly consider the cross-impact and model the interaction between the recognition of emotion and intention. [15] incorporate different elements of commonsense for emotion recognition. These methods focus on recognizing an individual’s emotion but also ignore the interaction between multiple individuals.

Response Generation There are plenty of works that study emotional response generation. The mainstream approach utilizes emotion-related factors, such as emotion vector, emotional memory, emotion dictionary, psychological intention, etc., to generate emotional responses. For example, [30] propose three novel ways to incorporate emotional aspects into LSTM-based Seq2Seq neural conversation generation model. Besides, [31] firstly propose to generate appropriate responses not only in content but also in emotion with three mechanisms. [32] generate meaningful responses with a coherent structure for a post, and express the desired emotion within a unified framework. GLHG [33] aims to capture the global cause, local intentions and dialog history, and model hierarchical relationships between them in the emotional support conversation [34]. However, in psychology, the fundamental reason why human beings behave in the external world is that they take motivation as the starting point. Therefore, we focus on whether the generated response is consistent with our intention and in the direction of the emotion of speaker.
III. ANALYSIS OF INDIVIDUAL INTERACTION

The interaction between human beings is a process where humans interact through external world driven by their mental state. We first build the Individual Activity Model (IAM), and then introduce the interactive framework CogIntAc between individuals as well as the task definitions.

A. Individual Activities Model

Human individual activity is a process of interaction with the external world driven by mental state. In Fig. 2 (a), the mental state includes intention, emotional expectation and reaction. The external world includes environmental factors and language actions, the main focus is on the language actions in this paper. (b) indicates the information flows. The definitions of these elements are as follows:

**Intention** As the psychological background to stimulate and guide action, intention is the essence of activity. In this paper, it particularly refers to the interaction intentions [11].

**Emotional Expectation** The definition of emotional expectation is the desired emotion towards achieving one’s goals, as demonstrated in Sec. I.

**Emotional Reaction** It is the psychological reaction of an individual’s inner satisfaction with the external world, which is formed by intention (internal causes) and external world (external causes).

**Action** An individual’s words and deeds that influence the external world driven by his own intention.

According to the correlation of various elements above, the following relationships exist. (1) Intention v.s. Action: action can be predicted with the intention and emotional expectation. Intention can be analyzed by action abduction. (2) Emotional Reaction v.s. Intention: Emotional reaction can be predicted from the intention and external world.

B. CogIntAc

From the perspective of interaction, we analyze the relationships between intention, emotion and action, and propose the CogIntAc based on IAM in Sec. III-A. We define the concept of a complete interaction and interaction chain. The framework will be introduced in detail from four aspects.

**CogIntAc Composition** speaker and listener interact with each other in CogIntAc. As shown in Fig. 2 (b), each of them is represented as an IAM structure, as introduced in III-A, including four basic elements. Specifically, the intention classification has expanded into seven categories based on [11], including request, suggest, command, accept, reject, question, inform. Emotional expectation is usually marked as happiness or content for speaker, as for listener, it is marked as the emotional reaction of the speaker. We have six labels of emotional reaction in CogIntAc (e.g., happy, content, neutral, sadness, anger, disgust).

**Individual Interaction Process** The interaction process is defined as a complete interaction, starting with the speaker’s intention and ending with the speaker’s emotional reaction. Specifically, starting from the intention, the speaker generates action in the direction of his emotional expectation driven by the intention. Then, the listener generates the corresponding motives to respond. Finally, the speaker generates an emotional reaction based on that response.

At the same time, we propose a new concept interaction chain (e.g. motives, action, action, to emotional reaction) (subscript s and r indicate speaker and listener), which is a logical sequential chain between speaker and listener in CogIntAc, as shown by the gray arrows in Fig. 2 (b). (b) indicates the information flows. Each node in the interaction chain has an impact on the final emotional reaction.

C. Relationships Analysis

Since the interaction between individuals develops in line with the interaction chain, we can reveal the essence of how two individuals complete the interaction, and give a reasonable explanation for the analysis results by analyzing the causes of each node on the interaction chain. According to different roles of speaker and listener in the interaction process, we focus on analyzing the relationships between the speaker’s intention, emotion and action, and predicting the listener’s action. The subscript s and r indicate speaker and listener.
Fig. 3. A diagram of the relationships between mental state and external world. (a) Action abduction of the speaker, the intention can be obtained by action. (b) Emotion prediction of the speaker. (c) Action generation. Intention and emotional expectation lead to the action of the listener.

**Action vs. Intention of the speaker** As shown in Fig. 3 (a), the gray arrows indicate following relationships. (1) Action can be predicted when intention and emotional expectation are known. (2) intention can be obtained by action abduction. In this paper, considering that the action of speaker is often observable, the main focus is on the latter in predicting the intention of speaker.

**Intention vs. Emotion of the speaker** As shown in Fig. 3 (b), the gray arrows indicate the relationship. The emotion can be inferred when the intention and the action are known.

**Action vs. Motives of the Listener** As shown in Fig. 3 (c), the gray arrows indicate the relationship. It consists of two parts, motives inference of the listener and action generation of the listener. The intention can be generated with the emotional reaction of the speaker. And then, the action of emotional expectation, under the drive of intention, can be generated in the direction of emotional expectation, under the drive of intention.

The action, in the interaction chain, determines the final emotional reaction. Meanwhile, the analysis and prediction of the action, are of great significance in the decision-making of response strategy.

**IV. Model**

We design three components for each of the three tasks in Sec. III-D. The model architectures for the tasks are shown in Fig. 4. Before proceeding, the formulation used in this paper is first described. Given a conversation \( C = (u^s, u^r) \) a set of two utterances (actions) and \( u^i = (x^i_1, x^i_2, \ldots, x^i_T) \) that consists of a sequence of \( T \) words, \( i \in \{s, r\} \), with \( Y = (y^s, y^r) \) the corresponding labels of intention and \( y^e \) being the corresponding emotional reaction label of the speaker and \( y^e \) being the corresponding satisfaction label, and \( s \in \{\text{speaker}\}, r \in \{\text{listener}\} \).

**A. Action Abduction Module**

In this section, an Action Abduction Module is proposed to obtain the intention of the speaker. For the given utterance \( u_1 \), an encoder (LSTM model or pre-trained language models) models the contextual semantic information, using the first hidden state \( h_s \) as the representation of the intention of the speaker, and then with a Multilayer Perceptron (MLP) to output probability distributions, as:

\[
\beta = \text{Softmax}(\text{MLP}(h_s))
\]  

**Intention Dictionary** Observing that certain specific words such as ask for, proposal can reflect intention, we extract keywords and construct an Intention Dictionary (IntDic) as the intention knowledge base by statistical method. The IntDic outputs a probability distribution \( \alpha \) of the keyword over all the corresponding intentions.

**Abductive Classifier** Finally, with the Abductive Classifier (can be regarded as MLP), the probabilities \( \beta \) and \( \alpha \) are jointly considered to obtain the speaker’s intention by MLP. We optimize the average cross entropy loss between all examples.

**B. Emotion Prediction Module**

For emotion prediction task, the model predicts the emotional reaction of the speaker. As shown in Fig. 4 (b), we first model the intention of the speaker to obtain the intention vector \( \tilde{h}_s \). This part has been implemented in Sec. IV-A, as:

\[
\tilde{h}_s = \text{ReLU}(W_e^T [h_s; \alpha])
\]
I'm going to be late, can you give me a ride?

Of course, I am free now.

**Intention Inference Module** The module uses an MLP to transform the intention space from the speaker to the listener, as:

\[ \tilde{h}_r = \text{MLP}(\bar{h}_s) \]  

**Generator Module** The generator module generates response by using a combination of intention \( \bar{h}_r \), emotional expectation template sentence \( m_j \) and action of the speaker \( x_s^i \), as:

\[ p(y_t|y_1, \ldots, y_{t-1}) = \text{Generator}(m_j, x_s^i; \tilde{h}_r) \]  

V. EXPERIMENT

In this section, we present our CogIEA dataset and some baselines for the three tasks with the results.

A. Data Collection

**Basic Statistics** The dialogue dataset CogIEA is collected from DailyDialog [11] and IEMOCAP [42], which contains 2,106 single-turn conversations. For the annotation, six emotion labels and seven intention labels are defined, as depicted in Sec. III-B. For example, for the utterances containing obvious request words, such as *would like*, *ask for* and so on, annotators annotate them as *request*. For the utterances which express *yes* or *no*, annotators annotate them as *accept* or *reject*. Besides, another satisfaction label is added to indicate whether the action of the listener satisfied the intention of the speaker. Fig. 5 (c) shows the detailed statistics of the final dataset. We also count the distribution of emotion and intention to give a brief view of the dataset, as shown in Fig. 5 (a)(b).

**Annotation Criteria** The annotators should first determine the intention of the speaker and the listener according to the dialogue. We have expanded the intention classification into

![Diagram](image-url)
|                  | Action Abduction | Emotion Prediction | Satisfaction Prediction |
|------------------|------------------|--------------------|-------------------------|
|                  | P    | R    | F1   | P    | R    | F1   | P    | R    | F1   |
| GRU [38]        | 46.32 | 41.27 | 43.65 | 42.47 | 41.13 | 41.79 | 72.20 | 72.59 | 72.39 |
| GRU+Attention [39] | 48.17 | 41.53 | 44.60 | 43.55 | 41.85 | 42.68 | 73.16 | 74.55 | 73.84 |
| BERT [40]       | 65.28 | 65.73 | 65.50 | 55.14 | 55.49 | 55.31 | 81.77 | 81.56 | 81.66 |
| RoBERTa<sub>base</sub> [41] | 68.00 | 67.71 | 67.85 | 57.05 | 57.48 | 57.36 | 83.05 | 82.87 | 82.95 |
| RoBERTa<sub>large</sub> [41] | 71.88 | 70.63 | 71.25 | 58.68 | 59.05 | 58.85 | 85.94 | 85.92 | 85.93 |
| +IntDic         | 73.25 | 72.19 | 72.71 | 60.81 | 61.53 | 61.16 | 88.10 | 88.18 | 88.14 |
| +Fusion Mechanism | -    | -    | -    | 58.37 | 61.41 | 59.85 | 88.84 | 88.64 | 88.74 |
| +Multi-task     | -    | -    | -    | 59.79 | 59.84 | 59.81 | 87.88 | 88.33 | 88.11 |
| +All            | 73.25 | 72.19 | 72.71 | 64.80 | 62.21 | 63.47 | 89.69 | 89.76 | 89.72 |
| Human Performance| 91.42 | 89.58 | 90.49 | 87.46 | 86.15 | 86.80 | 93.65 | 93.57 | 93.60 |

**TABLE I**

Experimental results on CogIEA test set for tasks of Action Abduction and Emotion Prediction of the speaker. Human performance results are obtained by three testers. P indicates Precision, R means Recall.

---

### B. Experimental Setting

We separate the CogIEA datasets into training (80%), validation (10%), test (10%) sets. We train our models on the training sets, selecting the best performing model on validation set, for which we then evaluate test results. We set word embeddings to size of 300 and initialize them with Glove embeddings [43]. In addition, we perform a grid search over the hyper-parameter settings (with a learning rate from \{0.01, 0.4\} for GRU or \{1e-5, 3e-5\} for PLMs, a batch size from \{16, 32\}, and epochs from \{3, 20\}). Models are trained to minimize the cross entropy with Adam [37]. As for the evaluation metric, we use Precision (P), Recall (R) and F1 for task one and two. Automatic evaluation (BLEU, ROUGE) [44], [45] and human evaluation [46] are used in task three.

In the following, we provide some baselines and proposed modules \(^1\) for three tasks, respectively.

**GRU** [38], where a GRU model is first used to construct the utterance representations, then with a MLP and softmax layer. The RNN is 2-layer GRU with 128 hidden units.

**GRU+Attention** [39], where a GRU model with the self-attention to model the semantic information of the utterance.

**BERT** [40], where the BERT is used as the contextual encoder, then with a MLP and softmax layer.

**RoBERTa** [41], where it considers more data and bigger model for better performance. We introduce it for stronger baseline.

**BART** [47], a denoising autoencoder for pretraining sequence-to-sequence models. We consider it and GPT-2 as the generator module.

**GPT-2** [48], which is a 1.5B parameter Transformer for the generation task. The PLMs have the same hyperparameters given on the paper [40], [41].

### C. Experimental Results

For thorough comparisons, we implement some baselines to the three tasks, including Action Abduction, Emotion Prediction, Action Generation.

**Action Abduction of Speaker** The Action Abduction Module, depicted in Fig. 4 (a), aims to obtain the intention of the

---

\(^1\)The data is available at: https://github.com/pengwei-iie/CogIntAc
Speaker: I'd like double cheese burger meal, please.
Listener: No problem. What kind of drink would you like with that?
Intention of Listener: Question.
Reaction of Speaker: Content.
Explanation: Emotion of speaker is content because his intention is satisfied.
GPT-2*: Yes, sir. I’d like a double cheese burger meal.
Ours: Yes, sir. What kind of snack would you like to select?

Speaker: How long will the delay be? Do you have any further information about it?
Listener: I am sorry, we don't know the extent of the delay at present...
Intention of Listener: Reject.
Reaction of Speaker: Sadness.
Explanation: Emotion of speaker is sadness because his intention is not satisfied.
GPT-2*: Yes, it will take a few days.
Ours: Sorry, I’m afraid not. It will be a long time.

Fig. 6. Two examples of generation approaches, we also give the explanation of the emotion prediction task.

|                 | B-1 | B-2 | B-4 | R-1 | R-2 | R-L | Coherent | Consistent | Intention | Emotion |
|-----------------|-----|-----|-----|-----|-----|-----|----------|------------|-----------|---------|
| BARTlarge* [47] | 23.55 | 2.61 | 0.16 | 14.47 | 2.55 | 13.30 | 2.61 | 2.44 | 2.07 | 1.96 |
| GPT-2large* [48] | 25.91 | 7.55 | 2.73 | 7.05 | 1.37 | 7.12 | 2.63 | 2.51 | 2.46 | 2.27 |
| BARTlarge (ours) | 27.10 | 4.89 | 0.36 | 16.31 | 3.87 | 15.21 | 2.67 | 2.53 | 2.33 | 2.30 |
| GPT-2large (ours) | 25.91 | 8.67 | 3.08 | 8.87 | 2.07 | 8.66 | 2.71 | 2.76 | 2.68 | 2.53 |

Speaker: I'm afraid not. It will be a long time.
Listener: I am sorry, we don't know the extent of the delay at present...
Intention of Listener: Question.
Reaction of Speaker: Sadness.
Explanation: Emotion of speaker is sadness because his intention is not satisfied.
GPT-2*: Yes, it will take a few days.
Ours: Sorry, I’m afraid not. It will be a long time.

D. Qualitative Analysis

We present dialogue cases and explanations of the emotion to demonstrate how our model performs on these tasks. As shown in Fig. 6, for the first case, the speaker requests for burger meal and intention of the listener is question. The model only with context as input generates a sentence with a logical error I’d like a double ... Our model produces a reasonable response which is consistent with the intention question. Also, the response satisfies the speaker’s emotional label. For the second case, the baseline outputs a reasonable utterance but neither the follows intention nor the follows emotion satisfies the label. Ours generates a better one. As for the explanation of the emotion, we give the generative template as demonstrated in Sec. IV-B.

VI. Conclusion

In this paper, we present the novel Cognitive framework of individual InterAction (CogIntAc) with the concept of a complete interaction and interaction chain from the perspective of psychology. Guided by the framework, we establish the interactive relationships by understanding and analyzing the relationships between elements in CogIntAc. Furthermore, we reconstruct a dataset CogIEA and introduce three tasks as well as the corresponding baseline models. Experimental results
and qualitative analysis show that interactive action can be predictable by analyzing the nodes in the interaction chain, and the analysis results can be explained reasonably. For the future work, we intend to expand into multi-turn of dialogues for further analysis.
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