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Abstract. Sequential recommendation is based on the sequence of items that users interact with to predict the items that users will interact with next time. The existing methods usually consider the hidden sequential patterns in the user’s action sequence, but modeling candidate item features is ignored. To solve this problem, in this paper, we use the two-tower network structure to model the user’s action sequence and candidate item features respectively, then recommend items to users according to the matching score of user interest and item attribute. Specifically, we use self-attention mechanism to mine the information in the user’s action sequence, and use Factorization machines to automatically construct the cross features of item. We named this method MatchRec. The experiments on the public datasets demonstrated that MatchRec has a significant improvement in recommendation accuracy compared with that of various baseline methods.

1. Introduction
With the rapid development of the Internet, there is a huge amount of information, music, movies, and goods on the Internet. People surfing or shopping online are facing many choices. Therefore, good recommendation technology is very important for music sites, shopping sites, video sites, and so on. Recommendation technology usually uses the user's historical interaction records to infer items that the user may like. User’s historical interaction records often show a certain sequential relationship. For example, if a user purchases a mobile phone, then he is likely to purchase mobile phone accessories next. The user's interaction behavior on the website can be organized into a series of interaction records in chronological order. Sequential recommendation is to use various methods to mine the patterns and information in the user interaction sequence in an attempt to characterize the user's interest and predict the next possible interaction items.

Classic recommendation methods, such as Collaborative Filtering [1] and Matrix Factorization [2], have been widely used in the industry, but they all ignore the sequential patterns in the user-item interaction sequence. In [3], the author uses Markov chain to model state transition relationships in user-item interaction sequence. In the fields of natural language processing and computer vision, RNN, CNN, and self-attention technologies have been proven to be high effective. In recent years, many researchers have used these techniques in the field of sequence recommendation and achieved good results. RNN is a neural network that recursively processes sequence data. It recursively determines the new state based on the historical state and the current input information, so as to capture the relationship between the current data and the historical data. CNN uses a certain size sliding window to extract information between adjacent time steps in the sequence data. self-attention uses the
correlation between the data at each time step and the overall data to re-encode the sequence data. Combining with position encoding can effectively extract the global information in the sequence data. In [4], RNN was used to model the user's session data. In [5], CNN was used to extract the information in the user's interaction with the item. In [6], the self-attention mechanism was used to model user sequence data to predict items that the user will interact with next time. In [7], the author argue that only the item-level sequences cannot reveal the full sequential patterns, while explicit and implicit feature-level sequences can help extract the full sequential patterns.

In all of the research results we know, researchers use RNN, CNN, self-attention and other methods to model the user's action sequence, including the item sequence and item features sequence. It is capturing user interests, lacking in modeling the rich features of candidate items, and matching user interests and item attributes.

There are many different items on the website. An item often has many features. For example, a piece of clothing on an e-commerce website may have features such as brand, category, style, store, brand, and so on. Item features are usually numerous and complex, and the importance of different features to users is different. It is important to properly characterize the attributes of an item by making effective use of its features.

From the user information and the user 's historical interaction behavior, we can have a more accurate description of the user 's interests. For example, in shopping websites, a user often buy goods with lower prices, which can explain that users are more sensitive to prices and are more inclined to choose good goods at a rock-bottom price. If we can effectively use the features of the candidate items, we will know which items are cheap, then it is a good choice to recommend this cheap candidate items to this user.

Because the interest of users is diverse, it is not reasonable to use the same vector to represent user interests in the process of matching user interests with a large number of item attributes. The diversity of user interests is reflected in different preferences for item categories, item prices, item brands, etc. That is, the user's interests include multiple topics. When dealing with user’s action sequence, it is important to have different representations of user interests based on different topics.

Based on the problems described above, we did the following:
A: We propose a novel framework for sequential recommendation task. Our method uses the two-tower structure to model user’s action sequence and candidate item features, uses Factorization machines to automatically construct cross features of items.
B: Because user interest is diverse, we propose a multi-topic interest method.
C: We compare the performance of our method and baseline methods on a public dataset.

2. Preliminaries

2.1. Attention mechanism
From daily experience, we can know that humans will try to quickly extract high-value information from a large amount of information by focusing on the most interesting parts in the field of vision. In [8], two attention mechanisms of hard attention and soft attention were proposed. In [9], the soft attention method was used to improve the effect of the Seq2Seq structure in the translation task, so that when translating different positions of the sentence, the model could focus on more relevant information in the original sentence. RNN combined with attention mechanism has achieved good results in sequence modeling, but RNN cannot be parallelized, which makes the model training time too long. In [10], a new network structure called transformer was proposed, and the attention method used in this structure is called self-attention mechanism. In this paper, the self-attention mechanism combined with the position embedding has achieved promising empirical results in machine translation task, and is convenient for parallelization.

2.2. Factorization machines(FM)
In the recommendation system and the click-through rate (CTR) prediction, it is very important to
construct cross features. In order to construct cross features automatically and efficiently, in [11], the author uses the inner product of two feature vectors to represent the weight of second-order cross features. The weights of all second-order cross features are calculated on the premise of linear time complexity.

3. The proposed model: MatchRec

3.1. Problem description
Let \( U = \{u_1, u_2, ..., u_{|U|}\} \) be a set of users and \( I = \{i_1, i_2, ..., i_{|I|}\} \) be a set of items. We use \( S = (s_1, s_2, ..., s_{|s|}) \) to denote a sequence of items in chronological order that a user has interacted with before, where \( s_i \in I \). Each item has some features, such as the price, category and brand. For example, let \( b_i \in B \) be the category of item \( i \), where \( B \) denote the set of brands. Let \( S' = (s'_1, s'_2, ..., s'_{|s'|}) \) be a sequence of item features in \( S \). Each element in \( S' \) represents a set containing all features of corresponding item. The task of sequential recommendation is to predict the item that the user will interact with next time based on the existing user-item interaction sequence. During the training process, the model predicts the item at time step \( t \), depending on the previous \( t - 1 \) items. In this process, the order relationship of the items in the user interaction sequence is used to capture the sequence pattern in the user interaction sequence. In the existing NN-based sequence recommendation methods, sequence modeling techniques such as RNN, CNN, and Self-attention are used to complete the modeling of user interaction sequences. A vector representing the current user's interest can be obtained, the vector is used as the input of DNN, and finally the softmax function is used to obtain the probability that all items will become the user's next interactive item. In the recommendation field, in addition to accurately capturing the user's interest, it is also very important to characterize the attributes of the item. Therefore, our method effectively models the user's action sequence and the original features of the candidate items, and uses the method of calculating the inner product of vectors, get the match score of user interest and item attributes, and make recommendations for users based on the match score. Our method is described in detail below. Matchrec's network structure is shown in Figure 1.

3.2. Embedding Layer
Because the length of the user's action sequence is not fixed, We need to transform sequences \( S = (s_1, s_2, ..., s_{|s|}) \) and \( S' = (s'_1, s'_2, ..., s'_{|s'|}) \) into sequences of fixed length \( n \), where \( n \) represents the maximum length that our model can handle. If the length of the user's action sequence is less than \( n \), then fill it with specific symbols at the beginning of the sequence. If the length of the sequence is greater than \( n \), then remove the corresponding length element before the sequence. OneHot encoding is usually used to process discrete value variables, but because of the large number of items, the dimension of the item encoding after OneHot encoding is very large, so we need to have an Embedding layer to reduce the dimension of OneHot encoding. By using the Embedding layer, the OneHot encoding of the items in the sequence is correspondingly converted into a dense vector of dimension \( d \). Then, we transformed the item sequence \( S \) into an item vector sequence \( E^s \in \mathbb{R}^{n \times d} \). For the item feature sequence \( S' \), we used the same processing method to obtain the item feature vector sequence \( E' \in \mathbb{R}^{n \times h \times d} \), where \( h \) denote the number of item features.

We use the self-attention mechanism to mine the information in these two sequences separately. Below we introduce the processing method of the item features sequence.
3.3. CrossFeatures Layer
In the recommendation system or click-through rate (CTR) prediction, it is very important to construct cross features, so we add cross features based on the original item features. We use FM method to calculate the vector point multiplication of pairwise features as the second-order cross feature, and add all the second-order feature vectors and all the original feature vectors to obtain the item feature vector containing the cross feature. The CrossFeature Layer is defined as:

$$CrossFeature(V) = \left( \sum_{i} v_{i} \right)^{2} - \sum_{i} v_{i}^{2} + \sum_{i} v_{i},$$

(1)

Where $V$ represents the feature vector matrix of an item.

Using the feature vectors of each time step in $E^{t}$ as the input of the Cross-Features Layer, we get cross feature sequence:

$$E^{cf^{t}} = \{CrossFeature(e_{1}^{t}), CrossFeature(e_{2}^{t}), ..., CrossFeature(e_{n}^{t})\}.$$  

(2)

3.4. Position Embedding
Because in sequential recommendation, the order relationship between items in the sequence is very important, but if self-attention is used to model the user's action sequence, the order relationship in the sequence cannot be directly modeled, so we need to use position embedding. We use matrix $P \in R^{n \times d}$ as the position embedding matrix, let the item cross feature vector sequence $E^{cf}$ add the corresponding position embedding,
3.5. Self-attention Layer

In natural language processing (NLP), the attention mechanism is widely used because it can make the model pay more attention to important information, so the attention mechanism helps researchers make good progress in machine translation, text classification and other tasks. Attention methods usually assign different weights to value based on the relevance of the query and key. Usually, the key and value are usually the same, but the query is different. In the self-attention method proposed by [10], query, key, and value are all obtained by linear transformation of the original matrix. The self-attention layer can effectively capture the global information in the sequence.

We perform different linear transformations on $E^f$ to obtain the query, key, and value matrices.

$$Q = E^f W^Q,$$

$$K = E^f W^K,$$

$$V = E^f W^V,$$

where, $W^Q, W^K, W^V \in \mathbb{R}^{d \times d}$. Then, the similarity matrix is calculated according to $Q$ and $K$, and the similarity matrix is used to multiply the $V$ matrix to obtain the re-encoded sequence,

$$A^f = \text{Softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V .$$

To alleviate the problem of gradient disappearance and gradient explosion, we use residual connection and LayerNorm[12] here,

$$A^f = \text{LayerNorm}(A^f + E^f) .$$

We use the vector of each time step of $A^f$ as the input of the forward neural network to mine non-linear information. Similarly, residual connection and LayerNorm are also used here. For $a^f_t$, there is

$$z^f_t = \text{LayerNorm}(W a^f_t + b + a^f_t),$$

where $W \in \mathbb{R}^{d \times d}$, So we get $Z^f$ from $A^f$.

Above, we described how to mine the information in the item feature sequence of the user behavior sequence. The mining of the item sequence information is similar to the processing of the feature sequence, but without the feature cross-feature layer, it will not be described. After processing the item sequence, we can finally get $Z^i$.

We splice $Z^f$ and $Z^i$ to get the user interest matrix,

$$Z = \begin{bmatrix}
    z^f_1 ; z^i_1 \\
    z^f_2 ; z^i_2 \\
    \vdots \\
    z^f_n ; z^i_n
\end{bmatrix} .$$

We use the vector of the last time step of $Z$ as the user's short-term interest vector representation.

3.6. Match Layer

For a candidate item $i$, after its features pass through the embedding layer, its feature embedding is
represented by \( e_i^f = (e_{i1}, e_{i2}, ..., e_{ik}) \). In order to calculate cross features, we use the original feature vector of candidate item \( i \) as the input of the CrossFeature layer to get its cross feature vector \( e_i^c = \text{CrossFeature}(e_{i}) \). Then the item's Embedding vector is concated with the cross features vector to get the attribute vector of item \( i \).

If only considering short-term interests of users, we use the inner product of the user's short-term interest vector and the candidate item attribute vector as the matching score,

\[
y_{u,i} = z_n \odot p_i. \tag{11}
\]

### 3.7. Match Layer with Multi-topic Interest

In addition to short-term interests of users, long-term interests of users are also important. However, a user's long-term interest involves all aspects. For example, a user will be interested in electronic products, novel books, and clothes at the same time, so it is difficult for a user's long-term interest to be represented by a single vector. We propose a multi-topic interest method to model the long-term interests of users. We use a matrix \( M^p \in \mathbb{R}^{c \times d} \) (\( c \) is a hyperparameter, representing the number of topics) as the query, \( Z \) as the key and value, and use the attention method to calculate user's multi-topic interest matrix based on the correlation between the vectors in \( Z \) and \( M^p \). The specific formula is:

\[
O = \text{Softmax}(M^pZ^T)Z, \tag{12}
\]

where, the \( M^p \) matrix is obtained by random initialization and participates in model training.

By adding the user's multi-topic interest matrix and the user's short-term interests, we can obtain a comprehensive representation of user interests,

\[
O = \begin{bmatrix}
o_1 + z_n \\
o_2 + z_n \\
... \\
o_c + z_n
\end{bmatrix}. \tag{13}
\]

By performing matrix multiplication on the user interest matrix \( O \) and the item attribute vector \( p_i \), we get \( c \) matching scores. The weight vector of \( c \) matching scores is obtained according to the correlation between the candidate item attribute vector and the \( M^p \) matrix.

\[
\alpha = \text{Softmax}(\text{relu}(WM^p + b)p_i), \tag{14}
\]

\[
y_{u,i} = \alpha(Op_i). \tag{15}
\]

### 3.8. Optimization

During training, we sample one hundred negative samples for each positive sample to form one hundred negative samples. We use the Softmax function to obtain the probability of each item for the output of the positive samples and negative samples, and then minimize the log loss.

\[
\text{Loss} = -\log \left( \frac{\exp(y_{u,\text{pos}})}{\exp(y_{u,\text{pos}}) + \sum_{i\in \text{negs}} \exp(y_{u,i})} \right) \tag{16}
\]

Where \( y_{u,\text{pos}} \) denotes the output value of the positive sample and \( \text{negs} \) denotes the negative item set. Finally, we use the gradient descent method to adjust the weights in the network and minimize the loss function.
4. Experiment

We evaluate the proposed method against popular baselines on a public dataset Tmall. Tmall, the largest B2C platform in China, is a user-purchase data obtained from IJCAI 2015 competition. The dataset contains users’ action records of clicking, purchasing and collecting items on Tmall. We only use the purchasing records and remove users with less than 15 interactive items and items with less than 5 interactive users.

In order to evaluate the performance of each method on the dataset, we select the widely used evaluation metric Recall@k that is the proportion of cases having the desired item among the top-k items in all test cases. In our experiments, we choose 10 and 20 as the value of k.

We use the following baseline methods to compare with our method:

- **PopRec**: Sorts items according to their popularity, that is, recommends the items that appear most often to users.
- **Item-KNN**: An item-based collaborative filtering method that recommends similar items to items that the user has clicked on to the user. The degree of direct similarity between items and items is measured by the number of co-occurrences in the same user interaction item set. This method is a classic recommendation algorithm.
- **BPR**: This method is also one of the classic algorithms using implicit feedback for recommendation. It establishes the LOSS function between the user and the item, optimizes it through the SGD algorithm, and then predicts the user's preference for the item.
- **GRU4REC**: Use GRU to model sequences for session recommendation.
- **SASREC**: For the sequence recommendation, the self-attention mechanism is used to model the sequence.
- **FDSA**: Use various features of items in user's action sequence for sequential recommendation.

On the dataset, we tested the Recall@k metric of our method and baseline methods, as shown in Table 1.

### Table 1. Experiment result of the proposed method and baseline methods. MatchRec denotes the MatchRec model using the multi-topic interest method.

| METHODS   | Recall@10 | Recall@20 |
|-----------|-----------|-----------|
| PopRec    | 0.0012    | 0.0025    |
| Item-KNN  | 0.2358    | 0.2584    |
| BPR       | 0.2360    | 0.2571    |
| GRU4REC   | 0.2397    | 0.2601    |
| SASREC    | 0.2402    | 0.2614    |
| FDSA      | 0.2636    | 0.2862    |
| MatchRec  | **0.2741** | **0.2952** |
| MatchRec\textsuperscript{ext} | **0.2825** | **0.3049** |

Item-KNN and BPR methods are better than PopRec, which shows that the classic recommendation method is still very good. GRU4REC is better than Item-KNN and BPR methods, which indicates that the modeling of sequence patterns in user interaction sequences is conducive to improving the accuracy of recommendation. The SASREC method is better than the GRU4REC method, indicating that the self-attention mechanism is better than the GRU neural unit in modeling user sequences. Our method has achieved a good improvement on the basis of several baseline methods, which indicates that the matching of users and items is very important in sequence recommendation. It also shows that our method effectively extracts user interests and item attributes. MatchRec\textsuperscript{ext} has been further improved on the MatchRec, which proves that the multi-topic interest method is effective.
5. Conclusion
In this paper, we proposed a novel method named MatchRec for sequential recommendation. MatchRec use the two-tower network structure to model the user’s action sequence and candidate item features respectively, then recommend items to users according to the matching score of user interest and item attribute. Considering the diversity of user interest, we also propose the multi-topic interest method to calculate the matching scores of user interest and item attribute. The experimental results have shown that our model outperforms various baselines.
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