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Abstract

We flow a hypersurface in Euclidean space by mean curvature flow with a Neumann boundary condition, where the boundary manifold is any torus of revolution. If we impose the conditions that the initial manifold is compatible and does not contain the rotational vector field in its tangent space, then mean curvature flow exists for all time and converges to a flat cross-section as $t \to \infty$.
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1 Introduction

We consider Mean Curvature Flow (MCF) of hypersurfaces with a Neumann boundary condition, choosing the boundary manifold to be an $n$-dimensional torus of rotation of any profile embedded in $(n + 1)$-dimensional Euclidean space. If the initial manifold is compatible with the boundary condition and is transversal to the rotational vector field, then the flow exists for all time and converges to a flat cross section. A tool regularly used with MCF with a Neumann boundary condition is to assume convexity of the boundary manifold [1][9], which gives a sign on boundary derivatives and allows application of Hopf maximum principle. Clearly we cannot impose this in the case of the torus. Instead we observe that we are essentially considering a graphical problem and use a Stampacchia iteration argument similar to that used by Huisken [5] for graphical mean curvature flow.

Mean curvature flow with a Neumann boundary condition has been considered as graphs in the perpendicular case by Huisken [5], and also for more general angles in dimension 2 by Altschuler and Wu [1]. In both cases the flow exists for all time and converges to a special solution: In the first case to a flat plane, while in the second to a translating solution. The level set method in the case of the right angled Neumann condition in a convex cylinder has been studied by Giga, Ohnuma and Sato [12]. Considering the perpendicular angle condition further, Stahl[9][10] showed that if the boundary manifold is a totally umbillic surface and the initial manifold is convex, then under mean curvature flow the manifold shrinks to a point. Furthermore, renormalising homothetically about this point the flow converges to a half sphere. Buckland [2] used a monotonicity argument (again...
with a perpendicular boundary condition) to classify the Type I boundary singularities of a mean convex initial surface. The perpendicular Neumann boundary condition has also been considered in flat Minkowski space by the author [7], where the boundary manifold was chosen to be a convex timelike cone and the rescaled flow converges to a hyperbolic hyperplane.

Suppose $\Sigma \subset \mathbb{R}^{n+1}$ is a smooth orientable hypersurface with outward pointing unit normal vector $\mu$. Following Stahl [10] we say $F : M^n \times [0, T] \to \mathbb{R}^{n+1}$ satisfies Mean Curvature Flow with a Neumann free boundary condition $\Sigma$ if

$$\begin{cases}
\frac{dF}{dt} = H \nu & \forall (x, t) \in M^n \times [0, T] \\
F(\cdot, 0) = M_0 \\
F(x, t) \subset \Sigma & \forall (x, t) \in \partial M^n \times [0, T] \\
\langle \nu, \mu \rangle (x, t) = 0 & \forall (x, t) \in \partial M^n \times [0, T]
\end{cases}$$

where $\nu(x, t)$ is the normal to $F$ at time $t$. We will often write $M_t = F(\cdot, t)$. In this paper we choose $\Sigma$ to be a rotationally symmetric torus of any profile – topologically $S^1 \times S^{n-1}$ – and we flow a disk contained within the interior of this torus. At a point $p = (p_1, \ldots, p_{n+1}) \in \mathbb{R}^{n+1}$ we define

$$r = \sqrt{p_1^2 + \ldots + p_{n+1}^2}, \quad r = \frac{1}{r}(0, \ldots, 0, p_n, p_{n+1}), \quad \theta = \frac{1}{r}(0, \ldots, 0, -p_{n+1}, p_n).$$

We prove the following:

Theorem 1.1. Suppose $\Sigma$ is a torus of rotation and $M_0$ is an embedded disk satisfying the boundary condition which nowhere contains the vector field $\theta$ in its tangent space, then a solution to equation (1) with initial data $M_0$ exists for all time and converges uniformly to a flat cross-section of the torus.

The proof uses an integral iteration technique to obtain the crucial gradient estimates. In [5], Huisken uses similar arguments in the case of a cylindrical boundary manifold. The advantage of this method is that boundary curvature is less of an issue; we require boundedness of the derivatives of certain functions as opposed to a sign on them. We remark that this theorem allows some unusual initial manifolds, for example the disc may wrap itself around the inside of the torus several times (see Figure 1) as long as it is transversal to the vector field generated by the group of rotations.

For this paper we will need various geometric quantities on various manifolds. A bar will imply quantities on $\mathbb{R}^{n+1}$, for example $\bar{\Delta}, \bar{\nabla}, \ldots$ and so on; no extra markings $\Delta, \nabla, \ldots$ will refer to geometric quantities on $M_t$ the flowing surface at time $t$ and for any other manifold $Z$, $\Delta^Z, \nabla^Z, \ldots$ etc. will refer to the Laplacian, covariant derivatives, $\ldots$ on $Z$. We will define the volume form on $M_t$ to be $\bar{\mu}$ and define $\bar{\mu}_\theta$ to be the volume form on $\partial M_t$. 2
Figure 1: A jester's hat initial manifold is taken to a flat disc as $t \to \infty$.

2 The torus

In this section we make some remarks about $\Sigma$, a torus of revolution. We define the half space $\mathbb{R}^n_+ = \{(x_1, \ldots, x_n, 0) | x_i \in \mathbb{R}, x_n > 0\} \subset \mathbb{R}^{n+1}$, where we will sometimes write $y = x_1 e_1 + \ldots + x_{n-1} e_{n-1}$ and $x_n = r$. Suppose we have any compact domain $\Omega \subset \mathbb{R}^n_+$ with smooth boundary $\partial \Omega$ parametrised by $P: S^{n-1} \to \mathbb{R}^n_+$, then by rotating in the $\{e_n, e_{n+1}\}$-plane we define $\Sigma$ to be the torus of revolution $\partial \Omega$ sweeps out. Since $\theta$ is the direction of the rotation, at a point $p \in \Sigma$ we know that $\theta(p) \in T_p \Sigma$.

We will require the values of the second fundamental form of $\Sigma$ in the direction $\theta$ explicitly. We parametrise $\Sigma$ by

$$J(x, \theta) = P(x) - \langle P(x), e_n \rangle e_n + \langle P(x), e_n \rangle [\cos \theta e_n + \sin \theta e_{n+1}]$$.

If $\nu^P$ is the outward pointing unit normal to $P$ in $\mathbb{R}^n$ then $\mu$, the outward pointing unit normal to $\Sigma$ in $\mathbb{R}^{n+1}$ is given by

$$\mu = \nu^P - \langle \nu^P, e_n \rangle e_n + \langle \nu^P, e_n \rangle [\cos \theta e_n + \sin \theta e_{n+1}]$$.

We may easily see that

$$\frac{\partial^2 J}{\partial x^i \partial \theta} = \left\langle \frac{\partial P}{\partial x^i}, e_n \right\rangle [-\sin \theta e_n + \cos \theta e_{n+1}]$$

is perpendicular to $\mu$. Therefore we know that the direction $\frac{\partial J}{\partial \theta} = r \theta$ is an eigenvector of $A^\Sigma(\cdot, \cdot)$. The eigenvalue may be calculating by writing

$$\frac{\partial^2 J}{\partial \theta^2} = -\langle P, e_n \rangle [\cos \theta e_n + \sin \theta e_{n+1}]$$

and so $A^\Sigma(r \theta, r \theta) = -\langle \nu^P, e_n \rangle \langle P, e_n \rangle = -r \langle \mu, r \rangle$. 

3
It will also be useful to consider the flowing manifold as a graph over \( \Omega \) in the interior of the torus, when this is possible. At every point \( x \in \Omega \) we assign \( u \), the angle through which we need to rotate \( x \) about \( 0 \) to hit the manifold, so that we may parametrise the manifold inside the torus by \( F : \Omega \to \mathbb{R}^{n+1} \), where

\[
F(x) = y + r(\cos(u)e_n + \sin(u)e_{n+1}) .
\]

We may now compute all standard geometric quantities with respect to \( u \) by standard methods. For example

\[
g_{ij} = \delta_{ij} + r^2 D_i u D_j u ,
\]

\[
\nu = -r(y + D_n u(\cos(u)e_n + \sin(u)e_{n+1})) - \sin(u)e_n + \cos(u)e_{n+1} \),
\]

where we define \( \tilde{v} = \sqrt{\det(g_{ij})} = \sqrt{1 + r^2|Du|^2} \). Similarly we may calculate the equations for mean curvature flow in these coordinates for \( M_0 \) a manifold which may be parametrised as above by \( u_0 \). Such a parametrisation will always be possible when \( M_0 \) is transversal to \( \theta \), although the range of \( u_0 \) may be more than \( 2\pi \). Considering graphically, equation (1) is equivalent to

\[
\begin{cases}
u(x, 0) = u_0(x) & \forall x \in \Omega \\
\frac{\partial u}{\partial t} = g^{ij} D_i u D_j u + \frac{D_n u}{\nu} \left( 1 + \frac{1}{\nu^2} \right) = -\frac{H \nu}{\nu} & \forall x \in \Omega \\
\gamma \cdot Du = 0 & \forall x \in \partial \Omega
\end{cases}
\]

where \( \gamma \) is the outward unit normal to \( \partial \Omega \) and \( g^{ij} \) is the inverse of the metric in this parametrisation. We note that uniform parabolicity of the above is equivalent to the gradient estimate

\[
\tilde{v} < C < \infty .
\]

We also remark that

\[
\tilde{v} = \frac{1}{(\nu, -\sin(u)e_n + \cos(u)e_{n+1})} = \frac{1}{(\nu, \theta(p))} .
\]

3 Evolution equations, boundary derivatives and initial estimates

Here we will obtain initial estimates on various quantities via a maximum principle of the following form:

**Theorem 3.1 (Weak Maximum Principle).** Suppose we have a function \( f : M^n \times [0, T) \to \mathbb{R} \) then if \( f \) satisfies

\[
\begin{cases}
\left( \frac{d}{dt} - \Delta \right) f(p, t) \leq 0 & \forall (p, t) \in M^n \times [0, T) \text{ such that } \nabla f(p) = 0 \\
\langle \nabla f, \mu \rangle \leq 0 & \forall (p, t) \in \partial M^n \times [0, T)
\end{cases}
\]

then \( f(x, t) \leq \sup_{p \in M^n} f(p, 0) \) for all \((x, t) \in M^n \times [0, T)\).
We will repeatedly use the following easily verified relations

\[
\nabla r = r, \quad \nabla_X r = \langle X, \theta \rangle \frac{1}{r} \theta, \quad \nabla_X \theta = -\langle X, \theta \rangle \frac{1}{r} r.
\] (4)

**Lemma 3.2.** Let \( \theta \) be the angle around the torus, taken from some arbitrary base angle. Then

\[
\left( \frac{d}{dt} - \Delta \right) \theta = \frac{2}{r} \left< r^\top, \nabla \theta \right> = -\frac{2}{r^2} \langle \nu, \theta \rangle \langle \nu, r \rangle,
\]

and at the boundary

\[
\nabla_\mu \theta = 0.
\]

**Proof.** Using cylindrical coordinates on \( \mathbb{R}^{n+1} \) we see that \( \nabla \theta = \theta r \) and from this we may calculate the evolution equation of \( \theta \). We see that

\[
\frac{d\theta}{dt} = -H \langle \nu, \theta \rangle,
\]

and

\[
\Delta \theta = g^{ij} \left( -\frac{1}{r^2} \left< r, \frac{\partial}{\partial x^i} \theta \right> \frac{\theta}{r^2} - \left< \frac{\partial}{\partial x^i}, \theta \right> \frac{r}{r^2}, \frac{\partial}{\partial x^j} \right) - \left< \theta, h_{ij} \nu \right> = -\frac{2}{r^2} \left< r^\top, \theta^\top \right> - H \left< \frac{\theta}{r}, \nu \right>.
\]

Therefore

\[
\left( \frac{d}{dt} - \Delta \right) \theta = \frac{2}{r^2} \left< r^\top, \theta^\top \right> = \frac{2}{r} \left< r^\top, \nabla \theta \right>.
\]

At the boundary we have that \( \theta(p) \in T_p \Sigma \), and therefore

\[
\left< \nabla \theta, \mu \right> = \left< \frac{\theta}{r}^\top, \mu \right> = \left< \frac{\theta}{r} - \frac{\langle \theta, \nu \rangle}{r} \nu, \mu \right> = 0.
\]

Since the above only depends on the derivatives of \( \theta \), the same equations hold for manifolds that wrap themselves around the torus more than once (as in Figure 1) by simply extending the range of \( \theta \) to be more than 2\( \pi \). The function \( u \) defined in the previous section is an example of this, and on the flowing manifold \( u \) will satisfy the same evolution equation as \( \theta \). From now on we use the extended \( \theta \).

**Corollary 3.3.** The function \( \theta(\cdot, t) \) is bounded above by its initial supremum and below by its initial infimum.

**Proof.** This follows directly from the above maximum principle. \( \square \)
Therefore, the disk may not twist itself around the torus any more than it is twisted initially. The following will be required later:

**Lemma 3.4.** The function $r$ evolves by

\[
\left( \frac{d}{dt} - \Delta \right) r = -\frac{|\theta^\top|^2}{r} \]

while at the boundary

\[
\nabla_\mu r = \langle \mu, r \rangle.
\]

**Proof.** Similarly to Lemma 3.2 we have $\frac{dr}{dt} = -H \langle r, \nu \rangle$ and calculate

\[
\Delta r = g^{ij} \left( \frac{\partial}{\partial x^i} \left( r, \frac{\partial}{\partial x^j} \right) - \left( r, \nabla \frac{\partial}{\partial x^j} \theta \right) \right) \\
= g^{ij} \left( \left\langle \frac{1}{r} \left( \frac{\partial}{\partial x^i}, \theta \right), \frac{\partial}{\partial x^j} \right\rangle + \left( r, \nabla \frac{\partial}{\partial x^j} \theta - \nabla \frac{\partial}{\partial x^j} \theta \right) \right) \\
= -H \langle \nu, r \rangle + \frac{1}{r} |\theta^\top|^2.
\]

\[\square\]

**Remark 3.5.** We will assume throughout that $r_0 \leq r \leq r_1$, a consequence of the flowing manifold staying within the torus. Certainly this will be true for all time that we have a gradient estimate, and apriori will be true for $t \in [0, \epsilon)$ for some small $\epsilon > 0$.

We will need the following well known evolution equations:

**Lemma 3.6.** On the interior of a manifold moving by mean curvature flow the following hold

\[
\frac{d\nu}{dt} = \nabla H \tag{5}
\]

\[
\frac{dg_{ij}}{dt} = -2Hh_{ij} \tag{6}
\]

\[
\left( \frac{d}{dt} - \Delta \right) H = H|A|^2 \tag{7}
\]

**Proof.** See for example [4, Lemma 3.2, Lemma 3.3 and Corollary 3.5]. \[\square\]

The boundary derivative of $H$ and relations on the second fundamental forms of the flowing manifold and the boundary manifold for equation (1) were calculated by Stahl [9, Proposition 2.2, 2.4], and are summarised in the following Lemma:
Lemma 3.7. At the boundary
\[ \nabla_{\mu}H = A^\Sigma(\nu, \nu) \]
and for \( X \in T_pM \cap T_p\Sigma \) then
\[ A^\Sigma(X, \nu) + A(X, \mu) = 0 \, . \]

We now define the gradient function,
\[ v = \frac{1}{\langle r, \theta \rangle} \langle r, \theta, \nu \rangle . \]
Without loss of generality we may assume that this is positive and so may define the related function \( Q = \log v \).

Lemma 3.8. The evolution equations for \( Q \) and \( v \) (while they are finite) are
\[
\left( \frac{d}{dt} - \Delta \right) Q = -|A|^2 - |\nabla Q|^2 , \quad \left( \frac{d}{dt} - \Delta \right) v = -v|A|^2 - \frac{2}{v} |\nabla v|^2 ,
\]
and the boundary derivatives are
\[ \nabla_{\mu}Q = -A^\Sigma(\nu, \nu) , \quad \nabla_{\mu}v = -vA^\Sigma(\nu, \nu) . \]

Proof. We will first calculate the evolution of \( w = \langle r\theta, \nu \rangle \).

Using (4) we may immediately see that
\[
\frac{dw}{dt} = -H \langle \nabla_{\nu}(r\theta), \nu \rangle + \langle r\theta, \nabla H \rangle = \langle r\theta, \nabla H \rangle .
\]
Writing \( Z = r\theta \) we have
\[
\Delta \langle \nu, Z \rangle = g^{ij} \left( \nabla_i(\nabla_j \nu) - \nabla_{\nabla_i, \nu} \nabla_j \nu, Z \right)
+ 2g^{ij} \langle \nabla_i \nu, \nabla_j Z \rangle + g^{ij} \left( \nu, \nabla_{ij} Z - H \nabla_{\nu} Z \right) .
\]

For the first of these terms, take an orthonormal basis \( \{ f_1, \ldots, f_n \} \) at a point \( p \in M \). We extend this to give orthogonal geodesic coordinates at \( p \).

We calculate that at \( p \),
\[
g^{ij} \left( \nabla_i(\nabla_j \nu) - \nabla_{\nabla_i, \nu} \nabla_j \nu, Z \right)
= g^{ij} \langle f_j(f_i \nu), Z \rangle
= g^{ij} \nabla_j h_{ik} g^{lk} \langle f_k, Z \rangle - g^{ij} h_{ik} g^{lk} \langle h_{jk} \nu, Z \rangle
= \nabla_Z^T H - \langle \nu, Z \rangle |A|^2
\]
where we used the Weingarten and Codazzi equations. Since the right hand side does not depend on the coordinate system this holds for all \( p \in M \).

For the second term we have
\[
g^{ij} \langle \nabla_i \nu, \nabla_j Z \rangle = g^{ij} \left( \nabla_{\nu} \langle r, \frac{\partial}{\partial x^j} \rangle \theta^T - \left\langle \frac{\partial}{\partial x^j}, \theta \right\rangle r^T \right) = 0 .
\]
The final term also vanishes; we may see that
\[
\nabla_{XY}^2 Z = \nabla_Y (\langle X, r \rangle \theta - \langle X, \theta \rangle r) - \nabla_{\nabla_X Y} Z
\]
\[
= \frac{(Y, \theta)}{r} [\langle X, \theta \rangle \theta - \langle X, \theta \rangle r + \langle X, r \rangle \theta - \langle X, \theta \rangle r] = 0 .
\]
Therefore
\[
\left( \frac{d}{dt} - \Delta \right) w = w |A|^2 ,
\]
and the evolution equations for \( v \) and \( Q \) immediately follow.

At the boundary using Lemma 3.7 and the fact that \( \mu \perp \theta \) we have
\[
\nabla \mu \langle \nu, Z \rangle = A(\mu, Z^\top) + \langle \nu, \langle r, \mu \rangle \theta - \langle \mu, \theta \rangle r \rangle = \langle \nu, \theta \rangle \langle \mu, r \rangle - A^\Sigma(\nu, Z - w \nu) .
\]
Now from calculations in Section 2 we know that \( Z \) is an eigenvalue of \( A^\Sigma(\cdot, \cdot) \), and using the calculation of this eigenvalue we see
\[
\nabla \mu \langle \nu, Z \rangle = \langle \nu, \theta \rangle \langle \mu, r \rangle + \frac{1}{r} \langle \nu, \theta \rangle A^\Sigma(Z, Z) + w A^\Sigma(\nu, \nu) = w A^\Sigma(\nu, \nu)
\]
and we are done.

\[\text{Corollary 3.9.} \quad \text{While} \ v \ \text{is bounded we have the estimate} \ H^2 < C_H \ \text{for some constant} \ C_H > 0 \ \text{depending only on} \ M_0 \ \text{and} \ \Sigma \ \text{(and independant of} \ v). \]

\[\text{Proof.} \quad \text{We calculate}
\]
\[
\left( \frac{d}{dt} - \Delta \right) H^2 v^2 = -2v^2 |\nabla H|^2 - 8Hv \langle \nabla H, \nabla v \rangle - 6H^2 |\nabla v|^2
\]
\[
= -2 \left[ v^2 |\nabla H|^2 + Hv \langle \nabla H, \nabla v \rangle \right] - 6 \left[ H^2 |\nabla v|^2 + Hv \langle \nabla H, \nabla v \rangle \right] .
\]

At a positive stationary point we have \( H \nabla v = -v \nabla H \), and so the above vanishes and we may apply our maximum principle. Since \( \frac{1}{v} < r \) we have, using Remark 3.5 a uniform bound.

\[\text{Remark 3.10.} \quad \text{We may attempt to get a positive lower bound on} \ H \ \text{in a similar way and indeed the evolution equations are amenable. In fact due to the boundary condition, this is not useful. Using the vector field} \ Z \ \text{as in Lemma 3.8 we see}
\]
\[
0 = - \int_{\partial M} \langle \mu, Z \rangle d\bar{\mu} = \int_M \text{div}(Z^\top) d\bar{\mu} = \int_M \frac{H}{v} d\bar{\mu}
\]
where again we used equation (4). Since by assumption \( v \) is initially positive, \( H \) cannot be initially positive everywhere, and therefore (for example) weak mean convexity implies we must have a minimal hypersurface – not much left for the flow! Indeed a corollary of our main theorem is that the only such minimal hypersurface that satisfies our initial conditions is the flat profile.
4 Integral estimates

As a prerequisite to applying the Stampaccia iteration method as in [5] we now give some of the required boundary estimates. In particular, we modify various Lemmas for graphs with boundary in [3] to manifolds with boundary.

For a start, we will require the Michael–Simon–Sobolev inequality from [6]. While this holds in much more general situations, we will only require $M$ to be smooth embedded $n$-dimensional manifolds in $\mathbb{R}^{n+1}$.

**Lemma 4.1** (The Michael–Simon–Sobolev inequality). There exists a constant $C_S > 0$ depending only on $n$ such that for any function $f \in C^1(M)$ such that $f$ has compact support, we have

$$
\left( \int_M |f|^\frac{n}{n-1} d\tilde{\mu} \right)^{\frac{n-1}{n}} \leq C_S \int_M |\nabla f| + |H||f| d\tilde{\mu}.
$$

We also need such an inequality not just on functions of compact closure, but functions that may be non-zero at the boundary $\partial M$.

**Lemma 4.2.** For any compact manifold $M$ with boundary $\partial M$ and for any function $f \in C^1(M)$ we have

$$
\left( \int_M |f|^\frac{n}{n-1} d\tilde{\mu} \right)^{\frac{n-1}{n}} \leq C_S \int_M |\nabla f| + |H||f| d\tilde{\mu} + \int_{\partial M} |f| d\mu_{\partial}
$$

where the constant $C_S$ depends only on $n$.

**Proof.** This is as in [3, Lemma 1.1]. Let $d : D \to \mathbb{R}$ be the function giving the minimum distance along the manifold to the boundary. This is smooth close enough to the boundary. We define for $k$ large enough $\tilde{\eta}_k = \min\{1, kd\}$, and let $\eta_k$ be a $C^1$ smoothing of this. We consider the sequence $f_k = \eta_k f$ for $k \in \mathbb{N}$. Since $\tilde{\mu}(\{x|f(x) \neq f_i\}) \to 0$ as $i \to \infty$ we have that

$$
\left( \int_M |f_k|^\frac{n}{n-1} d\tilde{\mu} \right)^{\frac{n-1}{n}} \to \left( \int_M |f|^\frac{n}{n-1} d\tilde{\mu} \right)^{\frac{n-1}{n}}, \quad \int_M |H||f_k| d\tilde{\mu} \to \int_M |H||f| d\tilde{\mu}.
$$

We also see,

$$
\int_M |\nabla f_k| d\tilde{\mu} \leq \int_M |\nabla f| \eta_k d\tilde{\mu} + \int_M |f| |D\eta_k| d\tilde{\mu}.
$$

The first term of the above may be estimated similarly to the other terms. For the final term we choose a special parametrisation of the collar. We parametrise by $C : \partial M \times [0, \epsilon) \to \mathbb{R}^{n+1}$ for $\epsilon$ small enough by setting $C(x, \epsilon)$ to be the point obtained by starting at $x \in \partial M$ and moving distance $\epsilon$ down
the geodesic starting at $x$ with direction $-\mu$. Therefore $\frac{\partial}{\partial x^i} = \nabla d$ and the metric induced by $C$ has $g_{in} = \delta_{in}$. Therefore for $k$ large enough

$$\int_M |f||D\eta_k|d\tilde{\mu} \leq \int_{\{x \in M | d(x) \leq \frac{1}{k}\}} k|f|d\tilde{\mu}$$

$$= k \int_0^\frac{1}{k} \int_{\partial M^n} |f|\sqrt{\det(g_{ij}(x,s))}d\tilde{\mu}_0ds$$

$$\rightarrow \int_{\partial M^n} |f|\sqrt{\det(g_{ij}(x,0))}d\tilde{\mu}_0 = \int_{\partial M^n} |f|d\tilde{\mu}_0$$

as $k \to \infty$. \hfill \Box

Clearly we need to estimate boundary integrals, and we now give one way of doing so, based on [3, Lemma 1.4].

**Lemma 4.3.** For $M$ a compact manifold with boundary, then for all $f \in W^{1,\infty}(M)$ we have

$$\int_{\partial M} |f|d\tilde{\mu}_0 \leq C_\Sigma \int_M |\nabla f| + (|H| + 1)|f|d\tilde{\mu}$$

where the constant $C_\Sigma > 0$ depends only on $\Sigma$.

**Proof.** This is essentially just divergence theorem. We now use $\overline{d}$, the minimum distance to $\Sigma$ in $\mathbb{R}^{n+1}$ and note that at $\Sigma$, $\overline{\nabla d} = -\mu$. We take a smooth function $\phi : \mathbb{R} \to \mathbb{R}$ such that $\phi'(0) = -1$ and $\phi(x) = 0$ for $x > R$ where $R$ is less than the minimum focal distance of $\Sigma$. We define $\overline{\phi} = \phi(\overline{d})$ – a smooth function on $\mathbb{R}^{n+1}$. Then

$$\Delta \overline{\phi} = g^{ij}\nabla^2 \phi \left( \frac{\partial F}{\partial x^i} \right) \left( \frac{\partial F}{\partial x^j} \right) - H \langle \nu, \nabla \overline{\phi} \rangle \leq C_1 (1 + |H|) .$$

for some $C_1 > 0$ depending on the derivatives of $\overline{\phi}$ and so

$$\int_{\partial M} f d\tilde{\mu}_0 = \int_M \text{div}(f \overline{\nabla \phi})d\tilde{\mu}$$

$$= \int_M \langle \nabla f, \nabla \overline{\phi} \rangle + f \Delta \overline{\phi} d\tilde{\mu}$$

$$\leq C_2 \int_M |\nabla f| + f(|H| + 1)d\tilde{\mu} ,$$

for some $C_2 > 0$ depending on the derivatives of $\overline{\phi}$. \hfill \Box

**Corollary 4.4.** For all $f \in C^1(M)$ there exists a constant $C_S$ depending on $n$ and $\Sigma$ such that

$$\left( \int_M |f|^n d\tilde{\mu} \right)^{\frac{n-1}{n}} \leq C_S \int_M |\nabla f| + (|H| + 1)|f|d\tilde{\mu}$$
Due to the boundary condition we have the following:

**Lemma 4.5.** Suppose \( f : M^n \times [0, T) \to \mathbb{R} \) is once differentiable in time such that \( \frac{df}{dt}, f \in L^1(M_t) \). Then the following holds for \( t > 0 \) and \( \beta = 0 \):

\[
\frac{d}{dt} \int_{M_t} f d\tilde{\mu} = \int_{M_t} \frac{df}{dt} - H^2 f d\tilde{\mu} \tag{8}
\]

**Proof.** The perpendicular boundary condition implies that the manifold does not flow out through the boundary. Therefore, we know that in the parametrisation defined by \( F \) in (1) over the stationary domain \( M^n \) that

\[
\int_{M_t} f d\tilde{\mu} = \int_{M^n} f \sqrt{\det(g_{ij}(x,t))} dx .
\]

Now the equation follows from (6). \( \square \)

**Remark 4.6.** Integrating equation (4.5) for \( f = 1 \) with respect to time and rearranging we see that

\[
\int_0^T \int_{M_t} H^2 d\tilde{\mu} dt \leq |M_0| ,
\]

that is we have a parabolic \( L^2 \) estimate on \( H \) that does not depend on the time interval.

We will also require the following well known Lemma, which serves to streamline the iteration argument of the next chapter:

**Lemma 4.7.** Suppose \( \phi : (k_0, \infty) \to \mathbb{R} \) is a non–negative non–increasing function such that for all \( h > k \geq k_0 \) then

\[
\phi(h) \leq \frac{C}{(h-k)^\alpha} (\phi(k))^{\beta}
\]

where \( C, \alpha \) and \( \beta \) are positive constants. Then if \( \beta > 1 \) then \( \phi(k_0 + d) = 0 \) for

\[
d^{\alpha} = C[\phi(k_0)]^{\beta-1}2^{\frac{\alpha}{\beta}} .
\]

**Proof.** See [11, Lemma 4.1 i)], for example. \( \square \)

## 5 The gradient estimate via iteration

Here we will give a bound on the gradient \( Q = \log(-\langle \nu, r\theta \rangle) \) via integral estimates. We define \( Q_k = (Q - k)_+ \) and \( A(k) = \{ x \in M | Q_k > 0 \} \) and we aim to get suitable estimates on the quantity

\[
\| A(k) \| = \int_0^T \int_{A(k)} d\tilde{\mu} dt ,
\]

ultimately showing that this is zero for all sufficiently large \( k \). We begin with some \( L^p \) estimates on \( Q_k \).
Lemma 5.1. There exists a $k_1 > 0$ such that $k > k_1$ and even $p$

$$\int_0^T \int_M Q_k^p d\mu dt \leq C_Q(p)\|A(k)\|$$

where $C_Q > 0$ depends on $p, n, \Sigma, M_0$ and $k_1$.

Proof. Using Lemma 3.2 and writing $w = \langle r\theta, \nu \rangle$ we have that

$$\left(\frac{d}{dt} - \Delta\right) e^{\lambda \theta} = \lambda e^{\lambda \theta} \left[ -\frac{2}{r^2} \langle \nu, \theta \rangle \langle \nu, r \rangle - \lambda |\nabla \theta|^2 \right]$$

$$\leq \lambda e^{\lambda \theta} \left[ \frac{w}{r^3} C_1^\theta - \frac{\lambda}{r^2} \left(1 - \frac{w^2}{r^2}\right) \right]$$

for $C_1^\theta > 0$. At the boundary this function has zero derivative in the $\mu$ direction (from Lemma 3.2). On $A(k)$, we may estimate $w < e^{-k}$ and so recalling Remark 3.5 and writing $|\nabla \theta| = \frac{1}{r^2} - \frac{w^2}{r^2}$, we may get a positive lower bound on $|\nabla \theta|$ for $k$ sufficiently large. Therefore, we may choose a large enough $\lambda, k_0 > 0$ so that for all $k > k_0$ on $A(k)$

$$\left(\frac{d}{dt} - \Delta\right) e^{\lambda \theta} \leq -C_2^\theta |\nabla \theta|^2$$

$$\leq -3C_3^\theta$$

holds, for $C_2^\theta, C_3^\theta > 0$ depending on $\lambda$, where we used our bounds on $\theta$ from Corollary 3.3. We now agree to write $C_n$ for any bounded positive constant depending only on $M_0, p, \Sigma, k_0$ and $n$. Using Lemma 3.8 we calculate that on $A(k)$ for $k > k_0$ and $p > 2$,

$$\left(\frac{d}{dt} - \Delta\right) e^{\lambda \theta} Q_k^p \leq Q_k^{p-2}[-C_2^\theta Q_k^2 |\nabla \theta|^2 - pe^{\lambda \theta} Q_k |\nabla Q|^2$$

$$-e^{\lambda \theta} p(p-1) |\nabla Q|^2 + C_n p Q_k |\nabla Q||\nabla \theta|]$$

$$\leq Q_k^{p-2} \left[ C_n Q_k - C_2^\theta Q_k^2 |\nabla \theta|^2 - C_n Q_k |\nabla Q|^2 - C_n |\nabla Q|^2 \right]$$

$$\leq C_n Q_k^{p-2} - 2C_3^\theta Q_k^p - C_n Q_k^{p-1} |\nabla Q|^2 - C_n Q_k^{p-2} |\nabla Q|^2 ,$$

where we used the lower bound on $|\nabla \theta|$ and Young’s inequality of the form $ab = \frac{a^2}{2} + \frac{b^2}{2}$ repeatedly. We may now use Lemma 4.5 and divergence theorem to see that

$$\frac{d}{dt} \int_M e^{\lambda \theta} Q_k^p d\mu \leq \int_M \left(\frac{d}{dt} - \Delta\right) e^{\lambda \theta} Q_k^p - H^2 e^{\lambda \theta} Q_k^p d\mu$$

$$+ \int_{\partial M} p C_n C_\Sigma Q_k^{p-1} d\mu \theta .$$
Estimating as above and using Lemma 4.3 and Corollary 3.9,
\[
\frac{d}{dt} \int_M e^{tQ} d\mu \\
\leq \int_M Q_k^{p-2} \left[ C_n - 2C_3^2 Q_k - C_n K_2 |\nabla Q|^2 - C_n |\nabla Q|^2 + C_n K_2 + C_n |\nabla Q| \right] d\mu \\
\leq \int_M Q_k^{p-2} \left[ C_n - C_3^2 Q_k^2 \right] d\mu .
\]

Hence choosing \( k > k_1 = \max\{k_0, \sup Q + 1\} \) we may integrate to get
\[
\int_0^T \int_{A(k)} Q_k^p d\mu dt \leq \tilde{C} \int_0^T \int_{A(k)} Q_k^{p-2} d\mu dt .
\]

It is easily verified that the above argument also holds if \( p = 2 \). Therefore, by induction we may estimate for \( p \) even and \( k > k_1 \)
\[
\int_0^T \int_M Q_k^p d\mu dt \leq C_Q(p)\|A(k)\| .
\]

\( \Box \)

In addition to the above we also need an estimate on \( \|A(k)\| \) which does not depend on \( T \). This comes about by using Remark 4.6 to estimate the highest order terms in a Laplacian after careful use of the boundary condition:

**Proposition 5.2.** There exists a \( k_2 > 0 \) such that for all \( k > k_2 \) there exists a constant \( C \) depending only on \( M_0, \Sigma \) and \( n \) such that
\[
\|A(k)\| \leq C
\]

**Proof.** We consider the bounded function \( \kappa = \theta^2 r^2 \). We will calculate the time derivative of the integral of \( f \) over the manifold. From Lemmas 3.2 and 3.3 we see
\[
\left( \frac{d}{dt} - \Delta \right) \kappa = r^2 \left[ \frac{4\theta}{r} \langle \nabla r, \nabla \theta \rangle - 2|\nabla \theta|^2 \right] + \theta^2 \left[ -2|\theta|^2 - 2|r|^2 \right] \\
- 8\theta r \langle \nabla r, \nabla \theta \rangle .
\]

At the boundary we have \( \nabla \mu \kappa = \theta^2 \nabla \mu r^2 \) and so calculate
\[
\int_{\partial M} \nabla \mu \kappa d\mu = \int_M \text{div}(\theta^2 \nabla r^2) d\mu = \int_M \langle \nabla \theta^2, \nabla r^2 \rangle + \theta^2 \Delta r^2 d\mu \\
= \int_M 4\theta \langle \nabla \theta, \nabla r \rangle + \theta^2 \left[ -2r H \langle \nu, r \rangle + 2|\theta|^2 + 2|r|^2 \right] d\mu .
\]
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Therefore, by divergence theorem,
\[
\frac{d}{dt} \int_M \kappa d\bar{\mu} = \int_M \left( \frac{d}{dt} - \Delta \right) \kappa - H^2 \kappa d\bar{\mu} + \int_{\partial M} \nabla_\mu \kappa d\bar{\mu}
\]
\[
= \int_M -2r^2 |\nabla \theta|^2 - \theta^2 r H \langle \nu, r \rangle - H^2 \kappa d\bar{\mu} .
\]

We note that \( \langle \nu, r \rangle^2 + \langle \nu, \theta \rangle^2 \leq |\nu|^2 = 1 \) and so \( \langle \nu, r \rangle^2 \leq 1 - \langle \nu, \theta \rangle^2 = |\theta^T|^2 \). Since \( |\nabla \theta|^2 = |\theta^T|^2 \), using Young’s inequality we see
\[
\frac{d}{dt} \int M \kappa d\bar{\mu} \leq \int M -2|\theta^T|^2 + 2(\theta^2 r |H|)(|\langle \nu, r \rangle|) - H^2 \kappa d\bar{\mu}
\]
\[
\leq \int M -|\theta^T|^2 + C_1 H^2 d\bar{\mu} .
\]
for some \( C_1 > 0 \) by the boundedness of \( r \) and \( \theta \).

Now integrating with respect to time as in Remark 4.6 and using the \( L^2 \) bound on \( H \),
\[
\int_0^T \int_M |\theta^T|^2 d\bar{\mu} dt \leq C_1 \int_0^T \int_M H^2 d\bar{\mu} dt + \left. \int_{M_0} \theta^2 r^2 d\bar{\mu} \right|_{t=0} \leq C_3
\]
for some constant \( C_3 > 0 \) depending on the bounds on \( \theta^2, r^2 \) and \( |M_0| \) but not on \( T \). On the region \( A(k), \langle \nu, \theta \rangle \leq \frac{1}{r} e^{-k} \) and so choosing \( k_2 \) large enough that \( \langle \nu, \theta \rangle \leq \frac{1}{\sqrt{2}} \) then
\[
\| A(k) \| \leq 2 \int_0^T \int_M |\theta^T|^2 d\bar{\mu} dt \leq 2C_3 . \tag{9}
\]

We now put these together to give the gradient estimate.

**Theorem 5.3** (Gradient Estimate). There exists a \( C_Q > 0 \) depending only on \( n, \Sigma \) and \( M_0 \) such that for all time \( Q \leq C_Q \).

**Proof.** By Lemma 3.8 we may calculate for \( p > 2 \) that
\[
\left( \frac{d}{dt} - \Delta \right) Q_k^p \leq pQ_k^{p-1} \left( \frac{d}{dt} - \Delta \right) Q - p(p-1)Q_k^{p-2} |\nabla Q|^2
\]
\[
\leq -pQ_k^{p-2} (Q_k |\nabla Q|^2 + (p-1)|\nabla Q|^2) .
\]
Using \( C_n \) as in Lemma 5.1 we see using the bound on \( |H| \) and Lemma 4.3.
then
\[
\frac{d}{dt} \int_M Q_k^p d\mu \leq \int_M Q_k^{p-2} \left[ -pq_k|\nabla Q|^2 - p(p-1)|\nabla Q|^2 - H^2 Q_k^2 \right. \\
+ C_n Q_k + C_n|\nabla Q| \] d\mu
\]
\[
\leq \int_M Q_k^{p-2} [C_n Q_k^2 + C_n] d\mu - C_n \int_M pQ_k^{p-1}|\nabla Q| + (|H| + 1)Q_k^p d\mu
\]
\[
\leq C_2 \int_M Q_k^{p-2} + Q_k^p d\mu - C_1 \left[ \int_M Q_k^{\frac{n+1}{2}} d\mu \right]^{\frac{n-1}{n}}.
\]
where on the last line we used Corollary 4.4 with \( f = Q_k^p \). Choosing \( k > k_3 = \max \{ \sup_{x \in M_0} Q, k_1, k_2 \} \) and integrating with respect to time
\[
\sup_{t \in [0,T]} \int_M Q_k^p d\mu + C_1 \int_0^T \left[ \int_M Q_k^{\frac{n+1}{2}} d\mu \right]^{\frac{n-1}{n}} dt \leq C_2 \int_0^T \int_M Q_k^{p-2} + Q_k^p d\mu dt.
\]
We now deal with the left hand side as usual (see [5]), and so after repeated use of the Hölder inequality we have for even \( p \),
\[
\left( \int_0^T \int_M Q_k^{p(n+1)} d\mu dt \right)^{\frac{1}{n+1}} \leq C_n \int_0^T \int_M Q_k^{p-2} + Q_k^p d\mu dt \leq C_3 \|A(k)\|,
\]
where we used Lemma 5.1. For \( k_3 < h < k \), the Hölder inequality now implies
\[
|h - k|^p \|A(h)\| \leq \int_0^T \int_M Q_k^p d\mu dt \leq C_3 \|A(k)\|^{2 - \frac{n}{p+1}}.
\]
We may now apply Lemma 4.7 to get that \( \|A(k)\| = 0 \) for \( k = k_3 + D \) where
\[
D^p = C_3 2^{2+n} \|A(k_1)\|^{\frac{1}{p+1}}.
\]
Setting \( p = 4 \), by Proposition 5.2 the Theorem is proved.

6 Long time existence and convergence

We now state and prove the main Theorem.

**Theorem 6.1.** Suppose \( \Sigma \) is a torus of rotation, \( M_0 \) is a manifold satisfying the boundary condition that nowhere contains the vector field \( \theta \) in its tangent space. Then a solution to equation (7) with initial data \( M_0 \) exists for all time and converges uniformly to a flat cross-section of the torus.
Proof. We take \( \Omega \) to be a cross-section of the torus \( \Sigma \) and rewrite the manifold as a graph, \( u_0 \), over the cross-section as in section 2 so that the manifold may be parametrised by equation (2). At a point on the flowing manifold, this will be equal to the function \( \theta \). As noted in section 2, for both uniform parabolicity of equation (3) and a gradient estimate on \( u \) we need to bound the function \( \tilde{v} = \frac{1}{\langle \theta, \nu \rangle} \). We also note that while \( \tilde{v} \) is finite we may write \( M_t \) as a graph.

Since \( \tilde{v} = rv \), Theorem 5.3 gives the upper bound \( \tilde{v} \leq C \), and so we have both uniform parabolicity and a gradient estimate. Corollary 3.3 also gives \( C_0 \) bounds on \( u \). Therefore, by standard methods we have existence for all time. For example since equation (3) has linear boundary conditions, with trivial modifications we may apply the arguments of [8, Section 8.2 and Chapter 12].

For convergence we consider integrals of the derivatives of the graph over \( \Omega \). We have \( \frac{du}{dt} = - Hv \) and so using our gradient estimate and Corollary 4.6,

\[
\int_0^T \int_{\Omega} \left( \frac{du}{dt} \right)^2 \, dx \, dt \leq \int_0^T \int_M H^2 v^2 \, d\tilde{\mu} \, dt \leq C_2
\]

where \( C_1, C_2 > 0 \) are constants independant of \( T \).

We see that in coordinates \( |\theta|^2 = 1 - \langle \nu, \theta \rangle^2 = \tilde{v} - 1 \). Therefore using the gradient estimate again

\[
\int_0^T \int_{\Omega} |Du|^2 \, dx \, dt \leq C_3 \int_0^T \int_{\Omega} v^2 \tilde{v} \, dx \, dt = C_3 \int_0^T \int_M |\theta|^2 \, d\tilde{\mu} \, dt \leq C_4
\]

for constants \( C_3, C_4 > 0 \) where we used equation (9).

Therefore there exists a constant \( C > 0 \) such that

\[
\int_0^{\infty} \int_{\Omega} \left( \frac{du}{dt} \right)^2 + |Du|^2 \, dx \, dt \leq C .
\]

Writing \( u_{\Omega}(t) = \frac{1}{|\Omega|} \int_{\Omega} u(x,t) \, dx \) for the integral average of \( u \) at any time then by the Poincaré inequality, the above is enough to ensure that \( u(x,t) \to u_{\Omega}(t) \) uniformly as \( t \to \infty \). Since we also have from Corollary 3.3 that \( \inf_{x \in \Omega} u(x,t) \) is nondecreasing and \( \sup_{x \in \Omega} u(x,t) \) is nonincreasing then in fact \( u(x,t) \) converges uniformly to a constant as \( t \to \infty \). This corresponds to uniform convergence of \( M_t \) to a flat cross-section of the torus.

\[ \square \]
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