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Numerous occupational cohort mortality studies have observed exposure-response curves to have an increasing slope at low exposure levels that attenuates or even turns negative at high exposure levels. Examples discussed in this paper include dioxin, silica, 1,3-butadiene, cadmium, beryllium, radon daughters, diesel fumes, nickel, arsenic, and hexavalent chromium. Possible explanations for this phenomenon include (i) bias introduced by the healthy worker survivor effect, (ii) a depletion of the number of susceptible people in the population at high exposure levels, (iii) a natural limit on the relative risk for diseases with a high background rate, (iv) mismeasurement or misclassification of exposures, (v) the influence of other risk factors that vary by the level of the main exposure, and (vi) the saturation of key enzyme systems or other processes involved in the development of disease.

Key terms epidemiology, flat dose-response.

In our own work with occupational cohort studies, we have observed numerous examples of exposure-response curves, in which the relative risks for chronic diseases tend to attenuate or even decline at high cumulative exposures. At the National Institute for Occupational Safety and Health (NIOSH), we (LS and KS) have observed this phenomenon in 7 of the 10 studies in which we have participated and which included comprehensive exposure-response analyses. These included studies of ethylene oxide and lymphatic and hematopoietic neoplasms (1), dioxin and all cancers (2), silica and kidney disease (3), cadmium (4), beryllium (5), and diesel fumes and lung cancers (6). At the National Cancer Institute (NCI) one of us (MD) has observed this phenomenon in all three of the studies that he has been involved in that had positive exposure-response findings, which included studies of benzene and lymphopoietic neoplasms (7), silica and lung cancer (8), and acrylonitrile and lung cancer (9). One of us (IHP) has previously reported this phenomenon in her work summarizing six studies of arsenic exposure and lung cancer risk, of which four showed a clear flattening at high exposure levels and two were consistent with either a linear or a supralinear exposure-response pattern (10). Other investigators have also reported a similar exposure-response pattern in studies of 1,3-butadiene and leukemia [Delzell E, Sathiakumar N, Macaluso M, Hoeninga M, Larson R, Barbone F, et al. A follow-up study of synthetic rubber workers. Unpublished report submitted to The International Institute of Synthetic Rubber Workers, University of Alabama. Birmingham (AL), on 2 October 1995], radon daughters (11), and hexavalent chromium and lung cancer (12). Since relatively few occupational cohort studies have sufficient data to explore the shape of the exposure-response curve, the aforementioned findings are all the more striking.

Log-linear models have been the most commonly used models employed for exposure-response relationships in occupational cohort studies, with the exception...
of studies of radiation workers, in which additive linear relative risk models have been frequently used. However, in most of the aforementioned studies, the exposure-response had been found to be represented best by nonlinear relative risk models such as the “power” model (13), which has the following general form:

$$RR = \left(\frac{c + X}{c}\right)^\beta,$$

where RR is the rate ratio, c is a constant, X is cumulative exposure, and $\beta$ is the regression coefficient for exposure. The value of c is often fixed at a small number such as 1, or can be iteratively solved for (14). As an example, we have plotted (figure 1) the results from fitting a power model using conditional logistic regression to the data from a study of dioxin (15).

The phenomenon of a flat or sublinear exposure response has rarely been discussed in the occupational epidemiologic literature. In part, this lack of discussion may be a result of few investigators having examined the shape of the exposure-response relationship in detail in their studies, although this procedure is becoming a more common practice. Hertz-Picciotto & Smith (10) previously described this phenomenon in several studies of lung cancer and arsenic exposure and discussed the plausibility of several explanations for these findings. The purpose of our present paper is to call further attention to this issue, to elaborate on possible explanations, and to clarify the implications of this phenomenon for epidemiology and risk assessment.

**Possible explanations**

*Healthy worker survivor effect*

The healthy worker survivor effect refers to the tendency of workers with ill health to drop from the workforce and the effect this dropout may have on exposure-response relationships in which cumulative exposure is the measure of interest (16). The healthy worker survivor effect is part of the “healthy worker effect” (17). The other part of the healthy worker effect is bias introduced by the initial selection of workers healthy enough to work (“healthy initial hire effect”) and the use of general population rates for the comparison group, which includes people who are not healthy enough to work. The bias related to the “healthy initial hire effect” can be avoided by the use of comparisons within the cohort, and such avoidance is generally feasible when exposure-response relationships are being explored. The healthy worker survivor effect is more difficult to deal with and may introduce bias in exposure-response relationships because short-term workers are often less healthy than long-term workers (18, 19) and thus may leave the workplace for reasons either causally or incidentally related to the disease under study. Since short-term workers have higher disease rates than long-term workers, and since, by definition, their exposure is lower, this situation creates a problem of confounding, which could yield negative or flat exposure-response trends when duration or cumulative exposure (product of duration and intensity) is the exposure metric used.

The bias from the healthy worker survivor effect becomes more severe when the exposure itself causes people to leave work because it is noxious (eg, formaldehyde), or because it makes people sick (eg, silica). However, for many chronic diseases with appreciable latency periods and multifactorial origins (eg, cancer), the latter scenario is probably uncommon. Arrighi & Hertz-Picciotto (20) found that adjustment for the healthy worker survivor effect failed with several methods to change the shape of the exposure-response curve for lung cancer and arsenic exposure, and they concluded that it was unlikely to explain fully the nonlinear exposure-response relationship observed in these studies. In contrast, control for confounding by the healthy worker survivor effect using lagging or controlling for employment status did appear to change the exposure response from a flat to a positive slope in an analysis of cardiovascular disease and arsenic exposure (21).

*Depletion of susceptible persons*

If we presume that increasing exposure causes induces higher disease rates in a linear fashion, then there may come a point at which very high exposure levels would be expected to cause disease in virtually everyone in the exposed population. In practice, such a situation is never seen, in part possibly because for most, and possibly all, diseases some sectors of the population are more susceptible than others (eg, due to genetic polymorphisms conferring susceptibility) and there may be a
depletion of the pool of susceptible people after prolonged exposure. This phenomenon will then give rise to an attenuation of the exposure-response curve at high exposure levels, since the population at risk at high exposure levels contains relatively few susceptible people. As we are generally ignorant of who may be susceptible and who may not, we usually cannot limit our analyses to the susceptible population, for whom perhaps the exposure-response trend might be truly linear.

At higher exposure levels, the relationships between cigarette smoking and both lung and bladder cancer risk have been reported to attenuate (22, 23). It has been suggested that this phenomenon may be related to the saturation of the key enzymes involved in the metabolism of components of cigarette smoke, but currently there is little evidence to support this mechanism (22). At least one study provides evidence of susceptible members of the population being depleted. Xu et al (23) found increased lung cancer risk for those having at least one allele of the cytochrome p450 CYP1A1 gene MspI polymorphism. They also observed that the prevalence of this genotype decreased with cumulative exposure to cigarette smoking (pack-years). Thus a larger percentage of people with the high-risk genotypes had low exposures than those with low-risk genotypes; this imbalance, a type of confounding, could explain the flat exposure-response for cigarette smoking and lung cancer.

High background rates of disease

There is a natural limit to how large the relative risk can be when a disease is common among unexposed people. For example, if a disease had a lifetime risk of 25% among the unexposed, then the relative risk for an exposed cohort followed for a lifetime could not be greater than 4. Rate ratios are not as limited in this regard as relative risks, since rates of disease or death for any specific disease are theoretically not affected by (ie, are independent of) rates of other diseases. In mortality studies, for example, it is assumed that cause-specific death rates are independent. However, in general, it may be difficult for exposure to result in a very large increase in a cause-specific mortality rate when the cause is common than when it is rare. A high death rate from a specific cause among the exposed population will result in a large number of deaths from this cause at each age considered, and assumptions about the independence of cause-specific rates may not hold under these conditions (24). For example, it may not be possible for exposure to cause a very high rate of cardiovascular disease mortality (a common cause of death) due to exposure in the presence of a high background rate of other causes.

As a counter example, we present, in figure 2, the results from an exposure-response analysis for silica exposure and silicosis (25). In this analysis a power model was also fitted, but the resulting coefficient for cumulative exposure was greater than 1. This result produces an exposure-response pattern in which the slope of the curve increases with increasing exposure, rather than leveling off with increasing exposure as in the previous examples. The background rate for silicosis among people not occupationally exposed to silica is virtually zero, although a small number of cases might be expected because of possible false-positive X-ray diagnoses. This example illustrates the extent to which rate ratios are free to increase with exposure linearly, sublinearly, or even exponentially for diseases with a zero or low background rate.

A second example is angiosarcoma of the liver and vinyl chloride exposure. Simonato et al (26) have shown a greater than linear increase in rate ratios for angiosarcoma of the liver with increasing cumulative vinyl chloride exposure with rate ratios of 1, 6.8, 24.7, and 45.4 for cumulative exposure of approximately 1000, 4000, 8000, and 15000 (>10 000) ppm-years, respectively. This lack of a tailing off of the exposure-response curve has been confirmed by a recent update of follow-up (27), in which the exposure-response coefficient for the best-fitting model using the log of cumulative exposure is greater than 1.0, this finding indicating an upward trend (similar to that in figure 2) at higher exposures for angiosarcoma, a disease which has an extremely low background rate (1 per million).

It is noteworthy that nearly all of the examples (cadmium, arsenic, radon, hexavalent chromium, diesel) identified in this paper are from studies of lung cancer, which has a relatively high background lifetime risk (approximately 5%) in the populations studied. One of our examples involved all cancers (dioxin), which has approximately a 25% lifetime risk. Only two of our examples (butadiene and ethylene oxide) are for relatively rare cancers (lymphopoietic).
**Misclassification or mismeasurement of exposure**

In many common situations, misclassification (for categorical data) or mismeasurement (for continuous data) leads to a biasing of the estimated coefficients of log-linear relative risk models; the direction of this bias is generally towards the null \((28, 29)\). However, there are exceptions \((30, 31)\) in which trends may be overestimated (bias away from the null). Despite the complexity of the effects of misclassification and measurement error, it is clear that these phenomena can also lead to a flattening of the exposure-response relationship at high exposures for several reasons.

Dosemeci et al \((30)\) has shown how misclassification that is nondifferential with respect to disease status may lead to bias in the slope either away from or towards the null and could even reverse the direction of exposure-response relationships in analyses using polytomous exposure variables. It is easy to envision how nondifferential exposure misclassification could also result in the flattening of a truly linear exposure-response relationship at high exposure levels. This phenomenon could occur if there is a misclassification error for exposed workers and if there is no error for unexposed workers. This is frequently the case in occupational epidemiology, in which either the general population or an unexposed group of workers is used for reference and is clearly unexposed. This phenomenon may also occur when highly exposed workers are subject to more misclassification than those with lower exposures, which is frequently the case in occupational studies.

To illustrate this potential source of bias, we have performed a simulation in which an unexposed group and five exposed groups were created with 1000 persons in each group. A linear exposure-response relationship was assumed with relative risks of 1.5, 2.0, 3.0, 5.0, and 6.0 for the exposed groups (100, 200, 400, 800 and 1000 exposure units, respectively). We then introduced varying levels of misclassification error by randomly reassigning a varying percentage (ie, 25%, 50%, and 75%) of exposed persons to one of the five groups, with equal probability. The unexposed workers were not reassigned, and the exposed persons were not reassigned to the unexposed group. The simulation was repeated 100 times for each of the error levels. The mean results from these simulations are displayed in figure 3. A cubic spline smoother was fitted to the results using S-Plus2000 \((32)\) to illustrate the shape of the resulting exposure-response relationships. It can be seen that the exposure-response pattern becomes increasingly nonlinear and demonstrates a flattening of the exposure-response curve at high exposure levels as the proportion of randomly misclassified persons increases.

Systematic errors that lead to either an underestimation of low exposure levels or an overestimation of high exposure levels may also yield an exposure-response curve that will attenuate at higher exposure levels. Inhalation exposure to arsenic and lung cancer risk is an example of how systematic errors in exposure estimates may lead to an attenuation of the exposure-response relationship at high exposure levels. Lubin et al \((33)\), in an analysis of Montana copper smelter workers exposed to arsenic, found that the exposure-response relationship was linear; whereas previous analyses of this cohort had indicated a concave relationship \((10, 34)\). The suggested explanation for this discrepancy was that respirator use reduced the inhaled dose for workers whose jobs were in areas of the plant where arsenic exposure was highest \((33)\). Failure to take into account the use of respirators resulted in an overestimation of exposure among highly exposed workers and gave rise to an apparent concave relationship.

Regarding exposure mismeasurement in analyses using continuous exposure variables, even if the error is random, either the attenuation or enhancement of an exposure-response trend may occur. Armstrong \((29)\) has shown that, in a “classical” error measurement situation, when errors are independent of the true exposure, exposure-response relationships are attenuated in relative risk models, in a manner similar to the well-known attenuation in linear regression models. A similar phenomenon can occur with respect to “Berkson” measurement error, although this situation is more complicated and in some situations attenuation does not occur \((28, 35, 36)\).

Measurement error in some occupational studies can be more severe at high than at low exposure levels; in such cases the attenuation of the slope or flattening of the exposure-response curve would be greater at the high end of the exposure distribution. For example, the highest exposure group in the NIOSH dioxin cohort consisted,
in large part, of workers who cleaned up spills, and it is known that there was a large degree of variability in the exposure levels of this group. Exclusion of this group from the analysis resulted in a more linear exposure-response relationship than the results for the whole cohort (37).

Influence of other risk factors

The failure to address the influence of other risk factors adequately in an analysis can lead to distortion of the exposure-response curve from either confounding or effect modification. If a risk factor for the disease under study was more prevalent among people with low exposure than among those with high exposure, then the result could be a flattening of the exposure-response curve at high levels. For example, it may be possible that short-term workers, who would also generally have lower cumulative exposure, are more likely to experience exposures to occupational hazards from other jobs or to be smokers or have other adverse habits than long-term workers do (10). Most occupational studies lack information on employment or exposures experienced outside of the study facility, and many lack information on tobacco consumption.

It is also conceivable that effect modification could produce an attenuation of the slope at high exposure levels. This phenomenon would occur if the effect modification was exposure dependent and was stronger at low exposure levels than at high exposure levels. For example, Hertz-Picciotto et al (38) pointed out that the interaction between smoking and residential (ie, low) exposure to arsenic was multiplicative, whereas the interaction between smoking and occupational (ie, high) exposure was less than multiplicative. In this situation one would expect to observe a stronger slope at low exposure levels than at high exposure levels, even if smoking were nondifferentially distributed with respect to exposure (38).

Saturation of effect

There are situations in which it is biologically plausible that the response flattens at higher doses because additional exposure intensity is simply biologically irrelevant. Such a situation occurs, in general, when external exposure (exposure intensity) is not proportional to the biologically relevant internal dose. One example is occupational exposure to radon daughters and lung cancer. It has been suggested that the saturation in the exposure-response relationship for lung cancer and radon exposure may be explained by the fact that there are multiple traversals of the cell nuclei by alpha particles at high exposure levels that are “redundant” in that only one traversal is necessary to initiate cancer (39).

Another example is the exposure-response for heart disease and cigarette smoking, which does not increase in a linear fashion with increased intensity of exposure. Law et al (40) have suggested that the lack of a linear increase in risk with increasing exposure may occur because increased platelet aggregation is the principal mechanism causing the excess risk and such aggregation occurs with a very low exposure level, but does not increase appreciably with an increased exposure level. These authors also suggested that the seemingly disproportionate risk of environmental tobacco smoke with respect to heart disease (large effect at a low exposure level) may be due to the same phenomenon.

Finally, in toxicology, there are numerous examples of saturable enzyme systems and their impact on exposure-response relationships (41). A classic example is vinyl chloride, which is metabolically activated to a reactive species by cytochrome P450 enzymes. Figure 4 illustrates the results from two inhalation experiments with rats exposed to vinyl chloride. The amount of radioactive metabolites was quantified following exposure to 14C-labeled vinyl chloride in one experiment (42), and the incidence of liver angiosarcoma following chronic exposures was assessed in the other (43). Both the tumor response and the metabolism of vinyl chloride appear to attenuate at exposure levels exceeding 500 ppm.

Concluding remarks

Our primary objective in writing this paper was to call attention to what we believe is a common phenomenon in occupational cohort studies, which is the observation of exposure-response relationships that attenuate at high levels of exposure. This phenomenon was also noted in...
earlier work by Hertz-Picciotto & Smith for studies of arsenic exposure (10), but our experience suggests that it may be a more common phenomenon than previously recognized. The observation that these exposure-response patterns may commonly occur has important implications for how we analyze and interpret the findings of these studies. For example, a linear exposure-response relationship for relative risks (rate ratios, odds ratios, standardized mortality ratios) is assumed in a commonly used procedure for testing trends in categorical data (eg, Mantel-Haenzel extension test) (44). The form of the logistic, Cox, and Poisson regression models that most epidemiologists have been using assumes an exponential relationship between exposure and the odds ratio, hazard ratio, or rate ratio and thus that these response measures increase in a more than linear manner with increasing exposure. These tests and models may lead to a false rejection of a positive exposure-response relationship if, in fact, relative risks tend to attenuate at higher exposure levels. Evidence for an exposure-response relationship is one of Bradford-Hill’s criteria for supporting causality (45), and it is viewed by many epidemiologists as one of the more critically important criteria. It is also a criterion that often weighs heavily in qualitative assessments of risk, such as the cancer classifications developed by agencies such as the International Agency for Research on Cancer (IARC). It seems particularly inappropriate to reject a causal relationship between exposure and disease altogether because of a lack of a linear exposure-response trend when a nonlinear relationship may be just as plausible for the reasons discussed in this paper.

Our findings also have important implications for the field of quantitative risk assessment. Many regulatory agencies (eg, the Environmental Protection Agency in the United States) have utilized a linear relative risk model as the default for cancer risk assessments based on epidemiologic data (46). One justification for this use has been based on a multistage theory of cancer (47), which suggests that the dose-response relationship for carcinogens should be linear at low exposure levels. However, the appropriateness of this assumption will depend partly on the shape of the exposure-response relationship, and it would seem inappropriate in a case in which a linear model does not appear to fit the epidemiologic data. In this case it may be preferable to fit a number of parametric models and nonparametric (eg, splines) or more flexible biological models (eg, two-stage clonal expansion model) to evaluate potential departures from nonlinearity (14). On the other hand, if the nonlinearity observed in the epidemiologic data is from the healthy worker survivor effect, depletion of susceptible members of the population, or measurement error, then extrapolating to low exposure levels using a nonlinear model may produce biased risk estimates. For example, Stayner et al (4) and Steenland et al (15) chose a linear or piecewise linear model for their cadmium and dioxin risk assessments even though a power model fit the data better because the use of the power model would have resulted in unrealistically high risk estimates at low exposure levels. Of course, extrapolating beyond the range of one’s data is always a hazardous task, and, ideally, it should be based upon a biological understanding of the mechanism involved in the disease process whenever possible. Unfortunately our understanding of the disease process has generally been primitive at best, and thus choosing a model for extrapolating beyond the range of epidemiologic data will continue to be a difficult and contentious decision.

Identifying methods to correct the attenuation of exposure-response trends is problematic in part because one rarely knows the reason for the attenuation, but there are some potential solutions. Collecting additional or better information on exposures or covariates may be the only solution for some issues, like the failure to consider the influence of other risk factors. If the attenuation is due to the saturation of a key metabolic pathway or other biological systems, then the attenuation is a real phenomenon, and, in principle, no correction is necessary. However, in this case, improved risk predictions, particularly at low exposures, may be obtained by fitting models using an appropriate biological marker of the target tissue dose, or an estimated dose based on a toxicokinetic model (48), which may linearize the exposure-response relationship. Methods exist for correcting for the healthy worker survivor effect, and they have been applied to correct attenuated or negative exposure-response relationships with varying success (20, 21). Methods also exist for correcting for the mismeasurement or misclassification of exposure (49). These methods have been designed for nutritional studies when a more accurate measurement of exposure (“gold standard”) is available for a sample of the study subjects. Unfortunately a “gold standard” for a sample of the workers is rarely available in occupational cohort mortality studies. Finally, an approach that does not require any assumptions about the cause of the attenuation is to simply drop workers with high exposures from the analysis. For example, Park et al (50), in an analysis of silicosis morbidity and mortality, found that the response decreased at high silica exposure levels, and they presented exposure-response models in which the analysis was truncated at a level at which the exposure-response was linear. This approach may be appropriate if one has adequate data at low exposure levels and if one is only interested in the exposure-response relationship at lower levels of exposure.

We wish to emphasize that all of our examples pertain to studies of chronic diseases in which cumulative...
exposure measures were used. It is not clear to what extent this phenomenon may occur in studies of acute effects or in studies that utilize other measures of exposure (eg, average exposure). Some of the factors that we have identified as possible causes of this phenomenon may not be applicable. For example, the healthy worker survivor effect is unlikely to have an impact on studies that use average exposure, since this factor is generally independent of duration of exposure. On the other hand, in some circumstances, the saturation of an enzymatic pathway might also impact an exposure-response relationship involving an acute effect. Another caveat is that our focus has been restricted to multiplicative models for describing the relationship between exposure and relative risks (eg, rate ratios, odds ratios, or actual relative risks). The phenomena may be model-specific and would not necessarily apply to additive models of absolute rates.

We also note that the phenomenon we describe is not universal and that counter examples can be found in the literature. For instance, at least 11 studies of radon-exposed miners have been conducted, and 9 of these have demonstrated a linear exposure-response relationship (51). The study of Colorado plateau miners (11) that was cited in this paper was the only one to demonstrate clearly statistically significant nonlinearity, although nearly statistically significant (P=0.06) nonlinearity was observed in the exposure-response relationship of a study of miners in Czechoslovakia, because of a drop of risk at high exposure levels. The fact that an attenuation of the exposure-response relationship has not been consistently observed in the literature for radon may argue against certain explanations (eg, saturation of effect), and for others (eg, bias related to the healthy worker survivor effect or exposure misclassification).

In this paper we have discussed several potential explanations for why exposure-response relationships seem to frequently attenuate with increasing exposure levels in occupational cohort mortality studies. It is probable that there is not just one reason for these findings and that the explanation for these exposure-response effects may vary by compound and study cohort. Other potential explanations not identified in this paper may emerge. It is our hope in writing this paper to raise an awareness of this issue and to generate a discussion of solutions to what we believe is a common phenomenon in occupational epidemiology.
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