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1 INTRODUCTION

Precise and accurate estimation of stellar parameters (e.g., $T_{eff}$, $g$, and $[Fe/H]$) for cool giants is important to characterize stellar populations in different Galactic and extragalactic environments. However, such estimation is a longstanding challenge because of the complex molecular near-photospheric environment of cool giants. The Near-Infrared (NIR) spectral region is of much interest for studying cool giants ($T_{eff}$ $\sim$ 3000–5000 K) as they emit maximum energy (peak near 1 $\mu$m) in the NIR. Also, the NIR regime suffers relatively less extinction than the optical allowing us to probe long distances in the Galaxy. The majority of previous works especially focus on the NIR $K$-band spectral features such as Na I at 2.20 $\mu$m, Ca I at 2.26 $\mu$m and $^{12}$CO at 2.29 $\mu$m sensitive to $T_{eff}$, log $g$ and $[Fe/H]$ for estimating stellar parameters (Kleinmann & Hall 1986; Origlia et al. 1993; Wallace & Hinkle 1997; Ramirez et al. 1997; Meyer et al. 1998; Förster Schreiber 2000; Lançon & Wood 2000; Ramírez et al. 2000; Froehlich et al. 2001; Ivanov et al. 2004; da Silva et al. 2006; Pfuhl et al. 2011; Cesetti et al. 2013; Schultheis et al. 2016; Ghosh et al. 2019, 2021b). However, at $\lambda > 1.8$ $\mu$m, the presence of hot dust and active galactic nuclei (AGN) contribute significantly towards the continuum emission and can heavily veil stellar photospheres (Meyer et al. 1998). Thus, $K$-band spectral features could be diluted and become unsuitable for estimating stellar parameters. On the other hand, such contamination of spectral features becomes insignificant at $\lambda < 1.8$ $\mu$m making the $H$-band atmospheric window suitable for stellar population studies. In addition, the minimum opacity at 1.6 $\mu$m allows us to probe deepest into the stellar photosphere (e.g., Lançon & Rocca-Volmerange 1992).

Since the pioneering work of Johnson & Méndez (1970), a limited number of works have been done to explore the behaviour of spectral features in the $H$-band atmospheric window especially focusing on the NIR $H$-band spectral region covering a wider metallicity range ($-2.35 < [Fe/H] < 0.5$ dex) than in earlier works. Degrading the spectral resolution to $R \sim 1200$, we estimated equivalent widths of several important spectral features, and the behavior of spectral features with stellar parameters are studied. Also, the empirical relations for deriving $T_{eff}$ and $[Fe/H]$ are established in the Bayesian framework. We found that $^{12}$CO at 1.56 $\mu$m and 1.62 $\mu$m, and $^{12}$CO+MgI at 1.71 $\mu$m are the best three $T_{eff}$ indicators with a typical accuracy of 153 K, 125 K and 107 K, respectively. The cubic Bayesian model provides the best metallicity estimator with a typical accuracy of 0.22 dex, 0.28 dex, and 0.24 dex for FeH at 1.62 $\mu$m, $^{12}$CO at 1.64 $\mu$m, and Fe I at 1.66 $\mu$m, respectively. We also showed a detailed quantitative metallicity dependence of $T_{eff}$–EWs correlations defining three metallicity groups, supersolar ($[Fe/H] > 0.0$ dex), solar ($-0.3 < [Fe/H] < 0.3$ dex), and subsolar ($[Fe/H] < -0.3$ dex), from Hierarchical Bayesian modelling. The difference between the solar and subsolar relationship is statistically significant, but such difference is not evident between the solar and supersolar groups.
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window with stellar parameters at different spectral resolutions (e.g., Lançon & Rocca-Volmerange 1992; Origlia et al. 1993; Dallier et al. 1996; Meyer et al. 1998; Ivanov et al. 2004; Rayner et al. 2009; Villaume et al. 2017; Park et al. 2018; Ghosh et al. 2019). These studies reveal that spectra in the H-band atmospheric window are very complex for cool giants and thus, the identification of spectral features is a challenge. This is because of the presence of many relatively weak metal absorption features (e.g., Mg I at 1.50 μm and 1.71 μm, Fe I at 1.60 μm and 1.65 μm, and Al I at 1.67 μm), the second CO overtone vibrational-rotational bands, and OH lines. Some of these spectral features are found to be good indicators for $T_{\text{eff}}$ (e.g., $^{12}\text{CO}$ at 1.62 μm, Al I at 1.67 μm), $\log g$ ($^{12}\text{CO}$ at 1.62 μm) and luminosity class (e.g., ratio of $^{12}\text{CO}$ at 1.62 μm to Si I at 1.59 μm, ratio of $^{12}\text{CO}$ at 1.62 μm to sum of Mg I at 1.50 μm and 1.71 μm) and thus, these features can be used for stellar population studies (Origlia et al. 1993; Meyer et al. 1998; Ivanov et al. 2004; Park et al. 2018; Ghosh et al. 2019). Origlia et al. (1993) was the first to study the comparative behaviour of H-band indices (Si I at 1.59 μm and CO at 1.62 μm) with K-band CO at 2.29 μm and demonstrated the advantages of using spectral indices at around 1.6 μm in presence of hot dust from the measurements of the Seyfert galaxy NGC 1068. Subsequently, a few empirical relations were established between various spectral features and stellar parameters – $T_{\text{eff}}$ and $\log g$ (see, Meyer et al. 1998; Ivanov et al. 2004; Park et al. 2018; Ghosh et al. 2019). A very recent study of Morelli et al. (2020) describes special mention who presented a qualitative analysis of a number of spectral indices with stellar parameters for H-band atmospheric window as well as for Y, J, and L-bands atmospheric windows using the low-resolution ($R \sim 2000$) spectra from Infrared Telescope Facility (IRTF) spectral library (Rayner et al. 2009). In addition, the H-band atmospheric window has been extensively acknowledged in literature to derive chemical abundances of cool giants at different Galactic locations because of the rich concentration of both metal and molecular lines (e.g., Origlia & Rich 2004; Ryde et al. 2010; Valenti et al. 2015; Böeck Topeu et al. 2020). The ongoing large-scale high-resolution ($R \sim 22500$) stellar spectroscopic survey like Apache Point Observatory Galactic Evolution Experiment (APOGEE) is looking for all Milky Way components for detailed chemical and kinematic information using the H-band atmospheric window (1.51–1.70 μm) of the electromagnetic spectrum. To summarize, we opine that although previous studies of H-band atmospheric window are more limited than those in the K-band window, the former offers many important diagnostic spectral features for characterizing different stellar populations. However, accurate, prior knowledge of the behaviour of the spectral features with a broad parameter coverage, precisely metallicity, is required for the precise characterization.

In this work, we aim to provide easy-to-use reliable diagnostic tools based on the H-band spectral features of well-characterized sample stars. The beauty of such diagnostic tools is that they are independent of any knowledge regarding the reddening and distance to the object. Also, we can derive stellar parameters very easily by measuring the line strength of spectral features. While we do not expect the precision to be as good as modelling the high resolution spectra, we expect these relations to be useful for estimating star properties, as well as confidence intervals on those estimates, for giant stars’ data from large low-resolution spectroscopic surveys. These empirical relationships will also be useful for stars which are not bright enough for high-resolution spectroscopy. Earlier works established empirical relations between spectral features and stellar parameters as stated above, however, the key limitation of earlier spectral libraries is a small number of stars with a narrow metallicity range. Thus, the behaviour of spectral features with metallicity was hardly explored. In this context, the second data release of the X-shooter stellar library (Gonneau et al. 2020) provides a wide metallicity coverage (−2.35 dex < [Fe/H] < 0.5 dex, Arentsen et al. 2019). The library, thus, enables to explore possible empirical relations between spectral features and parameters for a wide range of metallicity and study possible metallicity dependence on those empirical relations. Besides, this work helps to understand how precisely stellar parameters such as $T_{\text{eff}}$ and [Fe/H] can be obtained from low-resolution ($R \sim 1200$) H-band spectra. This would be highly valuable to understand the usefulness of low-resolution spectrographs for evaluating giant star properties.

The paper is organized as follows. Section 2 describes the sample giants used for this work and section 3 deals with our new results and discussion. Finally, the summary of the work and conclusions are drawn in section 4.

2 SAMPLE SELECTION

We made use of the second data release of the X-shooter stellar library (Gonneau et al. 2020), which contains 813 spectra for 666 stars of various spectral types. The spectra were observed in the wavelength range 0.3–2.5 μm at a spectral resolution ($R \sim 10000$) using the X-shooter spectrograph on ESO’s VLT (Vernet et al. 2011). These stars are located at different Galactic locations such as in star clusters, Galactic disc, in the Galactic bulge, and in the Magellanic Clouds. The details about sample selection, observing strategy, data reduction, and calibration can be found in Gonneau et al. (2020). The library contains a total of 381 cool giants ($T_{\text{eff}} < 5000$ K). However, a number of stars (141 stars) were retrieved as supergiants, Mira variables, and OH/IR stars from the SIMBAD database. These stars are rejected from our sample to minimize the selection bias as supergiants have stronger bands strength than normal giants and spectra of long-period variables (Mira and OH/IR stars) show pulsation dependent variation (Lançon & Wood 2000; Ghosh et al.
We refer to Arentsen et al. (2019) and the Medium-resolution INT Library of Empirical Spectra, which was based on the small number of cool giants (Barroso et al. 2011). Furthermore, 33 stars out of the remaining 240 are observed more than once. Thus, a total of 177 cool giants were obtained for this work. We adopted $T_{\text{eff}}$ and [Fe/H] of sample giants from Arentsen et al. (2019) that are derived using the full-spectrum fitting package University of Lyon Spectroscopic analysis Software (ULYSS, Koleva et al. 2009) and the Medium-resolution INT Library of Empirical Spectra (MILES) library (Sánchez-Blázquez et al. 2006; Falcón-Barroso et al. 2011). We refer to Arentsen et al. (2019) for additional details about the parameter-estimation procedure. Stars with more than one observation, the straight mean of the various measurements is taken. The uncertainties in estimation are 26–132 K and 0.14–0.21 dex in $T_{\text{eff}}$ and [Fe/H], respectively. Fig. 1 displays $T_{\text{eff}}$ and [Fe/H] distribution of the sample and the parameters of the sample stars are listed in Table 1. Subsets of sample giants are presented in Fig. 2. Our sample spans in a wider range of stellar parameters space ($T_{\text{eff}}$ $\sim$ 3000–5000 K and [Fe/H] $\sim$ −2.35 to +0.5 dex) than in the past. Because of the wide range of parameter distribution, we can establish empirical relations between spectral features and stellar parameters for a wide range of metallicity and explore possible metallicity dependence on those empirical relations.
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In this work, we selected the H-band atmospheric window and computed equivalent widths (EWs) of a number of prominent spectral features. Mg I at 1.50 μm (Mg150), K I at 1.52 μm (K152), Fe I at 1.53 μm (Fe153), H I at 1.57 μm (H157), and CO at 1.66 μm (CO166) were obtained for this work. We adopted $T_{\text{eff}}$ and [Fe/H] of sample giants from Arentsen et al. (2019) that are derived using the full-spectrum fitting package University of Lyon Spectroscopic analysis Software (ULYSS, Koleva et al. 2009) and the Medium-resolution INT Library of Empirical Spectra (MILES) library (Sánchez-Blázquez et al. 2006; Falcón-Barroso et al. 2011). We refer to Arentsen et al. (2019) for additional details about the parameter-estimation procedure. Stars with more than one observation, the straight mean of the various measurements is taken. The uncertainties in estimation are 26–132 K and 0.14–0.21 dex in $T_{\text{eff}}$ and [Fe/H], respectively. Fig. 1 displays $T_{\text{eff}}$ and [Fe/H] distribution of the sample and the parameters of the sample stars are listed in Table 1. Subsets of sample giants are presented in Fig. 2. Our sample spans in a wider range of stellar parameters space ($T_{\text{eff}}$ $\sim$ 3000–5000 K and [Fe/H] $\sim$ −2.35 to +0.5 dex) than in the past. Because of the wide range of parameter distribution, we can establish empirical relations between spectral features and stellar parameters for a wide range of metallicity and explore possible metallicity dependence on those empirical relations. In this work, we selected the H-band atmospheric window and computed equivalent widths (EWs) of a number of prominent spectral features. Mg I at 1.50 μm (Mg150), K I at 1.52 μm (K152), Fe I at 1.53 μm (Fe153), H I at 1.57 μm (H157), and CO at 1.66 μm (CO166) were obtained for this work. We adopted $T_{\text{eff}}$ and [Fe/H] of sample giants from Arentsen et al. (2019) that are derived using the full-spectrum fitting package University of Lyon Spectroscopic analysis Software (ULYSS, Koleva et al. 2009) and the Medium-resolution INT Library of Empirical Spectra (MILES) library (Sánchez-Blázquez et al. 2006; Falcón-Barroso et al. 2011). We refer to Arentsen et al. (2019) for additional details about the parameter-estimation procedure. Stars with more than one observation, the straight mean of the various measurements is taken. The uncertainties in estimation are 26–132 K and 0.14–0.21 dex in $T_{\text{eff}}$ and [Fe/H], respectively. Fig. 1 displays $T_{\text{eff}}$ and [Fe/H] distribution of the sample and the parameters of the sample stars are listed in Table 1. Subsets of sample giants are presented in Fig. 2. Our sample spans in a wider range of stellar parameters space ($T_{\text{eff}}$ $\sim$ 3000–5000 K and [Fe/H] $\sim$ −2.35 to +0.5 dex) than in the past. Because of the wide range of parameter distribution, we can establish empirical relations between spectral features and stellar parameters for a wide range of metallicity and explore possible metallicity dependence on those empirical relations.
3 RESULTS AND DISCUSSION

3.1 Behaviour of selected features with stellar parameters

We first studied the behaviour of all relevant spectral features as mentioned in the earlier section with stellar parameters ($T_{\text{eff}}$ and $[\text{Fe/H}]$). The behaviour of those lines with $T_{\text{eff}}$ and $[\text{Fe/H}]$ is presented in Figs. 3 and 4. It can be seen that the measured EWs have negative to positive values. EWs of zero or negative values represent very weak or absence of specific lines. We did not modify negative EWs to zero to preserve the statistical nature of the data. Only measurements with positive EWs were considered for further study. These data points lie above the dotted line as shown in Figs. 3 and 4.

As can be seen from Fig. 3, the majority of indices (Mg150, K152, Fe153, H155, CO156, Mg157, FeH158, CO160, Fe161, CO162, FeH162, CO164, CO166, Al167, H168 and COMg171) show a strong dependence on $T_{\text{eff}}$, while H157, Si159, H161 and Fe166 show weak or no dependence on $T_{\text{eff}}$. The strong dependence of spectral lines on $T_{\text{eff}}$ is however over different temperature and metallicity ranges, for example, Mg150, K152, H155, Mg157, COMg171 at $[\text{Fe/H}] < -1.5$ dex, Fe153, Fe161 and FeH152 at $T_{\text{eff}} < 4500$ K and CO156, FeH158, CO160, CO162, CO164, CO166, Al167, H168 over the entire parameter space of the sample. Furthermore, Mg150, K152, Fe153, H155, CO156, Mg157, FeH158, CO160, Fe161, CO162, FeH162, CO164, CO166, Al167, and COMg171 lines display a negative correlation with $T_{\text{eff}}$ i.e. the line strength increases as $T_{\text{eff}}$ decreases, while H168 shows a positive correlation. However, some of them display a large scatter. This may be because of the large metallicity coverage of our sample stars. Eyeballing $T_{\text{eff}}$–EWs behaviour presented in Fig. 3 shows very tight correlation for K152, H155, CO156, CO162, FeH162, CO166, Al167, H168 and COMg171. These lines can be used as a potential $T_{\text{eff}}$ indicator. In fact, previous studies such as Origlia et al. (1993); Meyer et al. (1998); Ivanov et al. (2004); Park et al. (2018); Ghosh et al. (2019) already found
Figure 3. Variations of the $H$-band spectral features as a function of effective temperature. See the text for the detailed discussion. The colour bar represents the metallicity of each star. The dotted line separates positive and negative EWs on the plot.

Figure 4. Variations of the $H$-band spectral features as a function of metallicity discussed in the text. The colour bar represents the effective temperature of each star. The dotted line separates positive and negative EWs on the plot.
that some of the lines such as CO156, CO162, Al167, and CO Mg171 are very sensitive to \( T_{\text{eff}} \). Here, we confirmed the same trends for those lines with sample stars having a large coverage in the metallicity space. Furthermore, CO156 appears to be the strongest feature in the \( H \)-band atmospheric window in this study, however, it is unlikely to be the case as described by Origlia et al. (1993) (see Sec 3.1 of the paper). The possible reason of such discrepancy could be the significant contribution coming from Fe I at 1.56 \( \mu \text{m} \) line.

A variation of the EWs with metallicity is also evident in Fig. 4. A strong correlation is noticeable for FeH162, CO164, and FeI66 over the almost entire range of metallicity. Thus, these features can be used as a possible metallicity indicator in the \( H \)-band atmospheric window. However, a few giants with \([Fe/H] \sim 0.0\) dex do not follow the same metallicity trends for FeH162 and CO164, rather they appear as a bimodal-like distribution. We found that these stars are mainly relatively warmer giants \((T_{\text{eff}} \geq 4500 \text{ K})\) with log \( g \geq 2.0 \) dex. Thus, the line strength of these stars becomes weaker in comparison to other giants at the same metallicity. Also, Si159 shows monotonic trends on metallicity below \([Fe/H] < -1.2 \) dex. However, Si159 is severely contaminated with Fe I line at 1.60 \( \mu \text{m} \) (Morelli et al. 2020). Furthermore, other spectral indices investigated here have weak or no correlation with metallicity. Even the metallic lines such as Mg150, Mg157, Fe161, Al167, and CO Mg171 rather serve as \( T_{\text{eff}} \) indicators than \([Fe/H] \). This may be due to contamination by other lines.

### 3.2 Empirical relations

To establish empirical relations, we carried out Bayesian analysis between stellar parameters and EWs of spectral features. The Bayesian analysis is based on Bayes’ theorem, which comes strictly from the conditional probability. The theorem can be represented as

\[
P(\theta | D) = \frac{P(D | \theta)P(\theta)}{P(D)},
\]

where \( D \) is the measured EWs, and \( \theta \) is the model parameters, such as \( T_{\text{eff}} \) and \([Fe/H] \). \( P(\theta) \) represents the priors on the model parameters. \( P(D) \) is the probability of the observed data for normalisation. To define a descriptive model for the Bayesian analysis, we considered regression equations (linear or quadratic or cubic), which can be denoted mathematically as follows.

\[
\hat{z} = m_0 + a \times x
\]

for the linear regression of a individual spectral feature, \( \hat{z} = m_0 + a \times x + b \times y \) for the linear regression of a combination of two spectral features, \( \hat{z} = m_0 + a \times x + c \times x^2 \) for the quadratic regression of a individual spectral feature, \( \hat{z} = m_0 + a \times x + b \times y + c \times x^2 + d \times y^2 \)

for the quadratic regression of two spectral features, and \( \hat{z} = m_0 + a \times x + c \times x^2 + e \times x^3 \)
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for the cubic regression of an individual spectral feature, where \( \hat{z} \) represents the predicted \( T_{\text{eff}} \) or \([Fe/H] \), \( x \) and \( y \) are EWs of spectral features, and \( m_0, a, b, c, d, \) and \( e \) are the coefficients of the regression equation. To consider the random variation of actual \( z \) around the predicted \( \hat{z} \) and to make the inference robust against outlier due to stellar contamination, we assumed that actual \( z \) are distributed randomly according to a Student’s \( t \)-distribution around the predicted \( \hat{z} \) and with standard deviation \( \sigma_z \) as
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3.2.1 Specifying prior distribution on parameters

In Bayesian statistics, model parameters $m_0$, $a$, $b$, $c$, $d$, and $e$ should not be treated as fixed variables. In fact, they are also coming from distributions. However, prior distribution on the parameters should be specified in such a way that it has virtually no biasing effect on the resulting posterior distribution. We chose the non-informative (noncommittal and vague) priors that are distributed as normal distributions with the following mean ($\mu$) and standard deviation: $m_0 = 4800$ K $\pm$ 1500 K and $a$, $b = -100$ K $\pm$ 1500 K for $T_{\text{eff}}$ – EWs relations, and $m_0$, $a$, $b$, $c$, $d$, $e = 1$ dex $\pm$ 10 dex for [Fe/H] – EWs relations.

3.2.2 Model implementation

We implemented our probabilistic models in PyMC3 for automatic Bayesian inference (Salvatier et al. 2016). PyMC3 uses a No-U-Turn Sampler (NUTS), a self-tuning variant of Hamiltonian Monte Carlo (HMC) to fit the model. Three independent sampling chains were run for 500 tunes and 2000 draw iterations. The posterior distributions of model parameters were then investigated to study the credibility across parameter values.

3.2.3 Posterior distribution and temperature indicators

For new empirical relations, Mg150, K152, Fe153, H155, CO156, Mg157, FeH158, CO160, Fe161, CO162, FeH162, CO164, CO166, Al167, H168, and COMg171 lines were undertaken. We first adopted the linear model of equation 6 to fit the linear relationship between $T_{\text{eff}}$ and EWs of spectral features. Using the values of priors of model parameters as previously mentioned, the data were fitted in the Bayesian framework. Three independent sampling chains for the individual parameters converged well to the same posterior distribution for all spectral features. Fig. 6 shows the linear Bayesian fit of the $T_{\text{eff}}$ versus EWs relation for CO162, Al167, and COMg171. The blue symbols refer to the data used for the Bayesian fit. Blackline is the best fit, and the grey shaded regions are the 1 and 2 sigma intervals of the fitted model. The bottom panel of Fig. 6 displays the posterior distribution of model parameters. The 95% Highest Density Interval (HDI) is also marked by the black bar on the floor of the posterior distributions in Fig. 6 which yields parameter values of a total probability of 95%. Fig. 6 also shows that the most credible parameters mimic the data very well. It is to note that we provide figures for linear fit and posterior distribution for other features as supplementary material for the readers’ convenience. The summary of the posterior distributions and Bayesian information criteria (BIC) are listed in Table 3 for all spectral features. In addition, Table 3 gives the standard error of estimate before and after the 2$\sigma$ clipping (SEE and SEE_{2sigmaclip}, respectively), the no. of points remaining after 2$\sigma$ clipping ($N_{2sigmaclip}$) and the range of $T_{\text{eff}}$ and [Fe/H] after the 2$\sigma$ clipping (Range_{2sigmaclip}) for various relations. It should be noted that 2$\sigma$ clipped data were only used for the estimation of SEE.

As can be seen from Table 3, several spectral features such as CO156, CO160, Fe161, CO162, FeH162, CO166, Al167, H168, and COMg171 are good indicators of $T_{\text{eff}}$ with a SEE_{2sigmaclip} less than 200 K. The posterior distribution of the fitted model parameters in the bayesian models also provide us an estimate of the precision by which each model predicts the $T_{\text{eff}}$ given a precise EW measurement. We calculated the 95% HDI width of the $T_{\text{eff}}$ predicted by each model for a uniform grid of EW values. A higher precision model will have smaller HDI for the $T_{\text{eff}}$ precision. Uncertainty from the EW measurement is not considered in this comparison. It is evident from Fig. 7 that both CO156 and CO162 are the best $T_{\text{eff}}$ predictors at $T_{\text{eff}} > 4000$ K, however, at $T_{\text{eff}} < 4000$ K, CO156, CO162 and COMg171 provide the best prediction. Thus, we validated CO156 and CO162 above 4000 K (to 5000 K), and CO156, CO162, and COMg171 below 4000 K for precise estimation of $T_{\text{eff}}$ for cool giants. The typical accuracies of these three models are 153 K, 123 K and 107 K, respectively. Depending on the EW measurement precision and stellar temperature, this figure can be used to select a set of most useful line models for $T_{\text{eff}}$ calculation.

Furthermore, we compared our $T_{\text{eff}}$ – EWsCO162 relationship with that of Ghosh et al. (2019) (red dashed line in Fig. 6), which was established using 107 solar-neighbourhood giants. A significant difference between two relationship is apparent at $T_{\text{eff}} > 3500$ K. The $T_{\text{eff}}$ tends to be overestimated by up to ~ 210 K if empirical relation of Ghosh et al. (2019) is adopted for $T_{\text{eff}}$ estimation. The difference could be because of the systematics between the two methods used to measure atmospheric parameters of the sample giants or the large metallicity range of our sample.

The linear empirical solutions between $T_{\text{eff}}$ and CO156, CO162, and COMg171 were then applied to each star (excluding outliers) in the sample, and the resulting $T_{\text{eff}}$ values were compared to the literature value as displayed in Fig. 8. The mean and standard deviation of the fit residuals are $\Delta T_{\text{eff}, \text{Avg}} = 24$ K and $\sigma_{T_{\text{eff}}} = 151$ K for CO156, $\Delta T_{\text{eff}, \text{Avg}} = -9$ K and $\sigma_{T_{\text{eff}}} = 123$ K for CO162, and $\Delta T_{\text{eff}, \text{Avg}} = -11$ K and $\sigma_{T_{\text{eff}}} = 106$ K for COMg171, respectively.

From Fig. 6, it is evident that the EWs and $T_{\text{eff}}$ relationships do not follow a similar linear trend at $T_{\text{eff}} > 4700$ K. Also, our estimated $T_{\text{eff}}$ show a deviation from the literature values above the same temperature (see Fig. 8). It is expected as spectral features become very weak at $T_{\text{eff}} > 3500$ K, and $T_{\text{eff}}$ predictions will be overestimated at $T_{\text{eff}} > 4700$ K (see Fig. 3), and we have adopted a linear model for the convergence of the posterior for all indices, avoiding significant degeneracy and the simpler interpretation. Thus, for precise estimation in temperature, the established linear relationships are valid at $T_{\text{eff}} \leq 4700$ K.

Furthermore, four outliers stars (SHV 0549503-704331, HV 12149, HV 2446 and OGLEII DIA BUL-SC30 0707) can be seen clearly in Fig. 6, and these stars could be variable stars. As discussed earlier, we have removed the known Mira and OH/IR variables from our sample using SIMBAD, however, it is possible that some variable stars can be contaminating our sample according to the other catalogues. We did not play cat and mouse with our data and instead tried to make our analysis robust to the outliers. Even though we found that the first three outlier stars according to Gaia Collaboration et al. (2018) and the last one based on Groenewegen & Blommaert (2005) are Mira variables.
3.2.4 Metallicity effect on \( T_{\text{eff}} \)-EWs relations

In section 3.2.3, we established empirical relations assuming that the EWs depend only on the \( T_{\text{eff}} \). However, the line strength of a spectral feature is not completely insensitive to \([Fe/H]\). Moreover, some sort of metallicity dependence on EWs estimation can be visualized from Fig. 4 especially for CO156, CO162, and COMg171, the most favourable metallicity group. In Hierarchical modelling, as the parameters are nested within one another at multiple levels, the model pools information across the groups while fitting.

In performing the Bayesian analysis, we modelled the coefficients of the linear regression, equation (6), as a sum of a group average plus a delta specific to each metallicity group. The delta correction term to each group is also distributed as normal distributions with the mean zero and finite sigma. This sigma which represents the scatter in the metallicity group differences is hierarchically sampled from a finite sigma. This sigma which represents the scatter in the metallicity group differences is hierarchically sampled from a half-Cauchy distribution with hyper-parameters. Thus, the delta correction term to each group is also distributed as normal distributions with the mean zero and finite sigma. This sigma which represents the scatter in the metallicity group differences is hierarchically sampled from a half-Cauchy distribution with hyper-parameters. Thus, the reformulation of the regression equation 6 is

\[
z \sim T((m_0 + d m z_i) + (a + d a_i) \times x, \sigma^2_z).
\]
Figure 7. Comparison between 95% HDI widths of the model predicted $T_{\text{eff}}$ versus $T_{\text{eff}}$ for various spectral feature. They are derived using posterior distribution of the fitted $m_0$ and a parameters, and evaluated at an uniform grid of EWs for each model. Smaller the HDI width, higher the precision of the model’s prediction. The legends are shown in the increasing order of the precision of model’s prediction. The '*' symbols represents the best three models. The size of the symbols corresponds to the value of EWs in each case. Uncertainty from the EW measurement is not considered here.

The Kruschke style diagram of our Hierarchical Bayesian model is shown in Fig. 9. The Bayesian fits and three different relations along with their confidence for three different metallicity groups for CO156, CO162, and COMg171 are shown in Fig. 10, and the posterior distribution of model parameters is in Fig. 11. Comparing the posterior distributions of the group differences (dim and da term) and the confidence interval for three metallicity groups (as shown in Fig. 10) together we found that the solar metallicity group’s $T_{\text{eff}}$–CO156 relation is significantly different from the subsolar metallicity group at $T_{\text{eff}} \geq 3500$ K. The effective temperature tends to be overestimated by up to $\sim 130$ K if we estimate $T_{\text{eff}}$ for the subsolar metallicity group’s stars using the empirical relationship of solar metallicity group. For CO162, the significant difference is also evident between the solar and subsolar metallicity groups at $T_{\text{eff}} \geq 3700$ K, and the effective temperature tends to be underestimated by up to $\sim 150$ K for the solar metallicity group in comparison to $T_{\text{eff}}$ estimated by empirical relations of subsolar metallicity group. For COMg171, the effective temperature tends to be overestimated by up to $\sim 260$ K at $T_{\text{eff}} \geq 3900$ K, but rather underestimated by up to $\sim 120$ K at $\leq 3500$ K if we estimate $T_{\text{eff}}$ for the subsolar metallicity group’s stars using the empirical relationship of solar metallicity group. However, the difference between the solar and supersolar metallicity groups is not as statistically significant for all spectral features studied here. In addition, the posterior distribution for three different metallicity groups as listed in Table 4.

Table 4. Accuracy of Hierarchical Bayesian fit empirical relations for three different metallicity groups.

| Index   | SEE$_{2\text{clip}}$ (Solar) | SEE$_{2\text{clip}}$ (Subsolar) | SEE$_{2\text{clip}}$ (Supersolar) |
|---------|-------------------------------|---------------------------------|----------------------------------|
| CO156   | 118                           | 94                              | 56                               |
| CO162   | 56                            | 117                             | 46                               |
| COMg171 | 87                            | 97                              | 49                               |

This study confirms the significant influence of metallicity on $T_{\text{eff}}$–EWs empirical relations for subsolar stars. However, such influence is not apparent for supersolar stars. This may be because of the narrow metallicity range of the supersolar group and a very small number (4) of stars. A further investigation is recommended for a sufficiently large number of metal-rich stars. Thus, we do not discuss the supersolar group further.

Furthermore, we estimated $T_{\text{eff}}$ to each star (excluding outliers) in each metallicity group using the corresponding empirical solutions, and compare it with literature $T_{\text{eff}}$ as shown in Fig. 12. The mean and standard deviation of the fit residuals are (i) $\Delta T_{\text{eff}, \text{Avg}} = -14$ K, $\sigma_{T_{\text{eff}}} = 116$ K and $\Delta T_{\text{eff}, \text{Avg}} = -15$ K, $\sigma_{T_{\text{eff}}} = 92$ K for $T_{\text{eff}}$–CO156, (ii) $\Delta T_{\text{eff}, \text{Avg}} = -1$ K, $\sigma_{T_{\text{eff}}} = 56$ K and $\Delta T_{\text{eff}, \text{Avg}} = -12$ K, $\sigma_{T_{\text{eff}}} = 116$ K for $T_{\text{eff}}$–CO162, and (iii) $\Delta T_{\text{eff}, \text{Avg}} = -22$ K, $\sigma_{T_{\text{eff}}} = 84$ K and $\Delta T_{\text{eff}, \text{Avg}} = -15$ K, $\sigma_{T_{\text{eff}}} = 94$ K for $T_{\text{eff}}$–COMg171, for solar and subsolar metallicity group, respectively.

We found from this study that the best accuracy (SEE$_{2\text{clip}} = 56$ K) in an empirical relationship is provided by CO162 for the solar metallicity group stars, and CO156 (SEE$_{2\text{clip}} = 94$ K) yield more accurate relation for subsolar stars. On the other hand, CO156 shows relatively less sensitivity to metallicity than the other two. Moreover, CO156 was found to be one of best three $T_{\text{eff}}$ predictors in the entire parameter space (see Fig. 7). Thus, we can implement $T_{\text{eff}}$–CO156 empirical relation in general with a typical accuracy of $\sim 150$ K at $T_{\text{eff}} < 4700$ K. Otherwise, the choice of empirical relation in evaluating $T_{\text{eff}}$ can be made depending on the knowledge of the metallicity.

3.2.5 Posterior distribution and metallicity indicators

Three spectral features, FeH162, CO164, and Fe166, were adopted for establishing empirical relations on metallicity. Equations 6, 8, and 10 were adopted for linear, quadratic, and cubic models for $[Fe/H]$ versus spectral features relationship, respectively. For this analysis, we used the values of informative priors of model parameters as mentioned in Sec 3.2.1. Figs 13, 14 and 15 display Bayesian fits for FeH162, CO164, and Fe166, respectively. Table 5 lists the summary of posterior distributions of model coefficients, along with BIC and SEE$_{2\text{clip}}$ of the model fit. The BIC measures the trade-off between model fit and complexity of the model, and the lower BIC value indicates a better fit. We found that the cubic model provides the minimum
Stellar parameter and $\Delta$BIC values for all cases. $\Delta$BIC value in comparison with linear and quadratic models for details. hierarchically split into a group average plus delta differences for EWs relationship. The coefficients of the linear relationship are $T_{\text{eff}}$ model to study possible metallicity dependence on Kruschke style diagram of the Hierarchical Bayesian Figure 9. Figure 8. $T_{\text{eff}}$ comparison between derived values from the empirical relations and literature values (left: CO156, middle: CO162, right: CO3Mg171). The coefficients of empirical relations are listed in Table 3. The dashed line displays the one-to-one correspondence of $T_{\text{eff}}$. The red cross symbols represent all of our samples and the blue circles show stars after 2$\sigma$ clipping. It is important to note that we removed 2$\sigma$ outliers for the estimation of SEE only.
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$0.28$ dex for CO164, and (iii) $\Delta [Fe/H]_{\text{Avg}} = 0.07$ dex and $\sigma_{[Fe/H]} = 0.23$ dex for Fe166.

Comparing $\text{SEE}_{2\sigma\text{clip}}$ values, it appears that the best empirical relation for estimating metallicity is given by FeH162. However, from Fig. 16, we can see that the measured metallicity of many stars is either overestimated or underestimated in case of FeH162 and Fe166. The reason could be manifold. For Fe166, most of them are metal-poor ($[Fe/H] < -1.0$ dex). In addition, some stars having $[Fe/H] < -1.0$ dex are relatively warmer giants ($T_{\text{eff}} > 4500$ K). Thus, it appears that Fe166 is mainly sensitive to metallicity at $[Fe/H] < -1.0$ dex with $T_{\text{eff}} < 4500$ K. For FeH162, the discrepancy could be because of the contamination by strong OH features at 1.625 $\mu$m as most of them have either metallicity below $-0.5$ dex and/or effective temperature below $< 4000$ K. On the other hand, predicted metallicity from CO164 is in good agreement with literature below $-0.3$ dex. As can be seen in Fig. 14, the sensitivity of CO164 to $[Fe/H]$ appears to decrease at $[Fe/H] > -0.3$ dex. This may be because of the saturation of CO164 for solar-metallicity giants. Thus, we narrow down the metallicity range by considering only those stars having $[Fe/H] \leq -0.3$ dex. Three Bayesian models (linear, quadratic, and cubic) were also exercised here. The summary of the posterior distribution of three models is tabulated in Table 5 along with estimated BIC and $\text{SEE}$ values. The cubic model yielded the best relationship with a typical accuracy of 0.19 dex. Thus, the accuracy of the metallicity empirical relation improves significantly by narrowing down the metallicity range.

In addition, we explored different combinations of spectral lines to improve the accuracy of metallicity empirical relations using the equations 7 and 9. However, no multi-lines solution yields a significant improvement in the accuracy of the empirical relationship as discussed above.

4 SUMMARY AND CONCLUSIONS

In this paper, we explored the $H$-band atmospheric window aiming to provide easy-to-use quantitative diagnostic tools for estimating stellar parameters ($T_{\text{eff}}$ and $[Fe/H]$) of cool giants from low-resolution spectra. For that, we obtained a total of 177 cool giants (< 5000 K) of $R \sim 10000$ from the X-shooter spectral library having a wider metallicity coverage (from $-2.35$ dex to 0.5 dex) than in earlier works. After
Figure 10. Hierarchical Bayesian model for investigating the metallicity effect in \( T_{\text{eff}} \) versus EWs relationship by grouping data into three separate metallicity groups. It is to note that we adopted here stars of \( T_{\text{eff}} \leq 4700 \) K. The cyan color corresponds to subsolar \([Fe/H] < -0.3\) dex group, and the green color is for solar metallicity \((-0.3\) dex < \([Fe/H] < +0.3\) dex) group. All the solid lines are the best fit and the color shaded regions are the 1\(\sigma\) interval of the fitted models for three different metallicity groups.

Table 5. Posterior distribution of Bayesian models for \([Fe/H]\) versus EWs of spectral features relationship and comparison between various \([Fe/H]\) correlations.

| Index | T  | N  | m0* | a*   | b*   | c*   | d*   | c*   | HIC    | SEE   | N_{2\sigma_{clip}} | SEE_{2\sigma_{clip}} | Relation* | Range_{m0,clip}* |
|-------|----|----|-----|------|------|------|------|------|--------|-------|-------------------|---------------------|------------|------------------|
| x = EW_{Fe5692} & 177 & -0.889 & ±0.082 & 0.259 ± 0.042 & ... & -0.262 ± 0.042 & ... & ... & 204 ± 0.48 & 83 ± 0.39 | Equation (8) | -1.66, 0.48 |
| x = EW_{Fe5692} & 177 & 93 & -1.414 ± 0.057 & 1.179 ± 0.312 & ... & 174 ± 0.51 & 73 ± 0.27 | Equation (6) | -1.79, 0.48 |
| x = EW_{Fe5692} & 177 & 93 & -1.563 ± 0.136 & 1.471 ± 0.291 & ... & -0.460 ± 0.153 & 0.042 ± 0.021 & 164 ± 0.55 & 69 ± 0.22 | Equation (10) | -1.78, 0.05 |
| x = EW_{CO156} & 177 & 171 & -0.007 ± 0.025 & 0.219 ± 0.017 & ... & -0.66 ± 0.013 & ... & 380 ± 0.51 & 162 ± 0.44 | Equation (6) | -1.81, 0.45 |
| x = EW_{CO156} & 177 & 171 & -2.199 ± 0.090 & 1.244 ± 0.073 & ... & 287 ± 0.50 & 151 ± 0.34 | Equation (8) | -2.35, 0.45 |
| x = EW_{CO156} & 177 & 171 & -2.392 ± 0.095 & 1.668 ± 0.138 & ... & -0.95 ± 0.049 & 0.023 ± 0.005 & 219 ± 0.39 & 154 ± 0.28 | Equation (10) | -2.35, 0.45 |
| x = EW_{Fe5182} & 177 & 93 & -0.805 ± 0.065 & 0.486 ± 0.051 & ... & ... & ... & 331 ± 0.50 & 131 ± 0.20 | Equation (6) | -0.92, 0.36 |
| x = EW_{Fe5182} & 177 & 170 & -2.323 ± 0.159 & 2.779 ± 0.264 & ... & -0.772 ± 0.109 & ... & 294 ± 0.41 & 143 ± 0.26 | Equation (8) | -2.34, 0.45 |
| x = EW_{Fe5182} & 177 & 170 & -2.159 ± 0.336 & 2.806 ± 0.505 & ... & -1.105 ± 0.326 & 0.130 ± 0.053 & 272 ± 0.40 & 140 ± 0.24 | Equation (10) | -2.34, 0.45 |

Meta < -0.3 dex

| x = EW_{CO156} & 177 & 86 & -1.046 ± 0.059 & 0.130 ± 0.021 & ... | ... & ... & 156 ± 0.48 & 69 ± 0.24 | Equation (10) | -1.49, -0.31 |
| x = EW_{CO156} & 177 & 86 & -2.142 ± 0.148 & 1.074 ± 0.125 & ... & -0.161 ± 0.029 & ... & 115 ± 0.59 | 74 ± 0.24 | Equation (10) | -2.34, -0.31 |
| x = EW_{CO156} & 177 & 86 & -2.336 ± 0.140 & 1.514 ± 0.155 & ... & -0.372 ± 0.059 & 0.028 ± 0.006 & 92 ± 0.31 | 75 ± 0.19 | Equation (10) | -2.34, -0.31 |

T = total nos. of data points; N = no. of points having EWs > 0; N_{2\sigma_{clip}} = no. of points after 2\(\sigma\) clipping of N
SEE = standard error of estimate before 2\(\sigma\) clipping; SEE_{2\sigma_{clip}} = standard error of estimate after 2\(\sigma\) clipping.

a* Relation (equation) used to establish the correlation; m0, a, b, c, d are coefficients of the equation.

b \([Fe/H]\) range of the stars after 2\(\sigma\) clipping.

---

degrading the spectral resolution to \( R \sim 1200 \), we measured equivalent widths of 20 spectral features, for instance, Si I at 1.59 \(\mu m\), \(^{12}\text{CO}\) at 1.62 and 1.64 \(\mu m\), Fe I at 1.66 \(\mu m\), Al I at 1.67 \(\mu m\), and COMg line at 1.71 \(\mu m\). We first investigated the behavior of spectral features with \( T_{\text{eff}} \) and \([Fe/H]\) and then derived empirical relationships between equivalent widths and stellar parameters in the Bayesian framework. The main results in this work are summarized as follows.

(i) We found that the most of the spectral features studied here show strong dependence on \( T_{\text{eff}} \). They show negative correlation with \( T_{\text{eff}} \) except H I at 1.68 \(\mu m\), K I at 1.52 \(\mu m\), H I 1.55 \(\mu m\), \(^{12}\text{CO}\) at 1.56 \(\mu m\), \(^{12}\text{CO}\) at 1.62 \(\mu m\), FeH at 1.62 \(\mu m\), \(^{12}\text{CO}\) at 1.66 \(\mu m\), Al I at 1.67 \(\mu m\), H I at 1.68 \(\mu m\), and COMg at 1.71 \(\mu m\) appear as good indicators for \( T_{\text{eff}} \).

(ii) FeH at 1.62 \(\mu m\), \(^{12}\text{CO}\) at 1.64 \(\mu m\), and Fe I at 1.66 \(\mu m\) are strongly sensitive to \([Fe/H]\) and can be used as metallicity predictors. However, many other metallic lines, for example Mg I at 1.50 \(\mu m\), K I at 1.52 \(\mu m\), Mg I at 1.57 \(\mu m\), Fe I at 1.61 \(\mu m\), and Al I at 1.67 \(\mu m\) show very weak or no correlation with metallicity.

(iii) We established new empirical relations between effective temperature and equivalent widths of several spectral features. Among them, \(^{12}\text{CO}\) at 1.56 \(\mu m\) and 1.62 \(\mu m\), and CO+Mg I at 1.71 \(\mu m\) are the best three \( T_{\text{eff}} \) indicators with a typical accuracy of 153 K, 123 K, and 107 K, respectively. In addition, we showed a detailed quantitative metallicity dependence of these empirical relations defining three metallicity groups, supersolar ([\([Fe/H]\] > 0.0 dex), solar (−0.3 dex < \([Fe/H]\] < 0.3 dex), and subsolar (\([Fe/H]\] < −0.3 dex), from Hierarchical Bayesian modelling. We found that the difference between solar and subsolar \( T_{\text{eff}} \)−EWs empirical relationship is statistically significant. Thus, we can conclude that the derived \( T_{\text{eff}} \) for metal-poor stars using the empirical relations based on solar-neighborhood stars is not completely reliable. However, the supersolar group shows no
Figure 11. The top two panels represent the posterior distribution of the group average coefficients for the linear model and the group-specific difference to the coefficients of the first two metallicity groups for CO156. The third metallicity group’s value is given by the constraint that the sum of the group differences should be equal to zero. Panels 3 and 4 show the same posterior distribution as in the case of CO156, but for CO162. The bottom two panels are for COMg171.

Furthermore, $^{12}$CO at 1.56 $\mu$m shows relatively less sensitivity on the metallicity than $^{13}$CO at 1.62 $\mu$m and COMg I at 1.71 $\mu$m, and thus, it could be used more generally.

(iv) We adopted FeH at 1.62 $\mu$m, $^{12}$CO at 1.64 $\mu$m, and Fe I at 1.66 $\mu$m for obtaining new empirical relations between metallicity and the spectral features. We found that the cubic Bayesian model provides the best metallicity estimator with a typical accuracy of 0.22 dex for FeH at 1.62 $\mu$m, 0.28 dex for $^{13}$CO at 1.64 $\mu$m and 0.24 dex for Fe I at 1.66 $\mu$m. To our knowledge, this is the first metallicity scale for cool giants in the $H$-band atmospheric window.

We expect that this work will help to understand the behaviour of spectral features in a relatively less explored $H$-band atmospheric window with stellar parameters in a greater detail. Our provided diagnostic tools can be implemented very easily to derive stellar parameters, specifically...
effective temperature and metallicity of cool giants from the low-resolution spectra without any knowledge of the reddening and distance to the object. In addition, such diagnostic tools are very helpful in survey mode observations with readily available spectra.
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Figure 14. Similar to Fig. 13, but for CO164.

Figure 15. Similar to Fig. 13, but for Fe166.
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