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Abstract
Sentiment analysis of Dravidian languages has received attention in recent years. However, most social media text is code-mixed, and there is no research available on the sentiment analysis of code-mixed Dravidian languages. The Dravidian-CodeMix-FIRE 2020 https://dravidian-codemix.github.io/2020/, a track on Sentiment Analysis for Dravidian Languages in Code-Mixed Text, focused on creating a platform for researchers to come together and investigate the problem. Two language tracks, Tamil and Malayalam, were created as a part of Dravidian-CodeMix-FIRE 2020. The goal of this shared task was to identify the sentiment of a given code-mixed comment (from YouTube) into five classes - positive, negative, neutral, mixed-feeling and comment not in the intended language. The performance of the systems (developed by participants) has been evaluated in terms of weighted-F1 score.
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1. Introduction
Sentiment analysis is the task of identifying subjective opinions or responses about a given topic. Sentiment analysis on social media reveals to you how individuals feel about your brand on the web. As opposed to a basic check of notices or remarks, supposition examination thinks about feelings and assessments. It includes gathering and breaking down data in the posts individuals share about your brand via online media. It has been an active area of research in the past two decades in both academia and industry. There is an increasing demand for sentiment analysis on social media texts which are largely code-mixed. Code-mixing is a prevalent phenomenon in a multilingual community where the words, morphemes and phrases from two or more languages are mixed in speech or writing [1]. A few researchers utilize the expressions "code-mixing" and "code-switching" reciprocally, particularly in investigations of linguistic structure, morphology, and other proper parts of language. Code-mixed texts are often written in non-native scripts particularly on social media [2]. Hence, systems trained on monolingual data fail on code-mixed data due to the complexity introduced by code-switching at different linguistic levels in the text [3]. This shared task presents a new gold standard corpus
for sentiment analysis of code-mixed text in Dravidian languages (Tamil-English and Malayalam-English).

Tamil is one of the Dravidian languages spoken by Tamil people in India, Sri Lanka and by the Tamil diaspora around the world, with official recognition in India, Sri Lanka and Singapore. Malayalam is another Dravidian language spoken in the southern region of India with official recognition in the Indian state of Kerala and the Union Territories of Lakshadweep and Puducherry [4, 5]. There are nearly 75 million Tamil speakers ¹ and 45 million Malayalam speakers ² in India and other countries. Tamil and Malayalam are highly agglutinative languages [6, 7].

Tamil script evolved from the Tamili script³, Vatteluttu alphabet, and Chola-Pallava script. The modern Tamil script descended from the Chola-Pallava script. It has 12 vowels, 18 consonants, and 1 ăytam (voiceless velar fricative). Minority languages such as Saurashtra, Badaga, Irula, and Paniya are also written in the Tamil script [8, 9]. The Malayalam script is the Vatteluttu alphabet extended with symbols from the Grantha script. Both Tamil and Malayalam scripts are alpha-syllabic, belonging to a family of the abugida writing systems that are partially alphabetic and partially syllable-based [10, 11, 12]. However, social media users often adopt Roman script for typing as it is easy to input. Hence, the majority of the data available in social media for these under-resourced languages are code-mixed.

The goal of this task is to identify the sentiment polarity of the code-mixed dataset of comments/posts in Dravidian Languages (Malayalam-English and Tamil-English) collected from social media. The comment/post may contain more than one sentence but the average sentence length of the corpora is 1. Each comment/post is annotated with sentiment polarity at the comment/post level. This dataset also has the class imbalance problem which is consistent with how sentiments are expressed in the real world. The dataset provided for training and development contains 11,335 and 1,260 sentences for Tamil, 4,851 and 541 sentences for Malayalam. More details about the annotation of the dataset can be found in [13] and [14].

Our shared task aims to encourage research that will reveal how sentiment is expressed in code-mixed scenarios on Dravidian social media text. The participants were provided with development, training and test datasets.

2. Task Description

The Dravidian-CodeMix-FIRE 2020 was a message-level polarity classification task. As a part of this shared task, participants were supposed to develop systems that classify a given Youtube comment into one of the five classes: positive, negative, neutral, mixed emotions, and not in the targeted languages (Tamil or Malayalam). Our datasets consist switching at three levels - Inter-Sentential, Intra-Sentential and Tag. All comments in the dataset were written in Roman script with either Tamil grammar and English lexicon or English grammar and Tamil lexicon. The following examples from the Tamil dataset illustrate this scripting pattern.

- **Intha padam vantha piragu yellarum Thala ya kondaduvanga.** - After the movie release, everybody will celebrate the hero. Tamil words written in Roman script with no English switch.

- **Trailer late ah parthavanga like podunga.** - Those who watched the trailer late, please like it. Tag switching with English words.

¹Between 2011- 2015 Source https://en.wikipedia.org/wiki/Tamil_language
²Between 2011- 2019 Source https://en.wikipedia.org/wiki/Malayalam
³This was also called Damili or Tamil-Brahmi script
• **Omg .. use head phones. Enna bgm da saami ..** - OMG! Use your headphones. Good Lord, What a background score! Inter-sentential switch

• **I think sivakarthickku hero getup set aagala.** - I think the hero role does not suit Sivakarthick. Intra-sentential switch between clauses.

The following examples from the Malayalam dataset also show a similar scripting pattern.

• **Orupaadu nalukalku shesham aanu ithupoloru padam eranghunnathu.** - A movie like this is coming out after a long time. Malayalam words written in Roman script with no English switch.

• **Malayalam industry ku thriller kshamam illannu kaanichu kodukku anghotu.** - Show that there is no shortage for thriller movies in Malayalam film industry. Tag switching with English words.

• **Manju chechiyude athyugran performance nayi kaathirikunnu. The Lady superstar of Malayalam industry.** - Waiting for the awesome performance of Manju sister. The Lady superstar of Malayalam film industry: Inter-sentential switch

• **Next movie ready for nammude swantham dhanush.** - Next movie ready for our dear Dhanush. Intra-sentential switch between clauses.

The data was annotated for sentiments according to the following schema.

• **Positive state:** There is an explicit or implicit clue in the text suggesting that the speaker is in a positive state, i.e., happy, admiring, relaxed, and forgiving.

• **Negative state:** There is an explicit or implicit clue in the text suggesting that the speaker is in a negative state, i.e., sad, angry, anxious, and violent.

• **Mixed feelings:** There is an explicit or implicit clue in the text suggesting that the speaker is experiencing both positive and negative feeling: Comparing two movies

• **Neutral state:** There is no explicit or implicit indicator of the speaker’s emotional state: Examples are asking for like or subscription or questions about the release date or movie dialogue. This state can be considered as a neutral state.

• **Not in intended language:** For Malayalam, if the sentence does not contain Malayalam then it is not Malayalam.

The annotators were provided with Tamil and Malayalam translation of the above to facilitate better understanding. Each sentence was annotated by a minimum of three annotators.

### 3. Methodology

We received a total of 32 submissions for Tamil and 28 for Malayalam. The systems were evaluated based on weighted average F1 scores and a rank list was prepared. Table 1 and Table 2 show the rank lists of Tamil and Malayalam tasks respectively. We briefly describe below the methodologies used by the top three teams.
| No. | TeamName                  | Precision | Recall | F1-Score | Rank |
|-----|---------------------------|-----------|--------|----------|------|
| 01  | SRJ[15]                   | 0.64      | 0.67   | 0.65     | 1    |
| 02  | DT                        | 0.62      | 0.68   | 0.64     | 2    |
| 03  | YUN111 [16]               | 0.63      | 0.67   | 0.64     | 2    |
| 04  | codemixed_umsnh [17]      | 0.61      | 0.68   | 0.63     | 3    |
| 05  | LucasHub [18]             | 0.61      | 0.68   | 0.63     | 3    |
| 06  | YNU [19]                  | 0.61      | 0.67   | 0.63     | 3    |
| 07  | MUCS[20]                  | 0.60      | 0.66   | 0.62     | 4    |
| 08  | PITS [21]                 | 0.62      | 0.69   | 0.62     | 4    |
| 09  | datamafia                 | 0.60      | 0.65   | 0.62     | 4    |
| 10  | gauravarora [22]          | 0.65      | 0.69   | 0.62     | 4    |
| 11  | jiaming gao               | 0.61      | 0.64   | 0.62     | 4    |
| 12  | Theedhum Nandrum[23]      | 0.64      | 0.67   | 0.62     | 4    |
| 13  | HRS-TECHIE Tam [24]       | 0.59      | 0.65   | 0.61     | 5    |
| 14  | NITP-AI-NLP [25]          | 0.59      | 0.64   | 0.61     | 5    |
| 15  | SSNCSE_NLP[26]            | 0.60      | 0.65   | 0.61     | 5    |
| 16  | zyy1510 [27]              | 0.59      | 0.66   | 0.61     | 5    |
| 17  | bits2020 [28]             | 0.62      | 0.66   | 0.61     | 5    |
| 18  | SSN_NLP_MLRG [29]         | 0.60      | 0.68   | 0.60     | 6    |
| 19  | Siva [30]                 | 0.59      | 0.63   | 0.60     | 6    |
| 20  | IRLab@IITV                | 0.59      | 0.61   | 0.59     | 7    |
| 21  | CMSAOne [31]              | 0.58      | 0.67   | 0.58     | 8    |
| 22  | CodeMixedNLP_submission    | 0.56      | 0.68   | 0.58     | 8    |
| 23  | ComMA                     | 0.58      | 0.66   | 0.58     | 8    |
| 24  | IRLab@IITBHU Both [32]    | 0.57      | 0.61   | 0.58     | 8    |
| 25  | JUNLP[33]                 | 0.59      | 0.66   | 0.58     | 8    |
| 26  | TADS [34]                 | 0.57      | 0.67   | 0.56     | 9    |
| 27  | Parameswari_Faith_Nagarju [35] | 0.55 | 0.66 | 0.55 | 10 |
| 28  | Judith Jeyafreeda [36]    | 0.57      | 0.66   | 0.54     | 11   |
| 29  | Thirumurugan R            | 0.67      | 0.66   | 0.54     | 11   |
| 30  | DLRG                      | 0.62      | 0.49   | 0.53     | 12   |
| 31  | NUIG_Shubhanker [37]      | 0.52      | 0.52   | 0.51     | 13   |
| 32  | Anbukkarasi [38]          | 0.33      | 0.07   | 0.10     | 14   |

**Table 1**

Rank list based on weighted average F1-score along with other evaluation metrics (Precision and Recall) for Tamil track

- **SRJ[15]:** Authors used XLM-Roberta’s hidden states to extract semantic information. They proposed a new model by extracting the output of top hidden layers in XLM-Roberta and feeding them as inputs to a Convolution Neural Network and finally concatenate them to get better results. They achieved the best result for both Tamil and Malayalam.

- **YUN111 [16]:** This team used mBERT to represent the code-mixed Dravidian text, which has been fed to the BiLSTM (creates attention weighted vector representation of the vector). In the end, the outputs of BiLSTM and attention layer of mBERT are concatenated for the classification. The system achieved Rank 2 for Tamil and Malayalam.

- **codemixed_umsnh [17]:** Authors combined several models that solved the task separately; They then made a final decision through differential evolution and a linear combination of independently computed decision-value of each model. This system achieved 3rd place for Tamil and
| No. | TeamName              | Precision | Recall | F1-Score | Rank |
|-----|-----------------------|-----------|--------|----------|------|
| 01  | SRJ [15]              | 0.74      | 0.75   | 0.74     | 1    |
| 02  | datamafia             | 0.74      | 0.74   | 0.74     | 1    |
| 03  | YNU [19]              | 0.74      | 0.74   | 0.74     | 1    |
| 04  | YUN111 [16]           | 0.73      | 0.73   | 0.73     | 2    |
| 05  | LucasHub [18]         | 0.73      | 0.73   | 0.73     | 2    |
| 06  | jiaming gao           | 0.73      | 0.73   | 0.73     | 2    |
| 07  | DT                    | 0.72      | 0.72   | 0.72     | 3    |
| 08  | CIA_NITT [39]         | 0.71      | 0.71   | 0.71     | 4    |
| 09  | PITS [21]             | 0.70      | 0.71   | 0.71     | 4    |
| 10  | SSNCSE_NLP [26]       | 0.70      | 0.71   | 0.71     | 4    |
| 11  | NITP-AI-NLP [25]      | 0.69      | 0.69   | 0.69     | 5    |
| 12  | gauravarora [22]      | 0.69      | 0.70   | 0.69     | 5    |
| 13  | MUCS [20]             | 0.68      | 0.68   | 0.68     | 6    |
| 14  | codemixed_umsnh [17]  | 0.68      | 0.69   | 0.68     | 6    |
| 15  | TADS [34]             | 0.68      | 0.68   | 0.67     | 7    |
| 16  | CMSAOne [31]          | 0.66      | 0.67   | 0.66     | 8    |
| 17  | Siva [30]             | 0.67      | 0.67   | 0.66     | 8    |
| 18  | Theedhum Nandrum [23] | 0.67      | 0.66   | 0.65     | 9    |
| 19  | ComMA                 | 0.64      | 0.66   | 0.64     | 10   |
| 20  | zyy1510 [27]          | 0.64      | 0.64   | 0.64     | 10   |
| 21  | IRLab@IITBHU [32]     | 0.63      | 0.64   | 0.63     | 11   |
| 22  | CodeMixedNLP_submission| 0.59     | 0.62   | 0.60     | 12   |
| 23  | IRLab@IITV            | 0.68      | 0.60   | 0.60     | 12   |
| 24  | SSN_NLP_MLRG [29]     | 0.61      | 0.61   | 0.60     | 12   |
| 25  | bits2020 [28]         | 0.67      | 0.59   | 0.60     | 12   |
| 26  | Judith Jeyafreeda [36]| 0.68      | 0.62   | 0.58     | 13   |
| 27  | Parameswari_Faith_Nagaraju [35] | 0.53 | 0.51 | 0.48 | 14 |
| 28  | NUIG_Shubhanker [37]  | 0.48      | 0.50   | 0.46     | 15   |

Table 2
Rank list based on weighted average F1-score along with other evaluation metrics (Precision and Recall) for Malayalam track

6th place for Malayalam.

- LucasHub [18]: This team used a multi-step integration method using M-BERT and XLM-RoBERTa. They ranked 2nd and 3rd for Malayalam and Tamil respectively.

- YNU [19]: The system proposed by the team is based on a pre-trained multi-language model XLM-RoBERTa, and uses the K-folding method to the ensemble that aims to solve the sentiment analysis problem of multilingual code-mixed across language models. This system achieved rank 1 for Malayalam and 3 for Tamil.

4. Evaluation

The distribution of the sentiment classes are imbalanced in both the datasets. In the Malayalam-English code-mixed dataset, we have a class imbalance with the majority of comments belonging to positive (2,811) and neutral (1,903) classes. Similarly, the Tamil-English code-mixed dataset has class imbalance with Positive (10,559), Negative (2,037) and Mixed feelings (1,801) being the majority
classes. This imbalance demands to be addressed. Hence, we chose a weighted average F1-score to rank the systems. The weighted average F1-score is calculated by averaging the support-weighted mean per-class F1 scores (i.e. weights on class distribution). This takes into account the varying degrees of importance of each class in the dataset. We used a classification report tool from Scikit learn⁴.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{1}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{2}
\]

\[
\text{F-Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{3}
\]

5. Results and Discussion

Overall, 119 participants registered for this track. 32 teams submitted final results for Tamil and 28 teams submitted results for Malayalam. Table 1 and Table 2 show the rank list of Tamil and Malayalam task respectively. The runs are sorted in decreasing order of the weighted F1-scores. It is noteworthy that most of the participants used pre-trained embedding such as BERT or its variations even though BERT or its variations are not trained on code-mixed text. Since our corpus contained text written in non-native script, the choice runs counter to linguistic intuitions. There were some systems based on BiLSTM and Recurrent Neural Networks (RNNs). A few other submissions adopted linguistically motivated methods to solve the problem. However they did not achieve good results compared to the BERT based models. Out of all the models proposed, the count vectorization model and the BERT-based model produced the best outcomes. Although there were many systems that were below the baseline results, the approaches taken by participants were different and hence we accepted those papers as well in order to encourage diverse research methods to solve the problem. Although weighted scores were considered as the primary metric for our evaluation, it can be noted that class-wise precision, recall, and F1-Score were reported in the most of papers for better understanding of the problem and results.

Some of the participants made interesting observations about the dataset provided by us in and were able to explain the low F1 scores based on that. Although the data was annotated by a minimum of three annotators and an inter-annotator agreement of 0.6 for Tamil and 0.8 for Malayalam in Krippendorff’s alpha was achieved, the dataset contained instances of annotation errors which were pointed out by Krishnamurthy et. al [35] and BalaSundaraRaman et. al [23]. According to Krishnamurthy et al, a few Malayalam sentences belonging to the positive class were wrongly annotated as Not-Malayalam. They also pointed out that some sentences were wrongly tagged as Negative while they actually expressed positive sentiments. According to BalaSundaraRaman et. al [23], there were mismatched predictions in Tamil development dataset, where the authors’ algorithm made correct predictions, but the corresponding manual labels given by the annotators was wrong. To ensure high quality annotation we followed the following protocol. Native language speakers from both the genders were chosen for the task. They were given proper guidelines in their native language and English. We ensured that only after understanding the annotation scheme thoroughly each annotator could proceed to assign the sentiment labels. The manual annotation was carried out in three stages. First, each sentence was annotated by two people. In the second step, the data were collected if both of

⁴https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html
them agreed. In the case of conflict, a third person annotated the sentence. In the third step, if all
the three of them did not agree, then two more annotators annotated the sentences. Despite following
this strict protocol, errors have occurred in the gold standard dataset. We will consider all these
suggestions for next years shared task.

The best performing run achieved weighted F1-score of 0.65 and 0.74 for Tamil and Malayalam
respectively. The top team “SRJ” used XLM-Roberta and CNN to propose new model to extract se-
mantic information. These scores are relatively low compared to the monolingual sentiment analysis
results in high-resourced languages such as English. Code mixing is a challenging issue since the text
is written in non-native script with no standard spelling which causes ambiguities. The word written
in non-native script, in our case it is the Latin script, causes variable lexical representations. Since
our corpus contains all three types of code-mixing including code-mixing at the word and morpheme
levels word-level, it gives rise to out-of-vocabulary problems. Other challenges related to code-mixing
are reduplication of words, variations in word order. The challenges faced by the implementations
submitted for the shared task reflect the complexity of code-mixing and class imbalance issues in the
real-world setting. Coupled with these challenges is the fact that the shared task was conducted in
the under-resourced setting which makes it even more difficult to get high results.

6. Conclusion

This paper overviews the first shared task on sentiment analysis in code-mixed Dravidian text from
social media that aims at classifying YouTube comments. The hundred and nineteen teams partici-
pated in the task, and a total of 32 teams for Tamil and 28 teams Malayalam submitted the results.
Systems have been trained on the unbalanced dataset. The methods proposed by participants ranged
from traditional machine learning models with features based approaches to using state-of-the-art
embedding methods in deep learning models. In future, we plan to extend the task to other Dravidian
languages such as Kannada, Telugu, and Tulu. We also plan to include mixed script data to make the
system more real time.
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