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Abstract

We study the best low-rank Tucker decomposition of symmetric tensors, advocating a straightforward projected gradient descent (PGD) method for its computation. The main application of interest is in decomposing higher-order multivariate moments, which are symmetric tensors. We develop scalable adaptations of the basic PGD method and higher-order eigenvalue decomposition (HOEVD) to decompose sample moment tensors. With the help of implicit and streaming techniques, we evade the overhead cost of building and storing the moment tensor. Such reductions make computing the Tucker decomposition realizable for large data instances in high dimensions. Numerical experiments demonstrate the efficiency of the algorithms and the applicability of moment tensor decompositions to real-world datasets. Last, we study the convergence on the Grassmannian manifold, and prove that the update sequence derived by the PGD solver achieves first and second-order criticality.

1 Introduction

Tensor decompositions [35] give powerful tools to represent and compress higher-order arrays. In this work, we focus on the symmetric rank-

order Tucker decomposition [61]. Applied to a d-th order symmetric tensor of size $n \times \ldots \times n$, it expresses the input using a symmetric core tensor $\mathcal{C} \in \mathbb{R}^r \times \ldots \times r$ ($r \ll n$) and a matrix $Q \in \mathbb{R}^{n \times r}$ with orthonormal columns. See Figure 1 for an illustration.

Figure 1: Symmetric Tucker decomposition.

Symmetric tensors abound in statistics as a means of representing higher-order moments and cumulants of a random vector. They are commonly used to analyze dependences in multivariate distributions [12, 29, 13], learn latent variable models via the method-of-moments [4, 23] and solve important signal processing problems [9, 10], among many others.

In most cases, the exact moment of the ground-truth distribution is not available. The idea of moment estimation is to use the d-th order sample moment tensor $\mathbf{M}^d$ instead. This is formed
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from data observations \( \{x_1, \ldots, x_p\} \subseteq \mathbb{R}^n \) of a random variable \( x \) as

\[
\mathcal{M}^d = \frac{1}{p} \sum_{i=1}^{p} x_i \otimes_d \approx \mathbb{E}(x \otimes_d).
\] (1)

There is an urgent need for economical representations of \( \mathcal{M}^d \), which otherwise takes \( \mathcal{O}(n^d) \) space to store. Using the symmetric Tucker decomposition, one approximates \( \mathcal{M}^d \) solely by determining the factor matrix \( Q \), which takes just \( rn \) memory space. (The core \( \mathcal{E} \) is a byproduct once \( Q \) is identified, see Remark 4.) However, decomposing the moment still has upfront costs of \( \mathcal{O}(pn^d) \) and \( \mathcal{O}(n^d) \) to initially construct and store \( \mathcal{M}^d \). For large data volumes \( p \) and high dimensionalities \( n \), we turn to implicit (or tensor-free) and streaming strategies to escape such a prohibitive overhead.

The symmetric Tucker decomposition of moment tensors has other motivations, besides compression. In some scientific domains, one encounters data having high volatility, e.g., in combustion simulations \[2\], outlier detection \[24, 53\] and financial asset allocation \[47, 8, 6\]. Moments and cumulants \( (d \geq 3) \) are sensitive to heavy tails and anomalies. Thus, as principal component analysis (PCA) and the covariance matrix are well-suited to Gaussian data, finding the key subspaces of variability in higher-order statistics is necessary for non-normal data analysis. These subspaces are found by computing the low-rank symmetric Tucker approximation.

In other situations, high-dimensional observations are assumed to lie in a low-dimensional subspace. For example, this holds in the Fama-French model \[21\] of finance and in the psychometrics \[46\] discipline. The resulting moment tensors admit a symmetric Tucker format. Thus the decomposition enforces the low-rank structure and improves moment estimation accuracy.

### 1.1 Related works

Due to the NP-hard nature of tensor decompositions \[28\], an approximate symmetric Tucker decomposition is often computed by higher-order eigenvector decomposition (HOEVD) \[14\]. It is the eigendecomposition of the flattened tensor and can be viewed as the symmetric version of higher-order singular value decomposition (HOSVD) \[13\] and sequentially truncated HOSVD \[62\]. Despite their popularity, HOSVD-based approaches offer no guarantee of returning critical points for the problem. Recently, randomized projection methods have been applied to accelerate the procedure, see \[42, 59, 44, 11, 3\] for state-of-the-art implementations of HOSVD. But these methods may not be a good fit for the symmetric setting. Also, they take the full tensor as input.

We instead turn to iterative search methods to try to achieve the best possible solution, using HOEVD as an initialization. For Tucker decomposition, Newton \[20, 32\], quasi-Newton \[55\] and trust-region \[31\] methods have been considered. These second-order optimization approaches rely on sophisticated updates on manifolds, based on Riemannian gradient and Hessian computations. Higher-order orthogonal iterations (HOOI) \[15\], Jacobi rotations \[30, 40\] and the power method \[52\] have been proposed for symmetric tensors. Among these, the power method does not always converge, as shown in numerical examples of \[52\], Section 6\]. Regalia briefly mentions a shifted variant of the power method in \[52\], which is akin to a gradient descent method, although strong convergence analysis is omitted in the work.

Regarding the decomposition of sample moment tensors \[1\], streaming and implicit techniques can be applied to address the computational burden in the data-rich and high-dimensional regime. For covariance matrices which are centered second-order moments, the streaming PCA scheme a.k.a. Oja’s method \[49\], and its adaptations \[45, 65, 27\], have been thoroughly studied. Recently,
a similar strategy is applied to optimization with higher-order moment tensors for the task of learning Gaussian mixture models, see the works [57, 50]. The common ideas with the present work are that we pass over only a subset of samples at a time and drive the optimization without forming gigantic moment tensors.

1.2 Our contributions

In this paper, we apply the projected gradient descent (PGD) framework to the symmetric Tucker tensor decomposition problem, see Algorithm 1. The approach is led by a straightforward first-order gradient update governed by the Tucker approximation cost and it is free of non-trivial higher-order update methods on manifolds. We also establish convergence guarantees. Employing theory from manifold optimization and dynamical systems, we prove that for any symmetric tensor, Algorithm 1 converges monotonically to a first-order critical point given arbitrary initialization. Almost surely, it converges to a second-order critical point.

In Section 3, our attention focuses to decomposing sample moment tensors (1). By exploiting the special input structure, we modify the PGD framework and develop the much more efficient Algorithm 2. There are two main highlights.

Firstly, we adopt the implicit technique, so that there is no need to build the moment tensor for the optimization procedure. We operate on the input sample vectors directly, which are of much smaller size. Proposed in [57, 50], the implicit strategy greatly reduces the memory cost and effort for gradient computation. The second advantage is that Algorithm 2 is built on a streaming model. By passing over small batches of data observations, this leaves no storage requirement for huge numbers of samples. Similar ideas have been used in CP moment tensor decomposition [57].

We also develop a scalable implementation of HOEVD for sample moment tensors (1), see Algorithm 3. This is akin to the streaming PCA idea. While Algorithm 3 may be of independent interest, we use the HOEVD approximation as the initialization to Algorithm 2.

The savings from the streaming and implicit strategies allow Algorithms 2 and 3 to handle large-scale computations. The efficiency gains are summarized in Table 1. Here \( p \) is the total sample number and \( b \) is the batch size at each iteration. Usually, \( p \) is hundreds to thousands times of \( b \). These advantages are corroborated by extensive numerical experiments in Section 4. Moment tensor decomposition is also applied to real-world datasets for anomaly detection and portfolio allocation.

| Algorithm | streaming & implicit | full & implicit | full & explicit |
|-----------|----------------------|----------------|----------------|
| overhead  | none                 | none           | \( n^4p \)     |
| storage per iter | \( nr + nb \)       | \( nr + np \)  | \( nr + n^d \) |
2 Symmetric Tucker tensor decomposition

2.1 Notation and background

 Scalars, vectors, matrices and tensors are represented as lowercase letters $x$, lowercase bold letters $\mathbf{x}$, uppercase bold letters $\mathbf{X}$, and calligraphic bold letters $\mathcal{X}$, respectively. The $(i_1, \ldots, i_d)$-th element of a $d$-way tensor is denoted by $x_{i_1, \ldots, i_d}$. The $j$-th column of a matrix $\mathbf{X}$ is $\mathbf{x}_j$. The spectral norm of a matrix is $\|\cdot\|_2$. The identity matrix is $\mathbf{I}_n \in \mathbb{R}^{n \times n}$. The Moore-Penrose pseudoinverse of a matrix is denoted using $\dagger$. The matrix symmetrization operator is written $\operatorname{sym}: \mathbb{R}^{n \times n} \to \mathbb{S}^2(\mathbb{R}^n)$ and given by $\operatorname{sym}(\mathbf{X}) = \frac{1}{2}(\mathbf{X} + \mathbf{X}^\top)$ for $\mathbf{X} \in \mathbb{R}^{n \times n}$. We write $\mathbf{QR}$ for the function that selects the orthonormal factor $Q \in \mathbb{R}^{n \times r}$ from the QR decomposition of a full-rank $n \times r$ matrix. The notation $\mathbf{X}^d$ is the elementwise exponentiation, where each coordinate of $\mathbf{X}$ is raised to the $d$-th power. The set $\{1, \ldots, n\}$ is denoted by $[n]$ when $n$ is a positive integer.

Definition 1 (symmetric tensors). A tensor $\mathbf{X} \in \mathbb{S}^{n \times \cdots \times n}$ is symmetric if its entries are invariant under any permutation of indices, i.e.

$$x_{i_1, \ldots, i_d} = x_{i_{\sigma(1)}, \ldots, i_{\sigma(d)}}, \quad \forall (i_1, \ldots, i_d) \in [n]^d \text{ and } \sigma \in \Pi(d)$$

where $\Pi(d)$ is the permutation group on $[d]$. Here $d$ and $n$ are called the order and dimension of $\mathbf{X}$ respectively. The space of all real-valued symmetric tensors of order $d$ and dimension $n$ is denoted by $\mathbb{S}^d(\mathbb{R}^n)$.

Definition 2 (symmetric outer product). The outer product of a vector $\mathbf{x} \in \mathbb{R}^n$ with itself $d$ times is denoted as $\mathbf{x}^d \in \mathbb{S}^d(\mathbb{R}^n)$. The $(i_1, \ldots, i_d)$-th entry of this product is

$$\left(\mathbf{x}^d\right)_{i_1, \ldots, i_d} = x_{i_1} \cdots x_{i_d}, \quad \forall (i_1, \ldots, i_d) \in [n]^d.$$

Definition 3 (symmetric Tucker product). For a symmetric tensor $\mathbf{X} \in \mathbb{S}^d(\mathbb{R}^n)$ and a matrix $\mathbf{Y} \in \mathbb{R}^{n \times m}$, their symmetric Tucker product is defined as $\mathbf{X}$ with $\mathbf{Y}$ multiplied along each mode, $\mathbf{X} \cdot (\mathbf{Y}, \ldots, \mathbf{Y}) \in \mathbb{S}^d(\mathbb{R}^m)$. The $(j_1, \ldots, j_d)$-th entry of this product is

$$(\mathbf{X} \cdot (\mathbf{Y}, \ldots, \mathbf{Y}))_{j_1, \ldots, j_d} = \sum_{i_1=1}^n \cdots \sum_{i_d=1}^n x_{j_1, \ldots, j_d} y_{i_1, j_1} \cdots y_{i_d, j_d}, \quad \forall (j_1, \ldots, j_d) \in [m]^d.$$

Definition 4 (symmetric tensor matricization). A symmetric tensor $\mathbf{X} \in \mathbb{S}^d(\mathbb{R}^n)$ can be flattened into an as wide-as-possible matrix, denoted $\operatorname{mat}(\mathbf{X}) \in \mathbb{R}^{n \times nd-1}$. The index $(i_1, \ldots, i_d) \in [n]^d$ of $\mathbf{X}$ is mapped to the index $\left(i_1, 1 + \sum_{\ell=2}^d (i_\ell - 2) n^{\ell-1}\right) \in [n] \times [nd-1]$ of $\operatorname{mat}(\mathbf{X})$.

Definition 5 (inner product). For (not necessarily symmetric) tensors $\mathbf{X}, \mathbf{Y} \in \mathbb{R}^{n_1 \times n_2 \cdots \times n_d}$ of the same size, their inner product is

$$\langle \mathbf{X}, \mathbf{Y} \rangle = \sum_{i_d=1}^{n_d} \cdots \sum_{i_1=1}^{n_1} x_{i_1, \ldots, i_d} y_{i_1, \ldots, i_d} \in \mathbb{R}.$$

The norm of a tensor is $\|\mathbf{X}\| = \sqrt{\langle \mathbf{X}, \mathbf{X} \rangle}$.

\footnote{For ease of analysis, we ensure uniqueness of the QR factorization by using the one where all diagonal entries of the $\mathbf{R}$ factor are positive. But none of our algorithms require this choice.}
**Definition 6.** For tensors $\mathbf{X} \in \mathbb{R}^{m_1 \times n_2 \cdots \times n_d}$ and $\mathbf{y} \in \mathbb{R}^{m_1' \times n_2' \cdots \times n_d'}$, their inner product in all modes except the first one \[ [20, 13] \] is defined as:

$$
\mathbf{Z} = \langle \mathbf{X}, \mathbf{y} \rangle_{-1} \in \mathbb{R}^{m_1 \times m_1'}, \text{ where } z_{i_1,i_1'} = \sum_{j_d=1}^{n_d} \cdots \sum_{j_2=1}^{n_2} x_{i_1,j_2,\ldots,j_d} y_{i_1',j_2,\ldots,j_d}, \forall \ i_1 \in [m_1], i_1' \in [m_1'].
$$

In parts of the paper, we use the standard big $\mathcal{O}$ notation, see e.g. \[1, \text{Appendix A.4}\].

### 2.2 Problem statement

Let $\mathbf{X} \in S^d(\mathbb{R}^n)$ be a symmetric tensor. Fix a user-specified rank $r$ (typically $r \ll n$). Our goal is to find the best approximation of $\mathbf{X}$ represented by the symmetric Tucker product of a core tensor $\mathbf{C} \in S^d(\mathbb{R}^r)$ and a rank-$r$ orthonormal matrix $\mathbf{Q} \in \mathbb{R}^{n \times r}$. The problem is formulated as follows:

$$
\min_{\mathbf{C} \in S^d(\mathbb{R}^r)} \min_{\mathbf{Q} \in \mathbb{R}^{n \times r}} \left\| \mathbf{X} - \mathbf{C} \cdot (\mathbf{Q}^\top, \ldots, \mathbf{Q}^\top) \right\|^2, \text{ subject to } \mathbf{Q}^\top \mathbf{Q} = \mathbf{I}_r.
$$

(2)

In fact, the minimization (2) is equivalent to solving for a rank-$r$ basis $\mathbf{Q}$ that maximizes the following cost function:

$$
\max_{\mathbf{Q}^\top \mathbf{Q} = \mathbf{I}_r} F(\mathbf{Q}) \equiv \left\| \mathbf{X} \cdot (\mathbf{Q}, \ldots, \mathbf{Q}) \right\|^2.
$$

(3)

**Remark 1.** The problem formulation transforms from (2) to (3) when we eliminate $\mathbf{C}$ in (2). Solving the unconstrained linear least squares in (2) for the core, we obtain

$$
\mathbf{C} = \mathbf{X} \cdot (\mathbf{Q}, \ldots, \mathbf{Q}).
$$

(3)

Substituting (3) into (2) gives

$$
\left\| \mathbf{X} - \mathbf{C} \cdot (\mathbf{Q}^\top, \ldots, \mathbf{Q}^\top) \right\|^2 = \left\| \mathbf{X} - \mathbf{X} \cdot (\mathbf{QQ}^\top, \ldots, \mathbf{QQ}^\top) \right\|^2
$$

$$
= \left\| \mathbf{X} \right\|^2 - \left\| \mathbf{X} \cdot (\mathbf{QQ}^\top, \ldots, \mathbf{QQ}^\top) \right\|^2
$$

$$
= \left\| \mathbf{X} \right\|^2 - \left\| \mathbf{X} \cdot (\mathbf{Q}, \ldots, \mathbf{Q}) \right\|^2.
$$

As $\left\| \mathbf{X} \right\|^2$ is a constant, minimizing the above quantity is the same as maximizing $\left\| \mathbf{X} \cdot (\mathbf{Q}, \ldots, \mathbf{Q}) \right\|^2$.

The feasible domain in (3) for $\mathbf{Q}$ is the Stiefel manifold:

$$
\text{St}(n, r) := \left\{ \mathbf{Q} \in \mathbb{R}^{n \times r} \mid \mathbf{Q}^\top \mathbf{Q} = \mathbf{I}_r \right\},
$$

(4)

which is a compact Riemannian submanifold of $\mathbb{R}^{n \times r}$ with dimension $\frac{r(2n-r-1)}{2}$. However the cost function $F$ is rotationally invariant, in fact depending on the orthogonal projector $\mathbf{P} = \mathbf{QQ}^\top \in S^2(\mathbb{R}^n)$, since $\left\| \mathbf{X} \cdot (\mathbf{Q}, \ldots, \mathbf{Q}) \right\| = \left\| \mathbf{X} \cdot (\mathbf{P}, \ldots, \mathbf{P}) \right\|$. Therefore, the optimization (3) naturally runs on the Grassmannian manifold, which consists of all orthogonal projectors $\mathbf{P}$:

$$
\text{Gr}(n, r) := \left\{ \mathbf{P} \in S^2(\mathbb{R}^n) \mid \mathbf{P}^2 = \mathbf{P}, \ \text{rank}(\mathbf{P}) = r \right\}.
$$

(5)

Here, $\text{Gr}(n, r)$ is a compact Riemannian submanifold of $S^2(\mathbb{R}^n)$ with dimension $r(n-r)$.

**Remark 2.** No simple characterization of the critical points of (3) is known when $d \geq 3$. This is in contrast to case of $d = 2$, where the Eckart-Young theorem \[19\] holds. Various possible extensions of Eckart-Young to tensors have been considered and shown to fail, e.g. see \[34\].
2.3 PGD algorithm

This paper develops a PGD method to solve the constrained optimization problem (6). The PGD framework works as follows: given an initial point, we move the current iterate $Q_{t-1}$ along the negative of the Euclidean gradient direction

$$\nabla F(Q_{t-1}) = 2d(\mathbf{x} \cdot (I_n, Q_{t-1}, \ldots, Q_{t-1}), \mathbf{x} \cdot (Q_{t-1}, \ldots, Q_{t-1}))_{t-1} \in \mathbb{R}^{n \times r}$$

by a step size of $\gamma_t > 0$. Then we project the update back to the Stiefel manifold (4) by selecting the $Q$ factor from the QR decomposition. The procedure is described in Algorithm 1. See Section 6 for a convergence analysis of Algorithm 1.

Algorithm 1 PGD for symmetric Tucker decomposition

**Input:** symmetric tensor $\mathbf{X} \in S(\mathbb{R}^n)$
number of iteration $T$, step sizes $\{\gamma_t\} \subseteq \mathbb{R}$
initial guess $Q_0 \in \text{St}(n, r)$

**Output:** rank-$r$ orthonormal basis $Q \in \text{St}(n, r)$

1: for $t = 1, \ldots, T$
2: $Q_t \leftarrow Q_{t-1} + 2d\gamma_t \langle \mathbf{x} \cdot (I_n, Q_{t-1}, \ldots, Q_{t-1}), \mathbf{x} \cdot (Q_{t-1}, \ldots, Q_{t-1}) \rangle_{t-1}$ \hspace{1cm} \triangleright gradient update
3: $Q_t \leftarrow \text{qr}(Q_t, 0)$ \hspace{1cm} \triangleright retraction
4: end for
5: return $Q \leftarrow Q_T$

2.4 HOEVD approximation

An approximate solution to the best symmetric Tucker decomposition (6) is the HOEVD [14] result:

$$Q_{\text{hoevd}} \in \text{St}(n, r) \text{ given by the leading } r \text{ eigenvectors of } \text{mat}(\mathbf{X})\text{mat}(\mathbf{X})^\top.$$  (7)

HOEVD is widely used for Tucker approximation, as it can be computed via a direct matrix eigendecomposition.

Generally speaking, the HOEVD solution is not a critical point to the symmetric tensor cost (6) [14]. Its approximation error to a $d$-th order tensor $\mathbf{X}$ is estimated by [23, Theorems 6.9-10] as

$$\left\| \mathbf{X} - \hat{\mathbf{X}}_{\text{hoevd}} \right\| \leq \sqrt{d} \left\| \mathbf{X} - \hat{\mathbf{X}}_{\text{best}} \right\| .$$

Here, $\hat{\mathbf{X}}_{\text{hoevd}} = \mathbf{X} \cdot (Q_{\text{hoevd}} Q_{\text{hoevd}}^\top, \ldots, Q_{\text{hoevd}} Q_{\text{hoevd}}^\top)$ as in Remark 4 and $\hat{\mathbf{X}}_{\text{best}}$ comes from the argmin of (2). We observe such suboptimality later in Section 4.4. However according to [13, Section 3.4], HOEVD’s solution usually belongs to an “attractive” region around the desired local optima in numerical experiments, so it is a good candidate for initialization.

3 Scalable sample moment tensor decomposition

The main interest in this work is the decomposition of the sample moment tensor $\mathbf{X}^d \in S^d(\mathbb{R}^n)$ [1]. We design scalable algorithms for the symmetric Tucker decomposition (6) as well as the HOEVD
approximation (7) of $M^d$. An average of symmetric outer products, the sample moment structure (1) is the key to the scalability of the decomposition computation. Tensor operations with outer products can be reduced to computations only involving their factor vectors. Specifically we use the following identities: for vectors $x, y \in \mathbb{R}^n, z \in \mathbb{R}^m$ and a matrix $Y \in \mathbb{R}^{n \times m}$, it holds

$$x^{\otimes d} \cdot (Y, \ldots, Y) = \left( Y^T x \right)^{\otimes d} \in \mathcal{S}^d(\mathbb{R}^m),$$

(8)

$$\langle x^{\otimes d}, y^{\otimes d} \rangle = \langle x, y \rangle^d \in \mathbb{R},$$

(9)

$$\langle z \otimes x^{\otimes (d-1)}, y^{\otimes d} \rangle_{-1} = \text{mat} \left( z \otimes x^{\otimes (d-1)} \right) \text{mat} \left( y^{\otimes d} \right)^T = z \langle x, y \rangle^{d-1} y^T \in \mathbb{R}^{m \times n}.$$  

(10)

3.1 Scalable PGD algorithm

Here we introduce a scalable version of Algorithm 1 when the input tensor is a sample moment (10), see pseudocode in Algorithm 2. The symmetric Tucker cost (10) now depends solely on the data observations $X = [x_1, \ldots, x_p] \in \mathbb{R}^{n \times p}$. Due to (8),

$$F(Q) := \left\| \left( \frac{1}{p} \sum_{i=1}^{p} x_i^{\otimes d} \right) \cdot (Q, \ldots, Q) \right\|^2 = \left\| \frac{1}{p} \sum_{i=1}^{p} \left( Q^T x_i \right)^{\otimes d} \right\|^2.$$  

(11)

We actually do not need to create or store the sample moment. Such an idea is referred to as the implicit technique in [57,50].

Commonly, however, there is a huge amount of data in exceedingly high dimensions. We hence turn to the streaming strategy to speed up computations. Here data is revealed as a sequence of sample batches $\{X_1, \ldots, X_t, \ldots \} \subseteq \mathbb{R}^{n \times b}$ with batch size $b$ (where $b \ll p$). We read each batch as it arrives but discard it afterwards. This streaming model is called the turnstile model [48,41,60].

Therefore, as the $t$-th ($t \geq 1$) innovation $X_t = [x_{t,1}, \ldots, x_{t,b}]^T \in \mathbb{R}^{n \times b}$ arrives, the cost function (11) is recast stochastically:

$$F_t(Q) := \left\| \frac{1}{b} \sum_{i=1}^{b} \left( Q^T x_{t,i} \right)^{\otimes d} \right\|^2.$$  

(12)

In light of (10), we can compute the stochastic gradient in a tensor-free manner:

$$\nabla F_t(Q) = 2d \left\{ \frac{1}{b} \sum_{i=1}^{b} x_{t,i} \otimes \left( Q^T x_{t,i} \right)^{\otimes (d-1)}, \frac{1}{b} \sum_{j=1}^{b} \left( Q^T x_{t,j} \right)^{\otimes d} \right\}_{-1}$$

(13)

$$= 2d \frac{b}{b^2} \sum_{i=1}^{b} \sum_{j=1}^{b} x_{t,i} (Q^T x_{t,i}, Q^T x_{t,j})^d - x_{t,j}^T Q$$

$$= 2d \frac{b}{b^2} X_t \left( X_t^T QQ^T X_t \right)^{[d-1]} X_t^T Q \in \mathbb{R}^{n \times r}.$$  

Here, (·)^[d-1] denotes raising each element of the input matrix to the $(d-1)$-th power. Computing the gradient implicitly via online samples reduces the cost to $O(rb + rb^2)$ flops per iteration, improving upon $O(rnp + rp^2)$ using the full amount of samples or a cost that is exponential in $d$ if we operate on an explicit tensor.

Moreover, a scalable HOEVD solver, $s$-HOEVD in line 1 of Algorithm 2 is utilized for good initialization; see Section 3.2 for details. We also use AdaGrad [18] to automatically tune step
sizes. Specifically, we implement the column-wise extension of AdaGrad proposed in [27], since it is natural to independently update the orthonormal basis vectors in $Q$. See lines 4 and 5, where ./ is the columnwise division.

All together, Algorithm 2 is a two-phased iterative algorithm. It consists of

- Phase I: HOEVD approximation (line 1),
- Phase II: symmetric Tucker decomposition (lines 2-7).

The alterations with respect to Algorithm 1 are highlighted in blue.

**Algorithm 2** Scalable PGD for sample moment decomposition

**Input:** numbers of iterations $T_1, T_2$, batch sizes $b_1, b_2$ data streams $\{X_1, \ldots, X_{T_1}\} \subseteq \mathbb{R}^{n \times b_1}$ for initialization, $\{X_{T_1+1}, \ldots, X_{T_2}\} \subseteq \mathbb{R}^{n \times b_2}$ for PGD hyperparameters: $(\gamma_1)_0 = (\gamma_2)_0 = 10^{-5}$ones$(1, r)$, $c_1, c_2 > 0$

**Output:** rank-$r$ orthonormal basis $Q \in \text{St}(n, r)$

1: $Q_{T_1} \leftarrow \text{s-hoevd}(T_1, b_1, \{X_1, \ldots, X_{T_1}\}, (\gamma_1)_0, c_1)$ \hfill $\triangleright$ initialization
2: for $t = T_1 + 1, \ldots, T_2$ do
3: \hspace{1em} $G_t \leftarrow \frac{2d}{b_2^2} X_t \left( X_t^\top Q_{t-1} - Q_{t-1}^\top X_t \right)^{[d-1]} X_t^\top Q_{t-1}$ \hfill $\triangleright$ gradient computation
4: \hspace{1em} $(\gamma_2)_t \leftarrow \sqrt{(\gamma_2)_t^2 + \text{colnorm}(G_t)^2}$ \hfill $\triangleright$ step size
5: \hspace{1em} $Q_t \leftarrow Q_{t-1} + c_2 G_t ./ (\gamma_2)_t$
6: \hspace{1em} $Q_t \leftarrow \text{qr}(Q_t, 0)$
7: end for
8: return $Q \leftarrow Q_{T_2}$

3.2 Scalable HOEVD

We present the scalable version of HOEVD approximation shown in Algorithm 3. This serves as the Phase I initialization in Algorithm 2 but it may be of independent interest. As HOEVD is an eigendecomposition, we follow the streaming PCA idea. The solver uses the PGD framework, but applied to a different cost function than (11). Specifically, we solve HOEVD iteratively to find $Q \in \text{St}(n, r)$ that maximizes the following stochastic cost formed by a data batch $X_t \in \mathbb{R}^{n \times b_1}$:

$$\left\| \text{mat} \left( \frac{1}{b_1} \sum_{i=1}^{b_1} x_{t,i}^\otimes_d \right)^\top Q \right\|^2.$$

Using (10), the gradient can be calculated implicitly:

$$2 \text{mat} \left( \frac{1}{b_1} \sum_{i=1}^{b_1} x_{t,i}^\otimes_d \right) \text{mat} \left( \frac{1}{b_1} \sum_{i=1}^{b_1} x_{t,i}^\otimes_d \right)^\top Q = \frac{2d}{b_1^2} \sum_{i=1}^{b_1} \sum_{j=1}^{b_1} x_{t,i} (x_{t,i}, x_{t,j})^{d-1} x_{t,j}^\top Q = \frac{2}{b_1^2} X_t \left( X_t^\top X_t \right)^{[d-1]} X_t^\top Q \in \mathbb{R}^{n \times r}. \quad (14)$$

It costs $O(rnb_1 + nb_1^2 + rb_1^2)$ flops to compute the gradient. See the whole procedure in Algorithm 3.
Algorithm 3 Scalable HOEVD for sample moment decomposition

**Input:** number of iterations $T_1$, batch size $b_1$

data stream $\{X_1, \ldots, X_{T_1}\} \subseteq \mathbb{R}^{n \times b_1}$

hyperparameters: $(\gamma_1)_0 = 10^{-5}$ones($1$, $r$), $c_1 > 0$

**Output:** top-$r$ eigenvectors $Q_{\text{hoevd}} \in \text{St}(n, r)$

1: \textbf{function} $s$-HOEVD($\{X_1, \ldots, X_{T_1}\}$, $(\gamma_1)_0$, $c_1$)
2: \hspace{1em} $Q_0 \leftarrow [\mathcal{N}(0, 1)]^{n \times r}$
3: \hspace{1em} $Q_0 \leftarrow \text{qr}(Q_0, 0)$ \hfill $\triangleright$ initialization
4: \hspace{1em} \textbf{for} $t = 1, \ldots, T_1$ \textbf{do}
5: \hspace{2em} $G_t \leftarrow \frac{2}{b_t} X_t (X_t^\top X_t)^{[d-1]} X_t^\top Q_{t-1}$
6: \hspace{2em} $(\gamma_1)_t \leftarrow \sqrt{(\gamma_1)^2_t + \text{colnorm}(G_t)^2}$
7: \hspace{2em} $Q_t \leftarrow Q_{t-1} + c_1 G_t \cdot (\gamma_1)_t$ \hfill $\triangleright$ gradient update
8: \hspace{2em} $Q_t \leftarrow \text{qr}(Q_t, 0)$ \hfill $\triangleright$ retraction
9: \hspace{1em} \textbf{end for}
10: \hspace{1em} \textbf{return} $Q_{\text{hoevd}} \leftarrow Q_{T_1}$
11: \textbf{end function}

Remark 3. In Algorithms 2 and 3 the implicit method obviates the need to form the tensor, which would require $O(pmd)$ flops. Each iteration temporarily stores an updated matrix $Q \in \mathbb{R}^{n \times r}$ and an online sample batch $X_t \in \mathbb{R}^{n \times b}$, taking only $nr + nb$ memory. This explains the complexity counts shown in Table 1.

Remark 4. The core tensor $\mathcal{C} \in \mathbb{S}(\mathbb{R}^r)$ (3) can be evaluated as follows. After obtaining $Q \in \text{St}(n, r)$ by Algorithm 2 or 3 we draw fresh data $X_c = [(x_c)_1, \ldots, (x_c)_{pc}]^\top \in \mathbb{R}^{n \times pc}$ and then set:

$$
\mathcal{C} = \frac{1}{pc} \sum_{i=1}^{pc} (Q^\top (x_c)_i)^\otimes d.
$$

This costs $O(rd)$ in storage and $O(pcrn + pcrd)$ in flops.

4 Numerical tests

We utilize synthetic tests to study the proposed algorithms for sample moment tensor decomposition. We aim to show:

- The speedup of implicit compared to explicit optimization algorithms in Figure 2
- The speedup of streaming compared to full data usage in Figure 3
- The robustness of the HOEVD approximation and the symmetric Tucker decomposition to noise and target rank choice in Figures 4 and 5


4.1 Set-up

In these tests, we generate moment tensors with approximate low-rank symmetric Tucker structure. One way to do this is to assume data instance $x \in \mathbb{R}^n$ follows a linear factor model:

$$x = Bf + \varepsilon.$$

(15)

Here we fix the factor loading matrix $B \in \mathbb{R}^{n \times r_{true}}$. The latent factor $f \in \mathbb{R}^{r_{true}}$ is drawn from a coordinate-independent, zero-mean and unit-variant Normal-inverse Gaussian (NIG) distribution. This distribution is skewed and heavy-tailed, which is aligned with our interest mentioned in Section 1. The Gaussian noise $\mathcal{N}(0, \sigma^2 I_n)$ is referred to $\varepsilon \in \mathbb{R}^n$. Note that the $d$-th moment of $x$ roughly admits a low-rank Tucker decomposition format:

$$\mathcal{M}^d \approx \mathbb{E}(x \otimes^d) \approx \mathbb{E}((Bf) \otimes^d)$$

$$= \mathbb{E}((R^*f) \otimes^d) \cdot \left(Q^T, \ldots, Q^T\right).$$

The matrices $Q^* \in \mathbb{R}^{n \times r_{true}}, R^* \in \mathbb{R}^{r_{true} \times r_{true}}$ are from the QR factorization of $B$.

We define the inverse signal-to-noise ratio to quantify the noise level of the model:

$$\text{SNR}^{-1} := \frac{\|\mathbb{E}(\varepsilon)\|}{\|\mathbb{E}(Bf)\|} = \frac{\sigma \sqrt{n}}{\|B\|}.$$

Remark 5. We emphasize that our goal is simply to perform symmetric Tucker decomposition of the sample moment tensor $\mathcal{M}^d \in \mathcal{S}^d(\mathbb{R}^n)$. This is different from inference procedures tailored to the linear factor model, e.g. independent component analysis (ICA).

Remark 6. Besides the model (15) and heavy-tailed data, we note that our proposed algorithms are able to efficiently decompose $\mathcal{M}^d$ where the sample vectors are from any probabilistic models.

All tests are implemented using MATLAB R2022a on a MacBook Pro with 16GB RAM memory. Each reported plot is averaged over 10 independent simulations. The matrix $B$ in (15) is randomly generated with i.i.d. standard normal entries and then fixed for all runs. We generate new $f$ and $\varepsilon$ to form the data samples in each stochastic simulation.

4.2 Implicit vs. explicit algorithms

We illustrate the efficiency of implicit over explicit implementations. We compare the tensor-free Algorithm 2 to explicit algorithms for (14), namely the explicit Algorithm 1, HOOI, quasi-Newton, and trust-region methods. For the last three algorithms, we use the code “tuckeralg.m” in Tensor Toolbox, “symalgQNlc.m” in package and “lmlra3-trtr.m” in TensorLab, respectively. HOOI and trust-region apply to general asymmetric tensors, because there do not exist variants just for symmetric tensors.

The first experiment is non-streaming. The implicit Algorithm 2 runs on a fixed set of observations $X \in \mathbb{R}^{n \times p}$. The explicit approaches require constructing the sample moment tensor $\mathcal{M}^d \in \mathcal{S}^d(\mathbb{R}^n)$ as overhead, and then operating on it. The moment formation uses the “symtensor” package in [36]. Due to limited resources for testing explicit methods, the sample size $p$ and dimension $n$ are taken to be small here. Note that in this test Algorithm 2 matches Algorithm 1 iteration-by-iteration since there is no streaming. However, they compute the updates differently. All algorithms start from the explicit HOEVD solution.
Figure 2 shows the running time of Phase II - the symmetric Tucker decomposition. The vertical axes plot the relative gradient as a measure of convergence precision, as used in [20, 55, 31]:

$$\text{relative gradient} := \frac{\|\text{grad } F(Q)\|}{F(Q)}.$$ 

Here $\text{grad } F(Q) = (I_n - QQ^\top)\nabla F(Q) \in \mathbb{R}^{n \times r}$ denotes the Riemannian gradient on the Stiefel manifold [4] where $\nabla F(Q) \in \mathbb{R}^{n \times r}$ is the Euclidean gradient [5]. We use $\text{grad } F(Q)$, because the possible update directions on the Stiefel manifold are constrained to the tangent space at $Q$.

The number of iterations are set to be: in (a), $T_{PGD} = 7, T_{HOOI} = 5, T_{QN} = 4, T_{TR} = 8$; in (b), $T_{PGD} = 8, T_{HOOI} = 6, T_{QN} = 5$. We omit the trust-region method in (b) since its code does not apply to order-4 tensors. The PGD step size is $c_2 = 1000$ in both (a) and (b).

Figure 2: Implicit Algorithm 2 vs. explicit methods (including Algorithm 1). The relative gradient is plotted against runtime. The size of the problem, explicit overhead and initialization costs are given in the figure titles. The markers indicate iterations.

It is evident from Figure 2 that the implicit Algorithm 2 is much faster than the explicit algorithms. It enjoys an up to $50\times$ speedup compared to the basic PGD Algorithm 1 before even taking into account the upfront cost in Algorithm 1.

### 4.3 Streaming vs. full data usage

Here we stress the gains provided by the streaming technique. This is demonstrated in a stochastic experiment for (a): scalable HOEVD Algorithm 3 and (b): Phase II in Algorithm 2. See Figure 3. The vertical axes represent the approximation accuracy evaluated by the metric:

$$\text{subspace error} := \|QQ^\top - Q^*Q^{*\top}\|.$$ 

The measure is rotationally invariant.

To compare streaming and full data methods, we first generate a pool of observations $X \in \mathbb{R}^{n \times p}$. Each streaming method selects a subset of samples $X(:, b(t - 1) + 1 : bt)$ from the pool at step $t$. We ensure the total sample number $p$ is just enough for the streaming case with the
largest batch size $b_{\text{max}}$. The non-streaming counterparts use all the samples $X$ at once. The number of streaming iterations in both (a) and (b) is $T = 250$, and the total sample size is $p = T b_{\text{max}} = 25,000$.

In (a), the full HOEVD method applies direct eigendecomposition to $X (X^TX)^T/p^2$. It implicitly computes $\text{mat}(M^d) \text{mat}(M^d)^\top$, which is already more efficient than explicit HOEVD. The step size for all streaming cases is $c_1 = 0.05$. In (b), all plots start at the same initialization reached by Algorithm 3 when $T_1 = 20$ and $c_1 = 1$. The streaming and full cases use step size $c_2 = 1$ and $10$ respectively.

![Figure 3: Streaming vs. full data usage: We plot the subspace error against runtime. The final error values for all methods are marked on the plot.](image)

It is seen in Figure 3 that the streaming Algorithms 2 and 3 have limited loss of accuracy compared to the methods that use the full dataset. On the other hand, the runtimes for all streaming cases are nearly negligible compared to timing for the full algorithms.

4.4 Robustness

We test how the noise level in the observations and the choice of target rank affect HOEVD and the symmetric Tucker decomposition. In the two experiments below, we plot the evolution of both phases of Algorithm 2, see Figures 4 and 5. As the HOEVD phase (in dashed lines) plateaus, its last iterate gives the initialization for Phase II (in solid lines). The number of iterations are shown on the horizontal axes. The parameters in Algorithm 2 are set to $b_1 = b_2 = 50$, $c_1 = c_2 = 1$.

Consider the algorithms’ sensitivity to noise in the data samples. To test this, we generate a sequence of clean samples and then plant Gaussian noise with different levels of $\text{SNR}^{-1}$. The algorithms’ results are shown in Figure 4. In particular, note the improvement in Phase II over the HOEVD phase. The discrepancy is enlarged in the high noise regime ($\text{SNR}^{-1} \geq 1$), when the HOEVD solver barely outputs a qualified solution. In contrast, relatively good approximation is obtained using the symmetric Tucker decomposition (Phase II) when $\text{SNR}^{-1}$ is no bigger than 1.

Next, we test various rank choices in Figure 5. All cases pass over the same set of data observations. The algorithms’ recovery qualities are reported in terms of the objective value $F$,
and compared to the “ground-truth” value $F(Q^*)$. As there is no deterministic moment $\mathbf{M}^d$ in the streaming case, we estimate $F$ using an additional set of testing samples $\mathbf{X}_{\text{test}} \in \mathbb{R}^{n \times p_{\text{test}}}$ drawn from $\mathcal{X}$. We calculate $F$ implicitly using (9):

$$
\text{objective value: } F(Q) = \frac{1}{p_{\text{test}}} \left\| \sum_{i=1}^{p_{\text{test}}} \left( Q^\top \mathbf{X}_{\text{test}} \right)_i \right\|^2_d = \frac{1}{p_{\text{test}}} \left\| \left( \mathbf{X}_{\text{test}} Q Q^\top \mathbf{X}_{\text{test}} \right) ^{\otimes d} \right\|.
$$

When $r \geq r_{\text{true}}$, the solutions obtained by Algorithm 2 fully approximate the moment tensor in the sense that their objective values match the ground truth. When $r < r_{\text{true}}$, we can only partially recover the tensor. The less the rank is, the lower the objective value. Also note that as $r$ decreases, HOEVD’s initialization moves further away from the ground truth and the gap between the phases is more pronounced.

![Figure 4](image1.png)  
**Figure 4**: Two phases with different noise levels.

![Figure 5](image2.png)  
**Figure 5**: Two phases with different target ranks. Figures 4 and 5 show that the robustness of the symmetric Tucker decomposition is stronger than that of the HOEVD approximation. For “hard” problem instances where noise is high or the rank is under-specified, the HOEVD solution is clearly improved upon during Phase II.

5 Applications

We illustrate the applicability of moment tensor decompositions to the real datasets from anomaly detection and portfolio allocation.

5.1 Anomaly detection in hyperspectral imaging

Outliers can be discovered using higher-order statistics, when the mean and covariance information are not sufficient [17, 2]. In hyperspectral imaging (HSI) [51], the detection goal is to find a low-rank feature subspace, denoted by $Q \in \text{St}(n, r)$. We wish that after transforming HSI pixels by $Q$, unusual targets in the image are revealed [24]. Intuitively if the anomalies are captured by $\text{colspan}(Q)$, they would stand out as bright spots in the transformed image.

In this experiment, we test three methods to extract the feature subspace from HSI data: Tucker factorization of the skewness (order-3 standardized moment) [43], HOEVD applied to the skewness, and eigendecomposition of the covariance. Here, skewness and covariance are formed from HSI pixels. The results are evaluated by their performance in revealing anomalies, as in [24].
Figure 6 shows the data structure of a typical HSI image. It is a 3-way hypercube $\mathbf{X} \in \mathbb{R}^{n \times p_1 \times p_2}$. The data consists of $n$ band images in $\mathbb{R}^{p_1 \times p_2}$ and $p = p_1 p_2$ HSI pixels in $\mathbb{R}^n$.

$$\text{pixel } \mathbf{x}_i = [x_{i,1}, \ldots, x_{i,n}]^T \in \mathbb{R}^n$$

Figure 6: HSI hypercube.

We use a real hyperspectral image from the Airport-Beach-Urban dataset. The scene was taken at Gulfport, Florida by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor. The top two images of Figure 7 are the false-color composite image and the detection reference image (with white spots depicting the anomalous aircraft). The number of bands is $n = 191$ and the size of each band is $p_1 \times p_2 = 100 \times 100$. The $d$-th moment would take $10000 \times 191^d$ flops and $191^d$ space to form and store. Instead we use scalable algorithms for the moment decomposition task.

First, the 3D HSI cube $\mathbf{X} \in \mathbb{R}^{n \times p_1 \times p_2}$ is reshaped into an $n \times p$ matrix. This is whitened to give $\mathbf{X} \in \mathbb{R}^{n \times p}$. We choose rank $r = 4$, and seek the leading rank-$r$ subspaces $\mathbf{Q} \in \mathbb{R}^{n \times r}$ from the skewness tensor $\mathbf{M}^3 \in S^3(\mathbb{R}^n)$ and the covariance matrix $\mathbf{M}^2 \in S^2(\mathbb{R}^n)$, both formed using the columns in $\mathbf{X}$. The subspaces are found using Algorithm 2, Algorithm 3 and PCA, respectively. The parameters for Algorithms 2 and 3 are $b_1 = b_2 = 100$, $c_1 = 0.35$, $c_2 = 0.5$ and $T_1 = 500, T_2 = 1500$. For each subspace $\mathbf{Q}$ obtained, $\mathbf{X}$ is transformed into $\mathbf{Q}^T \mathbf{X} \in \mathbb{R}^{r \times p}$. Each row of $\mathbf{Q}^T \mathbf{X}$ is reshaped to a $p_1 \times p_2$ matrix. The resulting bands 1 - 4 are shown in Figure 7.

Since the reference map in Figure 7 is sparse, we further pursue a sparsest detection image by optimizing over weights on the bands. This is achieved by a constrained $\ell_1$-minimization:

$$\mathbf{w}^* = \underset{\mathbf{w} \in \mathbb{R}^r}{\text{arg min}} \| \mathbf{X}^T \mathbf{Q} \mathbf{w} \|_1, \quad \text{subject to} \quad \| \mathbf{w} \|_2 = 1.$$  

This is solved by the built-in Matlab tool “fmincon”. Then we reshape $\mathbf{X}^T \mathbf{Q} \mathbf{w}^*$ into a band image. The resulting sparse images are in the first column of Figure 7.

Inspecting Figure 7, we see that Algorithms 2 and 3 based on skewness distinguish between abnormal and normal pixels well. The subspace provided by Algorithm 2 enables especially clear detection, since the targets are the most pronounced. It also outlines both aircraft individually in the sparse image. The covariance information, however, fails to identify anomalies.

In Figure 8, we show a quantitative evaluation in anomaly detection, via the receiver operating characteristic-area under curve (ROC-AUC). This quantifies how accurate a method is in classifying normal and abnormal objects, where a higher AUC value indicates better detection. To draw the ROC curve, we whiten the matrix $\mathbf{X}^T \mathbf{Q}$ and assign the anomaly score for each pixel as its $\ell_2$-norm. The dashed curve indicates a uniformly random classifier. Note that the ROC of skewness-based detection schemes lie strictly above that of PCA. The AUC values corresponding to Algorithms 2 and 3 and PCA are 0.9947, 0.9900 and 0.8893, respectively.

The dataset is available at [http://xudongkang.weebly.com/data-sets.html](http://xudongkang.weebly.com/data-sets.html).
5.2 Moment estimation for portfolio allocation

Moment estimation is sometimes improved by enforcing low-rank structure \cite{6}. In portfolio allocation, we seek a distribution of investments to maximize future returns. Judicious predictions can be obtained by including higher-order moments in allocation optimization, as financial data is heavy-tailed \cite{33}.

In this experiment, we test two different ways to estimate moments from financial data: the empirical sample moment $\mathbf{M}^d$ \cite{1} and the low-rank symmetric Tucker approximation to $\mathbf{M}^d$. We evaluate the moments by deriving portfolios based on them and comparing the portfolios’ performances, as in \cite{6}. We emphasize that, in theory, higher moments of financial data should roughly admit a low-rank symmetric Tucker format, because of the Fama-French model \cite{21}.
We use the real HFR hedge fund dataset. It consists of daily return rates (in percentage) of \( n = 30 \) HFRX indices from January 2nd, 2009 to December 31st, 2019. The time series is split into in-sample data (2009 - 2016) \( X_{\text{in}} \in \mathbb{R}^{n \times p_{\text{in}}} \) and out-of-sample data (2017 - 2019) \( X_{\text{out}} \in \mathbb{R}^{n \times p_{\text{out}}} \). The in-sample data is centered. We calculate the averaged sample moments (1):

\[
\mathbb{M}^2, \mathbb{M}^3, \mathbb{M}^4 \in \mathbb{S}^2(\mathbb{R}^n), \mathbb{S}^3(\mathbb{R}^n), \mathbb{S}^4(\mathbb{R}^n)
\]

Then their low-rank Tucker approximations are computed by Algorithm 2. The rank is set to \( r = 15 \), and (3) is used to solve for the cores once the subspaces \( Q \) are determined. We run Phase II of Algorithm 2 thrice. Starting from a random initialization, we obtain \( Q \) for \( \mathbb{M}^2 \). This is used as initialization for decomposing \( \mathbb{M}^3 \). Finally we tackle \( \mathbb{M}^4 \), starting from the \( Q \) for \( \mathbb{M}^3 \). The parameters are set to \( c_2 = 1, 10^{-2}, 10^{-5} ; T_2 = 1000, 1000, 200 ; b_2 = 500, 500, 500 \) for the three runs respectively.

This produces \( \mathbb{M}^2_{\text{Tucker}} \in \mathbb{S}^2(\mathbb{R}^n), \mathbb{M}^3_{\text{Tucker}} \in \mathbb{S}^3(\mathbb{R}^n) \), and \( \mathbb{M}^4_{\text{Tucker}} \in \mathbb{S}^4(\mathbb{R}^n) \).

Given moment estimates, we select the allocation weights that maximize the expected utility (EU) \([6, \text{Supplementary Material, Equation (17)}]\):

\[
w^* := \arg \max \sum_{w_i \geq 0} \text{EU}(w) \equiv -\frac{\mu}{2} \left\langle \mathbb{E}\left(\left(\mathbf{x} - \bar{x}\right)^{\otimes 2}\right), w^{\otimes 2} \right\rangle + \frac{\mu (\mu + 1)}{6} \left\langle \mathbb{E}\left(\left(\mathbf{x} - \bar{x}\right)^{\otimes 3}\right), w^{\otimes 3} \right\rangle - \frac{\mu (\mu + 1) (\mu + 2)}{24} \left\langle \mathbb{E}\left(\left(\mathbf{x} - \bar{x}\right)^{\otimes 4}\right), w^{\otimes 4} \right\rangle,
\]

where the risk aversion parameter \( \mu \) is set to be 1. We estimate \( \mathbb{E}\left(\left(\mathbf{x} - \bar{x}\right)^{\otimes d}\right) \approx \mathbb{M}^d \) in (16), and then apply “fmincon” in Matlab to output the optimal weights. Meanwhile, estimating \( \mathbb{E}\left(\left(\mathbf{x} - \bar{x}\right)^{\otimes d}\right) \approx \mathbb{M}^d_{\text{Tucker}} \) results in another weight vector.

The two portfolios are evaluated on the out-sample data. The acquired daily returns \( \{y_t\} \subseteq \mathbb{R} \) are collected in a vector \( \mathbf{y} = X_{\text{out}}^{\top} w^* \in \mathbb{R}^{p_{\text{out}}} \). In Figure 9 we plot the cumulative daily return rates \( \left(\prod_{t'=1}^t (1 + \frac{y_{t'}}{100}) - 1\right) \times 100 \) at days \( t = 1, \ldots, p_{\text{out}} \). We observe that the low-rank moment estimates produce a better return rate than the plain sample moments do. Despite mild fluctuations, the two

---

**Figure 9:** Portfolio returns under different weights.

[3]The HFRX indices dataset can be found at: [https://www.hfr.com/family-indices/hfrx](https://www.hfr.com/family-indices/hfrx)
strategies always produce positive return rates. A naive strategy, the equally-weighted portfolio, is the most unstable. It sometimes yields negative returns.

Other statistical measures are shown in Table 2. The annual geometric mean of returns over the years 2017−2019 is \( \left( \prod_{t=1}^{\text{out}} (1 + \frac{y_t}{100}) \right)^{1/3} - 1 \times 100 \). The centered \( d \)-th moment \( (d = 2, 3, 4) \) of daily returns \( \{y_t\} \) is \( m^d = \sum_{t=1}^{\text{out}} \frac{(y_t - \overline{y})^d}{p_{\text{out}}} \in \mathbb{R} \). Large geometric mean and low absolute values of moments are desirable allocation outcomes. In each row, we highlight the preferred score in bold. They are all achieved by the portfolio based on low-rank Tucker approximations to the moments.

|                         | Equally weighted | Sample       | Low rank (\( r = 15 \)) |
|-------------------------|------------------|--------------|--------------------------|
| annual geometric mean   | 9.4143 \times 10^{-1} | 2.2434       | 2.3268                   |
| \( m^2 \)              | 2.6914 \times 10^{-2} | 8.9233 \times 10^{-3} | 8.5933 \times 10^{-3}   |
| \( m^3 \)              | -2.9724 \times 10^{-3} | -7.7193 \times 10^{-4} | -6.0692 \times 10^{-4}  |
| \( m^4 \)              | 3.4507 \times 10^{-3} | 5.4339 \times 10^{-4} | 4.7906 \times 10^{-4}   |

Table 2: Statistical performance of portfolios.

6 Convergence analysis

This section presents a convergence theory for the basic PGD method (Algorithm 1) applied to symmetric Tucker decomposition (⋆). Here \( \mathbf{X} \) need not arise as a moment tensor; even when it does, we do not analyze the effects of streaming. A basic analysis is warranted first, because (⋆) is non-convex, with a complex landscape if \( d \geq 3 \) (Remark 2). We also emphasize that the theory does not immediately follow from generic properties of PGD. We use the specific structure of the objective function and QR retraction.

6.1 Main statements

Recall the set-up in Section 2.2. Because Tucker factorization (2) is non-unique, as is (⋆) since

\[ \| \mathbf{X} \cdot (\mathbf{Q}, \ldots, \mathbf{Q}) \|^2 = \| \mathbf{X} \cdot (\mathbf{QO}, \ldots, \mathbf{QO}) \|^2 \]

for all \( r \times r \) orthogonal matrices \( \mathbf{O} \), the convergence of \( \{\mathbf{Q}_t\} \) is not relevant. Instead we focus on the convergence of the projectors, \( \mathbf{P}_t := \mathbf{Q}_t \mathbf{Q}_t^\top \in \text{Gr}(n, r) \). Thus, while Algorithm 1 runs on the Stiefel manifold and generates the sequence of bases \( \{\mathbf{Q}_t\} \subseteq \text{St}(n, r) \), we analyze the sequence of subspaces \( \{\mathbf{P}_t\} \subseteq \text{Gr}(n, r) \) in the Grassmannian manifold.

Given scalar step sizes \( \{\gamma_t\} \subseteq \mathbb{R}_{\geq 0} \), the update scheme starts from the PGD iteration on \( \mathbf{Q} \):

\[ \mathbf{Q}_{t+1} = \Phi(\mathbf{Q}_t) := \mathbf{QR} (\mathbf{Q}_t + \gamma_t \nabla F(\mathbf{Q}_t)) \in \text{St}(n, r). \]  (17)

The corresponding update on \( \mathbf{P} \) is defined as

\[ \mathbf{P}_{t+1} = \phi(\mathbf{P}_t) := \mathbf{Q}_{t+1} \mathbf{Q}_{t+1}^\top = \Phi(\mathbf{Q}_t) \Phi(\mathbf{Q}_t)^\top \in \text{Gr}(n, r). \]  (18)
The sequence \( \{P_t\} \) is assessed in terms of the cost function

\[
f(P) := \|X \cdot (P, \ldots, P)\|^2. \tag{19}
\]

As noted in Section 2.2, this is equivalent to the cost in (19), as 
\( f(P) = F(Q) \) when \( P = QQ^\top \).

We prove that the iterates \( \{P_t\} \) converge to a critical point of \( f \) on the Grassmannian. Note that this is stronger than just proving convergence of the objective values \( \{f(P_t)\} \) in \( \mathbb{R} \).

The first and second-order criticality conditions are stated as follows in the manifold setting.

**Definition 7.** A point \( P \in \text{Gr}(n, r) \) is first-order critical for the cost function \( f \) \((19)\) if

\[
\text{grad} f(P) = 0. \tag{20}
\]

Here, \( \text{grad} f(P) \in T_P \text{Gr}(n, r) \subseteq S^2(\mathbb{R}^n) \) denotes the Riemannian gradient, which is defined as the Euclidean gradient \( \nabla f(P) \in S^2(\mathbb{R}^n) \) projected to \( T_P \text{Gr}(n, r) \). The tangent space at \( P \) is given by

\[
T_P \text{Gr}(n, r) := \{ \Delta P \in S^2(\mathbb{R}^n) \mid P \Delta P + (\Delta P)P = \Delta P, \text{trace}(\Delta P) = 0 \}. \tag{21}
\]

**Definition 8.** A point \( P \in \text{Gr}(n, r) \) is second-order critical for the cost function \( f \) \((19)\) if

\[
\text{grad} f(P) = 0 \quad \text{and} \quad \langle \Delta P, \text{Hess} f(P)[\Delta P] \rangle \leq 0 \quad \text{for all} \quad \Delta P \in T_P \text{Gr}(n, r). \tag{22}
\]

Here, \( \text{Hess} f(P) : T_P \text{Gr}(n, r) \to T_P \text{Gr}(n, r) \) denotes the Riemannian Hessian. It is calculated in [26, Eqn. (2.109)].

The first theoretical result is a global guarantee: Algorithm 1 always converges to a first-order critical point.

**Theorem 6.1.** Let \( X \in S^4(\mathbb{R}^n) \) be any symmetric tensor, and consider the objective function \( f \) defined by (19). There exists a constant \( \Gamma^*(X, r) > 0 \) such that if the step sizes \( \{\gamma_t\} \subseteq \mathbb{R}_{\geq 0} \) satisfy \( \sup_t \gamma_t \leq \Gamma^* \) and \( \inf_t \gamma_t > 0 \), the following holds. For all initializations \( Q_0 \in \text{St}(n, r) \), the sequence \( \{P_t\} \subseteq \text{Gr}(n, r) \) generated via (17)-(18) by Algorithm 1 converges monotonically to a first-order critical point (20) of \( f \). The convergence is at no less than an algebraic rate.

Next, in fact, Algorithm 1 converges to a second-order critical point, for almost all initializations.
**Theorem 6.2.** Let $X \in S^d(\mathbb{R}^n)$ be any symmetric tensor, and consider the cost $f$ defined by \([19]\). Use a constant step size $\gamma$ for all iterates. There exist a constant $\Gamma^*(X, r) > 0$ and a measure-zero subset $I \subseteq St(n, r)$ such that if $0 < \gamma \leq \Gamma^*$, then for all initializations $Q_0 \in St(n, r) \setminus I$, the sequence $\{P_t\} \subseteq Gr(n, r)$ generated via \([17] - [18]\) by Algorithm 1 converges to a second-order critical point \((22)\) of $f$.

We build the proofs of Theorems 6.1 and 6.2 respectively in Sections 6.2 and 6.3. The main technical tools are a convergence theorem for real-analytic cost functions and the center-stable manifold theorem. These are stated in Appendix C.

### 6.2 Monotonic convergence to first-order critical points

To establish Theorem 6.1, we apply the guarantee stated in Theorem G.1, originally from [56, Theorem 2.3]. It requires us to prove \(\{P_t\}\) meets the conditions in Theorem G.1.

We first compute the Riemannian gradient of the cost $f$ \([19]\) on $Gr(n, r)$. Although the conclusion of Theorem 6.1 is in terms of $P \in Gr(n, r)$, our proof uses $Q \in St(n, r)$ due to the explicit update rule in \([17]\). Thus, we state the relation between $\nabla f(P)$ and $Q, \nabla F(Q)$. As short-hand, define $w : Gr(n, r) \rightarrow S^2(\mathbb{R}^n)$ by

$$w(P) = d (X \cdot (I_n, P, \ldots, P), X \cdot (I_n, P, \ldots, P))_{-1} \in S^2(\mathbb{R}^n).$$ \hspace{1cm} (23)

Note that $w(P)$ is a positive semidefinite (PSD) matrix.

**Proposition 6.3.** For $Q \in St(n, r)$ and $P = QQ^\top \in Gr(n, r)$, the following holds

$$\nabla f(P) = \text{sym} \left(2 (I_n - P) w(P) P \right) = \text{sym} \left( (I_n - QQ^\top) \nabla F(Q) Q^\top \right).$$ \hspace{1cm} (24)

**Proposition 6.3** is proven in Appendix A.

Next, we analyze the update rule on $P \in Gr(n, r)$. For $t \geq 0$ and step size $\gamma_t > 0$, define $\alpha_t : Gr(n, r) \rightarrow S^2(\mathbb{R}^n)$ by

$$\alpha_t(P) = P + 2\gamma_t Pw(P)P \in S^2(\mathbb{R}^n).$$ \hspace{1cm} (25)

The expression $\alpha_t(P)$ helps to represent the update on $P$.

**Lemma 6.4.** The difference between the current iterate $P_t$ and the next $P_{t+1}$ \([17] - [18]\) is approximated as follows:

$$P_{t+1} - P_t = 4\gamma_t \text{sym} \left( \nabla f(P_t) \alpha_t(P_t) \right) + O \left( \gamma_t^2 \|\nabla f(P_t)\alpha_t(P_t)\|^2 \right) + O \left( \gamma_t^2 \|\nabla f(P_t)\|^2 \right).$$ \hspace{1cm} (26)

**Lemma 6.4** is proven in Appendix B.

The following lemma gives properties of $\alpha_t(P)$ and shows that when the step size is sufficiently small, $\|\nabla f(P_t)\alpha_t(P)\|$ and $\|\nabla f(P_t)\|$ are on the same order.

**Lemma 6.5.** Let $t \geq 0$ and $P \in Gr(n, r)$. The pseudoinverse $\alpha_t(P) \in S^2(\mathbb{R}^n)$ satisfies $\alpha_t(P) \alpha_t(P) = P$. Moreover, there exists a constant $\Gamma_1(X, r) > 0$ such that if $\gamma_t$ satisfies $0 < \gamma_t \leq \Gamma_1$, then $\|P - \alpha_t(P)\| \leq \frac{1}{2}$ and

$$\sqrt{\frac{3}{2}} \|\nabla f(P_t)\| \leq \|\nabla f(P)\alpha_t(P)\| \leq \sqrt{\frac{2r}{2}} \|\nabla f(P_t)\|.$$ \hspace{1cm} (27)
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Please refer to Appendix C for the proof of Lemma 6.5.

Proof of Theorem 6.1. With the above useful lemmas and proposition in place, in this proof, we show that our update scheme for $P \in \text{Gr}(n, r)$ [17]-[18] satisfies the conditions C1 - C4 in Theorem G.1. Fix a step $t \geq 0$. Assume $0 < \gamma_t \leq \Gamma_1$ where $\Gamma_1$ is as in Lemma 6.5.

(C1) We apply (27) that $O\left(\|\text{grad} f(P_t)\alpha_t(P_t)\|^2\right)$ has the same scale as $O\left(\|\text{grad} f(P_t)\|^2\right)$. By Lemma 6.4, it follows

$$P_{t+1} - P_t = 4\gamma_t \text{sym}\left(\text{grad} f(P_t)\alpha_t(P_t)^\dagger\right) + O\left(\gamma_t^2 \|\text{grad} f(P_t)\|^2\right). \tag{28}$$

It implies that there exists a constant $C_1(X, r) > 0$ such that

$$\|P_{t+1} - P_t - 4\gamma_t \text{sym}\left(\text{grad} f(P_t)\alpha_t(P_t)^\dagger\right)\| \leq C_1\gamma_t^2 \|\text{grad} f(P_t)\|^2.$$

By (51) in Appendix B,

$$\text{grad} f(P_t)\alpha_t(P_t)^\dagger = (I_n - P_t)w(P_t)P_t\alpha_t(P_t)^\dagger = (I_n - P_t)w(P_t)\alpha_t(P_t)^\dagger,$$

and so

$$\langle \text{grad} f(P_t)\alpha_t(P_t)^\dagger, \alpha_t(P_t)^\dagger \rangle \text{grad} f(P_t) = \text{trace}\left((I_n - P_t)w(P_t)\alpha_t(P_t)^\dagger(I_n - P_t)w(P_t)\alpha_t(P_t)^\dagger\right) = 0.$$

It implies

$$\|\text{sym}\left(\text{grad} f(P_t)\alpha_t(P_t)^\dagger\right)\| = \frac{\sqrt{2}}{2} \|\text{grad} f(P_t)\alpha_t(P_t)^\dagger\|.$$

By the triangle inequality,

$$\|P_{t+1} - P_t\| \geq 4 \times \frac{\sqrt{2}}{2} \gamma_t \|\text{grad} f(P_t)\alpha_t(P_t)^\dagger\| - C_1\gamma_t^2 \|\text{grad} f(P_t)\|^2 \geq 2\sqrt{2} \times \frac{\sqrt{2}}{3} \gamma_t \|\text{grad} f(P_t)\| - C_1\gamma_t^2 \|\text{grad} f(P_t)\|^2 \tag{29}$$

$$= \frac{4}{3} \gamma_t \|\text{grad} f(P_t)\| - C_1\gamma_t^2 \|\text{grad} f(P_t)\|^2.$$

Here, the second inequality is due to the first half of (27). We further constrain the step size as follows

$$0 < \gamma_t \leq \Gamma_2 := \min\left(\Gamma_1, \frac{2}{3} \sup_{P \in \text{Gr}(n, r)} \|\text{grad} f(P)\|\right), \tag{30}$$

so that

$$C_1\gamma_t^2 \|\text{grad} f(P_t)\|^2 \leq \frac{2}{3} \gamma_t \|\text{grad} f(P_t)\|. \tag{31}$$

Note that $\sup_{P \in \text{Gr}(n, r)} \|\text{grad} f(P)\|$ is finite because $\text{grad} f$ is continuous on $\text{Gr}(n, r)$ and the Grassmann is compact. (We also exclude the trivial case when $\text{grad} f(P) \equiv 0$.) Continuing from (29) and substituting (31), we have

$$\|P_{t+1} - P_t\| \geq \left(\frac{4}{3} - \frac{2}{3}\right)\gamma_t \|\text{grad} f(P_t)\| = \frac{2}{3} \gamma_t \|\text{grad} f(P_t)\|. \tag{32}$$
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Letting $\kappa = \inf_{t \to \infty} \frac{2}{3} \gamma_t > 0$ ensures that C1 (76) holds.

In preparation for C2, we derive an upper bound for $\|P_{t+1} - P_t\|$. The idea is similar to (29):

$$
\|P_{t+1} - P_t\| \leq 2\sqrt{2(t)} \|\text{grad } f(P_t)\alpha_t(P_t)\| + C_{1}\gamma_t^2 \|\text{grad } f(P_t)\| \leq 2\sqrt{2} \frac{\sqrt{2(t)}}{2} \gamma_t \|\text{grad } f(P_t)\| + \frac{2}{3} \gamma_t \|\text{grad } f(P_t)\|
$$

(C2) Keep the assumption (30) on $\gamma_t$. Consider the first-order Taylor’s expansion for $f$ on $\text{Gr}(n, r)$ [2, Section 10.7]. Inserting (28), the difference of the current and next

$\|P_t\| = \inf_{P \in \text{Gr}(n, r)} \|P - P_t\| + o(\|P - P_t\|)$

The second inequality is obtained from the latter half of (27) and (31).

The second equation is due to $\alpha_t(P_t)^\dagger P_t = \alpha_t(P_t)^\dagger$. The definition (25) gives $\alpha_t(P_t) = P_t(I_n + 2\gamma_tw(P_t))P_t$. Continuing from above,

$$
\|P_t\| \leq 8\sqrt{2} \gamma_t \|\text{grad } f(P_t)\|^2.
$$

The remainder term in (33), there is a constant $C_2(\mathcal{X}, r) > 0$ such that

$$
f(P_{t+1}) - f(P_t) \geq \frac{8}{9} \gamma_t \|\text{grad } f(P_t)\|^2 - C_2 \gamma_t^2 \max\left(\|\text{grad } f(P_t)\|^3, \|\text{grad } f(P_t)\|^2\right). \quad (35)
$$

If the step size $\gamma_t$ is small enough to satisfy

$$
0 < \gamma_t \leq \Gamma^* := \min\left(\Gamma_2, \frac{4}{9\kappa_2}\right), \quad (36)
$$

where $\Gamma_2 > 0$ is defined in (31), then

$$
C_2 \gamma_t^2 \max\left(\|\text{grad } f(P_t)\|^3, \|\text{grad } f(P_t)\|^2\right) \leq \frac{4}{9} \gamma_t \|\text{grad } f(P_t)\|^2.
$$
Inserting into (35),

$$
    f(P_{t+1}) - f(P_t) \geq \left( \frac{8}{9} - \frac{4}{9} \right) \gamma_t \|\text{grad} f(P_t)\|^2 \\
    = \frac{1}{6\sqrt{r}} \left( \frac{8\sqrt{r}}{3} \gamma_t \|\text{grad} f(P_t)\| \right) \|\text{grad} f(P_t)\| \\
    \geq \frac{1}{6\sqrt{r}} \|P_{t+1} - P_t\| \text{grad} f(P_t)\|.
$$

The final inequality is by (32). Thus C2 holds if we set $\sigma = \frac{1}{6\sqrt{r}}$ in (77).

(C3) “⇒”: From grad $f(P) = 0$ and (24), we know

$$
    \text{grad} f(P)Q = 0 = \text{grad} F(Q) = (I_n - QQ^\top)\nabla F(Q),
$$

where $Q \in \text{St}(n,r)$ is a basis of $P \in \text{Gr}(n,r)$. It implies that colspan($\nabla F(Q)$) is in colspan($Q$). Note that $Q + \gamma \nabla F(Q) = (I_n + 2\gamma w(P))Q$ has full column rank, like $Q$, because $I_n + 2\gamma w(P) \in \mathbb{S}^2(\mathbb{R}^n)$ is positive definite. Hence colspan $(Q + \gamma \nabla F(Q)) = \text{colspan}(Q)$. Then the next iterate $\Phi(Q)$ obtained by QR decomposition still outputs a basis for colspan($Q$). So the orthogonal projectors remain the same, i.e. $\phi(P) = P$.

“⇐”: This directly follows from C1 if $\gamma_t$ is sufficiently small to satisfy (30).

(C4) Note the Grassmannian is a real-analytic submanifold of $\text{Gr}(n,r)$, because $\text{Gr}(n,r)$ satisfies property (3) in [57, Proposition 2.7.3]. Also, the cost function $f$ (19) is a polynomial in $P \in \text{Gr}(n,r)$, so real-analytic as well. By [56, Proposition 2.2], all points $P \in \text{Gr}(n,r)$ satisfy a Łojasiewicz inequality for $f$.

We have shown that the sequence $\{P_t\}$ meets all of the conditions C1 - C4 provided $\{\gamma_t\}$ satisfies $\inf \gamma_t > 0$ and $\sup \gamma_t \leq \Gamma^*$, with $\Gamma^*$ given in (36). By Theorem 6.1 it follows [Algorithm 1 achieves convergence to a first-order critical point of $f$. The proof of [Theorem 6.1] is complete. □

6.3 Convergence to second-order critical points

We study second-order criticality when the step size is constant. Theorem 6.2 relies on the center-stable manifold theorem [58], which we recall in [Theorem G.2]. It describes the local structure of a smooth local diffeomorphism around a fixed point.

The calculation of the Riemannian Hessian, Hess $f(P) : T_P \text{Gr}(n,r) \rightarrow T_P \text{Gr}(n,r)$, and the differential of the update map, $D\phi(P) : T_P \text{Gr}(n,r) \rightarrow T_{\phi(P)} \text{Gr}(n,r)$, are essential to the second-order guarantee. As short-hand, define a linear operator $v(P) : T_P \text{Gr}(n,r) \rightarrow \mathbb{R}^{n \times n}$ by

$$
    v(P)[DeltaP] = d(d-1) \left( X \cdot (I_n, DeltaP, P, \ldots), X \cdot (I_n, P, \ldots, P) \right) P \in \mathbb{R}^{n \times n}. \quad (37)
$$

Proposition 6.6. For $P \in \text{Gr}(n,r)$ and $DeltaP \in T_P \text{Gr}(n,r)$, the Riemannian Hessian of the cost $f$ (19) on $\text{Gr}(n,r)$ is given by

$$
    \text{Hess} f(P)[DeltaP] = 2 \text{sym} \left( (I_n - P)v(P)[DeltaP] + w(P) (DeltaP) P - DeltaP w(P)P \right). \quad (38)
$$

The differential of $\phi$ (18) on $\text{Gr}(n,r)$ is given by

$$
    D\phi(P)[DeltaP] = 2 \text{sym} \left( (I_n - \phi(P)) (DeltaP + 2\gamma w(P) DeltaP + 2\gamma v(P)[DeltaP]) (P + 2\gamma w(P)P)^\top \right). \quad (39)
$$
Proposition 6.6 is proven in Appendix D.

We next relate the eigenvalues of Hess $f(P)$ and $D\phi(P)$ when $P$ is a critical point of $f$. In this case, $P$ is a fixed point of $\phi$ by C3 in the proof of Theorem 6.1.

**Lemma 6.7.** Let $P$ be a first-order critical point of $f$ (20). If $\text{Hess } f(P) : T_P \text{Gr}(n,r) \to T_P \text{Gr}(n,r)$ has a positive eigenvalue, then $D\phi(P) : T_P \text{Gr}(n,r) \to T_P \text{Gr}(n,r)$ has an eigenvalue which is greater than 1.

Lemma 6.7 implies that any first-order, but not second-order, critical point of $f$ is an unstable fixed point of $\phi$. Its proof is in Appendix E.

The following lemma guarantees that the update map $\phi$ has a nice local property given a sufficiently small step size.

**Lemma 6.8.** There exists a constant $0 < \Gamma^{**}(X,r) \leq \Gamma^* \text{ (cf. Theorem 6.1) such that if the step size satisfies } 0 < \gamma \leq \Gamma^{**}$, then the update map $\phi : \text{Gr}(n,r) \to \text{Gr}(n,r)$ (18) is a local diffeomorphism.

The proof of Lemma 6.8 is in Appendix F.

**Proof of Theorem 6.2.** Fix $0 < \gamma \leq \Gamma^{**}$. From Theorem 6.1, we know that the sequence $\{P_t\}$ always converges to a first-order critical point of $f$ (20), thus a fixed point of $\phi$ (18) by C3 in Section 6.2. In this proof, we consider the case when the limit $P \in \text{Gr}(n,r)$ is a “bad” critical point, meaning it is a first-order critical point but fails second-order criticality (22). The idea is to apply Theorem G.2 to show that the set of $P_0$ that converge to bad critical points has zero measure in the Grassmannian. We then pull this back to $\text{St}(n,r)$.

Because $\phi$ is a local diffeomorphism by Lemma 6.8, we are eligible to apply Theorem G.2. It gives an open neighborhood $B_P \subseteq \text{Gr}(n,r)$ around each bad critical point $P$ satisfying the conditions in Theorem G.2. As $\text{Gr}(n,r)$ is second-countable, it has the Lindel"of property, i.e. every open cover has a countable subcover. So, there exists a countable set $C \subseteq \text{Gr}(n,r)$ consisting of some of the bad critical points such that

$$
\bigcup_{P \in \text{Gr}(n,r) \text{ is a bad critical point}} B_P = \bigcup_{P \in C} B_P. \tag{40}
$$

Define the subset

$$
J := \bigcup_{P \in C \atop t \geq 0} \phi^{-t}(W_P) \subseteq \text{Gr}(n,r). \tag{41}
$$

We claim that

$$\{ P_0 \in \text{Gr}(n,r) : \phi^t(P_0) \text{ converges to a bad critical point as } t \to \infty \} \subseteq J. \tag{42}
$$

To see this, assume $\lim_{t \to \infty} \phi^t(P_0) = P$ is bad. By (40), $P \in B_{P'}$ for some $P' \in C$. Since $B_{P'}$ is open, there is $t_0 \geq 0$ such that $\phi^t(P_0) \in B_{P'}$ for all $t \geq t_0$. As $P'$ is a fixed point of $\phi$, by (80) in Theorem G.2 we obtain $\phi^{t_0}(P_0) \in W_{P'}$. In other words, $P_0 \in \phi^{-t_0}(W_{P'})$. So, $P_0 \in J$ as claimed.

We claim that $J$ is measure-zero in $\text{Gr}(n,r)$. For each $P \in C$, at least one eigenvalue of $\text{Hess } f(P)$ is greater than 0. By Lemma 6.7, we know at least one eigenvalue of $D\phi(P)$ is greater than 1. By the first result of Theorem G.2, the dimension of $W_P$ is strictly less than the dimension...
of \( \text{Gr}(n, r) \). So \( W_P \) is measure-zero in \( \text{Gr}(n, r) \) by \cite[Corollary 6.12]{39}. Given that the step size satisfies \( 0 < \gamma \leq \Gamma^{**} \), the map \( \phi \) is a local diffeomorphism by Lemma 6.8 and so is \( \phi^t \) for all \( t \geq 0 \). Thus their pre-images of measure-zero sets have zero measure. As \( (\phi^t)^{-1} \equiv \phi^{-t} \), the set \( \phi^{-t}(W_P) \) has zero measure for each \( t \geq 0 \). Then \( J \) is a countable union of measure-zero sets, so has zero measure.

To conclude, define \( I \subseteq \text{St}(n, r) \) as the pre-image of \( J \subseteq \text{Gr}(n, r) \) under the map \( Q \mapsto QQ^\top \). Since the map is a submersion from the Stiefel manifold onto the Grassmannian, \( I \) has zero measure in \( \text{St}(n, r) \) as \( J \) does in \( \text{Gr}(n, r) \). For all initializations \( Q_0 \) in \( \text{St}(n, r) \) but outside the null set \( I \), the sequence \( \{\phi^t(P_0)\} = \{P_t\} \) converges to a second-order critical point of \( f \) if \( 0 < \gamma \leq \Gamma^{**} \).

The proof of Theorem 6.2 is complete. \( \square \)

7 Conclusion and future work

In this paper, we developed the PGD method (Algorithm 1) for symmetric Tucker tensor decomposition. It has a simple update scheme compared to other iterative solvers running on Riemannian manifolds. We further designed a scalable PGD (Algorithm 2) and HOEVD solver (Algorithm 3) to decompose sample moment tensor \( I \). The two algorithms are free of constructing and storing moment tensors; the iterations are conducted by streaming only a small subset of samples. Tremendous computational savings were seen in numerical experiments without sacrifices on accuracy. We also showed the applicability of the Tucker decomposition of moment tensors to detect anomalies and allocate assets. Finally, utilizing manifold optimization theory, we derived theoretical guarantees for the PGD sequence on the Grassmannian. We proved it always converges to a first-order critical point, and almost surely to a second-order critical point.

There are a number of directions that would be interesting to research in the future.

1. Implementation for cumulants. Cumulant tensors are central to non-Gaussian data analysis. They are nonlinear combinations of moments. It would be useful to derive implicit and streaming implementations of our algorithms for sample cumulants.

2. Extending the analysis. It is certainly worth investigating convergence guarantees in the streaming setting of Algorithms 2 and 3. We also want to study convergence properties when the algorithms are led by adaptive step sizes.

3. Estimating the core without fresh samples. Currently, the core tensor \( \mathcal{C} \) is computed using independent data samples after the subspace \( Q \) has been calculated. We would like to figure out a good way of updating \( \mathcal{C} \) while updating \( Q \), using the same data stream.
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A Proof of Proposition 6.3

Proof. We first compute the Riemannian gradient, \( \operatorname{grad} f(P) \in T_P \text{Gr}(n,r) \). It is the orthogonal projection of the Euclidean gradient \( \nabla f(P) \in \mathbb{R}^{n \times r} \) onto the tangent space at \( P \). The projection \( \pi_P : S^2(\mathbb{R}^n) \to T_P \text{Gr}(n,r) \) is computed as follows [26, Proposition 2.1]:

\[
\pi_P(X) = \text{ad}_P^2(X) \in T_P \text{Gr}(n,r) \quad \text{with} \quad \text{ad}_P^2 = \text{ad}_P \circ \text{ad}_P \quad \text{and} \quad \text{ad}_P(X) = PX - XP
\]

for \( X \in S^2(\mathbb{R}^n) \). Here, \( \text{ad} \) stands for the adjoint operator.

The Euclidean gradient of \( f \) is

\[
\nabla f(P) = d (X \cdot (I_n, P, \ldots, P), X \cdot (P, \ldots, P))_{-1} + d (X \cdot (P, \ldots, P), X \cdot (I_n, P, \ldots, P))_{-1} = w(P)P + Pw(P).
\]

Hence the Riemannian gradient equals

\[
\operatorname{grad} f(P) = \text{ad}_P^2 (\nabla f(P)) = \text{ad}_P (P \nabla f(P) - \nabla f(P)P) = P (P \nabla f(P) - \nabla f(P)P) - (P \nabla f(P) - \nabla f(P)P)P = P (\nabla f(P)) - 2P (\nabla f(P))P + (\nabla f(P)) P.
\]

Substituting (43) into the above equation,

\[
\operatorname{grad} f(P) = P (w(P)P + Pw(P)) - 2P (w(P)P + Pw(P))P + (w(P)P + Pw(P))P = Pw(P) (I_n - P) + (I_n - P) w(P)P = \text{sym} \left( 2 (I_n - P) w(P)P \right).
\]

Next, we relate the gradients of \( f(P) \) and \( F(Q) \). The Euclidean gradient of \( F \) is

\[
\nabla F(Q) = 2d (X \cdot (I_n, Q, \ldots, Q), X \cdot (Q, \ldots, Q))_{-1} = 2d (X \cdot (I_n, P, \ldots, Q), X \cdot (I_n, P, \ldots, P))_{-1} Q = 2d (X \cdot (I_n, P, \ldots, P), X \cdot (I_n, P, \ldots, P))_{-1} Q = 2w(P)Q.
\]
Therefore,
\[
\left( I_n - QQ^T \right) \nabla F(Q) Q^T = 2 \left( I_n - P \right) w(P) QQ^T = 2 \left( I_n - P \right) w(P) P.
\]
By (44), we have
\[
\text{grad } f(P) = \text{sym} \left( \left( I_n - QQ^T \right) \nabla F(Q) Q^T \right).
\]

The proof of Proposition 6.3 is complete. \hfill \square

### B Proof of Lemma 6.4

**Proof.** We derive the update on \( P_t \) [13] based on the iterate \( Q_t \) [17]. For a step \( t \geq 0 \), decompose the update direction \( \gamma_t \nabla F(Q_t) \) into two parts respectively in colspan(\( Q_t \)) and colspan(\( Q_t )^\perp,
\[
\gamma_t \nabla F(Q_t) = \gamma_t Q_t Q_t^T \nabla F(Q_t) + \gamma_t \left( I_n - Q_t Q_t^T \right) \nabla F(Q_t).
\]

We approximate \( Q_{t+1} = \mathbb{Q} R (Q_t + \gamma_t \nabla F(Q_t)) \) by the first-order Taylor polynomial of \( \mathbb{Q} R \) centered at \( Q_t + \gamma_t Q_t Q_t^T \nabla F(Q_t) \):
\[
Q_{t+1} = \mathbb{Q} R \left( (Q_t + \gamma_t Q_t Q_t^T \nabla F(Q_t)) + \gamma_t \left( I_n - Q_t Q_t^T \right) \nabla F(Q_t) \right)
\]
\[
= Q_t + \mathbb{D} \mathbb{Q} R (\tilde{Q}_t [\gamma_t \left( I_n - Q_t Q_t^T \right) \nabla F(Q_t)] + O (\gamma_t^2 || (I_n - Q_t Q_t^T) \nabla F(Q_t)||^2),
\]
where
\[
\tilde{Q}_t \mathbb{R} = Q_t + \gamma_t Q_t Q_t^T \nabla F(Q_t) \in \mathbb{R}^{n \times r} \tag{46}
\]
denotes the QR factorization. (Note that \( \mathbb{Q} R : \text{St}(n, r) \to \text{St}(n, r) \) is \( C^\infty \) at full-rank inputs [64].)

By the formula for the derivative of the QR factorization given in [66, Algorithm 1] (originally [64]),
\[
Q_{t+1} = \tilde{Q}_t + \gamma_t \left( I_n - \tilde{Q}_t \tilde{Q}_t^T \right) \left( I_n - Q_t Q_t^T \right) \nabla F(Q_t) R^{-1}
\]
\[
+ \tilde{Q}_t \mathbb{D} \mathbb{Q} R (\gamma_t \left( I_n - Q_t Q_t^T \right) \nabla F(Q_t) R^{-1}) + O (\gamma_t^2 || (I_n - Q_t Q_t^T) \nabla F(Q_t)||^2) \tag{47}
\]
\[
= \tilde{Q}_t + \gamma_t \left( I_n - Q_t Q_t^T \right) \nabla F(Q_t) R^{-1} + O (\gamma_t^2 || (I_n - Q_t Q_t^T) \nabla F(Q_t)||^2).
\]

To see the second equality, note \( I_n - \tilde{Q}_t \tilde{Q}_t^T = I_n - Q_t Q_t^T \), because \( \tilde{Q}_t \) and \( Q_t \) are both the orthonormal bases for colspan(\( Q_t \)). Moreover, given the linear operator \( s : \mathbb{R}^{r \times r} \to \mathbb{R}^{r \times r} \) the term \( s \left( \gamma_t \tilde{Q}_t^T \left( I_n - Q_t Q_t^T \right) \nabla F(Q_t) R^{-1} \right) = 0 \) as \( Q_t \left( I_n - Q_t Q_t^T \right) = 0 \).

From (17),
\[
P_{t+1} - P_t = \tilde{Q}_{t+1} Q_{t+1}^T - \tilde{Q}_t \tilde{Q}_t^T = 2 \gamma_t \text{sym} \left( \left( I_n - Q_t Q_t^T \right) \nabla F(Q_t) R^{-1} \tilde{Q}_t \right)
\]
\[
+ O \left( \gamma_t^2 || (I_n - Q_t Q_t^T) \nabla F(Q_t) R^{-1}||^2 \right) + O \left( \gamma_t^2 \left( \text{sym} \left( \left( I_n - Q_t Q_t^T \right) \nabla F(Q_t) Q_t^T \right) \right)^2 \right) \tag{48}
\]

\(^{4}\)The operator \( s \) is a composition of element-wise multiplication and skew-symmetrization. See [64, Algorithm 1] for details.
Here the second line refers to the symmetric term
\[ \gamma_t^2 \left( I_n - Q_t Q_t^\top \right) \nabla F(Q_t) R^{-1} R^{-\top} \nabla F(Q_t) \top \left( I_n - Q_t Q_t^\top \right), \]
whose norm is indeed less than \( \gamma_t^2 \| (I_n - Q_t Q_t^\top) \nabla F(Q_t) R^{-1} \|^2 \).

We transform the right-hand side of (48) from an expression in terms of \( Q \) to one with \( P \).

For the first component of (48), we separate \( (I_n - Q_t Q_t^\top) \nabla F(Q_t) R^{-1} Q_t^\top \) into two parts:

\[
\text{Factor 1} := \left( I_n - Q_t Q_t^\top \right) \nabla F(Q_t) Q_t^\top, \quad \text{Factor 2} := Q_t R^{-1} \tilde{Q}_t^\top,
\]
using \( Q_t^\top Q_t = I_r \). By (45),
\[
\text{Factor 1} = 2(I_n - P_t) w(P_t) Q_t Q_t^\top = 2(I_n - P_t) w(P_t) P_t. \quad (49)
\]

Also,
\[
\text{Factor 2} = Q_t R^{-1} \tilde{Q}_t^\top = (Q_t^\top)^\dagger R^{-1} (\tilde{Q}_t)^\dagger = \left( \tilde{Q}_t R Q_t^\top \right)^\dagger. \quad (50)
\]
by the fact that pseudoinversion satisfies \( X^\dagger Y^\dagger = (YX)^\dagger \) if \( X \) and \( Y \) respectively have orthonormal rows and columns. Inserting (46) gives
\[
\text{Factor 2} = \left( Q_t Q_t^\top + \gamma_t Q_t Q_t^\top \nabla F(Q_t) Q_t^\top \right)^\dagger = (P_t + 2\gamma_t P_t w(P_t) P_t)^\dagger = \alpha_t(P_t)^\dagger,
\]
where the last equality is by (45) and the definition of \( \alpha_t \) (25). Moreover,
\[
\text{Factor 1}^\top \times \text{Factor 2} = Q_t \nabla F(Q_t)^\top \left( I_n - Q_t Q_t^\top \right) Q_t R^{-1} \tilde{Q}_t^\top = 0.
\]

Combining (49) and (50), \( (I_n - Q_t Q_t^\top) \nabla F(Q_t) R^{-1} \tilde{Q}_t^\top \) equals:
\[
\text{Factor 1} \times \text{Factor 2} = 2(I_n - P_t) w(P_t) P_t \alpha_t(P_t)^\dagger \]
\[
= (\text{Factor 1} + \text{Factor 1}^\top) \times \text{Factor 2} = 2 \text{sym} \left( 2(I_n - P_t) w(P_t) P_t \right) \alpha_t(P_t)^\dagger \quad (51)
\]
\[
= 2 \text{grad } f(P_t) \alpha_t(P_t)^\dagger.
\]
The formula of \( \text{grad } f \) (44) is used in the last equality. Therefore, the first component of (48) reads
\[
2\gamma_t \text{sym} \left( (I_n - Q_t Q_t^\top) \nabla F(Q_t) R^{-1} \tilde{Q}_t^\top \right) = 4\gamma_t \text{sym} \left( \text{grad } f(P_t) \alpha_t(P_t)^\dagger \right). \quad (52)
\]

As for second component of (48), note
\[
\| (I_n - Q_t Q_t^\top) \nabla F(Q_t) R^{-1} \|^2 = \| (I_n - Q_t Q_t^\top) \nabla F(Q_t) R^{-1} \tilde{Q}_t^\top \|^2
\]
\[
= 4 \| \text{grad } f(P_t) \alpha_t(P_t)^\dagger \|^2.
\]
The orthogonality of \( \tilde{Q}_t \), which preserves norms, gives the first equality. The second is from (51).

The third component of (48) is dealt with directly by (24),
\[
\| \text{sym} \left( (I_n - Q_t Q_t^\top) \nabla F(Q_t) Q_t^\top \right) \| \|^2 = \| \text{grad } f(P_t) \|^2.
\]

Thus, (48) consists of the main component (52) and the residuals \( \mathcal{O} \left( \gamma_t^2 \| \text{grad } f(P_t) \alpha_t(P_t)^\dagger \|^2 \right) \)
\[
\mathcal{O} \left( \gamma_t^2 \| \text{grad } f(P_t) \|^2 \right) \text{ as needed in (26). This completes the proof of Lemma 6.4} \]
\[\Box\]
C  Proof of Lemma 6.5

Proof. Consider the step size \( \gamma_t > 0 \) and projector \( P \in \text{Gr}(n, r) \). Definition (25) reads
\[
\alpha_t(P) = P + 2\gamma_t Pw(P)P = P(I_n + 2\gamma_t w(P))P.
\]
(53)
So \( \text{colspan}(\alpha_t(P)) \subseteq \text{colspan}(P) \). Also for any vector \( x \in \text{colspan}(P) \),
\[
x^\top \alpha_t(P)x = x^\top (I_n + 2\gamma_t w(P))Px \geq \|x\|^2,
\]
as \( Px = x \) and \( I_n + 2\gamma_t w(P) \geq I_n \). It follows \( \text{colspan}(\alpha_t(P)) = \text{colspan}(P) \), and \( \alpha_t(P) \) has only \( r \) non-zero singular values, each less than 1. Hence
\[
\|\alpha_t(P)\| \leq \sqrt{r}.
\]
(55)

Constrain the step size by
\[
0 < \gamma_t \leq \Gamma_1 := \frac{1}{4\sqrt{r}\sup_{P \in \text{Gr}(n,r)} \|Pw(P)P\|},
\]
(56)
where \( \sup_{P \in \text{Gr}(n,r)} \|Pw(P)P\| \) is finite because the function \( P \mapsto Pw(P)P \) is continuous and \( \text{Gr}(n, r) \) is compact. (We exclude the trivial case \( Pw(P)P = 0 \) when \( X = 0 \).) From (54),
\[
P - \alpha_t(P)^\dagger = \alpha_t(P)^\dagger \alpha_t(P) - \alpha_t(P)^\dagger P = -\alpha_t(P)^\dagger (P - \alpha_t(P)).
\]
(57)
Then by (55) and (56),
\[
\|P - \alpha_t(P)^\dagger\| = \| - \alpha_t(P)^\dagger (P - \alpha_t(P)) \|
\leq \|\alpha_t(P)^\dagger\| \|P - \alpha_t(P)\|
\leq 2\gamma_t \sqrt{r} \|Pw(P)P\| \leq \frac{1}{2}.
\]
(58)

We now compare \( \|\text{grad } f(P)\| \) and \( \|\text{grad } f(P)\alpha_t(P)^\dagger\| \). By (24),
\[
\text{grad } f(P)P = (I_n - P)w(P)P.
\]
Inserting the above equation into (24),
\[
\text{grad } f(P) = \text{sym} \left( 2(I_n - P)w(P)P \right) = \text{sym} \left( 2\text{grad } f(P)P \right).
\]
Since
\[
\langle \text{grad } f(P)P, \text{grad } f(P) \rangle = \text{trace} \left( (I_n - P)w(P)P(I_n - P)w(P)P \right) = 0,
\]
we have
\[
\|\text{grad } f(P)\| = \sqrt{2} \|\text{grad } f(P)P\|.
\]
(59)
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Then due to triangle inequality and (57),
\[
\| \nabla f(P) \| \leq \sqrt{2} \| \nabla f(P) \alpha_{\ell}(P) \| + \sqrt{2} \| \nabla f(P) (P - \alpha_{\ell}(P)^\dagger) \|
\]
\[
= \sqrt{2} \| \nabla f(P) \alpha_{\ell}(P) \| + \sqrt{2} \| \nabla f(P) \alpha_{\ell}(P) \| (P - \alpha_{\ell}(P)^\dagger) \|
\]
\[
\leq \sqrt{2} \| \nabla f(P) \alpha_{\ell}(P) \| (1 + \| P - \alpha_{\ell}(P) \|) = \frac{3\sqrt{2}}{2} \| \nabla f(P) \alpha_{\ell}(P) \|.
\]
Inserting (58) shows the last inequality. Thus,
\[
\| \nabla f(P) \alpha_{\ell}(P) \| \geq \frac{\sqrt{2}}{3} \| \nabla f(P) \|.
\]
On the other hand, as \( \alpha_{\ell}(P) = P \alpha_{\ell}(P)^\dagger \), it holds
\[
\| \nabla f(P) \alpha_{\ell}(P) \| \leq \| \nabla f(P) \| \| \alpha_{\ell}(P) \|^\dagger \|
\leq \frac{\sqrt{2}}{2} \| \nabla f(P) \|.
\]
The results (59) and (55) give the last derivation. Combining the above two inequalities completes the proof of Lemma 6.5.

\[\square\]

### D Proof of Proposition 6.6

**Proof.** Let \( P \in \text{Gr}(n, r) \) and \( \Delta P \in T_P \text{Gr}(n, r) \). We first show the computation of the Riemannian Hessian. Applying [24, Equation (2.109)],
\[
\text{Hess } f(P)[\Delta P] = \text{ad}_{P}^2 (\nabla^2 f(P)[\Delta P]) - \text{ad}_{P} \text{ad}_{\nabla f(P)}(\Delta P)
\]
\[
= \text{ad}_{P} \left( P \nabla^2 f(P)[\Delta P] - (\nabla^2 f(P)[\Delta P])P - \nabla f(P)\Delta P + \Delta P \nabla f(P) \right)
\]
\[
= P(\nabla^2 f(P)[\Delta P])I_n - (I_n - P)(\nabla^2 f(P)[\Delta P])P
\]
\[
- P\nabla f(P)\Delta P + \Delta P \nabla f(P) + \nabla f(P)(\Delta P)P - \Delta P \nabla f(P)P
\]
\[
= 2 \text{sym} \left( (I_n - P)(\nabla^2 f(P)[\Delta P])P + \nabla f(P)(\Delta P)P - \Delta P \nabla f(P)P \right). \tag{60}
\]
Recall (43) that \( \nabla f(P) = w(P)P + Pw(P) \). We differentiate \( \nabla f(P) \) to obtain the Euclidean Hessian of \( f \):
\[
\nabla^2 f(P)[\Delta P] = (Dw(P)[\Delta P])P + w(P)\Delta P + \Delta P w(P) + P (Dw(P)[\Delta P]), \tag{61}
\]
where the differential is
\[
\text{Dw}(P)[\Delta P] = 2d(d - 1) \text{sym} \left( \langle X \cdot (I_n, \Delta P, P, \ldots, P), X \cdot (I_n, P, P, \ldots, P) \rangle \right)_{-1}
\]
\[
= d(d - 1) \langle X \cdot (I_n, \Delta P, P, \ldots, P), X \cdot (I_n, P, P, \ldots, P) \rangle \}_{-1} \tag{62}
\]
The last equality follows from \((\Delta P)P + P\Delta P = \Delta P\) in (21).
For the Riemannian Hessian (60), we first consider the term involving \( \nabla^2 f(P)[\Delta P] \):
\[
(I_n - P)(\nabla^2 f(P)[\Delta P])P
\]
\[
= (I_n - P)(Dw(P)[\Delta P])P + (I_n - P)w(P)(\Delta P)P + (I_n - P)\Delta P w(P)P \tag{63}
\]
\[
= (I_n - P)v(P)[\Delta P] + (I_n - P)w(P)(\Delta P)P + (I_n - P)\Delta P w(P)P.
\]
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The last equality is due to \(v(P)[\Delta P] = (Dw(P)[\Delta P])P\) by (63) and (62).

We then compute the remaining terms in (60), which involve \(\nabla f(P)\):

\[
\nabla f(P)(\Delta P)P - \Delta P\nabla f(P)P = (w(P)(P + Pw(P))(\Delta P)P - \Delta P(w(P)P + Pw(P)P)P
\]

\[= Pw(P)(\Delta P)P - \Delta Pw(P)P - (\Delta P)Pw(P).\]

In the last equality, we eliminate the term that includes \(P(\Delta P)P\), since this is 0 due to (21).

We add (63) and (64) to obtain

\[
\text{Hess } f(P)[\Delta P] = 2 \text{ sym } \left( (I_n - P)v(P)[\Delta P] + (I_n - P + P)w(P)(\Delta P)P + (I_n - P - I_n)(\Delta P)w(P)P\right).
\]

This is the formula for the Riemannian Hessian in (58).

Next, we compute the differential \(D\phi(P)[\Delta P]\). This is the term that is linear in \(\Delta P\) in the Taylor expansion of the difference:

\[
\phi(P + \Delta P) - \phi(P) = \Phi(Q + \Delta Q)\Phi(Q + \Delta Q)^\top - \Phi(Q)\Phi(Q)^\top.
\]

So we start with \(\Phi(Q + \Delta Q)\) and \(\Phi(Q)\). From the first-order Taylor expansion of \(QR\),

\[
\Phi(Q + \Delta Q) = \Phi(Q) + (I_n - \Phi(Q)\Phi(Q)^\top)(\Delta Q + \gamma \nabla F(Q)[\Delta Q])R^{-1} + \Phi(Q)S + \mathcal{O}(\|\Delta Q\|^2).
\]

Write \(\Phi(Q)R\) for the QR decomposition of \(Q + \gamma \nabla F(Q)\). We again apply the differentiation formula for \(QR\) in (66), Algorithm 1] and get

\[
\Phi(Q + \Delta Q) = \Phi(Q) + (I_n - \Phi(Q)\Phi(Q)^\top)(\Delta Q + \gamma \nabla^2 F(Q)[\Delta Q])R^{-1} + \Phi(Q)S + \mathcal{O}(\|\Delta Q\|^2).
\]

Here \(S \in \mathbb{R}^{r 	imes r}\) is a skew-symmetric matrix that is linear in \(\Delta Q\). The Euclidean gradient \(\nabla F(Q)\) is given by (53), and the Euclidean Hessian of \(F\) is calculated as

\[
\nabla^2 F(Q)[\Delta Q] = 2d (X \cdot (I_n, Q, \ldots, Q), X \cdot (I_n, Q, \ldots, Q))_{-1} \Delta Q
\]

\[+ 2d(d - 1) (X \cdot (I_n, \Delta Q), Q) + Q, \ldots, Q, X \cdot (I_n, I_n, Q, \ldots, Q))_{-1} Q
\]

\[= 2w(P)\Delta Q + 2d(d - 1) (X \cdot (I_n, \Delta P, Q, \ldots, Q), X \cdot (I_n, I_n, Q, \ldots, Q))_{-1} Q,
\]

due to (23) and \(\Delta P = (\Delta Q)Q^\top + Q(\Delta Q)^\top\).

We substitute (66) into (65). We only keep the terms that are linear in \(\Delta Q\) and get

\[
D\phi(P)[\Delta P] = 2\text{ sym } \left( (I_n - \Phi(Q)\Phi(Q)^\top)(\Delta Q + \gamma \nabla^2 F(Q)[\Delta Q]R^{-1}\Phi(Q)^\top)\right)
\]

\[= 2\text{ sym } \left( (I_n - \phi(P))(\Delta Q + \gamma \nabla^2 F(Q)[\Delta Q])(R^{-1}\Phi(Q)^\top)\right)
\]

\[= 2\text{ sym } \left( (I_n - \phi(P))(\Delta Q + \gamma \nabla^2 F(Q)[\Delta Q])(Q + \gamma \nabla F(Q))^\top\right).
\]
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For the first equality, we use $\Phi(Q)S\Phi(Q)^\top + \Phi(Q)S^\top \Phi(Q)^\top = 0$ and the fact $S$ is linear in $\Delta Q$.

It remains to transform the differential expression $(68)$ in $Q, \Delta Q$ to be in terms of $P, \Delta P$. To do this, we split $(68)$ into two factors:

**Factor 1** := $(I_n - \phi(P)) \left( \Delta Q + \gamma \nabla^2 F(Q)[\Delta Q] \right) Q^\top$,  
**Factor 2** := $Q \left( Q + \gamma \nabla F(Q) \right)^\top$.

We first tackle **Factor 2**. As $Q^\top$ and $Q + \gamma \nabla F(Q)$ respectively have orthonormal rows and columns, we have

$$Q \left( Q + \gamma \nabla F(Q) \right)^\top = \left( Q^\top \right)^\top \left( Q + \gamma \nabla F(Q) \right)^\top = \left( \left( Q + \gamma \nabla F(Q) \right) Q^\top \right)^\top.$$

Inserting $(45)$ into the above equation,

$$\text{Factor 2} = \left( \left( Q + 2\gamma w(P)Q \right) Q^\top \right)^\top = \left( P + 2\gamma w(P)P \right)^\top.$$  

(69)

Next, we consider **Factor 1**. By $(67)$, it equals

$$(I_n - \phi(P)) \left( \Delta Q + \gamma \nabla^2 F(Q)[\Delta Q] \right) Q^\top$$

$$= (I_n - \phi(P)) \left( I_n + 2\gamma w(P) \right) \left( \Delta Q \right) Q^\top$$

$$+ (I_n - \phi(P)) \left( 2\gamma d(d-1) (X \cdot (I_n, \Delta P, Q, \ldots , Q), X \cdot (I_n, I_n, Q, \ldots , Q))_{-1} QQ^\top \right)$$

$$= (I_n - \phi(P)) \left( I_n + 2\gamma w(P) \right) \left( \Delta P - Q(\Delta Q)^\top \right) + 2\gamma v(P)[\Delta P].$$

(70)

The last equality is from the definition of $v(P)[\Delta P]$ $(67)$. However, note that

$$(I_n - \phi(P)) \left( I_n + 2\gamma w(P) \right) Q(\Delta Q)^\top$$

$$= (I_n - \phi(P)) \left( Q + 2\gamma w(P)Q \right) (\Delta Q)^\top$$

$$= (I_n - \phi(Q)\Phi(Q)^\top) \left( Q + \gamma \nabla F(Q) \right) (\Delta Q)^\top = 0.$$

Here, we replace $2w(P)Q$ by $\nabla F(Q)$ by $(45)$. Then from $\text{colspan}(Q + \gamma \nabla F(Q))$ equals $\text{colspan}(\Phi(Q))$ by $(67)$, it holds $(I_n - \Phi(Q)\Phi(Q)^\top) \left( Q + \gamma \nabla F(Q) \right) = 0$.

Returning to $(70)$,

$$\text{Factor 1} = (I_n - \phi(P)) \left( I_n + 2\gamma w(P) \right) (\Delta P) + 2\gamma v(P)[\Delta P]$$

$$= (I_n - \phi(P)) \left( \Delta P + 2\gamma w(P)[\Delta P] \right) + 2\gamma v(P)[\Delta P].$$

(71)

Putting $(68)$, $(69)$ and $(71)$ together, we obtain the formula for the differential $D\phi(P)[\Delta P]$ $(39)$. The proof of Proposition 6.6 is complete.

**E Proof of Lemma 6.7**

**Proof.** Let $P \in \text{Gr}(n, r)$ be a first-order critical point of $f$ $(19)$. The Riemannian Hessian $\text{Hess}(f(P)) : T_P \text{Gr}(n, r) \to T_P \text{Gr}(n, r)$ is diagonalizable because it is self-adjoint. The dimension of the tangent space $T_P \text{Gr}(n, r)$ is $\dim(\text{Gr}(n, r)) = r(n-r)$. Let $\Delta P_1, \ldots , \Delta P_{r(n-r)} \in T_P \text{Gr}(n, r)$ be a basis of eigenmatrices of $\text{Hess}(f(P))$ with corresponding eigenvalues $\lambda_1, \ldots , \lambda_{r(n-r)}$, i.e.

$$\text{Hess}(f(P))[\Delta P_i] = \lambda_i \Delta P_i$$

for $i \in [r(n-r)]$. Assume there is at least one strictly positive eigenvalue of $\text{Hess}(f(P))$, w.l.o.g. $\lambda_1 > 0$. 
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We analyze the eigenvalues of $D\phi(P)$ by expressing the differential with respect to $\{\Delta P_i\}$. Under this basis, the differential is represented by the matrix $M \in \mathbb{R}^{r(n-r) \times r(n-r)}$ with entries

$$m_{i,j} = \left\langle 2 \text{ sym } (I_n - P)(\Delta P_i + 2\gamma w(P)\Delta P_i + \gamma v(P)[\Delta P_i]) \right| (P + 2\gamma w(P)P^\dagger), \Delta P_j \right\rangle,$$

(72)

for $i, j \in [r(n-r)]$. Here we apply the formula (39) and the fact that $P = \phi(P)$ as critical points of $f$ are fixed points of $\phi$ by C3 in Section 6.2. The eigenvalues of the operator $D\phi(P)$ are the same as the eigenvalues of the matrix $M$.

We next compute the matrix $M$. Due to the rank constraint on $P$, we utilize its block structure to facilitate the computation. W.l.o.g., we suppose the rank-$r$ orthogonal projection $P$ is:

$$P = \begin{bmatrix} I_r & 0_{r \times (n-r)} \\ 0_{(n-r) \times r} & 0_{(n-r) \times (n-r)} \end{bmatrix} \in \text{Gr}(n, r),$$

by choosing an appropriate for $\mathbb{R}^n$.

From (44), $\text{grad } f(P) = \text{sym } (2(I_n - P)w(P)P) = 0$, and (21), $\Delta P = (\Delta P)P + P\Delta P$ for all $\Delta P \in TP \text{Gr}(n, r)$, we obtain block matrices for $w(P)$ and $\{\Delta P_i\}$. Namely there are PSD matrices $A \in \mathcal{S}^2(\mathbb{R}^r), C \in \mathcal{S}^2(\mathbb{R}^{n-r})$ and matrices $H_i \in \mathbb{R}^{(n-r) \times r}$ for $i \in [r(n-r)]$ such that

$$w(P) = \begin{bmatrix} A & 0 \\ 0 & C \end{bmatrix} \in \mathcal{S}^2(\mathbb{R}^n), \quad \Delta P_i = \begin{bmatrix} 0 & H_i^T \\ H_i & 0 \end{bmatrix} \in TP \text{Gr}(n, r).$$

(73)

Since $\Delta P_i$ are eigenmatrices of $\text{Hess } f(P)$, by (38) we see

$$2 \text{ sym } (I_n - P)v(P)[\Delta P_i] = \text{Hess } f(P)((\Delta P_i)P - \Delta P_i w(P)P) = \begin{bmatrix} 0 & \lambda_i H_i^T \\ \lambda_i H_i & 0 \end{bmatrix} - 2 \text{ sym } \begin{bmatrix} A & 0 \\ 0 & C \end{bmatrix} \begin{bmatrix} 0 & H_i \\ H_i & 0 \end{bmatrix} \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix} - \begin{bmatrix} 0 & H_i^T \\ H_i & 0 \end{bmatrix} \begin{bmatrix} A & 0 \\ 0 & C \end{bmatrix} \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}.$$

$$= \begin{bmatrix} \lambda_i H_i - CH_i + H_iA & 0 \\ 0 & \lambda_i H_i^T - H_i^T C + AH_i^T \end{bmatrix}.$$

It follows that

$$(I_n - P)v(P)[\Delta P_i] = \begin{bmatrix} 0 & \lambda_i H_i - CH_i + H_iA \\ \lambda_i H_i & 0 \end{bmatrix},$$

because $(I_n - P)v(P)[\Delta P_i]$ (77) is in the format $(I_n - P)(\cdot)P$ so only its left bottom block is nonzero.

To get $m_{i,j}$ (72), we compute

$$(I_n - P)(\Delta P_i + 2\gamma w(P)\Delta P_i + 2\gamma v(P)[\Delta P_i]) = \begin{bmatrix} 0 & 0 \\ 0 & I_{n-r} \end{bmatrix} \begin{bmatrix} I_r + 2\gamma A & 0 \\ 0 & I_{n-r} + 2\gamma C \end{bmatrix} \begin{bmatrix} 0 & H_i^T \\ H_i & 0 \end{bmatrix} + \begin{bmatrix} 2\gamma(\lambda_i H_i - CH_i + H_iA) & 0 \\ (1 + 2\gamma \lambda_i)H_i + 2\gamma H_iA & 0 \end{bmatrix}. $$
Also,
\[
(P + 2\gamma w(P)P)^\dagger = \left(\begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix} + 2\gamma A \right) = \left(\begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix} + 2\gamma A \right)^{-1} 0 
\]

Here we note that since \( A \) is PSD and \( \gamma > 0 \), the inverse \((I_r + 2\gamma A)^{-1}\) exists and is symmetric. Thus the left component in the inner product (72) is

\[
2 \text{sym} \left( \begin{bmatrix} 0 \\ (1 + 2\gamma \lambda_i)H_i + 2\gamma H_i A \end{bmatrix} \right) = \begin{bmatrix} 0 & H_i^T + 2\gamma \lambda_i(I_r + 2\gamma A)^{-1}H_i^T \\ H_i^T + 2\gamma \lambda_i(I_r + 2\gamma A)^{-1}H_i^T & 0 \end{bmatrix}
\]

Finally (72) reads

\[
m_{i,j} = \langle \begin{bmatrix} 0 & H_i^T + 2\gamma \lambda_i(I_r + 2\gamma A)^{-1}H_i^T \\ H_i^T + 2\gamma \lambda_i(I_r + 2\gamma A)^{-1}H_i^T & 0 \end{bmatrix}, \begin{bmatrix} 0 & H_j^T \\ H_j & 0 \end{bmatrix} \rangle = 2 \langle H_i + 2\gamma \lambda_iH_i(I_r + 2\gamma A)^{-1}, H_j \rangle
\]

\[
= \begin{cases} 4\gamma \lambda_i \|H_i(I_r + 2\gamma A)^{-\frac{1}{2}}\|^2 + 1 & i = j \\ 4\gamma \lambda_i \langle H_i(I_r + 2\gamma A)^{-\frac{1}{2}}, H_j(I_r + 2\gamma A)^{-\frac{1}{2}} \rangle & i \neq j, \end{cases}
\]

where we use
\[
\langle H_i, H_j \rangle = \frac{1}{2} \langle \Delta P_r, \Delta P_j \rangle = \begin{cases} \frac{1}{2}, & i = j \\ 0, & i \neq j. \end{cases}
\]

We set

\[
L = \begin{bmatrix} \text{vec} \left( H_i(I_r + 2\gamma A)^{-\frac{1}{2}} \right) \\ \vdots \\ \text{vec} \left( H_{r(n-r)}(I_r + 2\gamma A)^{-\frac{1}{2}} \right) \end{bmatrix} \in \mathbb{R}^{(n-r)\times r(n-r)},
\]

\[
\Lambda = 4\gamma \text{diag} \left( \lambda_1, \ldots, \lambda_{r(n-r)} \right) \in \mathbb{S}^2(\mathbb{R}^{r(n-r)}).
\]

Here \( \text{vec} \) denotes the vectorization operator. Combining (74) and (75), we have a short-hand expression for \( M \):

\[
M = ALL^T + I_{r(n-r)}.
\]

The linear independence of \( \{H_i\} \) implies the linear independence of \( \{H_i(I_r + 2\gamma A)^{-\frac{1}{2}}\} \). Then \( L \) is invertible because its rows are linearly independent. Hence \( ALL^T \) is similar to \( L^T AL = L^T (ALL^T) L^{-T} \). As \( L^T AL \) is symmetric, \( ALL^T \) is diagonalizable with the same eigenvalues as \( L^T AL \). Then \( A \) and \( L^T AL \) are congruent. So their numbers of positive eigenvalues match. But there is a strictly positive eigenvalue of \( A \), namely \( 4\gamma \lambda_1 > 0 \). It follows that \( M = ALL^T + I_{r(n-r)} \) has an eigenvalue strictly greater than 1. The proof of Lemma 6.7 is complete. \( \square \)
F Proof of Lemma 6.8

Proof. We prove Lemma 6.8 by showing that $\phi$ is $C^\infty$ and $D\phi(P)$ is invertible for all $P \in \text{Gr}(n, r)$, when $\gamma$ is small enough.

First we claim that $\Phi$ is $C^\infty$ on $\text{St}(n, r)$. It is a composite of $\mathbf{Q}R$ and $\mathbf{Q} \mapsto \mathbf{Q} + \gamma \nabla F(Q)$. The latter is a polynomial map, only taking full-rank values by C3 of Section 6.2. Meanwhile, $\mathbf{Q}R$ is $C^\infty$ at full-rank inputs by [64]. So $\Phi$ is $C^\infty$ by 39, Theorem A.27 (a), since $\mathbf{Q} \mapsto \mathbf{Q}^{-\top}$ is a quotient map from $\text{St}(n, r)$ to $\text{Gr}(n, r)$.

Next we show $D\Phi(Q)$ is invertible for all $Q \in \text{St}(n, r)$. Define $h : \text{St}(n, r) \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ by $h(Q, \gamma) := \sigma_{\min}(D\Phi(Q)) = \sigma_{\min}(D\mathbf{Q}R(Q + \gamma \nabla F(Q)))$,

where $\sigma_{\min}$ denotes the smallest singular value. Here $\mathbf{Q}R$ is $C^\infty$ at full-rank inputs, $\Phi(Q)$ is full-rank for $\gamma \geq 0$ and $\Phi(Q)$ is polynomial in $Q, \gamma$. It follows that $D\mathbf{Q}R(Q + \gamma \nabla F(Q))$ is jointly continuous in $Q, \gamma$. As the smallest singular value is also continuous, $h$ is jointly continuous in $Q, \gamma$.

When $\gamma = 0$, $\Phi$ becomes the identity map on $\text{St}(n, r)$, so $h(\cdot, 0) \equiv 1$. Because the Stiefel manifold is compact, there exists a constant $\Gamma^*$ such that for all $0 < \gamma \leq \Gamma^*$ it holds $h(\cdot, \gamma) > 0$. W.l.o.g. assume $\Gamma^*$ is less than $\Gamma^*$ in Theorem 6.1. Then $D\Phi : T\text{QSt}(n, r) \to T\phi(Q)\text{St}(n, r)$ is invertible for all $Q \in \text{St}(n, r)$ when $\gamma \leq \Gamma^*$.

To conclude, differentiate the update diagram Figure 10. By the chain rule, we get a commutative diagram of differentials between tangent spaces. The “north-then-west” path is a composition of surjections because $D\Phi(Q_t)$ is surjective (when $\gamma \leq \Gamma^*$) and $Q \mapsto QQ^{-\top}$ is a quotient map. By commutativity, the “west-then-north” composition is surjective. So the second map there must be a surjection, i.e. $D\phi(P_t) : T_P\text{Gr}(n, r) \to T_{\phi(Q_t)}\text{Gr}(n, r)$ is surjective. Therefore it is invertible, as the tangent spaces share the same dimension. The proof of Lemma 6.8 is complete. □

G Supporting theorems

G.1 Convergence guarantee

Let $f : \text{Gr}(n, r) \to \mathbb{R}$ be a real-analytic function. Consider the problem

$$\max_{P \in \text{Gr}(n, r)} f(P).$$

Let $\{P_t\} \subseteq \text{Gr}(n, r)$ be a sequence. We make the following assumptions:

- (C1) There exists $\kappa > 0$ such that

$$\|P_{t+1} - P_t\| \geq \kappa \|\text{grad } f(P_t)\|; \quad (76)$$

- (C2) There exists $\sigma > 0$ such that

$$f(P_{t+1}) - f(P_t) \geq \sigma \|P_{t+1} - P_t\| \|\text{grad } f(P_t)\|; \quad (77)$$

- (C3) First-order optimality is equivalent to the fixed point condition, i.e.

$$\text{grad } f(P_t) = 0 \iff P_{t+1} = P_t; \quad (78)$$
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There exist $\delta, \rho > 0$ and $\theta \in (0, \frac{1}{2}]$ such that for all first-order critical points $\mathbf{P} \in \text{Gr}(n, r)$ of $f$ and all points $\mathbf{P}' \in \text{Gr}(n, r)$ with $\|\mathbf{P}' - \mathbf{P}\|_F \leq \delta$,

$$|f(\mathbf{P}') - f(\mathbf{P})|^{1-\theta} \leq \rho \|\nabla f(\mathbf{P}')\|.$$  \hspace{1cm} (79)

**Theorem G.1** (Theorem 2.3 in [56]). Under the above set-up if $\{\mathbf{P}_t\}$ satisfies conditions C1 - C4, it converges monotonically to a first-order critical point of $f$ at no less than an algebraic rate.

**G.2 Center-stable manifold theorem**

**Theorem G.2** (Theorem III.7(2) in [58]). Let $\phi: \text{Gr}(n, r) \to \text{Gr}(n, r)$ be a local diffeomorphism. Let $\mathbf{P} \in \text{Gr}(n, r)$ be a fixed point of $\phi$. There exist an open neighborhood $B_\mathbf{P} \subseteq \text{Gr}(n, r)$ of $\mathbf{P}$ and a smoothly embedded disk $W_\mathbf{P} \subseteq \text{Gr}(n, r)$ containing $\mathbf{P}$ such that

1. the dimension of $W_\mathbf{P}$ is the number of linearly independent eigenmatrices of $D\phi(\mathbf{P})$ with eigenvalues of magnitude no more than 1;

2. and

$$\{ \mathbf{X} \in \text{Gr}(n, r) : \phi^t(\mathbf{X}) \in B_\mathbf{P}, \forall t \geq 0 \} \subseteq W_\mathbf{P}.\tag{80}$$

**Remark 7.** Although the center-stable manifold statement is discussed for Euclidean space in [58], as noted in [38, Theorem 1], it can be extended to any manifold. We specify the manifold to be the Grassmannian $\text{Gr}(n, r)$ in this paper.