Origin of Strong Winds in an Explosive Mediterranean Extratropical Cyclone
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ABSTRACT

During 2–3 December 2012, the Black Sea and east coast of Romania were affected by a rapidly deepening Mediterranean cyclone. The cyclone developed a bent-back front along which short-lived (2–4 h) strong winds up to 38 m s\(^{-1}\) were recorded equatorward of the cyclone center. A mesoscale model simulation was used to analyze the evolution of the wind field, to investigate the physical processes that were responsible for the strong winds and their acceleration, and to investigate the relative importance of the stability of the boundary layer to those strong winds. The origin of the air in the wind maximum equatorward of the cyclone center was twofold. The first was associated with a sting jet, a descending airstream from the midlevels of the cloud head and the lower part of the cyclonic branch of the warm conveyor belt. The sting jet started to descend west of the cyclone center, ending at the frontolytic tip of the bent-back front. The second was a low-level airstream associated with the cold conveyor belt that originated northeast of the cyclone center and traveled below 900 hPa along the cold side of the bent-back front, ending behind the cold front. Both airstreams were accelerated by the along-flow pressure gradient force, with the largest accelerations acting on the sting-jet air before entering into the near-surface strong-wind area. The sensible heat fluxes destabilized the boundary layer to near-neutral conditions south of the cyclone center, facilitating downward mixing and allowing the descending air to reach the surface. Mesoscale instabilities appeared to be unimportant in the sting-jet formation.

1. Introduction

One of the threats of extratropical cyclones is the strong nonconvective surface winds associated with them (e.g., Hewson and Neu 2015). These strong surface winds can...
occur in at least three locations around the cyclone: within the warm sector, within the cold conveyor belt, and as a result of the sting jet. Strong surface winds can also occur behind the cold front in association with a tropopause fold (e.g., Parton et al. 2010; Knox et al. 2011). In the warm sector, strong winds occur as air is accelerated poleward toward the cyclone center and ascends in the synoptic-scale warm conveyor belt (e.g., Carlson 1980; Harrold 1973; Browning 1990). The cold conveyor belt is also a synoptic-scale airstream, generally situated below 800 hPa, which originates northeast of the cyclone center and wraps cyclonically around the cyclone center (e.g., Carlson 1980; Schultz 2001).

Although both the warm and cold conveyor belts are general features of extratropical cyclones, some cyclones also produce sting jets. The sting jet is a transient feature of an intense Shapiro–Keyser extratropical cyclone (Shapiro and Keyser 1990) that forms in the middle levels of the cloud head, poleward and west of the cyclone center and descends, while accelerating, to the end of the bent-back front (Browning 2004; Schultz and Browning 2017; Clark and Gray 2018). With a footprint smaller than that of the warm or cold conveyor belts, the sting jet is a mesoscale phenomenon (i.e., several hundred kilometers or less in the alongfront direction and tens of km in the across-front direction). Schultz and Sienkiewicz (2013) showed that the mesoscale dimension of the sting jet is related to the mesoscale dimension of the associated frontolytic circulation at the end of the bent-back front. The vertical velocities associated with this circulation are of order 10 cm s⁻¹ and are sufficient to realize the descent of air from the midtroposphere in several hours.

The descent and acceleration of the sting-jet air have been suggested to be caused by evaporative cooling (Browning 2004; Clark et al. 2005), the release of conditional symmetric instability (Parton et al. 2009; Gray et al. 2011; Martínez-Alvarado et al. 2011), and the secondary circulation associated with Petterssen frontogenesis (Schultz and Sienkiewicz 2013; Slater et al. 2015, 2017). In contrast, some studies have found no evidence for the acceleration of the winds in the sting jet to be caused by evaporative cooling (Smart and Browning 2014; Baker et al. 2014) or the release of conditional symmetric instability (Smart and Browning 2014; Coronel et al. 2016).

To date, sting jets have been identified in extratropical cyclones over the North Atlantic and Europe using observational (e.g., Parton et al. 2009; Martínez-Alvarado et al. 2014; Vaughan et al. 2015) and reanalysis data (e.g., Hewson and Neu 2015). Sting jets may occur elsewhere, as well. For example, the present study considers a case of explosive Mediterranean cyclogenesis with a possible sting jet on 2–3 December 2012. The cyclone developed a bent-back front and strong winds equatorward of the cyclone center, affecting the Black Sea coast of Romania. Intense winds were recorded (up to 38 m s⁻¹) that had a strong societal and economic impact. Specifically, all seaports were closed, the sea withdrew about 50 m from the shore due to strong westerly winds, more than 105 localities were left without power, 28 localities lost their water supply, 22 school buildings and 348 houses were damaged, dozens of trees were uprooted, and some trees fell onto cars (Observator de Constanța 2012). Also, parts of the wind farms from Constanța county were damaged by the strong winds, and Unit 1 of the Cernavodă nuclear power plant was shut down at 0300 UTC 3 December (LT = UTC + 2 h) for “technological protection of the reactor because of weather conditions” (Pirvoiu 2012; Nuclearelectrica 2012). No fatalities were recorded.

The question that is the focus of this article is: “What is the cause of these strong winds?” Cold conveyor belt? A sting jet? Both? In this article, we investigate the structure, evolution, and physical processes involved in the formation of the wind maximum equatorward of this cyclone. In addition to observations (e.g., satellite images, surface weather station data, S-band Doppler radar products), an analysis of the cyclone based on a high-resolution model was used to provide a complementary perspective of the event.

The article continues with an overview of the cyclone evolution based on observations in section 2. The setup of the numerical model used for the simulation is presented in section 3. In section 4, the evolution and the structure of the wind field near the surface during the period when the winds were strongest is described. Section 5 presents how Petterssen frontogenesis was used to investigate whether the generation of the intense winds is a response to mesoscale dynamics. In section 6, backward air-parcel trajectories were calculated to establish the path followed by the airstreams associated with the wind maxima. The mechanisms that accelerated the airstreams are analyzed in section 7. The role played by mesoscale instabilities during the lifetime of the strong winds is investigated in section 8. Finally, section 9 contains a summary of the most important findings of this article.

2. Cyclone overview

The cyclone analyzed in this article resulted from the interaction of two cyclone centers in confluent upper-level flow. The first one (L1) formed in the central basin
of the Mediterranean Sea and moved east-northeast over the Adriatic Sea toward the Black Sea. The second one (L2) moved from the southern basin of the Mediterranean Sea on a northeastward path (Fig. 1a). After 1800 UTC 2 December, the two cyclones merged, and the single cyclone center began deepening rapidly, reaching its minimum central pressure over the Black Sea at 0600 UTC 3 December (Figs. 1b,c,d). The central pressure of the cyclone dropped more than 20 hPa in 12 h, from 1005 hPa at 1800 UTC 2 December to less than 985 hPa at 0600 UTC 3 December. Thus, the cyclone satisfied the criterion to be classified as an atmospheric bomb by deepening 1.5 Bergerons (Sanders and Gyakum 1980) (in this case, $\sin \phi = 45^\circ$, so 1 Bergeron at 45°N equals 19.6 hPa in 24 h).

At 500 hPa, a short-wave trough associated with the surface cyclone was embedded in a large-scale trough extending across Europe southward to the Mediterranean Sea (Fig. 2a). Between 0000–1200 UTC 3 December, the short-wave trough, located over the Adriatic Sea at 1800 UTC, moved northeastward and a closed circulation formed (Figs. 2b–d). In less than 12 h, the cyclone underwent the frontal-fracture stage and the T-bone stage of the Shapiro–Keyser conceptual model, when the cold front and the warm front became nearly perpendicular and the bent-back front developed west of the warm front (Figs. 1a–c). The well-developed bent-back front started to wrap around and encircled the cyclone center twice by 1200 UTC 3 December (Fig. 1d).
The bent-back front brought heavy rainfall to eastern Romania, snow in the Carpathian Mountains, and damaging winds to southeastern Romania. Strong wind gusts were recorded over land (e.g., up to 36 m s\(^{-1}\) at Medgidia) and over sea (38 m s\(^{-1}\) at Gloria Oil Platform station) for a period of about 4–6 h (Fig. 3a). As the cyclone deepened and traveled northward, the weather stations in southeastern Romania recorded the evolution of the pressure. The minimum pressure was recorded between 0300 and 0600 UTC, starting with southern stations (Fig. 3b). For example, Sulina recorded 980.2 hPa at 0600 UTC, the lowest pressure value ever recorded at this weather station.

Due to the rapid intensification of the wind, nowcasting yellow and orange code warnings were issued by the Romanian National Meteorological Administration Constanța Regional Weather Forecasting Service. This case could have been the subject of a red-code nowcasting warning because the threshold for a red-code warning is a wind speed greater than 30 m s\(^{-1}\). The color codes are set according to the severity of the phenomena, from yellow to red, respectively; the thresholds of the phenomena are calibrated appropriately to each country’s climatology (Stepek et al. 2012). The nowcasting warnings complement the longer-range warnings issued for the next 24–48 h that are part of the European METEOALARM system (www.meteoalarm.eu; Meteoalarm 2013). These warnings are issued for dangerous weather phenomena (e.g., wind, rain, severe thunderstorm, snow, blizzard, fog) that have not been warned on or have been warned on but could become more dangerous than expected within the next 6 h. All these warnings are meant to inform the public about the possible occurrence of high-impact weather.

The Medgidia S-band Doppler radar, situated in southeastern Romania recorded the passage of the bent-back front (Fig. 4, bottom). Between 0236 and 0611 UTC 3 December, the radar velocity–azimuth display (VAD) wind-profiler product showed wind speeds greater than 35 m s\(^{-1}\) at a height of about 3 km, with a peak between 0300 and 0400 UTC (Fig. 4, top). At the beginning of the event, the “ND” notation (for “no detection”) meant that precipitation particles were not strong enough to obtain a velocity measurement. The high values of the root-mean-square error (RMSE)
were likely due to ground clutter or turbulence, but reliable data (i.e., green color barbs in Fig. 4, top) were present through the entire period of the event. The base velocity product at 0.5 km elevation (Fig. 4, middle) showed that the region with the strongest wind (>26 m s⁻¹) had a mesoscale dimension, less than 100 km wide. Values larger than 33 m s⁻¹ were recorded at 0300 UTC near Cernavodă city at the time when the nuclear reactor was shut down.

These observations indicated the rapid evolution of the strong winds in association with this deep Shapiro–Keyser cyclone. But, the sparse weather-station network could not capture the scale of these severe winds within the cyclone nor provide adequate data to understand their origin. Therefore, a mesoscale model simulation was used to explain the physical processes involved in the structure and evolution of the wind field.

3. Model setup

The cyclone case was simulated using the Advanced Research Weather Research and Forecasting (WRF) Model, version 3.6.1 (Skamarock et al. 2008) a compressible, nonhydrostatic, three-dimensional mesoscale model. The European Centre for Medium-Range Weather Forecasts (ECMWF) analysis at 0.25° latitude–longitude was used to initialize the model and to provide lateral boundary conditions every 6 h. The simulation used a single 419 × 419 gridpoint domain with 9-km horizontal grid spacing and 100 vertical levels; the vertical spacing varied from 100 to 215 m in the lower and midtroposphere. The model was run with the Thompson microphysics scheme (Thompson et al. 2008), the Kain–Fritsch cumulus parameterization scheme (Kain and Fritsch 1990; Kain 2004), Yonsei University planetary boundary layer scheme (Hong et al. 2006), the unified Noah land surface model (Chen and Dudhia 2001; Ek et al. 2003), the shortwave radiation scheme by Dudhia (1989), and the Rapid Radiative Transfer Model (RRTM) longwave radiation scheme (Mlawer et al. 1997). The simulation was initialized at 0000 UTC 2 December 2012 and run for 36 h. The model output was hourly except for 0000–0900 UTC 3 December when output was every 15 min to capture the detail of the structure and evolution of the wind field during this time.

4. Evolution of the wind field equatorward of the cyclone center

For approximately 7 h starting at 0000 UTC 3 December, the 925-hPa wind field equatorward of the cyclone center evolved remarkably fast. At 0030 UTC, a wide area of strong winds was present in front of and within the cold front (Fig. 5a). West of this area at about 28°E, a footprint of strong near-surface winds exceeding 35 m s⁻¹ began to appear. Within an hour, these winds intensified and the footprint enlarged. The tear-shaped wind maximum labeled W1 (speeds >45 m s⁻¹) was situated south of and close to the cyclone center in an area where the isentropes were spreading apart (Fig. 5b). The tear-shaped structure of W1 resembled the sting-jet structure depicted in Fig. 6 from Schultz and Sienkiewicz (2013), suggesting the possibility that this wind maximum associated with this Mediterranean cyclone was in part due to a sting jet. West of W1, another maximum W2 formed at 0230 UTC.
but with a smaller area and a reduced intensity compared to W1 (Fig. 5c). After the formation of W2, the footprint of W1 and its maximum speed both decreased (Fig. 5d). W1 had values below 40 m s\(^{-1}\), and W2 had values less than 45 m s\(^{-1}\), indicating that the maximum severity of the wind might have already occurred and the threat from strong winds was over (Fig. 5d). Instead, at 0415 UTC, a new maximum of winds W3 formed, separate from W1 and W2. As evidence that W3 was a new maximum, W2 had \(u\) between 288 K on the leading part and 286 K on the rear part. In contrast, W3 had \(u\) of 287–289 K. Also, during the next hour (0315–0415 UTC), the footprints of W1 and W2 reduced in size, weakened, and moved east. In contrast, the footprint of W3 elongated and enlarged, and the speed increased to 40–45 m s\(^{-1}\) (not shown). Also, forward trajectories showed that W2 does not become the leading edge of W3 at a later time (not shown). After 0315 UTC, the W1–W2 maximum and W3 merged and the strong wind speed was maintained for almost another 3 h until 0700 UTC (Figs. 5e,f). After this time, the strongest winds remained southeast of the cyclone center, but were weaker. Both W1 and W2, as well as W3, occurred before the cyclone reached its minimum central pressure of 972 hPa, which was attained at 0700 UTC.

The 700-hPa relative humidity field was used to determine the position of wind maxima relative to the cyclone’s lower-tropospheric cloud field during the analyzed period. W1 was situated in an area with low relative humidity, on the warm side and at the tip of the cold air mass (Fig. 6a), similar to the positions of other
Fig. 5. Sea level pressure (blue lines every 4 hPa), potential temperature (dark green lines every 1 K), and horizontal wind speed at 925 hPa (shaded above 30 m s$^{-1}$ according to the scale): (a) 0030, (b) 0130, (c) 0230, (d) 0315, (e) 0415, and (f) 0700 UTC 3 Dec 2012. W1, W2, and W3 represent the near-surface wind maxima occurring equatorward of the cyclone center at 0130, 0230, and 0415 UTC, respectively. The black lines represent the political boundaries. The brown shading represents areas in which the 925-hPa surface is below ground.
FIG. 6. Relative humidity at 700 hPa (shaded according to the scale) and horizontal wind speed at 925 hPa (solid red lines contoured from 30 to 50 m s$^{-1}$ every 5 m s$^{-1}$) at (a) 0130 and (b) 0700 UTC 3 Dec.
observed and modeled sting jets (e.g., Browning 2004; Baker 2009; Slater et al. 2017; Volonté et al. 2018). Later, when the bent-back front wrapped around the cyclone center, the strongest winds were located in a region with relative humidity higher than 80%–90% (Fig. 6b). In the next sections, we focus on understanding the physical processes that contributed to the evolution of the wind field.

5. Petterssen frontogenesis

To establish what mechanisms are responsible for the generation of strong winds and whether this cyclone produced a sting jet, frontal processes are investigated using Petterssen frontogenesis. Petterssen (1936) frontogenesis has been used as a diagnostic tool to indicate that the indirect circulation at the frontolytic end of the bent-back front was closely related to the descent of the air in the sting jet (Schultz and Sienkiewicz 2013; Slater et al. 2015, 2017). Petterssen (1936) defined frontogenesis $F$ as the Lagrangian rate of change of the magnitude of the horizontal potential temperature ($\theta$) gradient due to the horizontal wind ($V_h = u\mathbf{i} + v\mathbf{j}$): 

$$F = \frac{d}{dt}(\nabla_2 \theta),$$  

where $\nabla_2 = \mathbf{i}(\partial \theta / \partial x) + \mathbf{j}(\partial \theta / \partial y)$. Petterssen (1936) showed that, if potential temperature is conserved, then $F$ could be rewritten in terms of the deformation and divergence as

$$F = \frac{1}{2}\nabla_2 \theta (E \cos 2\beta - \nabla_2 \cdot V_h),$$  

where $E$ is the resultant deformation and $\beta$ is the local angle between an isentrope and the axis of dilatation.

Confluence and convergence acting on a horizontal temperature gradient will increase the gradient and result in frontogenesis, whereas diffusivity and divergence will decrease the gradient and result in negative frontogenesis (i.e., frontolysis). Diffusivity at the end of the bent-back front associated with Petterssen frontolysis is characteristic of a Shapiro–Keyser cyclone (Takayabu 1986; Schär and Wernli 1993; Schultz et al. 1998). Frontolysis is also associated with an indirect circulation: warm air sinking and cold air rising. At the frontolysis region at the end of the bent-back front, the typical presence of cold advection shifts the indirect circulation so that the region of descent occurs within the frontal zone and the region of frontolysis, facilitating the downward transport of high-momentum air.

In this Mediterranean cyclone, the winds that might have been associated with a sting jet were located at the tip of the cloud head (Fig. 6a). Thus, we examined frontogenesis and frontolysis along the bent-back front at 925 hPa. We chose this level because frontal structures are better defined at this level than at the surface, where surface parameterizations in the model create a noisier field, and compared to 850 hPa, where the fronts are weaker. During 0130–0230 UTC, the warm front north of the surface cyclone center exhibited strong frontogenesis (Figs. 7a,b). In contrast, at the tip of the cloud head, W1 and W2 were extending into a region where the isentropes became diffusent, decreasing the horizontal temperature gradient, and resulting in a maximum of frontolysis (Figs. 7a,b). This region of frontolysis weakened by 0415 UTC (Fig. 7c). Hence, Petterssen frontogenesis, with frontolysis at the end of the bent-back front and its associated secondary circulation, appears related to the locations of W1 and W2 and possibly provides a physical mechanism for bringing the strong winds down to the surface along a mesoscale swath.

To illustrate the vertical structure of the wind maxima, Petterssen frontogenesis, vertical velocity associated with the frontal structures, and how they are related, three cross sections were made along the bent-back front. Also, to illustrate and to contrast the alongfront and the across-front circulations, another three cross sections perpendicular to each wind maximum were made (locations of cross sections in Figs. 7a–c). Cross section AA’ was taken south of the cyclone center along the region of frontolysis and along the core of W1 at 0130 UTC (Fig. 8a). A large and continuous wind maximum extended from the surface to the upper troposphere, with speed increasing with height. Two local maxima in wind speed were observed within this larger maximum. The first maximum W1 was located at around 2 km height in an area dominated by strong descent (i.e., 8.0 Pa s$^{-1}$ in Fig. 8a), with frontolysis extending below the wind maximum. Although the W1 core in the cross section was not associated with frontogenesis or frontolysis, frontolysis was present when W1 formed and descended (not shown). The total descent in the across-front direction in W1 was narrow, strong, and of comparable scale to the frontogenesis, suggesting these vertical circulations were frontal circulations in which the across-front circulations were responding to the region of frontolysis at the end of the bent-back front (Fig. 8b).

Another local maximum in wind speed occurred above W1, around 3–6 km height in an area with weak baroclinicity, negligible frontogenesis, and weak downward vertical velocities (Fig. 8a). This wind maximum seemed to be a region of midtropospheric westerly flow.

Behind and upstream of W1, the isentropes sloped downward to the southeast, consistent with the bent-back
The region where the isentropes were almost horizontal (below 2 km height about 28.6°–30.0°E in AA’) marked the small distance between the cloud head and the cold front.

Cross section CC’ was taken south of the cyclone center along the frontolysis maxima and along W1 and W2 at 0230 UTC (Fig. 8c). By this time, W1 was found at a lower altitude (around 1.5 km in height) than at 0130 UTC and had wind speeds faster than 50 m s⁻¹. The second wind maximum W2 was positioned above the surface, in an area with frontolysis and strong descent. The cross section DD’ showed that the total descent in the across-front direction was extending in the W2 area (Fig. 8d). The downward-folding isentropes were associated with both W1 and W2 (Fig. 8c). W1 was characterized by weak vertical stability and was separated from W2 by a strong statically stable layer. That statically stable layer was probably generated by
Fig. 8. Vertical cross sections taken (a), (c), (e) along- and (b), (d), (f) across-front, AA' and BB', respectively, at 0130 UTC; CC' and DD', respectively, at 0230 UTC; and EE' and FF', respectively, at 0415 UTC (the positions of cross sections are illustrated in Fig. 7). Vertical axis is height (km) and horizontal axis represents longitude coordinates. Petterssen frontogenesis [K (10 km)\(^{-1}\) (1 h)\(^{-1}\)] shaded according to the scale, potential temperature (dark green lines contoured every 2 K), horizontal wind speed (solid black lines contoured from 30 to 50 m s\(^{-1}\) every 5 m s\(^{-1}\)), and omega (dashed red lines represent ascent contoured from −10.0 to −2.0 Pa s\(^{-1}\) every 2.0 Pa s\(^{-1}\); solid blue lines represent descent contoured from 2.0 to 10.0 Pa s\(^{-1}\) every 2.0 Pa s\(^{-1}\)). Labels represent the airstreams associated with W1, W2, and W3.
the descending W1 (omega exceeding 6 Pa s\(^{-1}\)). Similarly, in a simulation of the Gudrun windstorm, Baker et al. (2014) showed that the sting jet was located in a region of weak \(\theta_w\) gradient, where the weak positive moist static stability layer that lay between two unstable layers, was penetrated by the sting jet.

Cross section EE’ was taken along W3 at 0415 UTC, starting from the back to the front of the wind maximum with respect to the along-flow direction. W3 was centered at about 2 km in altitude (Fig. 8e). The leading part of this elongated wind maximum was characterized by ascent. Conversely, the rear part was associated with frontolysis and weak descent that was also present in cross section FF’ (Fig. 8f). There, the high-momentum air continued to be brought downward. Given that W3 merged with W1–W2, air with sting-jet characteristics comprised the rear part of W3, whereas the air in the leading part had a different origin, indicating that two airstreams comprised the single wind maximum W3.

6. Backward trajectories

To provide a Lagrangian perspective on the path followed by the air parcels encountered in the strong-wind area, backward trajectories were computed using HYSPLIT (Stein et al. 2015) with input data from the WRF simulation and a time step of 15 min. All trajectories were computed back to 1800 UTC 2 December and the “initialization time” of the back trajectories will be referred to as the “ending time” (considering their evolution forward in time). The trajectories were initialized from the 925-hPa wind maxima and were chosen among those that experienced the largest vertical displacement.

Air parcel trajectories that ended up in the region of W1 and W2 were computed to determine if parcels descended from midlevels of the cloud head and thus determine if these two wind maxima could be associated with the sting jet. All trajectories computed for 0130 UTC ended in W1, whereas those computed for 0230 UTC ended in W1 (black–green pair) and W2 (red–blue pair), respectively (Fig. 9). Trajectories ending at 0130 UTC in W1 originated west of the cyclone center and they followed two distinct paths until 0000 UTC 3 December. The red–black pair of trajectories had a more curved path and came from about 700 hPa. The other pair of trajectories (green–blue) had a more zonal path and came from higher levels (about 550 hPa) where between 1800 and 2100 UTC they resided within midtropospheric flow. At 0000 UTC 3 December, both pairs of air parcels were located within the midlevels of the bent-back front (750 hPa) and in the next hour descended (more rapidly after 0045 UTC) to 850 hPa (Fig. 9a). During this hour, the air parcels dried out, their relative humidity decreasing from about 90% to 60%–65%. At the same time, the potential temperature of the green–blue trajectories experienced little change (from 292 to 296 K to about 293–295 K), but then the potential temperature decreased and the mixing ratio increased after 0045 UTC. This behavior indicates that the air parcels experienced little cooling and moistening due to evaporation before entering the boundary layer. Air parcels that ended up in W1 and W2 at 0230 UTC originated from the lower troposphere, east of the cyclone center and followed a cyclonic path along the bent-back front while ascending to about 750 hPa. When they arrived west of the cyclone center, the air parcels started to descend. The red–blue pair needed 2.5 h to ascend and 2 h (0030–0230 UTC) to reach 925 hPa, but the black–green pair evolved much faster, ascending in about an hour, then descending in about an hour (Fig. 9b). The descent rates of these air parcels may be much higher than in previously studied sting-jet cases where air parcels needed at least 3 h to descend about 150 hPa (e.g., Smart and Browning 2014; Volonté et al. 2018). Similar to the trajectories ending at 0130 UTC, the trajectories ending at 0230 UTC experienced a decrease of relative humidity and little cooling and moistening due to evaporation before entering the boundary layer.

Trajectories computed back in time to 0000 UTC 2 December (not shown) showed that air parcels ending in W1 at 0130 UTC followed the path of the cyclone that came from the central basin of the Mediterranean Sea and crossed the Sar and Rodopes Mountains (about 2700 m height) before reaching the bent-back front. In contrast, air parcels that ended in W1 at 0230 UTC traveled with the cyclone that came from south, over the Aegean Sea and the Black Sea, traveling with the warm conveyor belt, before arriving in the bent-back front. The different paths of the air parcels ending in the sting-jet area could be a characteristic of intense cyclones which resulted from the interaction of two low pressure systems.

By measuring the length of the trajectories, some remarks can be made about their speed. For trajectories that ended at 0130 UTC, the speed of the air parcels increased considerably after 0000 UTC 3 December (Fig. 9a). For trajectories that ended at 0230 UTC, the red–blue pair traveled with a higher speed after 2100 UTC 2 December, decreased slightly between 0000 and 0100 UTC then strongly increased in speed until the end; for the black–green pair, their speed increased after 0000 UTC, slowed down around 0100 UTC and increased again after 0115 UTC (Fig. 9b). Thus, air parcels that arrived in W1 and W2 (i.e., the airstreams
associated with the sting jet) accelerated during the descent, with the air parcels that ended in W1 at 0230 UTC experiencing the largest acceleration. The air parcels that had a cyclonic path, ending up in W1 and W2 at 0230 UTC, experienced acceleration twice. The first acceleration happened when the air parcels were ascending (2200–0100 UTC), and the second acceleration happened when the air parcels were descending (0100–0230 UTC).

The W1 and W2 trajectories resembled sting-jet trajectories. They had the same origin and same cyclonic path as in the sting-jet case of Smart and Browning (2014) (although some of them originated west-northwest of the cyclone center as in Martínez-Alvarado et al. 2014), and they descended from the midlevels of the bent-back front to south of the cyclone center while their relative humidity decreased and their speed increased. The paths described by the air parcels that ended at 0230 UTC resembled the path followed by the lower part of the cyclonic branch of the warm conveyor belt in cyclones that form sting jets.

To determine the source or sources of the W3 wind maximum, two back trajectories ending at 0415 UTC into the leading part of W3 (black–green pair) and two back trajectories ending into the rear part of W3 (red–blue pair) were generated (Fig. 10a). The leading part is associated with the area where W3 formed initially as a separate wind maximum at 0330 UTC (Fig. 5d), and the rear part is associated with the area where W3 merged with W1 and W2. These air parcels originated east–northeast of the cyclone center but their cyclonic paths were more northerly than those who ended in W1 and W2. Although their paths appeared similar, the evolution of their properties was different (Fig. 10a). The black–green pair, having less moisture and warmer than the red–blue pair, started descending from above 900 hPa at 1800 UTC 2 December. During their ascent along the bent-back front after 0000 UTC,
they warmed and maintained a nearly constant mixing ratio, but did not rise above 875 hPa. In contrast, the red–blue pair started rising earlier (2300 UTC), rose up to 800 hPa along a stronger ascent region along the bent-back front, and warmed due to latent heat release. After 0230 UTC they started to descend. At this time, the moist air parcels were located in an area where frontolysis was still active and where the high-momentum air continued to be brought downward. Their relative humidity during descent decreased by just 20%–80%. After 0200 UTC, the speed of air parcels ending in W3 began to increase, especially the speed of the black–green pair. Although all these trajectories started from the same region, the different physical processes experienced by the air parcels along their paths changed their properties and thus, they ended in different regions of the same wind maximum. Thus, W3 had two different sources, representing a transition between the sting jet (at least what remained of W1 and W2) acting on the rear part and the cold conveyor belt acting on the leading part.

Air parcels that ended in the wind maximum located south-southeast of the cyclone center at 0700 UTC came from the northeast and traveled just above the surface (under 900 hPa and slightly upward), were much colder than the W1, W2, and W3 trajectories (the potential temperature was less than 284 K) and had relative humidity higher than 90% (Fig. 10b). These trajectories experienced little acceleration when traveling around the cyclone center below the bent-back front, until 0400–0500 UTC when the speed started to increase. These trajectories represent air in the cold conveyor belt.

To summarize these trajectories, air parcels that ended in the wind maxima south of the cyclone center can be associated with three different types of trajectories: 1) synoptic-scale descending trajectories (i.e., air parcels originating from the midtroposphere above 750 hPa ending in W1 at 0130 UTC), 2) ascent–descent trajectories (i.e., air parcels coming from the northeast of the cyclone center, encircling it, and ending in W1 and W2 at 0230 UTC), and 3) low-level ascending trajectories.
horizontal momentum (VADV), the Coriolis force (COR), the pressure gradient force (PGF), the term resulting from explicit horizontal diffusion in the model (DIFF), the term that accounts for curvature of the model grid (CURV), and the residual term (RES). The residual term contains errors resulting from the time-interpolation of $\partial V_h/\partial t$ and implicit horizontal diffusion. The FBL term is calculated by taking the momentum tendency from the boundary layer parameterization scheme, and includes friction and vertical diffusion. The rest of the right-hand side terms of the horizontal momentum equation are output directly from the model.

Among the terms on the right-hand side of the equation, only the along-flow pressure gradient force and the vertical advection terms produce an increase in wind speed on the equatorward side of the cyclone at any given horizontal level. The horizontal advection term helps in redistributing the momentum in the horizontal plane, the Coriolis force acts to turn the winds, and friction from the boundary layer reduces the winds. The residual term is small compared to the other terms. The contribution of $F_{PGF}$ to local changes in wind speed was calculated by projecting the force onto the unit vector of the horizontal wind. To better illustrate the influence of $F_{PGF}$, both positive and negative values were plotted at 925 hPa (Fig. 11).

The along-flow pressure gradient force accelerated the flow along the warm and the bent-back front. The largest acceleration occurred at the tip of the cloud head, upstream of the wind maximum where strong $F_{PGF}$ (values of 32 m s$^{-1}$ h$^{-1}$) increased the wind speed from 30 to 35 m s$^{-1}$ at 0045 UTC (not shown) to more than 45 m s$^{-1}$ by 0130 UTC (Fig. 11a). The vertical advection term (VADV), although smaller than $F_{PGF}$, had the largest values at the tip of the cloud head, along the W1 and W2 and upstream of W1 and W2 region at 0230 UTC, in the same areas where the trajectories of W1 and W2 had passed through (Figs. 11a,b). These two terms accelerated the flow and helped in transporting the high-momentum air from midlevels down to the boundary layer until 0230 UTC. In contrast, the pressure gradient force in the southeastern part of W1 and W2 acted to decelerate the wind, thus modifying the shapes of the isotachs by weakening the most intense winds. The rest of the wind field remained unchanged and continued its movement toward the northeast. Later, this transport from above ceased. The pressure gradient force weakened but extended along the new wind maximum after 0415 UTC, thus continuing to accelerate the wind from the rear side of W3 (Figs. 11c,d). Thus, the sting jet associated with the W1 and W2 wind maxima had the largest acceleration due to $F_{PGF}$, consistent with the findings of Slater et al. (2015, 2017). The increase in pressure-gradient force as the air parcels descend is explained by the weak gradient in geopotential height at midlevels (Fig. 2b), where the sting jet originates (i.e., red–black trajectories in Fig. 9a). As the air descends, it encounters stronger gradients around the intense cyclone center near the surface, which leads to acceleration. Also, the presence of the vertical-advection term in the frontal zone facilitated the mixing of the high-momentum air from above into the boundary layer.

For those descending, accelerated air parcels to be able to reach the surface, however, the static stability of the boundary layer needed to be near-neutral, facilitating mixing of the high-momentum air down from the free
atmosphere into the boundary layer (Browning and Field 2004; Schultz and Sienkiewicz 2013; Browning et al. 2015; Browning and Smart 2018). When the W1 wind maximum was forming, the 975–950-hPa layer static stability decreased and became unstable immediately behind the cold front, whereas it was near-neutral farther west of the cold-frontal boundary and near the bent-back front (Figs. 8a and 12a). The surface flux of sensible heat helped to lower the static stability later, when its values increased from 100 W m$^{-2}$ at 0230 UTC to 200 W m$^{-2}$ at 0700 UTC (Figs. 12b–d). The W2 wind maximum was located in a weak statically stable area where the surface flux had a large influence at that time, resulting in these strong winds reaching the surface there (Figs. 8c,d and 12b). Regions of statically unstable air were present behind the cold front at 0230 UTC, and later in the area of strong winds caused by the cold conveyor belt (Figs. 12b,d). This case emphasized the important role of surface fluxes in creating the
8. The role of mesoscale instabilities

The presence and the descent of sting-jet winds have been associated with different types of instabilities (e.g., Gray et al. 2011; Martínez-Alvarado et al. 2014; Volonté et al. 2018). In the present study, we examine three types of instabilities (i.e., conditional instability, conditional symmetric instability, inertial instability) to determine their presence and their role in producing the high winds. First, we determine conditional instability with respect to upright convection by regions with positive values of most unstable convective available potential near-neutral conditions of the boundary layer equatorward of the cyclone center, allowing the high-momentum air associated with the sting jet to reach the surface.

Fig. 12. Surface sensible heat flux (positive when directed into the atmosphere, magenta lines contoured at 50, 100, 150, and 200 W m$^{-2}$), static stability measured by the potential temperature at 950 hPa minus potential temperature at 975 hPa (gray lines; dashed is negative −0.3, −0.2, −0.1 K and solid is positive 0, 0.5, 1, 1.5, and 2 K), horizontal wind speed at 925 hPa (shaded according to the scale) shown for: (a) 0130, (b) 0230, (c) 0415, and (d) 0700 UTC 3 Dec. The brown shading represents areas in which the 925-hPa surface is below ground.
energy (MUCAPE), calculated for the parcel with maximum $\theta_{es}$ in the column (i.e., the parcel is obtained by averaging temperature and moisture over the lowest 500 m). We determine inertial instability when the vertical component of absolute vorticity ($\zeta$) is negative. We determine conditional symmetric instability when the moist potential vorticity (MPV) is negative. Specifically,

$$\text{MPV} = \frac{1}{\rho} \zeta \cdot \nabla \theta_{es},$$

where $\rho$ is density, $\zeta$ is the absolute vorticity, and $\theta_{es}$ is the saturation equivalent potential temperature. Regions are defined as having only conditional symmetric instability only if inertial and conditional instabilities are absent (Schultz and Schumacher 1999). If all these three instabilities are absent, then the region is considered to be stable.

The regions in which the airstreams passed through were evaluated with respect to mesoscale atmospheric instabilities before and when the airstreams started to descend. The air parcel trajectories that ended at 0130 UTC 3 December and are associated with W1 (brown circles) started to descend at 0000 UTC from about 750 hPa (Fig. 9a). Trajectories ending at 0230 UTC in W2 (blue circle) and W1 (pink circle) also descended from about 750 hPa, beginning their descent at 0030 and 0115 UTC, respectively (Fig. 9b). To illustrate these paths, the location of every pair of trajectories was identified on plotted maps of the three instabilities and marked with a circle. We will refer to the associated air parcels as the wind maximum where the trajectories, marked with different color circles, ended.

When they started to descend all air parcels were located in the cloud band of the bent-back front (Figs. 14a,d). Although conditional instability was present in the cold- and warm-frontal regions, W1-brown and W2-blue air parcels did not pass through a conditionally unstable region prior to descent (Fig. 13). Only the W1-pink air parcels would have passed through a conditionally unstable region at 0000 UTC. Before descending at 2300 UTC, the W1-brown air parcels traveled along areas weakly unstable to both conditional symmetric instability and inertial instability (not shown). These air parcels started to descend from the middle of the cloud head, from regions of stability (Figs. 14a and 15a). When they arrived at 850 hPa at 0100 UTC, they briefly passed through regions that were drier and unstable to inertial instability (Fig. 15b). Conditional symmetric instability was also present at 850 and 925 hPa, but the saturation condition was not met (Figs. 14b,c). The paths of air parcels that arrived in W1-brown resemble the paths of air parcels that ended in the W1 core from Fig. 8a (not shown) and, likewise, those air parcels were not in unstable regions at the time of the formation of W1.

At 0000 UTC, W1-pink air parcels were located at 950–925 hPa in a frontogenetic area with omega values greater than $-2 \text{Pa s}^{-1}$, rising up from a region that was weakly unstable to conditional symmetric instability (not shown). Similar to W1-brown, the W1-pink air parcels started to descend from a stable area, but closer to the tip of the bent-back front (Figs. 14d and 15d). Although these air parcels were not located in an area unstable to inertial instability at 850 hPa, they could have passed through the upper limit of the inertial instability band located west of their positions (Fig. 15e).

In contrast, W2-blue air parcels started to descend northward of the cloud head tip, also from a stable region but traveled through areas that were weakly unstable to conditional symmetric instability at 0100 UTC (Fig. 14d). They arrived at 925 hPa in a dry area unstable to inertial instability (Figs. 14e and 15e). Nevertheless, the near-surface wind maximum W2 did not have a higher intensity nor last longer than W1. Inertial instability appears to be related with the latter part of the descent of W1-brown and W2-blue.

Figure 15 shows that inertial instability is present in narrow bands along the bent-back front. This characteristic is consistent with the findings of Volonté et al. (2018, their Fig. 8), where inertial instability was present in narrow sloping bands, less than 100 hPa deep.

W1-brown air parcels were characterized by omega values of 2–6 $\text{Pa s}^{-1}$, whereas for W1-pink and W2-blue air parcels omega had larger values (i.e., 4–8 $\text{Pa s}^{-1}$) (Fig. 14). Coupled with the cold-air advection in the lower troposphere and the frontolysis circulations along the end of the bent-back front, descent occurred in this area. Because W1-brown and W2-blue air parcels started to descend farther northwest of the cloud head tip, along the bent-back front, their descent was initially associated with synoptic-scale processes for descent (e.g., cold-air advection) and later with mesoscale frontolysis. The descent of W1-pink air parcels appears to be related only with the frontolysis circulation due to their starting position of descent.

Tracing these W1 and W2 parcels from 0230 UTC backward, they appear to have originated at the base of the warm conveyor belt (Fig. 9b). The wind vectors showed the strong northward circulation of the warm conveyor belt that turned to the west and split into the cyclonic and anticyclonic branches, respectively.
This structure of the cyclonic branch of the warm conveyor belt resembles the structure of the warm conveyor belt in an intense Shapiro–Keyser extratropical cyclone depicted by Browning and Roberts (1994, their Fig. 9).

After evaluating the stability of the parcels with respect to the various types of instabilities and frontal circulation, we concluded that:

(i) conditional symmetric instability was sometimes present during ascent before the sting-jet formation;
(ii) inertial instability was present in the last part of the sting jet’s descent when the sting jet entered into the boundary layer;
(iii) most air parcel trajectories indicated that the sting jet originated from the lower part of the cyclonic branch of the warm conveyor belt; and
(iv) the descent of the sting jet can be associated with the synoptic-scale dynamics at the beginning and with the mesoscale secondary circulation associated with the frontolysis later.

Our results are more consistent with Smart and Browning (2014) who did not find evidence of instabilities in their case study of a sting-jet cyclone and less consistent with Volonté et al. (2018) who found conditional symmetric instability, symmetric instability, inertial instability, and conditional instability present at various times during descent. On the other hand, these results are in contrast to previous studies such as Gray et al. (2011) who found conditional symmetric instability present at the time of descent. As the number of sting-jet cases in the literature grow, we hope that further light will be shed on the relative importance of these various instabilities to the strong winds in cyclones.

9. Conclusions

On 2–3 December 2012, a rapidly developing Mediterranean cyclone produced damaging winds that affected the Black Sea area, including southeastern Romania. The cyclone followed the Shapiro–Keyser model and developed strong winds equatorward of the cyclone center. The cyclone evolution was simulated using the mesoscale model WRF and the results showed that the strong winds were associated with two different airstreams:
(i) a descending airstream originating from the mid-tropospheric cloud head, whose relative humidity decreased as it descended into the warm side of the bent-back front and which was accelerated before entering the boundary layer; this airstream is a sting jet; (ii) an airstream originating northeast of the cyclone center that traveled at low levels along and on the cold side of the bent-back front; this airstream is the cold conveyor belt.

In the model simulation, the strongest near-surface winds associated with the sting jet (more than 45 m s$^{-1}$) occurred at 0130 UTC 3 December and lasted 2–4 h. When intense winds were due to the sting jet, two near-surface wind maxima were identified, labeled W1 and W2. W1 was the main wind maximum with a lifetime of about 4 h. W2 was less intense and formed behind W1, lasting almost 2 h. Both wind maxima were associated with airstreams that descended from 750 hPa. After 0500 UTC, before the bent-back front wrapped around the cyclone center, the winds equatorward of the cyclone center were produced only by the cold conveyor belt. The winds caused by the cold conveyor belt lasted for more than 6–8 h with speeds up to 40 m s$^{-1}$. In between, a transition period took place when the strongest winds were due to both sting jet and cold conveyor belt. This transition period was associated with the W3 wind maximum and lasted about 2 h.

The largest acceleration of the sting jet occurred when the airstream encountered the strong horizontal pressure gradients. The vertical advection contributed to the downward transfer of high-momentum air through the boundary layer to the surface. The surface heat fluxes acted in reducing boundary layer stability equatorward of the cyclone center so that the
high-momentum winds reach the surface. The near-neutral stability of the boundary layer was needed for the sting jet to descend to the surface and, thus to produce high-risk hazards. Mesoscale instabilities occurred before the sting jet formed when the air parcels ascended and later when the air parcels entered into the boundary layer. A small area unstable to conditional symmetric instability and inertial instability near the area from where W2 descended did not appear to have an effect on W2 because W2 was neither more intense nor lasted longer than W1, different from other previous studies where instability was present (e.g., Gray et al. 2011; Martínez-Alvarado et al. 2011). Further investigation on other sting-jet cases is needed to establish the importance of mesoscale instabilities in sting-jet generation from a global perspective. The sting jet formed in an environment characterized by synoptic-scale and mesoscale descent at the frontolytic tip of the bent-back front where the isentropes become diffuent.

To our knowledge, this case exhibited the first documented sting jet in a Mediterranean cyclone. The path of the cyclone over the Black Sea at the same time as the strongest winds formed was fortunate because the sting jet occurred over the sea, affecting land at the Bulgarian shoreline only for a half an hour. The strong winds that affected southeastern Romania were caused by the cold conveyor belt, consistent with wind gusts recorded by the weather stations. Fortunately, the resultant damages were considerably less than in other western European windstorms.

The case analyzed in this article had similarities and differences compared to sting jets associated with extratropical cyclones that develop over the Atlantic Ocean:
1) The physical processes involved in its generation were the same as in other marine cases studied by Schultz and Sienkiewicz (2013) and Slater et al. (2015, 2017).

2) The sting jet originated from the midtropospheric cloud head, from the lower part of the cyclonic branch of the warm conveyor belt and descended, accelerating, close to the tip of the bent-back front.

3) The sting jet descended more rapidly (i.e., 175 hPa in less than an hour) but had a shorter lifetime (i.e., 2–4 h) compared to other cases over the North Atlantic Ocean.

4) The paths followed by the air parcels that ended in the sting-jet area were consistent with those from other demonstrated sting-jet windstorms (e.g., Martínez-Alvarado et al. 2014, their Figs. 5d,g).

5) The Mediterranean cyclone quickly underwent all phases of evolution as in the conceptual model presented by Clark et al. (2005), with the sting jet appearing at the tip of the bent-back front, ahead of cold conveyor belt.

The features of the wind field described in the above sections showed that the high-speed winds had more than one source and established their location and duration. Knowing the approximate intensity and duration of such winds—and especially their location—could represent a big advantage in operational forecasting where the identification of such weather phenomena is essential to a good forecast.
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