Accelerated Aging Characterization of Lithium-ion Cells: Using Sensitivity Analysis to Identify the Stress Factors Relevant to Cyclic Aging
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Abstract: As storage technology in electric vehicles, lithium-ion cells are subject to a continuous aging process during their service life that, in the worst case, can lead to a premature system failure. Battery manufacturers thus have an interest in the aging prediction during the early design phase, for which semi-empirical aging models are often used. The progress of aging is dependent on the application-specific load profile, more precisely on the aging-relevant stress factors. Still, a literature review reveals a controversy on the aging-relevant stress factors to use as input parameters for the simulation models. It shows that, at present, a systematic and efficient procedure for stress factor selection is missing, as the aging characteristic is cell-specific. In this study, an accelerated sensitivity analysis as a prior step to aging modeling is proposed, which is transferable and allows to determine the actual aging-relevant stress factors for a specific lithium-ion cell. For the assessment of this accelerated approach, two test series with different acceleration levels and cell types are performed and evaluated. The results show that a certain amount of charge throughput, 100 equivalent full cycles in this case, is necessary to conduct a statistically significant sensitivity analysis.
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1. Introduction

1.1. Motivation

The degradation behavior of lithium-ion cells in automotive applications concerns both research and industry. As there is still little field data available, the characterization of aging is commonly executed by cell tests under defined laboratory conditions and in advance to the application. A proper definition of the test matrix and test procedure allows the test engineer to investigate and evaluate the dependencies of aging. Based on these test results, aging models can be developed and parameterized that map the influence of application-related loads—well-known as stress factors—to the effects of lithium-ion cell aging [1–7]. For modeling, it is essential to investigate and simulate all aging-relevant stress factors. To this end, a sufficient number of test points and aging duration is necessary to derive the correct functional order and to investigate mutual interdependencies of stress factors. Nevertheless, note that this generic approach is associated with a considerable test effort, which increases with an...
increasing number of considered stress factors. Therefore, the definition of the test matrix dimension is a balancing act between testing cost and model accuracy.

1.2. Objective and Content of This Study

To meet this challenge, this study evaluates the suitability of accelerated sensitivity analyses for the effect analysis of various stress factors on the aging process of lithium-ion cells. As a state-of-the-art method, a sensitivity analysis allows to identify the cell-specific, aging-relevant stress factors and select them as variation parameters within the test matrix for model parameterization. Non-relevant stress factors can be further neglected on a sound basis. This ensures that the test matrix is optimized with regard to testing cost in balance with model quality. Keeping testing costs low, this of course requires a low test effort for the sensitivity analysis itself. Therefore, this study focuses on acceleration approaches for sensitivity analyses on lithium-ion cell aging. In the context of an effective, accelerated aging characterization, the required minimum of test points and aging duration for a statistically significant sensitivity analysis is investigated. In line with this objective, the following issues are addressed in this study.

- **Theoretical investigation on the cause–effect chain of aging**: To provide a basic understanding, the cause–effect chain of aging is presented. To demonstrate the need for a sensitivity analysis, existing controversies on the sensitivity of cyclic aging are discussed (Section 2).
- **Experimental test procedure for sensitivity analyses on lithium-ion cells**: The experimental set-up for sensitivity analyses on cyclic aging with two distinct acceleration levels is presented. For the practical implementation of the sensitivity analyses, standard battery testing hardware is required, i.e., a battery tester and a temperature chamber (Section 3).
- **Analytical implementation of the sensitivity analyses**: The experimental results are evaluated regarding their statistical significance as well as the identifiable effects of the stress factors on cyclic aging. Thereupon, the accelerated approaches are critically questioned. This evaluation is conducted using available statistical software (Section 4).

2. Cause–Effect Chain of Aging

2.1. Stress Factors, Mechanisms, Modes, and Effects of Aging

Figure 1a shows the principal relationships in the cause–effect chain in the aging process of lithium-ion cells: stress factors trigger aging mechanisms, and thus aging modes, whose occurrence results in aging effects [8]. In the application, the aging effects are the consequences of the entire aging process that are actually noticeable to the user. As several cell characteristics change with time and usage in comparison to the initial and brand-new condition [9], the effects of aging are typically quantified by measuring these cell characteristics periodically and tracking their alteration over time. The change in cell capacity $\Delta C$ and cell resistance $\Delta R$ are popular parameters for this purpose. Another possible, but less widespread, parameter is the long-term relaxation time $\tau$. Observed aging effects can be reversible or irreversible [11,12]. The aging effects are the consequences of aging mechanisms acting inside the cell, which can be of mechanical or physico-chemical origin and occur at various components in a lithium-ion cell, such as the anode, the cathode, or within the electrolyte [11,13]. The mechanisms can be attributed to calendar aging (when the cell is resting) or cyclic aging (when the cell is charged or discharged) [13,14] and can be linked to three different aging modes [8]. The mechanisms are triggered by stress factors, aging-relevant environmental, or operational conditions to which the cell is exposed. The stress factors time $t$ and charge throughput $Q$ are commonly used as base functions for calendar or cyclic aging, respectively. The ambient temperature $T$, charging currents $I_{\text{cha}}$, and discharging currents $I_{\text{dis}}$, the state-of-charge during storage SOC, or average state-of-charge during cycling $\langle$SOC$\rangle$, as well as the depth-of-discharge while cycling $\Delta$DOD are additional stress factors. In the scope of this study mechanical stress factors such as vibrations or compression forces are neglected, but are examined in detail by other researchers [15,16].
Similarly, the relevance of the charge current with respect to aging, for example investigated as in [17], is without question, but due to the complexity and exceptionality of lithium plating as the underlying aging mechanism, not a focus of this study.

Figure 1. Overview of the cause–effect chain of aging and the concept of semi-empirical aging models: (a) Representation of the aging process by a schematic cause–effect chain including stress factors, aging mechanisms, modes and effects [8]. (b) For simulating, semi-empirical aging models map stress factors on aging effects. (c) For a high model quality, aging-relevant stress factors must be identified by performing a sensitivity analysis and further considered as model input parameters. (d) For robust sensitivity analyses, disturbance factors must be considered.

The sensitivity of lithium-ion cell aging on different stress factors has been already investigated by a large number of researchers. In Table 1, an extractive literature review qualitatively summarizes the key messages of aging studies known to the authors with regard to the relevance of individual stress factors on the aging effects $\Delta C$ or $\Delta R$ during calendar and cyclic aging. As the cell chemistry has a significant impact on the aging characteristic, the literature review is grouped according to the chemistry of the examined cell, if specified: nickel-cobalt-aluminum (NCA), nickel-manganese-cobalt (NMC), lithium-iron-phosphate (LFP), or lithium-cobalt-oxide (LCO). This review shows a consensus that storage temperature $T$ and SOC are the most relevant stress factors for calendar aging. Many authors also note a strong interaction between these two stress factors, as the effect of SOC on calendar aging is dependent on the prevailing cell temperature: SOC has a strong influence, if $T$ is substantially higher than room temperature. Otherwise, SOC has no influence [11,18,19]. Temperature fluctuations as an additional factor seem to have a minor impact, but are only investigated in one publication [20]. For cyclic aging as well, the ambient temperature while cycling is widely identified as a relevant stress factor. When discussing the relevance of $\Delta SOC$, the end-of-discharge SOC appears to have a minor impact in comparison to the end-of-charge SOC as stated in [20]. These findings lead to the relevance of $\Delta DOD$ and to its strong interaction with $\Delta SOC$: The aging relevance of one of the two stress factors must be assessed in relation to the actual level of the other [1,3]. The relevance of $\Delta DOD$ is generally detected, but diversely evaluated [2,11,13,19–21]. The relevance of the discharge current is also controversially discussed, ranging from having no influence [2] to a strong influence [13,18,20,22]. This controversy allows for the following conclusions. A general statement on the effects of the individual stress factors with regard to the cyclic aging of lithium-ion cells is impossible, thereby necessitating a distinction according to the specific cell candidate. This can be explained, as lithium-ion cells have experienced continuous development and improvement in the past decades. As a consequence, not only have different chemistry groups evolved, but the specific material mass ratios also vary within these groups. In addition, electrolyte additives influence the aging characteristic [23,24].
Table 1. Literature review on aging studies: The relevance of the stress factors on the aging effects $\Delta C$ or $\Delta R$ is qualitatively classified as having no influence $\circ$, minor influence $\bullet$, or strong influence $\bigcirc$. Additional information on the investigated cell chemistry and the value range of the stress factors is provided. This overview reveals a controversy on the relevance of stress factors for cyclic aging.

| Stress Factor | Chemistry | Factor Range | $\Delta C$ | $\Delta R$ | Reference |
|---------------|-----------|--------------|------------|------------|-----------|
| $T$           | NCA       | 10–40°C      | $\bigcirc$ | -          | Keil & Jossen, 2015 [19] |
|               | NCA       |             | $\bullet$ | $\bullet$ | Broussely et al., 2005 [18] |
|               | NMC       | 0–5°C        | $\bullet$ | $\bullet$ | Schmitt et al., 2017 [25] |
|               | NMC, LFP  | 40–70°C      | -          | $\bullet$ | Marongiu et al., 2015 [2] |
|               | LFP       |              | $\bullet$ | $\bullet$ | Herb, 2010 [20] |
|               |           |              |            |            | Vetter, 2005 [13] |
| Fluctuations in $T$ | LFP |              | $\bigcirc$ | $\bigcirc$ | Herb, 2010 [20] |
| SOC           | NCA       | if $T$ high $\circ$, else $\bigcirc$ | $\bigcirc$ | $\bullet$ | Broussely et al., 2005 [18] |
|               | NCA       | 0–100%       | $\bullet$ | -          | Keil & Jossen, 2015 [19] |
|               | NMC       | 0–100%       | $\bullet$ | $\bullet$ | Schmitt et al., 2017 [25] |
|               | NMC, LFP  | 20–100%      | -          | $\bullet$ | Marongiu et al., 2015 [2] |
|               |           | 80–100%      | $\bullet$ | $\bullet$ | Vetter, 2005 [13] |
|               |           |              |            |            | Barré et al., 2013 [11] |

| Effects on Cyclic Aging |

| $T$           | NCA       | 10–40°C      | $\bigcirc$ | -          | Keil & Jossen, 2015 [19] |
| LFP           | 25–55°C   |              | $\bigcirc$ | $\bigcirc$ | Sun et al., 2017 [26] |
| LFP           | 10–40°C   | if $T$ high $\circ$, else $\bigcirc$ | $\bullet$ | $\bullet$ | Vetter, 2005 [13] |
| Fluctuations in $T$ | LFP |              | $\bigcirc$ | $\bigcirc$ | Herb, 2010 [20] |
| $I_{dis}$     | NCA, NMC  |              | $\bigcirc$ | -          | Broussely et al., 2005 [18] |
| LFP           | 1.0–2.0°C |              | $\bullet$ | $\bullet$ | Marongiu et al., 2015 [2] |
| LFP           | 1.0–6.0°C |              | $\bullet$ | $\bullet$ | Marongiu et al., 2015 [2] |
| LCO           | 0.6–3.0°C |              | $\bullet$ | -          | Guan et al., 2017 [22] |
| $\varnothing$ SOC | NCA |              | $\bullet$ | -          | Keil & Jossen, 2015 [19] |
| LFP           | if $\varnothing$ high $\circ$, else $\bigcirc$ | $\bullet$ | -          | Vetter, 2005 [13] |
| LFP           | 33–78%    |              | $\bullet$ | $\bullet$ | Herb, 2010 [20] |
|               | 80–100%   |              | $\bullet$ | $\bullet$ | Barré et al., 2013 [11] |
| $SOC_{end-of-discharge}$ | LFP |              | $\bigcirc$ | $\bigcirc$ | Herb, 2010 [20] |
| $SOC_{end-of-charge}$ | LFP |              | $\bigcirc$ | $\bigcirc$ | Herb, 2010 [20] |
| $\Delta DOD$  | NCA       | $\approx$25% | $\bullet$ | -          | Keil & Jossen, 2015 [19] |
| NMC, LFP     | 20–80%    |              | $\bullet$ | $\bullet$ | Marongiu et al., 2015 [2] |
| LFP          |               |              | $\bullet$ | $\bullet$ | Barbé et al., 2013 [11] |
|               |           |              |            |            | Herb, 2010 [20] |
|               |           |              |            |            | Paul et al., 2013 [21] |
|               |           |              |            |            | Vetter et al., 2005 [13] |

2.2. Mapping by Semi-Empirical Aging Models

The consensus on calendar aging but controversy on cyclic aging found in the literature review is also reflected in published semi-empirical aging models. In semi-empirical aging models, cell-internal processes, and thus aging mechanisms and modes, are not modeled in detail like they are in physico-chemical models. Instead, cell aging is merely analytically described by fit functions that map the impact of stress factor levels on the resulting aging effects as shown in Figure 1b. Model function and parameters are derived from empirical observations during the test series carried out. For these fit functions, analytical physical description functions are used if available—the Arrhenius dependency, for example—and therefore may improve the model accuracy. In comparison to physico-chemical modeling, semi-empirical models show the benefit of low computational complexity, which makes them applicable for on-board automotive applications.

There are different modeling approaches for those semi-empirical aging models that take both calendar and cyclic aging into account. Often a distinction is made between a calendar (with time as base function) and a cyclic (with charge throughput as base function) share of aging, using a
superposition approach for the calculation of total aging effects (Figure 2a). Alternatively, a combined approach with no distinction between calendar and cyclic aging is feasible (Figure 2b). Wang et al. use a combined approach in a first model variant [27], but switch to a superposition approach in a later publication [5]. A special case of a combined modeling approach can be found in Baghdadi et al. [28], which uses Dakin’s degradation approach [29] with time as joint basic function combined for calendar and cyclic aging. As a third modeling variant, a case distinction approach is conceivable (Figure 2c). For this approach, one model branch for calendar aging is designed and parametrized as in the superposition approach with calendar aging test results. A second model branch considers combined aging during current loading, taking the calendar and cyclic share into account. Depending on the load case (current loading: yes or no), the expected aging is calculated by one of the model branches. As a benefit, with this approach, the test series results on cyclic aging do not have to be corrected by the included calendar share.

Figure 2. Overview of modeling approaches with different concepts to consider calendar and cyclic aging: (a) superposition approach, (b) combined approach, and (c) case distinction approach.

A summary of published semi-empirical aging models is shown in Table 2. In addition to the addressed cell chemistry, the table shows which stress factors are used as model inputs and which aging effects can be calculated as model outputs. For calendar aging, the majority of aging models consider storage temperature and \( \text{SOC} \) as input parameters, even though different cell chemistries are considered. This is in accordance with the consensus on relevant stress factors for calendar aging, as discussed in Table 1. For cyclic aging, the image of considered model input parameters is more diverse and confirms the controversy as depicted in Table 1. In addition, it must be noted that only a few of the listed publications in Table 2 discuss the aging-relevance of the chosen model input parameters. For example, Wang et al. state in both publications [5,27] that \( \Delta \text{DOD} \) has a minor impact in comparison to temperature and discharge current. De Hoog et al. [7] consider the discharge current as an influencing factor first within their test matrix, but find no relevant effect on aging during the test evaluation, therefore the discharge current is not used as an input parameter for the simulation model. All other publications, related to the respective aging models, do not give a detailed explanation for the choice of model input parameters with regard to the specifically addressed cell candidate.
Table 2. Overview of semi-empirical aging models: Indication of the cell chemistry, the modeling approach according to Figure 2 (if both calendar and cyclic aging are considered), the considered stress factors as model input parameters (differentiation between stress factors for calendar or cyclic aging) and aging effects as model output. This overview consolidates the controversy on relevant stress factors for cyclic aging, as shown in Table 1.

| Reference                  | Chemistry | Modelling Approach | Input                      | Output                  |
|----------------------------|-----------|--------------------|----------------------------|-------------------------|
| Petit et al., 2016 [6]     | NCA, LFP  | (c)                | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓        |
| Baghdadi et al., 2016 [28] | NCA, NMC  | (b)                | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Wang et al., 2014 [5]      | NMC       | (a)                | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Ecker et al., 2012 [30]    | NMC       |                     | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Schmalstieg et al., 2014   | NMC       | (a)                | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Hoog et al., 2017 [7]      | NMC       | (a)                | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Marongiu et al., 2015 [2]  | NMC, LFP  | (a)                | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Wang et al., 2011 [27]     | LFP       | (b)                | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Herb et al., 2000 [20]     | LFP       | (a)                | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Grolleau et al., 2014 [4]  | LFP       |                     | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| Stroe et al., 2018 [31]    | LFP       |                     | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |

2.3. Sensitivity Analysis as an Essential Step

The controversy on relevant stress factors for cyclic aging, however, demonstrates that a well-founded selection of model input parameters is an essential step prior to semi-empirical aging modeling. To achieve the best possible model accuracy, within the limitations of the semi-empirical approach, it must be ensured that all aging-relevant stress factors are considered as input parameters. On the other hand, and for a minimum of test effort, aging-irrelevant stress factors should be excluded from the final test matrix for model parameterization. Performing a sensitivity analysis on the cell-specific aging process is a promising method to resolve this issue (Figure 1c). Different approaches using sensitivity analyses in the process of aging modeling can be found in [32–36]. Bauer et al. [32] focus on the investigation of the interrelations between the aging effects $\Delta C$ and $\Delta R$ as well as loss in power capability during cyclic aging. Here, the sensitivities of these interrelations are analyzed at different stress factor conditions. Edouard et al. [35] apply a sensitivity analysis to investigate the impact of temperature and discharge current on the functional parameters of an electrochemical model. Consequently, the objectives for the sensitivity analyses conducted by Bauer et al. and Edouard et al. differ significantly from the objective described in this study and therefore are not suitable for comparison. Objectives for the application of sensitivity analyses that are comparable to this work are found in Cui et al. [33], Dubarry et al. [34], and Su et al. [36]. Here, sensitivity analyses are respectively used to determine the relevant stress factors—among temperature, charge–discharge current, depth-of-discharge, and average state-of-charge during cycling—for the aging effects $\Delta C$ or $\Delta R$ and for later semi-empirical modeling. In these publications, the sensitivities are analyzed after a high number of charge–discharge cycles: up to 1000 cycles in Cui et al. [33] and Su et al. [36], as well as more than 220 cycles in Dubarry et al. [34].

This illustrates where the authors of this work still see an open research question: What progress of cyclic aging is necessary in order to provide a statistically significant sensitivity analysis? This question is important in the context of an accelerated aging characterization, where an overall low testing effort is desired, but reliability of results is essential as well. Therefore, different approaches for accelerating sensitivity analyses are investigated in this work. To this end, the idea of acceleration focuses on two aspects: On the one hand, the factor effects to be investigated should be able to be tested with a small number of test points. The factor effect thereby describes the difference in the obtained test results between the test point with a minimum and the one with a maximum factor level. On the other hand, a low summed charge throughput is intended for each test point, thus resulting in a minimum testing duration. The first mentioned aspect leads to the decision to test only one cell specimen for each test point, which allows for a higher total number of test points given a limited number of available cell specimen. When determining the factor levels for the individual test points, especially when
only a small number of test points is to be realized, the approximate relationships as presented in Figure 3 must be considered. Taking the dependency on \( \varnothing \)SOC as example, a poor choice of factor levels—e.g., symmetrically to the minimum aging rate at around \( \varnothing \)SOC = 50%—may lead to the result of “no aging relevance” during the sensitivity analysis, as the same aging rate can be expected at both factor levels. Additionally, for the two factors \( \varnothing \)SOC and \( \Delta \)DOD, it needs to be considered that not all factor combinations can be combined, e.g., \( \varnothing \)SOC of 75% and \( \Delta \)DOD of 60% cannot be realized in combination. Thus, the practical feasibility must be taken into account, when defining the factor levels or respectively the test matrix.

![Figure 3](image)

**Figure 3.** Assumed qualitative dependencies of aging rate on stress factors (a) \( T \), (b) \( I_{dis} \), (c) \( \varnothing \)SOC, and (d) \( \Delta \)DOD, according to [3,5,37].

Note that the focus of this study is the sensitivity analysis, but not the derivation of an aging model from the test results. Therefore, the number of factor levels can be chosen comparatively freely. In the case of an intended modeling, the number of factor levels must be chosen according to the presumed functional correlation between model input and model output.

### 2.4. Consideration of Disturbance Factors

When planning, implementing, and evaluating a sensitivity analysis, it must also be taken into account that in addition to the stress factors under investigation, disturbance factors can also affect the aging process and thus the test results of the sensitivity analysis (Figure 1d). Disturbance factors, thus factors whose influence on aging is not of interest, must be brought under experiment control in order to keep the error dispersion low [38,39]. It is the aim of a robust test design to hold the disturbance factors and thus their influence on the results negligible or at least constant [39]. In Table 3, the relevant disturbance factors for calendar and cyclic aging tests—investigating one specific cell type—are listed.

| Disturbance Factors for Calendar Aging | Disturbance Factors for Cyclic Aging |
|---------------------------------------|------------------------------------|
| Production fluctuations               | Production fluctuations            |
| Fluctuations of storage temperature   | Fluctuation of ambient temperature |
| Fluctuations of storage SOC           | Cell self-heating                  |
| Cycling during check-up testing       | Cell temperature interference with neighbored cells |
| Reversible capacity loss due to anode overhang | Current measurement error |
| Humidity                              | Voltage drift during charge-based cycling |
| Vibrations                            | Charge drift during voltage-based cycling |
| Clamping                              | Rest time during cycling           |
|                                       | Humidity                           |
|                                       | Vibrations                         |
|                                       | Clamping                           |

Disturbance factors, both for calendar and cyclic tests, are fluctuations in cell production, which include but are not limited to alternating material compositions in the cell components. These fluctuations are noticeable by varying initial cell characteristics such as capacity and resistance [40,42]. For one specific cell type, a high degree of cell characteristic consistency can be achieved when performing the test series with cells from one production batch. In addition, the cells should have a similar logistics history, e.g., the same transport and storage duration until usage.
When performing initial check-up tests at the beginning of a test series, a permissible spread of cell parameters must be defined and outliers, which may indicate cell-internal quality issues, must be sorted out. Environmental conditions that may further influence the aging progress include the humidity within the test environment as well as vibration and clamping as mechanical forces acting on the cell. Additional disturbance factors, especially for calendar aging, are fluctuations in the storage temperature, e.g., due to differently set temperature conditions during storage periods and regular check-up tests, due to control fluctuations within the climatic chamber or due to different positioning within the climatic chamber. Second, when conducting the calendar aging tests under open-circuit condition, self-discharge effects during the storage periods and related changes in the storage SOC must be considered. Note that the conventional approach for calendar aging test series, in which check-up tests are periodically performed, does actually not map pure calendar aging due to the regular charge throughput. Consequently, the observable aging effects are affected by the damage of the Solid Electrolyte Interphase (SEI) [8] during the check-up testing. Furthermore, Schmitt et al. [25] found that aging mechanisms in addition to the SEI layer formation will take place in calendar aging test series due to the charge throughput during the check-up testing. For the measurement of capacity loss during calendar aging, reversible effects due to the anode overhang must also be considered as a disturbance factor and optimally quantified within the measurement results [12]. As a disturbance factor during cyclic aging, fluctuations in the ambient temperature also need to be considered. The self-heating of the cell due to current loading and the associated heat loss at the cell’s internal resistance are to be considered as additional temperature effects. Consequently, temperature gradients between the cell core and surface are created. Due to the practical implementation of cell tests, it must also be taken into account that cells exchange heat, depending on the cell mounting design and resulting spatial proximity of neighboring cells. Additional heat transfer due to the chosen cell contacts must be considered as well as channel-related measurement inaccuracies. These inaccuracies may also lead to charge or voltage drifts during long-term cycling. In view of the difference between calendar and cyclic aging, the rest time during cycling as well as the ratio of rest time to cycling time must, strictly speaking, also be regarded as a disturbance factor.

3. Methods and Experimental Set-Up

As outlined in Section 2.3, two approaches for accelerating sensitivity analyses are investigated in this study: The evaluation at a low summed charge throughput as one option, the investigation with a minimum of test points as the other. For this purpose, two different test series for sensitivity analyses are performed in this study. In the sense of design of experiments (DOE), the test series A and test series B vary in the applied test design, i.e., the factor plan. For the basics of DOE and test designs in general, the authors refer to the corresponding relevant literature [39,43]. The two test designs differ in the number of test points and also in the number of investigated factor levels (Section 3.1). In addition, different values of summed charge throughput are tested: a low summed charge throughput for test series A and a moderate for test series B. In spite of these differences, the same objective is pursued in both test series, namely to investigate the aging relevance of the stress factors $T$, $I_{\text{dis}}$, $\varnothing$, $\text{SOC}$ and $\Delta\text{DOD}$ to cyclic aging. Consequently, only the individual factor effects are assessed during the subsequent analysis of test results, while the interaction effects of multiple stress factors are not discussed.

3.1. Test Designs

In test series A, a full factorial design as shown in Table 4 is applied, which means that the test matrix is fully occupied and all combinatorial possibilities of stress factor levels are considered. Thus, the number of test points is calculated by $n_l^{n_f}$, where $n_l$ is the number of considered factor levels and $n_f$ is the number of factors. With regard to a reasonable test effort, a low number of factor levels is recommendable. Therefore, two factor levels are chosen for each of the four stress factors in test series A, resulting in $2^4 = 16$ test points. One cell specimen is tested for each test point. Considering the known qualitative dependencies in Figure 3 as well as manufacturer specifications, one factor level
with an assumed low aging rate and one level with an assumed high aging rate is defined for each stress factor. Under these premises, only $\varnothing_{SOC}$-values above 50% are investigated: a low or even minimum aging for $\varnothing_{SOC}$ of 50%, a higher aging for 75%. To allow all combinations with the set factor levels for $\Delta DOD$, 10% and 50% are chosen as levels for $\Delta DOD$.

In test series B, a fractional factorial design is utilized. In comparison to a full factorial designs, the test matrix is not fully occupied and only a fraction of the experimental space is investigated. This is at the expense of blending individual and interaction effects for the various stress factors, but shows the essential advantage that the number of test points, and thus testing costs, are reduced, especially if a greater number of factor levels is desired. For the creation of fractional factorial designs, different well-established design guidelines are available through which valid statements can be made for the entire, though partially occupied, experimental space [39]. Especially in the case of lithium-ion cell testing, where the combination of factor levels is subjected to practical constraints, a D-optimal fractional factorial test design is a good choice. In D-optimal designs, the number of factor levels as well as the level spacing can be chosen individually for each factor. In addition, the factor levels for one test point can be adjusted to some degree to allow practical implementation. This adjustment is associated with a minimal and tolerable influence on the design quality [44]. As a result of these considerations, the test matrix in Table 5 is set up for test series B, again under consideration of manufacturer specifications. It shows that at a moderate number of 30 test points, three factor levels for $T$ and $I_{dis}$ as well as eight levels for $\varnothing_{SOC}$ and $\Delta DOD$, respectively, can be investigated. In comparison to test series A, this resource-saving fractional factorial design allows to investigate the entire $\varnothing_{SOC}$ range. As in test series A, one cell is tested for each test point in the matrix.

### Table 4. Test matrix for test series A: Full factorial test design.

| Test point | Factor $T$ | Factor $I_{dis}$ | Factor $\varnothing_{SOC}$ | Factor $\Delta DOD$ |
|------------|-------------|------------------|---------------------------|----------------------|
| 1          | 40°C        | 2.0C             | 75%                       | 50%                  |
| 2          | 40°C        | 2.0C             | 75%                       | 10%                  |
| 3          | 40°C        | 2.0C             | 50%                       | 50%                  |
| 4          | 40°C        | 2.0C             | 50%                       | 10%                  |
| 5          | 40°C        | 0.5C             | 75%                       | 50%                  |
| 6          | 40°C        | 0.5C             | 75%                       | 10%                  |
| 7          | 40°C        | 0.5C             | 50%                       | 50%                  |
| 8          | 40°C        | 0.5C             | 50%                       | 10%                  |
| 9          | 25°C        | 2.0C             | 75%                       | 50%                  |
| 10         | 25°C        | 2.0C             | 75%                       | 10%                  |
| 11         | 25°C        | 2.0C             | 50%                       | 50%                  |
| 12         | 25°C        | 2.0C             | 50%                       | 10%                  |
| 13         | 25°C        | 0.5C             | 75%                       | 50%                  |
| 14         | 25°C        | 0.5C             | 75%                       | 10%                  |
| 15         | 25°C        | 0.5C             | 50%                       | 50%                  |
| 16         | 25°C        | 0.5C             | 50%                       | 10%                  |

### Table 5. Test matrix for test series B: Fractional factorial, D-optimal test design.

| Test point | Factor $T$ | Factor $I_{dis}$ | Factor $\varnothing_{SOC}$ | Factor $\Delta DOD$ |
|------------|-------------|------------------|---------------------------|----------------------|
| 1          | 25°C        | 2.0C             | 60%                       | 75%                  |
| 2          | 45°C        | 0.5C             | 60%                       | 75%                  |
| 3          | 35°C        | 2.0C             | 70%                       | 50%                  |
| 4          | 25°C        | 2.0C             | 80%                       | 10%                  |
| 5          | 25°C        | 0.5C             | 65%                       | 60%                  |
| 6          | 45°C        | 2.0C             | 35%                       | 60%                  |
| 7          | 45°C        | 0.5C             | 40%                       | 75%                  |
| 8          | 45°C        | 2.0C             | 65%                       | 60%                  |
| 9          | 25°C        | 2.0C             | 20%                       | 10%                  |
| 10         | 25°C        | 0.5C             | 20%                       | 10%                  |
Table 5. Cont.

| Test point | Factor $T$ | Factor $I_{dis}$ | Factor $\varnothing$SOC | Factor $\Delta$DOD |
|------------|------------|-------------------|-------------------------|-------------------|
| 11         | $25^\circ C$ | 2.0C              | 35%                     | 60%               |
| 12         | $25^\circ C$ | 1.0C              | 50%                     | 100%              |
| 13         | $45^\circ C$ | 2.0C              | 80%                     | 10%               |
| 14         | $35^\circ C$ | 0.5C              | 50%                     | 35%               |
| 15         | $25^\circ C$ | 0.5C              | 80%                     | 10%               |
| 16         | $45^\circ C$ | 0.5C              | 20%                     | 10%               |
| 17         | $45^\circ C$ | 1.0C              | 50%                     | 20%               |
| 18         | $45^\circ C$ | 0.5C              | 80%                     | 10%               |
| 19         | $35^\circ C$ | 1.0C              | 80%                     | 25%               |
| 20         | $25^\circ C$ | 2.0C              | 35%                     | 60%               |
| 21         | $45^\circ C$ | 2.0C              | 80%                     | 10%               |
| 22         | $45^\circ C$ | 2.0C              | 20%                     | 10%               |
| 23         | $45^\circ C$ | 2.0C              | 20%                     | 10%               |
| 24         | $35^\circ C$ | 1.0C              | 20%                     | 25%               |
| 25         | $35^\circ C$ | 2.0C              | 50%                     | 10%               |
| 26         | $35^\circ C$ | 0.5C              | 50%                     | 100%              |
| 27         | $25^\circ C$ | 2.0C              | 20%                     | 10%               |
| 28         | $25^\circ C$ | 1.0C              | 50%                     | 10%               |
| 29         | $25^\circ C$ | 0.5C              | 35%                     | 60%               |
| 30         | $45^\circ C$ | 2.0C              | 35%                     | 60%               |

3.2. Cell Candidates

In the test series A, 16 brand-new Panasonic NCR18650PF cells are used, which originate from the same production batch. After production and purchase, all cells have been stored at our institute at about $20^\circ C$ for three years and thus have a similar logistics history. In test series B, 30 brand-new Sony (Murata) US18650VC7 cells are utilized. All cells stem from the same production batch, have been stored at $25^\circ C$ for less than one year before the test start, and thus also have a similar history of logistics. Further cell specifications are depicted in Table 6. The use of two different cell candidates is caused by different project affiliations of test series A and B. The transferability of the applied procedure for the sensitivity analyses can thus be assessed.

Table 6. Specifications of cell candidates for test series A and B.

| Header | Test Series A | Test Series B |
|--------|---------------|---------------|
| Manufacturer | Panasonic | Sony (Murata) |
| Type | NCR18650PF | US18650VC7 |
| Nom. Capacity | 2.9 Ah | 3.5 Ah |
| Nom. Voltage | 3.6 V | 3.6 V |
| Geometry | Cylindrical (18650) | Cylindrical (18650) |
| Anode | Graphite | Graphite, Si-doped |
| Cathode | NCA | NCA |

3.3. Testing Procedure

All tests are conducted using a BaSyTec XCTS25 system as battery tester and the temperature chamber Memmert IPP110plus. After the test start, all cells undergo an initial cycling for activation and to ensure a similar initial condition. The cycling consists of ten consecutive half scale cycles between SOC values of 25% and 75% at 1C in charge and discharge direction, conducted at an ambient temperature of $25^\circ C$.

The cells are regularly subjected to check-up tests to determine discharge capacity $C_{dis}$ and DC resistance $R_{DC}$. To determine the discharge capacity, the cells are first charged applying a constant-current/constant-voltage (CCCV) procedure with a constant charge current of $C/3$, an upper cut-off voltage of 4.2 V and a cut-off current of $C/25$. After a pause of 30 minutes for thermal and electrochemical relaxation, the cells are discharged again applying a CCCV procedure, here with
a constant discharge current of \( C/3 \), a lower cut-off voltage of 2.5 V, and a cut-off current of \( C/20 \). This charge–discharge sequence is repeated twice, whereas the average of the obtained discharge capacities is used as check-up capacity. To determine the DC resistance, a pulse test according to VDA test procedure with 1C current pulses in charge and discharge direction is performed [45]. The resistance is evaluated at the first discharge pulse using the voltage values before as well as 10 s after pulse start.

For load cycling, the cells are continuously charged and discharged in constant-current mode as specified in the test matrices, thus at specific values for \( T, I_{dis}, \varnothing_{SOC}, \) and \( \Delta DOD \). As the charge current is not analyzed as a stress factor, the charge currents during load cycling are kept constant for all test points and at a low value of \( C/3 \). The stress factor \( T \) is set as ambient temperature during load cycling using a temperature chamber. A pause of 30 minutes is provided between charge and discharge phases for thermal relaxation of the cells. The factor levels for \( \varnothing_{SOC} \) and \( \Delta DOD \) are set based on the measured charge throughput. Depending on \( \Delta DOD \), the specified \( \Sigma Q \) during load cycling and between two consecutive check-up tests requires different repetitions of charging-discharging sequences. To keep the influence of present disturbance factors constant, all test points in test series A and B are conducted using the same temperature chamber and battery testing hardware. For the entire test duration, the same position in the temperature chamber and in the cell mounting system is maintained. The cell mounting system is designed in such a way that the temperature interference between neighbored cells is minimized.

For the two test series A and B, the sequence of initial cycling, check-up testing, and load cycling is summarized in Figure 4.

![Figure 4](image)

Figure 4. Testing procedures for test series A and B: Sequential order of initial cycling, check-up testing, and load cycling. For test series A, check-up 1 constitutes one available condition for performing a sensitivity analysis. For test series B, check-ups 1 and 2 constitute two available conditions.

In test series A, the summed charge throughput \( \Sigma Q \) during load cycling amounts to 100 Ah, which corresponds to a rounded number of 17 equivalent full cycles. An equivalent full cycle is defined as a full charge and discharge related to the value of nominal capacity. Thus, the noted values for \( \Sigma Q \) also include the charge throughput in charge as well as in discharge direction. In test series A, only one check-up test is performed after the initial check-up 0 before the test series is completed. This overall low summed charge throughput, in addition to the low investigated number of test points in test series A, represents the maximum level of acceleration for the sensitivity analysis investigated in this study. In comparison, in test series B, a summed charge throughput of 350 Ah or 50 equivalent full cycles between two consecutive check-up tests is specified. Furthermore, two check-up tests are performed after check-up 0 and before test end, which allows the investigation of two available conditions for sensitivity analysis and thus two different and moderate levels of acceleration.
4. Results of Sensitivity Analyses

The results of check-up testing from the test series A and B, which are the available data basis for the subsequent sensitivity analysis, are depicted in Figure 5. The measured values for capacity and resistance during the check-up testing, represented with filled bars in Figure 5, must be designated as results for total aging comprising shares of calendar as well as cyclic aging when assuming the superposition approach as shown in Figure 2a). Thus, the check-up results actually must be corrected by the included calendar share if the cyclic aging is to be evaluated. For the cell candidate used in test series A, no detailed knowledge about the calendar aging characteristic is available. Therefore, the sensitivity analysis must be conducted on the results for total aging. However, for the cell candidate used in test series B, test results from a test series on calendar aging are available [46]. Using an approach according to [1], the available test results allow to parameterize appropriate model equations, in which it is assumed that the share of calendar aging is dependent on the average cell temperature and SOC during load cycling. Subsequently, the share of calendar aging in the measured capacity and resistance changes in check-ups 1 and 2 of test series B can be calculated and subtracted. The values for cyclic aging calculated in this way are shown in Figure 5 with non-filled bars. Thus, for test series B, the values for total as well as cyclic aging are available for sensitivity analyses.

Figure 5. Check-up results for test series A and B: The filled bars show the measured values at check-up 0, check-up 1 (after 100 Ah for test series A, 350 Ah for test series B), and check-up 2 (not performed in test series A, after 700 Ah for test series B). The related approximate distributions illustrate the average changes as well as the increasing spreading of the cell characteristics along the aging process. The non-filled bars show the analytically calculated shares of cyclic aging for test series B.
4.1. Null and Alternative Hypothesis

The first step in a sensitivity analysis is to define the null hypothesis (“The investigated factors do not have an effect on the test results.”) as well the alternative hypothesis (“The investigated factors do have an effect on the test results.”). The null hypothesis can be tested with the help of the effect-related \( p \)-values. Conventionally, a \( p \)-value less than 0.05 disproves the null hypothesis and indicates that an identified factor effect is a true effect. In literature, a \( p \)-value below the set tolerance level also refers to statistical significance or a statistically significant effect. In contrary, \( p \)-values above 0.05 do not allow to disprove the null hypothesis and indicate an identified factor effect as a possible pseudo effect [39].

4.2. Analysis on Test Series A

As outlined in Section 2.1, the anticipated long-term effects of aging are a decrease in capacity and an increase in resistance. In contrast, Figure 5A/d states on average a decrease in resistance for check-up 1. Only cycling at harsh conditions (high factor levels for \( T \) and \( \Delta \text{DOD} \) in test points 1, 3 and 5) leads to an increase in resistance. Stroe et al. [47] also noticed a transient resistance drop within an overall increasing course during the early stage of aging. Thus, the results obtained for test series A at check-up 1 emphasize an early aging condition as to be expected after only 100 Ah of cycling. Therefore, it must be questioned whether a sensitivity analysis is sensible at this point, as the aging condition of the lithium-ion cells appears unstable. This objection is supported by the \( p \)-values obtained for test series A, depicted in Figure 6A/a and Figure 6A/b, which do not allow to disprove the null hypothesis (\( p \)-value > 0.05). Consequently, the corresponding factor effects cannot be clearly classified as true, and the evaluation becomes obsolete.
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**Figure 6.** Sensitivity analysis on the check-up results for test series A and B: The \( p \)-values are plotted against the left \( y \)-axis with non-filled bars. The respective main effects of the stress factors \( T \), \( I_{\text{dis}} \), \( \phi \text{SOC} \) and \( \Delta \text{DOD} \) are plotted against the right \( y \)-axis with filled bars. The values are calculated using the statistical software Visual-XSel 15.0.
4.3. Analysis on Test Series B

For test series B, the capacity and resistance values measured during check-up 1 and 2 (shown in Figure 5B/c–f) demonstrate the anticipated relative changes due to cyclic aging: on average a decrease in capacity and an increase in resistance. The analytically calculated results for cyclic aging show lower changes in amount, as to be expected due to the superposition approach, but on average the same tendency of decreasing capacities and increasing resistances.

As shown in Figure 6B/a–h, the obtained p-values for test series B are in a significantly lower value range than for test series A, whereas the effects are in a higher range. Discussing the results for total aging first, the p-value for the effect of $I_{dis}$ on capacity for check-up 1 still exceeds the significance level (p-value > 0.05). Thus, the results for check-up 1 are not further evaluated due to potential pseudo-effects. For check-up 2, however, the sufficient low p-values (p-value < 0.05) allow to consider all factor effects as true. As outlined in Section 2.3, the factor effects describe the difference in the aging results between the test points with the minimum and those with the maximum factor level. Having higher effects in check-up 2 (Figure 6B/e and Figure 6B/f) than in check-up 1 (Figure 6B/a and Figure 6B/b), and thus reflects the increasing spreading of the cell parameters capacity and resistance along the aging process. Figure 6B/e and Figure 6B/f shows the same ranking of aging-relevant stress factors for the two aging effects $\Delta C$ and $\Delta R$: $I_{dis} < T < \emptyset_SOC < \Delta DOD$, and rates $\Delta DOD$ as the most aging-relevant stress factor. It should be noted that the same ranking is already recognizable in the obtained factor effects for checkup 1, despite the too high p-value (p-value > 0.05) for the effect of $I_{dis}$ on capacity suggested potential pseudo-effects. Despite the same ranking, the absolute effects on $\Delta C$ and $\Delta R$ in Figure 6B/e and Figure 6B/f diverge. In addition, the effect ratios differ: For example, $E_{\emptyset_SOC,AC} : E_{\emptyset_SOC,AR} \neq E_{\Delta DOD,AC} : E_{\Delta DOD,AR}$. This indicates different sensitivities for the two aging effects $\Delta C$ and $\Delta R$ and can be used as evidence that the acting stress factors initiate aging mechanisms and modes that do initiate the aging effects $\Delta C$ or $\Delta R$ to different extents.

The results of cyclic aging in test series B, again show partially too high p-values (p-value > 0.05) for check-up 1 (Figure 6B/c and Figure 6B/f). For check-up 2 (Figure 6B/g and Figure 6B/h), all p-values are sufficient low (p-value < 0.05) and again allow to consider all factor effects as true. As the calendar share, which is dependent on T and SOC, is subtracted from the values of total aging to obtain the share of cyclic aging, it is obvious that the factor effects corresponding to T and SOC are affected primarily when performing the sensitivity analysis now on the calculated results for cyclic aging. In addition, also other factor effects can be influenced due to existing interaction effects between the stress factors. In consequence, the effects on $\Delta C$ now exhibit a different ranking when analyzing the cyclic aging: $T < I_{dis} < \emptyset_SOC < \Delta DOD$. The effects on $\Delta R$ for cyclic aging still shows the same ranking as for total aging. This finding is in accordance to the literature review in Table 1, which indicates different levels of relevance for the stress factors on the aging effects $\Delta C$ and $\Delta R$.

5. Summary and Conclusions

5.1. Accelerated Sensitivity Analyses for the Aging Characterization of Lithium-Ion Cells

Many aging mechanisms and modes are involved in the process of cyclic aging of lithium-ion cells. Their sensitivity to acting stress factors—among $T$, $I_{dis}$, $\emptyset_SOC$, and $\Delta DOD$—is dependent on the cell chemistry as well as the specific cell candidate. This is illustrated by a literature review shown in Table 1. Another literature review on published semi-empirical aging models (Table 2) reveals contradictions on the stress factors considered as model input parameters. Besides, only a few of the related publications discuss the aging-relevance of the individual stress factors and thus motivate the choice of model input parameters with regard to the specifically addressed cell candidate. For this issue, a sensitivity analysis is an expedient step prior to modeling as it gives a sound basis for stress factor selection. However, the supplementary test effort for sensitivity analysis must be minimized, particularly with regard to the application in the automotive industry. Therefore, this study proposes acceleration approaches for sensitivity analyses on lithium-ion cell aging. Thus, testing with a low
summed charge throughput or with a minimum of test points is investigated. For this purpose, test series A and B—each one with different levels of acceleration—are performed and subsequently evaluated, taking the obtained statistical significance as a criterion for the acceleration success.

The results, as presented and discussed in Section 4, show that the test set-up in test series A is not effective for an accelerated sensitivity analysis, as the obtained results for the two aging effects $\Delta C$ and $\Delta R$ after a low summed charge throughput of 100 Ah do not allow a statistically significant evaluation ($p$-value > 0.05). In contrast, overall statistically significant results are obtained in test series B for check-up 2 ($p$-value < 0.05). This demonstrates that a sufficient value of summed charge throughput—700 Ah, or 100 equivalent full cycles, for this specific cell candidate—is necessary for a valid sensitivity analysis. A possible explanation to this is the initially nonlinear, thus fuzzy, phase of the aging progress [47,48], which must be overcome to obtain statistical significance. In summary, the applied fractional factorial, D-optimal test design with a beneficial low number of 30 test points is capable of achieving the desired acceleration for the sensitivity analysis. In summary, the applied fractional factorial, D-optimal test design in test series B is capable of achieving the desired acceleration for the sensitivity analysis: a beneficial small number of 30 test points in combination with a low testing duration of 100 equivalent full cycles per test point.

The sensitivity analysis for test series B shows different sensitivities for total aging (directly measured capacity and resistance values during check-up tests) and cyclic aging (directly measured values analytically corrected by the included share of calendar aging). They differ primarily in their sensitivities to $T$ and $SOC$, thus the stress factors related to the calendar share. A further analysis of the sensitivities of cyclic aging in test series B shows that the two aging effects $\Delta C$ and $\Delta R$ exhibit different sensitivities on the individual stress factors according to the ranking as well as to the effect amount. Therefore, it can be concluded that depending on the prevailing stress factor combination, and thus on the underlying aging mechanisms and modes, the ratio of $\Delta C$ to $\Delta R$ varies. Analyzing $\Delta DOD$ and $\varnothing SOC$ as the stress factors with the greatest effects on both aging effects once again proves the importance of choosing a narrow operating window in the middle $\varnothing SOC$ for the application of lithium-ion cells.

5.2. Application Potentials

Neglecting aging-relevant stress factors as input parameters will decrease the model quality of semi-empirical aging models. In contrast, intending stress factors as input parameters that are not aging-relevant will increase the experimental effort for parameterization to an unnecessary extent as these input parameters will not contribute to an improvement of the overall model quality. The use of an accelerated sensitivity analysis enables to quantify the impact of the individual stress factors to the resulting aging effects and thus to the model quality in advance to modeling. Therefore, the results of an accelerated sensitivity analysis serve as a basis to balance the trade-off between model accuracy and parameterization effort. However, in this context, the question must be raised as to whether the least aging-relevant stress factor can be actually classified as not aging-relevant, and thus be neglected as a model input. Taking the stress factor $I_{dis}$ as example of the stress factor with the lowest effect on total aging in test series B, its effect amounts to 1.7% on $\Delta C$, and 5.6% on $\Delta R$, which means that the results for observable aging effects will vary accordingly depending on the set discharge current (0.5–2.0 C). Neglecting $I_{dis}$ as a model input parameter, thus assuming its effect on the simulation result as constant, must therefore be interpreted as a prospective model inaccuracy already justified by the pursued modeling approach. The selection of an effect threshold below which a stress factor is neglected as a model input must therefore be coordinated with the intended model quality.

Another application potential is a systematic method for accelerated aging characterization, as outlined in [49]. Here, a sensitivity analysis with a minimized test effort is essential to gain knowledge about the aging-relevance of stress factors efficiently and thus to define an aging-effective reference cycle for aging characterization tests.
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