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Abstract—In the Smart Grid environment, the advent of intelligent measuring devices facilitates monitoring appliance electricity consumption. This data can be used in applying Demand Response (DR) in residential houses through data analytics, and developing data mining techniques. In this research, we introduce a smart system foundation that is applied to user’s disaggregated power consumption data. This system encourages the users to apply DR by changing their behaviour of using heavier operation modes to lighter modes, and by encouraging users to shift their usages to off-peak hours. First, we apply Cross Correlation (XCORR) to detect times of the occurrences when an appliance is being used. We then use The Dynamic Time Warping (DTW) [13] algorithm to recognize the operation mode used.

Index Terms—Dynamic Time Warping (DTW), Smart Systems, Time-Series Analysis, Smart Grid, Disaggregated Power Consumption, Demand Response, IoT

I. INTRODUCTION

Demand Response (DR) is used to lower the demand on power systems by having consumers reduce or shift their power usage [17]. Demand response may be used to increase demand during periods of high supply and low demand. DR is considered a more cost-effective option than building more power stations [3]. Demand response is not a new concept, but in most countries it still plays a limited role [16]. One challenge is that although power consumption for residential purposes accounts for 40% or more of overall power consumption, DR techniques have been ineffective [11]. One reason is that most of the programs for residential demand response focus on a single value of power consumption representing the total power consumption [6]. However, overall residential power consumption is generated by a diverse set of power consuming devices that includes cooling and heating units, washing machines, dryers, refrigerators, lighting, etc. The usage of many of the individual appliances can be adjusted. The diverse nature of devices that consume power suggests that a single value of power consumption representing the aggregation of the values of different devices that consume power is unsuitable. There has been relatively little work that considers disaggregated demand.

With smart meters and sensors that can measure power consumption per appliance it has become much easier to monitor power consumption per device. In the work presented in this paper, we are particularly interested in being able to detect the start and end time of an appliance usage as well as the operation mode being used. Each operation mode is characterized by its running time and different cycles that the appliance can run in. Activating an appliance in a certain operation mode consumes energy differently than other modes. Therefore, DR could be applied based on the outcomes of this analysis by first, finding the activation times of appliances. The power consumption data is processed in order to find the turn on times for the appliance. We obtain the time when the high load starts. Consequently, a recommendation could be sent to the consumer if the detected time falls within the on-peak time advising the consumer to shift the load either before or after the current time to avoid higher energy prices. Second, recognizing the operation mode of each appliance activation. Most of modern appliances have the option to run in different operation modes. For example, a washing machine could be programmed with three or four different operation modes. Each of these modes runs the inner components of the washing machine differently. Also, every mode has its own timing and cycles activated in different power levels during the running time. By determining these cycles, a model could be formed for each operation mode. This has the potential to serve as the foundation for a smart recommendation system that applies DR to provide consumers with recommendations about their consumption for different appliances. These recommendations come into place after applying the detection of appliance activation and the recognition of operation modes in such way to encourage the residents to shift their usages to off-peak periods of the day, when power is cheaper. Also the recommendations could advise consumers to change their behaviour of using lighter operation modes with less consumption.

The rest of the paper is organized as the following: In section [II] we discuss previous work that addresses event detection and classification. Section [III] discusses the data analysis of the power consumption. In section [IV] we present a detection algorithm. Section [V] discusses the algorithm to classify appliances operation modes. Section [VI] discusses the process of simulating power consumption. Section [VII] discusses the results and section [VIII] concludes the paper.

* We would like to thank the Natural Sciences and Engineering Research Council of Canada (NSERC) for their support through the Strategic Grants Program.
II. RELATED WORK

The literature describes many techniques used to analyze the electricity consumption data so that end user applications could be built on top of these approaches. These techniques primarily concerned with event detection and event classification in time series data. Typically the event is the activation and deactivation of appliances during its operation with the power distribution over time. This serves in defining attributes to target customers for appliance specific application with DR.

A. Event Detection

Event detection algorithms are used to detect load profiles. A load profile is the power distribution in a form of cycles over a single run for an appliance. Event detection is concerned with finding transition states for loads/appliances from aggregated power consumption data. Each transition state is characterized by a sudden change in the power value, which indicates activating an appliance or a change in the running cycle. Based on the determined timing for the transitions, load profile are extracted separately. This is what is referred to as Non-Intrusive Load Monitoring (NILM) [19].

Matched Filters methods involve a known signal (template signal) to be correlated with an unknown signal to detect the occurrence of the template in the unknown signal. Rueda et.al. [14] proposed a matched filter detection approach by convolving the appliance consumption signal with a conjugated time-reversed version of a manually extracted template. Baets et.al. [2] presented an event detection method that uses Cepstrum Analysis in the frequency domain. Alcala et.al. [1] proposed an approach using Hilbert Transform to extract the envelope of the current signal. Then, by using Average Filters, Derivation Filters, and thresholding to cut off the signal, transition events are detected.

B. Event Classification

Different approaches are concerned with classifying load signature extracted from aggregated power consumption data into the individual appliance/load. Liao et.al. [4] proposed an approach for appliance load classification using Dynamic Time Warping (DTW). Tang et.al. [15] designed the Sparse Human Action Recovery with Knowledge of appliances (SHARK) framework. It is an occupancy detection framework that is non-intrusive and requires no training process. Liu et.al. [5] used a Nearest Neighbor Transient Identification method to identify the appliance creating the Transient Power Waveform (TPW) sample time-series, then the DTW-based integrated distance is utilized to calculate the similarity of TPW signatures and a template time series for an appliance. Wang et.al. [18] describes an approach which uses Iterative Disaggregation based on Appliance Consumption Pattern (ILDACP). This approach combines Fuzzy C-means clustering algorithm to detect appliance operating status, and DTW search that identifies single energy consumption based on the appliance typical power consumption pattern (a template pattern).

C. Gap Analysis

Most of the work currently in the literature uses energy disaggregation (NILM) on aggregated power consumption data to determine if an appliance is activated. To the extent of our knowledge, the literature lacks approaches that focus on analyzing disaggregated power data and detect the activation of certain appliances and then classify each use of the appliance in one of its operation modes.

III. POWER CONSUMPTION DATA ANALYSIS

We use Power Consumption Datasets (PCDs) to understand the power consumption characteristics of appliances over time when turned on. We focused on the analysis of The Rainforest Automation Energy dataset (RAE) [7] and the work done by Pipattanasomporn et.al. [12] where demand response opportunities were provided for some household appliances. In this paper, the appliances data that we analyzed are the clothes washer, clothes dryer, and dishwasher.

A. Single Usage Profile

A Single Usage Profile (SUP) is used to formally characterize power consumption of an appliance between the time it is turned on and the time it is turned off. The analysis of the datasets is presented in III-B and is used to determine SUPs. Single Usage Profile (SUP) represents the sequence of power consumption values consumed by an appliance from the moment of turning it on to the moment of that it is turned off. Hence, SUP with the sampling frequency \( f_s = 1Hz \) is defined by the sequence \( \{p_i\}_{i=t_{on}}^{i+t_{off}} \) where \( p_i \) is the instantaneous power reading at time \( i \). The times \( t_{on}, t_{off} \) is the turn on, turn off times respectively of the appliance and \( i \in [t_{on}, t_{off}] \) represents the \( i \)th sample. Figure 1 shows multiple SUPs for a clothes washer over the course of around two months.

B. The Analysis Of Appliances Power Consumption

The SUP for the dishwasher is shown in Figure 2. The dishwasher has three main operating modes: Heavy, Medium, and Light. Each SUP of the dishwasher has three states: Wash, Rinse and Dry, regardless of the operation mode. For example, in the Light mode, the first 70 minutes are associated with the wash state. The rinse state follows from minutes 70 to 97. The last state is the drying state which ends at minute 108.

The same type of analysis is performed for the clothes washer and the clothes dryer. The clothes washer has three states that occur for each single use: wash, rinse, and spin, sorted in ascending order of power consumption level. A single operation of the clothes dryer uses three states with different
temperatures: Maximum Heat, Medium Heat, No Heat. During the Maximum Heat state the dryer drum is heated to the maximum temperature in the dryer setting, and so on for the other states.

By analyzing appliances data, we found similar patterns. Each activation with certain operation mode has a specific pattern of consumption based on the states of the appliance. These states are preconfigured by the manufacturer in terms of timing and power consumption levels.

IV. SINGLE USE PROFILE DETECTION

With Demand Response, consumers are encouraged to use appliances in off peak hours. This requires the need to detect when appliances are activated. Hence, we can advice the user to shift the load or not based on the detected time. This serves as a basis for further analysis in determining appliance operation modes.

A. The Reference Pattern

We use a Reference Pattern (RP) which represents the start of a SUP. RP is a sequence of data points represented as $S(t)$ which returns the data point that represents the power value associated with $t$. We focus on matching RP to a subsequence of the daily time series which is represented by $D(t)$. RP is derived from a generated SUP by taking a slice of the generated SUP corresponding to turning on the appliance.

B. Cross Correlation

In time series analysis, Cross Correlation (XCORR) \cite{8} is a measure of similarity of two series as a function of the displacement of one series relative to the other series. Assume two time series represented by $f(t)$ where $t \in [1, n]$ and $g(t)$ where $t \in [1, m]$ and $n < m$. Assuming that the number of moving windows is finite, the XCORR function, $X(t)$, for $f(t)$ with $g(t)$ is defined as follows:

$$X(t) = (f \ast g)(t) = \sum_{k=1}^{n} f(k)g(t + k) \quad (1)$$

To avoid calculations with large numbers, we use another option by using the absolute difference instead of multiplication.

If we use the absolute difference, the XCORR function $X(t)$ between $S(t)$ and $D(t)$ is the following:

$$X(t) = (S \ast D)(t) = \sum_{k=1}^{n} |S(k) - D(t + k)| \quad , t \in [1, m-n] \quad (2)$$

where $m$ represents the number of daily samples in $D(t)$ and $n$ is the number of samples used in $S(t)$.

A normalization step takes place to invert $X(t)$ over the y-axis by subtracting all correlation values from the average of the maximum power value for both $S(t)$ and $D(t)$. This normalization makes the similarity between the two functions relative to their maximum values. Therefore, the two functions are more similar when the normalized correlation value is closer to the average of maximum values found in the sequences represented by $S(t)$ and $D(t)$. The normalized cross correlation function $X(t)$ is the following:

$$X(t) = \frac{\text{Max}(S(t)) + \text{Max}(D(t))}{2} - \frac{1}{n} \sum_{k=1}^{n} |S(k) - D(t + k)| \quad , \quad t \in [1, m-n] \quad (3)$$

Figure 3 shows a graphical depiction of the XCORR function $X(t) = (S \ast D)(t)$. $S(t)$ is shown in Figure 3. RP shows 600 samples in this case. $X(t)$ is shown in Figure 3. The fluctuation in the value of $X(t)$ starts around 8:50 PM as illustrated in Figure 3 (b) which depicts a zoomed in view for the period 8:45 PM to 9:45 PM. These fluctuations represent the overlap between the two correlated functions. Higher values of $X(t)$ means that there is more overlap present between the functions and therefore, higher similarity. $X(t)$ shows its maximum value at approximately 9:00 PM, which means that the potential SUP starts at this time. The turn on time of the appliance in $D(t)$ is observed at 9:00 PM as seen in Figure 3 (b) representing the maximum value of $X(t)$.

C. Determining Turn On Times

We use $X(t)$ to determine the potential turn on times. It is not feasible to consider all times at the local maximums of $X(t)$ as potential turn on times since $D(t)$ could contain multiple periods where there is not a considerable level of similarity with the reference pattern. Also, the noise contained within the correlation function may cause local maximums even after a
smoothing function is applied. To overcome these problems we introduce a Low Amplitude Canceling Coefficient $\delta$ that limits the range of where to look for the local maximums. The role of the $\delta$ coefficient is to cancel out all values of $X(t)$ that is lower than a threshold $\tau$ determined by $\delta$, so that the residue function $\overline{X}(t)$ of $X(t)$ after applying $\delta$ represents all periods that contain the local maximums that is greater than $\tau$. The value of $\delta$ is selected with the assumption that $\delta \in (0, 1)$. $\overline{X}(t)$ is defined as the following:

$$\overline{X}(t) = X(t) - \tau$$

(4)

where the value of the threshold $\tau$ is calculated as follows:

$$\tau = \delta \frac{\max(S(t)) + \max(D(t))}{2}, \quad \delta \in (0, 1)$$

(5)

Figure 4(b) shows the plot of $\overline{X}(t)$. Since $\overline{X}(t)$ is a trimmed version of $X(t)$ where $X(t)$ is thresholded by $\tau$ value to produce $\overline{X}(t)$, then $\overline{X}(t)$ is zero except for short periods of time. These periods of time are what remained from $X(t)$ after applying the threshold $\tau$. $\overline{X}(t)$ contains isolated periods of time where the value of the correlation is relatively the highest among the entire period of the day. The shape of the $\overline{X}(t)$ is a group of continuous concave down curves that resembles the highest values of $X(t)$ where $X(t) > \tau$. Therefore, the position of the potential turn on time would be at the absolute maximum of each of these concave down curves. These periods in Figure 4 are $p_1, p_2$ where $p_1 = [t_1^{\text{start}}, t_1^{\text{end}}]$ and $p_2 = [t_2^{\text{start}}, t_2^{\text{end}}]$. These periods have their own absolute maximum values at $p_1^{\text{max}}, p_2^{\text{max}}$ respectively within their domains. This maximum value represents the highest value of the cross correlation at this period, which means that the time when this maximum values occur is a potential turn on time. Consequently, the absolute maximum in $p_1$ is $X_1^{\text{max}}$ at $t = p_1^{\text{max}}$, and the absolute maximum in $p_2$ is $X_2^{\text{max}}$ at $t = p_2^{\text{max}}$. We then conclude that $\{p_1^{\text{max}}, p_2^{\text{max}}\}$ is the set of the potential turn on times.

V. SINGLE USE PROFILE CLASSIFICATION WITH DTW

For each time that the appliance has been activated we need to determine the appliance operation mode. This requires a comparison of the time series at the point that the appliance has been activated and the reference patterns for each of the operational modes. We describe the approach using Dynamic Time Warping (DTW) [13].

A. Day Consumption Segmentation

Let us assume that an appliance runs in $n$ operation modes denoted by the set $M = \{m_1, m_2, ..., m_n\}$. The daily consumption is represented by $D(t)$ which contains subsequences representing appliance usages. For each mode $m_i$, the reference pattern is represented by $P^{m_i}(t)$ where $m_i$ is the SUP size of operation mode $m_i$. A segment $G^{m_i}(t)$ is a sub-sequence of the daily consumption function $D(t)$, starting from the point of the turn on time $t_{on}$ and with the size $k^{m_i}$ representing the size of operation mode $m_i$. This is defined as follows:

$$G^{m_i}(t) = D(x) : x \in [t_{on}, t_{on} + k^{m_i}]$$

(6)

for each reference pattern, $P^{m_i}(t)$, for an operation mode $m_i$ and turn on time $t_{on}$, segments of the daily consumption, $D(t)$ can be extracted using Eq.6.

The segmentation is visually presented in Figure 5. In part (a) $D(t)$ is shown, and the segmentation starting point is indicated by the vertical dashed line at $t_{on}$. The segment sizes are highlighted in different shades so that each shade corresponds to the size of the segment for a specific operation mode. Part (b) shows the generated reference functions $P^{m_i}(t)$ that are used to specify segments sizes $\{k^{m_1}, k^{m_2}, ..., k^{m_n}\}$. Lastly, in part (c) the segment functions $G^{m_i}(t)$ are listed.

B. Classification of SUPs Based On DTW Distances

The DTW algorithm [13] uses two inputs which are the two functions $G^{m_i}(t)$ and $P^{m_i}(t)$ representing sequences. It then performs a calculation to find the distance (or similarity) between these two functions as the output. Figure 5 shows the inputs and the outputs of the DTW algorithm. The DTW is invoked $n$ times where $n$ equals the number of RPs representing operation modes for an appliance. For each reference pattern and the corresponding segment, the distance is calculated. Let $X$ denote the sequence represented by $P^{m_i}(t)$ and let $Y$ represent the sequence $G^{m_i}(t)$. The DTW distance is formulated as follows:

$$d_{ij} = \text{DTW}(X, Y)$$

$$M = \{m_1, \ldots, m_i, \ldots, m_n\}$$

(7)

The value of the distance calculated by DTW is inversely proportional to the similarity. Thus we assume that the most
similar reference pattern is the reference pattern with the minimum distance. This means that the mode $m^*$ with the minimum distance $d^*$ that is the operation mode of the appliance at the SUP detected at $t_{on}$ is:

$$d^* = \min(d_1, d_2, ..., d_m)$$

VI. POWER CONSUMPTION SIMULATION

It is necessary to create simulated data when it is impractical to obtain real data that there is an insufficient amount of certain type data such as our case when there is no such PCD that contains disaggregated data with different operation modes for an appliance. Our Power Consumption Simulator (PCS) main purpose is to simulate appliances consumption with different operation modes by generating daily usage data that has SUPs for different operation modes.

PCS has three configuration parameters: Turn On Time $t_{on}$, Household Usage Intensity ($I_h$), and SUP Representation Object (SUPRO). $t_{on}$ refers to the time when an appliance, $a$, is activated by the user during the day. We use the Inverse Transform Sampling (ITS) method to sample values of $t_{on}$ Probability Density Function (PDF) that is extracted from a PCD. Household Usage Intensity ($I_h$) refers to the distribution of operation modes that a household, $h$, uses for an appliance, $a$, over time. We assume that the selection of an appliance operation mode for a household is based on a multinomial distribution function. The frequencies of this distribution is 20% for operation modes used fewer number of times and 60% for the operation modes used more. Single Usage Profile Representation Object (SUPRO) is a representational model of a SUP for an appliance in a particular operation mode. It defines Cycles which are periods of time when the power consumption is stable around fixed wattage. Each cycle is defined by the duration and the wattage it has. Also, SUPRO defines Phases which are groups of cycles in certain repetition bounded by lower and upper bounds.

VII. RESULTS AND DISCUSSION

This section discusses the results of applying SUP detection technique using XCORR and SUP classification using DTW on a test data.

A. Single Usage Profile Detection

The evaluation metric we use is the number of detected SUPs for certain appliance. This corresponds to the number of reported turn on times for certain appliance by the SUP detection algorithm. We assume that a single SUP presents daily for an appliance. We generated reference patterns of different sizes $n$ based on a SUP generated with a randomly selected operation mode (see VI). We assume that the value of the Low Amplitude Canceling Coefficient $\delta$ is equal to 90 and the sampling frequency used is $f_s = 1\text{Hz}$.

Figure 6 shows the results for a dishwasher, a clothes washer, and a clothes dryer. For the dishwasher, it shows a very large number of detected SUPs found in the day when $n$ is between 50 and 400. This is because of the shape of the SUP of the dishwasher. When the reference pattern size is between 50 and 400, there is a high number of SUPs detected despite the existence of only one SUP. However, the number of detected SUP settles down to one when the reference pattern size exceeds 1400 samples. The number of detected SUPs is zero. For the clothes washer, when the reference pattern size is between 100 and 1100 samples, the number of detected potential SUPs is always one. That is probably because the repetition in the washer consumption curve is minimal, thus, a unique one high value of cross correlation in every test. For the clothes dryer, it shows that the value of $n$ that gives best results is when $n$ is between 600 and 1100 samples where it shows the number of detected SUPs equals to one. Nevertheless, the results show some choppiness in the number of detected SUPs. This is a common problem for all appliances. It is most likely due to the variations in cycles duration where cycle duration is generated with variation factor that affects XCORR by reducing the overlapping between the cycles in the reference pattern and the detected SUP.

The number of matching SUPs is higher for shorter reference pattern than a longer reference pattern. This is because there is higher chance that small reference pattern occurs more frequently within the consumption function than a longer reference pattern. The reason is that a SUP has repetitions of cycles that have similar shape. This shape could be similar to the reference pattern. This leads to reporting multiple potential SUPs even where is only one SUP. Thus, as the size of reference pattern decreases, the probability of reporting these repetitions within a SUP is higher. Therefore, the accuracy increases as the reference pattern size increases.
B. Single Usage Profile Classification

To test the performance of the DTW classifier, we generate power consumption data for three different households using the simulator. These datasets are distinct in appliance usage in terms of $I_h$. We assume that for each appliance, there are three different levels of $I_h$: High, Medium, and Low.

We use three metrics to measure the performance of the classifiers we use. The metrics are the following: Precision, Recall, and F1-score. Figure 7 shows that for the DTW the metrics values are averaged around 82% for the light and heavy operation modes. Otherwise, the metrics value is approximately 79%.

The breakdown of the operation modes performance for each appliance is shown in Figure 8. The chart is divided into three main lanes, each lane corresponds to an appliance. Within each lane, it shows the different metric values for DTW classification results over the operation modes. Generally, the chart shows higher performance for the heavy and light operation modes. In the clothes washer lane, there is a variation in the metrics values from operation mode to another. However, in the clothes dryer and the dishwasher lanes, it shows higher performance for heavy and light modes more noticeably in the clothes dryer.

VIII. CONCLUSION AND FUTURE WORK

Our work is focused on providing techniques built on top of residual power consumption for certain appliances. These techniques serve as the foundation that can be built upon to better support DR. We analyzed PCD \cite{7} by applying statistical analysis to find out statistical distributions about consumption for the households in the dataset. Furthermore we used some of the analysis in the literature \cite{12} to understand operation modes for appliances and extract their characteristics. A simulation engine then processes the statistical models resulted from the data analysis and generates power consumption data to simulate households use their appliances in different operation modes. This simulated data is used to test our models. An SUP detection algorithm is proposed using cross correlation between reference patterns and daily usage data to detect the activation times of appliances. These activation times are used by the recognition algorithm (DTW) to classify SUPs into their operation modes. A future improvement to the current work is to utilize other versions of DTW such as AWrap \cite{10} for sparse time series that is faster the original DTW. This provides opportunities to apply this work on online power consumption data streams collected by smart meters and sensors.
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