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Abstract—High-altitude platform station (HAPS) systems are considered to have great promise in the multi-tier architecture of the sixth generation (6G) and beyond wireless networks. A HAPS system can be used as a super macro base station (SMBS) to communicate with users directly since there is a significant line-of-sight (LoS) link between a HAPS and terrestrial users. One of the problems that HAPS SMBS systems face, however, is the high spatial correlation between the channel gain of adjacent users, which is due to the LoS link between the HAPS and terrestrial users. In this paper, in addition to utilizing the spatial correlation of channel gain between multiple users to improve user services, we consider correlated channel gain for each user. In the proposed method, terrestrial users with a high spatial correlation between their LoS channel gain are grouped into non-orthogonal multiple access (NOMA) clusters. Next, an algorithm is proposed to allocate power among terrestrial users to maximize the total rate while satisfying the quality-of-service (QoS) and successive interference cancellation (SIC) conditions. Simulation results show that a HAPS SMBS has superior data rate and energy efficiency in comparison to a terrestrial BS.
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I. Introduction

Ubiquitous super high data rate coverage is one of the key goals of the sixth-generation (6G) and beyond networks. High-altitude platform station (HAPS) systems have been proposed as a feasible technology to achieve ubiquitous super high data rate coverage in 6G network architecture [1], [2]. The advantage of a HAPS, in comparison to terrestrial and satellite communications layers, is that it can be used as a super macro base station (SMBS) to cover a large metropolitan area [1], [3]. Classical multiple-input multiple-output (MIMO) cannot be applied to a HAPS system directly because the line-of-sight (LoS) links between a HAPS and terrestrial users create a significant correlation between the channel gain of users [4]. Furthermore, in the literature on HAPS systems (e.g., [5]), it is assumed that the emitted signals are uniformly distributed in the environment, and consequently, they consider uncorrelated fading for the channels of the users. Nevertheless, there may not be a rich scattering environment in a HAPS network, and the emitted signals may have more multipath components from some spatial directions compared to others, and hence the practical channels are spatially correlated [6], [7].

In a non-orthogonal multiple access (NOMA) scenario, users within the same cluster receive the same signal from the base station (BS) in downlink mode. We propose to solve the problem of spatial correlation between adjacent users by utilizing a NOMA scenario.

The authors in [8] allocated the power of a BS among users and clusters to maximize the total rate of the system. In their proposed algorithm, the power of the BS was first allocated among all of the users in the cell to satisfy the quality-of-service (QoS) condition, and then the remaining power was allocated to the user of each cluster with the highest channel gain. This is because these users do not receive interference from other users, and they also have the best channel gain to maximize the total rate. The user of each cluster with the best channel gain causes interference for other users in the cluster, and for this reason, the allocation of the remaining power to this user violates QoS and successive interference cancellation (SIC) constraints for other users in the cluster.

In this paper, terrestrial users are served with a MIMO-NOMA HAPS system. The channel gain for each terrestrial user is assumed as a correlated Rician fading channel. In order to resolve the spatial correlation issues, we begin by clustering users on the basis of spatial correlation. Next, we propose a power allocation algorithm that aims to maximize the total rate under users’ QoS and SIC conditions. Finally, we compare the total rate and energy efficiency of the terrestrial BS and HAPS SMBS.

II. System Model

We begin by considering an integrated communication network that includes terrestrial users and a HAPS system, as depicted in Fig. 1. We utilize a MIMO-NOMA HAPS system to transmit the superposed signal of terrestrial users in the downlink mode at the GHz band. The HAPS is located at an altitude of approximately 20 km, and the transmitting user equipment (UE) is located in the terrestrial layer with a coverage radius of 1 km. The HAPS array consists of a uniform planar array (UPA) with $M_H$ horizontal antenna elements and $M_V$ antenna elements. The antenna spacing on horizontal and vertical elements is determined by wavelength coefficients ($4d_H$ and $d_V$, respectively. The total number of antenna elements is $M = M_VM_H$, and the antenna index of the UPA is
m \in [1, M]$. In general, the $m^{th}$ antenna is located as follows [9]:

$$
\mathbf{u}_m = \begin{bmatrix} i(m) \cdot dH \lambda \\ j(m) \cdot dV \lambda \\ 0 \end{bmatrix},
$$

(1)

$$
i(m) = \text{mod}(m-1, M_H), \\
j(m) = \lfloor (m-1)/M_V \rfloor.
$$

(2)

The users are grouped into $M$ clusters, and they are scheduled on a NOMA basis. In this paper, the goal is to obtain the power allocation coefficient of the terrestrial users by maximizing the overall system rate.

### A. Channel Model

Since the signal is not uniformly distributed in a propagation environment, and also since there is an LoS path between the HAPS and terrestrial user, the channel for user $l$ in cluster $m$ is modeled with a Gaussian distribution as follows:

$$
\mathbf{h}_{m,l} \sim N(\bar{h}_{m,l}, \mathbf{R}_{m,l}),
$$

(3)

where $\bar{h}_{m,l}$ corresponds to the LoS component and $\mathbf{R}_{m,l}$ is the positive semi-definite covariance matrix describing the spatial correlation of the NLoS components [10], [11].

In [9] and [12], it was shown that only the LoS channel components cause the high spatial correlation between adjacent users, and that the correlation of NLoS components between users are sufficiently low that they can be ignored. Therefore, the spatial correlation is calculated only between the LoS components of the users’ channel gains. In the following, the LoS and NLoS channels are examined separately.

For an antenna array with $M$ elements, the LoS channel response $\mathbf{h}_{m,l} \in \mathbb{C}^M$ for the $l^{th}$ user in the $m^{th}$ cluster is given by:

$$
\mathbf{h}_{m,l} = \sqrt{\beta_{\text{LoS}}^{m,l}} \left[ e^{j(\varphi_{m,l}, \theta_{m,l})} \mathbf{u}_1, \ldots, e^{j(\varphi_{m,l}, \theta_{m,l})} \mathbf{u}_M \right]^T,
$$

(4)

where $\varphi_{m,l}$ and $\theta_{m,l}$ are the azimuth angle and the elevation angle of user $(m, l)$ to the HAPS antenna, respectively. The wave vector $\mathbf{k}(\varphi, \theta)$ is also defined as follows [9]:

$$
\mathbf{k}(\varphi, \theta) = \frac{2\pi}{\lambda} \begin{bmatrix} \cos(\theta) \cos(\varphi) \\ \cos(\theta) \sin(\varphi) \\ \sin(\theta) \end{bmatrix}.
$$

(5)

$\beta_{\text{LoS}}^{m,l}$ is the large-scale fading for the LoS path. The large-scale fading for the LoS and NLoS components in dB are given by [13]

$$
\beta_{\text{LoS}}^{m,l} = 20 \log d_{m,l} + 20 \log f + 20 \log \left( \frac{4\pi}{c} \right) + f_{m,l},
$$

(6)

$$
\beta_{\text{NLoS}}^{m,l} = 20 \log d_{m,l} + 20 \log f + 20 \log \left( \frac{4\pi}{c} \right) + f_{m,l},
$$

(7)

where $F_{m,l} \sim N\left(0, \sigma_{sf}^2\right)$ is the shadow fading with standard deviations $\sigma_{sf} = 1$ for LoS and $\sigma_{sf} = 20$ for NLoS links, and $d_{m,l}$ is the distance between user $l$ in the cluster $m$ and HAPS in meters.

Based on the 3D local scattering model in [9], the $(a, b)^{th}$ element of the spatial correlation matrix $(\mathbf{R} \in \mathbb{C}^{M \times M})$ is given as follows:

$$
[R]_{a,b} = \frac{\beta_{\text{LoS}}^{m,l}}{4\Delta\varphi \Delta\theta} \int_{-\Delta\varphi}^{\Delta\varphi} \int_{-\Delta\theta}^{\Delta\theta} e^{j(\varphi, \theta)} (\mathbf{u}_a - \mathbf{u}_b) d\varphi d\theta.
$$

(8)

The probability of having an LoS path between an antenna element on the HAPS and a terrestrial user depends on the elevation angle and urban statistical parameters, and it can be formulated as follows [13]:

$$
Pr(\text{LoS}) = \frac{1}{1 + \kappa \exp\left(-\omega(\theta - \kappa)\right)}.
$$

(9)

Parameters $\kappa$ and $\omega$ are constants, depending on the environment. Subsequently, we also have $Pr(\text{NLoS}) = 1 - Pr(\text{LoS})$ [14].

If the eigenvalue decomposition of $\mathbf{R} \in \mathbb{C}^{M \times M}$ is given as $\mathbf{R} = \mathbf{UDU}^H$, we can obtain the channel vector by using the Karhunen-Loève expansion of $\mathbf{h}_{m,l}$, which is defined as follows [6]:

$$
\mathbf{h}_{m,l} = \bar{\mathbf{h}}_{m,l} + \mathbf{e} = \bar{\mathbf{h}}_{m,l} + \mathbf{U}\mathbf{D}^2\mathbf{U}^H\mathbf{e},
$$

(10)

where $\mathbf{e} \sim N(\mathbf{0}_M, \mathbf{I}_M)$.

For simplicity, we write the above equations for a single antenna users, but they are distributed to UEs with multiple antennas in the simulation results.
B. User clustering in the downlink MIMO-NOMA system

Algorithm 1 presents a sub-optimal clustering method with low complexity that uses the correlation coefficients between the channel gain of multiple users. Users with high spatial correlation are located in the same cluster. In [4], it was proven that users with high spatial correlation have an adjacent location, and it is appropriate to use one emitted beam to serve them [15]. The signal of users in each NOMA cluster is the same in the downlink mode, and for this reason, the high spatial correlation between the channel gain of users in each cluster does not decrease the favorable propagation.

Algorithm 1: User clustering for MIMO-NOMA users.
1. Derive the LoS channel gain for each user.
2. Calculate the correlation coefficient between different users as
   \[ R_{i,j} = \frac{|h_i h_j^*|}{\sqrt{|h_i|^2|h_j|^2}}. \]
3. if \( R_{i,j} \geq \rho \) ⇒ put user i and user j in the same cluster.

III. SIGNAL PROCESSING

The corresponding transmitted signals from the HAPS are modulated by a precoding matrix \( \mathbf{P} \in \mathbb{C}^{M \times M} \) and then transmitted over the radio channel. The precoding matrix that is used by the BS in the downlink mode is indicated by \( \mathbf{P} \in \mathbb{C}^{M \times M} \), which is equal to the identity matrix \( (\mathbf{P} = \mathbf{I}_M) \) [8], [16]. Therefore, the transmitted signals can be expressed as
   \[ \mathbf{x} = \mathbf{P}s, \]
where the \( M \times 1 \) vector \( s \) is given by [8]
   \[ s = \begin{bmatrix} \sqrt{\frac{\Omega_{m,1} s_{1,1}}{\Omega_{1,1}}} + \cdots + \sqrt{\frac{\Omega_{m,L} s_{1,L}}{\Omega_{1,L}}} \\ \vdots \\ \sqrt{\frac{\Omega_{M,1} s_{M,1}}{\Omega_{M,M}}} + \cdots + \sqrt{\frac{\Omega_{M,L} s_{M,L}}{\Omega_{M,M}}} \end{bmatrix}. \]
Each element of the above matrix represents a superposed signal transmitted to the \( m \)-th cluster. \( \Omega_{m,l} \) denotes the NOMA power allocation coefficient for user \( (m, l) \), and \( s_{m,l} \) is the symbol of the \( l \)-th user in the \( m \)-th cluster. The received signal for the \( l \)-th user of the \( m \)-th cluster can be expressed as:
   \[ y_{m,l} = \mathbf{H}_{m,l} \mathbf{x} + \mathbf{n}_{m,l}, \]
where \( \mathbf{n}_{m,l} \) is additive white Gaussian noise with variance \( \sigma^2 \). The detection vector for user \( (m, l) \) is represented by \( \mathbf{v}_{m,l} \). In order to completely remove the inter-cluster interference, the precoding and detection matrices need to satisfy \( \mathbf{H}_{m,l} \mathbf{v}_{m,l} = 0 \) for any \( k \neq m \) [8], where \( \mathbf{p}_k \) is the \( k \)-th column of \( \mathbf{P} \).

After applying the detection vector \( \mathbf{v}_{m,l} \), the observed signal can be rewritten as follows [8]:
   \[
   \mathbf{v}_m^H \mathbf{y}_{m,l} = \mathbf{v}_m^H \mathbf{H}_{m,l} \mathbf{p}_m \sum_{l=1}^{L} \sqrt{\Omega_{m,l}} s_{m,l} + \sum_{k=1, k \neq m}^{M} \mathbf{v}_m^H \mathbf{H}_{m,k} \mathbf{p}_k \mathbf{s}_k + \mathbf{v}_m^H \mathbf{n}_{m,l}. \]  \hspace{1cm} (14)

Since the inter-cluster interference is completely eliminated by using the detection matrix design, the equation (14) can be rewritten as follows:
   \[
   \mathbf{v}_m^H \mathbf{y}_{m,l} = \mathbf{v}_m^H \mathbf{H}_{m,l} \mathbf{p}_m \sum_{l=1}^{L} \sqrt{\Omega_{m,l}} s_{m,l} + \mathbf{v}_m^H \mathbf{n}_{m,l}. \]  \hspace{1cm} (15)

The value of \( \mathbf{v}_m^H \mathbf{H}_{m,l} \mathbf{p}_m \) is defined as the effective channel gain, and users in each cluster are arranged on the basis of it:
   \[
   |\mathbf{v}_m^H \mathbf{H}_{m,l} \mathbf{p}_m|^2 \geq \cdots \geq |\mathbf{v}_m^H \mathbf{H}_{m,L} \mathbf{p}_m|^2. \]  \hspace{1cm} (16)

By applying the SIC to the received signal of each user, the interference is eliminated from the users with lower channel gain. For this purpose, the following conditions must be satisfied [17]:
   \[
   P_{\text{max}} \Omega_{m,l} |\mathbf{v}_m^H \mathbf{H}_{m,l} \mathbf{p}_m|^2 - \sum_{k=1}^{l-1} P_{\text{max}} \Omega_{m,k} |\mathbf{v}_m^H \mathbf{H}_{m,l} \mathbf{p}_m|^2 \geq P_{\text{tol}}, \quad l = 2, 3, \ldots, L, \]
where \( P_{\text{tol}} \) is the minimum power difference required to differentiate the signal to be decoded and the remaining non-decoded signals [17]. Therefore, the user \( (m, l) \) sees interference from only users with greater channel gain than itself, and the data rate of user \( (m, l) \) is given by
   \[
   R_{m,l} = \log_2 \left( 1 + \frac{\rho \Omega_{m,l} |\mathbf{v}_m^H \mathbf{H}_{m,l} \mathbf{p}_m|^2}{1 + \rho \sum_{k=1}^{l-1} \Omega_{m,k} |\mathbf{v}_m^H \mathbf{H}_{m,l} \mathbf{p}_m|^2} \right), \quad (18)
   \]
where \( \rho = \frac{P_{\text{max}}}{\sigma^2} \).

IV. PROBLEM FORMULATION

The goal of this paper is to find the power allocation coefficients of MIMO-NOMA terrestrial users to maximize the total data rate. This problem can be formulated as follows:

\[
\max_{\Omega_{m,l}} R_{\text{sum}} \quad (19a)
\]
\[
\text{s.t.} \quad R_{m,l} \geq R_{\text{QoS},m,l}, \quad m \in \{1, \ldots, M\}, \ l \in \{1, \ldots, L\}, \quad (19b)
\]
\[
P_{\text{max}} \Omega_{m,l} \gamma_{m,l-1} - \sum_{k=1}^{l-1} \Omega_{m,k} \gamma_{m,l-1} \geq P_{\text{tol}}, \quad (19c)
\]
\[
P_{\text{max}} \sum_{m=1}^{M} \sum_{l=1}^{L} \Omega_{m,l} \leq P_t, \quad (19d)
\]
where \( \gamma_{m,l-1} \) is the effective channel gain, \( P_{\text{max}} \) and \( P_t \) are the maximum transmit power and the transmit power of HAPS BS, respectively. The constraints (19b) and (19c) satisfy the QoS and SIC conditions of users, respectively, and (19d) indicates the power limitation of the HAPS system. The objective function of equation (19a) is non-convex, and hence obtaining an optimal solution for this problem is non-trivial. In this paper, an iterative algorithm for solving the problem is proposed. This algorithm consists of a primary part and a
secondary part. To satisfy QoS and SIC constraints, the first algorithm allocates the minimum power to users. Then, the extra power of the HAPS is divided between users and clusters to maximize the sum rate of the system. We obtain the minimum power allocation coefficients of MIMO-NOMA users to satisfy the QoS and SIC constraints in (19b) and (19c) as follows:

\[
\Omega_{QoS}^{m,l} = \left( 2^{\frac{P_{tol}}{H_{m,l}^H H_{m,l}}} - 1 \right) \left( \sum_{k=1}^{l-1} \Omega_{m,k}^{QoS} + \frac{1}{\rho \left| H_{m,l}^H H_{m,l} \right| \left| P_m \right|} \right)^2, \quad (20)
\]

\[
\Omega_{SIC}^{m,l} = \sum_{k=1}^{l-1} \Omega_{m,k}^{SIC} + \frac{P_{tol}}{\rho \left| H_{m,l}^H H_{m,l} \right| \left| P_m \right|}. \quad (21)
\]

According to (19d), the power of the HAPS is limited, and in order to satisfy the QoS and SIC constraints of users, the HAPS must have a minimum amount of power, which is obtained from the following equation:

\[
P_{req} = P_{\text{max}} \sum_{m=1}^{M} \sum_{l=1}^{L} \Omega_{m,l}^{\min}, \quad (22)
\]

where \( \Omega_{m,l}^{\min} \) indicates the minimum power allocation of each user which is obtained in Algorithm 2.

**Algorithm 2: Primary power allocation algorithm.**

1. Initialization.
   
   \( k = 1, P_{m,l}^{\min}, P_{tol}, \rho \left| H_{m,l}^H H_{m,l} \right| \left| P_m \right|, l \in \{1, \ldots, L\} \).

2. Calculate the QoS and SIC constraints.
   
   \[
   \Omega_{m,k}^{QoS} = \left( 2^{\frac{P_{tol}}{H_{m,k}^H H_{m,k} \rho \left| P_m \right|}} - 1 \right) \left( \sum_{i=1}^{k-1} \Omega_{m,i}^{QoS} + \frac{1}{\rho \left| H_{m,k}^H H_{m,k} \rho \left| P_m \right|} \right)^2, \quad (23)
   \]

   \[
   \Omega_{m,k}^{SIC} = \sum_{i=1}^{k-1} \Omega_{m,i}^{SIC} + \frac{P_{tol}}{\rho \left| H_{m,k}^H H_{m,k} \rho \left| P_m \right|}}, \quad \text{for} \ k \geq 2.
   \]

3. Satisfy both conditions simultaneously.
   
   \( \Omega_{m,k}^{\min} = \max \{ \Omega_{m,k}^{QoS}, \Omega_{m,k}^{SIC} \} \).

In order to satisfy the SIC and QoS constraints, we allocate power to users with Algorithm 2. In this way, the additional power of the HAPS can be allocated among users and clusters in order to maximize the overall system rate. To this end, we first determine the power allocation within each cluster, and then we distribute power among clusters.

For power allocation in each cluster, the user with the best channel gain maximizes the overall rate of the system better than others. This is because this user does not experience interference from other users in the cluster, and it has a higher channel gain. For this reason, in the next algorithm, extra power is allocated to the user with the best channel gain. Note that this user causes interference for other users in each cluster, and so when the extra power is allocated to the user with the highest channel gain, the QoS and SIC constraints of other users are violated. Therefore, at the same that we allocate extra power to users with the strongest channel gain in each cluster, the QoS and SIC of other users in that cluster must be updated. For power allocation among clusters, we use the following equation [8]:

\[
\Delta P_{m,1} = \left( 2^{\Delta R - 1} \right) \frac{P_{\text{max}} \sum_{l=1}^{L} \tilde{R}_{m,l}}{\rho \left| H_{m,1}^H H_{m,1} \left| P_m \right|}. \quad (23)
\]

\( \Delta P_{m,1} \) is the additional power required to increase the sum rate by \( \Delta R \). As we can see, if \( \Delta P_{m,1} \) remains unchanged, when \( \frac{P_{\text{max}} \sum_{l=1}^{L} \tilde{R}_{m,l}}{\rho \left| H_{m,1}^H H_{m,1} \rho \left| P_m \right|} \) is smaller, the data rate is higher.

This idea can be used as a basis for the power allocation algorithm between clusters. To this end, we first obtain each cluster’s fraction amount \( \left( \frac{P_{\text{max}} \sum_{l=1}^{L} \tilde{R}_{m,l}}{\rho \left| H_{m,1}^H H_{m,1} \rho \left| P_m \right|} \right) \) and arrange it in ascending order, starting with the lowest fraction level. Power is added to the fraction level until it reaches the next fraction level. Then, power is added to the first two fractions until they reach the third fraction. This process continues until the extra power of the HAPS is finished.

**Algorithm 3: Proposed power allocation algorithm.**

1. Initialize parameters as follows:
   
   \( i = 1, P_{\text{max}}, R_{m,1}^{\min}, \rho \left| H_{m,1}^H H_{m,1} \rho \left| P_m \right|, l \in \{1, \ldots, L\} \). \)

2. Sort clusters based on their fraction level.
   
   \[ [H, m] = \text{sort} \left( \frac{P_{\text{max}} \sum_{l=1}^{L} \tilde{R}_{m,l}}{\rho \left| H_{m,1}^H H_{m,1} \rho \left| P_m \right|} \right) \]

3. While \( \Delta P_{m,1} > 0 \)
   
   \( \Omega_{m,1}^{\min} = \text{log}_2 \left( 1 + \frac{\rho \left| H_{m,1}^H H_{m,1} \rho \left| P_m \right|}{\tilde{R}_{m,1}} \right) \).

4. Calculate:
   
   \[ R_{m,1}^{\min} = \text{log}_2 \left( 1 + \frac{\rho \left| H_{m,1}^H H_{m,1} \rho \left| P_m \right|}{\tilde{R}_{m,1}} \right) \].

It should be noted that the fraction \( \frac{P_{\text{max}} \sum_{l=1}^{L} \tilde{R}_{m,l}}{\rho \left| H_{m,1}^H H_{m,1} \rho \left| P_m \right|} \) is obtained by allocating power to the first user in the \( m^{th} \) cluster. Adding power to only one user of the cluster violates the QoS and SIC conditions for the other users. As discussed earlier, we allocate power to other users in the cluster as long as the QoS and SIC conditions of users are satisfied. The summary of the allocation of the residual power to the maximum total rate with respect to QoS and SIC conditions of users is presented in Algorithm 3.

**V. Simulation Results**

In this section, numerical results are presented to show the performance gain of the proposed scheme. The simulation parameters are summarized in Table I.

At first, we demonstrate the impact of the spatial correlation and LoS path on the favorable propagation. Fig. 2 shows the variance of favorable propagation, i.e., \( \text{Var} \left( \langle h_i^H h_2 \rangle \sqrt{\mathbb{E} \left( ||h_1||^2 \right) \mathbb{E} \left( ||h_2||^2 \right)} \right) \), for correlated Rayleigh
fading and correlated Rician fading channels. In Fig. 2, the azimuth angle of user 1 is $\pi/6$, while the azimuth angle of user 2 varies between $[-180, 180]$ degrees. For correlated channel gain, the variance of the favorable propagation varies with the angle of the UE, while it does not change for uncorrelated channel gain. One can note that when the azimuth angles of users are similar, there is a high spatial correlation between the channel gain of users, and users cannot separate their signals easily. Based on this figure, it is clear that there is a high spatial correlation when there is an LoS path (i.e., a correlated Rician case) and hence the HAPS system is affected by this issue. In order to mitigate this problem, users are grouped on the basis of spatial correlation, and we put the correlated users in the same cluster since the same signal is transmitted for them.

Fig. 2. Variance of favorable propagation for $M = 64$.

The correlation coefficient of two users for $M = 100$.

In Fig. 3, the total rate of the HAPS and terrestrial BSs are depicted relative to the minimum rate of each user. As we can see, the total rate decreases with $R_{\text{min}}$ because when the minimum rate for each user is large, to satisfy the QoS and SIC conditions, the BS has low residual power to maximize the total rate.

In Fig. 4, we compare the performance of the proposed power allocation algorithm for the case where terrestrial users are served by the HAPS system and for the case where they are served by the terrestrial BS. A vertical UPA antenna is assumed in the terrestrial BS whereas the UPA antenna on the HAPS is horizontal. Due to the terrestrial network propagation environment, channels between the terrestrial BS and users are assumed to be correlated Rayleigh fading channels, whereas correlated Rician channels are assumed between the HAPS and users. Fig. 4 thus shows the sum rate relative to the maximum power of the BS. The figure also shows that the HAPS has a much higher data rate in comparison to the terrestrial BS. Indeed, since there is a direct link between the HAPS and terrestrial users, there is a high signal-to-noise ratio (SNR) for the downlink mode, and so the data rate of the HAPS system is greater than for the terrestrial BS.

In Fig. 5, the total rate of the HAPS and terrestrial BSs relative to transmit power. In line with previous figures, the energy efficiency of the HAPS SMBS is greater than for the terrestrial BS.
VI. Conclusion

In this paper, we considered the spatial correlation for a MIMO-NOMA HAPS system. Since the multipath distribution is not uniform in the propagation environment for a HAPS system, we modeled the channel gain as a correlated Rician fading channel. We also indicated that a high spatial correlation exists between the LoS paths of users. For this reason, terrestrial users with high spatial correlation were placed in the same cluster in the proposed method. Next, we proposed an algorithm to allocate power among the users and clusters to maximize the total rate of the system so as to satisfy the QoS and SIC conditions. Simulation results showed that the HAPS SMBS has a superior data rate and energy efficiency compared to the terrestrial BS.
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