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Introduction

The purpose of this study is to analyse two related topics: the Rumin cohomology and the orientability of a surface in the most classic example of Sub-Riemannian geometry, the Heisenberg group $H^n$.

Our work begins with a quick definition of Lie groups, Carnot groups and left translation operators, moving then to define the Heisenberg group and its properties. There are many references for an introduction on the Heisenberg group; here we used, for example, parts of [4], [5], [8] and [10]. The Heisenberg Group $H^n$, $n \geq 1$, is a $(2n + 1)$-dimensional manifold denoted $(\mathbb{R}^{2n+1}, *, d_{cc})$ where the group operation $*$ is given by

$$(x, y, t) * (x', y', t') := \left( x + x', y + y', t + t' - \frac{1}{2} \langle J \begin{pmatrix} x \\ y \end{pmatrix}, \begin{pmatrix} x' \\ y' \end{pmatrix} \rangle_{\mathbb{R}^{2n}} \right)$$

with $x, y, x', y' \in \mathbb{R}^n$, $t, t' \in \mathbb{R}$ and $J = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}$. Additionally, the Heisenberg Group is a Carnot group of step 2 with algebra $\mathfrak{h} = \mathfrak{h}_1 \oplus \mathfrak{h}_2$. The first layer $\mathfrak{h}_1$ has a standard orthonormal basis of left invariant vector fields which are called horizontal:

$$\begin{align*}
X_j &= \partial_{x_j} - \frac{1}{2} y_j \partial_t, \\
Y_j &= \partial_{y_j} + \frac{1}{2} x_j \partial_t, \quad j = 1, \ldots, n.
\end{align*}$$

They hold the core property that $[X_j, Y_j] = \partial_t =: T$ for each $j$, where $T$ alone spans the second layer $\mathfrak{h}_2$ and is called the vertical direction. By definition, the horizontal subbundle changes inclination at every point (see Figure 1), allowing movement from any point to any other point following only horizontal paths. The Carnot–Carathéodory distance $d_{cc}$, then, measures the distance between any two points along curves whose tangent vectors are horizontal.

The topological dimension of the Heisenberg group is $2n + 1$, while its Hausdorff dimension with respect to the Carnot-Carathéodory distance is $2n + 2$. Such dimensional difference leads to the existence of a natural cohomology called Rumin cohomology and introduced by M. Rumin in 1994 (see [19]), whose behaviour is significantly different from the standard de Rham one. This is not the only effect.
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Figure 1: Horizontal subbundle in the first Heisenberg Group $\mathbb{H}^1$.

of the dimensional difference: another is that there exist surfaces regular in the Heisenberg sense but fractal in the Euclidean sense (see [12]).

With a dual argument, one can associate at vector fields $X_j$’s, $Y_j$’s and $T$ the corresponding differential forms: $dx_j$’s and $dy_j$’s for $X_j$’s and $Y_j$’s respectively, and

$$\theta := dt - \frac{1}{2} \sum_{j=1}^{n} (x_j dy_j - y_j dx_j)$$

for $T$. They also divide as horizontal and vertical in the same way as before. These differential forms compose the complexes that, in the Heisenberg group, are described by the Rumin cohomology (see [19] and 5.8 in [8]). Rumin forms are compactly supported on an open set $U$ and their sets are denoted by $D^k_{\mathbb{H}}(U)$, where

$$\begin{align*}
\{D^k_{\mathbb{H}}(U) := \Omega^k, \text{ for } k = 1, \ldots, n \\
D^k_{\mathbb{H}}(U) := J^k, \text{ for } k = n + 1, \ldots, 2n + 1,
\end{align*}$$

with $\Omega^k$ the space of $k$-differential forms, $I^k = \{\alpha \wedge \theta + \beta \wedge d\theta / \alpha \in \Omega^{k-1}, \beta \in \Omega^{k-2}\}$ and $J^k = \{\alpha \in \Omega^k / \alpha \wedge \theta = 0, \alpha \wedge d\theta = 0\}$.

The Rumin cohomology is the cohomology of this complex:

$$0 \to \mathbb{R} \to D^1_{\mathbb{H}}(U) \to \cdots \to D^n_{\mathbb{H}}(U) \to D^{n+1}_{\mathbb{H}}(U) \to \cdots \to D^{2n+1}_{\mathbb{H}}(U) \to 0$$

where $d$ is the standard differential operator and, for $k < n$, $D^k(\alpha) := [d\alpha]_{k+1}$, while, for $k \geq n + 1$, $d_Q := d_{l^k}$. The second order differential operator $D$ is defined as

$$D(\alpha) := d \left( \alpha + L^{-1} \left( -d\alpha \right) \right) \wedge \theta$$

whose presence reflects the difference between the topological and Hausdorff dimensions of the space. In the definition above $L : \wedge^{n-1} \mathfrak{h}_1 \to \wedge^{n+1} \mathfrak{h}_1$, $L(\omega) :=$

1pictures shown with permission of the author Anton Lukyanenko.
$d\theta \wedge \omega$, is a diffeomorphism among differential forms.

In Chapter 2, we will carefully describe the cohomology and we show its complete behaviour in the cases $n = 1$ and $n = 2$. In particular we show how to compute the second order operator $D$ explicitly. In the appendices to this chapter we follow the presentation in [10] and explain how it is possible to write the Rumin differential operators as one operator $d_c$, reducing then the complex to $(D^k(U), d_c)$ (Appendix B). We also discuss the dimensions of the spaces in the Rumin complex (Appendix C).

The differential operators $d_Q$ and $D$ look much more complicated than the standard operator $d$ and one could wonder whether they also hold the property of commuting with the pullback by a mapping. We show in Chapter 3 that this is true for contact maps, a map whose pushforward sends horizontal vectors to horizontal vectors. Namely one has that for a contact map $f : \mathbb{H}^n \to \mathbb{H}^n$ the following relations hold:

\[
\begin{cases}
f^*d_Q = d_Qf^* & \text{for } k \neq n, \\
f^*D = Df^* & \text{for } k = n.
\end{cases}
\]

We also show the behaviour of pushforward and pullback in several situations in this setting, for which a useful starting point is [14].

Differential forms can be used to define the notion of orientability, so it is natural to ask whether the Rumin forms provide a different kind of orientability respect to the standard definition. In Chapter 4, we show that this is indeed the case. First, we have to notice how in the Heisenberg group it is natural to give an ad hoc definition of regularity for surfaces, the $\mathbb{H}$-regularity (see [7] and [8]) which, roughly speaking, locally requires the surface to be a level set of a function with non-vanishing horizontal gradient. The points such gradient is null are called characteristic (see, for instance, [1] and [15]) and must usually be avoided. For such surfaces we give a new definition of orientability ($\mathbb{H}$-orientability) along with some properties. In particular we show that it behaves well with respect to the left-translations and the anisotropic dilation $\delta_r(x,y,t) = (rx,ry,r^2t)$. Furthermore, we prove that $\mathbb{H}$-orientability implies standard orientability, while the opposite is not always true. Finally we show that, up to one point, a M"{o}bius Strip in $\mathbb{H}^1$ is a $\mathbb{H}$-regular surface and we use this fact to prove that there exist $\mathbb{H}$-regular non-$\mathbb{H}$-orientable surfaces, at least in the case $n = 1$.

Apart from its connection with differential forms, another reason to study orientability is that it plays an important role in the theory of currents. Surfaces connected to currents are usually, but not always, orientable: in Riemannian settings there exists a notion of currents (currents mod 2) made for surfaces that are not necessarily orientable (see [17]). The existence of $\mathbb{H}$-regular non-$\mathbb{H}$-orientable surfaces implies that the same kind of analysis would be meaningful in the Heisenberg group.
Chapter 1

Preliminaries

In this chapter we will first provide definitions and notions about Lie and Carnot groups (Section 1.1), as well as introduce the Heisenberg group and some basic properties and automorphisms associated to it. Second, we will present the standard basis of vector fields in the Heisenberg group $\mathbb{H}^n$, including the behaviour of the Lie brackets and the left invariance, which will lead to the definition of dual differential forms. Next we will mention briefly different equivalent distances on $\mathbb{H}^n$: the Carnot-Carathéodory distance $d_{cc}$ and the Korányi distance $d_{H}$. Finally we will present the Heisenberg group’s topology and dimensions (Section 1.2). The Heisenberg group is maybe the most famous example of Sub-Riemannian geometry. we will commonly use the adjectives “Riemannian” and “Euclidean” as synonymous. As opposite to them, we will refer to “Sub-Riemannian” and “Heisenberg” for objects proper of the Sub-Riemannian structure of the Heisenberg group. There exists many good references for an introduction on the Heisenberg group; we will follow section 2.1 in [4], the introduction of [10], sections 2.1 and 2.2 in [8] and section 2.1.3 and 2.2 in [5].

1.1 Lie Groups and Left Translation

In this section we provide definitions and notions about Lie and Carnot groups. General references can be, for example, section 2.1 in [4], the introduction of [10], section 2.1 in [8] and 2.1.3 in [5].

Definition 1.1.1. A group $\mathbb{G}$ with the group operation $\ast$, $(\mathbb{G}, \ast)$, is a Lie Group if

- $\mathbb{G}$ is a differentiable manifold,
- the map $\mathbb{G} \times \mathbb{G} \to \mathbb{G}$, $(p, q) \mapsto p \ast q = pq$ is differentiable,
• the map $G \to G$, $p \mapsto p^{-1}$ is differentiable.

**Definition 1.1.2.** Let $(G, \ast)$ be a Lie group, with the following smooth operation

$$G \times G \to G, \ (p, q) \mapsto p \ast q^{-1}.$$  

If $q \in G$, then denote the left translation by $q$ as

$$L_q : G \to G, \ p \mapsto q \ast p.$$  

In the literature, $L_q$ is often denoted also as $\tau_q$. For this reason we will write $\tau_q$ in Chapter 4, when talking specifically about the Heisenberg group.

**Observation 1.1.3.** It follows from the definition that

$$L_q L_p = L_{qp}.$$  

**Definition 1.1.4.** A vector field $V$ on a Lie group $G$ is left-invariant if $V$ commutes with $L_g$, for every $g \in G$. Specifically, $V$ is left-invariant if

$$(L_q)_* V_p = V_{L_q(p)} = V_{q \ast p} \in T_{q \ast p} G,$$  

for every $p, q \in G$, where $(\cdot)_*$ expresses the standard pushforward. Equivalently, one can express the definitions as

$$V_p (\varphi \circ L_q) = [(\varphi \circ L_q)_p \in C^\infty (U_{q \ast p}),$$  

for every $p, q \in G$ and $\varphi \in C^\infty (G)$, where $U_{q \ast p}$ is a neighbourhood of $q \ast p$.

**Notation 1.1.5.** Often we will need to refer to neighbourhoods of points. For this reason, we introduce the notation

$$U_p := \{U_p / U_p \text{ a neighbourhood of } p\}.$$  

**Observation 1.1.6.** The most important property of left invariant vector fields is that they are uniquely determined by their value at one point, which is usually taken to be the neutral element.

In general, to compute the value of a left invariant vector field $V_q \in T_q G$ at another point $p$, we can simply left-translate by $p \ast q^{-1}$:

$$(L_{p \ast q^{-1}})_* V_q = V_{p \ast q^{-1} \ast q} = V_p.$$  

There are special Lie Groups that hold additional important properties; they are called Carnot Groups. Before defining them, we need to introduce the Lie bracket operation:
1.2 Definition of $\mathbb{H}^n$

**Definition 1.1.7.** The Lie bracket or commutator of vector fields is an operator defined as follows

$$[\cdot, \cdot] : \mathfrak{g} \times \mathfrak{g} \to \mathfrak{g}, \ (V_1, V_2) \mapsto [V_1, V_2] := V_1 V_2 - V_2 V_1,$$

where $\mathfrak{g}$ is an algebra over a field $\mathbb{G}$.

**Definition 1.1.8.** A Lie algebra $\mathfrak{g}$ of a Lie group $\mathbb{G}$ is a non-associative algebra with the following properties: for all $V_1, V_2, V_3 \in \mathfrak{g}$,

- $[V_1, V_1] = 0$ (Alternativity),
- $[V_1 + V_2, V_3] = [V_1, V_3] + [V_2, V_3]$ and $[V_3, V_1 + V_2] = [V_3, V_1] + [V_3, V_2]$ (Bilinearity),
- $[V_1, [V_2, V_3]] + [V_2, [V_3, V_1]] + [V_3, [V_1, V_2]] = 0$ (Jacobi identity).

**Definition 1.1.9.** A Carnot group of step $k$ is a connected, simply connected Lie group whose Lie algebra $\mathfrak{g}$ admits a step $k$ stratification, i.e.,

$$\mathfrak{g} = V_1 \oplus \cdots \oplus V_k,$$

where every $V_j$ is a linear subspace of $\mathfrak{g}$ satisfying $[V_1, V_j] = V_{j+1}$. Additionally, $V_k \neq \{0\}$ and $V_j = \{0\}$ for $j > k$.

**Definition 1.1.10.** Let $\mathbb{G}$ be a Carnot group and call $m_i := \dim(V_i)$ for each $V_i$ in the stratification of $\mathfrak{g}$. Then the homogeneous dimension of $\mathbb{G}$ is

$$Q := \sum_{i=1}^{k} m_i.$$

1.2 Definition of $\mathbb{H}^n$

In this section we introduce the Heisenberg group $\mathbb{H}^n$ as well as some basic properties and automorphisms associated to it. Then we present the standard basis of vector fields in the Heisenberg group $\mathbb{H}^n$, including the behaviour of the Lie brackets and the left invariance, which will lead to the definition of dual differential forms. Next we mention briefly different equivalent distances on $\mathbb{H}^n$: the Carnot-Caratheodory distance $d_{cc}$ and the Korányi distance $d_{\mathbb{H}}$. Finally we mention the Heisenberg group’s topology and dimensions.

General references are section 2.1 in [4], sections 2.1 and 2.2 in [8] and section 2.2 in [5].
Definition 1.2.1. The \( n \)-dimensional Heisenberg Group \( \mathbb{H}^n \) is defined as
\[
\mathbb{H}^n := (\mathbb{R}^{2n+1}, \ast),
\]
where \( \ast \) is the following product:
\[
(x,y,t) \ast (x',y',t') := \left( x + x', y + y', t + t' - \frac{1}{2} \langle J \begin{pmatrix} x \\ y \end{pmatrix}, \begin{pmatrix} x' \\ y' \end{pmatrix} \rangle_{\mathbb{R}^{2n}} \right),
\]
with \( x,y,x',y',t,t' \in \mathbb{R}^n \) and \( J = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix} \).

Notationally it is common to write \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \). Furthermore, with a simple computation of the matrix product, we immediately have that
\[
\langle \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}, \begin{pmatrix} x' \\ y' \end{pmatrix} \rangle = \sum_{j=1}^{n} (y_j x'_j - x_j y'_j),
\]
and so one can rewrite the product as
\[
(x,y,t) \ast (x',y',t') := \left( x + x', y + y', t + t' + \frac{1}{2} \sum_{j=1}^{n} (x_j y'_j - y_j x'_j) \right).
\]

Observation 1.2.2. The Heisenberg group \( \mathbb{H}^n \) satisfies the conditions of Definition 1.1.1 and is hence a Lie group.

Observation 1.2.3. One can easily see the following properties
\begin{itemize}
  \item \( \mathbb{H}^n \) is a non-commutative group.
  \item The neutral element of \( \mathbb{H}^n \) is \( (0,0,0) \).
  \item The inverse of \( (x,y,t) \in \mathbb{H}^n \) is \( (x,y,t)^{-1} = (-x,-y,-t) \).
  \item The center of the group, namely the elements that commute with all the elements of the group, is \( \{ (0,t) \in \mathbb{R}^{2n} \times \mathbb{R} \} \).
\end{itemize}

On the Heisenberg group \( \mathbb{H}^n \) there are two important groups of automorphisms. The first one is the operation of left-translation (see Definition 1.1.2) and the second one is the (1-parameter) group of the anisotropic dilatations \( \delta_r \):

Definition 1.2.4. The (1-parameter) group of the anisotropic dilatations \( \delta_r \), with \( r \in \mathbb{R}^+ \), is defined as follows
\[
\delta_r : \mathbb{H}^n \to \mathbb{H}^n, \ (x,y,t) \mapsto (rx,ry,r^2t).
\]
1.2 Definition of $\mathbb{H}^n$

1.2.1 Left Invariance and Horizontal Structure on $\mathbb{H}^n$

In this subsection we present the standard basis of vector fields in the Heisenberg group $\mathbb{H}^n$, including the behaviour of the Lie brackets and the left invariance. This will lead to conclude that the Heisenberg group is a Carnot group and to the definition of dual differential forms.

General references are section 2.1 in [4] and sections 2.1 and 2.2 in [8].

**Definition 1.2.5.** A basis of left invariant vector fields in $\mathbb{H}^n$ consists of the following $2n + 1$ vectors:

$$
\begin{align*}
X_j &= \partial_{x_j} - \frac{1}{2}y_j \partial_t \quad \text{for } j = 1, \ldots, n, \\
Y_j &= \partial_{y_j} + \frac{1}{2}x_j \partial_t \quad \text{for } j = 1, \ldots, n, \\
T &= \partial_t.
\end{align*}
$$

We will show in Lemma 1.2.8 that they are indeed left invariant.

**Observation 1.2.6.** One can observe the immediate property that $\{X_1, \ldots, X_n, Y_1, \ldots, Y_n, T\}$ becomes $\{\partial_{x_1}, \ldots, \partial_{x_n}, \partial_{y_1}, \ldots, \partial_{y_n}, \partial_t\}$ at the neutral element.

**Lemma 1.2.7.** Consider a function $g : U \subseteq \mathbb{H}^n \to \mathbb{H}^n$, $U$ open. Assume then $g \in [C^1(U, \mathbb{R})]^{2n+1}$, meaning that all the $2n + 1$ components of $g$ are $C^1$-regular. Consider a second function $f : \mathbb{H}^n \to \mathbb{R}$, $f \in C^1(\mathbb{H}^n, \mathbb{R})$. Then the following holds:

$$
\begin{align*}
X_j(f \circ g) &= (\nabla f)_g \cdot X_j g, \\
Y_j(f \circ g) &= (\nabla f)_g \cdot Y_j g, \\
T(f \circ g) &= (\nabla f)_g \cdot T g.
\end{align*}
$$

where $j = 1, \ldots, n$ and $\nabla$ describes the Euclidean gradient in $\mathbb{R}^{2n+1} = \mathbb{H}^n$.

**Proof.** Equation (1.1) holds by direct computation. Indeed, we have

$$
\begin{align*}
X_j(f \circ g) &= \left( \partial_{x_j} - \frac{1}{2}y_j \partial_t \right) (f \circ g) \\
&= \sum_{i=1}^n \left( \partial_{x_i} f \partial_{x_i} g^i + \partial_{y_i} f \partial_{x_i} g^{n+i} \right) + \partial_t f \partial_{x_j} g^{2n+1} \\
&\quad - \frac{1}{2}y_j \left[ \sum_{i=1}^n \left( \partial_{x_i} f \partial_{x_i} g^i + \partial_{y_i} f \partial_{x_i} g^{n+i} \right) + \partial_t f \partial_{x_i} g^{2n+1} \right] \\
&= \sum_{i=1}^n \left( \partial_{x_i} f \partial_{x_i} g^i - \frac{1}{2}y_j \partial_{x_i} f \partial_{x_i} g^i \right) + \sum_{i=1}^n \left( \partial_{y_i} f \partial_{x_i} g^{n+i} - \frac{1}{2}y_j \partial_{y_i} f \partial_{x_i} g^{n+i} \right)
\end{align*}
$$
1. Preliminaries

\[ + \partial_t f \partial_x g^{2n+1} - \frac{1}{2} y_j \partial_t f \partial_g^{2n+1} \]

\[ = \sum_{i=1}^{n} \partial_x f \left( \partial_x g^i - \frac{1}{2} y_j \partial_g^i \right) + \partial_y f \sum_{i=1}^{n} \left( \partial_x g^{n+i} - \frac{1}{2} y_j \partial_g^{n+i} \right) \]

\[ + \partial_t f \left( \partial_x g^{2n+1} - \frac{1}{2} y_j \partial_g^{2n+1} \right) \]

\[ = \sum_{i=1}^{n} \partial_x f X_j g^i + \sum_{i=1}^{n} \partial_y f X_j g^{n+i} + \partial_t f X_j g^{2n+1} \]

\[ = (\partial_x f, \ldots, \partial_x f, \partial_y f, \ldots, \partial_y f \partial_t f)_g \cdot (X_j g^1, \ldots, X_j g^{2n+1}) \]

\[ = (\nabla f)_g \cdot X_j g. \]

This proves the first part of the statement and the proof for \( Y_j(f \circ g) \) is analogous.

The case of \( T \) is much simpler:

\[ T(f \circ g) = (\partial_t) \cdot f \circ g \]

\[ = \sum_{i=1}^{n} \left( \partial_x f \partial_t g^i + \partial_y f \partial_t g^{n+i} \right) + \partial_t f \partial_t g^{2n+1} \]

\[ = \sum_{i=1}^{n} \left( \partial_x f T g^i + \partial_y f T g^{n+i} \right) + \partial_t f T g^{2n+1} \]

\[ = (\partial_x f, \ldots, \partial_x f, \partial_y f, \ldots, \partial_y f \partial_t f)_g \cdot (T g^1, \ldots, T g^{2n+1}) \]

\[ = (\nabla f)_g \cdot T g. \]

\[ \square \]

**Lemma 1.2.8.** In Definition 1.2.5 we claimed that \( X_j \)'s, \( Y_j \)'s and \( T \) are left invariant vector fields. We prove it here.

**Proof.** For notational simplicity, we consider \( n = 1 \) and \( X_1 = \partial_x - \frac{1}{2} y \partial_t \). The other cases and the general situation follow with hardly any change.

Consider \( f \in C^1(\mathbb{H}^1, \mathbb{R}) \) and \( p = (x_p, y_p, t_p), q = (x_q, y_q, t_q) \in \mathbb{H}^1 \). By Lemma 1.2.7

\[ X_p(f \circ L_q) = (\nabla f)_{L_q(p)} \cdot X_p(L_q) \]

\[ = (\partial_x f, \partial_y f, \partial_t f)_{L_q(p)} \cdot \left( X(L_q^1)(p), X(L_q^2)(p), X(L_q^3)(p) \right) \]

\[ = (\partial_x f, \partial_y f, \partial_t f)_{L_q(p)} \cdot \left( 1, 0, -\frac{1}{2} y_q - \frac{1}{2} y_p \right) \]

\[ = (\partial_x f)_{L_q(p)} - \frac{1}{2} (y_q + y_p)(\partial_t f)_{L_q(p)} \]
1.2 Definition of $\mathbb{H}^n$

\[
\left[ \partial_x f - \frac{1}{2} y \partial_y f \right]_{L_q(p)} = [(X_f) \circ L_q]_p,
\]

where, for the third line, we used that

\[
\begin{cases}
(L_q^{(1)})(p) = x_q + x_p, \\
(L_q^{(2)})(p) = y_q + y_p \quad \text{and} \\
(L_q^{(3)})(p) = t_q + t_p + \frac{1}{2}(x_q y_p - y_q x_p).
\end{cases}
\]

This proves the left invariance of $X$. Repeating the same argument for all $X_j$, $Y_j$ and $T$ completes the proof. \(\square\)

**Observation 1.2.9.** The only non-trivial commutators of the vector fields $X_j$, $Y_j$ and $T$ are

\[ [X_j, Y_j] = T \quad \text{for} \quad j = 1, \ldots, n. \]

This immediately tells that all the higher-order commutators are zero.

**Remark 1.2.10.** The observation above shows that the Heisenberg group is a Carnot group of step 2. Indeed we can write its algebra $\mathfrak{h}$ as:

\[ \mathfrak{h} = \mathfrak{h}_1 \oplus \mathfrak{h}_2, \]

with

\[ \mathfrak{h}_1 = \text{span}\{X_1, \ldots, X_n, Y_1, \ldots, Y_n\} \quad \text{and} \quad \mathfrak{h}_2 = \text{span}\{T\}. \]

Usually one calls $\mathfrak{h}_1$ the space of *horizontal vectors* and $\mathfrak{h}_2$ the space of *vertical vectors*.

**Observation 1.2.11.** Consider a function $f \in C^1(U, \mathbb{R})$, $U \subseteq \mathbb{H}^n$ open. It is useful to mention that the vector fields $\{X_1, \ldots, X_n, Y_1, \ldots, Y_n\}$ are homogeneous of order 1 with respect to the dilatation $\delta_r$, $r \in \mathbb{R}^+$, i.e.,

\[ X_j(f \circ \delta_r) = r X_j(f) \circ \delta_r \quad \text{and} \quad Y_j(f \circ \delta_r) = r Y_j(f) \circ \delta_r, \]

for any $j = 1, \ldots, n$.

On the other hand, the vector field $T$ is homogeneous of order 2, that is,

\[ T(f \circ \delta_r) = r^2 T(f) \circ \delta_r. \]

The proof is a simple application of Lemma [1.2.7].

It is not a surprise, then, that the homogeneous dimension of $\mathbb{H}^n$ (see Definition 1.1.10) is

\[ Q = 2n + 2. \]
Observation 1.2.12. The vectors $X_1, \ldots, X_n, Y_1, \ldots, Y_n, T$ can be made an orthonormal basis of $\mathfrak{h}$ with a scalar product $\langle \cdot, \cdot \rangle$.

In the same way, the vectors $X_1, \ldots, X_n, Y_1, \ldots, Y_n$ form an orthonormal basis of $\mathfrak{h}_1$ with a scalar product $\langle \cdot, \cdot \rangle_{\mathfrak{h}}$ defined purely on $\mathfrak{h}_1$.

Notation 1.2.13. Sometimes it will be useful to consider all the elements of the basis of $\mathfrak{h}$ with one symbol. To do so, one can notationally write

$$W_i := X_i \text{ for } j = 1, \ldots, n,$$
$$W_{n+i} := Y_i \text{ for } j = 1, \ldots, n,$$
$$W_{2n+1} := T.$$

In the same way, the point $(x_1, \ldots, x_n, y_1, \ldots, y_n, t)$ will be denoted as $(w_1, \ldots, w_{2n+1})$.

Definition 1.2.14. Consider $\bigwedge^1 \mathfrak{h}$ as the dual space of $\mathfrak{h}$, which inherits an inner product from the one of $\mathfrak{h}$. By duality, one can find a dual orthonormal basis of covectors $\{\omega_1, \ldots, \omega_{2n+1}\}$ in $\bigwedge^1 \mathfrak{h}$ such that

$$\omega_j(W_k) = \langle \omega_j, W_k \rangle = \langle \omega_j|W_k \rangle = \delta_{jk}, \quad j, k = 1, \ldots, 2n + 1,$$

where $W_k$ is an element of the basis of $\mathfrak{h}$ and the notation varies in the literature. Such covectors are differential forms in the Heisenberg group. It turns out that the dual orthonormal basis is given by

$$\{dx_1, \ldots, dx_n, dy_1, \ldots, dy_n, \theta\},$$

where $\theta$ is called contact form and is defined as

$$\theta := dt - \frac{1}{2} \sum_{j=1}^{n} (x_j dy_j - y_j dx_j).$$

Notation 1.2.15. As it will be useful sometimes to call all such forms by the same name, one can notationally write

$$\theta_i := dx_i \text{ for } j = 1, \ldots, n,$$
$$\theta_{n+i} := dy_i \text{ for } j = 1, \ldots, n,$$
$$\theta_{2n+1} := \theta.$$

In particular the covector $\theta_i$ is always the dual of the vector $W_i$, for all $i = 1, \ldots, 2n + 1$. 
Observation 1.2.16. Note that, one could have introduced the Heisenberg group $\mathbb{H}^n$ with a different approach and defined it as a contact manifold. A contact manifold is a manifold with a contact structure, meaning that its algebra $\mathfrak{h}$ has a 1-codimensional subspace $Q$ that can be written as a kernel of a non-degenerate 1-form, which is then called contact form.

The just-defined $\theta$ satisfy all these requirements and is indeed the contact form of the Heisenberg group, while $Q = h_1$. The non-degeneracy condition is $\theta \wedge d\theta \neq 0$.

A straightforward computation shows that

$$d\theta = -\sum_{j=1}^{n} dx_j \wedge dy_j,$$

and so indeed

$$\theta \wedge d\theta = -\sum_{j=1}^{n} dx_j \wedge dy_j \wedge \theta \neq 0.$$

Observation 1.2.17. As a useful example, we show here that the just-defined bases of vectors and covectors behave as one would expect when differentiating. Specifically, consider $f : U \subseteq \mathbb{H}^n \to \mathbb{R}$, $U$ open, $f \in C^1(U, \mathbb{R})$, then one has:

$$df = \sum_{j=1}^{n} \left( \partial_x x_j f dx_j + \partial_y y_j f dy_j \right) + \partial_t f dt$$

$$= \sum_{j=1}^{n} \left( \partial_x x_j f dx_j + \partial_y y_j f dy_j \right) + \left( \partial_t f \right) \left( \theta + \frac{1}{2} \sum_{j=1}^{n} x_j dy_j - \frac{1}{2} \sum_{j=1}^{n} y_j dx_j \right)$$

$$= \sum_{j=1}^{n} \left( X_j f dx_j + Y_j f dy_j \right) + T f \theta.$$
Definition 1.2.19. For \( k = 1, \ldots, 2n + 1 \), if \( \omega \in \bigwedge^k \mathfrak{h} \), then we define \( \omega^* \in \bigwedge^k \mathfrak{h} \) so that
\[
\langle \omega^*, V \rangle = \langle \omega | V \rangle, \quad V \in \bigwedge^k \mathfrak{h}.
\]

We give here the definition of Pansu differentiability for maps between Carnot groups \( \mathbb{G}_1 \) and \( \mathbb{G}_2 \). After that, we state it in the special case of \( \mathbb{G}_1 = \mathbb{H}^n \) and \( \mathbb{G}_2 = \mathbb{R} \).

We call a function \( h : (\mathbb{G}_1, *, \delta^1) \to (\mathbb{G}_2, *, \delta^2) \) homogeneous if \( h(\delta^1_r(p)) = \delta^2_r(h(p)) \) for all \( r > 0 \).

Definition 1.2.20 (see [13] and 2.10 in [8]). Consider two Carnot groups \( (\mathbb{G}_1, *, \delta^1) \) and \( (\mathbb{G}_2, *, \delta^2) \). A function \( f : U \to \mathbb{G}_2 \), \( U \subseteq \mathbb{G}_1 \) open, is \( P \)-differentiable at \( p_0 \in U \) if there is a (unique) homogeneous Lie groups homomorphism \( d_H f_{p_0} : \mathbb{G}_1 \to \mathbb{G}_2 \) such that
\[
d_H f_{p_0}(p) := \lim_{r \to 0} \delta^2_{1/r}(f(p_0)^{-1} * f(p_0 \ast \delta^1_r(p))),
\]
uniformly for \( p \) in compact subsets of \( U \).

Definition 1.2.21. Consider \( f : U \to \mathbb{R}, U \subseteq \mathbb{H}^n \) open. \( f \) is \( P \)-differentiable at \( p_0 \in U \) if there is a (unique) homogeneous Lie groups homomorphism \( d_H f_{p_0} : \mathbb{H}^n \to \mathbb{R} \) such that
\[
d_H f_{p_0}(p) := \lim_{r \to 0} \frac{f(p_0 \ast \delta^1_r(p)) - f(p_0)}{r},
\]
uniformly for \( p \) in compact subsets of \( U \).

Observation 1.2.22. Consider \( f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n = \mathbb{R}^{2n+1}, U \) open, and interpret it in components as \( f = (f^1, \ldots, f^{2n+1}) \). A straightforward computation shows immediately that, \( f \) is \( P \)-differentiable in the sense of Definition 1.2.20 then \( f^1, \ldots, f^{2n} \) are \( P \)-differentiable in the sense of Definition 1.2.21.

Proof. Consider \( n=1 \) for simplicity. The other cases follow immediately. Consider \( p_0 = (x_0, y_0, t_0) \) and \( p = (x, y, t) \) in \( \mathbb{H}^n \). A straightforward computation shows that
\[
\lim_{r \to 0+} \frac{\delta^1_r(f(p_0)^{-1} * f(p_0 \ast \delta^1_r(p)))}{r} =
\lim_{r \to 0+} \left( \frac{f^1(p_0 \ast \delta^1_r(p)) - f^1(p_0)}{r}, \frac{f^2(p_0 \ast \delta^1_r(p)) - f^2(p_0)}{r}, \frac{f^3(p_0 \ast \delta^1_r(p)) - f^3(p_0)}{r} + \frac{1}{2} \left( \frac{f^2(p_0) f^1(p_0 \ast \delta^1_r(p)) - f^1(p_0) f^2(p_0 \ast \delta^1_r(p))}{r^2} \right) \right).
\]

By hypothesis the limit exists and the first two components give us the claim. \( \Box \)
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Definition 1.2.23 (see 2.11 in [8]). Let $f : U \subseteq \mathbb{H}^n \to \mathbb{R}$, $U$ open, be a $P$-differentiable function at $p \in U$. Then the Heisenberg gradient or horizontal gradient of $f$ at $p$ is defined as

$$\nabla_{\mathbb{H}} f(p) := d_H f(p) \in \mathfrak{h}_1,$$

or, equivalently,

$$\nabla_{\mathbb{H}} f(p) = \sum_{j=1}^n \left[ (X_j f)(p) X_j + (Y_j f)(p) Y_j \right].$$

Notation 1.2.24 (see 2.12 in [8]). Sets of differentiable functions can be defined with respect to the $P$-differentiability. Take $U \subseteq \mathbb{G}_1$ open, then

- $C^1(H(U, \mathbb{G}_2))$ is the vector space of continuous functions $f : U \to \mathbb{G}_2$ such that the $P$-differential $d_H f$ is continuous.

- $[C^1(H(U, \mathbb{G}_2))]^k$ is the set of $k$-tuples $f = (f^1, \ldots, f^k)$ such that $f^i \in C^1(H(U, \mathbb{G}_2))$ for each $i = 1, \ldots, k$.

In particular, take $U \subseteq \mathbb{H}^n$ open; then

- $C^1(H(U, \mathbb{H}^n))$ is the vector space of continuous functions $f : U \to \mathbb{H}^n$ such that the $P$-differential $d_H f$ is continuous.

- $C^1(H(U, \mathbb{R}))$ is the vector space of continuous functions $f : U \to \mathbb{R}$ such that $\nabla_{\mathbb{H}} f$ is continuous in $U$ (or, equivalently, such that the $P$-differential $d_H f$ is continuous).

- $C^k(H(U, \mathbb{R}))$ is the vector space of continuous functions $f : U \to \mathbb{R}$ such that the derivatives of the kind $W_{i_1} \ldots W_{i_k} f$ are continuous in $U$, where $W_{i_a}$ is any $X_j$ or $Y_j$.

- $[C^k(H(U, \mathbb{R}))]^k$ is the set of $k$-tuples $f = (f^1, \ldots, f^k)$ such that $f^i \in C^k(H(U, \mathbb{R}))$ for each $i = 1, \ldots, k$.

Observation 1.2.25. Given the notation above we have:

$$C^2(U, \mathbb{R}) \subset C^3(U, \mathbb{R}) \subset C^2(H(U, \mathbb{R})) \subset C^1(U, \mathbb{R}) \subset C^1(H(U, \mathbb{R})).$$

We define here also an operator that will be useful later: the Hodge operator. The Hodge operator of a vector returns a second vector of dual dimension with the property to be orthogonal to the first. This will be used when talking about orientability as well as tangent and normal vector fields.
Definition 1.2.26 (see 2.3 in [8] or 1.7.8 in [6]). Let \( 1 \leq k \leq 2n \). The Hodge operator is the linear isomorphism
\[
* : \bigwedge^k \mathfrak{h} \rightarrow \bigwedge^{2n+1-k} \mathfrak{h},
\]
where
\[
*V_I := (-1)^{\sigma(I)} V_I^*,
\]
and, for \( 1 \leq i_1 \leq \cdots \leq i_k \leq 2n + 1 \),
- \( I = \{i_1, \cdots, i_k\} \),
- \( V_I = V_{i_1} \wedge \cdots \wedge V_{i_k} \),
- \( I^* = \{i^*_{i_1}, \cdots, i^*_{2n+1-k}\} = \{1, \cdots, 2n + 1\} \setminus I \) and
- \( \sigma(I) \) is the number of couples \((i_h, i^*_h)\) with \( i_h > i^*_h \).

1.2.2 Distances on \( \mathbb{H}^n \)

In this subsection we mention briefly different equivalent distances on \( \mathbb{H}^n \). General references are section 2.1 in [4] and section 2.2.1 in [5].

The usual intrinsic distance in the Heisenberg group is the Carnot – Carathéodory distance \( d_{cc} \), which measures the distance between any two points along shortest curves whose tangent vectors are horizontal. Here we define more precisely another distance, equivalent to the first, called the Korányi distance:

Definition 1.2.27. We define the Korányi distance on \( \mathbb{H}^n \) by setting, for \( p, q \in \mathbb{H}^n \),
\[
d_{\mathbb{H}}(p, q) := \left\| q^{-1} * p \right\|_{\mathbb{H}},
\]
where \( \left\| \cdot \right\|_{\mathbb{H}} \) is the Korányi norm
\[
\left\| (x, y, t) \right\|_{\mathbb{H}} := \left( \left| (x, y) \right|^4 + 16t^2 \right)^{\frac{1}{4}},
\]
with \( (x, y, t) \in \mathbb{R}^{2n} \times \mathbb{R} \) and \( \left| \cdot \right| \) the Euclidean norm.

Observation 1.2.28. We show that \( \left\| \cdot \right\|_{\mathbb{H}} \) is indeed a norm, as it satisfies the following properties:
1. \( \left\| (x, y, t) \right\|_{\mathbb{H}} \geq 0, \left\| (x, y, t) \right\|_{\mathbb{H}} = 0 \Leftrightarrow (x, y, t) = 0 \),
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2. $\|(x,y,t) * (x',y',t')\|_{\mathbb{H}} \leq \|(x,y,t)\|_{\mathbb{H}} + \|(x',y',t')\|_{\mathbb{H}}$.

3. Also $\|\cdot\|_{\mathbb{H}}$ is homogeneous of degree 1 with respect to $\delta_r$:
   $$\|\delta_r(x,y,t)\|_{\mathbb{H}} = r\|(x,y,t)\|_{\mathbb{H}},$$
   where $\delta_r$ appears in Definition 1.2.4.

Proof. The first and third point can be verified immediately. A proof of the triangle inequality can be found in 1.F in [14].

Observation 1.2.29. The Korányi distance is left invariant, namely,
   $$d_{\mathbb{H}}(p * q, p * q') = d_{\mathbb{H}}(q, q'), \quad p, q, q' \in \mathbb{H}^n.$$  
   It is, moreover, homogeneous of degree 1 with respect to $\delta_r$:
   $$d_{\mathbb{H}}(\delta_r(p), \delta_r(q)) = r d_{\mathbb{H}}(p, q).$$

Observation 1.2.30. We already mentioned that we use $|\cdot|$ for the Euclidean norm. One can prove the following inequality:
   $$|p| \leq \|p\|_{\mathbb{H}} \leq |p|^\frac{1}{2} \quad \text{when } \|p\|_{\mathbb{H}} \leq 1.$$

1.2.3 Dimensions and Integration on $\mathbb{H}^n$

In this subsection we add information on the Heisenberg group’s topology, dimensions and integrals. General references are section 2.1 in [4] and section 2.2.3 in [5].

Observation 1.2.31. The topology induced by the Korányi metric is equivalent to the Euclidean topology on $\mathbb{R}^{2n+1}$. The Heisenberg group $\mathbb{H}^n$ becomes, then, a locally compact topological group. As such, it has the right-invariant and the left-invariant Haar measure.

Definition 1.2.32. We call an outer measure $\mu$ the left-invariant (or right-invariant) Haar measure, on a locally compact Hausdorff topological group $G$, if the following are satisfied:

- $\mu(gE) = \mu(E)$ with $E \subseteq G$ and $g \in G$, where $gE := \{ga; \ a \in E\}$ (or $\mu(Eg) = \mu(E)$ with $E \subseteq G$ and $g \in G$, where $Eg := \{ag; \ a \in E\}$),
- $\mu(K) < \infty$, for all $K \subset G$,
- $\mu$ is outer regular: $\mu(E) = \inf\{\mu(U); \ E \subseteq U \subseteq G, U \open\}$, $E \subseteq G$. 

• \( \mu \) is inner regular: \( \mu(E) = \sup\{\mu(K); \, K \subseteq E \subseteq G, K \text{ compact}\}, \, E \subseteq G. \)

Observation 1.2.33 (see, among others, after remark 2.2 in [7]). The ordinary Lebesgue measure on \( \mathbb{R}^{2n+1} \) is invariant under both left and right translations on \( \mathbb{H}^n \). In other words, the Lebesgue measure is both a left and right invariant Haar measure on \( \mathbb{H}^n \).

Observation 1.2.34. It is easy to see that, denoting the ball of radius \( r > 0 \) as

\[ B_{\mathbb{H}}(0, r) := \{ (x, y, t) \in \mathbb{H}^n; \| (x, y, t) \|_{\mathbb{H}} < r \}, \]

a change of variables gives

\[ |B_{\mathbb{H}}(0, r)| = \int_{B_{\mathbb{H}}(0, r)} dxdydt = r^{2n+2} \int_{B_{\mathbb{H}}(0, 1)} dxdydt = r^{2n+2}|B_{\mathbb{H}}(0, 1)|. \]

Thus \( 2n + 2 \) is the Hausdorff dimension of \( (\mathbb{H}^n, d_{\mathbb{H}}) \), which concides with its homogeneous dimension.

Notation 1.2.35. Consider \( S \subseteq \mathbb{H}^n \). we denote its Hausdorff dimension with respect to the Euclidean distance as

\[ \dim_{H_E} S, \]

while its Hausdorff dimension with respect to the Carnot-Carathéodory and Korányi distances as

\[ \dim_{H_{cc}} S = \dim_{H_{\mathbb{H}}} S. \]
Chapter 2

Differential Forms and Rumin Cohomology

In this chapter we will present the precise definition of the Rumin complex in any Heisenberg group (Section 2.1). Then, to give a practical feeling of the difference between the de Rham and the Rumin complexes, we will write explicitly the differential complex of the Rumin cohomology in $\mathbb{H}^1$ and $\mathbb{H}^2$ (Sections 2.2 and 2.3). As general references for this chapter, one can look at [19] and [8]. This chapter is connected with Appendices A, B and C. Appendix A contains the proof of Proposition 2.3.4. Appendix B presents the Rumin cohomology, in $\mathbb{H}^1$ and $\mathbb{H}^2$, using only one operator $d_c$, as opposed to the three operators ($d_Q$, $D$, $d_Q$ again) used more frequently in the literature. The main reference for this appendix is [10]. As it will be clear from this chapter, direct computation of the Rumin differential operator are more and more challenging as the dimension of the space grows: Appendix C offers the formulas to compute the dimension of the spaces involved in the Rumin complex for any dimension. There are also examples for $n = 1, \ldots, 5$ which clearly show such computational challenges.

2.1 The Rumin Complex

In this section we precisely present the definition of the Rumin complex in the general Heisenberg group $\mathbb{H}^n$. We start giving some basic definitions that can be found, for instance, in [19] and [8]:

**Definition 2.1.1.** Consider $0 \leq k \leq 2n + 1$ and recall $\Omega^k$ from Definition 1.2.18. We denote:

- $I^k := \{ \alpha \wedge \theta + \beta \wedge d\theta; \alpha \in \Omega^{k-1}, \beta \in \Omega^{k-2} \}$,
- $J^k := \{ \alpha \in \Omega^k; \alpha \wedge \theta = 0, \alpha \wedge d\theta = 0 \}$. 
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**Definition 2.1.2** (Rumin complex). The Rumin complex, due to Rumin in [19], is given by

\[
0 \rightarrow \mathbb{R} \rightarrow C^\infty \rightarrow \frac{\Omega^1}{I^1} \rightarrow \ldots \rightarrow \frac{\Omega^n}{I^n} \rightarrow \frac{J^{p+1}}{I^{p+1}} \rightarrow \ldots \rightarrow \frac{J^{2n+1}}{I^{2n+1}} \rightarrow 0,
\]

where \(d\) is the standard differential operator and, for \(k < n\),

\[d_Q([\alpha]_{\ell^k}) := [d\alpha]_{\ell^{k+1}},\]

while, for \(k \geq n+1\),

\[d_Q := d|_{\ell^k}.
\]

The second order differential operator \(D\) will be defined at the end of this section.

**Remark 2.1.3** (proposition at page 286 in [19]). This structure defines indeed a complex. In other words, applying two consequential operators in the chain gives zero.

**Remark 2.1.4.** When \(k = 1\), \(d_Q\) is the same as \(d_H\), from Definition 1.2.21.

**Notation 2.1.5.** The spaces of the kind \(\Omega_{\ell^k}/I^k\) are called *low dimensional*, while the spaces \(J^k\)'s are high dimensional or low codimensional.

**Remark 2.1.6.** From the definition of \(I^k\), \(k = 1, \ldots, n\), one can see that \(\alpha \land \theta \in I^k\) for any \(\alpha \in \Omega^{k-1}\). This means that, in modulo, \(\theta\) is never present in the low dimensional spaces \(\Omega_{\ell^k}/I^k\)’s.

On the other hand, every \(\beta \in J^k\) must be of the kind \(\beta = \beta' \land \theta\) (as this is the only way to satisfy the condition \(\beta \land \theta = 0\)). This means that \(\theta\) will always be present in the high dimensional spaces \(J^k\)’s.

In order to be able to define \(D\), some preliminary work is needed:

**Observation 2.1.7.** First of all, notice that the definition, for \(k < n\), of \(d_Q([\alpha]_{\ell^k}) := [d\alpha]_{\ell^{k+1}}\) is well posed.

**Proof.** The equality \([\alpha]_{\ell^k} = [\beta]_{\ell^k}\) means \(\beta - \alpha \in I^k\), which implies

\[
\beta - \alpha = \sigma \land \theta + \tau \land d\theta,
\]

for some \(\sigma \in \Omega^{k-1}\), \(\tau \in \Omega^{k-2}\). Then one can write

\[
d\beta - d\alpha = d\sigma \land \theta + (-1)^{k-1}\sigma \land d\theta + d\tau \land d\theta + 0
\]

\[
= d\sigma \land \theta + ((-1)^{k-1}\sigma + d\tau) \land d\theta \in I^{k+1}.
\]

Then \([d\alpha]_{\ell^{k+1}} = [d\beta]_{\ell^{k+1}}\). This gives the well-posedness. \(\square\)
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Notation 2.1.8. Let $\gamma \in \Omega^{k-1}$ and consider the equivalence class

$$\bigwedge^k h_1 = \{ \beta \in \Omega^k; \beta = 0 \text{ or } \beta \wedge \theta \neq 0 \} \cong \frac{\Omega^k}{\{ \gamma \wedge \theta \}},$$

where $\bigwedge^k h_1$ appears in Definition 1.2.18 and we write $\{ \gamma \wedge \theta \} = \{ \gamma \wedge \theta; \gamma \in \Omega^{k-1} \}$ for short. The equivalence is given by $\beta \mapsto (\beta)|_{\bigwedge^k h_1}$.

Then, given $\alpha \in \Omega^k$, denote $\bar{\alpha} \in \bigwedge h_1$ an element in this equivalence class.

Observation 2.1.9. Let $\gamma \in \Omega^{k-1}$ and $\beta \in \Omega^{k-2}$. One can see, straight by the definition of $I^k$, that

$$\frac{\Omega^k}{\{ \beta \wedge d\theta \}} \cong \frac{\Omega^k}{I^k}, \quad k = 1, \ldots, n,$$

where we also write $\{ \beta \wedge d\theta \} = \{ \beta \wedge d\theta; \beta \in \Omega^{k-2} \}$ for short.

The following lemma is necessary to define the second order differential operator $D$. Given $[\alpha]_{\{\gamma \wedge \theta\}} \in \frac{\Omega^n}{\{\gamma \wedge \theta\}}$, a lifting of $[\alpha]_{\{\gamma \wedge \theta\}}$ is any $\alpha' \in \Omega^n$ such that $[\alpha]_{\{\gamma \wedge \theta\}} = [\alpha']_{\{\gamma \wedge \theta\}}$.

Lemma 2.1.10 (Rumin [19], page 286). For every form $[\alpha]_{\{\gamma \wedge \theta\}} \in \frac{\Omega^n}{\{\gamma \wedge \theta\}}$, there exists a unique lifting $\bar{\alpha} \in \Omega^n$ of $[\alpha]_{\{\gamma \wedge \theta\}}$ so that $d\bar{\alpha} \in J^{n+1}$.

Proof. Note that this proof is not exactly the one given by Rumin, but still follows the same steps.

Let $\alpha \in \Omega^n$ (so $[\alpha]_{\{\gamma \wedge \theta\}} \in \frac{\Omega^n}{\{\gamma \wedge \theta\}}$) and define

$$\bar{\alpha} := \alpha + \beta \wedge \theta \in \Omega^n,$$

where $\beta \in \bigwedge^{n-1} h_1$. Then compute

$$\theta \wedge d\bar{\alpha} = \theta \wedge d\alpha + \theta \wedge d(\beta \wedge \theta)$$

$$= \theta \wedge d\alpha + \theta \wedge d\beta \wedge \theta + (-1)^{\beta | \theta} \beta \wedge d\theta$$

$$= \theta \wedge d\alpha + (-1)^{\beta | \theta} \beta \wedge \theta \wedge d\theta$$

$$= \theta \wedge d\alpha + (-1)^{\beta | \theta} \beta \wedge d\theta \wedge \beta$$

$$= \theta \wedge d\alpha + (-1)^{\beta | \theta} \beta \wedge L(\beta)$$

$$= \theta \wedge (d\alpha + (-1)^{\beta | \theta} L(\beta)),$$
where \( L \) (see 2 in [19]) is the isomorphism

\[
L : \bigwedge^{n-1} h_1 \rightarrow \bigwedge^{n+1} h_1, \quad \beta \mapsto d\theta \wedge \beta.
\]

Notice that, since \( d\alpha \in \Omega^{n+1} \), we can divide it as

\[
d\alpha = (d\alpha)_{\bigwedge^{n+1} h_1} \perp + (d\alpha)_{\bigwedge^{n+1} h_1},
\]

where

\[
\theta \wedge (d\alpha)_{\bigwedge^{n+1} h_1} \perp = 0,
\]

and, by isomorphism, there exists a unique \( \beta \) so that

\[
(-1)^{|\beta|} L(\beta) = -(d\alpha)_{\bigwedge^{n+1} h_1}.
\]

With such a choice of \( \beta \) one gets

\[
\theta \wedge \left( d\alpha + (-1)^{|\beta|} L(\beta) \right) = 0.
\]

Then

\[
\theta \wedge d\tilde{\alpha} = 0,
\]

and, finally, also

\[
d\theta \wedge d\tilde{\alpha} = d(\theta \wedge d\tilde{\alpha}) = 0.
\]

Then, by definition, \( d\tilde{\alpha} \in J^{n+1} \).

\[ \square \]

**Observation 2.1.11.** In the proof of Lemma 2.1.10 instead of \( \beta \), we could have chosen \( \beta' := (-1)^{|\beta|} \beta \), which would give

\[
L(\beta') = -(d\alpha)_{\bigwedge^{n+1} h_1},
\]

or, equivalently,

\[
\beta' = L^{-1} \left( -(d\alpha)_{\bigwedge^{n+1} h_1} \right).
\]

Then the lifting can be written explicitly as

\[
\tilde{\alpha} = \alpha + L^{-1} \left( -(d\alpha)_{\bigwedge^{n+1} h_1} \right) \wedge \theta.
\]

**Definition 2.1.12.** Using the observation above, finally we can define \( D \) as

\[
D([\alpha]_{\Omega^n}) := d\tilde{\alpha} = d \left( \alpha + L^{-1} \left( -(d\alpha)_{\bigwedge^{n+1} h_1} \right) \wedge \theta \right),
\]

and the definition is well-posed.
2.2 Cohomology of $\mathbb{H}^1$

In this section we explicitly write the differential complex of the Rumin cohomology in $\mathbb{H}^1$ and compare it to the de Rham cohomology. Furthermore, this sets a method for the more challenging case of $\mathbb{H}^2$, as well as hints at the qualitative difference between the first Heisenberg group $\mathbb{H}^1$ and all the others.

Observation 2.2.1. In the case $n = 1$, the spaces of the Rumin cohomology presented in Definition 2.1.1 are reduced to

\[
\begin{align*}
\Omega^1 &= \text{span}\{dx, dy, \theta\}, \\
I^1 &= \text{span}\{\theta\}, \\
\Omega^1 / I^1 &= \text{span}\{dx, dy\}, \\
J^2 &= \text{span}\{dx \wedge \theta, dy \wedge \theta\}, \\
J^3 &= \text{span}\{dx \wedge dy \wedge \theta\}.
\end{align*}
\]

Moreover, in this case the isomorphism $L : \bigwedge^0 \mathfrak{h}_1 \rightarrow \bigwedge^2 \mathfrak{h}_1$ is given by

\[
L : \text{span}\{f\} \rightarrow \text{span}\{dx \wedge dy\}, \quad f \mapsto -f \, dx \wedge dy.
\]

The following proposition shows the explicit action of each differential operator in the Rumin complex of $\mathbb{H}^1$.

Proposition 2.2.2 (Explicit Rumin complex in $\mathbb{H}^1$). In the case $n = 1$, the Rumin complex presented in Definition 2.1.2 becomes

\[
0 \rightarrow \mathbb{R} \rightarrow C^\infty K^0 \xrightarrow{d_Q^{(1)}} \frac{\Omega^1}{I^1} \xrightarrow{D} J^2 \xrightarrow{d_Q^{(3)}} J^3 \rightarrow 0
\]

with

\[
f \xmapsto{d_Q^{(1)}} [Xf \, dx + Yf \, dy]_{\mathfrak{h}_1},
\]

\[
[\alpha_1 dx + \alpha_2 dy]_{\mathfrak{h}_1} \xmapsto{D} (XX\alpha_2 - XY\alpha_1 - T\alpha_1)dx \wedge \theta + (YX\alpha_2 - YY\alpha_1 - T\alpha_2)dy \wedge \theta,
\]

\[
\alpha_1 dx \wedge \theta + \alpha_2 dy \wedge \theta \xmapsto{d_Q^{(3)}} (X\alpha_2 - Y\alpha_1)dx \wedge dy \wedge \theta.
\]

Proof. This proposition can be proved by simple computations. Two of the three cases are trivial. Indeed, by Definition 2.1.2 and Observation 1.2.17, we have

\[
d_Q^{(1)} f = [Xf \, dx + Yf \, dy]_{\mathfrak{h}_1}.
\]
By the same definition and observation, we also get
\[ d_Q^{(3)}(\alpha_1 dx \wedge \theta + \alpha_2 dy \wedge \theta) = Y\alpha_1 dy \wedge dx \wedge \theta + X\alpha_2 dx \wedge dy \wedge \theta = (X\alpha_2 - Y\alpha_1) dx \wedge dy \wedge \theta. \]

Finally we have to compute \( D \). We remind that, by Observation 1.2.17,
\[ dg = Xg dx + Yg dy + Tg \theta, \]
with \( g : U \subseteq \mathbb{H}^1 \rightarrow \mathbb{R} \) smooth.
Consider now \( \alpha = \alpha_1 dx + \alpha_2 dy \in \Omega^1 \). Then \( [\alpha]_{\partial i} = [\alpha_1 dx + \alpha_2 dy]_{\partial i} \in \Omega^1_{\partial i} \), and the (full) exterior derivative of \( \alpha \) is:
\[ \begin{align*}
\alpha &= d(\alpha_1 dx + \alpha_2 dy) = Y\alpha_1 dy \wedge dx + X\alpha_2 dx \wedge dy + T\alpha_2 \theta \wedge dy \\
&= (X\alpha_2 - Y\alpha_1) dx \wedge dy - T\alpha_1 dx \wedge \theta - T\alpha_2 dy \wedge \theta.
\end{align*} \]
Then
\[ (d\alpha)|_{\wedge^1_{b_1}} = (X\alpha_2 - Y\alpha_1) dx \wedge dy = -(X\alpha_2 - Y\alpha_1) d\theta, \]
and
\[ L^{-1}\left(-(d\alpha)|_{\wedge^1_{b_1}}\right) = X\alpha_2 - Y\alpha_1. \]
Finally
\[ D([\alpha]_{\partial i}) = d(\alpha + (X\alpha_2 - Y\alpha_1) \theta) \\
= d\alpha + d(X\alpha_2 - Y\alpha_1) \wedge \theta + (X\alpha_2 - Y\alpha_1) d\theta \\
= (X\alpha_2 - Y\alpha_1) dx \wedge dy - T\alpha_1 dx \wedge \theta - T\alpha_2 dy \wedge \theta \\
+ X(X\alpha_2 - Y\alpha_1) dx \wedge \theta + Y(X\alpha_2 - Y\alpha_1) dy \wedge \theta - (X\alpha_2 - Y\alpha_1) dx \wedge dy \\
= (XX\alpha_2 - XY\alpha_1 - T\alpha_1) dx \wedge \theta + (YX\alpha_2 - YY\alpha_1 - T\alpha_2) dy \wedge \theta. \]

\[ \square \]

2.3 Cohomology of \( \mathbb{H}^2 \)

In this section, as we did in the previous one for \( \mathbb{H}^1 \), we explicitly write the differential complex of the Rumin cohomology in \( \mathbb{H}^2 \). The computation is quantitative more challenging than the previous one and so we report it in Appendix A. In this case the bases of the spaces of the complex have more variety, as one must take into account more possible combinations than in the previous case. In a qualitative sense, this is caused by the fact that the algebra of \( \mathbb{H}^n \) allows a strict subalgebra of step 2 only for \( n > 1 \).
2.3 Cohomology of $\mathbb{H}^2$

**Observation 2.3.1.** For $n = 2$, the spaces of the Rumin cohomology presented in Definition 2.1.1 are reduced to

\[
\Omega^1 = \text{span}\{dx_1, dx_2, dy_1, dy_2, \theta\},
\]

\[
I^1 = \text{span}\{\theta\},
\]

\[
\frac{\Omega^1}{I^1} \cong \text{span}\{dx_1, dx_2, dy_1, dy_2\},
\]

\[
\Omega^2 = \text{span}\{dx_1 \wedge dx_2, dx_1 \wedge dy_1, dx_1 \wedge dy_2, dx_2 \wedge \theta, dx_2 \wedge dy_1, dx_2 \wedge dy_2, dx_2 \wedge \theta, dy_1 \wedge \theta, dy_2 \wedge \theta\},
\]

\[
I^2 = \text{span}\{dx_1 \wedge \theta, dx_2 \wedge \theta, dy_1 \wedge \theta, dy_2 \wedge \theta, dx_1 \wedge dy_1 + dx_2 \wedge dy_2\},
\]

\[
\frac{\Omega^2}{I^2} \cong \text{span}\{dx_1 \wedge dx_2, dx_1 \wedge dy_2, dx_2 \wedge dy_1, dy_1 \wedge dy_2, dx_1 \wedge dy_1 - dx_2 \wedge dy_2\},
\]

\[
J^3 = \text{span}\{dx_1 \wedge dx_2 \wedge \theta, dx_1 \wedge dx_2 \wedge dy_1 \wedge \theta, dx_2 \wedge dy_1 \wedge \theta, dx_1 \wedge dy_2 \wedge \theta, dx_2 \wedge dy_1 \wedge \theta - dx_2 \wedge dy_2 \wedge \theta\},
\]

\[
J^4 = \text{span}\{dx_1 \wedge dx_2 \wedge dy_1 \wedge \theta, dx_1 \wedge dx_2 \wedge dy_2 \wedge \theta, dx_1 \wedge dy_1 \wedge dy_2 \wedge \theta, dx_2 \wedge dy_1 \wedge dy_2 \wedge \theta\},
\]

\[
J^5 = \text{span}\{dx_1 \wedge dx_2 \wedge dy_1 \wedge dy_2 \wedge \theta\}.
\]

Note that, in rewriting $\frac{\Omega^2}{I^2}$, we simply observe that $\{dx_1 \wedge dy_1, dx_2 \wedge dy_2\}$ and $\{dx_1 \wedge dy_1 + dx_2 \wedge dy_2, dx_1 \wedge dy_1 - dx_2 \wedge dy_2\}$ span the same subspace.

**Observation 2.3.2.** In this case the isomorphism $L$ acts as follows

\[
L : \bigwedge^1 h_1 \rightarrow \bigwedge^3 h_1,
\]

\[
\omega \mapsto \omega \wedge d\theta,
\]

\[
dx_1 \mapsto -dx_1 \wedge dx_2 \wedge dy_2,
\]

\[
dy_1 \mapsto -dy_1 \wedge dx_2 \wedge dy_2,
\]

\[
dx_2 \mapsto -dx_2 \wedge dx_1 \wedge dy_1,
\]

\[
dy_2 \mapsto -dy_2 \wedge dx_1 \wedge dy_1.
\]

**Remark 2.3.3.** Notice in particular that in the highest low dimensional space, $\frac{\Omega^2}{I^2}$, and in the lowest high dimensional space, $J^3$, there are generators that did not appear in the case $n = 1$, namely $dx_1 \wedge dy_1 - dx_2 \wedge dy_2$ and $dx_1 \wedge dy_1 \wedge \theta - dx_2 \wedge dy_2 \wedge \theta$ respectively. This is due to the fact that the first Heisenberg group $\mathbb{H}^1$ is the only Heisenberg group to be also a free group.
Proposition 2.3.4 (Explicit Rumin complex in $\mathbb{H}^2$).

\[ 0 \to \mathbb{R} \to C^\infty \xrightarrow{\partial^{(1)}_Q} \Omega^1 / T^1 \xrightarrow{\partial^{(2)}_Q} \Omega^2 / T^2 \xrightarrow{D} J^3 \xrightarrow{\partial^{(3)}_Q} J^4 \xrightarrow{\partial^{(4)}_Q} J^5 \to 0, \]

with $f: \partial^{(1)}_Q \to [X_1 f dx_1 + X_2 f dx_2 + Y_1 f dy_1 + Y_2 f dy_2]_1$,

\[
\begin{align*}
[\alpha_1 dx_1 + \alpha_2 dx_2 + \alpha_3 dy_1 + \alpha_4 dy_2]_1 \\
\xrightarrow{\partial^{(2)}_Q} \\
\xrightarrow{D} \\
[\cdots]
\end{align*}
\]

Proof of Proposition 2.3.4 is at Appendix A.
Chapter 3

Pushforward and Pullback in $\mathbb{H}^n$

In this chapter we define pushforward and pullback on $\mathbb{H}^n$ and, after some properties, we prove that the pullback by a contact map commutes with the Rumin differential at every dimension. Then we show explicit formulas for pushforward and pullback, in Heisenberg notations, in three different cases: for a general function, for a contact map and a contact diffeomorphism. Finally we present the same formulas in the Rumin cohomology. References for this chapter are [14], from which we use some results, [19] and [8]. Appendix D concerns an explicit proof of commutation between pullback and Rumin differential.

3.1 Definitions and Properties

**Definition 3.1.1** (Pushforward in $\mathbb{H}^n$). Let $f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n$, $U$ open, $f = (f_1, \ldots, f_{2n+1}) \in \left[C^1(U, \mathbb{R})\right]^{2n+1}$. The pushforward by $f$ is defined as follows:

if $k = 1$, we set

$$f_* := df : \mathfrak{h} \to \mathfrak{h},$$

$$v \mapsto v(f).$$

If $k > 1$, we set

$$f_* \equiv \Lambda_k df : \bigwedge_k \mathfrak{h} \to \bigwedge_k \mathfrak{h}$$

to be the linear map satisfying

$$\Lambda_k df(v_1 \wedge \cdots \wedge v_k) := df(v_1) \wedge \cdots \wedge df(v_k),$$

i.e.,

$$f_*(v_1 \wedge \cdots \wedge v_k) := f_*v_1 \wedge \cdots \wedge f_*v_k,$$

for $v_1, \ldots, v_k \in \mathfrak{h}$. 
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**Definition 3.1.2** (Pullback in $\mathbb{H}^n$). Let $f : U \subseteq \mathbb{H}^n \rightarrow \mathbb{H}^n$, $U$ open, $f = (f^1, \ldots, f^{2n+1}) \in [C^1(U, \mathbb{R})]^{2n+1}$. The pullback by $f$ is defined by duality with respect to the pushforward as:

$$f^* \equiv \Lambda^k df : \Omega^k \rightarrow \Omega^k,$$

so that

$$\langle \Lambda^k df(\omega) | v \rangle = \langle \omega | \Lambda_k df(v) \rangle,$$

i.e.,

$$\langle f^*(\omega) | v \rangle = \langle \omega | f_*(v) \rangle.$$

As in the Riemannian case, we have the following

**Observation 3.1.3.** Let $f : U \subseteq \mathbb{H}^n \rightarrow \mathbb{H}^n$, $U$ open, $f = (f^1, \ldots, f^{2n+1}) \in [C^1(U, \mathbb{R})]^{2n+1}$, and $\alpha \in \Omega^k$, $\beta \in \Omega^l$ differential forms. One can verify that

$$f^*(\alpha \wedge \beta) = f^*\alpha \wedge f^*\beta.$$

**Definition 3.1.4.** A map $f : U \subseteq \mathbb{H}^n \rightarrow \mathbb{H}^n$, $U$ open, $f = (f^1, \ldots, f^{2n+1}) \in [C^1(U, \mathbb{R})]^{2n+1}$ is a contact map if

$$f_*(\text{span}\{X_1, \ldots, X_n, Y_1, \ldots, Y_n\}) \subseteq \text{span}\{X_1, \ldots, X_n, Y_1, \ldots, Y_n\}.$$

**Observation 3.1.5.** Remembering Notation [1.2.13] the pushforward $f_*$ can be expressed in terms of the basis given by $\{W_1, \ldots, W_{2n+1}\}$, where one can think of them as vectors: $W_j = e_j^T$ ($e_j$ the vector with value 1 at position $j$ and zero elsewhere). Then the general pushforward matrix looks like

$$f_* = \begin{pmatrix}
\langle dw_1, f_* W_1 \rangle & \ldots & \langle dw_1, f_* W_{2n+1} \rangle \\
\vdots & \ddots & \vdots \\
\langle dw_{2n+1}, f_* W_1 \rangle & \ldots & \langle dw_{2n+1}, f_* W_{2n+1} \rangle
\end{pmatrix}.$$

If the function $f$ is also contact, then by definition we have

$$f_* = \begin{pmatrix}
\langle dw_1, f_* W_1 \rangle & \ldots & \langle dw_1, f_* W_{2n} \rangle & \langle dw_1, f_* W_{2n+1} \rangle \\
\langle dw_2, f_* W_1 \rangle & \ldots & \langle dw_2, f_* W_{2n} \rangle & \langle dw_2, f_* W_{2n+1} \rangle \\
\vdots & \ddots & \ddots & \vdots \\
\langle dw_{2n}, f_* W_1 \rangle & \ldots & \langle dw_{2n}, f_* W_{2n} \rangle & \langle dw_{2n}, f_* W_{2n+1} \rangle \\
0 & \ldots & 0 & \langle dw_{2n+1}, f_* W_{2n+1} \rangle
\end{pmatrix}.$$

By definition of pullback, the pullback matrix is the transpose of the pushforward matrix, so

$$f^* = (f_*)^T = \begin{pmatrix}
\langle dw_1, f_* W_1 \rangle & \ldots & \langle dw_2, f_* W_{2n} \rangle & 0 \\
\langle dw_1, f_* W_{2n+1} \rangle & \langle dw_2, f_* W_{2n+1} \rangle & \langle dw_2, f_* W_{2n+1} \rangle
\end{pmatrix}.$$
3.2 Commutation of Pullback and Rumin Complex in $\mathbb{H}^n$

This shows that an equivalent condition for contactness is to ask

$$f^* \theta = \lambda_f \theta, \quad \text{with} \quad \lambda_f = \langle f^* \theta, T \rangle.$$

**Observation 3.1.6** (See proposition 6 in [13]). If $f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n$ is a P-differentiable function from $\mathbb{H}^n$ to $\mathbb{H}^n$ as in the Definition 1.2.20 then $f$ is a contact map.

**Example 3.1.7.** The anisotropic dilation $\delta_r(\bar{x}, \bar{y}, t) = (r\bar{x}, r\bar{y}, r^2t)$, $(\bar{x}, \bar{y}, t) \in \mathbb{H}^n$, is a contact map. This will be shown later in Example 3.3.6.

**Observation 3.1.8** (Section 2.B [14]). Note that, if $f$ is a contact map and $\lambda_f = \langle f^* \theta, T \rangle$, then

$$f^* d\theta = d(f^* \theta) = d(\lambda_f \theta) = d\lambda_f \wedge \theta + \lambda_f d\theta,$$

where $d$ is the (full) exterior Riemannian derivative.

**Observation 3.1.9** (Section 2.B [14]). Note that, if $f$ is a contact map, $\lambda_f = \langle f^* \theta, T \rangle$ and $v_1, v_2 \in \text{span}\{X_1, \ldots, X_n, Y_1, \ldots, Y_n\}$, then

$$\langle d\theta |_{f^*} (v_1 \wedge v_2) \rangle = \lambda_f \langle d\theta |_{v_1 \wedge v_2} \rangle.$$

**Proof.** By the definition of pullback and Observation 3.1.9 we have

$$\langle d\theta |_{f^*} (v_1 \wedge v_2) \rangle = \langle f^* d\theta |_{v_1 \wedge v_2} \rangle$$

$$= \langle d\lambda_f \wedge \theta |_{v_1 \wedge v_2} \rangle + \langle \lambda_f d\theta |_{v_1 \wedge v_2} \rangle = \lambda_f \langle d\theta |_{v_1 \wedge v_2} \rangle.$$

\]

3.2 Commutation of Pullback and Rumin Complex in $\mathbb{H}^n$

We consider a contact map $f$ on $\mathbb{H}^n$. We know that $f^*$ commutes with the exterior derivative $d$ and here we show that the commutation holds also for the differentials in the Rumin complex.

Recall from Definitions 2.1.2 and 2.1.12 that the Rumin complex is given by

$$0 \to \mathbb{R} \to C^\infty \xrightarrow{d_Q} \Omega^1 \xrightarrow{T} \ldots \xrightarrow{d_Q} \Omega^n \xrightarrow{T} D \ldots \xrightarrow{d_Q} f^{n+1} \xrightarrow{T} 0,$$

where, for $k < n$, $d_Q([\alpha]_\mu) := [d\alpha]_\mu$, while, for $k \geq n + 1$, $d_Q := d_{jk}$. For $k = n$, $D$ was the second order differential operator uniquely defined as $D([\alpha]_\mu) = d \left( (\alpha + L^{-1} (-d(\alpha)^{\lambda, n+1, b_1}_{\lambda, n+1, b_1}) \wedge \theta) \right)$.
Theorem 3.2.1. A smooth contact map \( f : \mathbb{H}^n \to \mathbb{H}^n \) satisfies
\[
f^* d_Q = d_Q f^* \quad \text{for } k \neq n,
\]
and
\[
f^* D = D f^* \quad \text{for } k = n.
\]
Namely, the pullback by a contact map \( f \) commutes with the operators of the Rumin complex.

To the best of my knowledge, this result does not appear in the literature, but the main steps were explained to me by Bruno Franchi in September 2017. We present here a complete proof.

A computationally more explicit proof of this statement is available in Appendix D.

Before starting the proof of Theorem 3.2.1, some lemmas and definitions are necessary.

Lemma 3.2.2. Consider a smooth contact map \( f : \mathbb{H}^n \to \mathbb{H}^n \) and write \( t^\gamma \wedge ^\theta u \mapsto t^\gamma \wedge ^\theta u \). Then
\[
f^* pt^\gamma \wedge ^\theta u \equiv t^\gamma \wedge ^\theta u \quad \text{and} \quad f^* p_I^k \equiv I^k \quad k = 1, \ldots, n.
\]

Proof. First notice, from Definition 3.1.4 and Observation 3.1.8 that
\[
f^* \theta = \lambda_f \theta \quad \text{and} \quad f^* d \theta = d \lambda_f \wedge \theta + \lambda_f d \theta.
\]

Then one has
\[
f^* (\alpha \wedge \theta) = f^* \alpha \wedge f^* \theta = \lambda_f f^* \alpha \wedge \theta \in \{ \gamma \wedge \theta \}.
\]

This means \( f^* (\{ \gamma \wedge \theta \}) \equiv \{ \gamma \wedge \theta \} \). Furthermore
\[
f^* (\alpha \wedge \theta + \beta \wedge d \theta) = f^* \alpha \wedge f^* \theta + f^* \beta \wedge f^* d \theta
\]
\[
= \lambda_f f^* \alpha \wedge \theta + f^* \beta \wedge (d \lambda_f \wedge \theta + \lambda_f d \theta)
\]
\[
= (\lambda_f f^* \alpha + f^* \beta \wedge d \lambda_f) \wedge \theta + \lambda_f f^* \beta \wedge d \theta \in I^k
\]
for \( \alpha \in \Omega^{k-1} \) and \( \beta \in \Omega^{k-2} \). This means that \( f^* (I^k) \equiv I^k \).

Definition 3.2.3. Recall the equivalence class in Notation 2.1.8
\[
\Omega^k_{\{ \gamma \wedge \theta \}} \cong \{ \beta \in \Omega^k ; \beta = 0 \text{ or } \beta \wedge \theta \neq 0 \} = \wedge^k \mathfrak{h}_1 \text{ where } [\alpha]_{\{ \gamma \wedge \theta \}} \text{ is an element in}
\]
this equivalence class. Then consider a smooth contact map \( f : \mathbb{H}^n \to \mathbb{H}^n \). We define a pullback on such equivalence class as

\[
f^* : \frac{\Omega^k}{\{\gamma \wedge \theta\}} \to \frac{\Omega^k}{\{\gamma \wedge \theta\}},
\]

where

\[
f^*([\alpha]_{\{\gamma \wedge \theta\}}) := \left[ f^* (\alpha) \right]_{\{\gamma \wedge \theta\}}, \quad [\alpha]_{\{\gamma \wedge \theta\}} \in \frac{\Omega^k}{\{\gamma \wedge \theta\}}.
\]

This definition is well posed, as follows from the following lemma.

**Lemma 3.2.4.** Consider a smooth contact map \( f : \mathbb{H}^n \to \mathbb{H}^n \) and \( \{\gamma \wedge \theta\} = \{\gamma \wedge \theta; \gamma \in \Omega^{k-1}\} \). Then we have

\[
[\alpha]_{\{\gamma \wedge \theta\}} = [\beta]_{\{\gamma \wedge \theta\}} \Rightarrow f^*([\alpha]_{\{\gamma \wedge \theta\}}) = f^*([\beta]_{\{\gamma \wedge \theta\}}).
\]

**Proof.** By definition of equivalence class we have that \([\alpha]_{\{\gamma \wedge \theta\}} = [\beta]_{\{\gamma \wedge \theta\}}\) means

\[
\beta - \alpha \in \{\gamma \wedge \theta\},
\]

which, by Lemma 3.2.2 implies

\[
f^* \beta - f^* \alpha = f^* (\beta - \alpha) \in \{\gamma \wedge \theta\},
\]

which, again by definition, means

\[
[f^* (\alpha)]_{\{\gamma \wedge \theta\}} = [f^* (\beta)]_{\{\gamma \wedge \theta\}}.
\]

The claim follows by the definition of pushforward in this equivalence class.

**Definition 3.2.5.** Consider another equivalence class as given in Observation 2.1.9

\[
\frac{\Omega^k}{\{\gamma \wedge \theta\}} = \frac{\Omega^k}{\{\beta \wedge \delta\}}
\]

and consider a smooth contact map \( f : \mathbb{H}^n \to \mathbb{H}^n \). Again there is a pushforward defined as

\[
f^* : \frac{\Omega^k}{I^k} \to \frac{\Omega^k}{I^k},
\]

where

\[
f^* ([\alpha]_{I^k}) := [f^* (\alpha)]_{I^k}, \quad [\alpha]_{I^k} \in \frac{\Omega^k}{I^k}.
\]

Also this definition is well posed, as shown in the lemma below.
Lemma 3.2.6. Consider a smooth contact map $f : \mathbb{H}^n \to \mathbb{H}^n$. Then we have

$$[\alpha]_{f^*} = [\beta]_{f^*} \Rightarrow [f^*(\alpha)]_{f^*} = [f^*(\beta)]_{f^*}.$$ 

Proof. By definition $[\alpha]_{f^*} = [\beta]_{f^*}$ means

$$\beta - \alpha \in I^k,$$

which implies, by Lemma 3.2.2

$$f^*\beta - f^*\alpha = f^*(\beta - \alpha) \in I^k.$$ 

So

$$[f^*(\alpha)]_{f^*} = [f^*(\beta)]_{f^*}.$$

☐

After all these lemmas about lower order object in the Rumin complex, we show here one on higher order spaces.

Lemma 3.2.7. Consider a smooth contact map $f : \mathbb{H}^n \to \mathbb{H}^n$. Then

$$f^*(J^k) \subseteq J^k.$$ 

Proof. By definition of $J^k$, $\alpha \in J^k$ means

$$\theta \wedge \alpha = 0 \text{ and } d\theta \wedge \alpha = 0.$$ 

Then

$$0 = f^*(\theta \wedge \alpha) = f^*\theta \wedge f^*\alpha = \lambda_f \theta \wedge f^*\alpha,$$

which implies

$$\theta \wedge f^*\alpha = 0.$$ 

Moreover,

$$0 = f^*(d\theta \wedge \alpha) = f^*(d\theta) \wedge f^*\alpha = d(\lambda_f \theta) \wedge f^*\alpha$$

$$= (d\lambda_f \wedge \theta) \wedge f^*\alpha + \lambda_f d\theta \wedge f^*\alpha.$$ 

Since $\theta \wedge f^*\alpha = 0$, we get that

$$d\theta \wedge f^*\alpha = 0.$$ 

And, finally,

$$\theta \wedge f^*\alpha = 0 \text{ and } d\theta \wedge f^*\alpha = 0, \text{ i.e. } f^*\alpha \in J^k.$$ 

☐
At last, we will prove a lemma regarding the case $k = n$. After this we are finally ready to prove the main theorem.

**Lemma 3.2.8.** Consider a smooth contact map $f : \mathbb{H}^n \to \mathbb{H}^n$. We know that, by Lemma 2.1.10, every form $[\alpha]_{(\gamma \wedge \theta)} \in \Omega^n_{(\gamma \wedge \theta)}$ has a unique lifting $\tilde{\alpha} \in \Omega^n$ so that $d\tilde{\alpha} \in \mathbb{H}^{n+1}$. Then we have

\[ \tilde{f}^*\alpha = f^*\alpha. \]

**Proof.** Now we only have to prove the claim that $\tilde{f}^*\alpha = f^*\alpha$.

Following the proof of Lemma 2.1.10, one knows that there exists a unique $\beta \in \wedge^{n-1} \mathbb{H}_1$ so that

\[ \tilde{\alpha} = \alpha + \beta \wedge \theta, \]

and such $\beta$ is the only one for which the following condition is satisfied:

\[ \theta \wedge (d\alpha + (-1)^{\beta} L(\beta)) = 0. \]

Thus one has that

\[ f^*\tilde{\alpha} = f^*\alpha + f^*(\beta \wedge \theta) = f^*\alpha + \lambda_f f^*\beta \wedge \theta. \]

On the other hand, one can repeat the lifting process for $f^*\alpha \in \Omega^n_{(\gamma \wedge \theta)} \cong \wedge^n \mathbb{H}_1$ (the congruence tells that if $\alpha$ belongs to $\Omega^n_{(\gamma \wedge \theta)}$, so does $f^*$). Then there exists a unique $\gamma$ so that

\[ \tilde{f}^*\alpha = f^*\alpha + \gamma \wedge \theta, \]

where, as before, such $\gamma$ is the only one which satisfies

\[ \theta \wedge (df^*\alpha + (-1)^{\gamma} L(\gamma)) = 0. \] \hfill (3.1)

To prove the claim one needs to show that $\gamma = \lambda_f f^*\beta$. We can substitute $\lambda_f f^*\beta$ in place of $\gamma$ in the condition (3.1) and, by uniqueness, it is enough to show that

\[ \theta \wedge (df^*\alpha + (-1)^{\lambda_f f^*\beta} L(\lambda_f f^*\beta)) = 0. \] \hfill (3.2)

Indeed

\[ df^*\alpha = f^*(d\alpha) = f^*[d\alpha + L((-1)^{\beta} \beta) - L((-1)^{\beta} \beta)] = f^*[d\alpha + L((-1)^{\beta} \beta)] - f^*[L((-1)^{\beta} \beta)]. \]
Then
\[ \theta \wedge df^* \alpha = \theta \wedge f^* \left( d \alpha + L \left( (-1)^{|\beta|} \beta \right) \right) - \theta \wedge f^* \left( L \left( (1)^{|\beta|} \beta \right) \right) \]
\[ \quad = \lambda_f^{-1} f^* \left( \theta \wedge \left( d \alpha + (1)^{|\beta|} L (\beta) \right) \right) - (1)^{|\beta|} \theta \wedge f^* (L(\beta)). \]

Since \( \theta \wedge \left( d \alpha + (-1)^{|\beta|} L (\beta) \right) = 0 \), we get
\[ \theta \wedge df^* \alpha = -(-1)^{|\beta|} \theta \wedge f^* (L(\beta)) = -(-1)^{|\beta|} \theta \wedge f^* (d\theta \wedge \beta) \]
\[ = -(-1)^{|\beta|} \theta \wedge f^* d\theta \wedge f^* \beta = -(-1)^{|\beta|} \theta \wedge \lambda_f d\theta \wedge f^* \beta \]
\[ = -(-1)^{|\beta|} \lambda_f \theta \wedge d\theta \wedge f^* \beta, \]

where, in the second to last equality, we used that \( f^* d\theta = df^* \theta = d(\lambda_f \theta) = d\lambda_f \theta + \lambda_f d\theta \).

On the other hand, since \( |\lambda_f f^* \beta| = |\beta| \),
\[ \theta \wedge \left( (-1)^{|\lambda_f f^* \beta|} L(\lambda_f f^* \beta) \right) = (-1)^{|\beta|} \theta \wedge \left( L(\lambda_f f^* \beta) \right) \]
\[ = (-1)^{|\beta|} \theta \wedge (d\theta \wedge \lambda_f f^* \beta) \]
\[ = (-1)^{|\beta|} \lambda_f \theta \wedge d\theta \wedge f^* \beta. \]

This shows that equation (3.2) holds and thus ends the proof. \( \square \)

**Proof of Theorem 3.2.1** As the definition of Rumin complex is done by cases, we will also divide this proof by cases. As one may expect, the case \( k = n \) is the one that requires more work.

**First case:** \( k \geq n + 1 \).
If \( k \geq n + 1 \), then \( d_Q = d_{jk} \) and we need to consider a differential form \( \alpha \in \mathcal{J}^k \). The we have
\[ d_Q \alpha = d\alpha \text{ on } \mathcal{J}^k. \]

So, since also \( f^* (\alpha) \in \mathcal{J}^k \), we can already conclude that
\[ f^* (d_Q \alpha) = f^* (d\alpha) = f^* (\alpha) = d_Q f^* (\alpha). \]

**Second case:** \( k < n \).
For \( k < n \), the definition says \( d_Q ([\alpha]_k) = [d\alpha]_k \) for any \( \alpha \in \Omega^k \). Then, by Definition 3.2.5 of \( f^* \),
\[ f^* d_Q ([\alpha]_k) = f^* ([d\alpha]_k) = [f^* d\alpha]_k = [df^* \alpha]_k = d_Q [f^* \alpha]_k = d_Q f^* ([\alpha]_k). \]
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Third and last case: \( k = n \).
We know that, by Lemma 2.1.10, every form \([\alpha]_{\gamma \wedge \theta} \in \Omega^n_{\gamma \wedge \theta}\) has a unique lifting \( \tilde{\alpha} \in \Omega^n \) so that \( d\tilde{\alpha} \in J^{n+1} \). Given this existence and unicity, we can now define the following operator:

\[
\tilde{D} : \frac{\Omega^n}{\{\gamma \wedge \theta\}} \to J^{n+1},
\]

\[
\tilde{D} ([\alpha]_{\gamma \wedge \theta}) := d\tilde{\alpha}.
\]

By Lemma 3.2.8 we know that \( \tilde{f}^*\alpha = f^*\tilde{\alpha} \) holds. Then

\[
\tilde{D} f^*\alpha = \tilde{D} f^* [\alpha]_{\gamma \wedge \theta} = d\left( \tilde{f}^*\alpha \right) = d (f^*\alpha) = f^* d\alpha = f^* \tilde{D} ( [\alpha]_{\gamma \wedge \theta} ) .
\]

In Definition 2.1.12, we posed the second-order differential operator \( D \) to be

\[
D ([\alpha]_{\gamma \wedge \theta}) = D ( [\alpha] ) = \tilde{D} ( [\alpha]_{\gamma \wedge \theta} ) .
\]

Then, since \( D [\alpha]_{\gamma \wedge \theta} \in J^{n+1} \) and using the definitions of \( D \) and \( f^* \), as well as the fact that \( f^* \tilde{D} = \tilde{D} f^* \), we get

\[
f^* D [\alpha]_{\gamma \wedge \theta} = f^* \tilde{D} ( [\alpha]_{\gamma \wedge \theta} ) = \tilde{D} f^* ( [\alpha]_{\gamma \wedge \theta} ) = \tilde{D} ( f^* [\alpha]_{\gamma \wedge \theta} ) \\
= D ( f^* [\alpha]_{\gamma \wedge \theta} ) = D f^* [\alpha] .
\]

This concludes the proof. \( \square \)

3.3 Derivative of Compositions, Pushforward and Pullback

In this section we start by writing the derivatives of composition of functions. After that we will move to writing explicitly the pushforward and pullback by such functions, in different situations. Unfortunately, if we ask only regularity but no contact properties, the calculation becomes quite heavy and, since its meaning is relative (as contactness is a natural assumption), we will not push this case after the first derivatives. One can see section 1.D in [14] as a reference.

3.3.1 General Maps

First we introduce the following notation:
Notation 3.3.1. Remember Notation [1.2,13] and let \( j = 1, \ldots, 2n \). Define
\[
\tilde{w}_j := \begin{cases} 
  w_{n+j}, & j = 1, \ldots, n, \\
  -w_{j-n}, & j = n + 1, \ldots, 2n.
\end{cases}
\]
Then we have that
\[
W_j = \partial w_j - \frac{1}{2} \tilde{w}_j \partial_t, \quad j = 1, \ldots, 2n.
\]

Notation 3.3.2. Let \( f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n \), \( U \) open, \( f = (f^1, \ldots, f^{2n+1}) \in C^1(\mathbb{H}^n, \mathbb{R})^{2n+1} \). Denote
\[
\mathcal{A}(j, f) := W_j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{w}_l(f) W_j f^l, \quad j = 1, \ldots, 2n + 1.
\]

Lemma 3.3.3. Consider a map \( f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n \), \( U \) open, \( f = (f^1, \ldots, f^{2n+1}) \in C^1(\mathbb{H}^n, \mathbb{R})^{2n+1} \) and \( g : \mathbb{H}^n \to \mathbb{R} \), \( g \in C^1(\mathbb{H}^n, \mathbb{R}) \). Then
\[
W_j(f \circ g) = \sum_{l=1}^{2n} (W_l g) f W_j f^l + (T g)_f (W_j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{w}_l(f) W_j f^l)
\]
\[
= (\nabla \llbracket g \rrbracket)_f \cdot (W_j f^1, \ldots, W_j f^{2n}) + (T g)_f \mathcal{A}(j, f),
\]
for \( j = 1, \ldots, 2n + 1 \). In particular, if \( n = 1 \),
\[
\begin{cases}
  X(g \circ f) = (X g)_f X f^1 + (Y g)_f X f^2 + (T g)_f (X f^3 + \frac{1}{2} (f^2 X f^1 - f^1 X f^2)), \\
  Y(g \circ f) = (X g)_f Y f^1 + (Y g)_f Y f^2 + (T g)_f (Y f^3 + \frac{1}{2} (f^2 Y f^1 - f^1 Y f^2)), \\
  T(g \circ f) = (X g)_f T f^1 + (Y g)_f T f^2 + (T g)_f (T f^3 + \frac{1}{2} (f^2 T f^1 - f^1 T f^2)).
\end{cases}
\]

Note that, with our regularity hypotheses, we are not ready to use the equality \( T = [W_j, W_{n+j}] \), as the double derivative is not well-defined yet. We will do this later when considering contact maps.

Proof of Lemma 3.3.3
\[
W_j(g \circ f) = \left( \partial w_j - \frac{1}{2} \tilde{w}_j \partial_t \right) (g \circ f)
\]
\[
= \sum_{l=1}^{2n+1} (\partial w_l g)_f \partial w_j f^l - \frac{1}{2} \tilde{w}_j \sum_{l=1}^{2n+1} (\partial w_l g)_f \partial_t f^l
\]
\[
= \sum_{l=1}^{2n+1} \left( \partial w_j f^l - \frac{1}{2} \tilde{w}_j \partial_t f^l \right) (\partial w_l g)_f = \sum_{l=1}^{2n+1} W_j f^l (\partial w_l g)_f
\]
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\[
= \sum_{l=1}^{2n} W_j f^l \left( W_l g + \frac{1}{2} \bar{w}_l T g \right) + W_j f^{2n+1} (T g)_f
\]
\[
= \sum_{l=1}^{2n} (W_l g) f W_j f^l + (T g)_f \left( W_j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \bar{w}_l (f) W_j f^l \right),
\]
for \( j = 1, \ldots, 2n \). In the case of \( j = 2n + 1 \),
\[
T(g \circ f) = \tilde{c}_l (g \circ f) = \sum_{l=1}^{2n+1} (\tilde{c}_l g) f \tilde{c}_l f^l
\]
\[
= \sum_{l=1}^{2n} \left( W_l g + \frac{1}{2} \bar{w}_l T g \right) f T f^{2n+1} + (T g)_f \left( T f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \bar{w}_l (f) T f^l \right).
\]

**Proposition 3.3.4.** Let \( f : U \subseteq \mathbb{R}^n \rightarrow \mathbb{R}^n \) be open, \( f = (f^1, \ldots, f^{2n+1}) \in C^1(\mathbb{R}^n, \mathbb{R})^{2n+1} \). Then
\[
f_* W_j = \sum_{l=1}^{2n+1} \langle dw_l, f_* W_j \rangle W_l
\]
\[
= \sum_{l=1}^{2n} W_j f^l W_l + \left( W_j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \bar{w}_l (f) W_j f^l \right) T \tag{3.4}
\]
\[
= \sum_{l=1}^{2n} W_j f^l W_l + A(j, f) T,
\]
for \( j = 1, \ldots, 2n + 1 \). In particular, if \( n = 1 \),
\[
f_* X = \langle dx, f_* X \rangle X + \langle dy, f_* X \rangle Y + \langle \theta, f_* X \rangle T
\]
\[
= X f^1 X + X f^2 Y + \left( X f^3 + \frac{1}{2} (f^2 X f^1 - f^1 X f^2) \right) T, \tag{3.5}
\]
\[
f_* Y = \langle dx, f_* Y \rangle X + \langle dy, f_* Y \rangle Y + \langle \theta, f_* Y \rangle T
\]
\[
= Y f^1 X + Y f^2 Y + \left( Y f^3 + \frac{1}{2} (f^2 Y f^1 - f^1 Y f^2) \right) T, \tag{3.6}
\]
\[
f_* T = \langle dx, f_* T \rangle X + \langle dy, f_* T \rangle Y + \langle \theta, f_* T \rangle T
\]
\[
= T f^1 X + T f^2 Y + \left( T f^3 + \frac{1}{2} (f^2 T f^1 - f^1 T f^2) \right) T. \tag{3.7}
\]
Proof. The proof follows immediately from Lemma 3.3.3 remembering that \((f_* W_j) h = W_j (h \circ f)\). Otherwise one can make the computation directly as following exactly the same strategy as in Lemma 3.3.3:

\[
 f_* W_j = f_* \left( \partial_{w_j} - \frac{1}{2} \tilde{w}_j \partial_t \right) \\
 = \sum_{l=1}^{2n+1} \partial_{w_j} f^l \partial_{w_l} - \frac{1}{2} \tilde{w}_j \sum_{l=1}^{2n+1} \partial_t f^l \partial_{w_l} \\
 = \sum_{l=1}^{2n+1} \left( \partial_{w_j} f^l - \frac{1}{2} \tilde{w}_j \partial_t f^l \right) \partial_{w_l} = \sum_{l=1}^{2n+1} W_j f^l \partial_{w_l} \\
 = \sum_{l=1}^{2n} W_j f^l \left( W_l + \frac{1}{2} \tilde{w}_l T \right) + W_j f^{2n+1} T \\
 = \sum_{l=1}^{2n} W_j f^l W_l + \left( W_j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{w}_l W_j f^l \right) T,
\]

for \(j = 1, \ldots, 2n\). Similarly for \(f_* T\). \(\square\)

3.3.2 Contact Maps

Remark 3.3.5. Recall that the Definition 3.1.4 of contact map says that

\[
 \langle \theta, f_* W_j \rangle = 0, \quad j = 1, \ldots, 2n.
\]

Proposition 3.3.4 shows clearly that this is the same as asking

\[
 A(j, f) = W_j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{w}_l(f) W_j f^l = 0, \quad j = 1, \ldots, 2n.
\]

Example 3.3.6. In Example 3.1.7 we promised to prove that the anisotropic dilation

\[
 \delta_r(w_1, \ldots, w_{2n}, w_{2n+1}) = (rw_1, \ldots, rw_{2n}, r^2 w_{2n+1})
\]

is a contact map. In other words, we have to show that \(A(j, \delta_r)(w) = 0\) for \(j = 1, \ldots, 2n\). Indeed

\[
 A(j, \delta_r)(w) = W_j \delta_r^{2n+1}(w) + \frac{1}{2} \sum_{l=1}^{2n} [\tilde{w}_l(\delta_r)](w) W_j \delta_r^l(w) \\
 = \left( \partial_{w_j} - \frac{1}{2} \tilde{w}_j \partial_{w_{2n+1}} \right) (r^2 w_{2n+1}) + \frac{1}{2} \sum_{l=1}^{2n} \tilde{w}_l(rw) \left( \partial_{w_j} - \frac{1}{2} \tilde{w}_j \partial_{w_{2n+1}} \right) (rw_l)
\]
In particular, for $A^\lambda$\\n
\[ A(2n + 1, \delta_r)(w) = W_{2n+1} \delta_r^{2n+1}(w) + \frac{1}{2} \sum_{l=1}^{2n} \left[ \tilde{W}_l(\delta_r) \right](w) W_{2n+1} \delta_r^l(w) \]

\[ = (\tilde{\epsilon}_{w_{2n+1}})(r^2 w_{2n+1}) + \frac{1}{2} \sum_{l=1}^{2n} \tilde{W}_l(rw)(\tilde{\epsilon}_{w_{2n+1}})(rw) = r^2 \neq 0. \]

**Notation 3.3.7.** Let $f : U \subseteq \mathbb{R}^n \to \mathbb{R}^n$, $U$ open, $f = (f^1, \ldots, f^{2n+1}) \in \left[ C^2_\mathbb{R}(\mathbb{R}^n, \mathbb{R}) \right]^{2n+1}$.

Denote

\[ \lambda(j, f) := \sum_{l=1}^{n} \left( W_j f^l W_n + j f^{n+l} - W_n + j f^l W_j f^{n+l} \right), \quad j = 1, \ldots, n. \]

**Lemma 3.3.8.** Let $f : U \subseteq \mathbb{R}^n \to \mathbb{R}^n$, $U$ open, be a contact map, $f = (f^1, \ldots, f^{2n+1}) \in \left[ C^2_\mathbb{R}(\mathbb{R}^n, \mathbb{R}) \right]^{2n+1}$. Then, for $j = 1, \ldots, n$,

\[ A(2n + 1, f) = T f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{W}_l(f) T f^l = \sum_{l=1}^{n} \left( W_j f^l W_n + j f^{n+l} - W_n + j f^l W_j f^{n+l} \right) = \lambda(j, f). \]

In particular, for $n = 1$, one has $j = 1$ and

\[ A(3, f) = T f^3 + \frac{1}{2} \left( f^2 T f^1 - f^1 T f^2 \right) = (X f^1 Y f^2 - Y f^1 X f^2) = \lambda(1, f). \]

**Proof.**

\[ A(2n + 1, f) = T f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{W}_l(f) T f^l = \]

\[ = (W_j W_n + j - W_n + j W_j) f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{W}_l(f) (W_j W_n + j - W_n + j W_j) f^l \]

\[ = W_j W_n + j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{W}_l(f) W_j W_n + j f^l - W_n + j W_j f^{2n+1} - \frac{1}{2} \sum_{l=1}^{2n} \tilde{W}_l(f) W_n + j W_j f^l \]

\[ = W_j \left( W_n + j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{W}_l(f) W_n + j f^l \right) - \frac{1}{2} \sum_{l=1}^{2n} W_j \tilde{W}_l(f) W_n + j f^l \]

\[ - W_n + j \left( W_j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{W}_l(f) W_j f^l \right) + \frac{1}{2} \sum_{l=1}^{2n} W_n + j \tilde{W}_l(f) W_j f^l \]
\[ W_j (A(n + j, f)) = \frac{1}{2} \sum_{l=1}^{2n} W_j \bar{\omega}_l(f) W_{n+j} f^l - W_{n+j} (A(j, f)) + \frac{1}{2} \sum_{l=1}^{2n} W_{n+j} \bar{\omega}_l(f) W_j f^l \]

\[ = -\frac{1}{2} \sum_{l=1}^{2n} W_j \bar{\omega}_l(f) W_{n+j} f^l + \frac{1}{2} \sum_{l=1}^{2n} W_{n+j} \bar{\omega}_l(f) W_j f^l \]

\[ = -\frac{1}{2} \sum_{l=1}^{n} \left( W_j f^{n+l} W_{n+j} f^l - W_{n+j} f^l W_j f^{n+l} \right) + \frac{1}{2} \sum_{l=1}^{n} \left( W_{n+j} f^{n+l} W_j f^l - W_{n+j} f^l W_j f^{n+l} \right) \]

\[ = \sum_{l=1}^{n} \left( W_j f^l W_{n+j} f^{n+l} - W_{n+j} f^l W_j f^{n+l} \right) = \lambda (j, f). \]

The lemma shows clearly that \( \lambda (j, f) \) does not actually depend on \( j \), so from this point we can write \( \lambda (f) = \lambda (j, f) \).

**Lemma 3.3.9.** Consider a contact map \( f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n \), \( U \) open, \( f = (f^1, \ldots, f^{2n+1}) \in \left[ C^1(\mathbb{H}^n, \mathbb{R}) \right]^{2n+1} \) and a map \( g : \mathbb{H}^n \to \mathbb{R}, \ g \in C^1(\mathbb{H}^n, \mathbb{R}) \). Then, given the definition of contactness, it follows immediately from Lemma 3.3.3 that

\[ W_j (g \circ f) = \sum_{l=1}^{2n} (W_l g)_j W_j f^l \]

\[ = (\nabla_{\mathbb{H}} g)_j : (W_j f^1, \ldots, W_j f^{2n}). \tag{3.8} \]

If \( n = 1 \), they become

\[ \begin{align*}
X (g \circ f) &= (X g)_j X f^1 + (Y g)_j X f^2, \\
Y (g \circ f) &= (X g)_j Y f^1 + (Y g)_j Y f^2.
\end{align*} \]

**Lemma 3.3.10.** Consider a contact map \( f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n \), \( U \) open, \( f = (f^1, \ldots, f^{2n+1}) \in \left[ C^1(\mathbb{H}^n, \mathbb{R}) \right]^{2n+1} \) and a map \( g : \mathbb{H}^n \to \mathbb{R}, \ g \in C^1(\mathbb{H}^n, \mathbb{R}) \). Then

\[ \nabla_{\mathbb{H}} (g \circ f) = f^T_\ast (\nabla_{\mathbb{H}} g)_f. \tag{3.9} \]

**Proof.** Consider a horizontal vector \( V \) and compute the scalar product of the Heisenberg gradient of the composition (which is horizontal by definition) against such vector \( V \).

\[ \langle \nabla_{\mathbb{H}} (g \circ f), V \rangle_H = \langle d_Q (g \circ f) | V \rangle. \]
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Note that here we can substitute $d$ to $d_Q$ (and viceversa) because the last component of the differential does not play any role as the computation regards only horizontal objects. Formally we have

$$\langle d\phi|V\rangle = \sum_{j=1}^{n} (X_j\phi dx_j + Y_j\phi dy_j) + T\phi \theta \sum_{j=1}^{n} (V_jX_j + V_{n+j}Y_j)$$

$$= \sum_{j=1}^{n} (X_j\phi dx_j + Y_j\phi dy_j) \sum_{j=1}^{n} (V_jX_j + V_{n+j}Y_j)$$

$$= \langle d_Q\phi|V\rangle.$$ 

We can also repeat this below for $f_*V$ below, since $f_*V$ is still a horizontal vector field. Then

$$\langle \nabla_H (g \circ f), V \rangle_H = \langle d_Q (g \circ f)|V\rangle = \langle (g \circ f)'(V) \rangle = \langle d_g (f_*V) \rangle$$

$$= [(d_*f)(f_*V)] = \langle d_*f, f_*V \rangle = \langle (\nabla_H g)_f, f_*V \rangle = \langle f_*^T (\nabla_H g)_f, V \rangle_H.$$ 

Then, since $V$ is a general horizontal vector,

$$\nabla_H (g \circ f) = f_*^T (\nabla_H g)_f.$$ 

☐

Remark 3.3.11. Equation (3.9) can be rewritten as

$$\nabla_H (g \circ f) = (X_1g, \ldots, X_ng, Y_1g, \ldots, Y_ng)_f \cdot \left( \begin{array}{cccc}
X_1f^1 & \cdots & X_nf^1 & Y_1f^1 & \cdots & Y_nf^1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
X_1f^{2n} & \cdots & X_nf^{2n} & Y_1f^{2n} & \cdots & Y_nf^{2n}
\end{array} \right).$$

Next we show the double derivative of the composition of two functions. By Lemma 3.3.8 we will find our previous expression for $T$.

Lemma 3.3.12. Consider a contact map $f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n$, $U$ open, $f = (f^1, \ldots, f^{2n+1}) \in C^1([\mathbb{H}^n, \mathbb{R}])^{2n+1}$ and a map $g : \mathbb{H}^n \to \mathbb{R}$, $g \in C^2(\mathbb{H}^n, \mathbb{R})$. For $j, i \in \{1, \ldots, 2n\}$ one has:

$$W_jW_i(g \circ f) = \sum_{l=1}^{2n} \left[ \left( \sum_{h=1}^{2n} (W_hW_l)_f W_jf^h \right) W_if^l + (W_lg)_f W_jW_if^l \right],$$

(3.10)
\[ T(g \circ f) = \sum_{l=1}^{2n} (W_l g)_f T f^l + (T g) f \sum_{l=1}^{n} \left( W_h f^l W_{n+h} f^{n+l} - W_{n+h} f^l W_h f^{n+l} \right) \]
\[ = \sum_{l=1}^{2n} (W_l g)_f T f^l + (T g)_f \lambda(h, f). \] (3.11)

In case \( n = 1 \), one gets
\[ T(g \circ f) = X g T f^1 + Y g T f^2 + \lambda(1, f) T g, \] (3.12)
where \( \lambda(1, f) := X f^1 Y f^2 - Y f^1 X f^2. \)

**Proof.** Remember that
\[ W_j (g \circ f) = \sum_{l=1}^{2n} (W_l g)_j W_j f^l. \]

Then
\[ W_j W_l (g \circ f) = \sum_{l=1}^{2n} W_j \left( (W_l g \circ f) W_l f^l \right) \]
\[ = \sum_{l=1}^{2n} \left[ W_j (W_l g \circ f) W_l f^l + (W_l g)_j W_l f^l \right] \]
\[ = \sum_{l=1}^{2n} \left[ \sum_{h=1}^{2n} \left( (W_h W_l g)_j W_j f^h \right) W_j f^l + (W_l g)_j W_l f^l \right]. \]

\[ T(g \circ f) = (W_j W_{n+j} - W_{n+j} W_j) (g \circ f) \]
\[ = \sum_{l=1}^{2n} \left[ \left( \sum_{h=1}^{2n} (W_h W_l g)_j W_j f^h \right) W_{n+j} f^l + (W_l g)_j W_{n+j} f^l \right. \]
\[ - \left( \sum_{h=1}^{2n} (W_h W_l g)_j W_{n+j} f^h \right) W_j f^l - (W_l g)_j W_{n+j} W_j f^l \right], \]
\[ = \sum_{l=1}^{2n} \left[ \sum_{h=1}^{2n} (W_h W_l g)_j \left( W_j f^h W_{n+j} f^l - W_{n+j} f^h W_j f^l \right) + (W_l g)_j T f^l \right] \]
\[ = \sum_{l=1}^{2n} (W_l g)_f T f^l + \sum_{l,h=1}^{2n} (W_h W_l g)_f \left( W_j f^h W_{n+j} f^l - W_{n+j} f^h W_j f^l \right). \]
Note that every time that \( l = h \), the corresponding term is zero. Furthermore the term corresponding to a pair \((l, h)\) is the same as the one of the pair \((h, l)\) with a change of sign. Then we can rewrite as

\[
T(g \circ f) = \sum_{l=1}^{2n} (W_l g)_f T f^l + \sum_{l, h=1}^{2n} (W_h W_l g - W_l W_h g)_f \left( W_l f^h W_{n+h} f^l - W_{n+h} f^l W_l f^h \right).
\]

Then notice that all the terms in the second sum are zero apart from when \( h = n + l \). So we can finally write

\[
T(g \circ f) = \sum_{l=1}^{2n} (W_l g)_f T f^l + (T g) \sum_{l=1}^{n} \left( W_l f^l W_{n+l} f^{n+l} - W_{n+l} f^{n+l} W_l f^l \right).
\]

\[
\Box
\]

**Proposition 3.3.13.** Consider a contact map \( f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n \), \( U \) open, \( f = (f^1, \ldots, f^{2n+1}) \in C^1(\mathbb{H}^n, \mathbb{R})^{2n+1} \). Then the pushforward matrix can be written as

\[
f_* = \begin{pmatrix}
  W_1 f^1 & \cdots & W_{2n} f^1 & W_{2n+1} f^1 \\
  \vdots & \ddots & \vdots & \vdots \\
  W_1 f^{2n} & \cdots & W_{2n} f^{2n} & W_{2n+1} f^{2n} \\
  0 & \cdots & 0 & \lambda(h, f)
\end{pmatrix},
\]

with \( h \in \{1, \ldots, n\} \). This is the same as writing

\[
f_* W_j = \sum_{l=1}^{2n} \langle dw_l, f_* W_j \rangle W_l = \sum_{l=1}^{2n} W_l f^l W_l, \quad j = 1, \ldots, 2n, \quad (3.13)
\]

\[
f_* T = \sum_{l=1}^{2n+1} \langle dw_l, f_* T \rangle W_l
\]

\[
= \sum_{l=1}^{2n} T f^l W_l + \sum_{l=1}^{n} \left( W_h f^l W_{n+h} f^{n+l} - W_{n+h} f^l W_h f^{n+l} \right) T \quad (3.14)
\]

In particular, if \( n = 1 \), we have:

\[
f_* = \begin{pmatrix}
  X f^1 & Y f^1 & T f^1 \\
  X f^2 & Y f^2 & T f^2 \\
  0 & 0 & \lambda(1, f)
\end{pmatrix}, \quad \text{i.e.,} \quad \begin{cases}
  f_* X = X f^1 X + X f^2 Y, \\
  f_* Y = Y f^1 X + Y f^2 Y, \\
  f_* T = T f^1 X + T f^2 Y + \lambda(1, f) T.
\end{cases}
\]
Proof. The proof of equation (3.13) comes immediately from the definition of contactness. To prove equation (3.14), we can use Proposition 3.3.4 together with Lemma 3.3.8. Instead, if we want to show the proof directly, we just need to work exactly as in the proof of equation (3.11).

In the same way, since \( x^f \omega|_v = \omega|_{f^*_v} \), we have an equivalent proposition for the pullback.

**Proposition 3.3.14.** Consider a contact map \( f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n, U \) open, \( f = (f^1, \ldots, f^{2n+1}) \in \left[ C^1(\mathbb{H}^n, \mathbb{R}) \right]^{2n+1} \). Then

\[
\begin{pmatrix}
W_1 f^1 & \cdots & W_1 f^{2n} & 0 \\
\vdots & \ddots & \vdots & \vdots \\
W_{2n} f^1 & \cdots & W_{2n} f^{2n} & 0 \\
W_{2n+1} f^1 & \cdots & W_{2n+1} f^{2n} & \lambda(h, f)
\end{pmatrix}
\]

with \( h \in \{1, \ldots, n\} \). This is the same as writing

\[
f^* d\omega_j = \sum_{l=1}^{2n+1} \langle f^* d\omega_j, W_l \rangle d\omega_l = \sum_{l=1}^{2n+1} W_l f^j d\omega_l, \quad j = 1, \ldots, 2n,
\]

or equivalently, given equation (3.14),

\[
f^* \theta = \sum_{l=1}^{2n+1} \langle f^* \theta, W_l \rangle d\omega_l = \langle f^* \theta, T \rangle \theta = \lambda(h, f) \theta.
\]

In particular, if \( n = 1 \) we have:

\[
f^* = (f_*)^T = \begin{pmatrix}
X f^1 & X f^2 & 0 \\
Y f^1 & Y f^2 & 0 \\
T f^1 & T f^2 & \lambda(1, f)
\end{pmatrix}, \quad \text{i.e.,} \quad \begin{cases}
f^* dx = X f^1 dx + Y f^1 dy + T f^1 \theta,
\end{cases}
\]

\[
\begin{cases}
f^* dy = X f^2 dx + Y f^2 dy + T f^2 \theta,
\end{cases}
\]

\[
f^* \theta = \lambda(1, f) \theta.
\]

### 3.3.3 Contact Diffeomorphisms

**Lemma 3.3.15.** Let \( f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n, U \) open, be a contact diffeomorphism such that \( f = (f^1, \ldots, f^{2n+1}) \in \left[ C^1(\mathbb{H}^n, \mathbb{R}) \right]^{2n+1} \). Then

\[
f_* T = \text{span}\{T\},
\]

or equivalently, given equation (3.14),

\[
\langle dw_j, f_* T \rangle = T f^j = 0,
\]

for all \( j = 1, \ldots, 2n \). Furthermore, for a diffeomorphism \( f \) the matrix \( (f_*) \) must be invertible, so we get that \( \lambda(h, f) = T f^{2n+1} \neq 0 \), with \( h = 1, \ldots, n \).
Proof. Since $f$ is a diffeomorphism, it admits an inverse mapping and therefore the matrix $(f_*)$ must be invertible. In particular, this means that $\lambda(h, f) \neq 0$, with $h = 1, \ldots, n$.

Again since $f$ is a diffeomorphism, $f_* : h \mapsto h$ is a linear isomorphism. By contactness, we have that

$$f_*|_{h_1} : h_1 \to h_1,$$

which is still an isomorphism. Hence, since the Lie algebra divides as $h = h_1 \oplus h_2$, also

$$f_*|_{h_2} : h_2 \to h_2$$

is a linear isomorphism and the dimensions of domain and codomain must coincide and be 1. Then

$$f_*T \in \text{span}\{T\} = h_2.$$

\[\square\]

Observation 3.3.16. Let $f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n$, $U$ open, be a contact diffeomorphism such that $f = (f^1, \ldots, f^{2n+1}) \in \left[C^2_\mathbb{H}(\mathbb{H}^n, \mathbb{R})\right]^{2n+1}$. Lemma 3.3.8 then becomes

$$T f^{2n+1} = \sum_{l=1}^n \left(W_j f^l W_{n+j} f^{n+1} - W_{n+j} f^l W_j f^{n+1}\right) = \lambda(j, f)$$

$j = 1, \ldots, n$. Then Lemma 3.3.15 says that

$$\begin{cases}
\langle \theta, f_* W_j \rangle = 0, \\
\langle dw_j, f_* T \rangle = 0, \\
j = 1, \ldots, 2n,
\end{cases}$$

i.e.,

$$\begin{cases}
A(j, f) = W_j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{w}_l(f) W_j f^l = 0, \\
T f^j = 0, \\
j = 1, \ldots, 2n,
\end{cases}$$

Remark 3.3.17. Let $f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n$, $U$ open, be a contact diffeomorphism such that $f = (f^1, \ldots, f^{2n+1}) \in \left[C^2_\mathbb{H}(\mathbb{H}^n, \mathbb{R})\right]^{2n+1}$. Then equation (3.11) becomes

$$T(g \circ f) = (Tg)_T f^{2n+1}.$$

Proposition 3.3.18. Let $f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n$, $U$ open, be a contact diffeomorphism such that $f = (f^1, \ldots, f^{2n+1}) \in \left[C^2_\mathbb{H}(\mathbb{H}^n, \mathbb{R})\right]^{2n+1}$. Then

$$f_* = \begin{pmatrix}
W_1 f^1 & \ldots & W_{2n} f^1 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
W_1 f^{2n} & \ldots & W_{2n} f^{2n} & 0 \\
0 & \ldots & 0 & T f^{2n+1}
\end{pmatrix}.$$
This is the same as writing

\[ f_* W_j = \sum_{l=1}^{2n} \langle dw_l, f_* W_j \rangle W_l = \sum_{l=1}^{2n} W_l f^i W_l, \quad j = 1, \ldots, 2n, \quad (3.17) \]

\[ f_* T = \langle d\theta, f_* T \rangle T \]
\[ = \sum_{l=1}^{n} \left( W_h f^i W_{n+h} f^{n+l} - W_{n+h} f^i W_h f^{n+l} \right) T \]
\[ = T f^{2n+1} T. \quad (3.18) \]

In particular, if \( n = 1 \) we have:

\[ f_* = \begin{pmatrix} X f^1 & Y f^1 & 0 \\ X f^2 & Y f^2 & 0 \\ 0 & 0 & T f^3 \end{pmatrix}, \quad \text{i.e.,} \quad \begin{cases} f_* X = X f^1 X + X f^2 Y, \\ f_* Y = Y f^1 X + Y f^2 Y, \\ f_* T = T f^3 T, \end{cases} \]

with \( T f^3 = X f^1 Y f^2 - X f^2 Y f^1. \)

In the same way again,

**Proposition 3.3.19.** Let \( f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n, U \) open, be a contact diffeomorphism such that \( f = (f^1, \ldots, f^{2n+1}) \in \left[ C^2_\|H^n, \mathbb{R} \right]^{2n+1}. \) Then

\[ f_* = (f_*)^T = \begin{pmatrix} W_1 f^1 & \cdots & W_1 f^{2n} & 0 \\ \vdots & \ddots & \vdots & \vdots \\ W_{2n} f^1 & \cdots & W_{2n} f^{2n} & 0 \\ 0 & \cdots & 0 & T f^{2n+1} \end{pmatrix}. \]

This is the same as writing

\[ f_* dw_j = \sum_{l=1}^{2n+1} \langle f_* dw_j, W_l \rangle dw_l = \sum_{l=1}^{2n+1} W_l f^j dw_l, \quad j = 1, \ldots, 2n, \quad (3.19) \]

\[ f_* \theta = \sum_{l=1}^{2n+1} \langle f_* \theta, W_l \rangle dw_l = \langle f_* \theta, T \rangle \theta = \lambda (h, f) \theta. \quad (3.20) \]

In particular, if \( n = 1 \) we have:

\[ f_* = (f_*)^T = \begin{pmatrix} X f^1 & X f^2 & 0 \\ Y f^1 & Y f^2 & 0 \\ 0 & 0 & T f^3 \end{pmatrix}, \quad \text{i.e.,} \quad \begin{cases} f_* dx = X f^1 dx + Y f^1 dy, \\ f_* dy = X f^2 dx + Y f^2 dy, \\ f_* \theta = T f^3 \theta, \end{cases} \]

with \( T f^3 = X f^1 Y f^2 - X f^2 Y f^1. \)
3.3 Derivative of Compositions, Pushforward and Pullback

3.3.4 Higher Order

Lemma 3.3.20. Let \( f : U \subseteq \mathbb{H}^n \to \mathbb{H}^n, U \) open, be a contact map such that \( f = (f^1, \ldots, f^{2n+1}) \in \left[C^2_{\mathbb{H}}(\mathbb{H}^n, \mathbb{R})\right]^{2n+1} \). Then

\[
W_j(\lambda(f)) = \sum_{l=1}^{n} \left( W_j f^{n+l} T f^l - T f^{n+l} W_j f^l \right)
= \sum_{l=1}^{2n} W_j(\tilde{w}_l(f)) T f^l.
\]

In the case \( n = 1 \) we get

\[
X(\lambda(f)) = X f^1 T f^2 - T f^1 X f^2 \quad \text{and} \quad Y(\lambda(f)) = Y f^1 T f^2 - T f^1 Y f^2.
\]

Proof. Observe first then

\[
T(f^l W_j f^{n+l}) = T f^l W_j f^{n+l} + f^l T W_j f^{n+l} = T f^l W_j f^{n+l} + f^l W_j T f^{n+l},
\]

which means

\[
-f^l W_j T f^{n+l} = -T(f^l W_j f^{n+l}) + T f^l W_j f^{n+l}.
\]

Likewise we have

\[
f^{n+l} W_j T f^l = T(f^{n+l} W_j f^l) - T f^{n+l} W_j f^l.
\]

Then

\[
W_j(\lambda(h, f)) =
= W_j \left( T f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \tilde{w}_l(f) T f^l \right)
= W_j T f^{2n+1} + \frac{1}{2} \sum_{l=1}^{2n} \left( W_j(\tilde{w}_l(f)) T f^l + \tilde{w}_l(f) W_j T f^l \right)
= W_j T f^{2n+1} + \frac{1}{2} \sum_{l=1}^{n} \left( W_j(\tilde{w}_l(f)) T f^l + \tilde{w}_l(f) W_j T f^l + W_j(\tilde{w}_{n+l}(f)) T f^{n+l} + \tilde{w}_{n+l}(f) W_j T f^{n+l} \right)
= W_j T f^{2n+1} + \frac{1}{2} \sum_{l=1}^{n} \left( W_j f^{n+l} T f^l + f^{n+l} W_j T f^l - W_j f^l T f^{n+l} - f^l W_j T f^{n+l} \right)
= T W_j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{n} \left( T(f^{n+l} W_j f^l) - T(f^l W_j f^{n+l}) \right) + \sum_{l=1}^{n} \left( W_j f^{n+l} T f^l - T f^{n+l} W_j f^l \right).
= \sum_{l=1}^{n} \left( W_j f^{n+1} T f^l - T f^{n+1} W_j f^l \right)
\begin{align*}
= \sum_{l=1}^{2n} W_j (\tilde{w}_l(f)) T f^l,
\end{align*}
where we use \( TW_j f^{2n+1} + \frac{1}{2} \sum_{l=1}^{n} \left( T (f^{n+1} W_j f^l) - T (f^l W_j f^{n+1}) \right) = T(\mathcal{A}(j,f)) = 0. \)

From this point to the end of the chapter we will consider \( n = 1. \) The choice is not only of notational convenience, as in the other cases the computation becomes more problematic and the results do not allow an easy interpretation.

**Proposition 3.3.21.** Let \( f : U \subseteq \mathbb{H}^1 \rightarrow \mathbb{H}^1, \) \( U \) open, be a contact map such that \( f = (f^1, f^2, f^3) \in \mathbb{C}^2_{\mathbb{H}}(\mathbb{H}^1, \mathbb{R}) \). Then the pushforward matrix in the basis \( \{X \wedge Y, X \wedge T, Y \wedge T\} \) is
\[
f_* = \begin{pmatrix}
\lambda(f) & X(\lambda(f)) & Y(\lambda(f)) \\
0 & X f^1 \lambda(f) & Y f^1 \lambda(f) \\
0 & X f^2 \lambda(f) & Y f^2 \lambda(f)
\end{pmatrix}, \quad \text{i.e.,}
\begin{align*}
f_*(X \wedge Y) &= \lambda(f) X \wedge Y, \\
f_*(X \wedge T) &= X(\lambda(f)) X \wedge Y + X f^1 \lambda(f) X \wedge T + X f^2 \lambda(f) Y \wedge T, \\
f_*(Y \wedge T) &= Y(\lambda(f)) X \wedge Y + Y f^1 \lambda(f) X \wedge T + Y f^2 \lambda(f) Y \wedge T,
\end{align*}
and
\[
f_*(X \wedge Y \wedge T) = \lambda(f)^2 X \wedge Y \wedge T.
\] 

Likewise, the pullback is:
\[
f^* = (f_*)^T = \begin{pmatrix}
\lambda(f) & 0 & 0 \\
X(\lambda(f)) & X f^1 \lambda(f) & X f^2 \lambda(f) \\
Y(\lambda(f)) & Y f^1 \lambda(f) & Y f^2 \lambda(f)
\end{pmatrix}, \quad \text{i.e.,}
\begin{align*}
f^*(dx \wedge dy) &= \lambda(f) dx \wedge dy + X(\lambda(f)) dx \wedge \theta + Y(\lambda(f)) dy \wedge \theta, \\
f^*(dx \wedge \theta) &= X f^1 \lambda(f) dx \wedge \theta + Y f^1 \lambda(f) dy \wedge \theta, \\
f^*(dy \wedge \theta) &= X f^2 \lambda(f) dx \wedge \theta + Y f^2 \lambda(f) dy \wedge \theta,
\end{align*}
and
\[
f^*(dx \wedge dy \wedge \theta) = \lambda(f)^2 dx \wedge dy \wedge \theta.
\]
Proof.

\[ f_*(X \wedge Y) = f_*X \wedge f_*Y = (X f^1 Y f^2 - Y f^1 X f^2)X \wedge Y = \lambda(1,f)X \wedge Y. \]

\[ f_*(X \wedge T) = f_*X \wedge f_*T = (X f^1 T f^2 - T f^1 X f^2)X \wedge Y + X f^1 \left( T f^3 + \frac{1}{2} f^2 T f^1 - \frac{1}{2} f^1 T f^2 \right)X \wedge T + X f^2 \left( T f^3 + \frac{1}{2} f^2 T f^1 - \frac{1}{2} f^1 T f^2 \right)Y \wedge T = X(\lambda(1,f))X \wedge Y + X f^1 \lambda(1,f)X \wedge T + X f^2 \lambda(1,f)Y \wedge T. \]

\[ f_*(Y \wedge T) = f_*Y \wedge f_*T = (Y f^1 T f^2 - T f^1 Y f^2)X \wedge Y + Y f^1 \left( T f^3 + \frac{1}{2} f^2 T f^1 - \frac{1}{2} f^1 T f^2 \right)X \wedge T + Y f^2 \left( T f^3 + \frac{1}{2} f^2 T f^1 - \frac{1}{2} f^1 T f^2 \right)Y \wedge T = Y(\lambda(1,f))X \wedge Y + Y f^1 \lambda(1,f)X \wedge T + Y f^2 \lambda(1,f)Y \wedge T. \]

\[ f_*(X \wedge Y \wedge T) = f_*X \wedge f_*Y \wedge f_*T = (X f^1 Y f^2 - Y f^1 X f^2) \left( T f^3 + \frac{1}{2} f^2 T f^1 - \frac{1}{2} f^1 T f^2 \right)X \wedge Y \wedge T = \lambda(1,f)^2 X \wedge Y \wedge T. \]

\[ f^*(dx \wedge dy) = f^*dx \wedge f^*dy = (X f^1 Y f^2 - Y f^1 X f^2)dx \wedge dy + (X f^1 T f^2 - T f^1 X f^2)dx \wedge \theta + (Y f^1 T f^2 - T f^1 Y f^2)dy \wedge \theta = \lambda(1,f)dx \wedge dy + X(\lambda(1,f))dx \wedge \theta + Y(\lambda(1,f))dy \wedge \theta. \]

\[ f^*(dx \wedge \theta) = X f^1 \left( T f^3 - \frac{1}{2} f^1 T f^2 + \frac{1}{2} f^2 T f^1 \right)dx \wedge \theta + Y f^1 \left( T f^3 - \frac{1}{2} f^1 T f^2 + \frac{1}{2} f^2 T f^1 \right)dy \wedge \theta = X f^1 \lambda(1,f)dx \wedge \theta + Y f^1 \lambda(1,f)dy \wedge \theta. \]

\[ f^*(dy \wedge \theta) = X f^2 \left( T f^3 - \frac{1}{2} f^1 T f^2 + \frac{1}{2} f^2 T f^1 \right)dx \wedge \theta \]
3. Pushforward and Pullback in $\mathbb{H}^n$

\[ + \lambda f^2 \left( T f^3 - \frac{1}{2} f^1 T f^2 + \frac{1}{2} f^2 T f^1 \right) dy \wedge \theta = X f^2 \lambda(f) dx \wedge \theta + Y f^2 \lambda(f) dy \wedge \theta. \]

\[ f^*(dx \wedge dy \wedge \theta) = (X f^2 Y f^2 - Y f^1 X f^2) \left( T f^3 - \frac{1}{2} f^1 T f^2 + \frac{1}{2} f^2 T f^1 \right) dx \wedge dy \wedge \theta = \lambda(f) f^2 dw \wedge dy \wedge \theta. \]

\[ f^*(dx \wedge dy \wedge \theta) = (X f^2 Y f^2 - Y f^1 X f^2) \left( T f^3 - \frac{1}{2} f^1 T f^2 + \frac{1}{2} f^2 T f^1 \right) dx \wedge dy \wedge \theta = \lambda(f) f^2 dw \wedge dy \wedge \theta. \]

\[ \lambda(f) = T f^3 = X f^1 Y f^2 - X f^2 Y f^1. \]

Observation 3.3.22. Let $f : U \subseteq \mathbb{H}^1 \rightarrow \mathbb{H}^1$, $U$ open, be a contact diffeomorphism such that $f = (f^1, f^2, f^3) \in \mathbb{C}_C^2(\mathbb{H}^1, \mathbb{R})^3$. Recall

\[ \lambda(f) = T f^3 = X f^1 Y f^2 - X f^2 Y f^1. \]

Given the conditions in Observation 3.3.16 Lemma 3.3.20 then becomes

\[ X(\lambda(f)) = 0 \quad \text{and} \quad Y(\lambda(f)) = 0. \]

Proposition 3.3.23. Let $f : U \subseteq \mathbb{H}^1 \rightarrow \mathbb{H}^1$, $U$ open, be a contact diffeomorphism such that $f = (f^1, f^2, f^3) \in \mathbb{C}_C^2(\mathbb{H}^1, \mathbb{R})^3$. In this case, Proposition 3.3.21 becomes

\[ f_* = \begin{pmatrix} T f^3 & 0 & 0 \\ 0 & X f^1 T f^3 & Y f^1 T f^3 \\ 0 & X f^2 T f^3 & Y f^2 T f^3 \end{pmatrix}, \]

i.e.,

\[ \begin{aligned} f_*(X \wedge Y) &= T f^3 X \wedge Y, \\ f_*(X \wedge T) &= X f^1 T f^3 X \wedge T + X f^2 T f^3 Y \wedge T, \\ f_*(Y \wedge T) &= Y f^1 T f^3 X \wedge T + Y f^2 T f^3 Y \wedge T, \end{aligned} \]

and

\[ f_*(X \wedge Y \wedge T) = (T f^3)^2 X \wedge Y \wedge T. \quad (3.29) \]

Likewise, the pullback is:

\[ f^* = (f_*)^T = \begin{pmatrix} T f^3 & 0 & 0 \\ 0 & X f^1 T f^3 & X f^2 T f^3 \\ 0 & Y f^1 T f^3 & Y f^2 T f^3 \end{pmatrix}, \]

i.e.,

\[ \begin{aligned} f^*(dx \wedge dy) &= T f^3 dx \wedge dy, \\ f^*(dx \wedge \theta) &= X f^1 T f^3 dx \wedge \theta + Y f^1 T f^3 dy \wedge \theta, \\ f^*(dy \wedge \theta) &= X f^2 T f^3 dx \wedge \theta + Y f^2 T f^3 dy \wedge \theta, \end{aligned} \]
and

\[ f^*(dx \wedge dy \wedge \theta) = (Tf^3)^2 dx \wedge dy \wedge \theta. \]  

(3.30)

**Remark 3.3.24.** Note that so far we never considered the Rumin cohomology but only the definitions of pushforward and pullback on the whole algebra and the notions of contactness and diffeomorphism. In the Rumin cohomology, as we described in the previous chapter, some differential forms (and subsequently their dual vectors) are either zero in the equivalence class or do not appear at all. For \( n = 1 \) these are: \( T, X \wedge Y, \theta \) and \( dx \wedge dy \).
Chapter 4

Orientability

The objective of this chapter is to give a definition of orientability in the Heisenberg sense and to study which surfaces can be called orientable in such sense. One reason to study orientability is that it is possible to define it using the cohomology of differential forms. As we have seen so far, the Rumin cohomology is different from the (usual) Riemannian one, so one can naturally ask how will the orientability change in this prospective. There are, however, other reasons: orientability plays an important role in the theory of currents. Currents are linear functionals on the space of differential forms and can be identified, with some hypotheses, with regular surfaces. This creates an important bridge between analysis and geometry. Such surfaces are usually orientable but not always: in Riemannian geometry there exists a notion of currents (currents mod 2) made for surfaces that are not necessarily orientable (see, for instance, [17]). Also in the Heisenberg group regular orientable surfaces can be associated to currents, but this happens with different hypothesis than the Riemannian case and it is not clear whether it is meaningful to study currents mod 2 in this setting. We will show that also in the Heisenberg group there exists non-orientable surfaces with enough regularity to be associated to currents. This means that, also in the Heisenberg group, it is a meaningful task to study currents mod 2.

First we will state the definitions of $\mathbb{H}$-regularity for low dimensional and low codimensional surfaces. The main reference in this section is [8]. Next we will show that there exist surfaces with the property of being both $\mathbb{H}$-regular and non-orientable in the Euclidean sense. Then we will introduce the notion of Heisenberg orientability ($\mathbb{H}$-orientability) and prove that, under left translations and anisotropic dilations, $\mathbb{H}$-regularity is invariant for 1-codimensional surfaces and $\mathbb{H}$-orientability is invariant for $\mathbb{H}$-regular 1-codimensional surfaces. Finally, we show how the two notions of orientability are related, concluding that non-$\mathbb{H}$-orientable $\mathbb{H}$-regular surfaces exist, at least when $n = 1$.

The idea is to consider a “Möbius strip”-like surface as target. We will restrict
ourselves and take $S$, a 1-codimensional surface in $\mathbb{H}^n$, to be $C^1$-Euclidean, with $C(S) = \emptyset$, where $C(S)$ is defined as the set of characteristic points of $S$, meaning points where $S$ fails to respect the $\mathbb{H}$-regularity condition. These hypotheses imply that $S$ is $\mathbb{H}$-regular. All these terms will be made precise below. We will then show that it is possible to build such $S$ to be a “Möbius strip”-like surface.

### 4.1 $\mathbb{H}$-regularity in $\mathbb{H}^n$

We state here the definitions of $\mathbb{H}$-regularity for low dimension and low codimension. The terminology comes from Subsection [1.2.1]. The main reference in this section is [8].

**Definition 4.1.1** (See 3.1 in [8]). Let $1 \leq k \leq n$. A subset $S \subseteq \mathbb{H}^n$ is a $\mathbb{H}$-regular $k$-dimensional surface if for all $p \in S$ there exists a neighbourhood $U \in \mathcal{U}_p$, an open set $V \subseteq \mathbb{R}^k$, and a function $\phi : V \to U$, $\phi \in [C^1_\mathbb{H}(V, U)]^{2n+1}$ injective with $d_\mathbb{H}\phi$ injective such that $S \cap U = \phi(V)$.

**Definition 4.1.2** (See 3.2 in [8]). Let $1 \leq k \leq n$. A subset $S \subseteq \mathbb{H}^n$ is a $\mathbb{H}$-regular $k$-codimensional surface if for all $p \in S$ there exists a neighbourhood $U \in \mathcal{U}_p$ and a function $f : U \to \mathbb{R}^k$, $f \in [C^1_\mathbb{H}(U, \mathbb{R}^k)]^k$, such that $\nabla_\mathbb{H}f_1 \wedge \cdots \wedge \nabla_\mathbb{H}f_k \neq 0$ on $U$ and $S \cap U = \{f = 0\}$.

We will almost always work with the codimensional definition, that is, the surfaces of higher dimension.

If a surface is $\mathbb{H}$-regular, it is natural to associate to it, locally, a normal and a tangent vector:

**Definition 4.1.3.** Consider a $\mathbb{H}$-regular $k$-codimensional surface $S$ and $p \in S$. Then the (horizontal) normal $k$-vector field $n_{\mathbb{H}, p}$ is defined as

$$n_{\mathbb{H}, p} := \frac{\nabla_\mathbb{H}f_1 \wedge \cdots \wedge \nabla_\mathbb{H}f_k}{|\nabla_\mathbb{H}f_1 \wedge \cdots \wedge \nabla_\mathbb{H}f_k|} \in \bigwedge_{k, p} \mathfrak{h}_1.$$

In a natural way, the tangent $(2n + 1 - k)$-vector field $t_{\mathbb{H}, p}$ is defined as its dual:

$$t_{\mathbb{H}, p} := *n_{\mathbb{H}, p} \in \bigwedge_{2n+1-k, p} \mathfrak{h},$$

where the Hodge operator $*$ appears in Definition [1.2.26].

**Notation 4.1.4.** We defined the regularity of a surface in the Heisenberg sense. When considering the regularity of a surface in the Euclidean sense, we will say $C^k$-regular in the Euclidean sense or $C^k$-Euclidean for short.
Lemma 4.1.5. Let $S$ be a $C^1$-Euclidean surface in $\mathbb{R}^{2n+1} = \mathbb{H}^n$. Then $\dim_{\mathcal{H}_{cc}} S = Q - 1 = 2n + 1$ if and only if $\dim_{\mathcal{H}_{E}} S = 2n$.

Hence, from now on we may consider a $C^1$-Euclidean surface $S$ and ask it to be 1-codimensional without further specifications.

Proof of Lemma 4.1.5. Consider first $\dim_{\mathcal{H}_{cc}} S = 2n + 1$. The Hausdorff dimension of $S$ with respect of the Euclidean distance is equal to the dimension of the tangent plane, which is well defined everywhere by hypothesis; hence such dimension is an integer. By theorems 2.4-2.6 (and fig. 2) in [3] or by [2] (for $\mathbb{H}^1$ only), one has that:

$$\max\{k, 2k - 2n\} \leq \dim_{\mathcal{H}_{cc}} S \leq \min\{2k, k + 1\},$$

with $k := \dim_{\mathcal{H}_{E}} S$.

Let’s first we check the minimum: if $2k \leq k + 1$, then $k \leq 1$ and

$$\max\{k, 2k - 2n\} \leq 2n + 1 \leq 2k \leq 2,$$

which is impossible because $2n + 1 \geq 3$. So $k + 1 \leq 2k$ and the minimum is decided. For the maximum, if $k \leq 2k - 2n$, then $k \geq 2n$ and so either $k = 2n$ or $k = 2n + 1$. But then

$$2k - 2n \leq 2n + 1( \leq k + 1),$$

which says that $2k \leq 2n + 1$; this is verified only if $k = 2n$. The second case of the maximum is $2k - 2n \leq k$, meaning $k \leq 2n$. In this case

$$k \leq 2n + 1 \leq k + 1,$$

which again says that the only possibility is $k = 2n$.

On the other hand, if we consider a $C^1$-Euclidean surface $S$ in $\mathbb{R}^{2n+1}$ with $\dim_{\mathcal{H}_{E}} S = 2n$ (an hypersurface in the Euclidean sense), then it follows (see page 64 in [1] or [11]) that $\dim_{\mathcal{H}_{cc}} S = 2n + 1$.

Definition 4.1.6. Denote $T_p S$ the space of vectors tangent to $S$ at the point $p$.

Define the characteristic set $C(S)$ of a surface $S \subseteq \mathbb{H}^n$ as

$$C(S) := \{ p \in S; T_p S \subseteq \mathfrak{h}_{1,p} \}. $$

To say that a point $p \in C(S)$ is the same as saying that $n_{\mathfrak{h}_{p}} = 0$, which says that, for the $k$-codimensional case, it is not possible to find a map $f$ such as in Definition 4.1.2. Viceversa, $p \notin C(S)$ if $n_{\mathfrak{h}_{p}} \neq 0$.

Observation 4.1.7 (1.1 in [1] and 2.16 in [15]). The set of characteristic points of a $k$-codimensional surface $S \subseteq \mathbb{H}^n$ has always measure zero:

$$\mathcal{H}_{cc}^{2n+2-k}(C(S)) = 0.$$
Observation 4.1.8. [See page 195 in [8]] Consider a $C^1$-Euclidean surface $S$ with $C(S) = \emptyset$. It follows that $S$ is a $\mathbb{H}$-regular surface in $\mathbb{H}^n$.

Proof. Since $S$ is $C^1$-Euclidean, it can be written as

$$S = C(S) \cup (S \setminus C(S)),$$

where $S \setminus C(S)$ is $\mathbb{H}$-regular by definition of $C(S)$. Since $C(S) = \emptyset$, $S$ is also $\mathbb{H}$-regular. $\square$

4.2 The Möbius Strip in $\mathbb{H}^1$

In this section we show that there exist $\mathbb{H}$-regular surfaces which are non-orientable in the Euclidean sense. We prove it for a “Möbius strip”-like surface. This result will be crucial later on. We define precisely the orientability in the Euclidean sense later in Definition 4.3.3; we will not use the notion in this section but only the knowledge that the Möbius strip is not orientable.

Let $M$ be any Möbius strip. Is whether $C(M) = \emptyset$? Or, if this is not possible, is there a surface $\tilde{M} \subseteq M$, $\tilde{M}$ still non-orientable in the Euclidean sense, such that $C(\tilde{M}) = \emptyset$?

We will make this question more precise and everything will be proved carefully. Our strategy will be the following: considering one specific parametrization of the Möbius strip $M$, we show that there is only at most one characteristic point $\bar{p}$.

Therefore the surface

$$\tilde{M} := M \setminus U_{\bar{p}},$$

where $U_{\bar{p}}$ is a neighbourhood of $\bar{p}$ taken with smooth boundary, is indeed $C^1$-Euclidean with $C(\tilde{M}) = \emptyset$ and non-orientable in the Euclidean sense. In particular, to prove the existence of $\tilde{M}$, some steps are needed: 1. parametrize the Möbius strip $M$ as $\gamma(r,s)$, 2. write the two tangent vectors $\vec{\gamma}_r$ and $\vec{\gamma}_s$ in Heisenberg coordinates, 3. compute the components of the normal vector field $\vec{N} = \vec{\gamma}_r \times_H \vec{\gamma}_s$ and 4. compute on which points both the first and second components are not zero.

Consider a fixed $R \in \mathbb{R}^+$ and $w \in \mathbb{R}^+$ so that $w < R$. Then consider the map

$$\gamma : [0, 2\pi) \times [w, w] \rightarrow \mathbb{R}^3$$

defined as follows

$$\gamma(r,s) := (x(r,s), y(r,s), t(r,s))$$

$$= \left( \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r, \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r, s \sin \left( \frac{r}{2} \right) \right).$$
This is indeed the parametrization of a Möbius strip of half-width \( w \) with midcircle of radius \( R \) in \( \mathbb{R}^3 \). We can pose then \( \mathcal{M} := \gamma([0,2\pi] \times [-w,w]) \subseteq \mathbb{R}^3 \).

**Proposition 4.2.1.** Let \( \mathcal{M} \) be the Möbius strip parametrised by the curve \( \gamma \). Then \( \mathcal{M} \) contains at most only one characteristic point \( \bar{p} \) and so there exists a 1-codimensional surface \( \bar{\mathcal{M}} \subseteq \mathcal{M}, \bar{p} \notin \bar{\mathcal{M}}, \bar{\mathcal{M}} \) still non-orientable in the Euclidean sense, such that \( C(\bar{\mathcal{M}}) = \emptyset \).

This says that \( \bar{\mathcal{M}} \) is a \( \mathbb{H} \)-regular surface (by Observation 4.1.8) and is non-orientable in the Euclidean sense. The proof will follow after some lemmas.

**Lemma 4.2.2** (Step 1.). Consider the parametrization \( \gamma \). The two tangent vector fields of \( \gamma \), in the basis \( \check{\epsilon}_r, \check{\epsilon}_s, \check{\epsilon}_t \), are

\[
\vec{\gamma}_r(r,s) = \left(-\frac{s}{2} \sin \left(\frac{r}{2}\right) \cos r - \left[R + s \cos \left(\frac{r}{2}\right)\right] \sin r, \right.
\]
\[
\left. -\frac{s}{2} \sin \left(\frac{r}{2}\right) \sin r + \left[R + s \cos \left(\frac{r}{2}\right)\right] \cos r, \frac{s}{2} \cos \left(\frac{r}{2}\right)\right),
\]

and

\[
\vec{\gamma}_s(r,s) = \left(\cos \left(\frac{r}{2}\right) \cos r, \cos \left(\frac{r}{2}\right) \sin r, \sin \left(\frac{r}{2}\right)\right).
\]

**Lemma 4.2.3** (Step 2.). Consider the parametrization \( \gamma \). The two tangent vector fields \( \vec{\gamma}_r \) and \( \vec{\gamma}_s \) can be written in Heisenberg coordinates as:

\[
\vec{\gamma}_r(r,s) = \left(-\frac{1}{2} s \sin \left(\frac{r}{2}\right) \cos r - \left[R + s \cos \left(\frac{r}{2}\right)\right] \sin r \right) X \\
\quad + \left(-\frac{1}{2} s \sin \left(\frac{r}{2}\right) \sin r + \left[R + s \cos \left(\frac{r}{2}\right)\right] \cos r \right) Y \\
\quad + \left(\frac{1}{2} \cos \left(\frac{r}{2}\right) - \left[R + s \cos \left(\frac{r}{2}\right)\right] \cos \left(\frac{r}{2}\right)\right) T,
\]

and

\[
\vec{\gamma}_s(r,s) = \cos \left(\frac{r}{2}\right) \cos r X + \cos \left(\frac{r}{2}\right) \sin r Y + \sin \left(\frac{r}{2}\right) T.
\]

The computation is at Observations E.1 and E.2.

Call \( \vec{N}(r,s) = \vec{N}_1(r,s)X + \vec{N}_2(r,s)Y + \vec{N}_3(r,s)T \) the normal vector field of \( \mathcal{M} \). Such vector is given by the cross product of the two tangent vector fields \( \vec{\gamma}_r \) and \( \vec{\gamma}_s \). Specifically:

\[
\vec{N} = \vec{N}_1X + \vec{N}_2Y + \vec{N}_3T = \vec{\gamma}_r \times \mathbb{H} \vec{\gamma}_s =
\]
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We find that \( \vec{N} \) which corresponds to the point \( \vec{E} \).

Evaluating these possibilities on \( \vec{N} \), we have to impose

The full computation is at Observations E.3, E.4 and E.5.

Lemma 4.2.4 (Step 3.) Consider \( \vec{N}(r,s) = \vec{N}_1(r,s)X + \vec{N}_2(r,s)Y + \vec{N}_3(r,s)T \) the normal vector field of \( \mathcal{M} \). A calculation shows that:

\[
\vec{N}_1 = -\frac{1}{2} s \sin r + \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r \sin \left( \frac{r}{2} \right) + \left[ R + s \cos \left( \frac{r}{2} \right) \right]^2 \frac{1}{2} \cos \left( \frac{r}{2} \right) \sin r,
\]

\[
\vec{N}_2 = \left( -z^5 + \frac{1}{2} z^3 \right) s^2 + \left( -2(R+1)z^4 + (R+3)z^2 - \frac{1}{2} \right) s - (R^2 + 2R)z^3
\]

\[
+ \left( \frac{1}{2} R^2 + 2R \right) z,
\]

and

\[
\vec{N}_3 = -\left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos \left( \frac{r}{2} \right).
\]

with \( z = \cos \left( \frac{r}{2} \right) \), \( r \in [0, 2\pi] \) and \( s \in [-w, w] \).

The full computation is at Observations E.3, E.4 and E.5.

Proof of Proposition 4.2.7 To find pairs of parameters \( (r,s) \) corresponding to characteristic points we have to impose

\[
\begin{cases}
\vec{N}_1(r,s) = 0 \\
\vec{N}_2(r,s) = 0.
\end{cases}
\]

We find that \( \vec{N}_1(r,s) = 0 \) only at the points \( (x(r,s),y(r,s),t(r,s)) \) with

\[
(r,s) = \begin{cases}
(0,s), & \text{if } s \in [-w, w], \text{ or } \\
(-R+1)z^2 + 1 + \sqrt{z^2 - (R+2)z^2 + 1}, & \text{if } r \in [0, 2\pi], \text{ and } s \neq \pi, z = \cos \frac{r}{2}.
\end{cases}
\]

Evaluating these possibilities on \( \vec{N}_2(r,s) = 0 \) (full computation is at Observations E.6 and E.7), we find that the system is verified only by the pair (that defines then a characteristic point)

\[
(r,s) = \left( 0, \frac{-2R + 1 - \sqrt{-4R+1}}{2} \right), \quad \text{when } 0 < R < \frac{1}{4}.
\]

which corresponds to the point \( \vec{p} = (\vec{x}, \vec{y}, \vec{t}) = \left( \frac{1}{2} - \sqrt{-R + \frac{1}{4}}, 0, 0 \right) \):

\[
\begin{cases}
\vec{x} = [R + s \cos(\frac{r}{2})] \cos r = R + \frac{-2R + 1 - \sqrt{-4R+1}}{2} = 1 - \sqrt{-4R+1} = \frac{1}{2} - \sqrt{-R + \frac{1}{4}} > 0 \\
\vec{y} = [R + s \cos(\frac{r}{2})] \sin r = 0 \\
\vec{t} = s \sin(\frac{r}{2}) = 0.
\end{cases}
\]
Notice that it is not strange that the number of characteristic points depends on the radius $R$ as changing the radius is not an anisotropic dilation. Therefore the surface
\[ \bar{M} := M \setminus U_{\bar{p}}, \]
where $U_{\bar{p}}$ is a neighbourhood of $\bar{p}$ with smooth boundary, is indeed a $C^1$-Euclidean surface with $C(\bar{M}) = \emptyset$ (and so 1-codimensional $\mathbb{H}$-regular) and not Euclidean-orientable. This completes the proof. \hfill \qed

### 4.3 Comparing Orientabilities

In this section we first recall the definition of Euclidean orientability, then introduce the notion of Heisenberg orientability ($\mathbb{H}$-orientability) and show the connection between differential forms and orientability. Next we prove that, under left translations and anisotropic dilations, $\mathbb{H}$-regularity is invariant for 1-codimensional surfaces and $\mathbb{H}$-orientability is invariant for $\mathbb{H}$-regular 1-codimensional surfaces. Finally, we show how the two notions of orientability are related, concluding that non-$\mathbb{H}$-orientable $\mathbb{H}$-regular surfaces exist, at least when $n = 1$.

**Observation 4.3.1.** Recall that, if $S$ is a $\mathbb{H}$-regular 1-codimensional surface in $\mathbb{H}^n$, Definition 4.1.2 becomes:

For all $p \in S$ there exists a neighbourhood $U$ and $f : U \to \mathbb{R}$, $f \in C^1_{\mathbb{H}}(U, \mathbb{R})$, so that
\[ S \cap U = \{ f = 0 \} \text{ and } \nabla_{\mathbb{H}} f \neq 0 \text{ on } U. \] (4.1)

On the other hand, in case $S$ is $C^1$-Euclidean then (see for instance the introduction of [1])

For all $p \in S$ there exists a neighbourhood $U$ and $g : U \to \mathbb{R}$, $g \in C^1(U, \mathbb{R})$, so that
\[ S \cap U = \{ g = 0 \} \text{ and } \nabla g \neq 0 \text{ on } U. \] (4.2)

These two notions of regularity are obviously similar. First we will connect each of them to a definition of orientability; then we will compare these last two definitions.

#### 4.3.1 $\mathbb{H}$-Orientability in $\mathbb{H}^n$

In this subsection we recall the notion of Euclidean orientability and define the Heisenberg orientability. We add some observations and an explicit representation of continuous global independent vector field tangent to an $\mathbb{H}$-orientable surface in the Heisenberg sense.
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Notation 4.3.2. Denote $TS$ the space of vector fields tangent to a surface $S$. A vector $v$ is normal to $S$ (and write $v \perp S$) if

$$\langle v, w \rangle = 0 \quad \forall w \in TS,$$

where $\langle \cdot, \cdot \rangle$ appears in Definition 1.2.12.

Definition 4.3.3. Consider a 1-codimensional $C^1$-Euclidean surface $S$ in $\mathbb{H}^n$ with $C(S) = \emptyset$. We say that $S$ is Euclidean-orientable (or orientable in the Euclidean sense) if there exists a continuous global 1-vector field

$$n_E = \sum_{i=1}^{n} (n_{E,i} \hat{e}_x + n_{E,n+i} \hat{e}_y) + n_{E,2n+1} \hat{e}_t \neq 0,$$

defined on $S$ and normal to $S$.

Such $n_E$ is called Euclidean normal vector field of $S$.

Lemma 4.3.4. Consider a 1-codimensional $C^1$-Euclidean surface $S$ in $\mathbb{H}^n$ with $C(S) = \emptyset$. The following are equivalent:

(i) $S$ is Euclidean-orientable

(ii) there exists a continuous global $2n$-vector field $t_E$ on $S$, so that $t_E$ is tangent to $S$ in the sense that $\ast t_E$ is normal to $S$.

The symbol $\ast$ represents the Hodge operator (see Definition 1.2.26).

Observation 4.3.5. It is straightforward that, up to a choice of sign,

$$t_E = \ast n_E.$$

It is possible to give an equivalent definition of orientability (both Euclidean or Heisenberg) using differential forms: a manifold is orientable (in some sense) if and only if there exists a proper volume form on it; where a volume form is a never-null form of maximal order. In particular:

Observation 4.3.6. Consider a 1-codimensional $C^1$-Euclidean surface $S$ in $\mathbb{H}^n$ with $C(S) = \emptyset$. A fourth equivalent condition is that $S$ allows a volume form $\omega_E$, which can be chosen so that the following property holds:

$$\langle \omega_E | t_E \rangle = 1.$$
Observation 4.3.7. Both vectors $t_E$ and $n_E$ can be written in local components. For example, if $n = 1$, by condition (4.2) locally gives $n_E = \mu \nabla g$, with $\mu \in C^\infty(\mathbb{H}^1, \mathbb{R})$. So,

$$n_E = n_{E,1} \partial x + n_{E,2} \partial y + n_{E,3} \partial t = \mu \partial_x g \partial x + \mu \partial_y g \partial y + \mu \partial_t g \partial t$$

and then

$$t_E = *n_E = \mu \partial_x g \partial_y \wedge \partial_t - \mu \partial_y g \partial_x \wedge \partial_t + \mu \partial_t g \partial_x \wedge \partial_y.$$  

In this case, the corresponding volume form is

$$\omega_E = \frac{n_{E,1}}{n_{E,1}^2 + n_{E,2}^2 + n_{E,3}^2} dy \wedge dt - \frac{n_{E,2}}{n_{E,1}^2 + n_{E,2}^2 + n_{E,3}^2} dx \wedge dt + \frac{n_{E,3}}{n_{E,1}^2 + n_{E,2}^2 + n_{E,3}^2} dx \wedge dy.$$  

Definition 4.3.8. Consider two vectors $v, w \in \mathfrak{h}_1$ in $\mathbb{H}^n$. We say that $v$ and $w$ are orthogonal in the Heisenberg sense $(v \perp_H w)$ if

$$\langle v, w \rangle_H = 0,$$

where $\langle \cdot, \cdot \rangle_H$ is the scalar product that makes $X_j$’s and $Y_j$’s orthonormal (see Observation 1.2.12).

Definition 4.3.9. Consider a 1-codimensional $C^1$-Euclidean surface $S$ in $\mathbb{H}^n$, with $C(S) = \emptyset$. Consider also a vector $v \in HT\mathbb{H}^n$. We say that $v$ and $S$ are orthogonal in the Heisenberg sense $(v \perp_H S)$ if

$$\langle v, w \rangle_H = 0, \quad \text{for all } w \in TS.$$  

In the same way one can say that a $k$-vector field $v$ on $S$ is tangent to $S$ in the Heisenberg sense if

$$\langle *v, w \rangle_H = 0, \quad \text{for all } w \in TS.$$  

Definition 4.3.10. Consider a 1-codimensional $C^1$-Euclidean surface $S$ in $\mathbb{H}^n$ with $C(S) = \emptyset$. We say that $S$ is $\mathbb{H}$-orientable (or orientable in the Heisenberg sense) if there exists a continuous global 1-vector field

$$n_\mathbb{H} = \sum_{i=1}^n (n_{\mathbb{H},i} X_i + n_{\mathbb{H},n+i} Y_i) \neq 0,$$

defined on $S$ so that $n_\mathbb{H}$ and $S$ are orthogonal in the Heisenberg sense $(n_\mathbb{H} \perp_H S)$. Such $n_\mathbb{H}$ will be called Heisenberg normal vector field of $S$.  
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Lemma 4.3.11. Consider a 1-codimensional \( C^1 \)-Euclidean surface \( S \) in \( \mathbb{H}^n \) with \( C(S) = \emptyset \). The following are equivalent:

(i) \( S \) is \( \mathbb{H} \)-orientable

(ii) there exists a continuous global \( 2n \)-vector field \( t_\mathbb{H} \) on \( S \) so that \( t_\mathbb{H} \) is \( \mathbb{H} \)-tangent to \( S \) in the sense that \( *t_\mathbb{H} \) is \( \mathbb{H} \)-normal to \( S \).

Observation 4.3.12. Again, one can easily say that, up to a choice of sign,

\[ t_\mathbb{H} = *n_\mathbb{H}. \]

As before, it is possible to give an equivalent definition of Heisenberg orientability using a volume form on the Rumin complex:

Observation 4.3.13. Consider a 1-codimensional \( C^1 \)-Euclidean surface \( S \) in \( \mathbb{H}^n \) with \( C(S) = \emptyset \). A fourth equivalent condition is that \( S \) allow a volume form \( \omega_\mathbb{H} \) (again a never-null form of maximal order), which can be chosen so that the following property holds:

\[ \langle \omega_\mathbb{H} | t_\mathbb{H} \rangle = 1. \]

Observation 4.3.14. As in Observation 4.3.7, one can write both \( n_\mathbb{H} \) and \( t_\mathbb{H} \) locally in \( \mathbb{H}^1 \): by condition (4.1), locally \( n_\mathbb{H} = \lambda \nabla_\mathbb{H} f \), with \( \lambda \in C^\infty(\mathbb{H}^1, \mathbb{R}) \). So,

\[ n_\mathbb{H} = n_{\mathbb{H},1} X + n_{\mathbb{H},2} Y = \lambda X f X + \lambda Y f Y \]

and, since \( t_\mathbb{H} = *n_\mathbb{H} = n_{\mathbb{H},1} Y \wedge T - n_{\mathbb{H},2} X \wedge T \),

\[ t_\mathbb{H} = \lambda X f Y \wedge T - \lambda Y f X \wedge T. \]

In this case, the corresponding volume form is

\[ \omega_\mathbb{H} = \frac{n_{\mathbb{H},1}}{n_{\mathbb{H},1}^2 + n_{\mathbb{H},2}^2} dy \wedge \theta - \frac{n_{\mathbb{H},2}}{n_{\mathbb{H},1}^2 + n_{\mathbb{H},2}^2} dx \wedge \theta. \]

Example 4.3.15. Consider an \( \mathbb{H} \)-orientable 1-codimensional surface \( S \) in \( \mathbb{H}^1 \). Then at each point \( p \in S \) there exist two continuous global linearly independent vector fields \( \vec{r} \) and \( \vec{s} \) tangent on \( S \), \( \vec{r}, \vec{s} \in T_p S \). With the previous notation, we can explicitly find such a pair by solving the following list of conditions:

1. \( \langle \vec{r}, \vec{s} \rangle_H = 0 \),
2. \( \langle \vec{r}, n_\mathbb{H} \rangle_H = 0 \),
3. \( \langle \vec{s}, n_\mathbb{H} \rangle_H = 0 \),
4. \( |\vec{r}|_H = 1 \),
5. \( |\vec{s}|_H = 1 \),
6. \( \vec{r} \times \vec{s} = n_\mathbb{H} \),
7. \( \vec{r} \wedge \vec{s} = t_\mathbb{H} \).
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Furthermore, one can (but it is not necessary) choose $\vec{r} = T$ since $n_H \in \text{span}\{X, Y\}$. Then one can take $\vec{s} = aX + bY$, so the first two conditions are satisfied. The third condition is $\langle \vec{s}, n_H \rangle_H = 0$, meaning

$$an_{H,1} + bn_{H,2} = 0,$$

and the solution is

$$\begin{align*}
a &= cn_{H,2} \\
b &= -cn_{H,1}.
\end{align*}$$

with $c$ arbitrary. Then, by Observation 4.3.14, there is a local function $f$ so that $\vec{s} = cn_{H,2}X - cn_{H,1}Y$ becomes

$$\vec{s} = c\lambda fX - c\lambda XfY.$$

The fourth condition comes for free. The fifth one is $|\vec{s}|_H = 1$, which gives

$$1 = \sqrt{c^2\lambda^2(Yf)^2 + c^2\lambda^2(Xf)^2} = |c\lambda|\sqrt{(Yf)^2 + (Xf)^2} = |c\lambda| |\nabla_H f|,$$

meaning

$$c = \pm \frac{1}{|\nabla_H f|}.$$

So one has that

$$\vec{s} = \pm \frac{1}{|\nabla_H f|} (\lambda YfX - \lambda XfY) = \pm \frac{\lambda}{|\nabla_H f|} \frac{YfX - XfY}{|\nabla_H f|} \lambda = \pm \text{sign}(\lambda) \left( \frac{Yf}{|\nabla_H f|}X - \frac{Xf}{|\nabla_H f|}Y \right).$$

The sixth condition is $\vec{r} \times \vec{s} = n_H$, so:

$$n_H = \vec{r} \times \vec{s} = \begin{vmatrix} X & Y & T \\ 0 & 0 & 1 \\ cn_{H,2} & -cn_{H,1} & 0 \end{vmatrix} = cn_{H,2}Y + cn_{H,1}X = cn_H.$$

Then it is necessary to take $c = 1$ and one has $|\lambda \nabla_H f| = 1$, namely,

$$\lambda = \pm \frac{1}{|\nabla_H f|},$$

and

$$\vec{s} = \lambda YfX - \lambda XfY = \pm \left( \frac{Yf}{|\nabla_H f|}X - \frac{Xf}{|\nabla_H f|}Y \right).$$

Finally, we verify $\vec{r} \wedge \vec{s} = t_H$ (seventh and last condition):

$$\vec{r} \wedge \vec{s} = T \wedge (\lambda YfX - \lambda XfY) = \lambda YfY \wedge T - \lambda XfX \wedge T = t_H.$$
In this subsection we prove that, for a 1-codimensional surface, the $\mathbb{H}$-regularity is invariant under left translations and anisotropic dilations. Furthermore, for an $\mathbb{H}$-regular 1-codimensional surface, the $\mathbb{H}$-orientability is invariant under the same two types of transformations.

**Proposition 4.3.16.** Consider the left translation map $\tau_p : \mathbb{H}^n \to \mathbb{H}^n$, $\tilde{\rho} \in \mathbb{H}^n$, and an $\mathbb{H}$-regular 1-codimensional surface $S$. Then $\tau_p S := \{ \tilde{\rho} \ast p; p \in S \}$ is again an $\mathbb{H}$-regular 1-codimensional surface.

*Proof.* Since $\tau_p S = \{ \tilde{\rho} \ast p; p \in S \}$, for all $q \in \tau_p S$ there exists a point $p \in S$ so that $q = \tilde{\rho} \ast p$. For such $p \in S$, there exists a neighbourhood $U_p$ and a function $f : U_p \to \mathbb{R}$ so that $S \cap U_p = \{ f = 0 \}$ and $\nabla \tilde{\rho} f \neq 0$ on $U_p$. Define $U_q := \tau_p U_p = \tilde{\rho} \ast U_p$, which is a neighbourhood of $q = \tilde{\rho} \ast p$, and a function $\tilde{f} := f \circ \tau_p^{-1} : U_q \to \mathbb{R}$. Then, for all $q' \in U_q$,

$$\tilde{f}(q') = (f \circ \tau_p^{-1})(q') = f(\tilde{\rho}^{-1} \ast \tilde{\rho} \ast p') = f(p') = 0,$$

where $q' = \tilde{\rho} \ast p'$ and $p' \in U_p$. Then

$$\tau_p S \cap U_q = \{ \tilde{f} = 0 \}.$$

Furthermore, on $U_q$, and using Definition [1,1.4]

$$\nabla \tilde{\rho} \tilde{f} = \nabla \tilde{\rho} (f \circ \tau_p^{-1}) = \nabla \tilde{\rho} (f \circ \tau_p^{-1}) = \sum_{i=1}^{n} \left( X_i(f \circ \tau_p^{-1})X_i + Y_i(f \circ \tau_p^{-1})Y_i \right)$$

$$= \sum_{i=1}^{n} \left( [X_i(f) \circ \tau_p^{-1}]X_i + [Y_i(f) \circ \tau_p^{-1}]Y_i \right) \neq 0$$

as $X_i(f) \circ \tau_p^{-1}$ and $Y_i(f) \circ \tau_p^{-1}$ are defined on $U_p$ and on $U_p$ one of the two is always non-negative by the hypothesis that $\nabla \tilde{\rho} f \neq 0$ on $U_p$. 

**Proposition 4.3.17.** Consider the usual anisotropic dilation $\delta_r : \mathbb{H}^n \to \mathbb{H}^n$, $r > 0$, and an $\mathbb{H}$-regular 1-codimensional surface $S$. Then $\delta_r S := \{ \delta_r(p); p \in S \}$ is again an $\mathbb{H}$-regular 1-codimensional surface.

*Proof.* Since $\delta_r S = \{ \delta_r(p); p \in S \}$, then for all $q \in \delta_r S$ there exists a point $p \in S$ so that $q = \delta_r(p)$. For such $p \in S$, there exists a neighbourhood $U_p$ and a function $f : U_p \to \mathbb{R}$ so that $S \cap U_p = \{ f = 0 \}$ and $\nabla \delta_r f \neq 0$ on $U_p$. Define $U_q := \delta_r(U_p)$, which is a neighbourhood of $q = \delta_r(p)$, and a function $\tilde{f} := f \circ \delta_1/r : U_q \to \mathbb{R}$. Then, for all $q' \in U_q$,

$$\tilde{f}(q') = (f \circ \delta_1/r)(q') = f(\delta_1/r, \delta_r p') = f(p') = 0,$$
where \( q' = \bar{p} \ast p' \) and \( p' \in U_p \). Then
\[
\delta_r S \cap U_q = \{ \bar{f} = 0 \}.
\]
Furthermore, on \( U_q \), using the fact that \( \delta_{1/r} \) is a contact map and Lemma 3.3.10,
\[
\nabla_{\mathbb{H}} \bar{f} = \nabla_{\mathbb{H}} (f \circ \delta_{1/r}) = (\delta_{1/r})^T (\nabla_{\mathbb{H}} f)_{\delta_{1/r}} \neq 0.
\]

Proposition 4.3.18. Consider a left translation map \( \tau_{\bar{p}} : \mathbb{H}^n \to \mathbb{H}^n, \bar{p} \in \mathbb{H}^n \), the anisotropic dilation \( \delta_r : \mathbb{H}^n \to \mathbb{H}^n, r > 0 \) and an \( \mathbb{H} \)-regular 1-codimensional surface \( S \). Then the \( \mathbb{H} \)-regular 1-codimensional surfaces \( \tau_{\bar{p}} S \) and \( \delta_r S \) are \( \mathbb{H} \)-orientable (respectively) if and only if \( S \) is \( \mathbb{H} \)-orientable.

Proof. Remember that \( \tau_{\bar{p}} S = \{ \bar{p} \ast p; \ p \in S \} \). From Proposition 4.3.16 one knows that for all \( q \in \tau_{\bar{p}} S \) there exists a point \( p \in S \) so that \( q = \bar{p} \ast p \) and there exists a neighbourhood \( U_p \) and a function \( \bar{f} : U_p \to \mathbb{R} \) so that \( S \cap U_p = \{ \bar{f} = 0 \} \) and \( \nabla_{\mathbb{H}} \bar{f} \neq 0 \) on \( U_p \). Furthermore, \( U_q = \tau_{\bar{p}} U_p = \bar{p} \ast U_p \) is a neighbourhood of \( q = \bar{p} \ast p \) and the function \( \bar{f} := f \circ \tau_{\bar{p}}^{-1} : U_q \to \mathbb{R} \) is so that \( \tau_{\bar{p}} S \cap U_q = \{ \bar{f} = 0 \} \) and \( \nabla_{\mathbb{H}} \bar{f} \neq 0 \) on \( U_q \).

Assume now that \( S \) is \( \mathbb{H} \)-orientable, then there exists a global vector field
\[
n_{\mathbb{H}} = \sum_{j=1}^{n} (n_{\mathbb{H},j} X_j + n_{\mathbb{H},n+j} Y_j),
\]
that, locally, takes the form of
\[
\sum_{j=1}^{n} \left( \frac{X_j f}{\left| \nabla_{\mathbb{H}} f \right|} X_j + \frac{Y_j f}{\left| \nabla_{\mathbb{H}} f \right|} Y_j \right).
\]
Now we consider:
\[
(\tau_{\bar{p}}^{-1})_* n_{\mathbb{H}} = \sum_{j=1}^{n} (n_{\mathbb{H},j} \circ \tau_{\bar{p}}^{-1} X_j \tau_{\bar{p}}^{-1} + n_{\mathbb{H},n+j} \circ \tau_{\bar{p}}^{-1} Y_j \tau_{\bar{p}}^{-1}).
\]
Locally, it becomes
\[
(\tau_{\bar{p}}^{-1})_* n_{\mathbb{H}} = \sum_{j=1}^{n} \left( \frac{X_j f}{\left| \nabla_{\mathbb{H}} f \right|} \circ \tau_{\bar{p}}^{-1} X_j \tau_{\bar{p}}^{-1} + \frac{Y_j f}{\left| \nabla_{\mathbb{H}} f \right|} \circ \tau_{\bar{p}}^{-1} Y_j \tau_{\bar{p}}^{-1} \right).
\]
Note that this is still a global vector field and is defined on the whole \( \tau_{\bar{p}} S \), therefore it gives an orientation to \( \tau_{\bar{p}} S \). Since we can repeat the whole proof starting
from $\tau p S$ to $S = \tau p^{-1} \tau p S$, this proves both directions.

For the dilation, remember that $\delta_r S = \{ \delta_r(p); p \in S \}$. From Proposition 4.3.17, for all $q \in \delta_r S$ there exists a point $p \in S$ so that $q = \delta_r(p)$ and there exists a neighbourhood $U_p$ and a function $f : U_p \to \mathbb{R}$ so that $S \cap U_p = \{ f = 0 \}$ and $\nabla_{\mathbb{H}} f \neq 0$ on $U_p$. In the same way, $U_q = \delta_r(U_p)$ is a neighbourhood of $q = \delta_r(p)$ and the function $\tilde{f} = f \circ \delta_{1/r} : U_q \to \mathbb{R}$ is so that $\delta_r S \cap U_q = \{ \tilde{f} = 0 \}$ and $\nabla_{\mathbb{H}} \tilde{f} \neq 0$ on $U_q$. Assume now that $S$ is $\mathbb{H}$-orientable Then there exists a global vector field

$$n_\mathbb{H} = \sum_{j=1}^{n} (n_{\mathbb{H}, j} X_j + n_{\mathbb{H}, n+j} Y_j),$$

that, locally is written as

$$\sum_{j=1}^{n} \left( \frac{X_j f}{|\nabla_{\mathbb{H}} f|} X_j + \frac{Y_j f}{|\nabla_{\mathbb{H}} f|} Y_j \right).$$

Now

$$(\delta_{1/r})_* n_\mathbb{H} = \sum_{j=1}^{n} \left( (n_{\mathbb{H}, j} \circ \delta_{1/r} X_j \delta_{1/r} + n_{\mathbb{H}, n+j} \circ \delta_{1/r} Y_j \delta_{1/r}) \right).$$

Locally, it becomes

$$(\delta_{1/r})_* n_\mathbb{H} = \sum_{j=1}^{n} \left( \frac{X_j f}{|\nabla_{\mathbb{H}} f|} \circ \delta_{1/r} X_j \delta_{1/r} + \frac{Y_j f}{|\nabla_{\mathbb{H}} f|} \circ \delta_{1/r} Y_j \delta_{1/r} \right).$$

Note that this is still a global vector field and is defined on the whole $\delta_r S$, therefore it gives an orientation to $\delta_r S$. Since we can repeat the whole proof starting from $\delta_r S$ to $S = \delta_{1/r} \delta_r S$, this proves both directions.

4.3.3 Comparison

In this subsection we show how the two notions of orientability are related, concluding that non-$\mathbb{H}$-orientable $\mathbb{H}$-regular surfaces exist, at least when $n = 1$.

**Notation 4.3.19.** Consider a 1-codimensional $C^1$-Euclidean surface $S$ in $\mathbb{H}^n$ with $C(S) \neq 0$. We say that a surface is $C^2_{\mathbb{H}}$-regular if its Heisenberg normal vector fields $n_\mathbb{H} \in C^1_{\mathbb{H}}$.

**Proposition 4.3.20.** Let $S$ be a 1-codimensional $C^1$-Euclidean surface in $\mathbb{H}^n$, with $C(S) = \emptyset$. Then the following holds:
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1. Suppose $S$ is Euclidean-orientable. Recall from condition (4.2) that $C^1$-Euclidean means that for all $p \in S$ there exists $U \in \mathcal{U}_p$ and $g : U \to \mathbb{R}$, $g \in C^1$, so that $S \cap U = \{ g = 0 \}$ and $\nabla g \neq 0$ on $U$. If, for any such $g$, no point of $S$ belongs to the set

$$\left\{ \left( -\frac{2(\partial_j g)_p}{(\partial_1 g)_p}, \ldots, -\frac{2(\partial_j g)_p}{(\partial_1 g)_p}, \frac{2(\partial_x g)_p}{(\partial_1 g)_p} \right), \text{ with } (\partial_1 g)_p \neq 0 \right\},$$

then

$S$ is $\mathbb{H}$-orientable. \hspace{2cm} (4.3)

2. If $S$ is $C^2_H$-regular,

$S$ is $\mathbb{H}$-orientable implies $S$ is Euclidean-orientable \hspace{2cm} (4.4)

The proof will follow at the end of this chapter. A question arises naturally:

**Question 4.3.21.** About the extra conditions for the first implication in Proposition 4.3.20, what can we say about that set? Is it possible to do better?

**Remark 4.3.22.** Remember that, by Proposition 4.2.1, $\overline{\mathcal{M}}$ is an $\mathbb{H}$-regular surface not Euclidean-orientable. Observe also that $\overline{\mathcal{M}}$ satisfies the hypotheses of Proposition 4.3.20.

Then implication (4.4) in Proposition 4.3.20 implies that $\overline{\mathcal{M}}$ is not an $\mathbb{H}$-orientable $\mathbb{H}$-regular surface. Then we can say that there exist $\mathbb{H}$-regular surfaces which are not $\mathbb{H}$-orientable, at least when $n = 1$.

This opens the possibility, among others, to study surfaces that are, in the Heisenberg sense, regular but not orientable; for example as supports of Sub-Riemannian currents.

Before proving the proposition, we state a weaker result as a lemma.

**Lemma 4.3.23.** Let $S$ be a 1-codimensional $C^1$-Euclidean surface in $\mathbb{H}^n$, with $C(S) = \emptyset$.

Recall that, by Observation 4.1.8, $S$ is $\mathbb{H}$-regular and, by condition (4.1), this means that for all $p \in S$ there exists $U \in \mathcal{U}_p$ and $f : U \to \mathbb{R}$, $f \in C^1$, so that $S \cap U = \{ f = 0 \}$ and $\nabla f \neq 0$ on $U$. Likewise, by condition (4.2), $C^1$-Euclidean means that for all $p \in S$ there exists $U' \in \mathcal{U}_p$ and $g : U' \to \mathbb{R}$, $g \in C^1$, so that $S \cap U' = \{ g = 0 \}$ and $\nabla g \neq 0$ on $U'$.

Assume that for each $p \in S$ we can consider $f = g$ on $U \cap U'$. Then the following holds:

$S$ is Euclidean-orientable implies $S$ is $\mathbb{H}$-orientable.

If $S$ is $C^2_H$-regular,

$S$ is $\mathbb{H}$-orientable implies $S$ is Euclidean-orientable.
Proof. The first implication of Lemma 4.3.23 says that there exists a global continuous vector field

\[ n_E = \sum_{i=1}^{n} (n_{E,i} \hat{\partial}_x + n_{E,n+i} \hat{\partial}_y) + n_{E,2n+1} \hat{\partial}_t \neq 0 \]

so that for all \( p \in S \) there exist \( U \in U_p \) and a function \( g : U \to \mathbb{R} \), \( g \in C^1 \), so that \( S \cap U = \{ g = 0 \} \) and \( \nabla g \neq 0 \) on \( U \), with

\[
\begin{align*}
    n_{E,i} &= \mu \hat{\partial}_x g, \\
    n_{E,n+i} &= \mu \hat{\partial}_y g, \\
    n_{E,2n+1} &= \mu \hat{\partial}_t g,
\end{align*}
\]

where \( \mu \) is simply a normalising factor so that \( |n_E| = 1 \) that, from now on, can be ignored. By hypothesis, we also know that for all \( p \in S \) there exist \( \exists U' \in U_p \) and a function \( f : U' \to \mathbb{R} \), \( f \in C^1 \), so that \( S \cap U = \{ f = 0 \} \) and \( \nabla g \neq 0 \) on \( U' \).

The extra-hypothesis of this lemma is exactly that \( g = f \) and so one can also take \( U = U' \). The goal is to find a global \( n_{\mathbb{H}} \). A natural choice is

\[
\begin{align*}
    n_{\mathbb{H},i} := n_{E,i} - \frac{1}{2} y_i \cdot n_{E,2n+1}, \\
    n_{\mathbb{H},n+i} := n_{E,n+i} + \frac{1}{2} x_i \cdot n_{E,2n+1},
\end{align*}
\]

Then

\[
\sum_{i=1}^{n} \left( n_{\mathbb{H},i}^2 + n_{\mathbb{H},n+i}^2 \right) = \sum_{i=1}^{n} \left( \left( n_{E,i} - \frac{1}{2} y_i \cdot n_{E,2n+1} \right)^2 + \left( n_{E,n+i} + \frac{1}{2} x_i \cdot n_{E,2n+1} \right)^2 \right).
\]

Locally, and remembering \( g = f \), this means

\[
\sum_{i=1}^{n} \left( n_{\mathbb{H},i}^2 + n_{\mathbb{H},n+i}^2 \right) = \mu^2 \sum_{i=1}^{n} \left[ \left( \hat{\partial}_x g - \frac{1}{2} y_i \hat{\partial}_t g \right)^2 + \left( \hat{\partial}_y g + \frac{1}{2} x_i \hat{\partial}_t g \right)^2 \right] + \mu^2 \left( \hat{\partial}_x f - \frac{1}{2} y_i \hat{\partial}_t f \right)^2 + \mu^2 \left( \hat{\partial}_y f + \frac{1}{2} x_i \hat{\partial}_t f \right)^2
\]

\[
= \mu^2 \sum_{i=1}^{n} \left[ (X_i f)^2 + (Y_i f)^2 \right] \neq 0.
\]

So there exists a proper vector

\[
n_{\mathbb{H}} := \sum_{i=1}^{n} \left( n_{\mathbb{H},i} X_i + n_{\mathbb{H},n+i} Y_i \right)
\]
and this proves the first implication.

To prove the second implication of Lemma 4.3.23 first note that there exists a global continuous vector field

\[ n_H = \sum_{i=1}^{n} (n_H,iX_i + n_{H,n+i}Y_i) \neq 0 \]

so that for all \( p \in S \) there exist \( U \in \mathcal{U}_p \) and \( f : U \to \mathbb{R} \), \( f \in C^1_H \), so that \( S \cap U = \{ f = 0 \} \) and \( \nabla_H f \neq 0 \) on \( U \), with

\[
\begin{align*}
  n_{H,i} &= \lambda X_i f, \\
  n_{H,n+i} &= \lambda Y_i f,
\end{align*}
\]

where \( \lambda \) is just a normalising factor so that \( |n_H| = 1 \) that, from now on, can be ignored.

By hypothesis, we also know that for all \( p \in S \) there exist \( U' \in \mathcal{U}_p \) and \( g : U' \to \mathbb{R} \), \( g \in C^1 \), so that \( S \cap U' = \{ g = 0 \} \) and \( \nabla g \neq 0 \) on \( U' \).

As before, since we are in the case \( g = f \), we can also take \( U = U' \). This time the goal is to find a global vector field \( n_E \). A natural choice is

\[
\begin{align*}
  n_{E,2n+1} &:= \frac{1}{n} \sum_{j=1}^{n} \left( X_j n_{H,n+j} - Y_j n_{H,j} \right), \\
  n_{E,i} &:= n_{H,i} + \frac{1}{2} Y_i \cdot n_{E,2n+1}, \quad i = 1, \ldots, n, \\
  n_{E,n+i} &:= n_{H,n+i} - \frac{1}{2} X_i \cdot n_{E,2n+1},
\end{align*}
\]

Note that we need \( n_{H,i}, n_{H,n+i} \in C^1_H \) (\( n_H \in C^1_H \)) for this definition to be useful. Indeed, this is the same as having \( S \in C^2_H \)-regular.

Now note that

\[ n_{E,2n+1} = \frac{1}{n} \sum_{j=1}^{n} \left( X_j n_{H,n+j} - Y_j n_{H,j} \right). \]

Moreover, remembering that locally \( g = f \) and that in each \( U \) we have one such function, we get

\[ n_{E,2n+1} = \frac{1}{n} \sum_{j=1}^{n} (X_j Y_j f - Y_j X_j f) = \frac{1}{n} \sum_{j=1}^{n} [X_j Y_j g - Y_j X_j g] = \frac{1}{n} n T g = \tilde{c}_t g. \]

Now

\[ \sum_{i=1}^{n} (n_{E,i}^2 + n_{E,n+i}^2) + n_{E,2n+1}^2 = \]
This locally is

$$\sum_{i=1}^{n} \left( n_{E,i}^2 + n_{E,n+i}^2 \right) + n_{E,2n+1}^2 =
\sum_{i=1}^{n} \left[ \left( X_i g + \frac{1}{2} y_i (\partial_t g) \right)^2 + \left( Y_i g - \frac{1}{2} x_i (\partial_t g) \right)^2 \right] + (\partial_t g)^2
\sum_{i=1}^{n} \left[ \left( \partial_{x_i} g + \frac{1}{2} y_i \partial_t g + \frac{1}{2} y_i (\partial_t g) \right)^2 + \left( \partial_{y_i} g + \frac{1}{2} x_i \partial_t g - \frac{1}{2} x_i (\partial_t g) \right)^2 \right] + (\partial_t g)^2
\sum_{i=1}^{n} \left( (\partial_{x_i} g)^2 + (\partial_{y_i} g)^2 \right) + (\partial_t g)^2 \neq 0.
$$

So there is a proper vector

$$n_E := \sum_{i=1}^{n} \left( n_{E,i} \partial_{x_i} + n_{E,n+i} \partial_{y_i} \right) + n_{E,2n+1} \partial_t$$

and this proves the second implication and concludes the proof. \(\square\)

Differently from the proof of Lemma 4.3.23 for Proposition 4.3.20 we cannot assume $g = f$. We can still construct the vector field as before but cannot prove straight away that the new-built global vector field is never zero.

**Proof of implication (4.3) in Proposition 4.3.20** We know there exists a global vector field

$$n_E = \sum_{i=1}^{n} \left( n_{E,i} \partial_{x_i} + n_{E,n+i} \partial_{y_i} \right) + n_{E,2n+1} \partial_t \neq 0$$

that can be written locally as

$$n_E = \mu \sum_{i=1}^{n} \left( \partial_{x_i} g \partial_{x_i} + \partial_{y_i} g \partial_{y_i} \right) + \mu \partial_t g \partial_t$$

so that $\nabla g \neq 0$, $g \in C^1(U, \mathbb{R}), U \subseteq \mathbb{H}^n$ open. Define

\[
\begin{cases}
  n_{E,i} := n_{E,i} - \frac{1}{2} y_i \cdot n_{E,2n+1}, \\
  n_{E,n+i} := n_{E,n+i} + \frac{1}{2} x_i \cdot n_{E,2n+1},
\end{cases}
\]

for $i = 1, \ldots, n$. 
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Locally (for each point \( p \) there exists a neighbourhood \( U \) where such \( g \) is defined) this becomes

\[
\begin{align*}
n_{\mathbb{H},i} & = \mu \partial_{x_i} g - \frac{1}{2} y_i \mu \partial_{t} g = \mu X_i g, \\
n_{\mathbb{H},n+i} & = \mu \partial_{y_i} g + \frac{1}{2} x_i \mu \partial_{t} g = \mu Y_i g,
\end{align*}
\]

where \( \mu \) is simply a normalising factor that, from now on, we ignore.

In order to verify the \( \mathbb{H} \)-orientability, we have to show that \( \nabla_{\mathbb{H}} g \neq 0 \). Note here that \( C^1(U, \mathbb{R}) \subset C^1_{\mathbb{H}}(U, \mathbb{R}) \), so \( g \) is regular enough.

Consider first the case in which \( (\partial_t g)_p = 0 \). We still have that \( \nabla_p g \neq 0 \), so at least one of the derivatives \( (\partial_{x_i} g)_p \), \( (\partial_{y_i} g)_p \) must be different from zero in \( p \). But, when \( (\partial_t g)_p = 0 \), then \( (\partial_{x_i} g)_p = (\partial_{x_i} g)_p \) and \( (\partial_{y_i} g)_p = (\partial_{y_i} g)_p \), so

\[
\| \nabla_{\mathbb{H},p} g \|^2 = (X_i g)_p^2 + (Y_i g)_p^2 \neq 0.
\]

Second, consider the case when \( (\partial_t g)_p \neq 0 \). In this case:

\[
\| \nabla_{\mathbb{H},p} g \|^2 = \sum_{i=1}^n (X_i g)_p^2 + (Y_i g)_p^2 = \sum_{i=1}^n \left( \partial_{x_i} g - \frac{1}{2} y_i \partial_{t} g \right)_p^2 + \left( \partial_{y_i} g + \frac{1}{2} x_i \partial_{t} g \right)_p^2 \neq 0
\]

is equivalent to the fact that there exists \( i \in \{1, \ldots, n\} \) such that

\[
y_{i,p} \neq \frac{2(\partial_{x_i} g)_p}{(\partial_t g)_p}, \quad \text{or} \quad x_{i,p} \neq \frac{-2(\partial_{y_i} g)_p}{(\partial_t g)_p}.
\]

So the Heisenberg gradient of \( g \) in \( p \) is zero at the points

\[
\left( \frac{-2(\partial_{y_1} g)_p}{(\partial_t g)_p}, \ldots, \frac{-2(\partial_{y_n} g)_p}{(\partial_t g)_p}, \frac{2(\partial_{x_1} g)_p}{(\partial_t g)_p}, \ldots, \frac{2(\partial_{x_n} g)_p}{(\partial_t g)_p} \right)
\]

and the first implication of the proposition is true.

\( \square \)

Proof of implication (4.4) in Proposition 4.3.20 In the second case (4.4), we know that there exists a global vector

\[
n_{\mathbb{H}} = \sum_{i=1}^n n_{\mathbb{H},i} X_i + n_{\mathbb{H},n+i} Y_i \neq 0
\]

that can be written locally as

\[
n_{\mathbb{H}} = \sum_{i=1}^n \lambda X_i f X_i + \lambda Y_i f Y_i
\]
4. Orientability

so that \(\nabla_{\mathbb{H}} f \neq 0\), \(f \in C^1_{\mathbb{H}}(U, \mathbb{R})\), with \(U \subseteq \mathbb{H}^n\) open. As before, \(\lambda\) is simply a normalising factor that, from now on, we ignore.

Note that \(n_{\mathbb{H}} \in C^1_{\mathbb{H}}(U, \mathbb{R})\) (that is the same as asking \(S\) to be \(C^2_{\mathbb{H}}\)-regular). Then define

\[
\begin{align*}
n_{E,2n+1} &:= \frac{1}{n} \sum_{j=1}^{n} (X_j n_{E,n+j} - Y_j n_{E,j}), \\
n_{E,i} &:= n_{E,i} + \frac{1}{2} Y_i \cdot n_{E,2n+1}, \\
n_{E,n+i} &:= n_{E,n+i} - \frac{1}{2} x_i \cdot n_{E,2n+1},
\end{align*}
\]

Locally (for each point \(p\) there exists a neighbourhood \(U\) where such \(f\) is defined) we can write the above as:

\[
n_{E,2n+1} = \frac{1}{n} \sum_{j=1}^{n} (X_j Y_j f - Y_j X_j f) = \frac{1}{n} n Tf = \partial_t f.
\]

So now we have that

\[
\begin{align*}
n_{E,2n+1} &= \partial_t f, \\
n_{E,i} &= \partial_{x_i} f - \frac{1}{2} y_i \partial_t f + \frac{1}{2} y_i \partial_i f = \partial_i f, \\
n_{E,n+i} &= \partial_{y_i} f + \frac{1}{2} x_i \partial_t f - \frac{1}{2} x_i \partial_i f = \partial_i f,
\end{align*}
\]

In order to verify the Euclidean-orientability, we have to show that \(\nabla f \neq 0\).

Note that \(f \in C^1_{\mathbb{H}}(U, \mathbb{R})\) and, a priori, we do not know whether \(f \in C^1(U, \mathbb{R})\). However, asking \(n_{\mathbb{H}} \in C^1_{\mathbb{H}}(U, \mathbb{R})\) allows us to write \(\partial_{x_i}, \partial_{y_i}\) and \(\partial_t\) using only \(X_i, Y_i, n_{\mathbb{H},i}\) and \(n_{\mathbb{H},n+i}\), which guarantees that \(\partial_{x_i} f, \partial_{y_i} f\) and \(\partial_t f\) are well defined.

Now, \(\nabla f \neq 0\) if and only if

\[
\sum_{i=1}^{n} \left( (\partial_{x_i} f)^2 + (\partial_{y_i} f)^2 \right) + (\partial_t f)^2 \neq 0,
\]

which is the same as

\[
\sum_{i=1}^{n} \left[ \left( X_i f + \frac{1}{2} y_i T f \right)^2 + \left( Y_i f - \frac{1}{2} x_i T f \right)^2 + (T f)^2 \right] \neq 0.
\]

In the case \(T f \neq 0\), we have that \(\nabla f \neq 0\) immediately. In the case \(T f = 0\), instead, we have that \(\nabla f \neq 0\) if and only if

\[
\sum_{i=1}^{n} \left[ (X_i f)^2 + (Y_i f)^2 \right] \neq 0,
\]

which is true because \(\nabla_{\mathbb{H}} f \neq 0\). This completes the cases and shows that there actually is a global vector field \(n_E\) that is continuous (by hypotheses) and never zero. So the second implication of the proposition is true. \(\square\)
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Appendices

A Proof of the Explicit Rumin Complex in $\mathbb{H}^2$

In this section we show a simple but useful lemma and then prove Proposition 2.3.4.

Observation A.1 (Change of basis). While dealing with the equivalence classes of the complex, there are the circumstances in which we need to make a change of basis. In particular, in the case of $\Omega^2_1$, we already used in Observation 2.3.1 that $\{dx_1 \wedge dy_1, dx_2 \wedge dy_2\}$ and $\{dx_1 \wedge dy_1 + dx_2 \wedge dy_2, dx_1 \wedge dy_1 - dx_2 \wedge dy_2\}$ span the same subspace. Consider 

$$
\begin{align*}
\begin{cases}
\xi = dx_1 \wedge dy_1, \\
\eta = dx_2 \wedge dy_2,
\end{cases}
\end{align*}
$$

and 

$$
\begin{align*}
\begin{cases}
u = \frac{\xi + \eta}{\sqrt{2}}, \\
\xi = \frac{dx_1 \wedge dy_1 + dx_2 \wedge dy_2}{\sqrt{2}}, \\
\eta = \frac{dx_1 \wedge dy_1 - dx_2 \wedge dy_2}{\sqrt{2}},
\end{cases}
\end{align*}
$$

Then denote $B_{\xi,\eta}^{u,v}$ the linear transformation that sends forms with respect to the basis $\{\xi, \eta\}$ to forms with respect to the basis $\{u, v\}$. Then 

$$
B_{\xi,\eta}^{u,v} = \begin{pmatrix}
\frac{\partial u}{\partial \xi} & \frac{\partial u}{\partial \eta} \\
\frac{\partial v}{\partial \xi} & \frac{\partial v}{\partial \eta}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{pmatrix}.
$$

Consider now a form $\omega_{(\xi, \eta)}$ with respect to the basis $\{\xi, \eta\}$: 

$$
\omega_{(\xi, \eta)} = f dx_1 \wedge dy_1 + g dx_2 \wedge dy_2 = f \xi + g \eta = \begin{pmatrix}
f \\
g
\end{pmatrix}_{(\xi, \eta)}.
$$

To write the same form with respect to the basis $\{u, v\}$ (call it $\omega_{(u,v)}$), we have 

$$
\omega_{(u,v)} = B_{\xi,\eta}^{u,v} \omega_{(\xi, \eta)} = B_{\xi,\eta}^{u,v} \begin{pmatrix}
f \\
g
\end{pmatrix}_{(\xi, \eta)} = \begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{pmatrix} \cdot \begin{pmatrix}
f \\
g
\end{pmatrix}_{(\xi, \eta)}.
$$
\[
\begin{align*}
\omega_{(u,v)} &= \frac{f + g}{\sqrt{2}}u + \frac{f - g}{\sqrt{2}}v \\
&= \frac{f + g}{2}(dx_1 \wedge dy_1 + dx_2 \wedge dy_2) + \frac{f - g}{2}(dx_1 \wedge dy_1 - dx_2 \wedge dy_2).
\end{align*}
\]

Since the two bases span forms on the same space, we trivially have that \(\omega_{(\xi,\eta)} = \omega_{(u,v)}\).

**Example A.2.** The following computation, with the same notations for \(\xi, \eta\) and for \(u, v\) as above, will be used later. Consider

\[
\omega_{\xi,\eta} = (X_1 \alpha_3 - Y_1 \alpha_1)dx_1 \wedge dy_1 + (X_2 \alpha_4 - Y_2 \alpha_2)dx_2 \wedge dy_2.
\]

Then the same form can be rewritten as

\[
\omega_{(u,v)} = \frac{X_1 \alpha_3 - Y_1 \alpha_1 + X_2 \alpha_4 - Y_2 \alpha_2}{2}(dx_1 \wedge dy_1 + dx_2 \wedge dy_2) + \frac{X_1 \alpha_3 - Y_1 \alpha_1 - X_2 \alpha_4 + Y_2 \alpha_2}{2}(dx_1 \wedge dy_1 - dx_2 \wedge dy_2).
\]

**Proof of Proposition 2.3.4** First we will show the cases regarding \(d_Q^{(1)}, d_Q^{(2)}, d_Q^{(3)}\) and \(d_Q^{(4)}\). Finally we will discuss \(D\).

By Observation [1.2.17] we immediately get that:

\[
d_Q^{(1)} f = [X_1 f dx_1 + X_2 f dx_2 + Y_1 f dy_1 + Y_2 f dy_2]_I.
\]

Consider now \([\alpha]_I = [\alpha_1 dx_1 + \alpha_2 dx_2 + \alpha_3 dy_1 + \alpha_4 dy_2]_I \in \Omega^1_I\). In this case we first work apply the definition and obtain:

\[
d_Q^{(2)}([\alpha]_I) = d_Q([\alpha_1 dx_1 + \alpha_2 dx_2 + \alpha_3 dy_1 + \alpha_4 dy_2]_I) =
\]

\[
[ - X_2 \alpha_1 dx_1 \wedge dx_2 - Y_1 \alpha_1 dx_1 \wedge dy_1 - Y_2 \alpha_1 dx_1 \wedge dy_2 \\
+ X_1 \alpha_2 dx_1 \wedge dx_2 - Y_1 \alpha_2 dx_2 \wedge dy_1 - Y_2 \alpha_2 dx_2 \wedge dy_2 \\
+ X_1 \alpha_3 dx_1 \wedge dy_1 + X_2 \alpha_3 dx_2 \wedge dy_1 - Y_2 \alpha_3 dy_1 \wedge dy_2 \\
+ X_1 \alpha_4 dx_1 \wedge dy_2 + X_2 \alpha_4 dx_2 \wedge dy_2 + Y_1 \alpha_4 dy_1 \wedge dy_2]_I
\]

\[
= [(X_1 \alpha_2 - X_2 \alpha_1)dx_1 \wedge dx_2 + (X_2 \alpha_3 - Y_1 \alpha_2)dx_2 \wedge dy_1 \\
+ (Y_1 \alpha_4 - Y_2 \alpha_3)dy_1 \wedge dy_2 + (X_1 \alpha_4 - Y_2 \alpha_1)dx_1 \wedge dy_2 \\
+ (X_1 \alpha_3 - Y_1 \alpha_1)dx_1 \wedge dy_1 + (X_2 \alpha_4 - Y_2 \alpha_2)dx_2 \wedge dy_2]_I,
\]

but this is not enough. Thanks to the equivalence class, the last line can be written differently using Example [A.2] so we get

\[
d_Q^{(2)}([\alpha]_I) = [(X_1 \alpha_2 - X_2 \alpha_1)dx_1 \wedge dx_2 + (X_2 \alpha_3 - Y_1 \alpha_2)dx_2 \wedge dy_1
\]
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\[ (+ (Y_1 \alpha_4 - Y_2 \alpha_3) dy_1 \wedge dy_2 + (X_1 \alpha_4 - Y_2 \alpha_1) dx_1 \wedge dy_2 \\
+ \left( \frac{X_1 \alpha_3 - Y_1 \alpha_1 - X_2 \alpha_3 + Y_2 \alpha_2}{2} \right) (dx_1 \wedge dy_1 - dx_2 \wedge dy_2) )^2. \]

We proceed on considering \( d_Q^{(4)} \). Consider \( \alpha = \alpha_1 dx_1 \wedge dx_2 \wedge \theta + \alpha_2 dx_1 \wedge dy_2 \wedge \theta + \alpha_3 dx_2 \wedge dy_1 \wedge \theta + \alpha_4 dy_1 \wedge dy_2 \wedge \theta + \alpha_5 (dx_1 \wedge dy_1 \wedge \theta - dx_2 \wedge dy_2 \wedge \theta) \in J^3 \).

Then \( d_Q^{(4)} \) becomes

\[ d_Q^{(4)} \alpha = d_Q^{(4)} (\alpha_1 dx_1 \wedge dx_2 \wedge \theta + \alpha_2 dx_1 \wedge dy_2 \wedge \theta + \alpha_3 dx_2 \wedge dy_1 \wedge \theta + \alpha_4 dy_1 \wedge dy_2 \wedge \theta \\
+ \alpha_5 (dx_1 \wedge dy_1 \wedge \theta - dx_2 \wedge dy_2 \wedge \theta)) \\
= Y_1 \alpha_1 dx_1 \wedge dx_2 \wedge dy_1 \wedge \theta + Y_2 \alpha_1 dx_1 \wedge dx_2 \wedge dy_2 \wedge \theta \\
- X_2 \alpha_2 dx_1 \wedge dx_2 \wedge dy_2 \wedge \theta - Y_1 \alpha_2 dx_1 \wedge dy_1 \wedge dy_2 \wedge \theta \\
+ X_1 \alpha_3 dx_1 \wedge dx_2 \wedge dy_1 \wedge \theta + Y_2 \alpha_3 dx_2 \wedge dy_1 \wedge dy_2 \wedge \theta \\
- X_1 \alpha_4 dx_1 \wedge dx_2 \wedge dy_2 \wedge \theta + X_2 \alpha_4 dx_2 \wedge dy_1 \wedge dy_2 \wedge \theta \\
- X_1 \alpha_5 dx_1 \wedge dx_2 \wedge dy_1 \wedge \theta - X_2 \alpha_5 dx_1 \wedge dx_2 \wedge dy_1 \wedge \theta \\
+ Y_1 \alpha_5 dx_2 \wedge dy_1 \wedge dy_2 \wedge \theta + Y_2 \alpha_5 dx_1 \wedge dy_1 \wedge dy_2 \wedge \theta \\
+ \alpha_5 (-dx_1 \wedge dy_1 \wedge dx_2 \wedge dy_2 + dx_2 \wedge dy_2 \wedge dx_1 \wedge dy_1) \\
= (Y_1 \alpha_1 + X_1 \alpha_3 - X_2 \alpha_5) dx_1 \wedge dx_2 \wedge dy_1 \wedge \theta \\
+ (Y_2 \alpha_1 - X_2 \alpha_2 - X_1 \alpha_5) dx_1 \wedge dx_2 \wedge dy_2 \wedge \theta \\
+ (-Y_1 \alpha_2 + X_1 \alpha_4 + X_2 \alpha_5) dx_1 \wedge dy_1 \wedge dy_2 \wedge \theta \\
+ (Y_2 \alpha_3 + X_2 \alpha_4 + Y_1 \alpha_5) dx_2 \wedge dy_1 \wedge dy_2 \wedge \theta. \]

The last of the easy cases is \( d_Q^{(5)} \). Consider \( \alpha = \alpha_1 dx_1 \wedge dx_2 \wedge dy_1 \wedge \theta + \alpha_2 dx_1 \wedge dx_2 \wedge dy_2 \wedge \theta + \alpha_3 dx_1 \wedge dy_1 \wedge dy_2 \wedge \theta + \alpha_4 dx_2 \wedge dy_1 \wedge dy_2 \wedge \theta + \alpha_5 (dx_1 \wedge dy_1 \wedge \theta - dx_2 \wedge dy_2 \wedge \theta) \in J^4 \). Then \( d_Q^{(5)} \) gives us

\[ d_Q^{(5)} \alpha = (-Y_2 \alpha_1 + Y_1 \alpha_2 - X_2 \alpha_3 + X_1 \alpha_4) dx_1 \wedge dx_2 \wedge dy_1 \wedge dy_2 \wedge \theta. \]

The final case is the study of the behaviour of \( D \) and it is the one that requires more effort. Remember that by Observation \([1.2.17]\):

\[ dg = X_1 gdx_1 + Y_1 gdx_1 + X_2 gdx_2 + Y_2 gdx_2 + T g \theta. \]

Consider a form \( \alpha' \in \bigwedge^2 h_1 \):

\[ \alpha' = \alpha_1 dx_1 \wedge dx_2 + \alpha_2 dx_1 \wedge dy_1 + \alpha_3 dx_1 \wedge dy_2 + \alpha_4 dx_2 \wedge dy_1 + \alpha_5 dx_2 \wedge dy_2 \\
+ \alpha_6 dy_1 \wedge dy_2. \]
Now, proceeding as in the case of Observation A.1 we have two bases \(\{\xi = dx_1 \land dy_1, \eta = dx_2 \land dy_2\}\) and \(\{u = \frac{\xi + \eta}{\sqrt{2}}, v = \frac{\xi - \eta}{\sqrt{2}}\}\) that span both the same space.

Consider \(\omega_{(\xi, \eta)} = \alpha_2 dx_1 \land dy_1 + \alpha_5 dx_2 \land dy_2\). In the second basis the same form is
\[
\omega_{(u,v)} = \frac{\alpha_2 + \alpha_5}{2}(dx_1 \land dy_1 + dx_2 \land dy_2) + \frac{\alpha_2 - \alpha_5}{2}(dx_1 \land dy_1 - dx_2 \land dy_2).
\]

Denote \(\gamma = \frac{\alpha_2 + \alpha_5}{2}\) and \(\beta = \frac{\alpha_2 - \alpha_5}{2}\). So we have
\[
\omega_{(u,v)} = \gamma(dx_1 \land dy_1 + dx_2 \land dy_2) + \beta(dx_1 \land dy_1 - dx_2 \land dy_2).
\]

So, by the definition of \(\frac{\partial^2}{\partial x^2}\), one gets
\[
[\alpha']_{j^2} = [\alpha_1 dx_1 \land dx_2 + \alpha_3 dx_1 \land dy_2 + \alpha_4 dx_2 \land dy_1 + \alpha_6 dy_1 \land dy_2
+ \beta(dx_1 \land dy_1 - dx_2 \land dy_2)]_{j^2}.
\]

Then call \(\alpha\) this new representative of the class \(\left[\alpha'\right]_{j^2}\),
\[
\alpha := \alpha_1 dx_1 \land dx_2 + \alpha_3 dx_1 \land dy_2 + \alpha_4 dx_2 \land dy_1 + \alpha_6 dy_1 \land dy_2
+ \beta(dx_1 \land dy_1 - dx_2 \land dy_2),
\]

and one obviously has that \(\left[\alpha'\right]_{j^2} = \left[\alpha\right]_{j^2}\). Then also \(D([\alpha']_{j^2}) = D([\alpha]_{j^2})\) and from now on we will compute the latter.

Remember that \(D([\alpha]_{j^2}) = d\left(\alpha + L^{-1}(-(d\alpha)\big|_{\lambda^{s}\theta^2}) \land \theta\right)\). The full derivative of \(\alpha\) is:
\[
d\alpha = d(\alpha_1 dx_1 \land dx_2 + \alpha_3 dx_1 \land dy_2 + \alpha_4 dx_2 \land dy_1 + \alpha_6 dy_1 \land dy_2
+ \beta(dx_1 \land dy_1 - dx_2 \land dy_2))
= Y_1 \alpha_1 dy_1 \land dx_1 \land dx_2 + Y_2 \alpha_1 dy_2 \land dx_1 \land dx_2 + \gamma \alpha_1 \theta \land dx_1 \land dx_2
+ X_1 \alpha_3 dy_1 \land dx_1 \land dy_2 + X_2 \alpha_3 dy_2 \land dx_1 \land dx_2 + \gamma \alpha_3 \theta \land dx_1 \land dy_2
+ X_1 \alpha_4 dy_1 \land dx_2 \land dy_1 + X_2 \alpha_4 dy_2 \land dx_2 \land dy_1 + \gamma \alpha_4 \theta \land dx_2 \land dy_1
+ X_1 \alpha_6 dy_1 \land dy_1 \land dx_1 + X_2 \alpha_6 dy_2 \land dy_1 \land dx_2 + \gamma \alpha_6 \theta \land dy_1 \land dx_1
+ \gamma \beta \land dx_1 \land dy_1 \land \theta - dx_2 \land dy_2 \land \theta
+ Y_1 \alpha_1 - X_2 \beta + X_1 \alpha_4)dx_1 \land dx_2 \land dy_1 + (Y_2 \alpha_1 - X_2 \alpha_3 - X_1 \beta)dx_1 \land dx_2 \land dy_2
+ (Y_2 \beta - Y_1 \alpha_3 + X_1 \alpha_6)dx_1 \land dy_1 \land dy_2 + (Y_2 \alpha_4 + Y_1 \beta + X_2 \alpha_6)dx_2 \land dy_1 \land dy_2
+ T \alpha_1 \theta \land dx_1 \land dx_2 + T \alpha_3 \theta \land dx_1 \land dy_2 + T \alpha_4 \theta \land dx_2 \land dy_1 + T \alpha_6 \theta \land dy_1 \land dy_2
+ T \alpha_1 \theta \land dx_1 \land dx_2 + T \alpha_3 \theta \land dx_1 \land dy_2 + T \alpha_4 \theta \land dx_2 \land dy_1 + T \alpha_6 \theta \land dy_1 \land dy_2.
\[ + T \beta (dx_1 \wedge dy_1 \wedge \theta - dx_2 \wedge dy_2 \wedge \theta). \]

Then we need to isolate the part belonging to \( \bigwedge^k h_1 \), meaning:

\[
(d\alpha)|_{\bigwedge^k h_1} = (Y_1 \alpha_1 - X_2 \beta + X_1 \alpha_4)dx_1 \wedge dx_2 \wedge dy_1 + (Y_2 \alpha_1 - X_2 \alpha_3 - X_1 \beta)dx_1 \wedge dx_2 \wedge dy_2 \\
+ (Y_2 \beta - Y_1 \alpha_3 + X_1 \alpha_6)dx_1 \wedge dy_1 \wedge dy_2 + (Y_2 \alpha_4 + Y_1 \beta + X_2 \alpha_6)dx_2 \wedge dy_1 \wedge dy_2 \\
= (Y_1 \alpha_1 - X_2 \beta + X_1 \alpha_4)dx_1 \wedge dx_2 \wedge dy_1 + (Y_2 \alpha_1 - X_2 \alpha_3 - X_1 \beta)dx_1 \wedge dx_2 \wedge dy_2 \\
- (Y_2 \beta - Y_1 \alpha_3 + X_1 \alpha_6)dy_2 \wedge d\theta + (Y_2 \alpha_4 + Y_1 \beta + X_2 \alpha_6)dy_1 \wedge d\theta.
\]

Next we have that

\[
L^{-1}(-(d\alpha)|_{\bigwedge^k h_1}) = - (Y_1 \alpha_1 - X_2 \beta + X_1 \alpha_4)dx_2 + (Y_2 \alpha_1 - X_2 \alpha_3 - X_1 \beta)dx_1 \\
+ (Y_2 \beta - Y_1 \alpha_3 + X_1 \alpha_6)dy_2 - (Y_2 \alpha_4 + Y_1 \beta + X_2 \alpha_6)dy_1,
\]

and so

\[
d(L^{-1}(-(d\alpha)|_{\bigwedge^k h_1})) \wedge \theta = \\
= -X_1(Y_1 \alpha_1 - X_2 \beta + X_1 \alpha_4)dx_1 \wedge dx_2 \wedge \theta + Y_1(Y_1 \alpha_1 - X_2 \beta + X_1 \alpha_4)dx_2 \wedge dy_1 \wedge \theta \\
+ Y_2(Y_1 \alpha_1 - X_2 \beta + X_1 \alpha_4)dx_2 \wedge dy_2 \wedge \theta - X_2(Y_2 \alpha_1 - X_2 \alpha_3 - X_1 \beta)dx_1 \wedge dx_2 \wedge \theta \\
- Y_1(Y_2 \alpha_1 - X_2 \alpha_3 - X_1 \beta)dx_1 \wedge dy_1 \wedge \theta - Y_2(Y_2 \alpha_1 - X_2 \alpha_3 - X_1 \beta)dx_1 \wedge dy_2 \wedge \theta \\
+ X_1(Y_2 \beta - Y_1 \alpha_3 + X_1 \alpha_6)dx_1 \wedge dy_2 \wedge \theta + X_2(Y_2 \beta - Y_1 \alpha_3 + X_1 \alpha_6)dx_2 \wedge dy_2 \wedge \theta \\
+ Y_1(Y_2 \beta - Y_1 \alpha_3 + X_1 \alpha_6)dy_1 \wedge dy_2 \wedge \theta - X_1(Y_2 \alpha_4 + Y_1 \beta + X_2 \alpha_6)dy_1 \wedge dy_2 \wedge \theta \\
- X_2(Y_2 \alpha_4 + Y_1 \beta + X_2 \alpha_6)dy_2 \wedge d\theta.
\]

Finally we can put all the pieces together and compute

\[
D([\alpha]_{L^2}) = d \left( \alpha + L^{-1}(-(d\alpha)|_{\bigwedge^k h_1}) \wedge \theta \right) = \\
d\alpha + d \left( L^{-1}(-(d\alpha)|_{\bigwedge^k h_1}) \right) \wedge \theta + L^{-1}(-(d\alpha)|_{\bigwedge^k h_1}) \wedge d\theta.
\]

First notice that part of \( d\alpha \) totally cancels \( L^{-1}(-(d\alpha)|_{\bigwedge^k h_1}) \wedge d\theta \). Then we have

\[
D([\alpha]_{L^2}) = \\
= T \alpha_4 dx_1 \wedge dx_2 \wedge \theta + T \alpha_3 dx_1 \wedge dy_2 \wedge \theta + T \alpha_4 dx_2 \wedge dy_1 \wedge \theta + T \alpha_6 dy_1 \wedge dy_2 \wedge \theta \\
+ T \beta (dx_1 \wedge dy_1 \wedge \theta - dx_2 \wedge dy_2 \wedge \theta) \\
- X_1(Y_1 \alpha_1 - X_2 \beta + X_1 \alpha_4)dx_1 \wedge dx_2 \wedge \theta + Y_1(Y_1 \alpha_1 - X_2 \beta + X_1 \alpha_4)dx_2 \wedge dy_1 \wedge \theta \\
+ Y_2(Y_1 \alpha_1 - X_2 \beta + X_1 \alpha_4)dx_2 \wedge dy_2 \wedge \theta - X_2(Y_2 \alpha_1 - X_2 \alpha_3 - X_1 \beta)dx_1 \wedge dx_2 \wedge \theta \\
- Y_1(Y_2 \alpha_1 - X_2 \alpha_3 - X_1 \beta)dx_1 \wedge dy_1 \wedge \theta - Y_2(Y_2 \alpha_1 - X_2 \alpha_3 - X_1 \beta)dx_1 \wedge dy_2 \wedge \theta \\
+ X_1(Y_2 \beta - Y_1 \alpha_3 + X_1 \alpha_6)dx_1 \wedge dy_2 \wedge \theta + X_2(Y_2 \beta - Y_1 \alpha_3 + X_1 \alpha_6)dx_2 \wedge dy_2 \wedge \theta.
\[ + Y_1(Y_2\beta - Y_1\alpha_3 + X_1\alpha_6)dy_1 \wedge dy_2 \wedge \theta - X_1(Y_2\alpha_4 + Y_1\beta + X_2\alpha_6)dx_1 \wedge dy_1 \wedge \theta \\
\quad - X_2(Y_2\alpha_4 + Y_1\beta + X_2\alpha_6)dx_2 \wedge dy_1 \wedge \theta + Y_2(Y_2\alpha_4 + Y_1\beta + X_2\alpha_6)dy_1 \wedge dy_2 \wedge \theta \]

\[ = (T \alpha_1 - X_1Y_1\alpha_1 + X_1X_2\beta - X_1X_1\alpha_4 - X_2Y_2\alpha_1 + X_2X_2\alpha_3 + X_2X_1\beta)dx_1 \wedge dx_2 \wedge \theta \\
\quad + (T \alpha_3 - Y_2Y_2\alpha_1 + Y_2X_2\alpha_3 + X_1Y_1\alpha_3 + X_1X_1\alpha_6)dx_1 \wedge dy_1 \wedge \theta \\
\quad + (T \alpha_4 + Y_1Y_1\alpha_1 - Y_1X_2\beta + Y_1X_1\alpha_4 - X_2Y_2\alpha_4 - X_2Y_2\alpha_6)dx_2 \wedge dy_1 \wedge \theta \\
\quad + (T \alpha_6 + Y_1Y_2\beta - Y_1Y_1\alpha_3 + Y_1X_1\alpha_6 + Y_2Y_2\alpha_4 + Y_2Y_1\beta + X_2X_2\alpha_6)dy_1 \wedge dy_2 \wedge \theta \\
\quad + T \beta (dx_1 \wedge dy_1 \wedge \theta - dx_2 \wedge dy_2 \wedge \theta) \\
\quad + (Y_2Y_1\alpha_1 - Y_2X_2\beta + Y_2X_1\alpha_4 + X_2Y_2\beta - X_2Y_1\alpha_3 + X_2X_1\alpha_6)dx_2 \wedge dy_2 \wedge \theta \\
\quad + (-Y_1Y_2\alpha_1 + Y_1X_2\alpha_3 + Y_1X_1\beta - X_1Y_2\alpha_4 - X_1Y_1\beta - X_1X_2\alpha_6)dx_1 \wedge dy_1 \wedge \theta \\
\]

\[ = \left[(-X_1Y_1 - Y_2X_2)\alpha_1 + X_2X_2\alpha_3 - X_1X_1\alpha_4 + 2X_1X_2\beta\right]dx_1 \wedge dx_2 \wedge \theta \\
\quad + \left[-Y_2Y_2\alpha_1 + (X_2X_2\alpha_3 - X_1Y_1)\alpha_3 + X_1X_1\alpha_6 + 2X_1Y_2\beta\right]dx_1 \wedge dy_1 \wedge \theta \\
\quad + \left[Y_1Y_1\alpha_1 + (Y_1X_1 - Y_2X_2)\alpha_4 - X_2X_2\alpha_6 - 2X_2Y_2\beta\right]dx_2 \wedge dy_1 \wedge \theta \\
\quad + \left[-Y_1Y_1\alpha_3 + Y_2X_2\alpha_4 + (Y_1X_1 + X_2Y_2)\alpha_6 + 2Y_1Y_2\beta\right]dy_1 \wedge dy_2 \wedge \theta \\
\quad + \left[-Y_1Y_2\alpha_1 + Y_1X_2\alpha_3 - X_1Y_2\alpha_4 - X_1X_2\alpha_6\right] (dx_1 \wedge dy_1 \wedge \theta - dx_2 \wedge dy_2 \wedge \theta). \]

\[ \square \]

### B General Rumin Differential Operator $d_c$ in $\mathbb{H}^1$ and $\mathbb{H}^2$

In the second chapter we introduced the Rumin complex by defining three different types of operators ($d_Q^{(k)}$ for $k < n$ and $k > n$, $D$ for $k = n$). It turns out that such complex can be written as one general Rumin operator $d_c$. Here we show $d_c$ specifically for the first and second Heisenberg groups. We follow the presentation of [10] but giving here the minimum necessary amount of details.

**Definition B.1** (See 11.22 in [10]). Recall Remark 1.2.10, Definition 1.2.14 and Notation 1.2.15. Let $\alpha \in \Omega^1$, $\alpha \neq 0$, have pure weight $p$ if its dual vector field belongs to the $p$-layer $\mathfrak{h}_p$ of the algebra $\mathfrak{h}$. In this case write $w(\alpha) = p$.

Let $\beta \in \Omega^k$, $\beta \neq 0$, have pure weight $p$ if $\beta$ can be expressed as a linear combination of $k$-forms $\theta_{i_1} \wedge \cdots \wedge \theta_{i_k}$ such that $w(\theta_{i_1}) + \cdots + w(\theta_{i_k}) = p$ for all such forms. Denote $\Omega^{k,p}$ the span of $k$-forms of pure weight $p$.

**Example B.2.** In the Heisenberg group $\mathbb{H}^n$

\[ w(f) = 0, \quad f \in \Omega^0, \]
Recall Notation 1.2.15 and notice that all differential k-forms \( \{ \theta_{i_1} \wedge \cdots \wedge \theta_{i_k} \} \) \( 1 \leq i_1 \leq \cdots \leq i_k \leq 2n+1 \) are left-invariant. Denote such k-forms as \( \Theta^k_i \), \( i \in \mathbb{N} \).

Furthermore, any other differential form with constant coefficients is left-invariant.

**Observation B.3** (See 11.25 in [10]). Let \( \alpha \in \Omega^{k,p} \) be a left-invariant k-form of pure weight \( p \) such that \( d\alpha \neq 0 \), then \( w(d\alpha) = w(\alpha) \).

**Observation B.4** (See page 90 in [10]). A general form \( \alpha \in \Omega^{k,p} \) can be expressed as

\[
\alpha = \sum_i f_i \theta_i^k,
\]

where \( \text{span}_i \{ \theta_i^k \} = \Omega^{k,p} \). Then its exterior differential is

\[
d\alpha = \sum_i d \left( f_i \theta_i^k \right) = \sum_i \left( \sum_{j=1}^{2n+1} W_j f_i \theta_j \wedge \theta_i^k + f_i d\theta_i^k \right).
\]

This shows that, whenever the terms are not zero,

\[
w \left( \sum_{j=1}^{2n} W_j f_i \theta_j \wedge \theta_i^k \right) = p + 1,
\]

\[
w \left( W_{2n+1} f_i \theta_{2n+1} \wedge \theta_i^k \right) = p + 2,
\]

\[
w(f_i d\theta_i^k) = p.
\]

In particular, the last equality holds by Observation B.3

This provides the well-posedness for the following definition.

**Definition B.5** (See definition 11.26 in [10]). Consider \( \alpha \in \Omega^{k,p} \), then we can write

\[
d\alpha = d_0 \alpha + d_1 \alpha + d_2 \alpha,
\]
where \( d_i \alpha \) denotes the part of \( d \alpha \) which increases the weight by \( i \).

In particular \( d_0 \alpha \) denotes the part of \( d \alpha \) which does not increase the weight of the form. Then we can define

\[
  d_0 : \Omega^{k,p} \to \Omega^{k+1,p}, \quad \sum_i f_i \theta_i^k \mapsto \sum_i f_i d \theta_i^k,
\]

whenever \( d \theta_i^k \neq 0 \).

One can easily check that the only form that, after a differentiation, does not change its weight is \( \theta \). Therefore, considering a simple differential \( k \)-form \( \alpha \) of the kind

\[
  \alpha = f \theta_{i_1} \wedge \cdots \wedge \theta_{i_k},
\]

for \( 1 \leq i_1 \leq \cdots \leq i_k \leq 2n \), one always has

\[
  d_0(\alpha) = 0.
\]

On the other hand, considering a simple differential \( k \)-form

\[
  \alpha = f \theta_{i_1} \wedge \cdots \wedge \theta_{i_{k-1}} \wedge \theta,
\]

for \( 1 \leq i_1 \leq \cdots \leq i_{k-1} \leq 2n \), one has that

\[
  d_0(\alpha) = f \theta_{i_1} \wedge \cdots \wedge \theta_{i_{k-1}} \wedge d \theta.
\]

**Definition B.6** (11.32 in [10]). Thanks to the isomorphism in definition 11.32 in [10]

\[
  d_0^k \frac{\Omega^k}{\text{Ker} d_0} \cong \text{Im} d_0, \quad (5.1)
\]

one has that, for all \( \beta \in \Omega^k \), there exists a unique \( \alpha \in \Omega^k \), \( \alpha \perp \text{Ker} d_0 \), such that

\[
  d_0 = \beta + \xi, \quad \text{with } \xi \in (\text{Im} d_0)^\perp.
\]

So one can define \( d_0^{-1} \) as

\[
  d_0^{-1} : \Omega^{k+1} \to (\text{Ker} d_0)^\perp, \quad \beta \mapsto d_0^{-1} \beta := \alpha
\]

and another operator

\[
  D := d_0^{-1}(d - d_0).
\]

which is a nilpotent operator not to be confused with the second-order differential operator in the Rumin complex. Remark 11.33.1 in [10] says that \( D \) is nilpotent, meaning that there exists \( N \in \mathbb{N} \) such that \( D^N \equiv 0 \). Call \( k_{\text{max}} \) the maximum non trivial exponent for \( D \). Then the following operators are well-defined:

\[
  P := \sum_{k=0}^{k_{\text{max}}} (-D)^k,
\]
\[ Q := Pd_0^{-1}, \]
\[ \prod_{E} := \text{Id} - Qd - dQ, \]
\[ \prod_{E_0} := \text{Id} - d_0^{-1}d_0 - d_0d_0^{-1}. \]

**Proposition B.7** (See theorem 11.40 of [10]). The Rumin complex of the Heisenberg group \( \mathbb{H}^n \) can be written as:
\[ 0 \rightarrow \mathbb{R} \rightarrow C^{\infty} \xrightarrow{d} \mathcal{E}_0^1 \xrightarrow{d} \ldots \xrightarrow{d} \mathcal{E}_0^{n} \xrightarrow{d} \mathcal{E}_0^{n+1} \xrightarrow{d} \ldots \xrightarrow{d} \mathcal{E}_0^{2n+1} \rightarrow 0, \]
i.e., \( (\mathcal{E}_0^*, d_c) \),
where
\[ \mathcal{E}_0^* = \bigoplus_{k=1}^{k_{\text{max}}} \mathcal{E}_0^k, \quad \mathcal{E}_0^k := \text{Ker} d_0^{(k)} \cap \left( \text{Im} d_0^{(k-1)} \right) \quad \text{and} \quad d_c := \prod_{E_0} d \prod_{E}. \]

We show how these construction acts in practice, and when the operators just defined play an active role. In particular:

**Observation B.8.** Note that if, at some degree \( k = 0, \ldots, 2n \), \( d_0 \equiv 0 \), this means that all the other operators we just defined collapse to:
\[ \begin{cases} D = 0, \\ P = 0, \\ Q = 0, \\ \prod_{E} = \text{Id}, \\ \prod_{E_0} = \text{Id}. \end{cases} \]
In such case \( d_c \), on its own defining domain, acts as \( d \).

**Observation B.9.** In the case of the first Heisenberg group, \( n = 1 \), we have three operators \( d_c^{(k)} \), for \( k \in \{0, 1, 2\} \), and so three corresponding operators \( d_0^{(k)} \) with, by (5.1),
\[ d_0^{(k)} |_{\Omega^k_{\text{Ker} d_0^{(k)}}} \simeq \frac{\Omega^k}{\text{Ker} d_0^{(k)}} \rightarrow \text{Im} d_0^{(k)}. \]
- If \( k = 0 \), by Definition B.5 of \( d_0 \), it follows immediately that \( \text{Ker} d_0^{(0)} = \Omega_0^0 \) and so \( \frac{\Omega^0}{\text{Ker} d_0^{(0)}} = \{0\} \). Then \( d_0^{(0)} \equiv 0 \).
If $k = 1$, again by Definition B.5 we have that

$$\text{Ker}d_0^{(1)} = \text{span}\{dx, dy\},$$
and so

$$\frac{\Omega^1}{\text{Ker}d_0^{(1)}} = \text{span}\{\theta\}$$
and

$$\text{Im}d_0^{(1)} = \text{span}\{dx \wedge dy\}.$$  

So we get

$$d_0^{(1)} : \frac{\Omega^1}{\text{Ker}d_0^{(1)}} \cong \text{Im}d_0^{(1)},$$

$$\theta \mapsto -dx \wedge dy.$$ 

If we were to write $d_c^{(1)}$ explicitly with the operators introduced here, the final result would give back $D$ as in Proposition 2.2.2.

If $k = 2$ it is easy to check that

$$\text{Ker}d_0^{(2)} = \Omega^2,$$
and so

$$\frac{\Omega^2}{\text{Ker}d_0^{(2)}} = \{0\}.\text{ Then, again, } d_0^{(2)} \equiv 0.$$ 

**Observation B.10.** In the case of the second Heisenberg group, $n = 2$, we have five operators $d_c^{(k)}$, for $k \in \{0, \ldots, 4\}$, with five corresponding operators $d_0^{(k)}$. Again, by (5.1),

$$d_0^{(k)} : \frac{\Omega^k}{\text{Ker}d_0^{(k)}} \cong \text{Im}d_0^{(k)}.$$ 

If $k = 0$, as before, by Definition B.5 it follows that, $\text{Ker}d_0^{(0)} = \Omega^0$ and so

$$\frac{\Omega^0}{\text{Ker}d_0^{(0)}} = \{0\}.\text{ Then } d_0^{(0)} \equiv 0.$$ 

If $k = 1$, take $\alpha = f_1 dx_1 + f_2 dx_2 + f_3 dy_1 + f_4 dy_2 + f_5 \theta \in \Omega^1$ and compute

$$d_0 \alpha = -f_5(dx_1 \wedge dy_1 + dx_2 \wedge dy_2).$$

Consequently we have that

$$\text{Ker}d_0^{(1)} = \text{span}\{dx_1, dx_2, dy_1, dy_2\},$$
and so

$$\frac{\Omega^1}{\text{Ker}d_0^{(1)}} = \text{span}\{\theta\}$$
and

$$\text{Im}d_0^{(1)} = \text{span}\{dx_1 \wedge dy_1 + dx_2 \wedge dy_2\}.$$ 

The action of $d_0^{(1)}$ is then

$$d_0^{(1)} : \frac{\Omega^1}{\text{Ker}d_0^{(1)}} \rightarrow \text{Im}d_0^{(1)},$$
\[ \theta \mapsto -dx_1 \wedge dy_1 - dx_2 \wedge dy_2. \]

Writing \( d_c^{(1)} \) explicitly would give \( d_Q^{(1)} \) as in Proposition 2.3.4.

- If \( k = 2 \), one can compute that \( \ker d_0 = \text{span} \{ dx_1 \wedge dx_2, dx_1 \wedge dy_1, dx_1 \wedge dy_2, dx_2 \wedge dy_1, dx_2 \wedge dy_2, dy_1 \wedge dy_2 \} \), \( \Omega^2_{\ker d_0} = \text{span} \{ dx_1 \wedge \theta, dy_1 \wedge \theta, dx_2 \wedge \theta, dy_2 \wedge \theta \} \) and \( \text{im} d_0 = \text{span} \{ dx_1 \wedge dx_2 \wedge dy_1, dx_1 \wedge dx_2 \wedge dy_2, dx_2 \wedge dx_1 \wedge dy_1, dy_2 \wedge dx_1 \wedge dy_1 \} \subseteq \Omega^3 \).

The action of \( d_0^{(2)} \) is then

\[
\frac{\Omega^2}{\ker d_0^{(2)}} \rightarrow \text{im} d_0^{(2)},
\]

\[
dx_1 \wedge \theta \mapsto -dx_1 \wedge dx_2 \wedge dy_2, \\
dy_1 \wedge \theta \mapsto -dy_1 \wedge dx_2 \wedge dy_2, \\
dx_2 \wedge \theta \mapsto -dx_2 \wedge dx_1 \wedge dy_1, \\
dy_2 \wedge \theta \mapsto -dy_2 \wedge dx_1 \wedge dy_1.
\]

Writing \( d_c^{(2)} \) explicitly would give \( D \) as in Proposition 2.3.4.

- If \( k = 3 \), by computation one can see that \( \ker d_0 = \text{span} \{ dx_1 \wedge dx_2 \wedge dy_1, dx_1 \wedge dx_2 \wedge dy_2, dx_1 \wedge dx_2 \wedge \theta, dx_1 \wedge dy_1 \wedge dy_2, dx_1 \wedge dy_2 \wedge \theta, dx_2 \wedge dy_1 \wedge dy_2, dx_2 \wedge dy_1 \wedge \theta, dx_1 \wedge dy_1 \wedge dx_2 \wedge dy_2 \wedge \theta \} \), \( \Omega^3_{\ker d_0} = \text{span} \{ dx_1 \wedge dy_1 \wedge \theta + dx_2 \wedge dy_2 \wedge \theta \} \) and \( \text{im} d_0 = \text{span} \{ dx_1 \wedge dy_1 \wedge dx_2 \wedge dy_2 \} \subseteq \Omega^4 \).

The action of \( d_0^{(3)} \) is then

\[
\frac{\Omega^3}{\ker d_0^{(3)}} \rightarrow \text{im} d_0^{(3)},
\]

\[
dx_1 \wedge dy_1 \wedge \theta + dx_2 \wedge dy_2 \wedge \theta \mapsto -dx_1 \wedge dy_1 \wedge dx_2 \wedge dy_2.
\]

Once again, also in this case writing \( d_c^{(3)} \) explicitly would give \( d_Q^{(3)} \) in Proposition 2.3.4.

- If \( k = 4 \), we are in the last case. Take \( \alpha = f_1 \hat{dx}_1 + f_2 \hat{dx}_2 + f_3 \hat{dy}_1 + f_4 \hat{dy}_2 + f_5 \hat{\theta}, \) where the hat indicates the presence of all other basis elements except the one written below the hat. Then

\[
d_0 \alpha = 0,
\]

and so \( \ker d_0 = \Omega^4, \frac{\Omega^4}{\ker d_0} = \{0\} \) and \( \text{im} d_0 = \{0\} \subseteq \Omega^5 \). Then, again, \( d_0^{(4)} = 0. \)
C  Dimension of the Rumin Complex in $\mathbb{H}^n$

We show formulas to compute the dimensions for the spaces in the Rumin complex. The intent is to see how fast they grow with respect to $n$.

**Remark C.1.** Recall from Definition 2.1.1 that:

- $\Omega^k$ are $k$-differential forms in $\mathbb{H}^n$.
- $I^k = \{ \beta \wedge \theta + \gamma \wedge d\theta \mid \beta \in \Omega^{k-1}, \gamma \in \Omega^{k-2} \}$
- $J^k = \{ \alpha \in \Omega^k \mid \alpha \wedge \theta = 0, \alpha \wedge d\theta = 0 \}$.

**Observation C.2.**

- It is an immediate observation that $\dim \Omega^k = \binom{2n+1}{k}$.
- Modulo the coefficient, the possibilities for a simple differential form $\beta \in \Omega^{k-1}$ such that $\beta \wedge \theta \neq 0$ are $C_{k-1}^{2n} = \binom{2n}{k-1}$.
- Modulo the coefficient, the possibilities for a simple differential form $\gamma \in \Omega^{k-2}$ such that $\gamma \wedge d\theta \neq 0$ are $C_{k-2}^{2n+1} = \binom{2n+1}{k-2}$.

**Proof.** The first point of the observation is straightforward. One has that $\beta \in \Omega^{k-1}$ and $\beta$ can’t contain $\theta$, otherwise $\beta \wedge \theta$ would be null. $\gamma \in \Omega^{k-2}$ and $\gamma$ can contain anything. Indeed, to have $d\theta \wedge \gamma = 0$, with $\gamma$ simple, one needs $\gamma \in \Omega^{2n}$ at least, but $k-2$ is always lower than $2n$ for any $k$. \qed

**Observation C.3.** To compute the dimension of $I^k$, it is important to know how many times and element of its base can be written both in the form $\beta \wedge \theta$ and $\gamma \wedge d\theta$, with $\beta \in \Omega^{k-1}, \beta \wedge \theta \neq 0$, $\gamma \in \Omega^{k-2}$ and $\gamma \wedge d\theta \neq 0$.

With these hypotheses, $\beta$ can be written as $\beta = d\theta \wedge \tau$, with $\tau \in \Omega^3$; while $\gamma$ can be written as $\gamma = \theta \wedge \tau'$, with $\tau' \in \Omega^3$.

Posing

$$\beta \wedge \theta = \gamma \wedge d\theta \neq 0$$

one gets $\tau = \tau' \in \Omega^3$, with $\tau \wedge d\theta \wedge \theta \neq 0$. This means that $\tau$ cannot contain $\theta$. Furthermore, this is the only condition since it is impossible for $\tau$ to annihilate $d\theta$ as $k-3$ is always lower than $2n$, as before.

Then, modulo coefficients, the possibilities for a simple $\tau$ are $C_{k-3}^{2n} = \binom{2n}{k-3}$.

**Observation C.4** (See 2.3 and 2.5 in [8]). For $k \leq n$,

$$\dim \frac{\Omega^k}{I^k} = \dim J^{2n+1-k}.$$
Proposition C.5. Summing up the previous considerations, for \( k \leq n \), we obtain

\[
\dim I^k = \left( \frac{2n}{k-1} \right) + \left( \frac{2n+1}{k-2} \right) - \left( \frac{2n}{k-3} \right) = \left( \frac{2n+1}{k-1} \right) \tag{5.2}
\]

\[
\dim J^{2n+1-k} = \dim \frac{\Omega^k}{I^k} = \left( \frac{2n+1}{k} \right) - \left( \frac{2n+1}{k-1} \right) = \left( \frac{2n+1}{k} \right) \cdot \frac{2n+2-2k}{2n+2-k} \tag{5.3}
\]

The proof follows after the example.

Example C.6. Here some cases as an example.

| \( \mathbb{H}^n \) | \( \dim \Omega^k \) | \( \dim I^k \) | \( \dim \frac{\Omega^k}{I^k} = \dim J^{2n+1-k} \) |
|------------------|-----------------|-----------------|--------------------------|
| \( \mathbb{H}^1 \) | 1 | 3 | 2 |
| \( \mathbb{H}^2 \) | 1 | 5 | 4 |
| | 2 | 10 | 5 |
| \( \mathbb{H}^3 \) | 1 | 7 | 6 |
| | 2 | 21 | 14 |
| | 3 | 35 | 14 |
| \( \mathbb{H}^4 \) | 1 | 9 | 8 |
| | 2 | 36 | 27 |
| | 3 | 84 | 48 |
| | 4 | 126 | 42 |
| \( \mathbb{H}^5 \) | 1 | 11 | 10 |
| | 2 | 55 | 44 |
| | 3 | 165 | 110 |
| | 4 | 330 | 165 |
| | 5 | 462 | 132 |

Proof of Proposition C.5. First we prove equation (5.2). To do so, we rewrite the three terms as follows:

\[
\left( \frac{2n}{k-1} \right) = \frac{(2n)!}{(k-1)!(2n-(k-1))!} \cdot \frac{2n+1}{2n+1-1} - \frac{2n-(k-1)+1}{2n+(k-1)}
\]

\[
= \frac{(2n+1)!}{(k-1)!(2n+1-(k-1))!} \cdot \frac{1}{2n+1} \cdot (2n-(k-1)+1)
\]

\[
= \left( \frac{2n+1}{k-1} \right) \cdot \frac{2n-k+2}{2n+1}.
\]

The second term:

\[
\left( \frac{2n+1}{k-2} \right) = \frac{(2n+1)!}{(k-2)!(2n+1-(k-2))!} \cdot \frac{k-1}{k-1} \cdot \frac{2n+1-(k-2)}{2n+1-(k-2)}
\]
\[
\binom{2n}{k-3} = \frac{(2n)!}{(k-3)!(2n-(k-3))!} \cdot \frac{2n+1}{2n+1} \cdot \frac{(k-2)(k-1)}{2n+1} \cdot \frac{2n-(k-3)}{2n-(k-3)}
\]

And the last term:
\[
\binom{2n}{k-3} = \frac{(2n)!}{(k-1)!(2n-(k-1))!} \cdot \frac{2n+1}{2n+1} \cdot \frac{(k-2)(k-1)}{2n+1} \cdot \frac{2n-(k-3)}{2n-(k-3)}
\]

Now we can add and subtract them together and we obtain
\[
\left( \binom{2n}{k-1} + \binom{2n+1}{k-2} \right) - \binom{2n}{k-3}
\]
\[
= \binom{2n+1}{k-1} \left[ \frac{2n-k+2}{2n+1} + \frac{k-1}{2n-k+3} - \frac{(k-2)(k-1)}{(2n+1)(2n-k+3)} \right]
\]
\[
= \binom{2n+1}{k-1} \left[ \frac{(2n-k+2)(2n-k+3) + (k-1)(2n+1) - (k-2)(k-1)}{(2n+1)(2n-k+3)} \right]
\]
\[
= \binom{2n+1}{k-1} \cdot \frac{4n^2 - 2n(k-3) + 2n - (k-3) - 2n(k-1) + k^2 - 4k + 3 + 2nk + k - 2n - 1 - k^2 + 3k - 2}{(2n+1)(2n-k+3)}
\]
\[
= \binom{2n+1}{k-1} \cdot \frac{4n^2 + n(8-2k) + (3-k)}{(2n+1)(2n-k+3)} = \binom{2n+1}{k-1},
\]

where the last equality comes from
\[
\begin{array}{c|c|c}
4n^2 + n(8-2k) + (3-k) & 2n+1 \\
4n^2 + 2n & 2n+3-k \\
\hline
2n(3-k) + (3-k) & 2n(3-k) + (3-k) \\
\end{array}
\]

Now we prove equation (5.3).
\[
\binom{2n+1}{k} - \binom{2n+1}{k-1} = \binom{2n+1}{k} - \frac{(2n+1)!}{(k-1)!(2n+1-(k-1))!} =
\]
D Explicit Computation of the Commutation between Pullback and Rumin Complex

\[
\binom{2n+1}{k} - \binom{2n+1}{k} \frac{(2n+1)!}{(k-1)!(2n+1-(k-1))!} \frac{k}{2n+1-(k-1)} = \binom{2n+1}{k} - \binom{2n+1}{k} \frac{(2n+1)!}{k!(2n+1-k)!} \frac{1}{2n+1-(k-1)} = \binom{2n+1}{k} \left[ 1 - \frac{k}{2n+2-k} \right] = \binom{2n+1}{k} \frac{2n+2-2k}{2n+2-k}.
\]

\[\square\]

D Explicit Computation of the Commutation between Pullback and Rumin Complex

Let \( f : \mathbb{H}^1 \to \mathbb{H}^1 \) be a smooth contact map and consider the Rumin complex. The following Proposition is already contained in Theorem 3.2.1, but here we show the result with an explicit computation.

We recall the result in \( \mathbb{H}^1 \):

**Proposition D.1.** Consider a contact map \( f : U \subset \mathbb{H}^1 \to \mathbb{H}^1 \). The following hold

\(\triangleright\) For all \( \omega = g \in D^0_{\mathbb{H}}(U) = C^\infty(U) \),

\[
(\Lambda^1 df)d_Q \omega = d_Q(\Lambda^0 df \omega), \quad \text{i.e.,} \quad f^*d_Q \omega = d_Q f^* \omega.
\] (5.4)

\(\triangleright\) For all \( \omega \in D^1_{\mathbb{H}}(U) = \frac{\Omega^1}{\mathcal{T}} \cong \text{span}\{dx, dy\} \),

\[
(\Lambda^1 df)D \omega = D(\Lambda^0 df \omega), \quad \text{i.e.,} \quad f^*D \omega = D f^* \omega.
\] (5.5)

\(\triangleright\) For all \( \omega \in D^2_{\mathbb{H}}(U) = \mathcal{J}^2 \cong \text{span}\{dx \wedge \theta, dy \wedge \theta\} \),

\[
(\Lambda^2 df)d_Q \omega = d_Q(\Lambda^2 df \omega), \quad \text{i.e.,} \quad f^*d_Q \omega = d_Q f^* \omega.
\] (5.6)

Namely, the pullback by a contact map \( f \) commutes with the differential operators of the Rumin complex.

**Notation D.2.** Recalling Notation 3.3.7 and Lemma 3.3.8, we have

\[
\lambda(1, f) := Xf^1Yf^2 - Xf^2Yf^1 = T f^3 - \frac{1}{2} f^1T f^2 + \frac{1}{2} f^2T f^1.
\]

In this section, for brevity we will denote this simply as

\[
\lambda(f) := \lambda(1, f).
\]
Proof of equation (5.4) in Proposition [D.7] From lemma (3.5.9)

\[ d_Q(\Lambda^0 df(g)) = d_Q f^* g = d_Q(g \circ f) = X(g \circ f)dx + Y(g \circ f)dy \]
\[ = (XgXf^1 + YgXf^2)dx + (XgYf^1 + YgYf^2)dy. \]

On the other hand

\[ (\Lambda^1 df)d_Qg = f^*d_Qg = f^*(Xgdx + Ygdy) = Xgf^*dx + Ygf^*dy \]
\[ = Xg(Xf^1dx + Yf^1dy) + Yg(Xf^2dx + Yf^2dy) \]
\[ = (XgXf^1 + YgXf^2)dx + (XgYf^1 + YgYf^2)dy. \]

So the first equality is verified. \( \square \)

We move on to the third equality.

Proof of equation (5.6) in Proposition [D.7] Consider \( \omega \in D^2_M(\mathbb{H}^1) \), namely, \( \omega = \omega_1dx \wedge \theta + \omega_2dy \wedge \theta \).

\[ (\Lambda^3 df)d_Q\omega = f^*d_Q\omega = f^*((X\omega_2 - Y\omega_1)dx \wedge dy \wedge \theta) = \]
\[ = (X\omega_2 - Y\omega_1)f(X f^1 Y f^2 - Y f^1 X f^2) \left( T f^3 - \frac{1}{2} f^1 T f^2 + \frac{1}{2} f^2 T f^1 \right) dx \wedge dy \wedge \theta \]
\[ = (X\omega_2 - Y\omega_1)f\Lambda^2(f)dx \wedge dy \wedge \theta, \]

where we use equation (5.28) for the second line.

On the other hand, thanks to equations (3.26) and (3.27),

\[ d_Q(\Lambda^2 df \omega) = d_Q f^* \omega = d_Q f^*(\omega_1dx \wedge \theta + \omega_2dy \wedge \theta) \]
\[ = d_Q \left( (\omega_1)_f f^*(dx \wedge \theta) + (\omega_2)_f f^*(dy \wedge \theta) \right) \]
\[ = d_Q \left( (\omega_1)_f (Xf^1 \Lambda(f)dx \wedge \theta + Yf^1 \Lambda(f)dy \wedge \theta) \right) \]
\[ + (\omega_2)_f (Xf^2 \Lambda(f)dx \wedge \theta + Yf^2 \Lambda(f)dy \wedge \theta) \]
\[ = d_Q \left( \Lambda(f) ((\omega_1)_f Xf^1 + (\omega_2)_f Xf^2) dx \wedge \theta \right) \]
\[ + \Lambda(f) ((\omega_1)_f Yf^1 + (\omega_2)_f Yf^2) dy \wedge \theta \]
\[ = \left( X(\Lambda(f) ((\omega_1)_f Yf^1 + (\omega_2)_f Yf^2)) \right) \]
\[ - Y(\Lambda(f) ((\omega_1)_f Xf^1 + (\omega_2)_f Xf^2)) \right) dx \wedge dy \wedge \theta \]
\[ = \left( X(\Lambda(f) \cdot \mathcal{E}_{\omega,f}) - Y(\Lambda(f) \cdot \mathcal{F}_{\omega,f}) \right) dx \wedge dy \wedge \theta \]
\[
-X(\lambda(f)) \cdot E_{\omega,f} + \lambda(f) \cdot X(E_{\omega,f}) \\
- Y(\lambda(f)) \cdot F_{\omega,f} - \lambda(f) \cdot Y(F_{\omega,f}) \, dx \wedge dy \wedge \theta,
\]

where one denotes
\[
\begin{align*}
E_{\omega,f} & := E(\omega,f) := (\omega_1)_f Y f^1 + (\omega_2)_f Y f^2, \\
F_{\omega,f} & := F(\omega,f) := (\omega_1)_f X f^1 + (\omega_2)_f X f^2.
\end{align*}
\]

Consider these terms one by one. Recall that we already computed \(X(\lambda(f))\) and \(Y(\lambda(f))\) in Lemma \[3.3.20\]. Then compute \(X(E_{\omega,f})\):
\[
X(E_{\omega,f}) = X((\omega_1)_f Y f^1 + (\omega_2)_f Y f^2) \\
= X((\omega_1)_f Y f^1 + (\omega_1)_f YX f^1 + X((\omega_2)_f Y f^2 + (\omega_2)_f YX f^2) \\
= X((\omega_1)_f Y f^1 + (\omega_1)_f YX f^1 + X((\omega_2)_f Y f^2 + (\omega_2)_f YX f^2) \\
= ((X\omega_1)_f Y f^1 + (Y\omega_1)_f Y f^2) Y f^1 + ((X\omega_2)_f X f^1 + (Y\omega_2)_f X f^2) Y f^2 \\
+ (\omega_1)_f YX f^1 + (\omega_2)_f YX f^2,
\]

where the last line follows by Lemma \[3.3.9\].

The last term \(Y(F_{\omega,f})\) is similar:
\[
Y(F_{\omega,f}) = Y((\omega_1)_f X f^1 + (\omega_2)_f X f^2) \\
= Y((\omega_1)_f X f^1 + (\omega_1)_f YX f^1 + Y((\omega_2)_f X f^2 + (\omega_2)_f YX f^2) \\
= Y((\omega_1)_f X f^1 + (\omega_1)_f YX f^1 + Y((\omega_2)_f X f^2 + (\omega_2)_f YX f^2) \\
= ((X\omega_1)_f Y f^1 + (Y\omega_1)_f Y f^2) X f^1 + ((X\omega_2)_f Y f^1 + (Y\omega_2)_f Y f^2) X f^2 \\
+ (\omega_1)_f YX f^1 + (\omega_2)_f YX f^2,
\]

where the last line follows again by Lemma \[3.3.9\].

Now we can get \(X(E_{\omega,f}) - Y(F_{\omega,f})\). Remember that
\[
X(E_{\omega,f}) - Y(F_{\omega,f}) = ((X\omega_1)_f X f^1 + (Y\omega_1)_f X f^2) Y f^1 + ((X\omega_2)_f X f^1 + (Y\omega_2)_f X f^2) Y f^2 \\
+ (\omega_1)_f YX f^1 + (\omega_2)_f YX f^2 - ((X\omega_1)_f Y f^1 + (Y\omega_1)_f Y f^2) Y f^1 \\
- ((X\omega_2)_f Y f^1 + (Y\omega_2)_f Y f^2) X f^2 - (\omega_1)_f YX f^1 - (\omega_2)_f YX f^2 \\
= (\omega_1)_f YX f^1 - YX f^1) + (\omega_2)_f (YX f^2 - YX f^2) \\
+ (X\omega_1)_f (X f^1 Y f^1 - Y f^1 X f^1) + (Y\omega_1)_f (X f^2 Y f^1 - Y f^2 X f^1) \\
+ (X\omega_2)_f (X f^1 Y f^2 - Y f^1 X f^2) + (Y\omega_2)_f (X f^2 Y f^2 - Y f^2 X f^2)
\]
Next is \( X(\lambda(f)) \cdot \mathcal{E}_{\omega,f} - Y(\lambda(f)) \cdot \mathcal{F}_{\omega,f} \):

\[
X(\lambda(f)) \cdot \mathcal{E}_{\omega,f} - Y(\lambda(f)) \cdot \mathcal{F}_{\omega,f} = \\
\mathcal{F}_{\omega,f} = \\
(\omega_1)_f T f^1 + (\omega_2)_f T f^2 + \lambda(f) ((X \omega_2)_f - (Y \omega_1)_f).
\]

Finally we can put all the terms together and calculate the coefficient of \( dx \wedge dy \wedge \theta \):

\[
X(\lambda(f)) \cdot \mathcal{E}_{\omega,f} - Y(\lambda(f)) \cdot \mathcal{F}_{\omega,f} + \lambda(f) (X(\mathcal{E}_{\omega,f}) - Y(\mathcal{F}_{\omega,f})) = \\
-\lambda(f) \left[ ((\omega_1)_f T f^1 + (\omega_2)_f T f^2) \right] \\
+ \lambda(f) \left[ ((\omega_1)_f T f^1 + (\omega_2)_f T f^2 + \lambda(f)((X \omega_2)_f - (Y \omega_1)_f)) \right] \\
= \lambda^2(f) ((X \omega_2)_f - (Y \omega_1)_f).
\]

This completes the proof. \( \square \)

**Proof of equation (5.5) in Proposition [D.7]** Let \( \omega = \omega_1 dx + \omega_2 dy \in \mathcal{D}_{\mathbb{H},1}(U) \). Then \( f^* D \omega = f^* \left[ (X \omega_2 - XY \omega_1 - T \omega_1) dx \wedge \theta + (Y \omega_2 - YY \omega_1 - T \omega_2) dy \wedge \theta \right] \)

\[
= (X \omega_2 - XY \omega_1 - T \omega_1)_f (X f^1 \lambda(f) dx \wedge \theta + Y f^1 \lambda(f) dy \wedge \theta) \\
+ (Y \omega_2 - YY \omega_1 - T \omega_2)_f (X f^2 \lambda(f) dx \wedge \theta + Y f^2 \lambda(f) dy \wedge \theta) \\
= \left[ (X \omega_2 - XY \omega_1 - T \omega_1)_f X f^1 + (Y \omega_2 - YY \omega_1 - T \omega_2)_f X f^2 \right] \lambda(f) dx \wedge \theta \\
+ \left[ (X \omega_2 - XY \omega_1 - T \omega_1)_f Y f^1 + (Y \omega_2 - YY \omega_1 - T \omega_2)_f Y f^2 \right] \lambda(f) dy \wedge \theta \\
= \left[ -X f^1 (XY \omega_1 + T \omega_1)_f - X f^2 (YY \omega_1)_f + X f^1 (XX \omega_2)_f \right] \lambda(f) dx \wedge \theta \\
+ X f^2 (YX \omega_2 - T \omega_2)_f \lambda(f) dx \wedge \theta + \left[ -Y f^1 (XY \omega_1 + T \omega_1)_f \\
- Y f^2 (YY \omega_1)_f + Y f^1 (XX \omega_2)_f + Y f^2 (YX \omega_2 - T \omega_2)_f \right] \lambda(f) dy \wedge \theta.
\]

On the other hand, \( D f^* \omega \) will be much more complicated

\[
D f^* \omega = D \left( (\omega_1)_f (X f^1 dx + Y f^1 dy) + (\omega_2)_f (X f^2 dx + Y f^2 dy) \right)
\]
D Explicit Computation of the Commutation between Pullback and Rumin Complex

\[ D((\omega_1)_f X f^1 + (\omega_2)_f X f^2) dx + ((\omega_1)_f Y f^1 + (\omega_2)_f Y f^2) dy \]

\[ = \left[ XX ((\omega_1)_f Y f^1 + (\omega_2)_f Y f^2) - XY ((\omega_1)_f X f^1 + (\omega_2)_f X f^2) \right] dx \wedge \theta + \left[ YX ((\omega_1)_f Y f^1 + (\omega_2)_f Y f^2) \right] dy \wedge \theta. \]

Given the length of the coefficients, we consider them piece by piece. Consider only the coefficient of \( dx \wedge \theta \) and divide it accordingly to the number \( k \) of derivatives that hit, respectively, the functions \( \omega_1 \) and \( \omega_2 \) (the \( T \) derivative counts as two): we denote such parts as \( Z^{(k)} \omega_i \), with \( k = 0, 1, 2 \) and \( i = 1, 2 \). Then the coefficient of \( dx \wedge \theta \) becomes

\[(...)dx \wedge \theta = \left( Z^{(0)} \omega_1 + Z^{(0)} \omega_2 + Z^{(1)} \omega_1 + Z^{(1)} \omega_2 + Z^{(2)} \omega_1 + Z^{(2)} \omega_2 \right) dx \wedge \theta\]

with

\[ Z^{(0)} \omega_1 := (\omega_1)_f XY f^1 - (\omega_1)_f X Y f^1 - (\omega_1)_f TX f^1 \]
\[ Z^{(0)} \omega_2 := (\omega_2)_f XY f^2 - (\omega_2)_f X Y f^2 - (\omega_2)_f TX f^2 \]
\[ Z^{(1)} \omega_1 := 2X ((\omega_1)_f) XY f^1 - Y ((\omega_1)_f) XX f^1 - X ((\omega_1)_f) YY f^1 \]
\[ Z^{(1)} \omega_2 := 2X ((\omega_2)_f) XY f^2 - Y ((\omega_2)_f) XX f^2 - X ((\omega_2)_f) YY f^2 \]
\[ Z^{(2)} \omega_1 := XX ((\omega_1)_f) f^1 - XY ((\omega_1)_f) X f^1 - T ((\omega_1)_f) X f^1 \]
\[ Z^{(2)} \omega_2 := XX ((\omega_2)_f) f^2 - XY ((\omega_2)_f) X f^2 - T ((\omega_2)_f) X f^2. \]

Compute:

\[ Z^{(0)} \omega_1 = (\omega_1)_f XY f^1 - (\omega_1)_f X Y f^1 - (\omega_1)_f TX f^1 \]
\[ = (\omega_1)_f X(\omega_1)_f f^1 - (\omega_1)_f TX f^1 \]
\[ = (\omega_1)_f X(\omega_1)_f f^1 = (\omega_1)_f [X,T] f^1 = 0. \]

Notice that, thanks of the simmetry, in the same way \( Z^{(0)} \omega_2 = 0 \).

Next, by Lemma 3.3.12 one has the following equations in the case \( n = 1 \):

\[ XX(g \circ f) = \left[ (XXg)_f X f^1 + (XXg)_f X f^2 \right] X f^1 + (XXg)_f X f^1 \]
\[ + \left[ (XYg)_f X f^1 + (YYg)_f X f^2 \right] X f^2 + (YYg)_f X f^2, \]

\[ XY(g \circ f) = \left[ (XXg)_f X f^1 + (XXg)_f X f^2 \right] Y f^1 + (XXg)_f X f^1 \]
\[ + \left[ (XYg)_f X f^1 + (YYg)_f X f^2 \right] Y f^2 + (YYg)_f X f^2, \]
where \( \lambda(1, f) := Xf^1Yf^2 - Yf^1Xf^2 \). Using them, one gets

\[
\mathcal{Z}^{(2)} \omega_1 = XX ((\omega_1)_f) Xf^1 - XY ((\omega_1)_f) Xf^1 - T ((\omega_1)_f) Xf^1\\ = XX (\omega_1 \circ f) Xf^1 - XY (\omega_1 \circ f) Xf^1 - T (\omega_1 \circ f) Xf^1\\ = \left\{ \begin{array}{l}
[XX(\omega_1)_f Xf^1 + (XY\omega_1)_f Xf^2] Xf^1 + (X\omega_1)_f XXf^1 \\
+ [(XY\omega_1)_f Xf^1 + (Y\omega_1)_f XXf^2] Xf^2 + (Y\omega_1)_f XXf^2 \end{array} \right\} Yf^1 \\
- \left\{ \begin{array}{l}
(X\omega_1)_f T f^1 + (Y\omega_1)_f T f^2 + \lambda(f)(T\omega_1)_f \end{array} \right\} Xf^1 \\
=(XY\omega_1)_f Xf^1 (Xf^2 Yf^1 - Yf^2 Xf^1) + (YY\omega_1)_f Xf^2 (Xf^2 Yf^1 - Yf^2 Xf^1) \\
+ (X\omega_1)_f XXf^1 Yf^1 - (XYf^1 + T f^1) Xf^1 \\
+ (Y\omega_1)_f XXf^2 Yf^1 - (XYf^2 + T f^2) Xf^1 - (T\omega_1)_f \lambda(f) Xf^1 \\
= - \lambda(f) \left\{ (XY\omega_1)_f Xf^1 + (YY\omega_1)_f Xf^2 + (T\omega_1)_f Xf^1 \right\} \\
+ (X\omega_1)_f XXf^1 Yf^1 - (XYf^1 + T f^1) Xf^1 \\
+ (Y\omega_1)_f XXf^2 Yf^1 - (XYf^2 + T f^2) Xf^1 \\
= - \lambda(f) \left\{ (YY\omega_1)_f Xf^2 + ((XY\omega_1)_f + (T\omega_1)_f) Xf^1 \right\} \\
+ (X\omega_1)_f XXf^1 Yf^1 - (XYf^1 + T f^1) Xf^1 \\
+ (Y\omega_1)_f XXf^2 Yf^1 - (XYf^2 + T f^2) Xf^1 \right\}.
\]

Notice that \(- \lambda(f) \left\{ (YY\omega_1)_f Xf^2 + ((XY\omega_1)_f + (T\omega_1)_f) Xf^1 \right\} \) is exactly the \( \omega_1 \)-part of the coefficient of \( dx \wedge \theta \) in \( f^* D\omega \).
Since we found the \( \omega_1 \)-part of the coefficient of \( dx \wedge \theta \) that we wish as result, now we show that the rest is zero. Specifically that

\[
\mathcal{Z}^{(1)} \omega_1 = (X\omega_1)_f [XXf^1 Yf^1 - (XYf^1 + T f^1) Xf^1] \\
+ (Y\omega_1)_f [XXf^2 Yf^1 - (XYf^2 + T f^2) Xf^1] \overset{\text{Th}}{=} 0. \tag{5.7}
\]

Indeed

\[
\mathcal{Z}^{(1)} \omega_1 = 2X ((\omega_1)_f) XYf^1 - Y ((\omega_1)_f) XXf^1 - X ((\omega_1)_f) Yf^1
\]
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\[ E \]

\[
= X ((\omega_1)_f) (XY - YX) f^1 + X ((\omega_1)_f) XY f^1 - Y ((\omega_1)_f) XX f^1
\]

\[
= X (\omega_1 \circ f) (T f^1 + XY f^1) - Y (\omega_1 \circ f) XX f^1
\]

\[
= ((X \omega_1)_f) X f^1 + (Y \omega_1)_f X f^2 (T f^1 + XY f^1)
\]

\[
- ((X \omega_1)_f) Y f^1 + (Y \omega_1)_f Y f^2) XX f^1
\]

\[
= (X \omega_1)_f [X f^1 (T f^1 + XY f^1) - Y f^1 XX f^1]
\]

\[
+ (Y \omega_1)_f [X f^2 (T f^1 + XY f^1) - Y f^2 XX f^1],
\]

where we used Lemma 3.3.9 in the second to last line.

With the appropriate cancellations, equation (5.7) is reduced to

\[
XX f^2 Y f^1 - (XY f^2 + T f^2) X f^1 + X f^2 (T f^1 + XY f^1) - Y f^2 XX f^1 = 0 \quad (5.8)
\]

Rearranging the first hand side, notice that

\[
XX f^2 Y f^1 + X f^2 XY f^1 - XY f^2 X f^1 - Y f^2 XX f^1 - T f^2 X f^1 + X f^2 T f^1 =
\]

\[
= X (X f^2 Y f^1) - X (Y f^2 X f^1) - T f^2 X f^1 + X f^2 T f^1
\]

\[
= X (X f^2 Y f^1 - Y f^2 X f^1) - T f^2 X f^1 + X f^2 T f^1
\]

\[
= -(X \lambda(f)) - T f^2 X f^1 + X f^2 T f^1
\]

\[
= -(X f^2 T f^1 - T f^2 X f^1) - T f^2 X f^1 + X f^2 T f^1 = 0,
\]

where we used a previous calculation of \( X(\lambda(f)) \) (see Lemma 3.3.20).

This indeed shows that the \( \omega_1 \)-parts of the coefficient of \( dx \wedge \theta \) are the same in \( f^* D\omega \) and \( Df^* \omega \). To complete the proof of \( f^* D\omega = Df^* \omega \), one should prove the same also for the \( \omega_2 \)-part of the coefficient of \( dx \wedge \theta \) and then for the whole \( dy \wedge \theta \). This can be done in a similar way. \( \square \)

E Calculations for the Möbius Strip

Observation E.1. We write \( \vec{\gamma}(r, s) \) in Heisenberg coordinates:

\[
\vec{\gamma}(r, s) = \left( -\frac{s}{2} \sin \left( \frac{r}{2} \right) \cos r - \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r, \right.
\]

\[
-\frac{s}{2} \sin \left( \frac{r}{2} \right) \sin r + \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r, \frac{s}{2} \cos \left( \frac{r}{2} \right) \right)
\]

\[
= \left( -\frac{s}{2} \sin \left( \frac{r}{2} \right) \cos r - \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r \right) \vec{c}_x
\]
+ \left( - \frac{s}{2} \sin \left( \frac{r}{2} \right) \sin r + \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r \right) \hat{c}_y + \left( \frac{s}{2} \cos \left( \frac{r}{2} \right) \right) \hat{c}_t

= \left( - \frac{s}{2} \sin \left( \frac{r}{2} \right) \cos r - \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r \right) X
+ \left( - \frac{s}{2} \sin \left( \frac{r}{2} \right) \sin r + \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r \right) Y
+ \left[ \frac{s}{2} \cos \left( \frac{r}{2} \right) + \left( - \frac{s}{2} \sin \left( \frac{r}{2} \right) \cos r - \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r \right) \frac{1}{2} y \right. \\
- \left( - \frac{s}{2} \sin \left( \frac{r}{2} \right) \sin r + \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r \right) \frac{1}{2} x \left] T. \right.

The third component can be written better as

\[
\begin{bmatrix}
\frac{s}{2} \cos \left( \frac{r}{2} \right) + \left( - \frac{s}{2} \sin \left( \frac{r}{2} \right) \cos r - \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r \right) \frac{1}{2} y \\
- \left( - \frac{s}{2} \sin \left( \frac{r}{2} \right) \sin r + \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r \right) \frac{1}{2} x
\end{bmatrix}

= \left[ \frac{s}{2} \cos \left( \frac{r}{2} \right) \right] \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r
- \left( - \frac{s}{2} \sin \left( \frac{r}{2} \right) \sin r + \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r \right) \frac{1}{2} \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r
\]

= \left[ \frac{s}{2} \cos \left( \frac{r}{2} \right) - \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin^2 r \frac{1}{2} \right] \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos^2 r \frac{1}{2}
\]

= \left[ \frac{s}{2} \cos \left( \frac{r}{2} \right) - \left[ R + s \cos \left( \frac{r}{2} \right) \right] \right]^2 \frac{1}{2}.

**Observation E.2.** We write \( \widetilde{\gamma}(r,s) \) in Heisenberg coordinates, remembering that \( x(r,s) = \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r \) and \( y(r,s) = \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r \):

\[
\widetilde{\gamma}(r,s) = \cos \left( \frac{r}{2} \right) \cos r \hat{c}_x + \cos \left( \frac{r}{2} \right) \sin r \hat{c}_y + \sin \left( \frac{r}{2} \right) \hat{c}_t
\]

= \cos \left( \frac{r}{2} \right) \cos r \hat{X} + \cos \left( \frac{r}{2} \right) \sin r \hat{Y}
\]

+ \left( \sin \left( \frac{r}{2} \right) + \cos \left( \frac{r}{2} \right) \cos \sin r \frac{1}{2} y - \cos \left( \frac{r}{2} \right) \sin \sin r \frac{1}{2} y \right) \hat{T}
\]

= \cos \left( \frac{r}{2} \right) \cos r \hat{X} + \cos \left( \frac{r}{2} \right) \sin r \hat{Y}
\]

+ \left( \sin \left( \frac{r}{2} \right) + \cos \left( \frac{r}{2} \right) \cos \left( \frac{s}{2} \right) \sin r \left[ R + s \cos \left( \frac{r}{2} \right) \right] \sin r \right.
\
- \cos \left( \frac{r}{2} \right) \sin \left( \frac{r}{2} \right) \frac{1}{2} \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r \left] \hat{T}. \right. \]
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\[ -\cos\left(\frac{r}{2}\right) \cos rX + \cos\left(\frac{r}{2}\right) \sin rY + \sin\left(\frac{r}{2}\right) T. \]

**Observation E.3.** We compute the \( T \) component of \( \vec{N} = \vec{y}_r \times \vec{y}_s = \vec{N}_1X + \vec{N}_2Y + \vec{N}_3T \).

\[
\vec{N}_3 = \left(-\frac{1}{2} s \sin\left(\frac{r}{2}\right) \cos\left(\frac{r}{2}\right) \sin r \cos r - \left[R + \cos\left(\frac{r}{2}\right) \right] \cos\left(\frac{r}{2}\right) \sin^2 r \right) \\
- \left(-\frac{1}{2} s \sin\left(\frac{r}{2}\right) \cos\left(\frac{r}{2}\right) \sin r \cos r + \left[R + \cos\left(\frac{r}{2}\right) \right] \cos\left(\frac{r}{2}\right) \cos^2 r \right) \\
= - \left[R + \cos\left(\frac{r}{2}\right) \right] \cos\left(\frac{r}{2}\right). 
\]

**Observation E.4.** We compute the \( X \) component of \( \vec{N} \).

\[
\vec{N}_1 = \left(-\frac{1}{2} s \sin\left(\frac{r}{2}\right) \sin r + \left[R + \cos\left(\frac{r}{2}\right) \right] \cos r \right) \sin\left(\frac{r}{2}\right) \\
- \left(\frac{1}{2} s \cos\left(\frac{r}{2}\right) - \left[R + \cos\left(\frac{r}{2}\right) \right] \frac{1}{2} \cos\left(\frac{r}{2}\right) \sin r \right) \\
= -\frac{1}{2} s \sin^2\left(\frac{r}{2}\right) \sin r + \left[R + \cos\left(\frac{r}{2}\right) \right] \cos r \sin\left(\frac{r}{2}\right) \\
- \frac{1}{2} s \cos^2\left(\frac{r}{2}\right) \sin r + \left[R + \cos\left(\frac{r}{2}\right) \right] \frac{1}{2} \cos\left(\frac{r}{2}\right) \sin r \\
= -\frac{1}{2} s \sin r + \left[R + \cos\left(\frac{r}{2}\right) \right] \cos r \sin\left(\frac{r}{2}\right) + \left[R + \cos\left(\frac{r}{2}\right) \right] \frac{1}{2} \cos\left(\frac{r}{2}\right) \sin r. 
\]

**Observation E.5.** We compute the \( Y \) component of \( \vec{N} \), remembering again \( \sin(2\alpha) = 2 \sin\alpha \cos\alpha \) and \( \cos(2\alpha) = 2 \cos^2\alpha - 1 \), and naming \( \alpha = \frac{r}{2} \).

\[
\vec{N}_2 = \left(\frac{s}{2} \sin\left(\frac{r}{2}\right) \cos r + \left[R + \cos\left(\frac{r}{2}\right) \right] \sin r \right) \sin\left(\frac{r}{2}\right) \\
+ \left(\frac{s}{2} \cos\left(\frac{r}{2}\right) - \left[R + \cos\left(\frac{r}{2}\right) \right] \frac{1}{2} \cos\left(\frac{r}{2}\right) \cos r \right) \\
= \frac{s}{2} \sin^2\left(\frac{r}{2}\right) \cos r + \left[R + \cos\left(\frac{r}{2}\right) \right] \sin r \sin\left(\frac{r}{2}\right) \\
+ \frac{s}{2} \cos^2\left(\frac{r}{2}\right) \cos r - \left[R + \cos\left(\frac{r}{2}\right) \right] \frac{1}{2} \cos\left(\frac{r}{2}\right) \cos r \\
= \frac{s}{2} \cos r + \left[R + \cos\left(\frac{r}{2}\right) \right] \sin r \sin\left(\frac{r}{2}\right) - \left[R + \cos\left(\frac{r}{2}\right) \right] \frac{1}{2} \cos\left(\frac{r}{2}\right) \cos r \\
= \frac{s}{2} (2 \cos^2\alpha - 1) + (R + \cos\alpha) (2 \sin\alpha \cos\alpha) \sin\alpha \\
- (R + \cos\alpha)^2 \frac{1}{2} \cos\alpha (2 \cos^2\alpha - 1) 
\]
\[ s \cos^2 \alpha - \frac{s}{2} + 2(R + s \cos \alpha) \sin^2 \alpha \cos \alpha \]
\[ - (R + s \cos \alpha)^2 \cos^3 \alpha + \frac{1}{2} [R + s \cos \alpha]^2 \cos \alpha \]
\[ s \cos^2 \alpha - \frac{s}{2} + 2(R + s \cos \alpha)(1 - \cos^2 \alpha) \cos \alpha \]
\[ - (R + s \cos \alpha)^2 \cos^3 \alpha + \frac{1}{2} [R + s \cos \alpha]^2 \cos \alpha \]
\[ = s^2 - \frac{s}{2} + 2(R + sz)(1 - z^2)z - (R + sz)^2 z^3 + \frac{1}{2} (R + sz)^2 z \]
\[ = s^2 - \frac{s}{2} + 2(R + sz)(z - z^3) - (R^2 + 2szz + s^2 z^2)z^3 + \frac{1}{2} (R^2 + 2sz + s^2 z^2)z \]
\[ = s^2 - \frac{1}{2} s + 2R(z - z^3) + 2s(\bar{z}^2 - 4) - R^2 z^3 - 2sRz^4 - s^2 z^5 + \frac{1}{2} R^2 z + sRz + \frac{1}{2} s^2 z^3 \]
\[ = \left( -z^5 + \frac{1}{2} z^3 \right) s^2 + \left( -2(R + 1)z^4 + (R + 3)z^2 - \frac{1}{2} \right) s - (R^2 + 2R)z^3 \]
\[ + \left( \frac{1}{2} R^2 + 2R \right) z, \]

where we used the facts that \( \sin^2 \alpha = 1 - \cos^2 \alpha \) and \( \cos \alpha = z \).

**Observation E.6.** We solve the system \( \{ \bar{N}_1 = 0, \bar{N}_2 = 0 \} \).

First impose \( \bar{N}_1 = 0 \) and, using again \( \sin(2\alpha) = 2 \sin \alpha \cos \alpha \) and \( \cos(2\alpha) = 2 \cos^2 \alpha - 1 \), with \( \alpha = \frac{r}{2} \), and recalling that \( z = \cos \alpha \), we find that:

\[ -\frac{1}{2} s \sin r + \left[ R + s \cos \left( \frac{r}{2} \right) \right] \cos r \sin \left( \frac{r}{2} \right) + \left[ R + s \cos \left( \frac{r}{2} \right) \right]^2 \frac{1}{2} \cos \left( \frac{r}{2} \right) \sin r = 0, \]
\[ -s \sin \alpha \cos \alpha + [R + s \cos \alpha](2 \cos^2 \alpha - 1) \sin \alpha + [R + s \cos \alpha]^2 \cos^2 \alpha \sin \alpha = 0, \]
\[ \sin \alpha = 0 \quad \vee \quad -s \cos \alpha + [R + s \cos \alpha](2 \cos^2 \alpha - 1) + [R + s \cos \alpha]^2 \cos^2 \alpha = 0, \]
\[ \frac{r}{2} = \alpha = k\pi \quad \vee \quad -sz + [R + sz](2z^2 - 1) + [R + sz]^2 z^2 = 0, \]
\[ r = 2k\pi \quad \vee \quad -sz + 2Rz^2 + 2sz^3 - R - sz + R^2 z^2 + 2sRz^3 + s^2 z^4 = 0, \]
\[ r = 2k\pi \quad \vee \quad s^2 z^4 + 2s(R + 1)z^3 - 2sz + (R^2 + 2R)z^2 - 2sz - R = 0. \]

The second condition is an equation of fourth degree in \( z \) and of second in \( s \), so we solve it in \( s \):

\[ r = 2k\pi \quad \vee \quad s^2 z^4 + (2(R + 1)z^3 - 2sz)s + (R^2 + 2R)z^2 - R = 0 \]

Now consider only the second condition. If \( z = 0 \), one has that \( R = 0 \), which is impossible.
If \( z \neq 0 \), to solve the second equation as an equation of 2nd order in \( s \), compute its discriminant:

\[
\Delta = (2(R + 1)z^3 - 2z)^2 - 4z^4((R^2 + 2R)z^2 - R)
\]
\[
= 4(R + 1)^2z^6 + 4z^2 - 8(R + 1)z^4 - 4(R^2 + 2R)z^6 + 4Rz^4
\]
\[
= 4z^6 - 4(R + 2)z^4 + 4z^2
\]
\[
= 4z^2(z^4 - (R + 2)z^2 + 1).
\]

Then

\[
s = \frac{-(2(R + 1)z^3 - 2z) \pm \sqrt{4z^2(z^4 - (R + 2)z^2 + 1)}}{2z^4}
\]
\[
= \frac{-(R + 1)z^2 + 1 \pm \sqrt{z^4 - (R + 2)z^2 + 1}}{z^3}.
\]

Since \( z = \cos \frac{r}{2}, \, z \in [0, 2\pi) \), then \( z \neq 0 \) if and only if \( r \neq \pi + 2k\pi \).

As a summary, the \( X \) component of the normal vector \( \vec{N} \) is zero at the points \((x(r,s), y(r,s), t(r,s))\) with

\[
(r,s) = (0,s), \quad s \in [-w,w], \quad \text{or} \quad (5.9)
\]

\[
(r,s) = \left( r, \frac{-(R + 1)z^2 + 1 \pm \sqrt{z^4 - (R + 2)z^2 + 1}}{z^3} \right), \quad r \in [0,2\pi), \, r \neq \pi, \, z = \cos \frac{r}{2}.
\]

(5.10)

Now we check whether the parameters (5.9) and (5.10) also force \( \vec{N}_2(r,s) \), the coefficient of the \( Y \) component of \( \vec{N} \), to be zero. We will show that \( \vec{N}_2(r,s) \) is zero only in at most a finite number of the parameters (actually at most one) (5.9) and (5.10).

- the case \((r,s) = (0,s)\) gives \( z = \cos \frac{r}{2} = \cos 0 = 1 \) and we obtain that

\[
\vec{N}_2(r,s) = \left( -1 + \frac{1}{2} \right) s^2 + \left( -2(R + 1) + (R + 3) - \frac{1}{2} \right) s - R^2 - 2R + \frac{1}{2}R^2 + 2R
\]
\[
= -\frac{1}{2}s^2 + \left( -R + \frac{1}{2} \right) s - \frac{1}{2}R^2.
\]

So we get that \( \vec{N}_2(r,s) = 0 \) if and only if \( s^2 + (2R - 1)s + R^2 = 0 \). Then

\[
\Delta = (2R - 1)^2 - 4R^2 = -4R + 1
\]
and so

\[ s_1, s_2 = \frac{-2R + 1 \pm \sqrt{-4R + 1}}{2}. \]

This proves that \( \vec{N}_1(r,s) \) and \( \vec{N}_2(r,s) \), the component in \( X \) and \( Y \) of the normal vector \( \vec{N} \) are both zero at least in the two cases \((0,s_1)\) and \((0,s_2)\).

- The second case gives

\[ s = \frac{- (R + 1)z^2 + 1 \pm \sqrt{z^4 - (R + 2)z^2 + 1}}{z^3} = \frac{-(R + 1)z^2 + 1 + A(z)}{z^3}, \]

where \( A(z) := \pm \sqrt{z^4 - (R + 2)z^2 + 1} \). Then

\[ \vec{N}_2(r,s) = \]

\[ = \left(-z^5 + \frac{1}{2}z^3 \right) s^2 + \left(-2(R + 1)z^4 + (R + 3)z^2 - \frac{1}{2} \right) s - (R^2 + 2R)z^3 + \left(\frac{1}{2} R^2 + 2R \right) z \]

\[ = \left(-z^5 + \frac{1}{2}z^3 \right) \left(-\frac{(R + 1)z^2 + 1 + A(z)}{z^3} \right)^2 \]

\[ + \left(-2(R + 1)z^4 + (R + 3)z^2 - \frac{1}{2} \right) \left(-\frac{(R + 1)z^2 + 1 + A(z)}{z^3} \right) \]

\[ - (R^2 + 2R)z^3 + \left(\frac{1}{2} R^2 + 2R \right) z \]

\[ = \left(-z^5 + \frac{1}{2}z^3 \right) \left((R + 1)^2 z^4 + 1 + A^2(z) - 2(R + 1)z^2 + 2A(z) - 2(R + 1)A(z)z^2 \right) \]

\[ + \left(-2(R + 1)z + \frac{(R + 3)}{z} - \frac{1}{2z^3} \right) \left(-\frac{(R + 1)z^2 + 1 + A(z)}{z^3} \right) - (R^2 + 2R)z^3 \]

\[ + \left(\frac{1}{2} R^2 + 2R \right) z \]

\[ = (R + 1)^2 z^3 - \frac{1}{z} z^2 \frac{A^2(z)}{z} + \frac{(R + 1)^2 z^3}{2} \frac{A^2(z)}{z^5} + \frac{(R + 1)^2 z^5}{z^3} + 2(R + 1)^2 z^3 \]

\[ - (R + 1)(R + 3)z + \frac{R + 3}{z} + \frac{(R + 1)z}{2z^3} - \frac{A(z)}{2z^3} - (R^2 + 2R)z^3 + \left(\frac{1}{2} R^2 + 2R \right) z \]

\[ = (R + 1)^2 z^3 - \frac{1}{z} z^2 \frac{A^2(z)}{z} + \frac{A^2(z)}{z^5} + \frac{A(z)}{2z^3} - \frac{A(z)}{2z^3}. \]
Here I use that $A^2(z) := z^4 - (R + 2)z^2 + 1$ and thus
\[
\tilde{N}_2(r, s) = z^3 + \left(-R - \frac{5}{2}\right)z + \frac{R + 3}{2z} - z^3 + (R + 2)z - \frac{1}{2z} + \frac{1}{2z} - \frac{(R + 2)}{2z} + \frac{1}{2z^3} + A(z)
\]
\[= -\frac{1}{2z} + \frac{1}{2z^3} + \frac{A(z)}{2z^3}.
\]
Since $z \neq 0$, $\tilde{N}_2(r, s) = 0$ if and only if
\[
A(z) = z^2 - 1, \quad A^2(z) = (z^2 - 1)^2,
\]
\[
z^4 - (R + 2)z^2 + 1 = z^4 - 2z^2 + 1, \quad -Rz^2 = 0, \quad z = 0,
\]
which is impossible because this is the case $z \neq 0$.

So the second solution of the equation $\tilde{N}_1(r, s) = 0$ is never a solution for the equation $\tilde{N}_2(r, s) = 0$.

**Observation E.7.** So far we have obtained that the Möbius strip has at most only two critical points and, in this parametrization, they are those obtained by
\[
(r, s_1) = \left(0, -2R + 1 - \sqrt{-4R + 1}\right) \quad \text{and} \quad (r, s_2) = \left(0, -2R + 1 + \sqrt{-4R + 1}\right).
\]
In particular, there are two critical points if $R < \frac{1}{4}$, one if $R = \frac{1}{4}$ and none if $R > \frac{1}{4}$, which could be the most frequent case. Changing the parametrization will change the coefficients, but not the topological properties.

Now, it’s easy to see that, if $R = \frac{1}{4}$, then
\[
s_1 = s_2 = \frac{-2 + 1}{2} = \frac{1}{4},
\]
but we know that $s \in [-w, w]$ with $w < R = \frac{1}{4}$, so this solution is actually impossible.

On the other hand, if $R < \frac{1}{4}$, then $-2R + 1 > -\frac{1}{2} + 1 = \frac{1}{2}$. So
\[
s_2 = \frac{-2R + 1 + \sqrt{-4R + 1}}{2} > \frac{\frac{1}{2} + 0}{2} = \frac{1}{4},
\]
but again \( s \in [-w, w] \) with \( w < R < \frac{1}{4} \), so this solution is impossible.

Finally, there are no limitations for \( s_1 \) given by \( R < \frac{1}{4} \); \( s_1 \) can be any real number in \([-w, w]\) with \( w < R < \frac{1}{4} \), so the only condition one can ask is:

\[
\frac{1}{4} < s_1 < \frac{1}{4},
\]

\[
\frac{1}{4} < -\frac{2R + 1 - \sqrt{-4R + 1}}{2} < \frac{1}{4},
\]

\[
-1 < -4R + 2 - 2\sqrt{-4R + 1} < 1,
\]

\[
-16R + 4 < 16R^2 - 24R + 9 < -16R + 4 > 16R^2 - 8R + 1,
\]

Now we apply some basic rules for quadratic inequalities. The first inequality is solved by:

\[
\Delta = 16 - 16 \cdot 5 = -16 \cdot 4 < 0,
\]

that says that the inequality is always true.

The second inequality is solved, instead, by computing

\[
\Delta = 16 + 16 \cdot 3 = 16 \cdot 4 = 8^2,
\]

and observing the two solutions of the associated equation are

\[
R_{1,2} = \frac{-4 \pm 8}{16}. \quad \text{Then}
\]

\[
R_1 = -\frac{12}{16} = -\frac{3}{4} \quad \text{and} \quad R_2 = \frac{1}{16} = \frac{1}{4}.
\]

So the second inequality (and hence the whole system) has solutions:

\[
-\frac{3}{4} < R < \frac{1}{4},
\]

which does not give more limitations than what was known already, that is: \( 0 < R < \frac{1}{4} \).
Final conclusion: the Möbius strip has at most only one critical point and, in this parametrization, it is the one obtained by

\[ (r, s_1) = \left( 0, \frac{-2R + 1 - \sqrt{-4R + 1}}{2} \right), \]

when \( 0 < R < \frac{1}{4} \).
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