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Abstract — This paper shows how the Operations Research (OR) tools (in modelling and simulation) can be modified, applied in planning and their understanding of any long-term impacts due to sudden policy changes. The proposed approach is particularly useful to investigate the movements of the university academics and their impacts on changes in research, research funding, teaching and services as they are the integral parts of the career at any level. We argue that the Discrete Event Simulation (DES) approach can be used to model such dynamics in Higher Education Academic Workforce Model (HEAWM) and show that it can provide a comprehensive projection of future requirements within the context of career progression. Consequently, this HEAWM allows universities to interrogate factors influencing the academic workforce planning as this process often requires the new attributes to be tracked in the model which is difficult with other OR models. It is shown that this approach is easy to apply via DES and creation of the corresponding HEAWM provides better understanding of the factors that will influence the future workforce than the existing results.
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I. INTRODUCTION

OR techniques have been widely used in simulating the dynamics of workforce systems. Since the late 1950s, much of the work has been done on developing models for manpower systems which are being in use for the purpose of planning, see for example [1], [2], [6] and references therein. Markov Chain Models, trend and regression analysis methods can also be used in academic manpower planning in certain occasions, see [2]–[4]. Markov chain modelling of workforce systems including Markov models are linear in the sense that they do not incorporate the feedback mechanism such as the influence of promotion possibility on wastage [5]. However, there is a requirement on the number of people in each class, for example, academic level, age, research area, etc., must be large for the transition probability estimates to be stable. Therefore, classes with staff numbers fewer than 100 are not suitable for aggregate-based techniques, such as Markov chain as discussed in [6].

An alternative way to model workforce systems with feedback mechanisms is to use the supply chain modelling techniques [6]. Higher education academic manpower has no exception and constitutes a crucial sector of human resource development and management in many countries. DES and System Dynamics (SD) are among the techniques that have been most established and widely used OR tools to simulate the dynamics changes in workforces, see [7], [8] for details.

In order to determine a suitable tool, there has been a considerable number of studies conducted and compared as given in [8]–[14]. Reference [15] initiate an alternative tool by combining both tools in forming one. These studies suggest that the selection of the appropriate tool for simulation will depend on the problem under investigation.

An approach given in [7] on modelling higher education academic manpower shows that DES and SD are the most tempting tools in such modelling problem. Many higher education sectors (HES) require their workforce models to be able to accommodate many new attributes and to adopt any future organization policy changes. Adding such new attributes to an SD model will increase the complexity and the computations within the model, while DES model can accommodate many new attributes without the two mentioned issues in SD modelling. Therefore, we expect DES provides a persuasive solution to address most of the issues facing with higher education academic manpower modelling. DES is widely used in modelling the operation of a system as a discrete sequence of events in time. It is assumed that each event occurs at an instant in time and marks a change of its state and no change in the system. However, the simulation time can jump to an occurrence of the next event during the time progression [16].

Over the past few decades, many significant papers on DES have been published with emphasis on various matters of interest with applications. These papers include stress testing, evaluating potential financial investments, and modelling procedures in processes related to various industries. In addition, DES has been used in logistics and supply chain management [17], modelling health-care issues, health economic evaluation and the analysis of human resources and policies, see [18]–[20]. Although there is a considerable diversity in these studies, little attention has been paid in research related to changes in academic policies through DES, especially in the HES. Clearly, such changes have a very significant impact in long-run for the development of a country. As a result, any negative consequences due to delaying such studies can be difficult to correct. Therefore, any such changes to HES should be carefully planned, investigated, and monitored by a dedicated group. In the current literature, this was investigated using other technical methods but not ORs. Reference [21] used a fielded survey of human resources specialists to explore the efforts used in addressing the aging of academic workforce, while [22] uses qualitative study via questionnaire to explore the impact of introducing teaching focus academic role on the reshaping of academic workforce. Reference [23] re-analyzed an existing qualitative data to explore how academic
individuals are adapting to less certain career environment.

Based on the proposed simulation experiments, we investigate the corresponding performance and benefits resulting from changing the policies and providing opportunities for learning outcomes. With that view in mind, this paper is devoted to a study based on modelling and simulation as they are essential for planning and helping to understand relevant long-term effects and impacts.

II. MODELLING PLATFORM

The modelling platform that will be used in this paper is DES using Arena software from Rockwell Automation Technology, Inc. version 16.10. DES works at an individual level, allowing full representation of the academic history of all and interacting with specific individuals. Arena can accommodate discrete, continuous, or hyper systems and is widely used for workforce and training pipeline modelling by many nations’ organizations working in strategic human resources. Selecting which system to apply is straightforward when building the model and the software provides graphical and numerical displays as well as computer animation of the system. It uses icons to represent individual staff members (entities) moving through the system with attributes (such as academic rank, faculty, age, and gender) assigned to each entity using a very simple and straightforward procedure. It simply requires stating the attributes in the definition of the entity in the model along with any code desired to properly indicate the attributes. Unlimited attributes can be tagged to an entity representing different individual identities and the overall entities can be merged or streamed based on their attributes [7]. The animation of personnel flow and on-screen movement in an Arena model can be a valuable tool in providing increased understanding of the flow.

A. Modelling and Design Principles

The primary focus of this work is to construct HEAWM to represent all significant transformations to an individual member at a certain academic level. To begin the process, consider the initial academic population when inputted into HEAWM, including all relevant attributes of each member. When the model progresses, some of the members are projected as leaving the university, and new “generated” individuals are included (see Fig. 1 Error! Reference source not found.). All changes to members are simulated on a yearly cycle and each member is examined (one by one) as the model progresses through the simulation with changes in one year. This process is repeated to project the number of publications, number of citations, amount of funds (at University/Faculty) and academic levels (with number of years of service). Since the model changes are randomly dependent, several independent replicate runs are carried out to validate the model outputs statistically.

New entries to the model are generated to accommodate new recruits. These entries will be inputted into the model via an Excel sheet including their academic level, faculty, and any other attributes. The new entries’ number of publications, citations and funds will be read into the model from the same Excel sheet using statistical distributions.

In the HEAWM, Fig. 2, schematically describes the transformations or changes that can occur to individuals at a given academic level. Some individuals will be promoted to the next higher academic level, some others will be leaving the university (voluntary/involuntary separation) and the rest will be staying at their academic level. Typically, the separations are balanced by individuals who are promoted into an academic level from one academic level lower (in most cases) or who enter from the generated population. Moreover, the increment in the number of publications, citations and funds, time at the academic level, time at the university, and age for each academic will be applied for each year.

Fig. 1. Overview of the HEAWM system.
B. HEAWM

The modelled academic individuals in the HEAWM are represented as “entities” and characterized by several attributes including the faculty, academic level, age, gender, and years at university, time at current academic level, number of publications, citations, and funds. The top-level of the HEAWM is illustrated in Fig. 3, which contains seven sub models: the two to the left are the current and the recruitment populations and the five sub models to the right are the sub models related to each of the five academic levels.

The model will start by reading the current academic population, assign attributes and variables to each academic and then will distribute the population to the academic level submodels using Decide Block according to the academic level of each member.

Members can be thought of as flowing through this hierarchy as they progress through their careers. Each of the academic level submodels contains many blocks. These blocks are Arena modules modelled within each of the academic level submodel, for example, see Fig. 4 for the SENIOR LECTURER submodel. The changes at a given academic level are occurring within the five sub models.

The bottom portion of Fig. 3, represents the yearly sequence of events and signals. As the simulation proceeds from year to year, these yearly sequences of events change the status of members (e.g., promotion, attrition and recruiting) according to rules which are defined by career progression policies and the occupational organizational structure.

As each “year” is modelled in a simulation run, there is first an “initialization” submodel which resets the values needed to reflect the beginning of a new model year. In this submodel and in the first step, the model will read initial information, write the headers for the tables in Arena output text files and produce a specific number of people to stand by as new entries to the workforce. In the second step, the model will read information about the existing population members, which includes their attributes. The leaving patterns by the faculty, academic level, and age, arbitrarily assumed to represent the faculties’ historical trends which are used to sample those members who leave due to voluntary attrition. Seven age groups were considered for each academic level and faculty. These groups are: 22-29, 30-39, 40-49, 50-54, 55-59, 60-67, more than 68 and the retirement age is set as 67+. 

Fig. 3. HEAWM Top-level.
Promotion criteria include meeting any specified minimum TiL (Time in Level), number of publications and citations and funding requirements. The values used in this simulation are arbitrarily selected for each academic level and faculty. Minimum TiL values are given in Error! Reference source not found., while the minimum number of publications, citations and funds are given in TABLE II (there is no promotion from the academic level E). An individual academic who completes a specified TiL will be automatically promoted to a higher academic level (sometimes more than one level above the current level) based on specified rules that will be controlled by the user via an Excel sheet which includes number of publications, citations, and funds.

| TABLE I: MINIMUM TiL (IN YEARS) REQUIRED FOR PROMOTION |
|-----------------------------------------------|--------|--------|--------|--------|
| Faculties          | Level A | Level B | Level C | Level D |
| Faculty F1         | 2.59    | 4.62    | 5.02    | 4.07    |
| Faculty F2         | 2.04    | 4.54    | 5.91    | 4.21    |
| Faculty F3         | 1.91    | 2.55    | 4.77    | 4.6    |
| Faculty F4         | 3.72    | 4.17    | 4.78    | 2.7    |
| Faculty F5         | 3.03    | 3.15    | 4.56    | 4.68    |
| Faculty F6         | 2.29    | 3.37    | 4.61    | 4.49    |

New entries to the model are generated to accommodate new recruits and rehires. The two entry types will be generated, based on historical statistics for each academic level and faculty, using an Excel sheet.

Moreover, publications, citations, and funds statistics in Error! Reference source not found. will be assigned as atributes to each of the new entries using an Excel sheet.

III. A SIMULATION STUDY

Due to the confidential nature of the academic workforce data, we were unable to acquire the real data. Simulation-generated data were used in this paper with a confirmation that the HEAWM is applicable to real data. An arbitrary example of a middle-size university’s academic population of 2000 academics was randomly generated from six Faculties named F1, F2, F3, F4, F5 and F6 and five academic levels A (lowest), B, C, D and E (highest). For each academic level, the age of each member was attached arbitrarily using a triangular distribution, see TABLE III. Production outputs in research volume, number of citations and funds were added randomly and arbitrarily to each member of the current population based on their academic level and faculty (see Error! Reference source not found.). Finally, TiL and Y ears at the University (YaU) were attached to each member randomly, based on academic level and faculty.

| TABLE II: ACADEMIC’S PRODUCTIONS BY FACULTY AND ACADEMIC LEVEL |
|---------------------------------------------------------------|
| Academic level | Publications | Citations | Funds  | Variables |
|                | F1  | F2  | F3  | F4  | F5  | F6  |
| A               | 0   | 1   | 0   | 0   | 1   | 1   |
| B               | 0   | 0   | 0   | 0   | 10  | 1   |
| C               | 966 | 1913| 5764| 4895| 36885|22067|
| D               | 1   | 1   | 3   | 2   | 1   | 2   |
| E               | 6491| 8424| 89335|21221|38894|153740|
|                | 2   | 2   | 4   | 5   | 2   | 3   |
|                | 1   | 1   | 4   | 3   | 11  | 7   |
|                | 3   | 2   | 7   | 7   | 5   | 5   |
|                | 1   | 0   | 12  | 0   | 13  | 10  |
|                | 35765| 47368| 260954|199184|216799|445529|
|                | 5   | 4   | 14  | 13  | 12  | 11  |
|                | 18  | 5   | 68  | 56  | 135 | 98  |
|                | 97780| 187363| 865855|470886|1101057|1295243|

DOI: http://dx.doi.org/10.24018/ejmath.2021.6.63
IV. MODEL VALIDATION

The model validation may be completed using a client’s acceptable marginal error. However, due to the use of simulated data, the validation of the model will be executed by testing the sustainability of the model and its robustness.

TABLE III: AVERAGE AGE DISTRIBUTION

| Triangular distribution parameters | Academic Level |
|-----------------------------------|---------------|
| Minimum                           | A  23  B  28  C  33  D  38  E  43 |
| Average                           | A  25  B  30  C  35  D  40  E  45 |
| Maximum                           | A  27  B  32  C  37  D  42  E  47 |

Fig. 5 shows the distribution of the population means and standard deviation for the twenty replications. ANOVA table in TABLE IV shows that there are no significant (at 5%) differences in the population means of the replications. This validates the model.

V. MODEL OUTPUTS AND ANALYSIS

The HEAWM’s output consists of detailed results (as text files) produced during the simulation run, encapsulating low level specifics of numerous events of various kinds. These data are generated once and will be used multiple times in the analysis. Fig. 6 shows the academic average production in research publications, citations, and funds by academic levels for Faculty F3 as an example.

Meanwhile, exploration of the academic population movement using the same example, Faculty F3, shows that average departures of academics in level B and C (E is not considered because of the retirement age affecting the departures) are a higher than other levels, see Fig. 7, and this may be caused by long TiL before promotion to the next level.

To explore this issue, for the same example, in details, Fig. 8 shows the average TiL for level C is about 6 years prior to being promoted to level D. This may cause those academics who spent this long in their academic level selecting to depart from the university to another university but with a higher academic level. In addition, the correlation matrix between average number of publications, citations, and funds for the same example shows the highest correction between average citations and funds (see Fig. 9).

Moreover, even though the data used in this analysis are simulated, not real, providing some statistical analysis may help in understanding the method available for analysis.

TABLE IV: ANOVA TABLE FOR COMPAREING REPLICATIONS’ MEANS

| Replications | Sum Sq | Mean Sq | F value | Pr(>F) |
|--------------|--------|---------|---------|--------|
| Replications | 191460 | 10076.9 | 1.1544  | 0.2941 |
| Residuals    | 3491524| 8728.8  |         |        |

Fig. 6. Academic production for Faculty F3 by academic level.

For example, to investigate the variables that may cause an academic to exit a university, the following methods may apply: In classification or regression problems, we often have many potential explanatory variables.
Using all the variables is not likely to be the best solution because combinations of two or more of these variables can be highly correlated [24]. Akaike Information Criterion (AIC) is one of the methods that can be used. This approach can be applied in nonlinear regression, time series, and other settings. Gong was the first to apply the bootstrap as a tool to identify the most important variables to use in a model, see [1] and [25]. In very loose words, the AIC, as summarized by [26], is a way of selecting a model from a set of models. The chosen model is the one that minimizes the Kullback-Leibler distance between the model and the truth. It is based on information theory, but a heuristic way to think about it is as a criterion that seeks a model that has a good fit to the truth but few parameters. In [26] the AIC is given by:

$$\text{AIC} = n \times \ln(\text{RSS}) + 2K$$

(1)

where $K$ is the number of parameters, $n$ is the number of observations, and RSS the residual sum of squares which minimize over $K$. AIC scores are often shown as $\Delta \text{AIC}$ scores, or difference between the best model (smallest AIC) and each model (so the best model has $\Delta \text{AIC}$ of zero) using stepwise selection process.

| Parameters | $\Delta \text{AIC}$ |
|------------|----------------------|
| Funds      | 5.02                 |
| TiL        | 3.39                 |
| Citations  | 3.28                 |
| Pubs       | 1.37                 |
| YaU        | 0.97                 |

One way to make the stepwise selection process more reliable is by bootstrapping it. The process can be broken down into the following steps: select a random subset from the data set; run stepwise selection on this subset; record the features that were selected; repeat the previous steps many times. The result is that now we can see how many times a specific feature (predictor variable) gets selected.
The bootstrapping technique creates random datasets from the given dataset (drawing with replacement). We applied bootstrap with AIC for 1000 samples to determine the relative importance variables (see Fig. 11). As can be seen from TABLE V, Fig. 10 and Fig. 11, based on simulated data, years at a university is the most important factor in the departure of the academics. Not different methods in bootstrap will have different relative important variables for departures. The selection of the best method will depend on the real data. Hopefully, this little extra step ‘bootstrap’ would give you some insight as to which predictor variables could be most useful.

VI. CONCLUSION

This paper applied the DES methodology to model the HEAWM framework. Using simulated data, the paper has shown that it can provide a comprehensive projection of future requirements within the context of higher education academic career progression with minor refinements to the process. It has been noted that a significant effort is required in HEAWM analyses-based data collection and validation the quality of data. This issue can be resolved by collaborating closely with the Human Resources departments while maintaining the confidentiality within each organization and members.
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