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Abstract

This work studies the total variation regularized ℓ2 estimator (fused lasso) in the setting of a change point detection problem. Compared with existing works that focus on the sum of squared estimation errors, we give bound on the element-wise estimation error. Our bound is nearly optimal in the sense that the sum of squared error matches the best existing result, up to a logarithmic factor. This analysis of the element-wise estimation error allows a screening method that can approximately detect all the change points. We also generalize this method to the multivariate setting, i.e., to the problem of group fused lasso.

1 Introduction

The problem of change point detection has applications in various fields including statistics, engineering, economics, and biostatistics, where the goal is to partition a signal into several homogeneous segments of variable durations, in which some quantity remains approximately constant over time. This issue was addressed in a large literature (see [7] for a review), where the problem was tackled both from an online/sequential and an offline/retrospective points of view. In the online point of view, the data is received as a stream and the goal is to detect the change in real time [25]; in the offline point of view, the data is received as a data set and the goal is to find the change point based on the full data set. In this work, we will focus on the offline approach.

When there is a single change point, the detection of the change point is usually obtained by running a statistical test, for example, a log likelihood ratio test [12]. The problem is more difficult when there are multiple change points, and there are methods based on exhaustive search with the Schwarz criterion [43, 44], or with binary segmentation method [27, 41, 16], or optimization methods such as nonconvex approach [15] or the convex approach with ℓ1 penalization [22, 37, 38]. The ℓ1 penalization method, also referred as fused lasso or total variation regularized ℓ2 estimator in literature, is widely used for image denoising and piecewise constant signal estimation with respect to a given undirected graph [34]. There are also methods based on two-step procedures, which first define a local diagnostic measure to find a list of candidates that are most likely to be the change points, and then investigate these candidates, by methods such as hypothesis testing [45, 18, 26]. While there is also abundant literature that addresses the change-point estimation problem from a Bayesian point of view; see [33, 14], but we will not consider this approach since it is very different in both modeling and algorithm.
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The difficulty with the exhaustive search method lies in its computational cost: the algorithm based on dynamic programming has a computational complexity of $O(n^2)$ \[10\], where $n$ is the number of signals. Therefore, it is computationally expensive for large $n$. The binary segmentation method, which applies the single change-point test recursively to determine all the change-points, but it would hardly detect small segments buried in larger ones \[27\]. Remedies in \[41\] again require algorithms with computational costs of $O(n^2)$. Optimization problems that involve nonconvex penalties or constraints are usually solved by dynamic programming, which again requires $O(n^2)$ \[15\]. In comparison, there are faster algorithms for fused lasso since it is convex, for example, there is an algorithm with a computational cost $O(n \log n)$ in \[21\]. In addition, many existing efficient algorithms for lasso can also be applied total variation regularized estimator (fused lasso) as a special case.

This work aims to develop new theories for change point detection problem with total variation regularized estimator (fused lasso). While there are many existing theoretical works on the fused lasso, most of them focus on the sum of squared estimation errors, and they tend to assume that the regularization parameter is fixed as a prespecified value. The approach in this work is very different from the existing analysis: first, it investigates the element-wise estimation error for each of the observations, and second, the analysis holds for any regularization parameter. Since this method gives element-wise estimation errors, it can be used to construct a screening method to approximately detect all change points. In addition, this work investigates its generation to the setting of group fused lasso, which has not been discussed in existing works to the best of our knowledge.

The manuscript is organized as follows. Background on fused lasso and existing theoretical guarantees are reviewed in Section 2. Then we proceed with our theoretical analysis of fused lasso in Section 3, and its generalization to group fused lasso in Section 4.

2 Mathematical Background and Context of Proposed Research

2.1 Background

The fused lasso/total variation regularized $\ell_2$ estimator estimates a signal from its noisy observation, based on the assumption that the signal tends to be piecewise constant. Specifically, we consider the following model:

$$y_i = x_i + \epsilon_i, 1 \leq i \leq n, \quad x_i, y_i, \epsilon_i \in \mathbb{R}. \tag{1}$$

Here $\{x_i\}_{i=1}^n$ is the underlying signal that exhibits the piecewise constant property such that the total number of distinct values in the set is given by $K$: there exists $\{n_k\}_{k=1}^K$ such that $1 = n_1 < n_2 < \cdots < n_K < n = n_{K+1} - 1$ and for any $1 \leq k \leq K$,

$$x_{n_k} = x_{n_k+1} = \cdots = x_{n_{k+1}-1},$$

$\{y_i\}_{i=1}^n$ is the noisy observation of the underlying signal, and $\epsilon_i$ is the noise that is i.i.d. from the normal distribution $N(0, \sigma^2)$. The two questions are, first, can we recover the signal $\{x_1, \cdots, x_n\}$ from its noisy observation $y_1, \cdots, y_n$? Second, can we detect the change points $\{n_2, \cdots, n_K\}$? The total variation regularized estimation/fused lasso approach proposes to answer these questions by solving the following optimization problem

$$\hat{x}_1, \cdots, \hat{x}_n = \arg \min_{x_1, \cdots, x_n \in \mathbb{R}} \sum_{i=1}^n (x_i - y_i)^2 + \lambda \sum_{i=1}^{n-1} |x_i - x_{i+1}|. \tag{2}$$
This problem is named “fused lasso” since it can be considered as a special case of the lasso problem. Let \( D \in \mathbb{R}^{n-1 \times n} \) be defined such that \( D_{i,i} = 1 \) and \( D_{i,i+1} = -1 \), and other elements are all zero, then (2) becomes

\[
\min \sum_{i=1}^{n} (x_i - y_i)^2 + \lambda \| D(x_1, \ldots, x_n)^T \|_1,
\]

which can be considered as a generalized lasso problem \([40, 47, 2]\), and with a reformulation, it is equivalent to the lasso problem.

There are several ways of generalizing the model (1) and its associated optimization problem (2). In particular, we will investigate group fused lasso \([1, 42, 8]\) in this work. For this problem, instead of the assumption that \( x_i, y_i, \varepsilon_i \in \mathbb{R} \) as in (1), we assume that they are vectors, then the model (1) becomes

\[
y_i = x_i + \varepsilon_i, \quad 1 \leq i \leq n, \quad y_i, x_i, \varepsilon_i \in \mathbb{R}^p, \quad \varepsilon_i \sim N(0, \sigma^2 I_{p \times p})
\]

and the optimization problem (2) becomes

\[
\hat{x}_1, \ldots, \hat{x}_n = \arg \min_{x_1, \ldots, x_n \in \mathbb{R}^p} \sum_{i=1}^{n} \| y_i - x_i \|^2 + \lambda \sum_{i=1}^{n-1} \| x_i - x_{i+1} \|.
\]

This model has applications when the observations are vectors instead of scalars.

### 2.2 Existing theoretical results

We begin by reviewing some existing results on the property of the solution to (2). In fact, many works have been done for bounding the sum of squared estimation error \( \sum_{i=1}^{n} (\hat{x}_i - x_i)^2 \). For example, \([24]\) showed that when \( \sum_{i=1}^{n} \| x_i - x_{i+1} \| \leq C_n \) for a nondecreasing sequence \( C_n \), then for the choice that \( \lambda = O(n^{1/3} C_n^{-1/3}) \), the estimator from (2) satisfies

\[
\frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i - x_i)^2 = O(n^{-2/3} C_n^{2/3}).
\]

Dalalyan et al. \([13]\) showed that when \( \lambda = \sigma \sqrt{2n \log(n/\delta)} \), the estimation error is bounded above by

\[
\frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i - x_i)^2 \leq c\sigma^2 K \frac{\log(n/\delta)}{n} \left( \log n + \frac{n}{W_n} \right),
\]

where probability \( 1 - 2\delta \), for all \( \delta > 0 \) and \( n \geq N \), where \( c, N > 0 \) are constants and \( W_n \) is the minimal distance between the jumps, i.e., \( W_n = \min_{1 \leq k < K} (n_{k+1} - n_k) \).

Harchaoui and Lévy-Leduc \([21, Proposition 2]\) proves that the fused lasso has estimation error \( \frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i - x_i)^2 = O(\log n/n) \) when \( \lambda \) is chosen to be in the order of \( \sqrt{\log n/n} \), but the theory assumes that the number of change points in the estimator \( \hat{x} \) is bounded, which is not verified and might be impractical.

Lin et al. \([23]\) showed that when \( \lambda = (n W_n)^{1/4} \), the estimation error has the property of

\[
\frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i - x_i)^2 \leq \gamma^2 c \sigma^2 K \frac{\log \log n}{n} \log n + \sqrt{n/W_n}
\]

with probability as least \( 1 - \exp(C\gamma) \), for some \( c, C \) depending on \( \sigma \).
Guntuboyina et al. [10] analyzed the fused lasso problem along with trend filtering. For the fused lasso problem [2] it shows that if for all $1 \leq k \leq K$ such that $x_{n_k-1} - x_{n_{k-1}}$ and $x_{n_k} - x_{n_{k-1}}$ have different signs, $n_k - n_{k-1} > cn/(K + 1)$, then the optimal $\lambda$ produces $\hat{x}$ such that
\[
\frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i - x_i)^2 \leq C \sigma^2 \frac{K + 1}{n} \log \left( \frac{en}{K + 1} \right) + \frac{4\sigma^2 \delta}{n},
\]
with probability at least $1 - \exp(-\delta)$. However, while the optimal choice of $\lambda$ is given in the paper, it is rather complicated and difficult for practical use.

Ortelli and van de Geer [28] recently improved the bounds in Dalalyan et al. [13]: when $\lambda = O(\sqrt{2n \log(n/\delta)})$, then with probability $1 - \delta$, the estimation error is bounded above by
\[
\frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i - x_i)^2 \leq O \left( \frac{\sigma^2 K \log(n/\delta)}{n} \left( \log \frac{n}{K} + \frac{n}{m_H} \right) \right),
\]
where the $m_H$ is the harmonic mean between the distances of jumps, i.e., the harmonic mean of $n_{k+1} - n_k$ for all $1 \leq k \leq K$.

Besides controlling the sum of squared estimation errors $\frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i - x_i)^2$, another important goal is to detect the change points $n_1, \ldots, n_K$. There have been some works that discuss how to apply fused lasso for this task as well (though not as many as the works on estimation error). Mathematically, we would like to estimate a set of change points from $\hat{x}$, denoted by $\hat{S} \in \{1, \ldots, n\}$, and find its distance with the set of true change points $S = \{n_1, \ldots, n_K\}$. A measure of the distance between two sets $A$ and $B$ can be defined as follows:
\[
d_H(A, B) = \max(d(A, B), d(B, A)), \text{ where } d(A, B) = \max_{b \in B} \min_{a \in A} |a - b|,
\]
and then the goal is to construct a set $\hat{S}$ such that $d_H(\hat{S}, S)$ is minimized.

While intuitively one can use the change points of $\hat{x}_1, \ldots, \hat{x}_n$ to estimate $S$, i.e., let $\hat{S} = \{1 \leq i \leq n - 1 : \hat{x}_i \neq \hat{x}_{i+1}\}$, the method turns out to be impractical. Rojas and Wahlberg [32] established an impossibility result for the fused lasso estimator when $x_1, \ldots, x_n$ exhibits a “staircase” pattern, which means that $\{\hat{x}_{n_{k+1}} - \hat{x}_{n_k}\}_{k=1, \ldots, K}$ has two consecutive positive or negative values; specifically, these authors proved that under this setting, $d_H(\hat{S}, S)/n$ remains bounded away from zero with nonzero asymptotic probability. That being said, for non-staircase patterns in $x$, the authors also showed, under certain assumptions, that $d_H(\hat{S}, S)/n$ converges to zero in probability.

Qian and Jia [24] studied a modification of the fused lasso defined by transforming the fused lasso problem [2] into a lasso problem with particular design matrix $X$, and then applying a step that preconditions $X$. The authors concluded that exact recovery is possible with probability tending to 1, as long as the minimum signal gap $H_n$ and tuning parameter satisfy $H_n \geq \lambda = O(\log n)$. But this is a very strong requirement on the scaling of the signal gap $H_n$, as Sharpnack et al. [35] showed, even simple pairwise thresholding achieves exact recovery as well.

Harchaoui and Lévy-Leduc [21] Proposition 3] analyze the detection of changed point by $\hat{x}$ and showed that if the change points in $\hat{x}$ is exactly $K$, and when $\lambda$ is appropriately chosen, then every change point in $x$ would be detected approximately in the sense that there exists a change point in $\hat{x}$, which has a location that is different by at most $n\delta_n$, where $\delta_n$ is chosen such that $n\delta_n \leq W_n$, $n\delta_n H_n^2/\log n \to \infty$, $n\delta_n W_n/\lambda \to \infty$, and $n\delta_n W_n^2/\log(n^3/\lambda^2) \to \infty$, and here $W_n$ is the smallest distance between change points: $W_n = \min(n_2 - n_1, n_3 - n_2, \ldots, n - n_K)$ and $H_n$ is the smallest distances between “levels”: $H_n = \min_{k=1, \ldots, K-1} |x_{n_k} - x_{n_{k+1}}|$. However, it is unclear whether the assumption “the change points in $\hat{x}$ is exactly $K$” is reasonable in their setting.
Lin et al. [23] construct a simple filtering-based technique to a general estimator $\{\hat{x}_i\}_{i=1}^n$ and obtain a set $\hat{S}_F(\hat{x})$ such as its distance to the change points $S = [n_1, \ldots, n_K]$ is bounded by $nR_nv_n/W_n^2$ almost surely as $n \to \infty$, where $\frac{1}{n} \sum_{i=1}^n (\hat{x}_i - x_i)^2 = O(R_n)$, and $v_n$ is an arbitrary diverging sequence: $Pr\left(d_H(\hat{S}_F(\hat{x}), S) \leq nR_nv_n/H_n^2\right) \to 1$. For the fused lasso estimator, two results are as follows: 1. If $C_n = \sum_{k=1}^{K-1} |x_{n_k} - x_{n_{k+1}}|$, $W_n = \Theta(n)$, $H_n = w(n^{1/6}C_n^{1/3}/\sqrt{W_n})$, then $\lambda = \Theta(n^{1/3}C_n^{-1/3})$ leads to

$$Pr\left(d_H(\hat{S}_F(\hat{x}), S) \leq O\left(\frac{n^{1/3}C_n^{2/3}}{H_n^2}\right)\right) \to 1.$$ 

2. If $K = O(1)$, $W_n = \Theta(n)$, $H_n = w(\sqrt{\log n(\log \log n)/n})$, then $\lambda = \Theta(\sqrt{n})$ leads to

$$Pr\left(d_H(\hat{S}_F(\hat{x}), S) \leq O\left(\frac{\log n \log \log n}{H_n^2}\right)\right) \to 1.$$ 

There are also works that discuss the properties of some closely related problems. For example, [30] studies the structural change problems (which can be considered as the fused lasso problem (2) in a regression setting) and studies its asymptotic properties. It showed that if $\lambda$ satisfies certain assumptions, then the group fused Lasso procedure cannot under-estimate the number of change points, and all change points can be consistently detected in the sense that for every true change point, there is an estimated change point close by. It also proposed a BIC-based method to choose $\lambda$ such that the estimated number of change points is correct. However, it is unclear that if this chosen $\lambda$ still satisfies the assumption on $\lambda$ such that all underlying change points are detected.

3 Fused lasso

As reviewed in Section 2.2, there are two main goals in analyzing the solution to (2). First, find an upper bound for the sum of squared estimation errors $\sum_{i=1}^n (\hat{x}_i - x_i)^2$. Second, finds the set of changes points from the estimation $\{\hat{x}_i\}_{i=1}^n$. In this section, we will first present the main result in Theorem 3.1 that analyzes the sum of squared estimation error $\hat{x}_i - x_i$ for all $1 \leq i \leq n$. Based on this result, we will investigate the sum of squared estimation errors in Corollary 3.2 and the detection of change points in Corollary 3.3. The proof of Theorem 3.1 is given in Section 3.2 and the main ingredient of the proof, Theorem 3.2, is proved in Section 3.3.

3.1 Main results of the fused lasso

**Theorem 3.1.** For all $1 \leq k \leq K$, let $m_k = n_{k+1} - n_k$ be the length of the $k$-th interval. For $1 \leq i \leq n$, assume that the $i$-th observation lies in the $k(i)$-th interval, that is, $n_{k(i)} \leq i \leq n_{k(i)+1} - 1$, and

$$d_i = \min(i+1-n_{k(i)}, n_{k(i)+1} - i),$$

that is, $d_i$ is its distance to the nearest change point. Let $M_y = 2\sqrt{\log n + \log t}$, then with probability $1 - 1/t^2$, for all $1 \leq i \leq n$ we have

$$|\hat{x}_i - x_i| \leq \max\left(\frac{M_y}{\sqrt{d_i}}, \frac{M_y^2}{4\lambda m_{k(i)}}, 2\lambda, \frac{2M_y}{\sqrt{m_{k(i)}}}\right).$$ (9)
We remark that this result is stronger than existing results in the literature \cite{21,13,23,19,28} in the sense that it controls the element-wise estimation error for each of the signals, instead of controlling the sum of squared estimation errors. In addition, our estimation holds for any choice of \( \lambda \). As a result, it gives a more detailed description of the solution of the fused lasso. Applying Theorem 3.1 with some calculation we obtain the following result on the sum of squared estimation errors of \( \text{[2]} \):

**Corollary 3.2.** With probability \( 1 - 1/t^2 \), the following inequality holds for \( M_y \) defined in Theorem 3.1:

\[
\frac{1}{n} \sum_{i=1}^{n} \left| \hat{x}_i - x_i \right|^2 \leq \frac{M_y^4}{16 \lambda^2} + \frac{8 \lambda^2 K}{n} \sum_{k=1}^{K} \frac{1}{m_k} + \frac{2}{n} \sum_{k=1}^{K} M_y^2 \left( 4 + K \log m_k \right).
\]

**Proof.** For the \( k \)-th interval, that is, for \( i \in [n_k, n_{k+1}) \), we have

\[
\sum_{i=n_k}^{n_{k+1}-1} \left| \hat{x}_i - x_i \right|^2 \leq \sum_{i=1}^{m_k} \left( \frac{M_y}{\sqrt{i}} \right)^2 + \left( \frac{M_y}{\sqrt{m_k + 1 - i}} \right)^2 + \left( \frac{2}{m_k} \right)^2 \left( \frac{2 \lambda}{4 \lambda} \right)^2 + \left( \frac{2 \lambda}{m_k} \right)^2 \left( \frac{2 M_y}{\sqrt{m_k}} \right)^2
\]

where the second inequality uses the well-known result of \( 1 + \frac{1}{2} + \cdots + \frac{1}{m} \leq \log m + 1 \) and \( (a+b)^2 \leq 2a^2 + 2b^2 \).

Combining the estimation in (10) for \( k = 1, \cdots, K \), Corollary 3.2 is proved.

We may compare Corollary 3.2 with previous results in \cite{13,23,19,28}. For example, \cite{23} shows that when \( \lambda = (n W_n)^{1/4} \), where \( W_n = \min_{i=1,\cdots,K} m_i \), then

\[
\frac{1}{n} \| \hat{x} - x \|^2 \leq \gamma^2 c \sigma^2 K \left( \log K + \log \log n \right) \log n + \sqrt{\frac{n}{W_n}}, \text{ w.p. } 1 - \exp(-C\gamma)
\]

for \( c, C \) depending on \( \sigma \). If we plug in \( \lambda = (n W_n)^{1/4} M_y \) to Corollary 3.2, we have

\[
\frac{1}{n} \| \hat{x} - x \|^2 \leq \frac{M_y^4}{16 \sqrt{n W_n}} + \sqrt{\frac{n}{W_n}} \sum_{i=1}^{K} \frac{1}{m_i} + \frac{2}{n} \sum_{i=1}^{K} M_y^2 \left( 4 + K \log m_i \right)
\]

\[
\leq \frac{K}{n} M_y^2 \left( 2 \left( 5 + \log \frac{n}{K} \right) + \sqrt{\frac{n}{W_n}} \sum_{i=1}^{K} \frac{W_n}{m_i} + \frac{1}{16 K} \right).
\]

First, our estimation bound gives a more precise description of the dependence on \( \sigma \). Second, considering that \( M_y = O(\sqrt{\log n}) \) and \( \frac{8}{K} \sum_{i=1}^{K} \frac{W_n}{m_i} \leq 8 \), these two estimation bounds are in the same order up to a factor of \( \log n \): the coefficient of \( \sqrt{\frac{n}{W_n}} \) in (11), 1, is replaced with \( M_y^2 \left( \frac{8}{K} \sum_{i=1}^{K} \frac{W_n}{m_i} + \frac{1}{16 K} \right) \), and the term \( (\log K + \log \log n) \log n \) in (11) is replaced with \( M_y^2 \log \frac{n}{K} \).

In the works \cite{13,28}, \( \lambda \) is set to be \( \sigma \sqrt{2n \log(n/\delta)} \), and then their results hold with probability \( 1 - 2\delta \). Here we use \( \lambda = \sigma M_y \sqrt{n} \) (which is also in the order of \( O(\sigma \sqrt{n \log n}) \)), then Corollary 3.2 implies that

\[
\frac{1}{n} \sum_{i=1}^{n} \left| \hat{x}_i - x_i \right|^2 \leq O \left( \gamma^2 K \log n \frac{1}{m_H} + \frac{1}{m_H} \sum_{i=1}^{K} \log m_i \right),
\]

(12)
where $m_H$ is the harmonic mean of $m_1, \ldots, m_K$. Compared with the bound in [28] (which improves over [13]), which is in the order of $O(\sigma^2 K \log n/m_H + \sigma^2 K \log n \log(n/K)/n)$, (12) is almost exactly the same and has a minor improvement from $K \log \frac{n}{K}$ to $\sum_{i=1}^{K} \log m_i$ ($\sum_{i=1}^{K} \log m_i \leq K \log \frac{n}{K}$ can be derived from the concavity of the logarithmic function).

Compared with the result [17] from [19], our estimation error at (12) is larger by a factor of $\log n$. However, we remark that the result from [19] only holds for the optimal $\lambda$ and its formula is rather complicated and difficult for practical use, and the analysis in [19] also makes some assumptions on $m_k$, the length of intervals.

Theorem 3.1 allows us to approximately detect all change points through a simple screening of the solution to the fused lasso as follows.

**Corollary 3.3.** Assume $H_n$ is the smallest distances between the “levels” defined by $H_n = \min_{k=1, \ldots, K} |x_{n_k} - x_{n_{k+1}}|$ and $H_n \sqrt{W_n} > 16M_y$, then we can define $C > 2$ such that $H_n \sqrt{W_n} = 8CM_y$. If $\lambda = (C - 1)M_y \sqrt{W_n}$, then the set

$$\hat{S} = \left\{ i : |\hat{x}_{i-W_n/4C^2} - \hat{x}_{i+W_n/4C^2}| > \frac{H_n}{2} \right\},$$

estimates the set of change points $S = \{n_2, \ldots, n_K\}$ approximately in the sense that with probability at least $1 - 1/t^2$,

$$d_H(\hat{S}, S) \leq \frac{W_n}{2C^2} = \frac{32M_y^2}{H_n^2}. $$

**Proof.** For $W_n/4C^2 \leq i \leq m - W_n/4C^2$, the upper bound in (15) is bounded above by $\frac{2CM_y}{\sqrt{W_n}} = H_n/4$. It then follows that $n_i \in \hat{S}$ and $[n_i + W_n/2C^2, n_{i+1} - W_n/2C^2] \notin \hat{S}$, and Corollary 3.3 is proved.

Compared with the theoretical guarantee for a similar approximate change point screening method in [23], which states that $d_H(\hat{S}, S) \leq \log^2 n/H_n^2$ when $K = O(1)$ and $W_n = \Theta(n)$, our result removes a factor of $\log n$ and does not make assumptions on $K$ and $W_n$. In fact, Corollary 3.3 matches the bound of jump-penalized least squares estimators in [9], binary segmentation (BS) and wild binary segmentation (WBS) in [16], the simultaneous multiscale change point estimator in [15], and the tail-greedy unbiased Haar wavelets (TGUH) [17].

### 3.2 Proof of Theorem 3.1

We first present the main intermediate result that will be used to prove Theorem 3.1.

**Theorem 3.4.** Given $y_1, \ldots, y_m$ and $a, b \in \mathbb{R}$, consider the problem:

$$\{\hat{x}_i\}_{i=1}^{m} = \arg \min_{x_1, \ldots, x_m \in \mathbb{R}} G(x_1, \ldots, x_m), \quad (13)$$

where

$$G(x_1, \ldots, x_m) = \sum_{i=1}^{m} (x_i - y_i)^2 + \lambda \left( |x_1 - a| + |x_m - b| + \sum_{i=1}^{m-1} |x_i - x_{i+1}| \right).$$

If for all $1 \leq k \leq l \leq m$, we have

$$\left| \sum_{i=k}^{l} y_i \right| \leq M_y \sqrt{l - k + 1}, \quad (14)$$
then

\[ |\hat{x}_i| \leq \max \left( \frac{M_y}{\sqrt{t}}, \frac{M_y}{\sqrt{m+1-i}}, \frac{M_y^2}{4\lambda}, \frac{2\lambda}{m} + \frac{2M_y}{\sqrt{m}} \right). \]  

(15)

The following lemma establishes a property that happens with high probability and we will prove Theorem 3.1 based on the assumption that this property holds.

**Lemma 3.5.** With probability \(1 - 1/t^2\), for \(M_y = 2\sigma \sqrt{\log n + \log t}\) and all \(1 \leq k \leq l \leq n\), we have

\[ \left| \sum_{i=k}^{l} \epsilon_i \right| \leq M_y \sqrt{l-k+1}. \]  

(16)

**Proof of Lemma 3.5.** Use the common tail bound of the Gaussian distribution that \(\Pr(N(0,1) > t) < \frac{1}{2} e^{-t^2/2}\) and \(\sum_{i=k}^{l} \epsilon_i \sim N(0, (l - k + 1)\sigma^2)\), we have that for any fixed \(k, l\),

\[ \Pr \left( \left| \sum_{i=k}^{l} \epsilon_i \right| \leq M_y \sqrt{l-k+1} \right) \geq 1 - \exp(-M_y^2/2). \]

For all pairs of \(1 \leq k \leq l \leq n\), a union bound show that it holds with probability at least \(1 - n^2 \exp(-M_y^2/2) = 1 - \exp(2 \log n - M_y^2/2) = 1 - 1/t^2\). \(\square\)

**Proof of Theorem 3.1.** By the structure of the optimization problem (2), we have the following property

\[ \{\hat{x}_i\}_{i=n_k}^{i=n_{k+1}-1} = \arg\min_{\{x_i\}_{i=n_k}^{i=n_{k+1}-1}} \lambda \left( |x_{n_k} - \hat{x}_{n_k-1}| + |x_{n_{k+1}-1} - \hat{x}_{n_{k+1}}| \right) + \sum_{i=n_k}^{n_{k+1}-1} \left( |y_i - x_i|^2 + \lambda |x_i - x_{i+1}| \right). \]

(17)

That is, to find \(\hat{x}\) for any interval in \([n_k, n_{k+1} - 1]\), we can investigate this subproblem that focuses on this interval, assuming that the correct estimations at the endpoints have been given. Because of this property, we proposed to study the optimization problem for each interval of constant values, i.e., \(n_k \leq i \leq n_{k+1} - 1\) with other estimations fixed. WLOG we may assume that \(x_{n_k} = \cdots = x_{n_{k+1} - 1} = 0\) and \(m = n_{k+1} - n_k\), then the estimation problem (17) is reduced to the problem in the form of (13).

Applying Lemma 3.5 we know that the assumption (14) holds when we use Theorem 3.4 to investigate (17) for \(k = 1, \cdots, K\). Then the estimation error \(|\hat{x}_i - x_i|\) of fused lasso is given by (15), which then proves Theorem 3.1.

We remark that for \(k = 1\) (and similarly for \(k = K\)), \(\hat{x}_{n_1-1}\) does not exist and (17) would be reduced to

\[ \{\hat{x}_i\}_{i=n_1}^{i=n_{2}-1} = \arg\min_{\{x_i\}_{i=n_1}^{i=n_{2}-1}} \lambda |x_{n_2-1} - \hat{x}_{n_2}| + \sum_{i=n_1}^{n_2-1} \left( |y_i - x_i|^2 + \lambda |x_i - x_{i+1}| \right). \]

While this is slightly different from the problem in Theorem 3.4 (with one term in \(G\) missing), using the same argument we would still reach the same bound (15) in Theorem 3.4. \(\square\)
3.3 Proof of Theorem 3.4

The following two situations would not happen for any $1 \leq m_1 \leq m_2 \leq m$:

\[ \hat{x}_{m_1} = \hat{x}_{m_1 + 1} = \cdots = \hat{x}_{m_2} > \frac{M_y^2}{4\lambda}, \quad \hat{x}_{m_2} > \hat{x}_{m_2 + 1}, \quad \hat{x}_{m_1} > \hat{x}_{m_1 - 1} \quad (18) \]
\[ \hat{x}_{m_1} = \hat{x}_{m_1 + 1} = \cdots = \hat{x}_{m_2} < -\frac{M_y^2}{4\lambda}, \quad \hat{x}_{m_2} < \hat{x}_{m_2 + 1}, \quad \hat{x}_{m_1} < \hat{x}_{m_1 - 1} \quad (19) \]

Intuitively, this result implies that the sequence $\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_m, \hat{x}_{m+1}$ does not have a local minimum smaller than $\frac{M_y^2}{4\lambda}$, or a local maximum larger than $\frac{M_y^2}{4\lambda}$.

**Proof.** We start with the situation as described in (18). The proof is based on the construction of $\tilde{x}_{i}, i = 1, \ldots, m$ as follows: $\tilde{x}_i = \hat{x}_i - \epsilon$ for $i \in [m_1, m_2]$, and $\tilde{x}_i = \hat{x}_i$ for $i \not\in [m_1, m_2]$. Then we have that
\[ \sum_{i=0}^{m} |\tilde{x}_i - \tilde{x}_{i+1}| - \sum_{i=0}^{m} |\tilde{x}_i - \tilde{x}_{i+1}| = 2\epsilon \]
and
\[ \sum_{i=1}^{m}(\tilde{x}_i - y_i)^2 - \sum_{i=1}^{m}(\tilde{x}_i - y_i)^2 = 2\epsilon \sum_{i=m_1}^{m_2} (\tilde{x}_i - y_i) + O(\epsilon^2) \]

As a result, $G(\{\tilde{x}_i\}_{i=1}^{m}) \leq G(\{\tilde{x}_i\}_{i=1}^{m})$ implies that
\[ 0 \geq 2\lambda + 2 \sum_{i=m_1}^{m_2} (\tilde{x}_i - y_i) = 2\lambda + 2 \sum_{i=m_1}^{m_2} (\hat{x}_i - y_i) \]
and
\[ \hat{x}_{m_1} \leq \frac{\sum_{i=m_1}^{m_2} y_i - \lambda}{m_2 - m_1 + 1} \leq \frac{M_y\sqrt{m_2 - m_1 + 1} - \lambda}{m_2 - m_1 + 1} \leq \frac{M_y^2}{4\lambda}, \]

where the last step follows from $\arg\max x a/x - \lambda a^2 = a^2/4\lambda$. The proof for the situation described in (19) is identical (with different signs). \qed

Let $\mathcal{I} = \{0 \leq i \leq m + 1 : |\hat{x}_i| \leq \frac{M_y^2}{4\lambda}\}$, then by Lemma 3.6 $\mathcal{I}$ must be an interval in the form of $\mathcal{I} = \{m_1, m_1 + 1, \ldots, m_2\}$ or it is an empty set.

Case 1: $\mathcal{I}$ is nonempty.

Then $\mathcal{I} = \{m_1, m_1 + 1, \ldots, m_2\}$, and for all $i < m_1$ and $i > m_2$, $|\hat{x}_i| > \frac{M_y^2}{4\lambda}$. In addition, Lemma 3.6 implies that $\hat{x}_0, \ldots, \hat{x}_{m_1-1}$ have the same signs, that is, they are either all positive or all negative. Similarly, $\hat{x}_{m_2+1}, \ldots, \hat{x}_{m+1}$ have the same signs.

Now let us investigate the sequence $\hat{x}_0, \cdots, \hat{x}_{m_1-1}$. WLOG we may assume that they are all positive. For any $k \leq m_1 - 1$, we define a sequence $\hat{x}_i$ by
\[ \hat{x}_i = \begin{cases} \hat{x}_i - \epsilon, & \text{if } i \leq k' \\ \hat{x}_i, & \text{if } i > k', \end{cases} \]

where $k'$ is the smallest integer such that
\[ \hat{x}_k = \hat{x}_{k+1} = \cdots = \hat{x}_{k'} \neq \hat{x}_{k'+1}. \]
For example, if \( \hat{x}_k \neq \hat{x}_{k+1} \), then \( k' = k \). Since \( \hat{x}_{m_1 - 1} \neq \hat{x}_{m_1} \) by definition, we have \( k' \leq m_1 - 1 \). Then
\[
\sum_{i=0}^{m} |\hat{x}_i - \hat{x}_{i+1}| - \sum_{i=0}^{m} |\hat{x}_i - \hat{x}_{i+1}| = 0,
\]
and
\[
\sum_{i=1}^{m} (\hat{x}_i - y_i)^2 - \sum_{i=1}^{m} (\hat{x}_i - y_i)^2 = 2\epsilon \sum_{i=1}^{k'} (\hat{x}_i - y_i) + O(\epsilon^2).
\]
Therefore, \( G(\{\hat{x}_i\}_{i=1}^m) \leq G(\{\hat{x}_i\}_{i=1}^m) \) implies that
\[
0 \geq k' \sum_{i=1}^{m} (\hat{x}_i - y_i) \geq k' \sum_{i=1}^{m} y_i \geq k' \sum_{i=1}^{k'} \hat{x}_k - M_{\gamma} \sqrt{k'},
\]
and then we have
\[
\hat{x}_k \leq \frac{M_{\gamma}}{\sqrt{k'}} \leq \frac{M_{\gamma}}{\sqrt{k'}} \text{ for } k \leq m_1 - 1.
\]
Similarly, we have
\[
|\hat{x}_k| \leq \frac{M_{\gamma}}{\sqrt{m - k + 1}} \text{ for all } k \geq m_2 + 1.
\]
Combining it with \( |\hat{x}| \leq \frac{M_2}{\alpha} \) for \( m_1 \leq i \leq m_2 \), (15) is proved.

Case 2: \( \mathcal{I} \) is empty. That is, for all \( 0 \leq i \leq m + 1 \), we have \( |\hat{x}_i| > \frac{M_2}{4\lambda} \).

WLOG we may assume that \( \hat{x}_0 \) is positive while \( \hat{x}_{m+1} \) is negative. Then Lemma 3.6 and \( \mathcal{I} = \emptyset \) imply that there exists \( 0 \leq m_0 \leq m + 1 \), such that for all \( i \leq m_0 \), \( \hat{x}_i \geq \frac{M_2}{4\lambda} \), for all \( i \geq m_0 + 1 \), \( \hat{x}_i \leq -\frac{M_2}{4\lambda} \).

Following the same proof as case 1, we have
\[
|\hat{x}_k| \leq \begin{cases} \frac{M_{\gamma}}{\sqrt{k'}}, & \text{for } 1 \leq k \leq m_0 \\ \frac{M_{\gamma}}{\sqrt{m-k+1}}, & \text{for } m_0 + 1 \leq k \leq m, \end{cases}
\]
and (15) is proved.

Case 2b: Assuming that \( \text{sign}(\hat{x}_0) = \text{sign}(\hat{x}_{m+1}) \).

WLOG we may assume that both \( \hat{x}_0 \) and \( \hat{x}_{m+1} \) are positive. Then Lemma 3.6 and \( \mathcal{I} = \emptyset \) imply that \( \hat{x}_i > \frac{M_2}{4\lambda} \) for all \( 0 \leq i \leq m + 1 \), and in addition, it is first nonincreasing and then nondecreasing. That is, there exists \( 0 \leq m_0 \leq m \) such that the sequence \( \hat{x}_0, \ldots, \hat{x}_{m_0} \) is nonincreasing and \( \hat{x}_{m_0}, \ldots, \hat{x}_{m+1} \) is nondecreasing. Therefore, if we let the set
\[
\mathcal{I} = \{0 \leq i \leq m + 1 : \hat{x}_i = \hat{x}_{m_0}\},
\]
then this set is an interval, that is, WLOG we can write it by \( \mathcal{I} = [m_1, m_1 + 1, \cdots, m_2] \).

Following the proof of case 1, we have
\[
|\hat{x}_k| \leq \begin{cases} \frac{M_{\gamma}}{\sqrt{k'}}, & \text{for } 1 \leq k \leq m_1 - 1 \\ \frac{M_{\gamma}}{\sqrt{m-k+1}}, & \text{for } m_2 + 1 \leq k \leq m. \end{cases}
\]
Now let us consider another sequence \( \tilde{x}_i \) defined by

\[
\tilde{x}_i = \begin{cases} 
\hat{x}_i - \epsilon, & \text{if } i \in \hat{I} \\
\hat{x}_i, & \text{if } i \notin \hat{I}, 
\end{cases}
\]

then \( G(\{\tilde{x}_i\}_{i=1}^m) \leq G(\{\hat{x}_i\}_{i=1}^m) \) implies that

\[
\sum_{i \in \mathcal{I}} (y_i - \hat{x}_{m_0}) + \lambda = 0,
\]

and

\[
\hat{x}_{m_0} = \frac{\sum_{i \in \mathcal{I}} y_i + \lambda}{|\mathcal{I}|}.
\]

(21)

Combining it with (20), we can analyze \( \hat{x}_{m_0} \) by three cases:

- \( m_1 - 1 \geq m/4 \). Then (20) implies that \( \hat{x}_{m_0} < \hat{x}_{k_1 - 1} \leq \frac{2M_y}{\sqrt{m}} \).

- \( m - m_2 \geq m/4 \). Then (20) implies that \( \hat{x}_{m_0} < \hat{x}_{k_2 + 1} \leq \frac{2M_y}{\sqrt{m}} \).

- \( m_1 - 1 \leq m/4 \) and \( m - m_2 \leq m/4 \). Then we have \( |\hat{I}| \geq m/2 \) and (21) implies that \( \hat{x}_{m_0} \leq \frac{2\lambda}{m} + \frac{M_y}{\sqrt{m/2}} \).

In summary, we have \( \hat{x}_{m_0} \leq \frac{2\lambda}{m} + \frac{2M_y}{\sqrt{m}} \). That is, \( \hat{x}_i \leq \frac{2\lambda}{m} + \frac{2M_y}{\sqrt{m}} \) for all \( m_1 \leq i \leq m_2 \). Combining it with (20), (15) is proved.

### 3.4 Discussion

While we have assumed that the noise \( \epsilon_i \) is i.i.d. from \( N(0, \sigma^2) \), from the proof we can see that the result can be easily adapted to more generic distribution \( \epsilon_i \sim \mu \). Since the only probabilistic argument in this proof is Lemma 3.5, \( M_y \) can be adjusted accordingly for any new distribution \( \mu \), so that (16) is satisfied. For example, \( M_y \) can be chosen to be \( O(\sqrt{\log n}) \) if \( \mu \) is sub-Gaussian and \( O(\log n) \) if \( \mu \) is sub-exponential.

There are some additional interesting properties of \( \hat{x}_i \) arising from the proof of Theorem 3.4. For example, if \( \text{sign}(a) \neq \text{sign}(b) \) then case 2b would not apply, and (15) in Theorem 3.4 can be simplified to

\[
|\hat{x}_i| \leq \max \left( \frac{M_y}{\sqrt{i}}, \frac{M_y}{\sqrt{m + 1 - i}}, \frac{M_y^2}{4\lambda} \right).
\]

Based on it, we would have a slightly stronger result on the estimation error of fused lasso, if some additional assumptions are made, for example, if \( x_{n_k} - x_{n_{k-1}} \) for all \( k = 2, \cdots, K \) always have the same signs.

Another interesting property is that, as shown in the proof of Theorem 3.4 when \( i \) is close to the change point such that \( \frac{M_y}{\sqrt{i}} \) or \( \frac{M_y}{\sqrt{m + 1 - i}} \) dominates the bound (15), the sequence \( \hat{x}_i \) would be monotone. This property suggests that at these locations, the solution of fused lasso is the same as the solution of the isotonic regression problem. Note that the component \( \sigma^2 \frac{\log n}{n} \sum_{i=1}^K \log m_i \) in the estimation error bound (12) corresponds to these “isotonic regression regions”, applying existing results on the expected error bound of the isotonic regression estimator (14, 11), we can remove the factor \( \log n \) from the component \( \sigma^2 \frac{\log n}{n} \sum_{i=1}^K \log m_i \) for the expected error bound of the fused lasso.
4 Group fused lasso

We first present our main result for the model (14) and the group fused lasso problem (5), which is a parallel result to Theorem 3.1.

**Theorem 4.1.** Assuming $M_y = \sigma \max(\sqrt{8} (\log n + \log t) + p, 2\sqrt{p})$ and $25^2 M_y \leq \lambda < \min_{k=1,\ldots,K}(7m_k - \sqrt{m_k})M_y$, then with probability at least $1 - 1/t^2$, we have

$$\|\hat{x}_i - x_i\| \leq \max \left( \frac{4(M_y \sqrt{m_k(i)/2} + \lambda)}{m_k(i)}, \frac{50 M_y}{\sqrt{m_k(i)}}, \frac{25\sqrt{5} M_y}{\sqrt{d_i}}, 125 \sqrt{\frac{M_y^3}{\lambda}} \right)$$

(22)

Similar to Section 3.1 we can derive the properties of the group fused lasso solution in both estimation error and approximate change point detection. Their proofs are skipped since they are straightforward generalizations of the proofs in Section 3.1.

**Corollary 4.2.** With the assumptions in Theorem 4.1, we have the upper bound of the estimation error for the group fused lasso problem (5) with probability $1 - 1/t^2$:

$$\sum_{i=1}^{n} \|\hat{x}_i - x_i\|^2 \leq 6250 M_y^2 \sum_{i=1}^{K} \log m_i + 6000 K M_y^2 + \frac{32\lambda K}{m_H} + \frac{125^2 M_y^6 n}{\lambda}.$$  

**Corollary 4.3.** Assume $H_n$ is the smallest distances between the “levels” defined by $H_n = \min_{k=1,\ldots,K-1} \|x_{n_k} - x_{n_{k+1}}\|$ and recall that $W_n = \min_{1 \leq k \leq K} m_k$. When $H_n = 96 CM_y W_n^{2/3}$ with $C > 1$, the following procedure can be used to detect the change points: $\lambda = (6C - 2)M_y W_n^{2/3}$, then for any $n_i + \frac{5}{24C} W_n^{1/3} \leq i \leq n_i + 1 - \frac{5}{24C} W_n^{1/3}$, we have that with probability at least $1 - 1/t^2$,

$$\|\hat{x}_i - x_i\| \leq H_n/4.$$

As a result, the following detection scheme

$$\hat{S} = \{1 \leq i \leq n : \|\hat{x}_{i - \frac{5}{24C} W_n^{1/3}} - \hat{x}_{i + \frac{5}{24C} W_n^{1/3}}\| < H_n/2\}$$

would have the detection error of

$$d_H(\hat{S}, S) \leq \frac{5}{12C} W_n^{1/3}.$$

The proof of Corollary 4.3 is similar to the proof of Corollary 3.3 by noting that $\frac{4(M_y \sqrt{m_k(i)/2} + \lambda)}{m_k(i)}$ is the dominant term in the RHS of (22).

We remark that the result here is a little bit worse than the corresponding result in Section 3. In particular, compare the upper bounds in Theorem 4.1 and Theorem 3.1, the main difference is that (22) has a term in the order of $O(\sqrt{1/\lambda})$ while (9) has a corresponding term in the order of $O(1/\lambda)$. This means that the results in Theorem 4.1 and is a little bit worse than the result for fused lasso in Section 3 and the main reason is that our analysis is based on the “direction” of $\hat{x}_i - \hat{x}_{i+1}$ for $1 \leq i \leq n$. If $x_i$ is a scalar, then this direction is either 1, 0, or $-1$. But if $x_i$ is a vector, then this direction could be any unit vector and have infinite possibilities. This makes the group fused lasso more complicated and difficult to analyze. Based on Theorem 4.1, Corollaries 4.2 and 4.3 are also slightly weaker than Corollaries 3.2 and 3.3 respectively. For example, Corollary 4.2 requires $H_n W_n^{2/3} > O(\sqrt{\log n})$ while Corollary 3.3 requires $H_n W_n^{1/2} > O(\sqrt{\log n})$.

However, we expect that this is just an artifact due to the technique of our proof in this section, and simulations seem to suggest the same order of $1/\lambda$ as in (15). We leave this possible improvement to future work.
4.1 Proof of Theorem 4.1

Similar to the proof of Theorem 3.1, its proof is based on the property of the solution to

\[
\{\hat{x}_i\}_{i=1}^m = \arg \min_{\{x_i\}_{i=1}^m \subset \mathbb{R}^p} G(x_1, \cdots, x_m), \quad \text{for} \quad \{x_i\}_{i=1}^m = \arg \min_{\{x_i\}_{i=1}^m \subset \mathbb{R}^p} \left\{ \sum_{i=1}^m \|x_i - y_i\|^2 + \lambda \left( \|a - x_1\| + \|x_m - b\| + \sum_{i=1}^{m-1} \|x_i - x_{i+1}\| \right) \right\}.
\] (23)

**Theorem 4.4.** If

\[
\left\| \sum_{i=k}^l y_i \right\| \leq M_y \sqrt{l - k + 1}
\] (25)

for all \(1 \leq k \leq l \leq m\), and \(25^2 M_y \leq \lambda < (7m - \sqrt{m}) M_y\), then the solution defined in (23) satisfies

\[
\|\hat{x}_i\| \leq \max \left( \frac{4(M_y\sqrt{m/2} + \lambda)}{m}, \frac{50M_y}{\sqrt{m}}, \frac{25\sqrt{5}M_y}{\sqrt{l}}, \frac{25\sqrt{5}M_y}{\sqrt{m - i}}, 125 \sqrt{\frac{M_y^3}{\lambda}} \right).
\] (26)

Similar to Lemma 3.5, we first present a probabilistic result and then prove Theorem 4.1 based on the assumption that this probabilistic event holds:

**Lemma 4.5.** With probability \(1 - 1/t^2\), for all \(1 \leq k \leq l \leq n\), we have

\[
\left\| \sum_{i=k}^l \epsilon_i \right\| \leq M_y \sqrt{l - k + 1}
\]

with \(M_y = \sigma \max(\sqrt{8(\log n + \log t) + p}, 2\sqrt{p})\).

**Proof.** Following [6, Proposition 2.2], for any \(\delta > 3\) and \(y \sim N(0, \mathbf{I}) \in \mathbb{R}^p\), we have

\[
\Pr(\|y\|^2 \geq (1 + \delta)p) \leq \exp(-\frac{p}{2}(\delta - \ln(1 + \delta))) \leq \exp(-\frac{p}{4}\delta)
\]

So for any fixed \(1 \leq k \leq l \leq n\) and \(M_y \geq 2\sigma \sqrt{p}\), we have

\[
\left\| \sum_{i=k}^l \epsilon_i \right\| \leq M_y \sqrt{p(l - k + 1)}
\]

holds with probability \(1 - \exp\left(-\frac{p}{4}(M_y^2 - 1)\right)\). Applying a union bound, it holds for all \(1 \leq k \leq l \leq n\) with probability at least

\[1 - n^2 \exp\left(-\frac{p}{4}(M_y^2 - 1)\right) \geq 1 - 1/t^2.\]

\[\square\]

Similar to the proof of Theorem 3.1, the combination of Theorem 4.4 and Lemma 4.5 implies Theorem 4.1.
4.2 Proof of Theorem 4.4

For simplicity and consistency of the notation, we denote \( a \) and \( b \) by \( \hat{x}_0 \) and \( \hat{x}_{m+1} \) respectively. For the proof, we use the notations as follows: for any \( 1 \leq i \leq m \), let \( p(i) \) and \( n(i) \) be the integers between 0 and \( m+1 \) such that

\[
\hat{x}_{p(i)-1} \neq \hat{x}_{p(i)} = \cdots = \hat{x}_{i} \cdots = \hat{x}_{n(i)} \neq \hat{x}_{n(i)+1}.
\]

We let \( p(i) = 0 \) if \( \hat{x}_0 = \hat{x}_1 = \cdots = \hat{x}_i \), and similarly \( n(i) = m+1 \) of \( \hat{x}_i = \cdots = \hat{x}_{m+1} \). As a special example, if \( \hat{x}_{i-1} \neq \hat{x}_i \neq \hat{x}_{i+1} \), then \( p(i) = i = n(i) \).

We let \( u_i = \frac{\hat{x}_{i+1} - \hat{x}_i}{\| \hat{x}_{i+1} - \hat{x}_i \|} \) if \( \hat{x}_i \neq \hat{x}_{i+1} \); and \( u_i = 0 \) (or undefined?) otherwise.

We have the following lemma:

**Lemma 4.6.** For \( k \leq l \), if \( \hat{x}_{k-1} \neq \hat{x}_k \) and \( \hat{x}_l \neq \hat{x}_{l+1} \), then

\[
2 \sum_{i=k}^{l} (\hat{x}_i - y_i) + \lambda (u_{k-1} - u_l) = 0.
\]

**Proof.** The proof is based on the fact that for

\[
f(z) = G(\hat{x}_1, \cdots, \hat{x}_{k-1}, \hat{x}_k + z, \cdots, \hat{x}_l + z, \hat{x}_{l+1}, \cdots, \hat{x}_m),
\]

\( f(z) \) is minimized at \( z = 0 \). Then this lemma follows from \( f'(0) = 0 \). \( \square \)

Applying that \( \| u_{k-1} \| = \| u_l \| = 1 \), this lemma has two consequences that will be used later: If we use \( \angle(u, v) = \cos^{-1} \frac{u^T v}{\| u \| \| v \|} \) to represent the angle between vectors \( u \) and \( v \), then

1. \( \angle(u_l, \sum_{i=k}^{l} (\hat{x}_i - y_i)) > \pi/2 \).
2. \( \angle(u_l, u_{k-1}) = 2 \angle(u_l, \sum_{i=k}^{l} (\hat{x}_i - y_i)) - \pi \).

The next lemma controls the largest \( \| x_i \| \) through \( M_y \).

**Lemma 4.7.** Under the event of Lemma 4.4 and assuming that \( \lambda < (7m - \sqrt{m})M_y \), then we have that \( \max_{1 \leq i \leq m} \| x_i \| \leq M_d \), where \( M_d = 25M_y \).

**Proof.** Let \( M'_d = \max_{1 \leq i \leq m} \| x_i \| \) and \( k = \arg \max_{1 \leq i \leq m} \| x_i \| \), and we will prove Lemma 4.7 by contradiction: we assume that \( M'_d > M_d \) and look for contradictions by investigating difference cases:

- Case 1. \( p(k) > 1 \) and \( n(k) < m \). Then by assumption, we have \( \| \hat{x}_k \| = M'_d , \| \hat{x}_{p(k)-1} \|, \| \hat{x}_{n(k)+1} \| \leq M'_d \), and \( \hat{x}_{p(k)-1}, \hat{x}_{n(k)+1} \neq \hat{x}_k \).

Then we have \( u^T_{p(k)-1} \hat{x}_k > 0 \), \( u^T_{n(k)+1} \hat{x}_k < 0 \). In addition,

\[
\hat{x}_k^T \sum_{i=p(k)}^{n(k)} (\hat{x}_i - y_i) \geq (n(k) - p(k) + 1)M'_d^2 - \sqrt{n(k) - p(k) + 1}M'_d M_y > 0.
\]

Combining the three inequalities above, we have a contradiction to Lemma 4.6 since \( M'_d > M_d \).

- Case 2. \( p(k) = 0 \) or 1. For simplicity, WLOG we may assume that \( k = n(k) \), that is, \( \hat{x}_1 = \cdots = \hat{x}_k \neq \hat{x}_{k+1} \) (if \( k = m + 1 \), then the proof would follow the proof in case 2b-I after (29)). By assumption, we have \( \| \hat{x}_{k+1} \| \leq M'_d \), and as a result,

\[
\frac{u^T_k \hat{x}_k}{\| \hat{x}_k \|} = \frac{\hat{x}_{k+1} - \hat{x}_k}{\| \hat{x}_{k+1} - \hat{x}_k \|} \frac{\hat{x}_k}{\| \hat{x}_k \|} \leq 0.
\]
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Now we consider two cases:

Case 2a. \( \mathbf{u}_k^T \frac{x_i}{\|x_i\|} < -c_0 \), where \( c_0 = 0.05 \).

For this case, consider \( \hat{x}_i = x_i + \epsilon \mathbf{u}_k \) for \( 1 \leq i \leq k \) and \( \hat{x}_i = \bar{x}_i \) otherwise. Then we have

\[
\|\hat{x}_i - \hat{x}_{i+1}\| - \|\hat{x}_i - \bar{x}_{i+1}\| = \begin{cases} 
\epsilon \|\mathbf{u}_k\|, & \text{if } i = k \\
\|\hat{x}_0 - \bar{x}_1\| - \|\hat{x}_0 - \bar{x}_1 - \epsilon \mathbf{u}_k\| \geq -\epsilon \|\mathbf{u}_k\|, & \text{if } i = 0 \\
0, & \text{if } i \neq 0, k.
\end{cases}
\] (27)

Therefore,

\[
\sum_{i=0}^m \|\hat{x}_i - \hat{x}_{i+1}\| \geq \sum_{i=0}^m \|\hat{x}_i - \bar{x}_{i+1}\|.
\]

Combining it with

\[
\sum_{i=1}^m \|\hat{x}_i - y_i\|^2 - \sum_{i=1}^m \|\bar{x}_i - y_i\|^2 + O(\epsilon^2) = -2\epsilon \mathbf{u}_k^T \sum_{i=1}^k (\hat{x}_i - y_i) \geq 2\epsilon (c_0 k M_d' - M_y \sqrt{k}) + O(\epsilon^2)
\]

and

\[
c_0 > \frac{M_y}{M_d'},
\] (28)

we have a contradiction to \( G(\{\hat{x}_i\}_{i=1}^m) \leq G(\{\bar{x}_i\}_{i=1}^m) \).

Case 2b. \(-c_0 \leq \mathbf{u}_k^T \frac{x_i}{\|x_i\|} \leq 0\). Then we let \( l = \arg \min_{j=k+1, \ldots, m} \sum_{i=k}^{j-1} \|\hat{x}_i - \bar{x}_{i+1}\| \geq c_1 M_d' \), where \( c_1 = 0.1 \).

Case 2b-I: If such \( l \) does not exist, then it means that

\[
\|\hat{x}_i - \bar{x}_k\| \leq c_1 \|\bar{x}_k\| \text{ for all } 1 \leq i \leq m.
\] (29)

Consider the sequence \( \bar{x}_i = \hat{x}_i - \epsilon \bar{x}_k \), then we have

\[
\sum_{i=0}^m \|\hat{x}_i - \bar{x}_{i+1}\| - \sum_{i=0}^m \|\bar{x}_i - \bar{x}_{i+1}\| \geq -2\epsilon M_d'
\]

and

\[
\sum_{i=1}^m \|\hat{x}_i - y_i\|^2 - \sum_{i=1}^m \|\bar{x}_i - y_i\|^2 = 2\epsilon \mathbf{u}_k^T \sum_{i=1}^m (\hat{x}_i - y_i) \geq 2\epsilon (m(1 - c_1) M_d'^2 - M_d'M_y \sqrt{m})
\]

Combining these two estimations with

\[
m(1 - c_1) M_d - M_y \sqrt{m} - \lambda > 0,
\] (30)

we have a contradiction to \( G(\{\hat{x}_i\}_{i=1}^m) \leq G(\{\bar{x}_i\}_{i=1}^m) \).

Case 2b-II: Now assuming that \( l \leq m \). Then for all \( k + 1 \leq j \leq l - 1 \), \( \|\bar{x}_j - \bar{x}_k\| \leq c_1 \|\bar{x}_k\| \) and

\[
\left\| \sum_{i=k+1}^j (\hat{x}_i - y_i) - (j-k)\bar{x}_k \right\| \leq c_1 (j-k)\bar{x}_k + M_y \sqrt{j-k},
\]

which implies that \( \angle(\sum_{i=k+1}^j (\hat{x}_i - y_i), \bar{x}_k) \leq \sin^{-1} \left( c_1 + \frac{M_y}{M_d'} \right) \). Combining it with \( \angle(\mathbf{u}_k, \bar{x}_k) = \sin^{-1} c_0 + \pi/2 \) and the analysis after Lemma 4.6,

\[
\angle(\mathbf{u}_k, \mathbf{u}_j) \leq 2 \sin^{-1} c_0 + 2 \sin^{-1} \left( c_1 + \frac{M_y}{M_d'} \right).
\]
Therefore, for any $k \leq j_1 \leq j_2 \leq l - 1$,
\[
\angle(u_{j_1}, u_{j_2}) \leq 4 \sin^{-1} c_0 + 4 \sin^{-1} \left( c_1 + \frac{M_y}{M_d'} \right). \tag{31}
\]

Let $c_2 = \cos \left( 4 \sin^{-1} c_0 + 4 \sin^{-1} \left( c_1 + \frac{M_y}{M_d'} \right) \right)$, then
\[
c_2 > 0.7 \text{ and } u_{j_1}^T u_{j_2} > c_2. \tag{32}
\]

Let $\hat{x}'_1$ be the point on the line segment connecting $\hat{x}_{l-1}$ and $\hat{x}_l$ such that
\[
\sum_{i=k}^{l-1} \|\hat{x}_i - \hat{x}_{i+1}\| + \|\hat{x}_{l-1} - \hat{x}'_1\| = c_1 M'_d, \tag{33}
\]

\[
u_{l-1}^T \hat{x}'_1 - u_k^T \hat{x}_k = u_{l-1}^T (\hat{x}'_1 - \hat{x}_k) + (u_{l-1} - u_k)^T \hat{x}_k \tag{34}
\]

\[
= u_{l-1}^T \left( \sum_{i=k}^{l-2} \|\hat{x}_{i+1} - \hat{x}_i\||u_i| + \|\hat{x}_i - \hat{x}_{i-1}\||u_{l-1}| + \frac{1}{\lambda} \left( \sum_{i=k+1}^{l-1} (\hat{x}_i - y_i) \right)^T \hat{x}_k \right) \geq c_2 c_1 M'_d + \frac{1}{\lambda} \left( (l - k - 1)(1 - c_1) M_d'^2 - \sqrt{l - k - 1} M_d'M_y \right),
\]

where the inequality applies $\qquasi{32}$ and $\qquasi{33}$. Combining it with $u_k^T \hat{x}_k \geq -c_0 M'_d$ and
\[
(1 - c_1) M'_d > M_y, \quad c_2 c_1 > c_0,
\]

we have $u_{l-1}^T \hat{x}'_1 \geq 0$. In addition, $\qquasi{33}$ implies $\|\hat{x}'_1\| \geq M'_d(1 - c_1)$.

Let $d = \hat{x}'_1/\|\hat{x}'_1\|$ be the unit vector in the direction of $\hat{x}'_1$, we will use induction to prove that
\[
d^T u_i > 0 \text{ and } d^T \hat{x}_i \text{ is nondecreasing for all for all } i \geq l - 1. \tag{36}
\]

If $\qquasi{36}$ holds, then we have $\|d^T \hat{x}_i\| \geq \|d^T \hat{x}_l\| \geq \|d^T \hat{x}'_1\| = (1 - c_1) M'_d$ for all $i \geq l$. As a result,
\[
\|\hat{x}_i - \hat{x}'_1\|^2 \leq 2 M_d'^2 - 2 \hat{x}'_1^T \hat{x}_i \leq 2 M_d'^2 - 2(1 - c_1) M_d'^2 = (4 c_1 - 2 c_1^2) M_d'^2.
\]

Combining it with $\|\hat{x}_k - \hat{x}'_1\| \leq c_1 M'_d$ and $\hat{x}_1 = \cdots = \hat{x}_k$, we have that for all $1 \leq i \leq m$,
\[
\|\hat{x}_i - \hat{x}'_1\| \leq (c_1 + \sqrt{4 c_1 - 2 c_1^2}) M'_d.
\]

Now following the analysis for the case 2b-I after $\qquasi{29}$ (with $c_1 = 0.1$ replaced by $c_1 + \sqrt{4 c_1 - 2 c_1^2} < 0.72$), we have the contradiction since
\[
m(1 - c_1 - \sqrt{4 c_1 - 2 c_1^2}) M_d - M_y \sqrt{m} - \lambda > 0. \tag{37}
\]

It remains to prove $\qquasi{36}$, which can be proved using induction. Considering that for all $l \leq i \leq n(l)$,
\[
d^T (\hat{x}_i - \hat{y}_i) \geq d^T (\hat{x}'_1 - \hat{y}_i) \geq (1 - c_1) M_d' - M_y > 0,
\]

so Lemma $\qquasi{4.6}$ (note that here $p(l) = l$) implies that
\[
d^T u_{n(l)} \geq d^T u_{l-1} \geq 0.
\]

Then $x_{n(l)+1} = x_{n(l)} + \|x_{n(l)+1} - x_{n(l)}\| u_{n(l)}$ implies that $d^T x_{n(l)+1} \geq d^T x_l$. Repeat the steps above, $\qquasi{36}$ is proved.

Case 3. $n(k) = m$ or $m + 1$. The proof is the same as the proof of case 2. \[\]
Now we have proved that \( \max_{i=1,\ldots,m} \| \hat{x}_i \| \leq M_d = 25M_y \). Based on this result, we will prove the following lemma:

**Lemma 4.8.** If \( \hat{x}_l \neq \hat{x}_{l+1} \) and \( u_i^T \hat{x}_l \leq -\sqrt{\frac{M_d M_y^2}{\lambda}} \), then \( l \leq l_0 + 1 \) for \( l_0 = \left\lfloor \frac{M_y^2}{|u_i^T \hat{x}_l|^2} \right\rfloor \).

Similarly, if \( \hat{x}_l \neq \hat{x}_{l-1} \) and \( u_i^T \hat{x}_l \geq \sqrt{\frac{M_d M_y^2}{\lambda}} \), then \( m - l \leq l_1 + 1 \) for \( l_1 = \left\lfloor \frac{M_y^2}{|u_i^T \hat{x}_l|^2} \right\rfloor \).

**Proof.** Lemma 4.6 implies that for \( l - \frac{\lambda}{4M_d} \leq i \leq l - 1 \), \( \| u_i - u_l \| \leq \frac{1}{2} \), which implies that \( u_i^T u_i > 0 \). In addition, we have

\[
\hat{x}_l - \hat{x}_k = \sum_{i=k}^{l-1} u_i \| \hat{x}_i - \hat{x}_{i+1} \|
\]

by definition. Combining it with \( l_0 \leq \frac{\lambda}{4M_d} \), for any \( l - l_0 \leq k \leq l - 1 \),

\[
u_i^T (\hat{x}_l - \hat{x}_k) = \sum_{i=k}^{l-1} u_i \| \hat{x}_i - \hat{x}_{i+1} \| \geq 0.
\]

By contradiction we assume that \( l > l_0 + 1 \), and consider the \( \hat{x}_i = \hat{x}_i + \epsilon u_i \) for all \( l - l_0 \leq i \leq l \) and \( \hat{x}_i = \hat{x}_i \) otherwise, then we have

\[
\sum_{i=0}^{m} \| \hat{x}_i - \hat{x}_{i+1} \| - \sum_{i=0}^{m} \| \hat{x}_i - \hat{x}_{i+1} \| \geq 0\quad (38)
\]

and

\[
\sum_{i=1}^{m} \| \hat{x}_i - y_i \|^2 - \sum_{i=1}^{m} \| \hat{x}_i - y_i \|^2 = -2\epsilon u_i^T \sum_{i=l-l_0}^{l} (\hat{x}_i - y_i) \geq -2\epsilon u_i^T \sum_{i=l-l_0}^{l} (\hat{x}_l - y_i) \quad (40)
\]

where the first inequality applies (38) and the last inequality follows from the definition of \( l_0 \). Combining (42) and (43), we have a contradiction to \( G(\{\hat{x}_i\}_{i=1}^{m}) \geq G(\{\hat{x}_i\}_{i=1}^{m}) \). \( \Box \)

**Lemma 4.9.** Assuming \( \lambda \geq M_d^2/M_y \) and \( c_1 = 1/25 \), then if \( \| \hat{x}_l \| > \frac{1}{c_1} \sqrt{\frac{M_d M_y^2}{\lambda}} \) and \( \frac{M_y^2}{c_1 \| \hat{x}_l \|^2} \leq l \leq m - \frac{M_y^2}{c_1 \| \hat{x}_l \|^2} + 1 \), \( 1 \leq i \leq m - \frac{M_y^2}{c_1 \| \hat{x}_l \|^2} - 1 \), \( \| \hat{x}_i - \hat{x}_l \| \leq \| \hat{x}_l \|/2 \).

**Proof.** We will prove it by dividing it into the following cases.

Case 1: \( u_n^T \hat{x}_n(l)/\| \hat{x}_n(l) \| \leq -c_1 \). By Lemma 4.8 then \( u_n^T \hat{x}_n(l) \leq -c_1 \| \hat{x}_l \| \leq \sqrt{\frac{4M_d M_y^2}{\lambda}} \) and \( l \leq n(l) \leq \frac{M_y^2}{\| \hat{x}_l \|^2} \).

Case 2: \( u_n^T \hat{x}_n(l)/\| \hat{x}_n(l) \| \geq 2c_1 \). Then we have \( \hat{x}_n(l) \neq \hat{x}_n(l+1) \) and \( u_n^T \hat{x}_n(l+1) \geq 2c_1 \| \hat{x}_n(l) \| \), and Lemma 4.8 implies that

\[
n(l) + 1 \geq m - \frac{M_y^2}{4 \| \hat{x}_n(l) \|^2 c_1^2}.
\]

This shows that \( n(l) - p(l) \geq n(l) - l \geq \frac{19M_y^2}{4 \| \hat{x}_n(l) \|^2 c_1^2} \).
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Now let us consider \( \hat{x}_{p(l)}^T u_{p(l)-1} \). Applying
\[
\angle (\hat{x}_l, \sum_{i=p(l)}^{n(l)} (\hat{x}_i - y_i)) \leq \sin^{-1} \left( \frac{M_y}{\|\hat{x}_l\|/\sqrt{n(l) - p(l)}} \right)
\]
with the implication of Lemma 4.6 that
\[
\angle (-u_{p(l)-1}, \sum_{i=p(l)}^{n(l)} (\hat{x}_i - y_i)) = \angle (u_{n(l)}, \sum_{i=p(l)}^{n(l)} (\hat{x}_i - y_i)),
\]
we have
\[
\angle (-u_{p(l)-1}, \hat{x}_l) \geq \sin^{-1} (2c_1) - 2 \sin^{-1} \left( \frac{M_y}{\|\hat{x}_l\|/\sqrt{n(l) - p(l)}} \right) \geq \sin^{-1} (2c_1) - 2 \sin^{-1} \left( \frac{2c_1}{\sqrt{19}} \right).
\]
Since (for all \( c_1 \leq 0.5 \)),
\[
\sin^{-1} (2c_1) - 2 \sin^{-1} \left( \frac{2c_1}{\sqrt{19}} \right) > \sin^{-1} (c_1),
\]
we have \( u_{p(l)-1}^T \hat{x}_l/\|\hat{x}_p(l)\| \leq -c_1 \). Combining it with \( u_{p(l)-1}^T \hat{x}_p(l) \leq u_{p(l)-1}^T \hat{x}_p(l) \) and Lemma 4.8 we have \( p(l) \leq \frac{M_y^2}{\|\hat{x}_l\|^2 c_1^2} + 1 \). Combining it with \( 41 \), the lemma is proved.

Case 3: \( u_{p(l)-1}^T \hat{x}_l/\|\hat{x}_l\| \geq c_1 \), or \( \leq -2c_1 \). Then the same analysis from cases 1 and 2 can be applied.

Case 4: \( -c_1 \leq u_{n(l)}^T \hat{x}_l/\|\hat{x}_l\| \leq 2c_1 \) and \( -2c_1 \leq u_{p(l)-1}^T \hat{x}_l/\|\hat{x}_l\| \leq c_1 \).

Let \( k = \min \{ j \geq l + 1 : \sum_{i=l+1}^{j-1} \|\hat{x}_i - \hat{x}_{i+1}\| > c_3 \|\hat{x}_l\| \} \) with \( c_3 = 19c_1/2 = 19/50 \). Then for all \( n(l) + \frac{\lambda}{4M_d} \leq j \leq k-1 \), we have
\[
\angle (\hat{x}_l, \sum_{i=n(l)+1}^{j} (\hat{x}_i - y_i)) \leq \sin^{-1} \left( \frac{M_y}{\|\hat{x}_l\|/\sqrt{j - n(l)} + c_3} \right) \leq \sin^{-1} \left( \frac{2M_y \sqrt{M_d}}{\|\hat{x}_l\|/\sqrt{\lambda} + c_3} \right) \leq \sin^{-1} (c_1 + c_3)
\]
and Lemma 4.6 implies that for all \( n(l) \leq j \leq n(l) + \frac{\lambda}{4M_d} \),
\[
\angle (u_j, u_{p(l)-1}) \leq 2 \sin^{-1} (2c_1) + 2 \sin^{-1} (c_1 + c_3) \leq \pi/3
\]
In addition, for all \( n(l) \leq j \leq n(l) + \frac{\lambda}{4M_d} \),
\[
\|u_j - u_{n(l)-1}\| \leq \frac{4M_d}{\lambda} (j - n(l)).
\]
In summary, for all \( n(l) \leq j \leq k-1 \), we have \( u_j^T u_{n(l)-1} \geq 1/2 \).

Now let us consider \( u_{k-1}^T \hat{x}_k \):
\[
u_{k-1}^T \hat{x}_k - u_{n(l)}^T \hat{x}_{n(l)} = u_{k-1}^T (\hat{x}_k - \hat{x}_{n(l)}) + (u_{k-1} - u_{n(l)})^T \hat{x}_{n(l)}
\]
\[
= u_{k-1}^T \left( \sum_{i=n(l)}^{k-1} \|\hat{x}_{i+1} - \hat{x}_i\| u_i \right) + \frac{1}{\lambda} \left( \sum_{i=n(l)+1}^{k-1} (\hat{x}_i - y_i) \right)^T \hat{x}_{n(l)}
\]
\[
\geq c_3 \|\hat{x}_l\|/2 + \frac{1}{\lambda} \left( (1 - c_3)(k - n(l) - 1)\|\hat{x}_l\| - \sqrt{k - n(l) - 1}M_y\|\hat{x}_l\| \right)
\]
\[
\geq c_3 \|\hat{x}_l\|/2 - \frac{M_y^2}{2\lambda(1 - c_3)} \geq \left( \frac{c_3}{2} - \frac{c_1 M_y}{(1 - c_3)\sqrt{\lambda M_d}} \right) \|\hat{x}_l\|.
\]
Combining (42) and $G$, we hope to find a coherent way to describe such scenarios. For group fused lasso, as discussed in Section 3.4, there exists settings where the estimation error bounds can be improved, and we have

$$\|x_i - \hat{x}_i\| \leq \|\hat{x}_i\|/2.$$ 

Combining the four cases together, Lemma 4.9 is proved.

**Proof of Theorem 4.4.** Consider the sequence $\hat{x}_i = x_i - \epsilon \hat{x}_i$ for all $c_4 \leq i \leq m - c_4$ with $c_4 = \frac{M_y}{c_l \|x_i\|^2} + 1$, and $\hat{x}_i = \hat{x}_i$ otherwise, then

$$\sum_{i=0}^{m} \|\hat{x}_i - \hat{x}_{i+1}\| - \sum_{i=0}^{m} \|\hat{x}_i - \hat{x}_{i+1}\| \geq -2c\|\hat{x}_i\|. \tag{42}$$

By Lemma 4.9, if

$$\|\hat{x}_i\| \geq \max \left(\frac{25\sqrt{5}M_y}{\sqrt{i}}, \frac{25\sqrt{5}M_y}{\sqrt{m}}, 125 \frac{M_y^2}{\lambda} \right),$$

then

$$\sum_{i=1}^{m} \|\hat{x}_i - y_i\|^2 - \sum_{i=1}^{m} \|\hat{x}_i - y_i\|^2 = -2c\hat{x}_i^T \sum_{i=c_4}^{m-c_4} (\hat{x}_i - y_i) + O(\epsilon^2) \tag{43}$$

$$\geq 2c \left( \frac{m - 2c_4}{2} \|\hat{x}_i\|^2 - M_y \|\hat{x}_i\| \sqrt{m - 2c_4} \right) + O(\epsilon^2).$$

Combining it with (42) and $G(\{\hat{x}_i\}_{i=1}^{m}) \geq G(\{\hat{x}_i\}_{i=1}^{m})$, we have

$$\|\hat{x}_i\| \leq \frac{2(M_y \sqrt{m - 2c_4} + \lambda)}{m - 2c_4}.$$ 

If $\|\hat{x}_i\| \geq 50M_y/\sqrt{m}$, then $c_4 \leq m/4$ and $\|\hat{x}_i\| \leq \frac{2(M_y \sqrt{m - 2c_4} + \lambda)}{m - 2c_4} \leq \frac{4(M_y \sqrt{m/2} + \lambda)}{m}$, and Theorem 4.4 is proved.

### 5 Conclusion

In this work, we analyze the total variation regularized estimator (fused lasso) for the problem of change point detection and give element-wise upper bounds of the estimation errors. Based on this estimation, we show that a simple thresholding procedure can be used to detect the change points from the solution to the fused lasso. In addition, we also generalize this analysis to the setting of group fused lasso.

In the future, we plan to continue to work on some unsolved questions in this work. For fused lasso, as discussed in Section 3.4, there exists settings where the estimation error bounds can be improved, and we hope to find a coherent way to describe such scenarios. For group fused lasso, we
hope to improve the estimation error bounds from $O(1/\sqrt{\lambda})$ in (4.4) to $O(1/\lambda)$, so that it matches the estimation error bounds of the univariate setting. We also plan to investigate the possibility of generalizing this method to graph fused lasso [20, 56, 5], trend filtering [39, 31], or the structural change estimation problem [3, 4, 29].

6 Acknowledgement

The author would like to thank Amit Singer for introducing this interesting problem and related literature.

References

[1] C. M. Alaiz, A. Barbero, and J. R. Dorronsoro. Group fused lasso. In Proceedings of the 23rd International Conference on Artificial Neural Networks and Machine Learning & #151; ICANN 2013 - Volume 8131, pages 66–73, New York, NY, USA, 2013. Springer-Verlag New York, Inc.

[2] T. B. Arnold and R. J. Tibshirani. Efficient implementations of the generalized lasso dual path algorithm. Journal of Computational and Graphical Statistics, 25(1):1–27, 2016.

[3] J. Bai. Estimation of a change point in multiple regression models. The Review of Economics and Statistics, 79(4):551–563, 1997.

[4] J. Bai and P. Perron. Computation and analysis of multiple structural change models. Journal of Applied Econometrics, 18(1):1–22.

[5] Á. Barbero and S. Sra. Modular proximal optimization for multidimensional total-variation regularization. nov 2014.

[6] A. Barvinok. Math 710: Measure Concentration, 2005.

[7] P. K. Bhattacharya. Some aspects of change-point analysis, volume Volume 23 of Lecture Notes–Monograph Series, pages 28–56. Institute of Mathematical Statistics, Hayward, CA, 1994.

[8] K. Bleakley and J.-P. Vert. The group fused Lasso for multiple change-point detection. working paper or preprint, June 2011.

[9] L. Boysen, A. Kempe, V. Liebscher, A. Munk, and O. Wittich. Consistencies and rates of convergence of jump-penalized least squares estimators. The Annals of Statistics, 37(1):157–183, 2009.

[10] J. V. Braun, R. K. Braun, and H. G. Muller. Multiple changepoint fitting via quasilikelihood, with application to dna sequence segmentation. Biometrika, 87(2):301–314, 2000.

[11] S. Chatterjee, A. Guntuboyina, and B. Sen. On risk bounds in isotonic and other shape restricted regression problems. Ann. Statist., 43(4):1774–1800, 08 2015.

[12] M. Csörgö and L. Horváth. Limit theorems in change-point analysis. Wiley series in probability and statistics. Wiley, 1997.
[13] A. S. Dalalyan, M. Hebiri, and J. Lederer. On the prediction performance of the lasso. *Bernoulli*, 23(1):552–581, 02 2017.

[14] P. Fearnhead. Exact and efficient bayesian inference for multiple changepoint problems. *Statistics and Computing*, 16(2):203–213, Jun 2006.

[15] K. Frick, A. Munk, and H. Sieling. Multiscale change point inference. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)*, 76(3):495–580.

[16] P. Fryzlewicz. Wild binary segmentation for multiple change-point detection. *Ann. Statist.*, 42(6):2243–2281, 12 2014.

[17] P. Fryzlewicz. Tail-greedy bottom-up data decompositions and fast multiple change-point detection. *Ann. Statist.*, 46(6B):3390–3421, 12 2018.

[18] I. Gijbels, P. Hall, and A. Kneip. On the estimation of jump points in smooth curves. *Annals of the Institute of Statistical Mathematics*, 51(2):231–251, Jun 1999.

[19] A. Guntuboyina, D. Lieu, S. Chatterjee, and B. Sen. Adaptive Risk Bounds in Univariate Total Variation Denoising and Trend Filtering. feb 2017.

[20] D. Hallac, J. Leskovec, and S. Boyd. Network Lasso: Clustering and Optimization in Large Graphs. *KDD : proceedings. International Conference on Knowledge Discovery & Data Mining*, 2015:387–396, aug 2015.

[21] Z. Harchaoui and C. Lévy-Leduc. Multiple change-point estimation with a total variation penalty. *Journal of the American Statistical Association*, 105(492):1480–1493, 2010.

[22] T. Huang, B. Wu, P. Lizardi, and H. Zhao. Detection of dna copy number alterations using penalized least squares regression. *Bioinformatics*, 21(20):3811–3817, 2005.

[23] K. Lin, J. Sharpnack, A. Rinaldo, and R. J. Tibshirani. Approximate Recovery in Changepoint Problems, from $\ell_2$ Estimation Error Rates. page 42, jun 2016.

[24] E. Mammen and S. van de Geer. Locally adaptive regression splines. *Ann. Statist.*, 25(1):387–413, 02 1997.

[25] G. V. Moustakides. Sequential change detection revisited. *Ann. Statist.*, 36(2):787–807, 04 2008.

[26] Y. S. Niu and H. Zhang. THE SCREENING AND RANKING ALGORITHM TO DETECT DNA COPY NUMBER VARIATIONS. *The annals of applied statistics*, 6(3):1306–1326, sep 2012.

[27] A. B. Olshen, E. S. Venkatraman, R. Lucito, and M. Wigler. Circular binary segmentation for the analysis of array?based dna copy number data. *Biostatistics*, 5(4):557–572, 2004.

[28] F. Ortelli and S. van de Geer. On the total variation regularized estimator over a class of tree graphs. jun 2018.

[29] J. Qian and J. Jia. On stepwise pattern recovery of the fused Lasso. *Computational Statistics & Data Analysis*, 94:221–237, feb 2016.
[30] J. Qian and L. Su. Shrinkage estimation of regression models with multiple structural changes. Available at http://jhqian.org/structure_change20130629.pdf.

[31] A. Ramdas and R. J. Tibshirani. Fast and flexible admm algorithms for trend filtering. *Journal of Computational and Graphical Statistics*, 0(ja):0–0, 0.

[32] C. R. Rojas and B. Wahlberg. On change point detection using the fused lasso method. jan 2014.

[33] J. Ruanaidh and W. Fitzgerald. *Numerical Bayesian Methods Applied to Signal Processing*. Statistics and Computing. Springer New York, 1996.

[34] L. I. Rudin, S. Osher, and E. Fatemi. Nonlinear total variation based noise removal algorithms. *Physica D: Nonlinear Phenomena*, 60(1-4):259–268, nov 1992.

[35] J. Sharpnack, A. Singh, and A. Rinaldo. Sparsistency of the edge lasso over graphs. In N. D. Lawrence and M. Girolami, editors, *Proceedings of the Fifteenth International Conference on Artificial Intelligence and Statistics*, volume 22 of *Proceedings of Machine Learning Research*, pages 1028–1036, La Palma, Canary Islands, 21–23 Apr 2012. PMLR.

[36] W. Tansey and J. G. Scott. A Fast and Flexible Algorithm for the Graph-Fused Lasso. may 2015.

[37] R. Tibshirani, M. Saunders, S. Rosset, J. Zhu, and K. Knight. Sparsity and smoothness via the fused lasso. *Journal of the Royal Statistical Society Series B*, pages 91–108, 2005.

[38] R. Tibshirani and P. Wang. Spatial smoothing and hot spot detection for cgh data using the fused lasso. *Biostatistics*, 9(1):18–29, 2008.

[39] R. J. Tibshirani. Adaptive piecewise polynomial estimation via trend filtering. *Ann. Statist.*, 42(1):285–323, 02 2014.

[40] R. J. Tibshirani and J. Taylor. The solution path of the generalized lasso. *The Annals of Statistics*, 39(3), June 2011.

[41] E. S. Venkatraman and A. B. Olshen. A faster circular binary segmentation algorithm for the analysis of array cgh data. *Bioinformatics*, 23(6):657–663, 2007.

[42] M. Wytock, S. Sra, and J. Z. Kolter. Fast newton methods for the group fused lasso. In *Proceedings of the 30th Conference on Uncertainty in Artificial Intelligence*, pages 888–897. AUAI Press, 2014.

[43] Y.-C. Yao. Estimating the number of change-points via Schwarz’ criterion. *Statistics & Probability Letters*, 6(3):181–189, feb 1988.

[44] Y.-C. Yao and S. T. Au. Least-squares estimation of a step function. *Sankhy: The Indian Journal of Statistics, Series A (1961-2002)*, 51(3):pp. 370–381, 1989.

[45] Y. Yin. Detection of the number, locations and magnitudes of jumps. *Communications in Statistics. Stochastic Models*, 4(3):445–455, 1988.

[46] C.-H. Zhang. Risk bounds in isotonic regression. *Ann. Statist.*, 30(2):528–555, 04 2002.

[47] Y. Zhu. An augmented admm algorithm with application to the generalized lasso problem. *Journal of Computational and Graphical Statistics*, 0(ja):0–0, 0.