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Abstract

Modern AI tools, such as generative adversarial networks, have transformed our ability to create and modify visual data with photorealistic results. However, one of the deleterious side-effects of these advances is the emergence of nefarious uses in manipulating information in visual data, such as through the use of deep fakes. We propose a novel architecture for preserving the provenance of semantic information in images to make them less susceptible to deep fake attacks. Our architecture includes semantic signing and verification steps. We apply this architecture to verifying two types of semantic information: individual identities (faces) and whether the photo was taken indoors or outdoors. Verification accounts for a collection of common image transformation, such as translation, scaling, cropping, and small rotations, and rejects adversarial transformations, such as adversarially perturbed or, in the case of face verification, swapped faces. Experiments demonstrate that in the case of provenance of faces in an image, our approach is robust to black-box adversarial transformations (which are rejected) as well as benign transformations (which are accepted), with few false negatives and false positives. Background verification, on the other hand, is susceptible to black-box adversarial examples, but becomes significantly more robust after adversarial training.

1. Introduction

Modern machine learning (ML)-enabled image synthesis tools [7, 12, 20, 31, 33, 39] allow the editing and manipulation of images to create photorealistic results. While these tools have significant utility in graphic design and entertainment, they also make it challenging to combat the spread of misinformation. Common mitigation approaches attempt to detect fake images [1, 5, 25, 28, 19, 42], but such approaches typically require the knowledge of the technique used to generate these, creating an arms race between fake image synthesis and detection methods.

We propose an alternative approach for ensuring image provenance that leverages cryptographic signatures produced by a trusted entity (e.g., a camera or a reputable photographer) at the time of capture to enable verification of the semantic content of images as authentic. A trivial approach for this would be to establish a registry of public keys for trusted sources, have trusted sources simply sign the raw image pixel data with their private key and attach the signature to the image file, and verify the signatures of all images being uploaded or distributed to end-users.

However, requiring that the raw pixel data remain unmodified from the time of signing to the time an image is presented to the user is highly restrictive. Content creators often wish to edit an image in good faith for style, resolution, etc., without changing its semantic content. To address this need, we propose a system that enables certification and verification of semantic information in images as having been unmodified from the time the image was signed, while still allowing common editing operations. We instantiate this system to certify two kinds of semantic information: 1) the identity and relative location of faces in an image and 2) whether the background represents a photo taken indoors or outdoors. In order to make more general use of the framework, one only needs to define a sufficient collection of semantic categories, beyond these two, as well as the relevant spatial relationships among them. For example, just as we show how to offer provenance of the relative
spatial relationships among individuals in an image, we can similarly certify spatial relationships among arbitrary objects in an image. Similarly, just as we robustly detect and verify faces, we can do so for other entities in images.

Our system is architected around a central server (or a coordinated collection of servers). Trusted entities submit signed original images to this server to obtain a semantic certificate that includes information about various faces detected in the image, as well as a feature representation of facial identities. This certificate is signed and stored as a part of the image meta-data. Subsequently, this information can be used by an end-user, through querying the server, to verify that the image’s semantic content has not been changed from the version that was submitted by the source (see Figure 1). We show that this system enables verification that is robust to standard editing operations while being secure against attempts to spoof semantic categories. All code is openly available at https://github.com/manavkulshrestha/Imgprov/.

Related Work While tampering with images and videos in order to distort scenes has been an issue for decades, advances in deep learning for image synthesis (e.g., Generative Adversarial Networks (GANs)), has made it significantly easier to create photo-realistic image and video synthesis (often called “deep fakes”) [7][12][21][39][43][16].

The principal approaches for countering the deleterious impact of deep fakes fall under the broad umbrella of media forensics and image forgery detection, which aim to determine whether a particular entity (e.g., image or video) is benign (that is, represents benign goals, such as posting a selfie) or malicious (e.g., deep fakes). At its core, detection of malicious instances is one of the fundamental problems in cybersecurity, with spam and malware detection prototypical examples [2]. In the context of verifying authenticity of digital media, considerable effort has been devoted specifically to detecting and identifying the real sources of social media posts [1][3], as well as images and video [26][27]. Image and video forensic techniques have ranged from identifying the particular device on which the image or video was captured [30], to detecting forgery and image/video tampering [14]. Classical approaches to forgery and tampering detection are often based on the hypothesis that these are imperfect and introduce detectable inconsistencies [11][10][14][24][27], or can be decomposed into a detectable series of image processing operations (scaling, rotation, etc) [6].

As deep neural networks increasingly dominate image synthesis, machine (especially, deep) learning is increasingly prevalent in forensics and detection [4][5][25][28][19][42]. Commonly, these frame deep fake detection as a binary classification problem, akin to malware and spam detection, with the goal of distinguishing “fake” images from real. The central vulnerability with all deep fake detection techniques is that the particular insights in these can, in turn, be used to improve synthesis. This is particularly true for GANs, which can make use of detectors directly in the learning algorithm to improve synthesis quality. Consequently, the resulting arms race appears to strongly favor the adversary.

Our approach takes an orthogonal route, leveraging cryptographic signing together with higher-level semantics we wish to preserve in order to provide reliable and flexible image provenance. This idea is related to semantic hashing [8][9][29], which is designed to speed up retrieval of textual and visual information. The central idea in semantic hashing is to construct low-dimensional representations of inputs (documents, images) that can map similar inputs to nearby addresses in memory, significantly speeding up retrieval. Since semantic hashing techniques are primarily designed for information retrieval, they are not necessarily secure, and cannot guarantee provenance. For example, a common implementation of semantic hashing is through deep neural network input embedding, which is vulnerable to attacks such as face swapping (since faces are still in an image) and adversarial examples (since the entire image is used as an input). Robust semantic hashing does not address this issue, since robustness in this context is to non-adversarial noise rather than adversarial tampering [37]. In contrast, our approach uses secure cryptographic hashing for specific semantic categories in images, enabling semantic provenance and reducing the scope and effectiveness of black-box adversarial perturbation attacks.

2. System Model and Problem Statement

We consider an image sharing ecosystem comprised of three parties: 1) the image contributor, 2) the image modifier (possibly malicious), and 3) the image consumer. The image contributor is the device that captures that original image. The resulting digital image is then shared with an image modifier who edits and then posts it online for public consumption (this may be the photographer, a third party, etc). Finally, the image consumer is a lay person who sees the image posted online, receives it in an email, etc. Note that this model is more general than it may at first seem. For example, the contributor and modifier of the image may be the same person—for example, the photographer may first crop the image before making it available to others. Similarly, there may well be many modifiers of the image, modifying it in parallel or sequentially. And, of course, there may be no modifications at all. Still, what ultimately matters in our context is the fact that the workflow involves first the creation of the image, then, possibly, this image is modified, and, finally, seen by the image consumer in this modified form. The key issue of interest is that image modifications may be malicious, for example, deep fakes that maliciously replace some of the semantic content of the original image in order to change the semantics of the scene.
We aim to solve the following problem: given the image life cycle model above, we wish to ensure that we can preserve the provenance of the relevant semantic information in the original image, raising an alarm when modifications to the image are suspected of violating the integrity of such semantic information. At the same time, we wish to ensure that we limit false positives, that is, we do not raise an alarm very often when it is not warranted (modifications are benign and preserve the relevant semantics). Since a major threat of image integrity pertains to the identities of individuals captured in the scene (for example, maliciously placing individuals in compromising scenes), as well as their relation to the scene, we focus on two types of semantic information: the identities of individuals and their relative positions in the scene, as well as whether the scene was indoors or outdoors, as the semantic information we aim to verify.

3. Proposed Solution: The PROVES System

We propose PROVES (image PROVEance using Semantic signatures), a novel system architecture that aims to establish provenance of semantic information in images.

3.1. PROVES System Architecture

To the three parties described in our system model, we now add a fourth: an image notary, which is a server or a collection of servers that play a central role in both signing and verification of the semantic information in images. The proposed PROVES system involves the addition of this image notary, and an architecture of interactions among the image contributor, the image consumer (more precisely, a web browser which displays the image to the image consumer), and the image notary (see Figure 2).

The PROVES architecture is implemented as a smartphone app on the image contributor device, an HTTPS web service on the notary, and a browser plugin. The image notary exposes its signature and verification APIs, relying on SSL certificates and an established certificate authority to protect calls to this API and certify the responses as genuine. This authority will maintain a database of public keys of trusted image sources, which will typically include trusted devices for signing at the time of capture, but may also include reputed individuals and organizations that are deemed as trustworthy. It will allow for these keys to be revoked at any time, at which time the server will refuse to verify any images whose provenance was established based on information from the corresponding source prior to the revocation. Next, we overview the workflow of the PROVES system. Subsequently, we provide the details of two key steps: semantic signing and semantic verification.

In the PROVES architecture, when the image is captured by the image contributor device, the device first signs the raw pixels of the captured image, and then sends the image and its signature to the notary with a request for a semantic signature. The notary first verifies the integrity of the contributor device’s signature, and then returns the signature (signed by the notary’s private key) which contains an encoding of the image semantics, the ID of the device, and the signature date (according to the notary’s clock).

The nature of the semantic encoding by the notary will depend on the nature of the information sought to be certified. In this work, we seek to be able to certify the identities and relative locations of human faces in the image, as well as whether the image was taken indoors or outdoors. Suppose that we have a way to encode a given identity (face) as a feature vector. For example, we can learn a deep neural network model for face recognition to obtain such a representation. Specifically, consider an input image $x$ which contains $K$ faces. By running a face detection algorithm $g$ (say, a neural network for face detection) and cropping appropriately, we can obtain a collection of corresponding face images, $\{x^1, \ldots, x^K \} = g(x)$. Next, for each face image $x^k$, we can obtain an associated feature vector $y^k = f(x^k)$, where $f$ is the representation model trained to recognize faces, say. The server will use a face detection Our semantic encoding will then include: (a) the original image size and bounding boxes of faces detected in the image with respect to this image size, and (b) a feature vector encoding identity for each detected face generated by $f$. The case of classifying whether the image was taken indoors or outdoors, we can make use of standard image classification techniques, and simply sign the binary label $z = h(x)$ obtained from the original image $x$, where $h(x)$ is the image classifier. The complete details of the signing process are provided in Section 3.2.

When the device receives the semantic signature from the notary, it attaches it to the EXIF meta-data of the image file. At this point, the image may be edited—cropped, scaled, tone-mapped, etc.—retaining the original signature in its EXIF tags. At this point, the image is shared with others who may edit it.

Typically, we expect edits to the image to be benign. However, we allow the possibility that they are malicious, and attempt to modify the image to qualitatively alter its semantics, for example, with respect to the identities of the
people whose faces appear in it, or about where the photograph was taken. The verification process below aims to ensure that any such malicious changes to the faces or background do not go undetected. Specifically, when an image consumer (a web browser) downloads an image that contains a semantic signature, it proceeds to send it to the notary to verify that the image has not been semantically modified. On receiving such a request, the notary will decrypt it, and perform the following verification process:

1. It will ensure that the ID of the image source has not been revoked. It will refuse to certify an image should the signing date be after the effective revocation date (which is the date that the source’s private key is believed to have been compromised). For images signed before the signing date, it will continue with the certification process but also include a warning.

2. It will then detect faces in the given image, match the identity vectors of the detected faces to the encoded identity vectors in the signature.

3. It will then verify the spatial configuration of the corresponding detected face bounding box locations to those in the original image, allowing for scaling, translation, and cropping, and accounting from small deviations in bounding box locations from the face detector. When verifying this configuration in the case of missing faces (i.e., those that were in the image when signed but are not present in the edited image), it will check if the face has been cropped out (i.e., its location would have been outside the image extents) or removed (i.e., the face should have appeared in the image but was artificially removed). It will return a warning for the former case, while the latter will trigger an alert.

4. Finally, it will use an image classifier to predict whether the image was taken indoors or outdoors. This prediction will be compared to the signed label embedded in the image, resulting in three outcomes: 1) successful verification, if the labels match, 2) failed verification if the labels differ, and 3) a warning if the confidence of the predicted label is below a threshold (see Section 3.3 for details).

The notary will return the information about a) which faces have been successfully verified, b) which faces, or regions of the image that should contain faces, failed verification, c) how many faces in the original image have been cropped out, and d) whether the image setting (indoors or outdoors) has been successfully verified. The full details of the verification process are provided in Section 3.3.

3.2. Semantic Signing of Images

At initialization, the device \(c\) belonging to the contributor will generate a key pair \((PK_c, SK_c)\) and perform a basic handshake with the notary in order to register itself as a client with the server and provide the server with the device’s public key. The notary will respond with its own public key. We assume we can reuse the existing public key infrastructure for this, or to have the notary provide the necessary service. Furthermore, we assume that imaging device \(c\) is trusted. For example, it may be equipped with a trusted execution environment that can protect the device and notary keys from external malicious entities as well as from the device owner, even when the device software stack is compromised, similar to the common protection of the device endorsement key.

On capturing an image \(x\), the device will use its private key to sign the SHA256 hash of \(x\) (i.e., sign the raw image pixels) using the Elliptic Curve Digital Signature Algorithm (ECDSA), which yields a signature \(\text{Sig}_x = S(SK_c, x)\). This signature is nonforgeable even by the imaging device owner. \(\text{Sig}_x\) is then sent to the notary with a request for a corresponding semantic signature of the image \(x\).

Upon receiving \(\text{Sig}_x\), the notary will first use the device’s public key \((PK_c)\) to ensure that the payload was not tampered with. Once this message is verified, the notary first uses \(g(x)\) to obtain the collection of face bounding boxes \(\{x^1, \ldots, x^K\}\) embedded in the image (more precisely, the portion of the image after cropping everything outside this bounding box), and then obtains the corresponding feature vector representation \(y^k = f(x^k)\) for each of these, obtained using its representation function \(f\) (e.g., a deep neural network). Similarly, the server computes the label \(z = h(x)\) (indoor vs. outdoor image). Next, the server signs both each feature vector \(y^k\), as well as the coordinates of each corner of the bounding boxes \(x^k\), and the label \(z\) to obtain the semantic signature \(\text{SemSig}_x = S_{\text{semantic}}(x, g, f, h, c)\), again using SHA256 hashes and the notary’s private key, with ECDSA. As a final step, the notary confirms that the resulting signature can indeed be reliably verified by ensuring that the verification step \(V(\text{Sig}_x, x, PK_c)\) (see below for details on this step) successfully passes (there are a number of possible reasons it may fail; for example, the image compression algorithm for JPEG is lossy, and decompression may cause failure in verifying the similarity of feature vectors corresponding to the same face). If this succeeds, the resulting feature vectors, bounding boxes, and their signatures, are sent back to the device \(c\). The device then embeds these in the image metadata, and shares the image with others.

3.3. Semantic Verification of Images

Now, we describe how an image is verified. We implemented the client-side part of verification as a browser extension prototype. To describe the process of verification, suppose that \(x\) denotes the original image that was created and signed, and \(x'\) is the modified image that the web browser is about to display. When an image is retrieved from the web server and detected to contain a semantic sig-
nature \langle x', SemSig_{x'} \rangle > as meta-data, the browser extension sends this image to the notary for validation.

The notary first (also) checks whether the image \( x' \) has the semantic signature in its meta-data. If it doesn’t exist, the notary returns a response to this effect (no data exists that can be verified). If the signature \langle x', SemSig_{x'} \rangle > is found, the server attempts to verify each semantic class.

Next, we describe the precise verification process for the two semantic classes we consider: identity (face) verification, whether the photo was taken indoors or outdoors.

### 3.3.1 Face Verification

First, the notary uses its public key to extract the feature vectors \{\( y^1, \ldots, y^K \)\} and bounding box coordinates \{\( p^1, \ldots, p^K \)\} of faces identified in the original image \( x \) during signing. Next, the notary detects and extracts faces from the image \( x' \) being verified, obtaining \{\( x'^1, \ldots, x'^L \)\} = \( g(x') \), and then the corresponding features and bounding box coordinates for each, \( y'^l \) and \( p'^l \). At this point, we need to verify two things: 1) the correspondence between faces detected in \( x' \) and those detected in \( x \), and 2) that the faces in \( x' \) preserve the relative position of those in \( x \). To do this, we must account for a variety of benign image modifications. We specifically consider small rotation, translation, scaling, and down/up-sampling the image as benign transformations. Cropping is treated with more nuance: we identify all faces that are outside the boundaries of image \( x \), and then report the number of cropped faces. However, if a face is partially cropped, we first attempt to verify it, and only treat it as cropped out if verification fails. Finally, if faces have been swapped or significantly tampered with, we treat the resulting modifications as adversarial and raise an alert to this effect. Next, we describe the details of how we verify the faces in \( x' \).

First, we identify a collection of pairs of locations \{\( (p^k, p'^l) \)\}, where each pair is determined by the similarity between corresponding feature vectors. Specifically, for each face \( x^k \) in the original image, we identify its counterpart \( x'^l \) in the new image as that which maximizes cosine similarity between the two feature vectors. Thus, given a feature vector \( y^k \), let \( \theta^* = \text{arg} \max_{\theta} \cos(y^k, y'^l) \). Then if \( \cos(y^k, y'^l) \geq \theta \) for a predefined similarity threshold (determined empirically in a way that limits false positive rate), we add the corresponding pair \( (p^k, p'^l) \) to the list. This gives us a list of seed matches. Note that we expect this matching step to be imperfect, since face detection methods are imperfect and often unstable. The next set of steps ensures robustness of verification to such instability.

Our second step is to deal with translation, scaling, and rotations of images. We estimate the parameters of translation and scaling using the seed list of bounding box pairs from the original image \( x \) and the current image \( x' \). Consider a pair \( (p^k, p'^l) \), where \( p^k \) is the x-coordinate of \( p^k \) and \( p'^l \) is its y-coordinate, and similarly for \( p'^l \). Then we can describe these transformations for this pair as \( p'^l = s \cdot p^k + \alpha \) and \( p'^l = s \cdot y^k + \beta \), which we can write in matrix-vector notation as \( P^k w = p'^l \), where \( w = [s, \alpha, \beta]^T \). Next, we simply vertically stack all the \( P^k \) matrices and \( p'^l \) vectors to obtain a combined \( \tilde{P} \) matrix and \( p' \) vector, giving us a system of linear equations \( \tilde{P} w = p' \). We now simply find the best transformation parameter fit \( w^* \) which we can do by minimizing the mean squared error (MSE). That is, we solve \( \min_w ||p' - \tilde{P} w||^2 \), which we can do in closed form, to obtain the optimal \( w^* = (\tilde{P}^T \tilde{P})^{-1} \tilde{P}^T p' \).

The third step of the verification process is to apply the learned transformation \( w^* \) to each face location in the original image \( x \) to obtain the expected locations of these in \( x' \). For each face \( k \) in \( x \), after applying transformation \( w^* \), there are three possibilities: 1) it is entirely inside the bounds of \( x' \), 2) it is entirely outside of \( x' \) (i.e., cropped out), and 3) it is partially cropped. If \( k \) is supposed to be entirely inside \( x' \), we crop the corresponding expected area of this face in \( x' \) based on its original bounding box in \( x \), and then check if cosine similarity between the original feature vector \( y^k \), and the feature vector extracted from its transformed and cropped version in the new image \( y'^k \), is above the threshold \( \theta \). If it is, we mark this face as verified. If not, we mark this face as potentially tampered, and associate with it an alert. To account for a limited range of (discrete) translations, we repeat this step for each translation, and mark the face as verified if any associated similarity is above \( \theta \). If \( k \) is partially cropped, we attempt the verification process above. If it succeeds, we also mark this face as verified. However, if it fails, we simply add it to the collection of faces that are reported as cropped. Finally, if the face is fully outside of \( x' \) post transformation, we also add it to the cropped list. We then report the number of cropped faces.

When the verification process is complete the notary sends the semantic signature verification result \( \mathcal{V}_{\text{semantic}}(SemSig_{x'}, x', g, f) \) back to the browser. This result includes a list of face bounding boxes in the image \( x' \) that have been verified successfully, the list of bounding boxes that have failed verification (marked as suspicious) and should therefore trigger an alert to the user, and the number of faces detected in the original image \( x \) that have been identified as cropped in \( x' \).

The final step of verification takes places on the client-side. Once verification response has been received, the interface marks bounding boxes of successfully verified faces in \( x' \) by a blue box, bounding boxes of faces that failed verification in \( x' \) by a red bounding box, and reports the number of cropped out faces (if any) next to the displayed image.
3.3.2 Verifying Scene Location

First, the notary extracts the label $z$ that documents whether the original image was taken indoors or outdoors from the semantic signature. The simplest next step is to now use the image classifier $h(\cdot)$ to predict the label $z' = h(x')$ in the image $x'$ being verified, and then simply check whether $z' = z$. However, we can endow the process with greater flexibility and reliability by introducing a third option where we return a warning that we do not have sufficient confidence to verify the input image. To do this, we slightly abuse notation and redefine $h(\cdot)$ to return not the label, but the predicted probability of the reference class (say, indoors), $q$; we label the reference class 1, and the other class 0. Next, define a threshold $\gamma$, and let $z' = 1$ if $h(x') \geq \gamma$, and $z' = 0$ if $1 - h(x') > \gamma$. If one of these two conditions is true, $z'$ is well-defined, and we perform verification as above. If neither is true, we return a warning that we failed to verify the input due to insufficient confidence.

3.4. Threat Model and Security Analysis

We assume that the image notary, image contributor, and image consumers are all honest, while the image modifier may be malicious, in which case they would attempt to alter the image to change its semantic meaning. The assumption of an honest image notary is fundamental, as that is the essence of the proposed framework, while an honest image consumer is inconsequential for our purposes, since this framework only targets honest image consumers. That the image contributor is honest is a strong assumption, which we can enforce in practice by being highly selective about the set of contributors whose images we would be willing to sign, and otherwise rely on the public key infrastructure to ensure that their private keys are valid. This would rule out attacks where an image is modified and then resubmitted by a malicious party for signing (since the request of this “image contributor” would be rejected by the server).

We assume that the adversary (malicious image modifier) has complete read and write access to the original image $x$, and the face detection algorithm $g$ used by the notary. However, we assume that the adversary does not know $f$ or $h$ (in practice, they would not know $g$ either, but we demonstrate below that our approach is robust even if the adversary knows $g$). Furthermore, we assume that the adversary does not have the data used to train $f$ or $h$, and can only use another dataset to train a proxy $f'$ or $h'$.

Since the notary may not control the public key infrastructure, public/private certificates of compromised devices are invalidated through explicit revocation. Specifically, when keying material of the contributor is compromised, we assume that the notary is immediately notified and will no longer be verifying semantic signature for any images that were signed by this contributor. Finally, we rely on the security of standard cryptographic algorithms and libraries.

Finally, we assume that the attacker has one of the following three goals in modifying the image, all while avoiding being detected: 1) replace a face in an image with a face of another target individual, or change the background to reflect an indoor environment, when the photo was taken outdoors, and vice-versa (Replacement Attack), 2) swap two faces in the image (Swap Attack), and 3) remove one of the faces from the image (Removal Attack). In addition, as a part of these attacks, the adversary can add adversarial noise $\delta$ to the modified face image (within its bounding box) or the background such that $\|\delta\|_\infty \leq \epsilon$, where the value of $\epsilon$ is small enough to ensure that the perturbation is imperceptible (in our case, at most 4/255, at which point it becomes perceptible).

We now investigate the attack surface of the proposed system. We assume that we can trust the signing and verification portions of PROVES, as well as the joint image capture and signing step (that is, we assume that we can trust the device, as well as the security of standard cryptographic protocols and libraries). By leveraging the PKI infrastructure, the communication will be authenticated using certificates, protecting the system from man-in-the-middle attacks. Furthermore, the requests and responses are protected using transport layer protection with nonce, such as TLS, therefore, it is resistant against replay attacks. As a result, the attack surface in our threat model are therefore restricted to adversarial modifications of the input image $x$ between the signing and verification steps.

Consider first attacks on face detection $g(x')$, and suppose that we have replaced a particular face in $x'$ relative to $x$. For this, suppose that $f(x)$ is reliable and robust. There are three possibilities: 1) $g(x')$ fails to detect the new face, 2) $g(x')$ detects it correctly, and 3) $g(x')$ detects the face, but shifts its bounding box. In the first case, our system will estimate benign modifications (translations, scaling, rotation) without including this face, and since these modifications apply to the entire image (that is, to all faces identically), PROVES will simply use the originally detected bounding box for this face, apply estimated translation and scaling (and rotation, if relevant), and detect that the face is an imposter by comparing the feature vector of the original face with the new face in the resulting bounding box. If there are no other faces in the image, then the notary will simply return that it was unable to verify any faces (i.e., that initially there was 1 face, and now none can be found). In the second case, verification will fail because the direct comparison between the original and new face will reveal the imposter. Finally, in the third case, if the shift is large, verification will fail due to differences in feature vectors.

We evaluate the effect of small shifts in the experiments below, showing that they do not offer the adversary significant leverage. The same set of arguments applies for face swapping. In the case of cropping a face out of the image, ver-
ification will simply report the number of images that have been cropped out. Finally, if the face is removed but not cropped out, the detector will fail to find it, and the same reasoning applies as in case 1) above.

The arguments above assumed that \( f(x) \) allows us to reliably determine whether particular faces \( x_1 \) and \( x_2 \) belong to the same individual given their feature vectors, by checking whether \( \cos(f(x_1), f(x_2)) \geq \theta \). Since we assume that the adversary does not know \( f(x) \), our experiments below consider the robustness of \( f(x) \) to black-box adversarial example attacks. Similarly, we consider adversarial robustness of \( h(x) \).

### 4. Evaluation

We evaluate PROVES in two respects: 1) its performance with images subject to benign transformations, and 2) robustness of feature extraction \( f(x) \). In the face recognition task, we use a multi-task cascaded convolutional network [40] as the face detector \( g(x) \). We conduct experiments on two separate face extractors, namely, Inception-Resnet network (IRN) [32] and Squeeze-and-Excitation network (SEN) [18]. For determining whether two face feature vectors \( y \) and \( y' \) belong to the same individual, we use the threshold on cosine similarity \( \theta = 0.7 \). For detecting faces in the original image \( x \) when it is signed, we filter out all bounding boxes whose size is below the fraction 0.005 of the size of the full image. However, at the time of verification, we do not filter out any detected faces. We used the CelebFaces dataset [22] to train the feature extractor, with data augmentation using color, brightness, and contrast modifications by factors of 80% and 120%. We used the Images of Groups (IoG) dataset [15] to test that full PROVES pipeline in this context. In the indoor-outdoor classification task, we train on the Places365-Standard dataset [41], which contains images from 365 different scenes, but we only use indoor/outdoor meta-class as the binary ground truth labels for training and testing. The model \( h(x) \) we use for classification is WideResNet18 [38].

#### 4.1. The Face Recognition Task

**Effectiveness with Benign Transformations** Our evaluation of effectiveness investigates how successful the verification process is when the image \( x \) undergoes a series of benign transformations involving scaling, translation, and (small) rotation. Specifically, for each image, we first scale it uniformly at random in the range \([0.85, 1.15]\), then translate it uniformly at random in the range of \([-0.15, 0.15]\) of each image dimension (the negative means negative translation, with all translation being computed as a fraction of the corresponding dimension), with the portion of the image that goes out of bounds of the original being cropped. Next, we perform a uniform random rotation of \([-5^\circ, +5^\circ]\). In addition, we perform a sequence of contrast/brightness/color balance adjustments. The factor that controls the strength of each kind of adjustment is chosen uniformly at random in the interval \([0.85, 1.15]\). While a factor of 1.0 gives the original image for all adjustments, a factor of 0.0 gives a solid grey image for contrast adjustment, a black image for brightness adjustment, and a black and white image for color balance adjustment.

Table 1 shows the results of applying the PROVES pipeline to 754 images from the IoG dataset, consisting of a total of 3705 faces. We observe an extremely low false positive rate of 0.1% when using IRN, and 0.4%-0.8% using SEN, with even partially cropped faces successfully verified in most cases. Furthermore, we find that both signing and verification steps are fast, taking typically under 2.5 seconds even for images with up to 10 faces.

**Adversarial Robustness** We now study the vulnerability of face feature extractor \( f(x) \) to adversarial perturbation attacks, that is, attacks which add imperceptible noise to images in order to fool predictions [17, 23]. Since our threat model assumes that \( f(x) \) is not known to the adversary directly, our analysis is focused on its robustness to black-box adversarial example attacks. Black-box attacks commonly leverage transferability of adversarial examples [35]. We use the following common implementation of such attacks. First, we split a training dataset for learning \( f(x) \) into two equal-sized subsets, \( D_1 \) and \( D_2 \). We then train two versions of face feature representation model, \( f_1 \) (on \( D_1 \)) and \( f_2 \) (on \( D_2 \)). Finally, we deploy \( f_2 \) as the true model used by the notary, whereas the attacker uses \( f_1 \) to devise the input-dependent adversarial perturbations \( \delta \), which are then evaluated using \( f_2 \).

To design adversarial perturbations \( \delta \) we use the state-of-the-art PGD (projected gradient descent) attack [23] using step size 0.01. Note that our attacks are effectively targeted: we aim to make the impersonator face be classified as the original face. Specifically, if we fix the feature vector \( y \) of the original face, the adversary aims to minimize \( \cos(y, f_1(x + \delta)) \) with respect to \( \delta \). We also consider white-box PGD attacks in which we directly attack \( f(x) \).

Figure 3 (left) presents the results comparing prediction performance of \( f(x) \) that uses IRN with benign transformations to black-box and white-box attacks that use \( \epsilon = 2 \) and 4 (out of 255); results with SEN are similar. We can see a clear separation between the cosine similarity values of face

| Rotation Angle | IRN     | SEN     |
|---------------|---------|---------|
| 0°            | 94%     | 92.9%   |
| 5°            | 96.9%   | 96.1%   |
| Verified      | 94%     | 92.9%   |
| Verified Partial Faces | 5.9% | 7% |
| Fail to verify | 0.1%   | 0.1%    | 0.4%   | 0.8%   |

Table 1: Effectiveness of PROVES, showing the % of successfully verified faces and verified partially cropped faces.
images subject to black-box attacks compared to faces with benign transformations. Consequently, $\theta = 0.7$ correctly classifies the vast majority of faces (see above), but identifies nearly all manipulated cases. However, note that the approach is vulnerable to white-box attacks. While we can make our approach ($f(x)$) more robust to white-box attacks by adversarial training (see Figure 3 (right)), this comes at a significant cost to successful verification with benign modifications (the false positive rate increases to 7% from 0.1%), and even at some cost to robustness to black-box attacks.

Next, we consider the impact of shifting the bounding box on the efficacy of black-box attacks. We consider five positions of the bounding box: original, and 4 shifts by 10% (up, down, right, left). For each, the attacker designs and adversarial perturbation, and then chooses the most effective shift and associated perturbation. As shown in Figure 4 (left), while this attack is slightly stronger than the baseline variant, there remains a clear separation between benign and adversarial modifications for both IRN (top) and SEN (bottom) models. Finally, we consider several stronger variants of black-box attacks, including those using an ensemble [34], momentum [13], and which use predicted rather than original labels to learn a proxy model [36]. As shown in Figure 4 these are not significantly more effective than the baseline black-box attack in our setting.

### 4.2. Indoor vs. Outdoor Classification

Next, we evaluate the effectiveness of verification in the indoor-outdoor classification setting with benign and adversarial transformations.

Figure 5 shows 1-cdf of classification decisions obtained as we change the decision threshold $\gamma$. From the left figure, we can see that both black-box and white-box attacks are highly effective against the conventionally trained model. With adversarial training, however, while accuracy decreases for benign transformations, we are able to achieve considerable separation between benign and adversarial modifications. For example, we get over 90% prediction success rate with attack efficacy under 20%.

### 5. Conclusion

Modern image synthesis techniques have given rise to powerful new deception tools in the form of deep fakes. A typical mitigation approach is to use deep neural networks to predict which images are fake, but this approach appears to be losing an arms race, as image synthesis improves by evading detection. We take a fundamentally different approach, using secure cryptographic signatures to sign semantic content of an image, such as faces, captured by a trusted source. We can then reason about both benign (translation, rotation, scaling) and malicious (face swapping, adversarial noise) modifications to the semantic content to assure image provenance. Our framework partly relies on the success of adversarially robust identification of semantic content, and we experimentally demonstrate that either black-box spoofing attacks are relatively ineffective, as is the case with face identification, or adversarial training significantly boosts robustness. While we show that our framework can be used to preserve provenance of identities (faces) and scene location (indoors or outdoors), it can be similarly applied to arbitrary semantic categories. Moreover, as the set of semantic categories becomes richer, our framework yields more comprehensive image provenance.
Acknowledgments  This research was partially supported by the NSF (IIS-1905558, ECCS-2020289, CNS-1916926) and ARO (W911NF1910241).

References

[1] Meyssam Alizadeh, Jacob N Shapiro, Cody Buntain, and Joshua A Tucker. Content-based features predict social media influence operations. Science Advances, 6(30):eabb5824, 2020.

[2] Ross Anderson. Security engineering: a guide to building dependable distributed systems. John Wiley & Sons, 2020.

[3] Christopher A Bail, Brian Guay, Emily Maloney, Aidan Combs, D Sunshine Hillygus, Friedolin Merhout, Deen Freelon, and Alexander Volfovsky. Assessing the russian internet research agency’s impact on the political attitudes and behaviors of american twitter users in late 2017. Proceedings of the National Academy of Sciences, 117(1):243–250, 2020.

[4] Jawadul H. Bappy, Amit K. Roy-Chowdhury, Jason Bunk, Lakshmanan Nataraj, and B. S. Manjunath. Exploiting spatial structure for localized manipulated image regions. In IEEE International Conference on Computer Vision, pages 4980–4989, 2017.

[5] Belhassen Bayar and Matthew C. Stamm. A deep learning approach to universal image manipulation detection using a new convolutional layer. In ACM Workshop on Information Hiding and Multimedia Security, page 5–10, 2016.

[6] Seviç Bayram, Ismail Avcıbas, Bülent Sankur, and Nasir D Memon. Image manipulation detection. Journal of Electronic Imaging, 15(4):041102, 2006.

[7] Andrew Brock, Jeff Donahue, and Karen Simonyan. Large scale GAN training for high fidelity natural image synthesis. In International Conference on Learning Representations, 2018.

[8] Yue Cao, Mingsheng Long, Jianmin Wang, Qiang Yang, and Philip S Yu. Deep visual-semantic hashing for text documents. In Proceedings of the 40th ACM SIGIR Conference on Research and Development in Information Retrieval, pages 75–84, 2017.

[9] Suthee Chaidaroon and Yi Fang. Variational deep semantic hashing for text documents. In Proceedings of the 40th International ACM SIGIR Conference on Research and Development in Information Retrieval, pages 75–84, 2017.

[10] Tiago de Carvalho, abio A. Faria, Helio Pedrini, Ricardo da S. Torres, and Anderson Rocha. Illuminant-based transformed spaces for image forensics. IEEE Transactions on Information Forensics and Security, 11(4):720–733, 2016.

[11] Tiago de Carvalho, Christian Riess, Elli Angelopoulou, Helio Pedrini, and Anderson Rocha. Exposing digital image forgeries by illumination color classification. IEEE Transactions on Information Forensics and Security, 8(7):1182–1194, 2013.

[12] Tali Dekel, Chuang Gan, Dilip Krishnan, Ce Liu, and William T. Freeman. Sparse, smart contours to represent and edit images. In IEEE Conference on Computer Vision and Pattern Recognition, June 2018.

[13] Yinpeng Dong, Fangzhou Liao, Tianyu Pang, Hang Su, Jun Zhu, Xiaolin Hu, and Jianguo Li. Boosting adversarial attacks with momentum. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2018.

[14] Hany Farid. Image forgery detection. IEEE Signal processing magazine, 26(2):16–25, 2009.

[15] A. Gallagher and T. Chen. Understanding images of groups of people. In Proc. CVPR, 2009.

[16] Deepfakes github. https://github.com/deepfakes/faceswap 2018.

[17] Ian J. Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. CoRR, abs/1412.6572, 2015.

[18] Jie Hu, Li Shen, and Gang Sun. Squeeze-and-excitation networks. 2018.

[19] Minyoung Huh, Andrew Liu, Andrew Owens, and Aleksi A. Efros. Fighting fake news: Image splice detection via learned self-consistency. In European Conference on Computer Vision, 2018.

[20] Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, and Alexei A. Efros. Image-to-image translation with conditional adversarial networks. CVPR, 2017.

[21] Tero Karras, Timo Aila, Samuli Laine, and Jaakko Lehtinen. Progressive growing of GANs for improved quality, stability, and variation. In International Conference on Learning Representations, 2018.

[22] Ziwei Liu, Ping Luo, Xiaogang Wang, and Xiaoou Tang. Deep learning face attributes in the wild. In International Conference on Computer Vision, 2015.

[23] Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu. Towards deep learning models resistant to adversarial attacks. In 6th International Conference on Learning Representations, ICLR 2018, Vancouver, BC, Canada, April 30 - May 3, 2018, Conference Track Proceedings. OpenReview.net, 2018.

[24] Scott McCloskey and Michael Albright. Detecting GAN-generated imagery using color cues. arXiv preprint arXiv:1812.08247, 2018.

[25] Huaxiao Mo, Bolin Chen, and Weiqi Luo. Fake faces identification via convolutional neural network. In ACM Workshop on Information Hiding and Multimedia Security, pages 43–47, 2018.

[26] Alessandro Piva. An overview on image forensics. International Scholarly Research Notices, 2013.

[27] Anderson Rocha, Walter Scheirer, Terrance Boult, and Siome Goldenstein. Vision of the unseen: Current trends and challenges in digital image and video forensics. ACM Computing Surveys, 43(4):1–42, 2011.

[28] Andreas Rössler, Davide Cozzolino, Luisa Verdoliva, Christian Riess, Justus Thies, and Matthias Nießner. FaceForensics++: Learning to detect manipulated facial images. In International Conference on Computer Vision (ICCV), 2019.

[29] Ruslan Salakhutdinov and Geoffrey Hinton. Semantic hashing. International Journal of Approximate Reasoning, 50(7):969–978, 2009.

[30] Husrev Taha Sencar and Nasir Memon, editors. Digital Image Forensics: There is More to a Picture than Meets the Eye. Springer, 2012.
[31] Supasorn Suwajanakorn, Steven M. Seitz, and Ira Kemelmacher-Shlizerman. Synthesizing obama: learning lip sync from audio. ACM Transactions on Graphics (TOG), 36(4):1–13, 2017.

[32] Christian Szegedy, Sergey Ioffe, and Vincent Vanhoucke. Inception-v4, inception-resnet and the impact of residual connections on learning. CoRR, 2016.

[33] J. Thies, M. Zollhöfer, M. Stamminger, C. Theobalt, and M. Nießner. HeadOn: Real-time reenactment of human portrait videos. ACM Transactions on Graphics 2018 (TOG), 2018.

[34] Florian Tramér, Alexey Kurakin, Nicolas Papernot, Dan Boneh, and Patrick McDaniel. Ensemble adversarial training: Attacks and defenses. arXiv preprint arXiv:1705.07204, 2017.

[35] Yevgeniy Vorobeychik and Murat Kantarcioglu. Adversarial Machine Learning. Morgan and Claypool, 2018.

[36] Yevgeniy Vorobeychik and Bo Li. Optimal randomized classification in adversarial settings. In International Conference on Autonomous Agents and Multiagent Systems, 2014.

[37] Yang Yang, Fumin Shen, Heng Tao Shen, Hanxi Li, and Xuelong Li. Robust discrete spectral hashing for large-scale image semantic indexing. IEEE Transactions on Big Data, 1(4):162–171, 2015.

[38] Sergey Zagoruyko and Nikos Komodakis. Wide residual networks. CoRR, abs/1605.07146, 2016.

[39] Fangneng Zhan, Hongyuan Zhu, and Shijian Lu. Spatial fusion gan for image synthesis. In IEEE/CVF Conference on Computer Vision and Pattern Recognition, June 2019.

[40] Kaiyong Zhang, Zhanpeng Zhang, Zhifeng Li, and Yu Qiao. Joint face detection and alignment using multi-task cascaded convolutional networks. CoRR, 2016.

[41] Bolei Zhou, Agata Lapedriza, Aditya Khosla, Aude Oliva, and Antonio Torralba. Places: A 10 million image database for scene recognition. IEEE Transactions on Pattern Analysis and Machine Intelligence, 2017.

[42] Peng Zhou, Xintong Han, Vlad I. Morariu, and Larry S. Davis. Learning rich features for image manipulation detection. In IEEE Conference on Computer Vision and Pattern Recognition, 2018.

[43] Michael Zollhöfer, Justus Thies, Pablo Garrido, Derek Bradley, Thabo Beeler, Patrick Pérez, Marc Stamminger, Matthias Nießner, and Christian Theobalt. State of the Art on Monocular 3D Face Reconstruction, Tracking, and Applications. Computer Graphics Forum, 2018.