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Abstract—Anomaly detection is an important problem for complex distributed systems consisting of hardware and software components. A thorough understanding of the requirements and challenges of anomaly detection for such systems is pivotal to the security of a system, especially for real-world deployment. While there have been many diverse research areas and application domains that deal with the problem, few have attempted to provide an in-depth look at such systems. Most anomaly detection techniques have been specifically developed for certain application domains, while others are more generic. In this survey, we explore the significant potential of graph-based algorithms to identify and mitigate different types of anomalies in complex distributed heterogeneous systems. Our main focus is to provide an in-depth look at graphs when applied on heterogeneous computing devices spread across complex distributed systems. This study analyzes, compares, and contrasts the state-of-the-art research articles in the field. First, we describe the characteristics of the real-world distributed systems and their specific challenges of anomaly detection in such complex networks, such as data and evaluation, nature of the anomalies, and real-world requirements. Later, we discuss why graphs can be leveraged in such systems and the benefits of utilizing graphs. Then we will aptly delve into the state-of-the-art approaches and highlight their strength and weaknesses. Finally, we evaluate and compare these approaches and point out the areas for possible improvements.

Index Terms—Graphs, Anomaly Detection, Deep Learning, Heterogeneous Systems, Distributed Systems.

1 INTRODUCTION

Anomaly detection refers to finding abnormal behavior or patterns in the data or a system that does not match the expected behavior [1]. In other words, A non-benign change in the known and correct behavior of a system can be detected as an anomaly. Anomaly detection is critical in distributed heterogeneous systems because of their nature. In such systems, different components, from small variations like sensors, work all the way up to large components like control facilities to achieve the overall goal of the system. All these components are spread out in a big network; hence the word distributed, and they are dissimilar with respect to their structure and data production, hence the word heterogeneous.

Many distributed heterogeneous systems are operational in critical and/or important fields (e.g., Power Generation and Distribution systems). Thus, their security and correctness are critical. Vulnerabilities can be seen in every aspect of these systems and in different levels of abstraction; from problematic individual components within a system or a network to seeing abnormalities or irregularities where these components connect with each other to accomplish a more advanced task. Table 1 shows several distributed heterogeneous networks and possible sources of anomalies in them. Anomaly detection in these systems must meet many requirements, making the task even more complicated. Anomalies must be detected by processing large quantities of data, considering the nature of anomalies, which makes detecting them a challenging task and the real-world setup limitations.

In recent years, neural networks have shown a great potential and are being explored drastically. They have opened new avenues and increased interest in extending deep learning approaches for anomaly detection [2], [3]. Anomaly detection imposes several practical challenges that make adopting deep learning algorithms difficult. Among learning approaches for anomaly detection, there has been an increase in the number of applications where data is represented in the form of graphs to extract more information, such as relational features. However, graphs can be irregular; for example, a graph may have a variable size of unordered nodes, and/or nodes from a graph may have a different number of neighbors. Thus, as some important operations (e.g., regular convolutions) are easy to compute in the domains like image processing, they become difficult to apply to the graph domain [4]. Furthermore, a core assumption of existing machine learning algorithms is that instances are independent of each other. This assumption falls flat for graph data because each instance (node) is
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related to others by links and interactions. This has led to the whole research area exploring the use of graphs in this context.

Existing surveys mainly deal with either anomaly detection as a stand-alone problem or applied to a particular domain, for example, social media interactions, network traffic, recommendation systems, etc. Several works focus on anomaly detection based on graph learning [9]. Several surveys focus on specific applications of anomaly detection e.g., [10]. A few of the papers focus on anomaly detection on big data, and its challenges [11]. In addition, there are plenty of surveys that deal with general anomaly detection using deep learning techniques [12], [13], [14], [15]. However, none of these works explore the utilization of graphs for anomaly detection in heterogeneous distributed systems in the real-world as stand-alone research.

The major focus of this survey is to provide a comprehensive overview of the state-of-art graph-based techniques to solve the problem of anomaly detection. In particular, we look at real-time complex distributed systems and qualitatively model those to identify and analyze various methods in anomaly detection that utilize the benefits of graphs. In a nutshell, we make the following notable contributions in this survey:

- Modeling three conceptual use-cases and employing them for exploring the requirements, challenges, and benefits of anomaly detection algorithms.
- Identifying the logical, algorithmic, and implementation requirements and challenges of anomaly detection in real-world heterogeneous distributed systems.
- Comparing and contrasting the different graph-based anomaly detection algorithms in-depth for dealing with anomalies and qualitatively model them over the three conceptual use-cases that we introduce.
- Providing future research direction for graph-based anomaly detection in distributed heterogeneous systems.

The remaining of this paper is organized as follows: Section 2 describes three use-cases that are the representatives of real-world heterogeneous distributed systems. Section 3 identifies the challenges and requirements of anomaly detection in the context of real-world heterogeneous distributed systems. Next, Section 4 argues the benefits of moving toward using graphs in real-world heterogeneous distributed systems. Section 5 aptly delve into the graph-based approaches and the means of utilizing graphs for anomaly detection. Finally, Section 6 discusses the evaluation and complexity of these methods, the new challenges and requirements that graphs add, and the future directions that this research field can take.

2 Conceptual Use-cases

In order to motivate and put into perspective our research survey, we identify and present three conceptual use-cases of real-world applications here. These three conceptual use-cases are good samples of heterogeneous distributed systems, prone to showing anomalous behavior. In the following sections, for better understanding, we leverage these examples to demonstrate the limitations and benefits of the existing work.

2.1 Smart Surveillance System

Here we use an example from [12]. Real-time Edge Video Analytics for Multi-camera Privacy-aware Pedestrian Tracking or REVAMP[T] [12] is designed for tracking pedestrians across multiple cameras. The overview of the model is shown in Fig. 1. The installed edge nodes at each place of interest consist of a number of edge cameras empowered for analyzing streaming video. These cameras are connected to an edge server that acts as a database that contains information about seen objects. The video can be sent to a number of surveillance monitors with the extracted information if necessary and allowed. Also, the whole information can

| Network                  | Sources of Anomaly                                      |
|--------------------------|--------------------------------------------------------|
| Power Generation and Distribution | Anomalies in hardware, software, and the network |
| Smart Video Surveillance | Abnormal and dangerous events, hardware or software issues |
| Smart Cities             | Fault in infrastructure, safety and privacy issues       |
| Smart Grids              | Faults, cyber attacks, natural disturbances               |
| Social Network           | Illegal activities, bullying, spams, offensive content    |
| Telecommunication        | Malfunctions, hardware issues, intrusion                 |
| Company’s Internal Network | Hardware and software issues, unwanted access, intrusion |
| Factories’ Production Line | Fault in manufacturing, problem in manufacturing line equipment |
| Smart Transportation     | Technical issues, hardware and software issues, abnormal trajectory changes |
| Banking System           | Money laundering, fraud transactions, intrusion          |

TABLE 1
Example of distributed heterogeneous systems with sample source of anomalies

Fig. 1. REVAMP[T] setup. This setup can be expanded or shrunk to a new setup. Each edge server only sees the data of its own location and the cloud server is able to see all the locations connected to it. For privacy purposes a supervised amount of information is transmitted from each location to the cloud server.
be sent to a cloud server for further processing of less sensitive information. An anomaly can happen throughout this whole complex distributed heterogeneous system. For example, a camera might get broken, or even there can be a hacker trying to steal the extracted information from the edge server.

This heterogeneous distributed system is completely dynamic, leading to a dynamic graph representation. Benign changes like changing, removing, or updating the components can happen in this system, which should not be counted as anomalies. Other events such as receiving noisy video from a camera, information mismatch between the edge server and the cloud server, unwanted access to data at any point of the network can be seen as anomalies.

2.2 Sensor Network

We next look at the conceptual use-case of a heterogeneous Sensor Network that illustrates a complex distributed system. To accurately depict the security aspects of such a system, we take inspiration from the Purdue Model for ICS security [13]. The Purdue Enterprise Reference Architecture was created by mapping the interconnections and inter-dependencies of the high-level components of typical industrial control systems (ICS) to provide guidance on how to defend IT (Information Technology) and OT (Operations Technology) systems against malicious actors. Fig. 2 shows the model of such a system modified to incorporate all the possible components of a heterogeneous system. Here, Level 0 (L0) through Level 4 (L4) are the functional levels that span two broad zones, namely IT and OT. OT systems can be further classified into two sub-categories which will be discussed as follows.

- **L0**: Physical components that build products. Eg. motors, pumps, sensors, valves, etc
- **L1**: Systems that monitor and send commands to devices at L0. Eg. PLCs, RTUs, IEDs etc
- **L2**: Overall process controllers. Eg. HMIs, SCADA etc involves humans to manage and control the processes
- **L3**: Management of production workflows. Eg. batch management, operations management etc
- **L4**: ERP software, databases, email servers and other systems that manage the logistics of the manufacturing operations and provide communications and data storage

The anomaly tri-junction barrier (shown in red) serves as a demarcation of communication between the various levels and possible sources of anomalies.

2.3 Internal Local Area Network

An internal Local Area Network (LAN) is also a good sample model of a complex distributed heterogeneous system. The heterogeneity of the system and data is obvious. The graph for representing the system is dynamic and directed. It is dynamic because all the components in the network are subject to change. For example, clients can change their devices, the hardware of the server can change (e.g., adding more memory or upgrading the CPU), the mediums for connections can change, a client can get removed, or the framework of each platform can get updated.

Furthermore, all instances of anomalies can happen in this network. To emphasize, benign changes to the system must not be counted as an anomaly. We are dealing with a dynamic system that is subject to change, and it does not have a unique correct state. Thus, capturing anomalies is a more difficult task than when we are dealing with static systems.

3 CHALLENGES

When it comes to anomaly detection, especially in real-world systems, a number of requirements must be met. These requirements usually lead to challenging problems. In this section, we identify the generic requirements and challenges of anomaly detection in real-world distributed heterogeneous systems. We look at these challenges from four aspects, each of which examines anomaly detection from an alternative standpoint: Data, Anomaly Nature, Graph, and Real-world aspects. These viewpoints may overlap with each other at certain points. With that being said, we tried to distinguish them as much as possible.

Table 2 summarizes all the requirements and the challenges that follow them. In the rest of this section, we discuss each one of them in more detail.

3.1 Data and Evaluation Aspect

1. **Big Data**: When it comes to anomaly detection with learning approaches, the data becomes an immediate challenge. In many applications, the amount of data that has to be processed is immense, pushing the problem into the big data category. Big data meaning is best described through 5Vs of big data: Volume, Velocity, Variety, Veracity, and Value, each exhibiting a series of challenges. For anomaly detection, especially in distrusted heterogeneous systems, a huge amount of data (Volume) is being generated and processed at a very high speed (Velocity), containing multiple data types and formats coming from several sources (Variety), with uncertainty about the data and its quality (Veracity),
### Table 2
Challenges of Anomaly Detection.

| Category                  | Challenge                          | Short Description                                                                 |
|---------------------------|------------------------------------|-----------------------------------------------------------------------------------|
| Data and Evaluation       | Big Data                           | Volume, velocity, variety, veracity, and value of big data can be problematic.     |
|                           | High-Dimensionality                | Many numbers of features for each datapoint can cause sparsity of data which makes anomaly detection more arduous. |
|                           | Labeled Data                       | The number of labeled datasets are alarmingly low for anomaly detection purposes.   |
|                           | Unbalanced Data                    | Anomalies happen rarely, and training on such unbalanced data makes the model biased. |
|                           | Unclean Data                       | Many proposed models work based on the hypothesis that clean data is available which is not realistic. |
|                           | Metrics and Benchmarks             | Lack of Proper Metrics and benchmarks makes the assessment of proposed models difficult and impossible. |
| Nature of Anomaly         | Changing Nature                    | Novel and new types of anomalies can happen, and anomalies may adapt themselves with anomaly detection algorithms. |
|                           | Disparate Sources                  | Anomalies can happen in many different layers and parts of systems.                |
|                           | Obscured Anomalies                 | Outliers can be in disguise, especially the anomalies that are caused by a smart entity. |
|                           | Noise Resilience                   | In many cases, noises in the input data can mislead the models and be detected as false positives. |
| Real-World                | Inference Time                     | In real-world applications, it is vital to detect anomalies in a timely manner to take the appropriate action. |
|                           | Privacy                            | In many applications, the data of the users should be protected.                   |
|                           | Ciphered Data                      | In many environments, the exchanged data is ciphered.                              |
|                           | Dynamic Systems                    | Real-world systems often change over the time and have dynamic nature.             |
|                           | Interpretability                   | In real-world setups, the cause of the anomaly is important.                      |
|                           | Domain Shift                       | The model trained on one domain, cannot generalize even to a slightly different domain. |

2. **High Dimensionality**: This is another challenge that arises from the data. In many applications, the data that should be processed has a large number of features (dimensions). Huge dimensions of the dataset can cause numerous challenges in many applications. However, these challenges are exacerbated in the context of anomaly detection. The phrase “curse of dimensionality” generally refers to the problems that arise when the number of dimensions increases. A dataset is high-dimensional when we can see the curse of dimensionality. The growth of dimensions will increase the size of the data accordingly and causes sparsity which eventually results in the data points having relatively the same distance from each other. As a result, it would be more difficult to detect hidden anomalies in high-dimensional space. This issue is still a controversial topic in scientific society.

3. **Labeled Data**: In data-driven approaches, the quality of the data has a vital role in the outcome of the model. When it comes to anomaly detection, the number of labeled datasets is alarmingly low. This fact encourages the use of unsupervised or semi-supervised approaches. Thanks to the new technologies and the advancements in devices, a huge amount of data is available. However, in most cases, this data does not incorporate information regarding anomalous behavior. On the other hand, it is both expensive and time-consuming to obtain high-quality labels for available data. In many cases, anomalies must be discovered and labeled by experts who have field-specific knowledge, making the task harder and more demanding. Also, we should consider the noises added to the dataset by imprecise labeling. In many applications, this noise is not acceptable and can seriously degrade the performance of the model. The undetected anomalies can have a huge cost in critical situations of real-world applications. Thus, using supervised learning is somewhat problematic in the context of anomaly detection. This being said, labeled data can perform better in
certain tasks and should be explored. Several approaches try to overcome this challenge by taking advantage of synthetic labeled datasets, but many other approaches have moved toward using semi-supervised, unsupervised, and self-supervised algorithms.

4. **Unbalanced Data**: Another point to be mentioned is that anomalies are rare. Supervised learning approaches need to see enough examples while training to learn and understand anomalies. However, the number of anomalies is usually very subtle, causing the dataset to become unbalanced. Anomalies are out of the ordinary incidents, and it is not rational to expect enough samples of each type of anomaly to be available in the dataset. This challenge, requires the direction of solving the problem to adapt to it. The abundance of normal data points may result in neglecting the detection of anomalous data points which are valuable in anomaly detection. This problem arises from the fact that many machine learning algorithms are based on the hypothesis that classes of data have the same distributions which is not realistic in the case of anomaly detection.

5. **Unclean Data**: Many approaches, such as anomaly detection with autoencoders (discussed in Section 5) need datasets that only contain normal datapoints for training. These approaches learn the normal state and decide whether an anomaly has happened or not based on the divergence from features of normal datapoints. However, as discussed, anomalies can be rare and very subtle. There is a very high chance that an anomalous datapoint slips through the fingers of the dataset responsible individual or team, or it might not even be considered as an anomaly until later. As a result, often datasets include undesired outliers that make the dataset unclean. This unclean data can confuse the model about the features and representation of the normal datapoints and deteriorate the accuracy of the model.

6. **Metrics and Benchmarks**: On top of all the challenges, the most important one seems to be the fact that there is no unified metric or benchmark, where models can assess themselves and compare the results. Various kinds of metrics have been introduced and we discuss a number of important ones in Section 6, but almost none of the works assess those metrics on a single unique domain, to make the comparison between models possible.

### 3.2 Anomaly Nature

1. **Changing Nature**: Anomalies have a specific nature and a collection of characteristics that lead to a particular set of challenges. The first and the most important challenge is the changing nature of anomalies. Anomalies are not predefined static occurrences. Anomalies can transpire in different shapes and formats, not all of them can be considered prior to the occurrence of an anomaly. There can always be novel anomalies that have never been considered. They can adapt to anomaly detection mechanisms and evolve to pass through the defenses of anomaly detection algorithms. Because of this characteristic, most algorithms tend to skew toward online learning, unsupervised learning, or semi-supervised learning, where there are no predefined anomalies, and the algorithm learns based on what it sees at the moment on its own. In other words, most of the algorithms make an effort to eliminate external artificial biases and proceed toward generic solutions. This instigate the use of online learning, where the algorithm is constantly learning about the behaviour of the system.

2. **Disparate Sources**: Distributed heterogeneous systems typically incorporate multiple layers (resources), resulting in a complex and intricate system as a whole. The role of each of these layers, disregarding its majority or minority can not be neglected. Anomalies can penetrate each and every one of those components, making it very difficult to track them. Especially in large facilities, the number of components grows exponentially, and all of them are a potential point of anomaly. This disparate source of anomalies is one of the challenging complications that is troubling the anomaly detection algorithms.

3. **Obscured Anomalies**: In addition to these challenges, a considerable number of anomalies, predominantly the ones that came to existence because of a smart entity, do not like to be found. They might be disguised, or hidden. For example, a cyber-attack tries to be as masked as possible. On the other hand, there are anomalies that are not concealed and are just the result of a malfunctioning component in the system. Being conscious of both of these aspects, and prepared for obscured anomalies is another challenging task on the way to generic anomaly detection.

4. **Noise Resilience**: Systems are subject to experience a profuse number of internal or external noises. These noises are not anomalies until they pass a certain threshold. However, they are still an irregularity in the system. The anomaly detection algorithms must be capable of distinguishing between noises and anomalies. If not, they might raise too many false positive alarms, resulting in supererogatory attention and costs. These noises can have a wide variety of origins. Some of them are back-breaking to discover, and it is best to introduce a means of filtering those noises out inside the algorithm itself, instead of putting an effort to find the source of the noise.

### 3.3 Real-world Challenges

1. **Inference Time**: When it comes to using anomaly detection, time is of the essence, especially in real-world applications. It is expected, time-wise, that the detection of the anomaly does not sit far from the actual happening of the anomalous behavior. Particularly, in a critical environment such as health-care applications, a long latency in detecting a malfunctioning device might lead to catastrophic results, and it is impermissible. Thus, necessary actions must be taken to avoid such a latency. However, anomaly detection techniques based on deep learning are often a heavy task, requiring a colossal amount of computational power.

2. **Privacy**: Privacy is another important hindrance that must be considered in a real-world environment. Anomaly detection algorithms are involved with all the data circulation and the state of the system to the furthest extent. They know everything about a system, and if that kind of information leaks out of the environment, it can lead to cataclysmic undesirable results. Hence, an anomaly detection algorithm must be obliged to preserve privacy and be as secure as possible if it desires to be deployed in a real-world environment.

3. **Ciphered Data**: The fact that anomaly detection algorithms need to be aware of everything that is going on
related to a system brings about another challenge. Many systems, first and foremost large heterogeneous distributed systems like financial systems, social media, or facilities like power generation and distribution networks do not intercommunicate in plain, raw data. They encode the data and then transmit it. This ciphered data usually is not related to the original data in an obvious manner and that is the whole purpose of encoding the data. Hence, algorithms face yet another arduous challenge. For example, wireless communication between a sensor and the server contains an encoder at the edge transmitter, ciphering the data for privacy and security reasons, and a decoder at the receptor that deciphers the data for further processing. When an algorithm tries to discover anomalies on the medium (here the wireless connector) it cannot access the raw data before the transmission stage.

4. Dynamic Systems: Furthermore, static systems are extremely rare in a real-world environment. Real-world heterogeneous distributed systems are extremely dynamic. Components get removed, added, changed, or updated. These benign transformations must not be counted as anomalous behavior. When an algorithm learns about the normal state of a system, it might consider these transformations as anomalies. If so, the number of false-positive alarms might rise to a point that makes the algorithm non-functional and impractical for real-world adoption. On the other hand, the anomaly detection model should be flexible enough to learn about the updated features and structure of the network to fully incorporate existing information. Online learning is a tool for overcoming this challenge, however, this is still a very hot topic in research communities.

5. Interpretability: Another important challenge is the interpretability of the anomalies. Particularly, in real-world deployments the tendency to see the actual type of anomaly and not just the detection is more desired. One reason behind this is that recognizing the source of the anomaly, realizing the actual type of the anomaly (e.g., cyber attack on sensor 1A) and informing the responsible individuals is very important. Finding the root of the anomaly is important for maintaining the availability of the system. Furthermore, there is still the need to further investigate the abnormal behaviour to recover the system or for pulling it back to the normal situation.

6. Domain Shift: Last but not least, anomaly detection approaches become handy, when you are able to generalize over different domains. However, since we are dealing with learning-based approaches, this domain shift comes with a huge cost. Neural Networks learn about the environment and adapt to it, making it difficult to switch to another domain. This fact discourages the use of supervised learning and also pushes novel techniques toward online learning. This challenge is shared between graph-based anomaly detection and other approaches.

4 Motivation: Why Graph-based?

Non-deep learning algorithms for anomaly detection can be categorized into three general groups of methods: statistical methods, clustering methods, and nearest neighbors methods. In statistical algorithms, a statistical model that fits normal data is generated. Inference tests and data distribution is then carried out to calculate the anomaly scores and determine if there are outliers in the data. Statistics-based techniques have a significant advantage by reducing the dependency on labels. However, an increase of dimensionality in data leads to quadratic model complexity which may result in over-fitting. Clustering methods also are unsupervised techniques that try to group similar datapoints without any labels. As mentioned before, in real-world distributed systems, high-dimensionality of the data is inevitable which can seriously degenerate the performance of clustering methods. Finally, nearest neighborhood-based anomaly detection algorithms define the neighborhood viz., use distance or similarity measure. The distance or relative density between data and neighborhood is used as an anomaly score to judge anomalies. The benefit of the neighborhood-based approach is that it relaxes the assumptions on data distribution and prior knowledge. On the other hand, neighborhood-based approaches suffer from large computational and storage overhead.

Deep learning-based algorithms have proved to be more effective and generally show better results in terms of measurements such as accuracy or AUC (Area Under Curve) in comparison to traditional machine learning models. The general benefits of deep learning are applicable to deep anomaly detection. They are more suitable for learning complex information, their result is more generalizable and less prone to over-fitting, and they are model free. Especially when the number of datapoints increases, they are capable of learning complex relationships. However, the baseline version of all of these methods has a major drawback: they do not take advantage of the relationships between variables and parameters. This often results in the inadequate fitting of high-dimensional parameters leading to poor anomaly detection capabilities. Particularly in distributed heterogeneous systems, this relationship becomes even more important. Take the Smart Surveillance System shown in Fig. as an example. The anomaly can happen to Edge 0, the connection between Zone 0 and Edge Server 0, Zone 0 itself, or the combination of all these sections in this system. Here, graphs come to our aid.

Graphs are a common way to represent complicated relationships within a complex network. They enable us to store the data of every component and its relation with other components in the system. The use of graphs for anomaly detection is a very recent topic of interest in the machine learning and deep learning community. These approaches offer state-of-the-art performance on a varied nature of learning tasks that deal with complex distributed data. They suit well for both structured (symbols, images, grid-based data) and unstructured (knowledge graphs, social network data, distributed systems, citation networks, network traffic) that can be easily represented by regular and/or irregular graph structures. Moreover, the discriminative nature of graphs presents numerous opportunities to exploit the full potential of relationships between graph parameters and data. Graph-based anomaly detection advances our classification into four categories: Node, Edge, Sub-graph, and Graph. Referring back to the Smart Surveillance System Fig. an anomaly in Edge 0 is Node Anomaly, the connection of Zone 0 and Edge Server 0 is Edge Anomaly, Zone 0 itself is Sub-graph Anomaly, and finally, the problem in the whole system is a Graph Anomaly.
TABLE 3
Summary of Reviewed Approaches and Their Capabilities

| Approach                          | Model       | Attributed Graphs | Dynamic Graphs | Learning Adaptability | Scalability |
|----------------------------------|-------------|-------------------|----------------|-----------------------|-------------|
| Federated Learning               | DIO: [112]  | x                 | ✓              | S                     |             |
|                                 | VFL [113]   | x                 | ✓              | U                     | ✓           |
|                                 | [114]       | x                 | x              | U                     | ✓           |
|                                 | [115]       | x                 | x              | U                     |             |
|                                 | [116]       | x                 | x              | U                     |             |
| Autoencoders                     | Robust Deep Autoencoder (RDA) [117] | x | x | U | |
|                                 | Iterative Training Set Refinement (ITSR) [118] | ✓ | ✓ | U | |
|                                 | DONE [120]  | ✓                 | x              | U                     | ✓           |
|                                 | AdONE [120] | ✓                 | x              | U                     | ✓           |
|                                 | DeepSphere [121] | ✓ | ✓ | U | |
| Graph Embedding                  | DeepWalk [122] | x | x | U, O | ✓ |
|                                 | Node2Vec [123] | x | x | SM | ✓ |
|                                 | LINE [124]  | x                 | x              | -                     | ✓           |
|                                 | TADW [125]  | x                 | x              | -                     |             |
|                                 | NetWalk [126] | x | ✓ | U, O | |
|                                 | Graph Deviation Network (GDN) [98] | ✓ | x | U | |
|                                 | AddGraph [127] | ✓ | ✓ | SM | |
| Graph Transformers              | TADDY [129] | x                 | ✓              | U                     |             |
|                                 | GTA [130]   | x                 | ✓              | U                     |             |
| Graph Signal Processing         | GCCAD [132] | ✓                 | ✓              | U                     |             |
|                                 | CoLA [90]   | ✓                 | ✓              | SF                    | ✓           |
|                                 | SL-GAD [133] | ✓ | ✓ | SF | |

S: Supervised Learning, SM: Semi-supervised Learning, U: Unsupervised Learning, SF: Self-supervised Learning, O: Online Learning

Furthermore, graphs lead to the advantage of better visualization. Visualization is concerned with the visual representation of graphs that reveals structures and anomalies that may be present in the relational data and help the user to understand the graphs and the nature of anomalies.

In the next section, we discuss how we can utilize graphs for anomaly detection in detail.

5 GRAPH-BASED ALGORITHMS FOR ANOMALY DETECTION

In this section, we aim to introduce and compare techniques that combined with graphs have a great potential for solving the problem of anomaly detection in heterogeneous distributed systems. The summary of all reviewed works and their capabilities such as whether they can be used for dynamic or attributed graphs or not can be seen in Table 3.

5.1 Federated Learning (FL)

Federated Learning is a state-of-the-art technology that has recently emerged as an alternative to centralized systems. It focuses on collaboration while preserving the security aspect of client data information used for training machine learning algorithms [134], [135], [136], [137], [138]. It also greatly reduces communication overhead [139]. FL employs collaborative and experiential learning by training without the need to transfer data over to a centralized location. This feature has recently led to a rise in the applicability of FL in a variety of applications, ranging from medical to IoT, transportation, defense, and mobile apps.

Anomaly detection and prediction of static and dynamic time series data have been a popular topic, especially for IoT-based data [140], [141], [142]. These approaches look at multi-sensor systems as a collection of centralized sensors where abnormal sensor behavior is detected by a central model that runs on the server. Such systems are prone to failures, require longer access times, and are vulnerable to malicious invasion attacks leading to a potential data breach from clients to the server [143], [144]. It looks at the data collected by IoT sensors for energy-efficient applications like HVAC in smart buildings and proposes a federated stacked Long Short-time Memory model (LSTM) on time series data generated by IoT sensors for classification and regression tasks. [112], on the other hand, proposes a self-learning distributed system for security monitoring.

While such approaches deal with the heterogeneity (concerns data, privacy, and task requirements) and Autonomy
enough yet for real-world applications. Federated Graph Learning (FGL) addresses data diversity, data security and real-time continues learning but it is not mature shortcoming, although FGL addresses data diversity, data models such as Diot [112], a crucial requirement is available for aggregation. One consolidated model gets transferred to the Federated cloud server. Each network has its own testing and training dataset, local storage and loss function. The server receives individual weights from all the networks local models and then aggregates them based on their useable graph attributes while sending back the global weights.

A general structure of a complex distributed system can be easily depicted using the Federated Learning framework (Fig 3). Here we show two different network clusters that have heterogeneous nature of data as well as systems. In this framework, the models are trained at the device level or client-side, where they are brought over to the data sources or devices for training and prediction. The updated values are sent back to the federated cloud server for aggregation. One consolidated model gets transferred back to the devices to enable tracking and redistribution of each model to various devices. During the training phase, the input is reconstructed in the output until reconstruction error is minimized, which calculates the threshold value. This threshold value decides whether the observed patterns are anomalous or not.

Table 3 summarizes the strong points and weaknesses of two discussed works DloT [112] and VFL [113]. Both of these works are unable to process the additional information provided by attributed graphs which in real-world scenarios are common. It should be mentioned that for supervised models such as Dlot [112], a crucial requirement is available labeled data that is hard to provide. Based on mentioned shortcomings, although FGL addresses data diversity, data security and real-time continues learning it is not mature enough yet for real-world applications.

5.2 Autoencoders

Autoencoders are typically made of two main modules; encoders and decoders. The encoder part is responsible for mapping the input space to a bottleneck latent space, and the decoder reconstructs the original input based on the latent representation. In order to find the best possible latent representation, they try to minimize the reconstruction error of the original input. Thus, the network will learn to preserve the most informative parts of the input features in the latent representation. They were traditionally used for dimension reduction prior to feeding the data to the main network, but nowadays, they have vast applications in information retrieval, image processing, and anomaly detection.

In the context of anomaly detection, autoencoders can be used as a tool for calculating anomaly scores. After training the autoencoder with data that does not contain anomalous points, if any outlier data points are fed to the network, it will perform poorly. The reconstruction loss of that data point will be larger compared to normal ones since the network is not familiar with this type of data. As a result, the reconstruction error can be used as a measure of deviation from normal data points. This approach has been used for detecting anomalies in high-performance computing systems [114] and has shown promising results. Convolutional Autoencoders can improve the parameter efficiency and training time since they have shared parameters. Works such as [115], [116] have made use of convolutional autoencoders for anomaly detection and achieved significant improvements. DeepSphere [121] proposed a method for detecting anomalous snapshots in a dynamic network. This work adopts a LSTM autoencoder with an attention mechanism. In the constructed hidden space, DeepSphere [121] learns a spherically shaped boundary around the encoded normal representations. As a result, the encoded representation of an unseen anomalous snapshot of the network will fall outside the hyper-sphere and is detected as an anomaly.

All the aforementioned methods are developed based on the hypothesis that clean data (data that does not contain...
anomalous points) is available for training, but in many real-world cases, we do not have enough data points that satisfy these constrain. Thus, the reconstruction error for anomalous points will be lower, and the accuracy of finding outliers will degrade. To solve this issue, Robust Deep Autoencoder (RDA) [117] inspired by Robust Principal Component Analysis (RPCA) uses a filter layer that separates anomalous data points of input data. By removing these noisy and anomalous data points, the network will be able to better reconstruct the normal data points. On top of RDA [117], they add an anomaly detection algorithm to test the effectiveness of the proposed method. Iterative Training Set Refinement (ITSR) [118] adapts adversarial autoencoder network [149] architecture to add a prior distribution to constructed latent representation and places anomalies to the regions with lower likelihood. By this means, the model will be robust against noises and anomalies in the training data. DONE [120] is another network proposed for detecting anomalous nodes in attributed graphs. DONE makes use of two parallel autoencoders; one for encoding link structure and another one for attributes of nodes. These autoencoders are trained to preserve proximity and homophily in the network. The proposed loss function is designed to minimize the contribution of outliers, and by minimizing the loss equation, the anomaly scores for each node are calculated. Finally, the top k nodes are reported as anomalous points. They also propose AdONE [120] that makes use of adversarial learning to be able to construct an outlier resistant network embedding.

Traditional autoencoder networks and convolutional autoencoders are limited to a fixed input length which makes them unsuitable for detecting anomalies in dynamic networks. Also, they are limited to Euclidean data; thus, they are unable to model complex relationships that may occur in a dynamic heterogeneous network. Graph Neural Networks (GNN) can overcome these issues and generalize the network. They can also incorporate multi-dimensional edge and node attributes. Convolutional graph autoencoders have been used in [119] for detecting anomalies. This model uses both node features and edge features. Also, the decoder module has two separate branches for node reconstruction and edge reconstruction. The final reconstruction loss is the combination of edge reconstruction loss and node reconstruction loss and is used as a measure for finding anomalies.

Fig. 4 shows the workflow for detecting anomalies using autoencoder networks in the LAN Cluster example mentioned in Section 2.3. In the case of anomaly detection in a complex heterogeneous system, such as the three conceptual models that we introduced earlier, after training the model with normal data, the graph of the network is fed to the encoder module to be transformed into the latent space. In this case, since we are dealing with a heterogeneous network, the encoder and decoder modules should be able to incorporate the edge and node information and aggregate them to get the most of the available information. Also, at any time, the graph of the network can change. Thus, it is vital to employ a network architecture that can handle dynamic graphs, such as Graph Neural Networks. The decoder will try to reconstruct the original graph of the network from the latent representation. Anomalous edges, nodes, or sub-graphs of the network will have a high reconstruction error. In the most basic approach, only a fixed threshold can be used to decide whether the edge, node, or sub-graph should be considered anomalous or not.

For more clear scrutiny, Table 3 shows the different features of reviewed works. As mentioned before, one important characteristics of autoencoder structure is that it is trained in an unsupervised manner that directly solves the problem of availability of labeled data. Also, the changing nature of anomalies will not be a problem in these types of models since they will learn normal behaviour of the system and anything different from that will be counted as an outlier.

5.3 Graph Embedding
The first obstacle that we face in many tasks like anomaly detection in large networks is finding a way to map the data hidden in the network graph into a low-dimensional space. To do so, there are many different approaches. In general, we can separate these methods into two different classes. The first type of encoders is “Shallow Encoders” which will transform each node of a graph to exactly one vector in the latent space. On the other hand, there are methods called “Deep Encoders” which get the use of more complicated networks and are able to generate more complex embedding compared to “Shallow Encoders.” In the following, we will see details of each of these methods and their strengths and weaknesses. After obtaining the latent representations, an anomaly detection algorithm can be used on top of the embedding network in order to detect outliers and anomalies.
5.3.1 Shallow Embedding

Shallow Embedding methods try to find a unique latent representation for each vertex of a graph. The main difference between different approaches to shallow embedding is in the definition of similarity function. The similarity function basically describes how relationships in the latent space are mapped to the original input space. DeepWalk [122] is a random walk approach for node embedding that tries to find the best embedding that preserves similarity. Each random walk is an unbiased sequence of nodes with a fixed length. Authors claim that random walks can be treated as sentences of a text since the frequency of occurrence of the nodes in random walks follows the power law. DeepWalk [122] tries to find the feature representation for each node such that it maximizes the likelihood of visiting nodes seen in the random walks starting from that particular node. Another method to be mentioned is Node2Vec [123]. This algorithm makes it possible to have more flexible random walks in order to obtain richer latent representations. It combines breath-first sampling and depth-first sampling together to introduce a flexible biased sampling strategy that allows local and global views of the network.

Similar approaches such as LINE [124], and TADW [125] have been proposed. One might think of these algorithms as finding a simple look-up table for assigning each node in the original graph to a latent representation. As a result, these kinds of methods have limitations when we want to apply them to large heterogeneous networks. The first limitation comes from the fact that each node has to have its own unique embedding and there are no shared parameters in these kinds of networks. As a result, when the number of nodes grows, the number of parameters will grow respectively, and we will need V \times D number of parameters where D is the dimension of latent space. Also, they are unable to generalize to unseen nodes, and we cannot use them in dynamic networks. NetWalk [126] solves the problem with the changing networks and dynamically updates the representations as the network evolves. This model tries to satisfy two constraints: clique constraints which minimize the pairwise distances between representations of vertices in each random walk to preserve locality and autoencoder constrain, which serves as a global constrain and minimizes the reconstruction error of input using the output embedding. Still, there are more issues with these types of graph embedding algorithms; another problem is that in complex heterogeneous systems, each node may have its own specific features, but “Shallow Encoders” are unable to make use of these node-specific features.

5.3.2 Deep Embedding

Most of the methods that we have discussed until now are not capable of modeling more complicated dependencies such as complex inter-sensor relationships, but “Deep Encoders” have more capacity and are able to build richer latent representations. Graph Deviation Network (GDN) [98] introduced a structure learning approach in which the graph edges are initially unknown and have to be learned. GDN [98] consists of four important components. The first component is Sensor Embedding which captures the characteristics of each node or sensor. In the next step, Graph Structure Learning Learns the complicated relationships between pairs of sensors and models them to the edges of the graph. After the construction of the graph, Graph Attention-Based Forecasting predicts the behavior of sensors in the future time step. Finally, Graph Deviation Scoring will compare these predictions and the actual values in each time step and identify anomaly points that deviate from expected values. AddGraph [127] is able to aggregate more information such as structural, temporal, and content features to be able to build a more powerful embedding for anomaly detection in dynamic graphs. This model makes use of a graph convolutional neural network (GCN) for capturing structural and content features. By adding Gated
Recurrent Units (GRU) with attention modules, AddGraph [127] makes it possible to combine the long-term and short-term states of each node. Finally, based on the representation that contains structural, temporal, and content features, AddGraph [127] computes the anomalous score for edges using a single layer network.

Smart Video Surveillance System (Section 2.1), Sensor Network (Section 2.2), and LAN Network (Section 2.3) all contain many nodes. As a result, Shallow embedding techniques are not adequate for modeling these kinds of networks. We should also consider that all of these three conceptual use-cases are also dynamic (as an example adding a new camera to the Smart Video Surveillance System changes the network); thus, methods like DeepWalk [122] and Node2Vec [123] are not suitable since they are unable to generalize to unseen nodes. Another important issue is that nodes and edges can have features with different schemes that are useful for anomaly detection. Consider the Sensor Network; in each time step, a huge amount of data is being generated by a large number of interconnected sensors. The data from each sensor can be related to other sensors with a complex non-linear relationship. Shallow embedding techniques fail to take advantage of this kind of information. Thus, Deep Embedding methods that are more complicated such as GDN [98], and AddGraph [127] can be helpful in this case. Based on what we discussed, let’s use one of the introduced examples discussed in Section 2 for better understanding. In the LAN Cluster example, AddGraph seems to be a suitable choice.

Fig. 5 shows the structure of AddGraph which is applied to the LAN Cluster example. Previous hidden states and current snapshot of the network graph is used for constructing the node embedding. Also, an attention module and GRU combine the long-term and short term states to generate the current hidden state. In the final step a scoring function is responsible to assign anomaly score to the current hidden state. The main points of discussed techniques are available in Table 3.

5.4 Graph Transformers

The concept of attention mechanism introduced by [150] was firstly used for natural language processing. This mechanism aims to do one-step prediction instead of recurrent processing of the data. By this means, the attention mechanism reduces the path length of the computation, which means reducing the information loss and focusing on the most important features for predicting the output. Adapting this technique to graphs can improve the outcome in many applications, such as anomaly detection. Graph transformer networks are able to automatically generate meta-paths by learning and solving the aforementioned problem enabling many applications such as anomaly detection to work on complex heterogeneous systems [151]. In [128], the model takes advantage of relational graph transformers for finding anomalous nodes in a supervised manner. In this work, first, the heterogeneous graph of the network is extracted, and relational graph transformers and a semantic attention network are used for modeling the complex relationships between the nodes and encoding them, and then classifying them for finding anomalous nodes.

Supervised learning is not possible in many applications due to the lack of labeled data. Using an unsupervised setting, the transformer-based Anomaly Detection framework for Dynamic graphs (TADDY) [129] detects anomalous edges in dynamic graphs. TADDY [129] consists of four main modules as shown in Fig. 6. Edge-based substructure sampling captures spatial-temporal context of each target edge using graph diffusion method [152], [153]. For each edge, this module constructs a fixed-length importance-aware set of neighboring nodes. Then, TADDY [129] leverages a novel spatial-temporal node encoding for generating...
node embedding. After acquiring the embedding from the previous step, a transformer network is used as an encoder to capture spatial and temporal features, followed by a pooling module for aggregating the embedding of all nodes in the same neighboring set. At the final step, discriminative anomaly detector (which consists of a fully connected layer).

Graph Learning with Transformer for Anomaly detection (GTA) [88], leverages a modified transformer network. This model detects anomalies on multivariate time series generated from different sensors. These sensors can be related to each other in complicated unknown connections. GTA [88] first learns the dependencies using Gumbel-Softmax Sampling strategy. Once this topological structure is established, a graph convolution block updates each node representation by aggregating neighbors’ information and message passing to enrich the representations. Now, dilated convolution [130] is used for extracting temporal context, but with a novel modification. They have used a hierarchical scheme to make GTA capable of capturing temporal patterns with different lengths. On top of these, a more sophisticated and efficient version of transformers is introduced. Multi-branch attention module that is used in GTA [130] extracts long-distance temporal dependencies and neighboring nodes’ information. In the anomaly scoring module, the original input time series are divided into training sequences (for the encoder) and label sequences (for the decoder). The decoder predicts the behavior of time series in the target section, and by comparing the predicted output and the actual values, outliers can be detected.

Capabilities of all mentioned models are mentioned in Table 3. Unfortunately none of the anomaly detection models using graph transformers are compatible with attributed graphs which makes them less practical in real applications. Future research can move in the direction of solving this issue to overcome the complex nature of heterogeneous distributed systems.

5.5 Graph Signal Processing

Graph Signal Processing (GSP) is another technique that utilizes classical signal processing tools like Fourier transform, filtering, frequency response etc., to process data defined on both regular and irregular graph networks. 155 presents the recent advances in the currently developing GSP tools.

Further, the emphasis is made on graph datasets arising from data science, biological, and sensor networks that can be indexed by nodes of graph signals connected via weighted edges. Graph signals can be filtered and sampled to apply low-level processing techniques such as denoising and compression. One of the major differences between GSP and traditional Machine learning algorithms is that ML typically considers a graph as a discrete version of a complex network. However, this assumption falls flat for many real-world applications associated with graphs, GSP, on the other hand, look at existing problems from different perspectives. As an example, defining a graph for sensor-based networks involves choosing edge weights as a decreasing function of the distance between nodes represented by sensors. Observations from similar nodes can lead to a smooth graph function that can detect outliers or abnormal values through high-pass filtering or thresholding [156]. Moreover, a sparse set of sensor readings can also be used to build signal reconstruction methods that can be used to save on resources in sensor networks [157], [158].

Anomaly detection with GSP filtering on Wireless Sensor Networks (WSNs) has been a topic of interest in several works. [131] captures proximity information such as data between sensors to capture local anomalous behavior. They present three graph designs and use GSP filtering to find the cut-off frequency, Lambda for the filters. This is used to separate normal and anomalous sub-spaces for unsupervised detection. The anomalous space projections are finally utilized to generate anomaly scores as shown in Fig. 7. The main advantage of such a system is that in addition to raw sensor data, relational characteristics between the nodes, like proximity information between sensors and their environment, can be effectively captured. Graph-based filtering is found to be particularly useful for both regular and irregular graph structures for unsupervised anomaly detection. In Table 3, specification of the reviewed model is available. The ability of working on dynamic attributed graphs makes [131] aligned with the real-world requirements. On the other hand, leveraging GSP techniques can add deeper perspectives to anomaly detection problem and equip it with more relational information helpful for detecting outliers which is essential real-world domain.
5.6 Graph Contrastive Learning

In graph contrastive learning techniques, the objective is to construct a representation by contrasting pairs of data points. The loss function is designed in such a way that by optimizing it, the positive pairs (matching pairs) of data points are brought together, and the negative pairs will be separated. As a result, using this approach, the model is able to learn higher-level representations that are more powerful and distinguishable. In the context of anomaly detection, contrastive learning can be helpful since it is designed to provide a measure of similarity between data pairs. The main idea in GCCAD [132] is to detect anomalies using their distance from average normal points or global context. The key concept is that the outliers will have different features than most points; thus, by contrasting each node with the global context, we can define a measure for detecting anomalies.

GCCAD [132] has shown that the node embedding made by traditional GNN encoders is not able to discern anomalous nodes properly. However, GCCAD [132] is able to construct a more powerful embedding that highlights the differences between anomalous nodes and the global context. This work uses a context-aware loss function in a supervised manner. The loss function is optimized in the GNN encoder that consists of three modules: edge update, node update, and graph update module. The edge update module is responsible for calculating the likelihood of being a suspicious edge (an edge that connects a normal node to an anomalous one) and removing it, and updating the adjacency matrix. These modules are designed to conserve the homophily assumption between neighboring nodes. This assumption suggests that the neighboring nodes have the same labels. Still, homophily is violated in the case of a connection between a normal node and an anomalous one, and this violation has not been considered in traditional GNN networks. In the next step, the node embedding is updated using message passings by the node update module. Lastly, the graph update module updates the global context. The updated global context is the weighted aggregation of all the nodes. The authors also introduced a self-supervised version of this network named GCCAD-pre [132].

CoLA [90] focuses on anomaly detection in large-scale attributed graphs, which is applicable to real-world problems. This novel network has three main components: pair sampling, a GNN-based contrastive learning model, and the score computation module. The instance pair sampling is designed to generate the pairs of data for the training phase. In contrast with GCCAD [132] that contrast nodes with the global context, the definition of pairs in CoLA [90] focuses on the relationship between a node and its neighbors. Hence the strategy for defining the pairs is “target node versus local subgraph”. The GNN-based contrastive learning module consists of three sub-modules: (1) GNN model, (2) read-out module, and (3) discriminator module. After acquiring the pairs, the GNN module will extract embedding for the target node and the local subgraph. Then the readout module uses the average pooling function to create a vector of embedding of all nodes in the embedded subgraph. In the discriminator module, the positive and negative pairs are contrasted, and a score is generated. Finally, The score computation module measures the anomaly score for all nodes, and anomalous nodes can be picked by choosing the nodes with the highest scores. SL-GAD [133], introduced a novel generative and contrastive self-supervised model.

SL-GAD [133] is made of three major components similar to CoLA [90]: graph view sampling, contrastive self-
TABLE 4
Time complexity of reviewed algorithms. For symbol descriptions please refer to table 5.

| Approach          | Model | Time Complexity | Description |
|-------------------|-------|-----------------|-------------|
| Federated Learning| DIoT  [112] | - | - |
|                   | VFL   [113] | $\mathcal{O}(nm^2)$ | - |
|                   | [114] | - | - |
|                   | [115] | - | - |
|                   | [116] | - | - |
| Auto Encoders     | RDA   [117] | - | - |
|                   | TSR   [118] | - | - |
|                   | DONE  [120] | $\mathcal{O}(Nd)$ | - |
|                   | AdOne [120] | $\mathcal{O}(Nd)$ | - |
|                   | DeepSphere [121] | - | - |
| Graph Embedding   | Deep Walk [122] | - | - |
| Shallow Encoders  | Node2Vec [123] | $\mathcal{O}\left(\frac{1}{2(l-s)}\right)$ | Per sample complexity |
|                   | LINE  [124] | $\mathcal{O}(\text{mid})$ | - |
|                   | TADW  [125] | - | - |
|                   | NetWalk [126] | $\mathcal{O}(\text{nl}||\text{nl})$ | The complexity of walk generation |
|                   | - | $\mathcal{O}(\text{md})$ | The complexity of edge encoding |
|                   | - | $\mathcal{O}(\text{cd})$ | The complexity of anomaly detection on incoming data points |
| Deep Encoders     | GDN   [98] | - | - |
|                   | AddGraph [127] | - | - |
| Graph Transformers| TADDY [129] | $\mathcal{O}(\tau kmI + Tn^2)$ | - |
|                   | GTA   [130] | $\mathcal{O}(4\tau D^2 + 2\tau^2 D)$ | This is for the simplest attention module. More complex ones are available in the original paper. |
| Graph Signal Processing | [131] | - | - |
| Graph Contrastive Learning | GCCAD [132] | $\mathcal{O}(m)$ | - |
|                   | CoLA  [90] | $\mathcal{O}(knR(\eta + c))$ | - |
|                   | SL-GAD [133] | $\mathcal{O}(Rnk(\eta + K))$ | - |

supervised learning, and graph anomaly scoring. In the graph view sampling, for each target node, two local subgraphs are extracted. Next, in the contrastive self-supervised learning module, a GNN constructs the latent representation of the samples. In addition to contrastive scores, SL-GAD [133] also leverages a graph autoencoder network for reconstructing the feature vector of the target node in order to fully utilize contextual information of target nodes. Finally, graph anomaly scoring predicts the final scores based on both generative scores (from the graph autoencoder) and contrastive scores (from contrastive learning).

Fig. 8 shows the work flow of the SL-GAD [133] applied to the LAN Cluster example introduced in Section 2.3. The sampled subgraphs are fed to the GNN Encoder and the encoded representations are fed to two different branches, the discriminative and the generative modules. at the final step, anomaly scores from these two branches are combined to construct the final anomaly score.

Characteristics of all mentioned model can be seen in Table 3. As discussed, Graph Contrastive Learning approaches show promising results and are extremely adaptable to real-world scenarios. The discussed works are all able to overcome the dynamic complex nature of distributed heterogeneous systems and unsupervised/self-supervised learning adaptability of these models can alleviate the problem of available labelled data mentioned in Section 3.

6 EVALUATION, COMPARISON AND DISCUSSION

In this section, first, we discuss the metrics that are available for evaluation and then we try to compare the methods discussed in Section 5 from an algorithmic perspective. Then we discuss the requirements and challenges that utilizing graphs adds to previously mentioned requirements discussed in Section 3 and finally, we discuss the future directions that research in this field can take.

6.1 Metrics and Comparison

The performance and viability of any anomaly detection algorithm, graph-based or non-graph-based, can be eval-
TABLE 5
Table symbol description.

| Parameter | Description |
|-----------|-------------|
| n         | number of nodes in the graph |
| ˜n         | average number of nodes in a timestamp |
| m         | number of edges in the graph |
| k         | number of nodes in a subgraphs |
| ℓ         | number of nodes in a subgraphs |
| T         | number of timestamps |
| τ         | size of the time window |
| ˜n         | number of negative samples |
| l         | length of a walk |
| | number of walks |
| s         | number of samples |
| D         | number of input dimension |
| d         | latent dimension of node representation |
| d         | degree of a node |
| c         | number of clusters |
| R         | number of evaluation rounds |
| I         | number of iterations |
| ˜R         | number of sampling rounds for each node |

utilized by Precision, Recall, Accuracy, Receiver Operating Characteristic (ROC) curve, and Area Under the ROC Curve (AUC). While Precision, Recall, and Accuracy are a measure of the true positives, false positives, true negatives, and false negatives, AUC, on the other hand, summarizes the information contained in the ROC curve. Larger AUC values indicate better performance at distinguishing between anomalous and normal observations.

A major challenge while reporting the above-mentioned metrics is the absence of unified evaluation criteria amongst the diversity of algorithms, the application type, and the heterogeneous nature of data and devices involved. As an example, if we want to compare the latency of the two algorithms, we have to make sure that they are both tested on particular hardware, they are getting tested on a specific job, and we have to eliminate different variables that have an effect on that metric.

In contrast, Time Complexity is the only metric that can give us some insight into the algorithm’s performance. Table 4 shows the time complexity of reviewed algorithms. In order to assess how well an algorithm performs compared to other algorithms, and also with respect to points in Section 3, we can refer to Time Complexity. It gives us a good understanding of how fast and efficient the method is, a general idea of the algorithm’s complexity, and whether it is suitable for specific tasks or hardware based on the power it needs.

6.2 Graph-specific Challenges

Graphs add an enormous number of benefits to our systems. They are extremely powerful for catching relational information, especially in distributed heterogeneous systems. They help with addressing challenges and meeting the requirements discussed in Section 5 as well as capturing important features of the data like relational features and information. However, there is a cost to all these benefits. While utilizing graphs these challenges should be addressed:

**Types of Graphs:** Each system can be represented by a specific type of graph. Each type of graph has its features and is suitable for a group of domains. For example, attributed graphs add more complexity by introducing the features of the connection between the nodes, and the features of the nodes themselves. Also, a graph representing a system might be dynamic or static, depending on the nature of the original system. All these sub-classes of graphs add to the complexity of graph-based learning techniques. Subsequently, the introduced models should be able to handle these diverse types of network graphs, but as we discussed in previous sections, many of the models can just work on plain static graphs which is not satisfactory in many applications. [159], [160], [161], [162], [163], [164]

**Graph Anomalies:** By introducing graphs, we get a better representation of a system. Graphs and Graph Neural Networks make us capable of modeling complicated dependencies in real networks. But if we look at it from another perspective, this adaptation of graph representation introduces different places for anomalies to take place. In graphs, outliers can occur in nodes, edges, subgraphs, and even the whole graph. But models are usually only able to detect one kind of foresaid anomalies, and there is no unique framework to address them all together. This means that the approaches must specifically determine what is the objective of their detection, which types they handle, and where they show the best performance. [95], [165], [166]

6.3 Future Research Directions

Graph-based anomaly detection is a relatively new topic with many opportunities drawing a fair amount of attention. Here we discuss a few excellent opportunities and novel directions that can be the subject of future research independently or in conjunction.

The most important research direction at the moment seems to be finding a means of quantifying the results of anomaly detection algorithms in a unified manner, thereby enabling comparison in various domains and fields. A great share of all the advancements in technology originates from quantifying and comparing new findings with already existing works. However, considering the variety in this field, comparing algorithms to each other is nearly impossible. First, the best metric for evaluating a model must be identified. Alongside that, an evaluation mechanism, general enough to be applicable to disparate anomaly detection algorithms are also needed. As an example, in computer vision, COCO [167] provides such an environment for emerging algorithms. A framework of testing can also be another fruitful tool. In this direction, creating a simulator, or a system that can serve as a toy sample of a large distributed system can be beneficial as well. To recapitulate, there is a need for a unified evaluation of graph-based and non-graph-based anomaly detection algorithms and techniques.

As discussed in the Challenges Section, the second-largest issue in the way of anomaly detection is the lack of a suitable dataset. Generating or preparing a proper dataset can be a substantial contribution to the field of anomaly detection. However, in the context of anomaly detection,
usually, an expert must supervise the process of labeling and collecting data and this fact makes the generated dataset prone to human errors. All of these are added to the actual cost of creating such a dataset. Synthetic datasets are another option, and creating them can be explored through a whole line of research.

Numerous methods of anomaly detection are designed to discover whether an anomaly has happened or not. They are able to notify a responsible person or group to look more for further investigation. However, they are not able to identify what sort of anomaly has occurred. A major subject for further work and research is the interpretability of anomalies. Down the road, there is a tendency to distinguish between anomalies using the algorithms at hand. For example, in the Sensor Network mentioned in [2], we like the model to be able to distinguish between a cyber attack and power shortage and raise the correct alarm. If we go further than that, the ways that the model can restore the system or stop the anomaly can be investigated.

7 Conclusion

In this survey, we have discussed several state-of-the-art graph-based approaches for anomaly detection in details. We introduce three unique conceptual use-cases based on real-time complex distributed systems. Our work builds on the existing traditional machine learning and deep learning paradigms used for anomaly detection and goes on to introduce four separate categories of graph neural network algorithms. We further apply our formulated models to each of the methods and provide a thorough review and summarization of the categories. At last, we comprehensively look at graph specific big-data challenges and provide a couple of future research directions in this field.
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