piRNA pathway targets active LINE1 elements to establish the repressive H3K9me3 mark in germ cells
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Transposable elements (TEs) occupy a large fraction of metazoan genomes and pose a constant threat to genomic integrity. This threat is particularly critical in germ cells, as changes in the genome that are induced by TEs will be transmitted to the next generation. Small noncoding piwi-interacting RNAs (piRNAs) recognize and silence a diverse set of TEs in germ cells. In mice, piRNA-guided transposon repression correlates with establishment of CpG DNA methylation on their sequences, yet the mechanism and the spectrum of genomic targets of piRNA silencing are unknown. Here we show that in addition to DNA methylation, the piRNA pathway is required to maintain a high level of the repressive H3K9me3 histone modification on long interspersed nuclear elements (LINEs) in germ cells. piRNA-dependent chromatin repression targets exclusively full-length elements of actively transposing LINE families, demonstrating the remarkable ability of the piRNA pathway to recognize active elements among the large number of genomic transposon fragments.
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Epigenetic mechanisms such as DNA methylation and post-translational modifications of histones control patterns of gene expression in each cell type of multicellular organisms (Reik 2007). Modifications of N-terminal histone tails play major roles in both activation and repression of genes as well as in regulation of large-scale chromatin structure. Specifically, trimethylation of histone 3 at Lys9 (H3K9me3) is generally associated with sequences that are not expressed, including genes that are repressed in particular tissues as well as permanently silenced heterochromatic regions (Barski et al. 2007; Mikkelsen et al. 2007; Reik 2007). Chromatin immunoprecipitation (ChIP) coupled to massively parallel sequencing technology (ChIP-seq) has enabled genome-wide studies of histone modifications (Mikkelsen et al. 2007); however, most studies have focused on single-copy sequence elements such as genes and their regulatory regions. Here, we studied the H3K9me3 mark on repetitive elements in different tissues in mice and explored the link between this mark and the piRNA pathway. We found that several LTR and LINE families have a high level of H3K9me3 in both somatic and germ cells. This repressive histone modification is further elevated on LINE1 elements in germ cells, and this increase depends on the piRNA pathway. The spreading of H3K9me3 into the genomic environment surrounding LINE1 elements allowed us to accurately determine the genomic targets of piRNA-guided repression. Our analysis revealed that the piRNA pathway targets a subset of LINE1 loci that contain full-length retrotransposon insertions but not the copious small fragments present throughout the genome.

Results

Distribution of H3K9me3 on TEs in somatic and germ cells

To understand the genome-wide distribution of the H3K9me3 mark on TEs in somatic and germ cells, we performed ChIP-seq on liver cells, somatic cells of the testis, and premeiotic male germ cells (spermatogonia) isolated from 10-d-old (10 d post-partum [dpp]) mice. Two independent methods were used for purification of germ and somatic cells from testis: fluorescent-activated cell sorting (FACS) based on the GFP signal from the GFP-Mili protein, and somatic cells from testis: fluorescent-activated cell sorting (FACS) based on the GFP signal from the GFP-Mili protein, as was L1-F, which is transcribed at high levels but is thought to be incapable of transposition due to mutations in the ORF (Adey et al. 1991).

Among both LTR and LINE, several families showed strong enrichment in the H3K9me3 mark, while other families showed no enrichment or even depletion. Interestingly, in both classes, families that are known to be transcriptionally and transpositionally active, such as the LTR families IAPZe, IAPEy, and MaLR (Smit 1993; Baust et al. 2003; Svoboda et al. 2004; Zhang et al. 2008) and the LINE families L1-Gf, T, and A (DeBerardinis et al. 1998; Naas et al. 1998; Mears and Hutchison 2001), had high levels of H3K9me3. A highly active but nonautonomous LTR family, ETn, was also enriched for the H3K9me3 mark, as was L1-E, which is transcribed at high levels but is thought to be incapable of transposition due to mutations in the ORF (Adey et al. 1991).

Three classes of repeats (satellites, LTRs, and LINEs) had elevated levels of H3K9me3 in each of the three cell types; however, notable differences between tissues were apparent. The most apparent difference was a large increase of the H3K9me3 signal on LINEs in germ cells compared with either type of somatic cells (Fig. 1D). In somatic cells, LTR elements showed higher enrichment...
Figure 1. Distribution of the H3K9me3 mark along the genome of mouse somatic and male germ cells. (A) Distribution of the H3K9me3 mark in liver cells of 10-dpp animals on four types of genomic partitions (TSSs, exons, introns, and intergenic space). Values of four ChIP-seq replicas were normalized to the respective input samples and averaged. Error bars show standard deviations. (B) Distribution of the H3K9me3 mark in liver cells of 10-dpp animals over five major TE classes (LINEs, SINEs, LTRs, DNA, and satellites). Values of four ChIP-seq replicas were normalized to the respective input samples and averaged. (C) Enrichment of the H3K9me3 mark over TE families within the LTR and the LINE classes in liver cells, testicular somatic cells, and FACS- or MACS-sorted male germ cells (spermatogonia) of 10-dpp animals. Only families with at least 5000 mapped reads in the library were considered. Families were sorted according to H3K9me3 levels in germ cells. For liver and testicular somatic cells, values of four and two ChIP-seq replicas were averaged, respectively. Three independent biological replicas were used to measure H3K9me3 signal in spermatogonia: One was obtained by FACS-sorting using GFP-Mili, and two were obtained by MACS-sorting with the EpCAM cell surface marker. (D) Distribution of the H3K9me3 mark on all families of LINE and LTR classes combined. For somatic testicular cells and liver cells, values from two and four ChIP-seq libraries were averaged, respectively. For MACS-sorted germ cells, two ChIP-seq libraries were averaged. The error bars show standard error.
of the H3K9me3 mark than LINEs, while in FACS-sorted germ cells, enrichment of the mark over LINE sequences was almost twice as high as on LTRs [Fig. 1D]. The high level of the H3K9me3 mark on LINEs was also observed in MACS-sorted germ cells, although the difference was less pronounced compared with FACS-sorted cells, likely due to the inferior purity of MACS-sorted germ cells.

High levels of H3K9me3 on several LTR and LINE families in both somatic and germ cells indicate that these families are effectively recognized by chromatin-based repression mechanisms present in all cell types. However, the increase in H3K9me3 on LINE families in germ cells indicates that these cells use an additional mechanism to establish the repressive mark on these elements, which is either absent or less active in somatic cells.

Spreading of H3K9me3 into TE flanking sequences

The high level of H3K9me3 mark found on several LTR and LINE families prompted us to analyze the distribution of the H3K9me3 mark within the bodies of these elements and its spreading into their genomic environment. We found that the H3K9me3 signal is evenly distributed along the bodies of LTR elements, as represented by IAPEz [Fig. 2A]. Furthermore, the strong H3K9me3 signal spread both upstream of and downstream from LTR elements. Metaplot analysis of H3K9me3 spreading showed that the level of H3K9me3 decreased twofold at ~1.5 kb from the element. The mark spread even further in germ cells [Fig. 2B].

In contrast to LTR elements, several LINE families showed asymmetric distribution of H3K9me3 along the bodies of the elements. H3K9me3 was high at the 5’ end of these elements, in the region that corresponds to several copies of the ~200-base-pair bp monomers—also referred to as 5’ repeats—that function as the promoter, but dropped toward the middle and 3’ end of the L1 [Fig. 2C]. Indeed, in L1 families Gf, F, T, and A, the H3K9me3 signal over the first 500 bp of the element was, on average, 1.5 times higher than the average over all genomic L1 sequences [Fig. 2D]. In somatic cells, the level of H3K9me3 on the 5’ end of L1 is close to the level of this mark over the most enriched LTR elements, while in germ cells, H3K9me3 signal on L1 5’ ends exceeds the amount detected on LTRs [Fig. 2D]. The H3K9me3 mark was also enriched in the genomic environment of L1 insertions, however, in contrast to LTRs, this effect was restricted to the region upstream of the L1 sequence [Fig. 2E]. Therefore, asymmetry in spreading of the H3K9me3 mark outside of the L1 insertion correlates with the H3K9me3 profile on the L1 body, which shows high signal on the 5’ portion and low signal on the 3’ portion of the element. In accordance with elevated H3K9me3 levels on bodies of L1 elements in spermatogonia compared with somatic cells, the level of the mark upstream of L1 was also higher in germ cells than in somatic tissues [Fig. 2E]. This result further supports the existence of a germ-line-specific mechanism that targets L1 elements for H3K9 trimethylation. The piRNA pathway is a good candidate for such a mechanism, as it targets TEs and operates exclusively in male germ cells.

The role of the piRNA pathway in TE repression in germ cells

To investigate whether the piRNA pathway is responsible for the increased level of H3K9me3 on TEs in the germ line, we profiled this mark in germ cells of Miwi2 knockout and heterozygous [control] mice using ChIP-seq. MIWI2 is the only nuclear Piwi protein in mice, and it is required for DNA methylation of TE sequences in germ cells [Carmell et al. 2007; Aravin et al. 2008; Kuramochi-Miyagawa et al. 2008]. Although MIWI2 expression ceases soon after birth, previous studies have shown that the effects of Miwi2 deficiency on TE expression and DNA methylation persist in post-embryonic germ cells [Carmell et al. 2007; Kuramochi-Miyagawa et al. 2008]. Accordingly, we chose 10-dpp animals to analyze the H3K9me3 profiles to ensure obtaining a sufficient amount of material for ChiP-seq.

The dysfunction of the piRNA pathway in Miwi2 knockout animals did not lead to dramatic changes in the H3K9me3 signal over TSSs, exons, introns, or intergenic sequences [Supplemental Fig. S2A]. Furthermore, the histone methylation of aggregated LTRs and LINEs did not change [Supplemental Fig. S2B]. However, several TE families showed decreases in the H3K9me3 mark in Miwi2 knockout compared with control mice [Fig. 3A]. This difference was not a consequence of a global loss of nucleosomes, as there was no difference in H3 occupancy on these TE families in Miwi2 knockout [Supplemental Fig. S2C]. Importantly, the L1 families A, T, and Gf, which have the highest levels of H3K9me3 among all LINEs in wild-type germ cells, all showed a decrease in H3K9me3 in the Miwi2 mutant [Fig. 3A,B]. The effect was particularly pronounced on the 5’ portions of these L1 family elements [Fig. 3A,C, Supplemental Fig. S2D–F]. The loss of H3K9me3 over L1 bodies correlated with the loss of signal upstream of L1 insertions [Fig. 3D]. The decrease of H3K9me3 mark on L1-A, T, and Gf was consistent in ChIP-seq experiments performed on both FACS- and MACS-sorted germ cells [Supplemental Fig. S2D,G] and could be observed using several different normalization strategies [Supplemental Fig. S3], indicating that this result is not caused by the technical variability between the samples. In addition, we confirmed the decrease in H3K9me3 mark on L1-A and L1-T families in spermatogonia of Miwi2 knockout mice using ChIP-qPCR performed on several independent biological samples [Fig. 3B].

In contrast to LINEs, the LTR elements with high levels of H3K9me3, such as IAPEz and IAPEy families, were not affected by the piRNA deficiency. The mark was also preserved in both flanks of LTR [IAPEz] elements in Miwi2 knockout mice [Supplemental Fig. S4A]. As expected, there was no difference in H3K9me3 levels on L1 and LTR elements between heterozygous and knockout samples in somatic cells of testis and in liver cells [Supplemental Fig. S4B,C].

As an alternative approach to examine the effect of piRNA deficiency, we identified all genomic regions that showed change in H3K9me3 enrichment in Miwi2 knockout germ cells compared with control cells. We assessed
Figure 2. Profiles of the H3K9me3 mark along retrotransposon bodies and flanking sequences. (A) Distribution of normalized level of the H3K9me3 mark along an LTR IAPEz element consensus sequence in liver cells of 10-dpp animals. The Y-axis shows enrichment (log2) of H3K9me3 signal in ChIP compared with input DNA. Signals above the red dashed line indicate at least twofold enrichment. (B) Metaplot of input-normalized H3K9me3 signal in regions flanking all IAPEz insertions in the genome of testicular somatic cells and spermatogonia. Only uniquely mapped reads were considered. Red and blue dashed lines show the distance at which the signal dropped twofold from the peak value. (C) Distribution of the normalized level of the H3K9me3 mark along a LINE1 element (L1-A) consensus sequence in liver cells of 10-dpp animals. The Y-axis shows enrichment (log2) of H3K9me3 signal in ChIP compared with input. Signals above the red dashed line indicate at least twofold enrichment. (D) Distribution of the H3K9me3 mark on LTR and LINE families in liver cells, testicular somatic cells, and spermatogonia of 10-dpp animals. The black dots show enrichment on L1 regions corresponding to the first 500 bp of the consensus [the 5’ repeats]. Only families that are enriched in the H3K9me3 mark are shown. (E) Metaplot of input-normalized H3K9me3 signal in genomic regions flanking all genomic L1-A insertions in testicular somatic cells and spermatogonia. Only uniquely mapped reads were considered. Red and blue dashed lines show the distance at which the signal dropped twofold from the peak value.
Figure 3. Effect of Miwi2 mutation on the H3K9me3 mark and TE expression in spermatogonia. (A) Differences in H3K9me3 levels over LINE and LTR families in spermatogonia of 10-dpp Miwi2 knockout (KO) animals relative to those in their heterozygous littermates. Levels of H3K9me3 on 5’ repeats of selected LINEs are displayed as black dots. Heat map shows H3K9me3 levels in LINE and LTR families in germ cells from Miwi2 heterozygous animals; the scale bar at the bottom shows the log2 (ChIP/input) values of these levels. Two L1 families, L1-A and L1-T, analyzed by independent ChIP-qPCR experiments shown on B, are marked in red. (B) ChIP-qPCR on L1-T and L1-A elements confirms a decrease in the H3K9me3 mark in spermatogonia of Miwi2 knockout animals. Spermatogonia were sorted from testes of 10-dpp animals by MACS using the EpCAM cell surface marker. The signal was normalized to respective ChIP input and internally normalized to signal over IAPLTR1a. Two independent ChIP experiments were performed, and error bars show standard deviation. P-values were calculated using t-test based on two sets of qPCR triplicates for each ChIP. (C) Distribution of the H3K9me3 mark along the consensus sequence of L1-A in spermatogonia of Miwi2 knockout and control animals. The Y-axis shows enrichment (log2) of H3K9me3 signal in ChIP-seq compared with input. Signals above the red dashed line indicate at least twofold enrichment. (D) Metaplot of the input-normalized level of the H3K9me3 mark in genomic regions flanking all L1-A insertions in spermatogonia of Miwi2 knockout and control animals. Only uniquely mapped reads were considered. Tandem L1-A genomic insertions were excluded from the analysis. (E) Differential expression of genes and TEs in testes of 10-dpp Miwi2 knockout and control animals as measured by RNA-seq. The fold change in expression upon Miwi2 knockout (Y-axis) is plotted against the average expression level (X-axis). Each dot corresponds to a gene or TE family. Genes (red) and TEs (blue) that passed the multiple testing-adjusted P-value < 0.01 threshold are shown. (F) Correlation between the changes in H3K9me3 and expression levels of TE families upon Miwi2 knockout. The X-axis shows the fold difference of H3K9me3 signal in TE families in spermatogonia of Miwi2 knockout and control animals (negative values indicate the loss of H3K9me3 signal in Miwi2 knockout animals). The Y-axis shows the fold difference in abundance of TE transcripts in Miwi2 knockout compared with control mice. LINE and LTR families with at least 5000 mapped reads were considered.
ChiP signal in 1-kb windows in the libraries from heterozygous and knockout animals and then ranked the windows by the degree of change in H3K9me3 signal in knockout animals. Out of 6866 windows that showed a decrease in the H3K9me3 mark in Miwi2 knockout, 53.24% contained at least one fragment of a LINE retrotransponson. Moreover, when we examined the windows with reduced levels of H3K9me3 signal together with their flanking regions (10 kb in total), we found that LINES occupied 35.21% of these regions, compared with 21.15% in the entire genome. Therefore, regions of the genome with less H3K9me3 signal in Miwi2 knockout cells compared with control cells are significantly enriched in LINES (permutation test \( P < 10^{-6} \)).

To investigate how loss of the H3K9me3 mark observed in the Miwi2 knockout mice affects expression of TEs, we profiled the transcriptome of whole testis isolated from 10-dpp Miwi2 knockout and heterozygous mice (Supplemental Table S3). Expression levels of the majority of LTR and LINE families did not change in the Miwi2 mutant (Fig. 3E) despite the fact that they are targeted by abundant piRNAs (Supplemental Fig. S5). However, in agreement with previous results (Carmell et al. 2007; Kuramochi-Miyagawa et al. 2008; Shoji et al. 2009), we found that expression of several LTR and LINE families was increased in germ cells of Miwi2-deficient mice (Fig. 3E). Among LTR elements, only two families had significantly increased levels of expression in the mutant: IAPEy was up-regulated by 3.9-fold \( (P < 5.76 \times 10^{-11}) \), adjusted for multiple testing, and MMERVK10C was up-regulated by 1.8-fold \( (P < 0.02) \), adjusted for multiple testing). Neither family had decreased H3K9me3 signal in the Miwi2 mutant, indicating that their derepression in Miwi2 knockout is independent of this mark. Miwi2 deficiency also resulted in significant derepression of several LINE families: L1-Gf, L1-T, and L1-A, with L1-A also being truncated (Supplemental Figs. S7, S8). Importantly, all three L1 families that are derepressed in the Miwi2 mutant had increased levels of H3K9me3 in germ cells compared with somatic cells (Supplemental Fig. S6B) and showed loss of H3K9me3 in the Miwi2 mutant (Fig. 3A,B,F). This result suggests that the piRNA pathway is responsible for the higher levels of H3K9me3 on these L1 elements in germ cells.

**MIWI2 targets only full-length L1 copies for chromatin repression**

The decrease in levels of the H3K9me3 mark in Miwi2 mutant observed on aggregated genomic sequences of L1-A, L1-T, and L1-Gf is rather small. Furthermore, genome-wide analysis reveals that the number of regions that lose H3K9me3 (6866) is small compared with the number of L1 fragments in the genome (> 900,000 according to the RepeatMasker annotation). Both observations imply the possibility that the piRNA pathway might affect chromatin marks of a small set of L1 genomic copies. Most copies of L1 are truncated and lack the 5′ region that functions as the promoter (DeBerardinis and Kazazian 1999; Goodier et al. 2001; Mouse Genome Sequencing Consortium 2002), so individual insertions differ in length [with full-length elements being ~6 kb long]. They also differ in similarity to consensus sequence, as there are many old insertions that diverged over time. We found that derepression of L1 in Miwi2 knockout spermatogonia positively correlated with both the length of the element and similarity to consensus [Fig. 4A; Supplemental Fig. S6C]. These results indicate that a deficiency in the piRNA pathway affects a specific subset of L1 elements that are full-length and close to consensus; however, this analysis did not allow us to identify the individual copies that are targeted.

To investigate the effect of Miwi2 deficiency on individual copies of L1, we took advantage of the fact that the H3K9me3 mark spreads upstream of the L1 insertion into the genomic environment. This allowed us to unambiguously compare individual L1 copies by measuring H3K9me3 signal upstream of individual insertions, as the upstream reads could be uniquely mapped. First, we found a high level of H3K9me3 upstream of aggregated full-length L1-A insertions in spermatogonia of control mice, while truncated copies have significantly lower levels of the mark (Fig. 4B,C). This result is in agreement with previous observations that most genomic L1-A copies are truncated from the 5′ end and lack the 5′ portion that has a high level of H3K9me3. Furthermore, levels of the H3K9me3 mark were decreased in Miwi2 knockout spermatogonia on flanking sequences of full-length L1-A copies, but there was little difference around truncated copies [Fig. 4C,D]. As expected, Miwi2 deficiency does not affect the H3K9me3 mark on 3′ flanking sequences of L1-A elements or on flanking regions of L1-F elements [Supplemental Figs. S7, S8].

Despite the lower overall level of H3K9me3 on truncated insertions (<2 kb), we detected a high level of the mark on a number of these sequences [Fig. 4D]. This might be a consequence of the genomic location of these insertions; namely, TE fragments present in heterochromatic regions would have higher H3K9me3 levels as a consequence of their chromatin environment. In agreement with this hypothesis, we found that truncated copies that have high H3K9me3 are twice as likely to be located in intergenic space and not in introns of protein-coding genes compared with copies that have a low level of the H3K9me3 mark [Supplemental Table S4].

Individual full-length L1 copies show significant variability in degree of the decrease of the H3K9me3 mark upon Miwi2 deficiency [Fig. 4D]. This might reflect a genuine biological difference between individual copies located in different chromatin environments or be caused by an inaccuracy in measurement of the H3K9me3 mark on individual copies due to the low number of ChiP-seq reads per copy. To address this question, we selected eight full-length L1-A insertions that have a high level of H3K9me3 mark in upstream flanks as measured by ChiP-seq [Supplemental Table S5]. Half of these copies [group I] had a strong decrease in the H3K9me3 mark.
Figure 4. Distribution of the H3K9me3 mark on individual L1 copies. (A) Correlation between the length of L1-A insertions and their derepression in testes of Miwi2 knockout (KO) mice. All genomic copies of L1-A were binned in groups based on their length. The number of loci in each category is indicated above the boxes. The Y-axis shows fold change in the transcript abundance in testes of 10-dpp Miwi2 knockout animals relative to their heterozygous littermates measured by RNA-seq. Boxes correspond to the 25th and 75th percentiles, and the lines inside the boxes are the medians. The whiskers spread to either 1.5 of IQR (interquartile range) or the farthest outlier if the outlier was within the 1.5 IQR distance. (B) Metaplot of the input-normalized level of the H3K9me3 mark in genomic regions flanking L1-A insertions in spermatogonia of 10-dpp Miwi2 knockout and control mice. All genomic L1-A copies were separated into full-length (with the preserved 500 bp of the 5' end) and truncated copies. Only reads uniquely aligned to flanks of stand-alone L1-A insertions were considered for this analysis. (C) Distribution of the H3K9me3 mark in 1-kb flanks upstream of full-length (>5 kb) and truncated (<2 kb) L1-A insertions in spermatogonia of Miwi2 knockout and control animals. Only uniquely mapped ChIP-seq reads were considered. Boxes and whiskers show percentiles and IQR. (D) Scatter plot representation of the results shown in C. The plot shows the input-normalized level of the H3K9me3 mark in the 1-kb upstream flanks of individual L1-A copies (Y-axis) in relation to the length of each insertion (X-axis) in spermatogonia of Miwi2 knockout and control mice. The dots correspond to individual L1 copies that had at least one read mapped to their flanks in both ChIP and input libraries. (E) ChIP-qPCR analysis of H3K9me3 and H3K4me2/3 levels on eight individual full-length L1-A insertions in Miwi2 knockout and control spermatogonia. The four loci in group I had a strong decrease in the H3K9me3 mark upon Miwi2 deficiency according to ChIP-seq shown on D, while the four loci in group II showed mild or no decrease in ChIP-seq. Germ cells were sorted by MACS from 10-dpp animals. H3K9me3 and H3K4me2/3 ChIPs were performed on the same material. H3K9me3 signal was normalized to input and a control region with high H3K9me3 (RMER1B). H3K4me2/3 signal was normalized to input and H3K4me2/3 level on the promoter of the gene encoding RNA polymerase II [Pol II]. Error bars show standard deviation. Genomic loci and P-values for analyzed L1-A loci are listed in Supplemental Table S5. P-values were calculated using the t-test. (F) The correlation between the number of piRNAs that are able to target individual full-length L1-A loci and their repression as measured by the drop in H3K9me3 signal in Miwi2 knockout animals compared with the control. The Y-axis shows the abundance of piRNAs that target the corresponding L1-A insertions in spermatogonia of Miwi2 knockout and control animals [negative values indicate the loss of H3K9me3 signal in Miwi2 knockout animals]. The X-axis shows the abundance of Miwi2-associated piRNAs that target the corresponding L1-A loci in wild-type embryonic [embryonic day 16.5 [E16.5]] testes. The number of piRNAs was normalized to lengths of L1-A loci [reads per kilobase of sequence per million mapped reads [RPKM]]. An unlimited number of perfect [i.e., no mismatches] genomic alignments per piRNA read was allowed for this analysis.
upon Miwi2 deficiency, while the other half (group II) showed mild or no decrease in the ChIP-seq experiment (Supplemental Table S5). Next, we measured the H3K9me3 signal on both groups in independent biological samples using ChIP-qPCR with primers designed to detect individual copies. The same material was also used to profile H3K4me2/3, a mark that strongly correlates with transcriptional activity, in promoter regions of the same individual L1-A insertions. This allowed us to understand whether the drop in the H3K9me3 signal on individual L1 copies correlates with their transcriptional activation. All four L1-A copies that show a decrease in the H3K9me3 mark upon Miwi2 deficiency by ChIP-seq (group I) also showed a significant drop in signal as measured by ChIP-qPCR on independent biological samples [Fig. 4E, Supplemental Table S5]. Importantly, these copies also showed a twofold to fourfold increase in the H3K4me2/3 mark on their promoters, indicating that the decrease in the H3K9me3 mark correlates with transcriptional activation of individual L1-A copies [Fig. 4E]. Profiling of chromatin marks on group II L1-A copies showed that while two of them do not lose the H3K9me3 mark as was expected, two others showed a significant decrease in H3K9me3 in Miwi2 mutants, although the magnitude of change was smaller compared with group I copies (see Supplemental Table S5). Interestingly, change (or the absence of it) in the H3K9me3 mark for group II copies also correlated with the change in the H3K4me2/3 mark. These results indicate that ChIP-seq overall is quite accurate in detecting the level of H3K9me3 on individual L1 copies, although it is not perfect, likely due to the low number of reads recovered per copy. Importantly, our data indicate that loss of the H3K9me3 mark on individual L1 copies correlates with transcriptional activation of these copies, as reflected by an increase in the H3K4me2/3 mark on their promoter regions.

To understand whether the difference in repression of individual full-length L1 copies depends on the ability of piRNAs to target individual retrotransposon loci, we counted embryonic piRNAs mapped to all full-length L1-A copies in the genome. We found significant correlation between the number of piRNAs that are able to target each L1-A locus and the level of piRNA-dependent repression [as measured by a change in the H3K9me3 mark in flanking sequence in Miwi2 knockout vs. heterozygous animals] [Fig. 4F]. This result indicates that even full-length L1 copies are repressed to a different degree that is directly proportional to the number of piRNAs that target each element.

Taken together, our results indicate that deficiency in the piRNA pathway exclusively affects full-length copies of transpositionally active L1 families, and the strength of repression is proportional to the number of piRNAs targeting each full-length copy. This result explains the moderate effect of Miwi2 deficiency on the level of the H3K9me3 mark on L1 elements considered in bulk, as full-length copies represent a minor fraction of all genomic copies of these retrotransposons. These results are also in agreement with the proposed model that piRNAs recognize nascent transcripts to induce chromatin changes, as only full-length copies are transcribed and therefore can be targeted.

The effect of L1 silencing on expression of adjacent genes

The spreading of repressive chromatin marks such as H3K9me3 into the genomic environment might regulate expression of nearby genes, as demonstrated by the phenomenon of position effect variegation [Henikoff 1990; Schotta et al. 2003; Slotkin and Martienssen 2007]. To investigate the role of TEs in expression of host genes, we first analyzed genomic positions of L1 elements relative to genes. In general, full-length L1 insertions ([≥6 kb] of active families [T, A, and Gl]) are located far from the TSS of any gene. The median distance between an L1 and a TSS is >500 kb, which is at least 20 times greater than the distance that the H3K9me3 mark can spread from the L1. Indeed, of >17,000 genes expressed in testis, only 353 TSSs are located within 25 kb of a full-length LINE. Interestingly, these genes are expressed, on average, at significantly lower levels compared with the rest of the genes [P < 1.63 × 10^-22] [Fig. 5A]. This implies that spreading of the H3K9me3 mark might affect expression of the nearby genes.

To directly test whether the presence of an L1 represses expression of adjacent protein-coding genes, we looked at changes in gene expression in Miwi2 knockout testis compared with controls using RNA sequencing [RNA-seq]. This analysis revealed that, of the genes with TSSs within 25 kb of L1 elements, expression of three genes [Dced2a, Olfr856-ps1, and Pkhd1] changed significantly [P < 0.0002 at a false discovery rate [FDR] < 10%]. Importantly, all three genes were up-regulated in the Miwi2 mutant [Supplemental Table S6]. Independent RT-qPCR analysis of the expression of 15 genes that have TSSs within 25 kb of a full-length L1 insertion revealed that expression of only two genes, Clca4 and Pkhd1, significantly increased in the Miwi2 mutant compared with control cells [Fig. 5B]. Bioinformatic analysis revealed that genes that are derepressed in the Miwi2 mutant do not have significant complementarity to known piRNAs and thus are not targeted directly by piRNAs [data not shown].

To understand whether up-regulation of genes adjacent to L1 insertions in Miwi2 mutants is caused by transcriptional activation due to change in chromatin structure, we measured the H3K9me3 and the H3K42/3 marks on promoters of Clca4 and Pkhd1. ChIP-qPCR failed to detect significant change in either mark on gene promoters upon Miwi2 deficiency [Fig. 5D; data not shown]. Therefore, we carefully examined RNA-seq reads derived from the Clca4 locus and found that the majority of reads in this locus detected in Miwi2 mutant are mapped to introns of Clca4, indicating that they are derived from unprocessed transcript [Fig. 5C]. Furthermore, we noticed that the primers we used to detect up-regulation of Clca4 transcript by qRT-PCR [Fig. 5B] do not span an exon-exon junction, another set of primers designed to detect spliced Clca4 mRNA failed to detect up-regulation in testes of Miwi2 knockout and control animals [data not shown]. Together, these results suggest that the RNA transcribed from the Clca4 locus in Miwi2 knockout animals does not
correspond to properly processed Clca4 mRNA but rather to an aberrant transcript. We propose that transcription initiated by the L1-T element might not terminate properly and extends through the Clca4 locus. Indeed, RT–PCR with primers designed to detect the L1-T readthrough chimeric transcript detected an ~60-fold increase in the amount of such RNA in Miwi2 knockout (KO) and heterozygous 10-dpp animals. Results of two biological replicates were averaged; error bars correspond to standard deviations. (C) Genomic environment of the L1-T insertion in the intron of the Clca4 gene [chr3: 144,796,386–144,849,612]. Shown are RNA-seq [polyA-selected total RNA] tracks from 10-dpp Miwi2 heterozygous (Het) and knockout testis. Only unique mappers are shown. Arrows designate TSSs and direction of the transcription for Clca4 and L1-T. A portion of the Mili gene is shown for comparison with the Clca4 locus. The Y-axis shows the number of reads. Note that the majority of the RNA-seq reads detected in Miwi2KO mapped to intronic sequences of the Clca4 locus, while almost all reads from the Mili gene correspond to exons. (D) ChIP-qPCR analysis of H3K4me2/3 enrichment on the promoters of Clca4 and Pkhd1 in MACS-sorted spermatogonia from 10-dpp Miwi2 knockout and control littermates. Signal was normalized to input and to the H3K4me2/3 level on the promoter of the gene encoding RNA Pol II. Error bars indicate standard deviation. (E) RT-qPCR analysis of the L1-T/Clca4 chimeric transcript in testes of 10-dpp Miwi2 knockout and control animals. Forward primer is in the L1-T insertion, and the reverse primer is in the intronic region of Clca4. RNA was isolated from total testis of two independent sets of Miwi2 heterozygous and knockout littermates. RNA levels were normalized to actin mRNA levels. Error bars indicate standard deviation.
way, H3K9me3, and DNA methylation, we analyzed two genomic regions in which the level of the H3K9me3 mark upstream of the L1-A element is decreased in Miwi2 knockout cells compared with levels in controls [Fig. 4E, insertions 1 and 2; Supplemental Table S5] and a control L1-F region with no change in the Miwi2 mutant. First, we performed independent ChIP-qPCR to measure H3K9me3 signals on the same loci using two different biological samples. ChIP-qPCR confirmed loss of the H3K9me3 mark in the Miwi2 mutant for both L1-A loci, indicating complete penetrance of Miwi2 deficiency [Fig. 6A]. Next, we analyzed DNA methylation of these regions and an additional L1T insertion using bisulfate conversion followed by sequencing. Like the H3K9me3 signal, DNA methylation at the L1-F locus was not affected by Miwi2 deficiency. One of the L1-A loci and the L1-T locus showed significant loss of CpG methylation in the Miwi2 mutant in addition to the decrease in the H3K9me3 mark [Fig. 6B]. The other L1-A locus did not show a change in DNA methylation despite the decrease in H3K9me3 signal [Fig. 6B]. To exclude the possibility that the observed differences are due to differences between samples, we confirmed that there was a loss of H3K9me3 signal without an accompanying change in DNA methylation status at this locus by performing both ChIP-qPCR and bisulfite sequencing on the same starting material [Fig. 6C]. This result indicates that the H3K9me3 mark is deposited on L1 elements in a piRNA-dependent fashion, which does not always correlate with CpG DNA methylation.

**Discussion**

**Distribution of the H3K9me3 mark on different repeat classes**

Our study focused on the profile of the H3K9me3 mark on the repetitive portion of the genome in mouse somatic and germ cells. Although TEs and other repetitive regions comprise almost half of the genome, they have received surprisingly little attention in the majority of genomic and epigenetic studies. Several recent studies established the importance of the H3K9me3 mark for silencing LTR ERV families in ES cells [Matsui et al. 2010; Rowe et al. 2010]. Histone modifications on LINEs have not been extensively analyzed genome-wide, and there is conflicting evidence on whether they are targets for H3K9me3 deposition [Martens et al. 2005; Mikkelsen et al. 2007; Fadloun et al. 2013].

We found high levels of H3K9me3 signal on three repeat classes (satellites, LTRs, and LINEs) in all three cell types studied (liver cells, testicular somatic cells, and spermatogonia). Our study also revealed substantial variability in the levels of H3K9me3 between repetitive element families within each class [Fig. 1C]. Interestingly, LINE and LTR families that are active in the murine genome (Ostertag and Kazazian 2000) had high levels of H3K9me3, while the majority of ancient, inactive families had low levels of the mark. In somatic tissues, the enrichment of H3K9me3 on LTR elements and particularly on the families with the highest level of the mark in spermatogonia of 10-dpp Miwi2 knockout (KO) and control animals. Spermatogonia were purified by MACS, and the H3K9me3 signal was measured by ChIP-qPCR. Means for two qPCRs on ChIP samples from two Miwi2 heterozygous animals and one knockout animal are shown. Error bars show standard deviation. An L1-F insertion served as a control for ChIP efficiency. All ChIP signals are normalized to input and a negative control region. [A] Level of the H3K9me3 mark on three individual L1 loci in spermatogonia of 10-dpp Miwi2 knockout (KO) and control animals. Spermatogonia were purified by MACS, and the H3K9me3 signal was measured by ChIP-qPCR. Means for two qPCRs on ChIP samples from two Miwi2 heterozygous animals and one knockout animal are shown. Error bars show standard deviation. An L1-F insertion served as a control for ChIP efficiency. All ChIP signals are normalized to input and a negative control region. [B] DNA methylation analysis of the same three loci shown in A and an additional L1-T locus. The plot shows the percentage of methylated CpGs on each locus. The actual sequenced clones are shown below the graph. [C] Analysis of H3K9me3 and DNA methylation on the L1-A locus on chr3 shown in A and B performed on the same starting material.
was stronger than on LINEs [Fig. 1B–D]. However, careful examination of H3K9me3 patterns on LTRs and LINEs revealed a more complex picture: We found that the distribution of the mark along the body of the element differed for LTRs and LINEs. Whereas the mark was high along the entire length of the LTR element, 5′ regions of L1 elements, composed of short repeats that function as promoters, had significantly higher H3K9me3 signal than the rest of the element body [Fig. 2A,C]. This pattern was also reflected in the spreading of the H3K9me3 mark into the genomic environment: H3K9me3 signal spread symmetrically [both upstream and downstream] from LTRs, as observed previously [Rebollo et al. 2011], and asymmetrically [only upstream] from L1 elements [Fig. 2B,E].

Most L1 copies are truncated from the 5′ end due to a nonprocessive reverse transcriptase activity during retrotransposition [Luan et al. 1993; Ostertag and Kazazian 2000; Eickbush and Jamburuthugoda 2008]. Therefore, any analysis that considers all genomic copies of a particular LINE family together results in a gross underestimation of the level of H3K9me3 signals on the 5′ portions of full-length L1 elements. Indeed, when we calculated the H3K9me3 signal on the 5′ repeats of L1-F, L1-Gf, L1-A, and L1-T families, levels were similar to those observed on the most enriched LTR elements [Fig. 2D]. Overall, our results indicate that active LTR and LINE families are recognized as targets for repressive histone marks and also explain why enrichment of H3K9me3 was not detected on L1 previously.

The role of piRNAs in establishing the H3K9me3 mark on TEs in germ cells

How LTRs and LINEs are recognized as targets for H3K9 trimethylation is not well understood, although, in ES cells, sequences of several LTR families are bound by a complex that contains sequence-specific KRAB-ZFP (Kruppel-associated box-domain-zinc finger) proteins. These sequence-specific DNA-binding proteins recruit TRIM28/KAP1 and its binding partner, the SetDB1/ESET histone methyltransferase, resulting in silencing of targeted LTRs [Wolf and Goff 2009; Matsui et al. 2010; Rowe et al. 2010]. No similar complex was detected for LINEs.

The elevated level of the H3K9me3 mark on L1 in spermatagonia suggests the existence of a pathway that targets these elements for chromatin repression specifically in male germ cells. The piRNA pathway is a good candidate for such a mechanism, as it operates exclusively in male germ cells and is able to target TEs using sequence-specific piRNA guides. The piRNA-guided repression of TEs requires expression of Miwi2, which enters the nucleus of germ cells in late embryogenesis [Aravin et al. 2008]. We addressed the role of the piRNA pathway in establishing the H3K9me3 mark on TEs by comparing the profiles of this mark in somatic and germ cells of Miwi2 mutants and their heterozygous littermates. We found that a deficiency in the piRNA pathway did not affect levels of the H3K9me3 mark in somatic cells [Supplemental Fig. S4]. This result is expected from previously reported expression patterns of Piwi proteins and piRNAs that seem to be restricted to germ cells [Kuramochi-Miyagawa et al. 2004, 2008; Carmell et al. 2007], although other reports proposed that the piRNA pathway might also repress TEs in other cell types [Marchett et al. 2013]. In contrast to somatic cells, we found significant differences in the H3K9me3 signal in spermatagonia of Miwi2-deficient mice and heterozygous mice: All three L1 families that were transcriptionally derepressed in Miwi2 mutants [L1-A, L1-T, and L1-Gf] also had decreased levels of the H3K9me3 mark, with the effect most pronounced on their 5′ regions [Fig. 3; Supplemental Fig. S2]. Loss of the mark on the body of L1 elements correlated with a decreased H3K9me3 signal upstream of L1 elements [Fig. 3D]. In contrast to L1-A, L1-T, and L1-Gf elements, we found that L1-F elements, which are significantly older and have lost the ability to retrotranspose, are not targeted by the piRNA pathway. One possibility is that the majority of L1-Fs are accumulated in heterochromatin, explaining the high level of H3K9me3 mark on their sequences independently of Miwi2. Indeed, analysis of H3K9me3 levels downstream from L1-F insertions (which reflects the genomic environment of the element, since there is no spreading of the H3K9me3 mark downstream from the insertion) revealed a weak trend, supporting this hypothesis [data not shown]. Taken together, our results indicate that the piRNA pathway targets active L1 families for chromatin modifications.

Previous studies show that dysfunction of the piRNA pathway leads to loss of CpG methylation on LTR and LINE1 in germ cells. This result led to the hypothesis that piRNAs might guide the DNA methyltransferase complexes to their chromatin targets. Our findings that piRNAs also affect the H3K9me3 mark raise the question of the relative contribution of the two mechanisms, DNA methylation and histone modification, to piRNA-dependent TE repression. Mice deficient in Dnmt3L, a protein necessary for DNA methylation of TE sequences in germ cells, show strong overexpression of TEs, indicating that maintenance of DNA methylation is critical for efficient silencing [Bourc’his and Bestor 2004]. Nevertheless, a direct association between DNA methyltransferases and the nuclear MIWI2 complex was not detected. It is possible that DNA methylation is parallel to or downstream from a different chromatin-modifying activity, such as piRNA-guided H3K9 trimethylation. Indeed, recent studies in Drosophila demonstrated an ability of piRNAs to establish repressive H3K9me3 marks on TE targets in the absence of DNA methylation in this organism [Klenov et al. 2011; Wang and Elgin 2011; Sienski et al. 2012; Le Thomas et al. 2013; Rozhkov et al. 2013]. Furthermore, studies in murine ES cells showed the importance of H3K9 methylation for repression of LTR and LINE retrotransposons [Matsui et al. 2010; Rowe et al. 2010]. A high level of both DNA methylation and H3K9me3 marks can be found on LTR ERV elements in ES cells; however, SetDB1-mediated deposition of H3K9me3 seems to be the primary silencing mechanism [Matsui et al. 2010]. Even though LINEs were
not affected by SetDB1 deficiency, the same study found up-regulation of LINEs in ES cells deficient in another H3K9 methyltransferase, Suv39h. Suv39h-deficient mice have defects in spermatogenesis similar to the ones observed in Dnmt3L and Miwi2 mutants [Peters et al. 2001; Bourchis and Bestor 2004; Carmell et al. 2007], suggesting that these might be caused by TE activation, although the expression of retrotransposons was not analyzed in these studies. Taken together, these results suggest a role of H3K9me3 in silencing of LINEs. Other chromatin marks might also play a role in LINE repression: A recent study found a correlation between the global decrease in the H3K9me2 mark and transcriptional activation of LINEs during spermatogenesis [Di Giacomo et al. 2013].

Our data suggest that the ability of piRNAs to establish the repressive H3K9me3 marks was conserved during metazoan evolution, in contrast to DNA methylation. Future studies should reveal the interaction between piRNA-dependent DNA and histone modifications and determine the relative contribution of these two processes to TE repression.

The piRNA pathway selectively represses full-length LINE1 elements

We compared the list of TE families that are targeted by piRNAs with elements that are derepressed and/or had altered levels of H3K9me3 in the piRNA-deficient mutant. Interestingly, the three sets of TEs do not completely overlap. Most striking is that, whereas piRNAs are derived from the majority of LTR and LINE families, only a few families had increased expression in the Miwi2 mutant [Fig. 3E,F]. There are several nonmutually exclusive explanations for this fact: First, many transposon families present in the murine genome are remnants of ancestral invasions, and these elements may no longer have the capacity for transposition or even to be expressed. Obviously, TEs lacking functional promoters cannot be activated even when a repressive mechanism such as the piRNA pathway is removed. Second, it is plausible that some TEs are subject to several independent mechanisms of repression, and, due to this redundancy, a deficiency in the piRNA pathway (Fig. 4C,D). Specifically, we observed that in contrast to the majority of truncated L1 copies, full-length L1 had high H3K9me3 signal and that these signals were decreased in the piRNA pathway mutant. Furthermore, we found that even distinct full-length L1 copies are different in the magnitude of their repression by the piRNA pathway, and the level of suppression is directly proportional to the number of piRNAs that target each individual locus. The loss of H3K9me3 mark on full-length L1 copies resulted in their transcriptional activation, as evidenced by the increase of H3K4me2/3 mark on their promoter regions [Fig. 4E]. In contrast to full-length L1 copies, abundant truncated L1 copies had lower levels of H3K9me3, which did not change upon Miwi2 mutation [Fig. 4B–D]. This observation explains the rather moderate effect of Miwi2 mutation on H3K9me3 marks of L1 elements considered in bulk, as the majority of genomic L1 copies are 5′-truncated. More importantly, this result sheds light on the mode of transposon recognition by the piRNA pathway. Previously, we observed that piRNAs are generated along the whole body of L1, which suggests that even truncated genomic copies might be recognized [Aravin et al. 2008]. This conundrum can be resolved by a model in which TE-derived piRNAs in complex with MIWI2 target nascent transcripts, resulting in establish-

Figure 7. Model for piRNA-induced establishment of the H3K9me3 mark on L1 elements. Transcripts from a full-length LINE in the nucleus of embryonic prospermatogonia are recognized by a MIWI2–piRNA complex, which recruits a histone methyltransferase [HMTase]. This results in deposition of the H3K9me3 mark on LINE 5′ repeats and in the adjacent upstream region. The piRNA associates only with transcripts from actively transcribed copies of TEs. Truncated copies, which are not transcribed, are not targeted by piRNAs.
piRNA establishes H3K9me mark on transposons

Isolation of liver cells

One liver lobe was dissected and immediately put in ice-cold PBS with protease inhibitor cocktail (Roche Complete Mini, EDTA-Free, catalog no. 11 836 170 001). Tissue was chopped finely with a blade and collected in 1.4 mL of PBS. For fixation, 200 μL of 8% PFA was added. Cells were fixed for 12 min at room temperature, and fixation was quenched with 180 μL of 1.25 M glycine for 10 min at room temperature, both with agitation. Tissue pieces were pelleted by centrifuging at 120 rcf for 5 min at 4°C and transferred to a glass douncer in 2 mL of ice-cold PBS. The tissue was dounced for 20–30 strokes with a loose pestle to yield a single-cell suspension. Cells were filtered through a 0.45-μm strainer, pelleted at 250 rcf for 5 min, resuspended in 1 mL of ice-cold PBS, and filtered again through Miracloth. One million cells were used for each ChIP experiment.

ChIP

Both testicular and liver fixed cells were pelleted by centrifugation at 5000 rcf for 5 min at 4°C. Up to 1 million cells were used for each ChIP experiment. Cells were resuspended in 200 μL of ChIP lysis buffer [50 mM Tris-HCl at pH 8.0, 10 mM EDTA, 0.7% SDS, 0.1 mM AEBSF] and sonicated in a Bioruptor (Diagenode) three times at 10 cycles [30 sec sonication, 30 sec recovery] on high setting in the cold room. Sonicated chromatin was cleared by centrifuging at 20,000 rcf for 10 min at 4°C and was stored either on ice for immediate use or at −80°C. For immunoprecipitation, 50 μL of Protein G DynaBeads (Life Technologies, catalog no. 100004) slurry per sample was used, and 10 μL was used for chromatin preclearing. Beads were washed twice in 3 vol of RIPA/BSA buffer [5 mg/mL BSA, 20 mM Tris-HCl at pH 7.4, 150 mM NaCl, 1% NP40, 0.5% sodium deoxycholate, 0.1% SDS] supplemented with 10 mM NaF, 0.2 mM Na3VO4, and protease inhibitor cocktail. Antibody (anti-H3K9me3, Abcam, ab8898; anti-H3K4me2/3, Abcam, ab6000; anti-H3K4me2/3, Abcam, ab6000; anti-H3, Active Motif, #61277) was conjugated to the beads in a total volume of 500 μL of BSA/RIPA for 1.5–2 h at 4°C with agitation; 5 μL per 1 million cells was used. Beads were washed twice in BSA/RIPA. Chromatin was precleared by incubating with Protein G DynaBeads for 0.5 h at 4°C with agitation in 550 μL of BSA/RIPA; 50 μL was set aside as chromatin input material, and 150 μL of TE was added. The rest of the sample was transferred to antibody-conjugated DynaBeads and incubated for 2–3 h at 4°C with agitation. Beads were washed three times in ice-cold LiCl wash buffer (10 mM Tris-HCl at pH 7.4, 500 mM LiCl, 1% NP40, 1% Na-deoxycholate) and once in ice-cold 1× TE. Washed beads were resuspended in 200 μL of TE, and 200 μL of 2× Proteinase K buffer (200 mM Tris-HCl at pH 7.4, 25 mM EDTA, 300 mM NaCl, 2% SDS) with 10 μL of 20 mg/mL Proteinase K [New England Biolabs, P8102] was added to both ChIP and input samples. Samples were incubated for 3 h at 55°C followed by overnight incubation at 65°C to reverse the cross-links. Salt concentration was adjusted to 300 mM NaCl, and final sample volume was adjusted to 500 μL. DNA was extracted using phenol/chloroform, and chloroform was precipitated in 2 vol of absolute ethanol for 2 h at −80°C. After centrifuging at 20,000 rcf for 30 min, pelleted DNA was washed in 500 μL of 70% ethanol, dried, and resuspended in 12 μL of water. Typically, ~500 ng of DNA was recovered from input, and ~50 ng of DNA was recovered from ChIP.

RNA isolation, reverse transcription, and poly(A) selection

Total RNA was isolated from total testis using RiboZol (Ambrosio, N580). RNA was DNase-treated using Turbo DNA-free kit (Ambion, AM1907). DNase-treated RNA (5 μg) was reverse-transcribed using SuperScript III reverse transcriptase (Invitrogen,
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qPCR

qPCRs were performed using 2× MasterMix (MyTaq HS mix
2×, Bioline, BIO-25046) supplemented with 0.2 μL of SYBR
Green I; Molecular Probes, S7563, 1:6000 dilution in DMSO)
per 20-μL reaction. For analysis of gene expression, 1 μL of
cDNA was used as input. Primer sequences for qPCR analysis
of gene expression are listed in Supplemental Table S9. For
ChIP-qPCR using primers against TE consensuses, input DNA
was diluted 1:1000, ChIP DNA was diluted 1:100, and 1 μL was
used. For ChIP-qPCR on individual genomic loci, input DNA
was diluted 1:100, ChIP DNA was diluted 1:10, and 1 μL was
used. Primer sequences for ChIP-qPCR are listed in Supplemental
Table S7.

Cloning ChIP-seq and RNA-seq libraries

Total RNA libraries were cloned using either Illumina TruSeq
RNA sample prep kit (version 2, 48 rxns, RS-122-2001) or
NEBNext Ultra RNA library prep kit for Illumina (New England
Biolabs, E7530). ChIP libraries were cloned using NEBNext
ChIP-seq library prep master kit (New England Biolabs, E6240)
and amplified using NEBNext Multiplex Oligos for Illumina
(New England Biolabs, E7335). Final ChIP libraries were resolved
on a 1.2% agarose gel, the region in the 200- to 450-nt range was
excised, and DNA was purified.

Analysis of ChIP-seq signal within genomic partitions, repeat
classes, and TE families

To assess ChIP signal distribution genome-wide and on TE
bodies, we considered all reads that mapped to the genome
(mm10) with Bowtie 0.12.7 (Langmead et al. 2009) of up to 10,000
positions, allowing for zero mismatches. This cutoff was used to
speed up the computation without sacrificing relevant informa-
ton: It eliminates, on average, only 0.25% of distinct sequences
(0.3%–0.6% reads), of which about a third are derived from
simple repeats [Supplemental Table S2]. For each read, we
assigned the multiplicity score (NH) equal to the total number of
valid alignments of that read in the genome. Next, we divided
the genome into four genomic partitions: exons, introns, and TSSs
of genes and the intergenic space. Exons were defined as the
region of the genome covered by any of the exons annotated by
RefSeq [Pruitt et al. 2009] [RefSeq gene table was downloaded
from the University of California at Santa Cruz [UCSC] genome
browser [Meyer et al. 2013]]; introns were defined as the regions
between exonic partitions within the boundaries of a region
covered by RefSeq transcripts belonging to any gene. Regions
that were between exonic partitions but outside of the gene
boundaries were defined as the intergenic space. The TSS of
a given gene was defined as the 1-kb region around the 5′ end of
the most outstanding transcript annotated to that gene (≤500
bp).

After the genomic partitions were defined, we counted reads
that were mapped within partitions. Each read count was
weighed by the multiplicity score (NH) associated with the read;
thus, each read i incremented the sum of reads by 1/NH. If a read
overlapped with more than one partition, then the read was
assigned to the partition that contained the read’s 5′ nucleotide.

With the weighted counts, we calculated how many reads were
mapped to each individual partition. Next, for each of the four
partition types, counts of reads in individual partitions were
toted. Finally, for each of the four partition types, the total
counts of reads were converted into reads per kilobase of
sequence per million mapped reads (RPKM) values in order to
account for differences in library depths and differences in
lengths of partitions.

ChIP signal in TE families and classes was defined in the
manner analogous to the one described above for genomic
partitions. We considered regions annotated by RepeatMasker
[http://www.repeatmasker.org] in the UCSC genome browser for
the mm10 genome [Meyer et al. 2013] as belonging to a particular
family of TE s to comprise one type of genomic partition.

Similarly, partition types were defined for repeat classes such
as LTRs, LINEs, and satellites. We then calculated how many
weighted reads were mapped to each individual partition and
subsequently totaled the counts for partitions of each type.

Finally, for each partition type, the counts were converted into
RPKM values. ChIP enrichment was defined as the ratio of
RPKMs between ChIP and input libraries.

Normalization strategies for ChIP-seq experiments

A ChIP experiment relies on precipitation of a cross-linked
complex of target protein with DNA, and it is conceivable that
differences in precipitation efficiency between experiments
might bias estimation of ChIP enrichment. To make sure that
our results were not caused by the variability in efficacy of ChIP between samples, we tested two different strategies for internal normalization of ChIP-seq samples. The first strategy used normalization to H3K9me3 enrichment on major satellite repeats that have a very high level of this mark in all cell types. The second strategy used normalization to average H3K9me3 levels in all 100-kb genomic windows that have a high level of the mark. To compile a list of 100-kb windows that have a high H3K9me3 mark, we selected all windows from the control experiment (ChIP-seq on FACS-sorted spermatogonia from 10-dpp Miwi2 heterozygous mice) that had input-normalized H3K9me3 enrichment of more than twofold. In addition, we discarded windows that had <10 reads uniquely mapped to the window. We identified 3358 such windows. Next, we assessed the H3K9me3 enrichment (ChIP/Input signal) in these windows in all of our experiments and normalized by this amount the enrichment on LINE and LTR transposon families. Both normalization strategies showed that the H3K9me3 mark is depleted from 5′ ends of L1-Gf, L1-T and L1-A elements in Miwi2 knockout spermatogonia (Supplemental Fig. S3).

Analysis of ChIP-seq signal in 1-kb regions flanking TE insertions

For profiling ChIP signal in regions flanking TE insertion, we mapped the library reads to the mm10 genome with Bowtie 0.12.7 (Langmead et al. 2009), allowing for zero mismatches, and reads with more than one valid alignment were discarded (i.e., we only considered uniquely mapping reads for this analysis). The upstream and downstream 1-kb flanks of regions annotated by RepeatMasker as a TE were analyzed using the same procedure as described above for TE sequences with the exception that here we counted only reads uniquely mapped to TE flanking regions. The conceptual difference between the flanking region approach versus body approach was that analysis of flanking regions generally allows for unambiguous allocation of sequencing reads, whereas mapping to repetitive elements was frequently ambiguous. Therefore, the analysis of the flanking regions allowed the association of upstream and downstream RPKM values with each individual copy of a TE.

Meta-analysis of ChIP-seq signal in 25-kb flanks of TE insertions

Similar to the analysis of regions flanking TE insertions, we considered only those reads that mapped to the mm10 genome uniquely with zero mismatches (Langmead et al. 2009). Next, we took 25-kb regions on the 5′ and 3′ sides of selected TE families defined according to RepeatMasker track in the UCSC browser and divided them into 250-bp bins. TEs closer than 25 kb to the end of the chromosome were excluded from the analysis. The ChIP-seq reads that overlapped with each individual bin were counted. If a read overlapped with two bins, then the bin containing the 5′ nucleotide of the read was assigned the count. Reads were tallied for all copies of TEs to produce per-bin summary counts. The per-bin summary counts were divided by the total number of uniquely mapped reads in the library in order to account for the library depth. Finally, we divided the normalized per-bin summary counts in ChIP libraries by those in the input libraries, which produced a metaprofile of ChIP enrichment. We noticed that in all ChIP-seq libraries, despite the ChIP enrichment near the edges of 25-kb regions flanking TEs being flattened out, the baseline of the enrichment on the edges was >1. We hypothesize that this is due to global biases in ChIP-seq read distributions; for example, it was suggested that ChIP is biased toward open regions of chromatin (Chen et al. 2012). Therefore, the high ChIP enrichment baseline may reflect the fact that only a subset of the genome is “ChIP-able,” whereas the whole genome is represented in the input library. To account for such ChIP differences between ChIP and input libraries, besides the input normalization of ChIP signal, we introduced an additional normalization step. Judging from the shapes of the metaprofile enrichment curves, we concluded that the distal 5 kb of sequence of 25-kb regions flanking TEs represents the true unbiased baseline of ChIP enrichment. Therefore, we computed the average ChIP enrichment between 5-kb upstream and 5-kb downstream flanking regions and normalized the metaprofile by this amount.

Analysis of ChIP-seq signal on TE consensus sequences

To assess ChIP signal distribution genome-wide and on TE bodies, we mapped the library reads to all RepBase TE consensus sequences with Bowtie 0.12.7 (Langmead et al. 2009), allowing for three mismatches and allowing an unlimited number of valid alignments for each read. Next, with BEDTools (Quinlan and Hall 2010), we evaluated coverage of each base in the consensus sequence. To account for differences in library depths, the consensus coverage was normalized by the total number of mapped reads. Rather than normalizing by the total number of reads mapped to the consensus, we normalized by the total number of reads mapped to the mm10 genome (zero mismatch policy, allowing for 10,000 valid alignments per read). We reasoned that normalizing by reads mapping to the consensus would artificially inflate estimates for input libraries because input reads are relatively randomly distributed. Disregarding the fraction of the library mapping outside TEs would artificially increase input coverage of TEs. Ideally, normalization should be performed by the number of reads mapped to mm10 with an unlimited number of valid alignments per read. However, allowing unlimited multimapping for mm10 alignment was not computationally feasible, and the error associated with restriction of multimapping to 10,000 was minimal (Supplemental Table S1). To estimate ChIP signal on TE consensus sequences, the per-base coverage in ChIP libraries was divided by the coverage in corresponding input libraries.

RNA-seq profiling of differential expression of genes and TEs

To facilitate transcriptome analysis, RNA-seq libraries were first computationally depleted of RNA-derived reads by subtracting those reads that map to rRNA sequences (GenBank identifiers: 18S, NR_003278.3; 28S, NR_003279.1; 5S, D14832.1; and 5.8S, K01367.1) with Bowtie 0.12.7 with up to three mismatches (Langmead et al. 2009). Next, we aligned the libraries to RefSeq mouse transcriptome (the RefSeq gene table was downloaded from the UCSC Genome Browser), allowing for up to three mismatches and an unlimited number of valid alignments per read. The alignments were then unambiguously assigned to individual transcripts using cXpress (Roberts and Pachter 2013). The output of cXpress contains per-transcript RPKM and per-transcript read count estimates. Per-transcript RPKM values were contrasted directly for testis versus liver gene expression comparison (Supplemental Fig. S3). For other types of analyses, per-transcript read counts were summed for transcripts belonging to each gene to produce per-gene read counts. We assumed that genes that received zero read counts in either RNA-seq library were not detectably expressed and removed these genes from the analysis. To estimate RNA-seq read counts and RPKMs for TEs and other repetitive sequences, we aligned the in silico rRNA-
depleted libraries to the mm10 genome with Bowtie 0.12.7 (Langmead et al. 2009), allowing for zero mismatches and 10,000 valid alignments per read. In order to count reads mapped to individual TE families and compute corresponding RPKM values, we proceeded in the same fashion as described above for ChIP-seq libraries.

To estimate differential expression of genes, TEs, and other repetitive elements, we assumed that the technical error in RNA-seq estimation of TE expression is the same as for coding gene transcription expression. Therefore, to increase the power of the analysis, we combined TE and gene read counts and then modeled dispersion (i.e., noise) and estimated differential expression using DESeq (Anders and Huber 2010). DESeq was implemented via the R statistical environment (version 3.0.1) as described in the DESeq documentation accompanying the R interface of the software.

Differential occupancy of H3K9me3 across 1-kb genomic windows

We aligned reads to the mm10 genome with Bowtie 0.12.7 (Langmead et al. 2009), allowing for zero mismatches. Only uniquely mapping reads were considered for this analysis. Next, we broke the mm10 genome into nonoverlapping 1-kb windows and counted the number of reads mapped to each window in ChIP-seq libraries from FACS-sorted germ cells of Miwi2 knockout and control mice. If a read overlapped with two windows, then the window with the 5′ nucleotide of the read received the count for that read. In the end, we received the list of windows with counts of overlapping reads from two ChIP-seq libraries. Only windows that had at least one read in both knockout and control libraries were considered.

For differential occupancy analysis, the per-window counts from knockout and control ChIP-seq libraries were compared with DESeq (Anders and Huber 2010). Normalization, modeling of dispersion, and assignment of fold changes and P-values were done as described in the DESeq documentation accompanying the R interface of the software. We identified 6866 windows in which the levels of the H3K9me3 mark in Miwi2 knockout were decreased relative to the levels in the control samples (P < 0.05). With meta-analysis of ChIP signal in regions flanking TE insertions, we established that the mark spreads from TEs into the environment. Therefore, we extended each of the genomic windows that show differential H3K9me3 signal by 4.5 kb on both sides to produce 10-kb windows. As a control, we took all 1-kb genomic windows, extended each 10 kb, and, for each window, estimated the percentage of bases covered by LINE or LTR transposons. The average TE content in genomic windows that contained at least one ChIP-seq read in knockout and control libraries comprised the expected background TE content. We next calculated the average TE content in the differential occupancy windows and compared it with the control. In order to assess the statistical significance of the comparison of TE content in the identified 6866 regions that had decreases in the H3K9me3 mark, we sampled the control windows at random 6866 times and calculated the average TE content in the sample. The procedure was repeated 1,000,000 times, enabling us to directly estimate the empirical P-value associated with the comparisons of TE content.

Accession numbers

RNA-seq, small RNA, and small DNA data were deposited in the Gene Expression Omnibus database under accession number GSE58332.
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