Scale-Equivariant Unrolled Neural Networks for Data-Efficient Accelerated MRI Reconstruction
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Abstract. Unrolled neural networks have enabled state-of-the-art reconstruction performance and fast inference times for the accelerated magnetic resonance imaging (MRI) reconstruction task. However, these approaches depend on fully-sampled scans as ground truth data which is either costly or not possible to acquire in many clinical medical imaging applications; hence, reducing dependence on data is desirable. In this work, we propose modeling the proximal operators of unrolled neural networks with scale-equivariant convolutional neural networks in order to improve the data-efficiency and robustness to drifts in scale of the images that might stem from the variability of patient anatomies or change in field-of-view across different MRI scanners. Our approach demonstrates strong improvements over the state-of-the-art unrolled neural networks under the same memory constraints both with and without data augmentations on both in-distribution and out-of-distribution scaled images without significantly increasing the train or inference time.
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1 Introduction

Magnetic resonance imaging (MRI) is a medical imaging modality that enables non-invasive anatomical visualization with great soft-tissue contrast and high diagnostic quality. Although the MRI data acquisition process can suffer from long scan durations, it can be accelerated by undersampling the requisite spatial frequency measurements, referred to as \textit{k-space} measurements. As the \textit{k-space} measurements are subsampled below the Nyquist rate, reconstructing the underlying images without aliasing artifacts from these measurements is an ill-posed problem. To tackle this, previous approaches have leveraged prior knowledge of the true underlying solution in the form of regularization – most notably enforcing sparsity in the Wavelet domain, referred to as \textit{compressed sensing} [18]. However, these approaches suffer from long reconstruction times due to their iterative nature and can require parameter-specific tuning [17].

Unrolled neural networks [30,24] have recently been shown to offer state-of-the-art reconstruction performance and faster reconstruction times compared to
the traditional iterative methods, enabling higher acceleration factors for clinical applications [4]. However, these approaches still depend on fully-sampled scans as ground truth data which is either costly or not possible to acquire in many clinical medical imaging applications; hence, reducing dependence on data, referred to as data-efficiency, is desirable. Towards the goal of improving data-efficiency, besides the prior proposals which leverage prospectively undersampled (unsupervised) data that currently lag in reconstruction performance [8,9,13], recent work has proposed designing data augmentation pipelines tailored to accelerated MRI reconstruction with appropriate image-based [12] or acquisition-based, physics-driven transformations [11,10]. Although helpful with data efficiency and robustness to certain distribution drifts, these approaches do not guarantee that the final reconstruction model satisfies the desired symmetries, introduced through the data augmentation transformations, at train or inference time – which may increase the existing concerns among clinicians around using data-driven techniques.

In this work, we propose modeling the proximal operators of unrolled neural networks with scale-equivariant convolutional neural networks (CNNs) in order to improve data-efficiency and robustness to drifts in scale of the images that could be caused by the variability of patient anatomies or change in field-of-view across different MRI scanners. We note that our method effectively encodes a lack of prior knowledge of the scale of the structures in the images, in addition to the lack of position knowledge encoded by the translational equivariance property of standard CNNs. Our approach ensures more stable behavior for our model under scale and position changes at inference time, as scale and translation equivariance get explicitly encoded into the network. Here, we demonstrate the following:

- Our approach outperforms state-of-the-art unrolled neural networks under the same memory constraints both with and without appropriate data augmentations on both in distribution and out-of-distribution scaled images with little impact on the train or inference time.
- Our method is empirically less sensitive to the step size initializations within the proximal updates in comparison to the state-of-the-art unrolled neural networks that are often tuned for each different dataset.
- We depict a correlation between the fidelity of enforcement of scale equivariance, quantified by equivariance error (Eq. 10), and reconstruction performance. We note that this reinforces the utility of incorporating the scale symmetry into unrolled neural networks to improve reconstruction performance in a data-efficient manner.
- We test our method on publicly available mridata 3D fast-spin-echo (FSE) multi-coil knee dataset [21]. In order to promote reproducible research, we open-source our code, and will include experimental configurations along with trained models at https://github.com/ad12/meddlr.
2 Related Work

Data Augmentation for Accelerated MRI Reconstruction. Prior proposals designed transformations that leverage the natural symmetries of the accelerated MRI reconstruction problem in the form of data augmentation. Fabian et al. \cite{12} proposed MRAugment, an image-based data augmentation pipeline. Desai et al. proposed a semi-supervised consistency framework for joint reconstruction and denoising \cite{11}, and later extended the denoising objective to a generalized data augmentation pipeline that enables composing a broader family of physics-driven acquisition-based augmentations and image-based augmentations \cite{10}.

Equivariant Networks. Cohen et al. \cite{7} showed that encoding symmetries directly into the neural network architectures using group equivariant CNNs lead to data-efficiency with guaranteed equivariance to encoded symmetries at both train and inference time. Following this work, there has been considerable amount of work in this direction across different domains of machine learning including exploring roto-translational symmetries \cite{35,6} and scaling symmetries \cite{36,29,28}. Within medical applications, prior proposals primarily focused on roto-translational symmetries for both classification & segmentation tasks \cite{2,33,34,20} and reconstruction tasks \cite{5,13}. To the best of our knowledge, there has not been any prior work that explored scale equivariance in the context of accelerated MRI reconstruction or for any other type of inverse problem.

3 Background and Preliminaries

3.1 Accelerated MRI Reconstruction

We consider multi-coil MRI acquisition, which is a clinically-relevant setup where multiple receiver coils are used to acquire spatially-localized k-space measurements modulated by corresponding sensitivity maps. In this setup, scan times are accelerated by decreasing the number of samples acquired in k-space, referred to as accelerated MRI reconstruction. We represent the undersampling operation on acquired samples in k-space as a binary mask $\Omega$. Overall, the multi-coil accelerated MRI problem can be written as

$$ y = \Omega F S x^* + \epsilon = A x^* + \epsilon, $$

where $y$ is k-space measurements, $F$ is the matrix for discrete Fourier transform, $S$ is the coil sensitivity maps, $x^*$ is the underlying ground truth image, and $\epsilon$ is the additive complex Gaussian noise. Coil sensitivity maps are estimated to perform reconstruction in practice as they are often unknown and vary per patient \cite{25}. $A = \Omega F S$ is the known forward operator during acquisition. Note that this problem is ill-posed in the Hadamard sense \cite{14}, which makes recovering the underlying image $x^*$ impossible to recover uniquely without an assumption such as sparsity in a transformation domain as in compressed sensing \cite{18}.
3.2 Unrolled Proximal Gradient Descent Networks

For MRI compressed sensing, the ill-posed reconstruction problem can be addressed with a regularized least-squares formulation of the form

$$\hat{x} = \arg \min_x \|Ax - y\|_2^2 + R(x),$$

where $R$ is some regularizer (originally proposed an $\ell_1$ penalty in the Wavelet domain [18]). Problems of this form, where $R$ is not necessarily smooth, are often solved with iterative optimization methods such as Proximal Gradient Descent (PGD). At iteration $k$, PGD operates as follows:

$$z^{(k)} = x^{(k)} - \eta_k \nabla_x \|Ax^{(k)} - y\|_2^2$$

$$x^{(k+1)} = \text{prox}_R(z^{(k)})$$

with appropriately chosen step sizes $\eta_k$, and proximal operator $\text{prox}_R(\cdot)$. The first step thus takes a gradient step to enforce consistency of the iterate $x^{(k)}$ with the measured signal in k-space $y$ (data consistency), while the second step enforces the prior of regularizer $R$ on $x^{(k)}$ (proximal step). It is known that following this procedure will provably solve Eq. (2) [23]. Choosing $R$ requires strong a priori assumptions that may not hold in practice. Thus, with the recent success of deep learning approaches, it has been proposed to replace the proximal step with a data-driven supervised learning approach: a learned neural network [27]. In particular, one unrolls a fixed, small number of iterations $K$ of Eqs. (3) and (4), and replaces each proximal step with a CNN, re-writing Eq. (4) with

$$x^{(k+1)} = f_{\theta_k}(z^{(k)})$$

The parameters $\{\theta_k, \eta_k\}_{k=1}^K$ are then trained in an end-to-end fashion over a dataset of undersampled k-space and ground-truth image pairs $\{y_i, x_i^*\}_{i=1}^n$ with some loss function $L(\hat{x}_i, x_i^*)$, such as the pixel-wise complex-$\ell_1$ loss $\|\hat{x}_i - x_i^*\|_1$. Such unrolled networks can outperform standard iterative compressed sensing methods, both in reconstruction quality and time [27]. One proposed explanation for the improved performance is that unrolled networks impose certain priors that are not captured by $\ell_1$-Wavelet regularizers [19,26]. One such prior is that of translation equivariance, which we describe in the subsequent section.

3.3 Equivariance

We say that a function $f$ is 	extit{equivariant} to a function $g$ if

$$f(g(x)) = g(f(x)) \ \forall x$$

Furthermore, we say $f$ is equivariant to a family of functions $\mathcal{G}$ if Eq. (6) holds for all $g \in \mathcal{G}$. Standard convolutional layers are equivariant to the discrete translation group — if the input to a convolutional layer is translated in any direction, the corresponding output is the result of translating the original input’s corresponding
output. Thus, it is built into a CNN that translation does not affect the final output of the network (without pooling), thereby imposing an implicit prior on the nature of the functions that a CNN can learn. Note that in the context of unrolled proximal gradient descent networks, a translation equivariant proximal operator implies a translation invariant implicit regularizer \( R \) [9]. One may also desire to impose other priors through equivariance, as have been proposed with rotation-equivariant CNNs [7] and scale-equivariant CNNs [29].

4 Methods

4.1 Learned Iterative Scale-Equivariant Reconstruction Networks

We propose the use of scale-translation equivariant CNNs for unrolled proximal gradient descent networks, referred to as unrolled neural networks, for accelerated MRI reconstruction. In particular, we enforce the prior that either scaling or translating the undersampled input in the image domain should correspond to a scaled and translated output ground truth image. This scale-translation equivariance provides additional built-in priors to the network, which creates resilience to the changes of scale in the images that might stem from the variability of patient anatomies or change in field-of-view across different MR scanners. We thus replace the proximal step in Eq. (4) of the unrolled proximal gradient descent network as described in Section 3.2 with a scale-translation equivariant CNN as \( f_{\theta_k} \) in Eq. (5), leaving the data consistency steps unchanged. We refer to scale-translation equivariance as scale equivariance throughout the text for brevity.

4.2 Implementation

We define the scale-translation group \( H = \{(s, t)\} := S \rtimes T \) as the semi-direct product of the scale group \( S \), which consists of scale transformations \( s \), and the translation group \( T \), which consists of translations \( t \) [29]. A scale transformation \( L_s \) of a function \( f \) defined on \( H \) is defined by scaling both the scale component and translation component of the arguments of \( f \), i.e.

\[
L_s f(s, t) = f(s^{-1}s, s^{-1}t).
\]

(7)

For a convolutional kernel \( w \) to be scale-translation equivariant for a specific scale \( s \), we require, by Eq. (6),

\[
L_s[f \ast w] = L_s[f \ast w_{s^{-1}}],
\]

(8)

where \( w_{s^{-1}} \) is \( w \) scaled by \( s^{-1} \). To enforce scale equivariance, we follow [29] with an implementation of scale-equivariant convolutions for discrete scales with steerable filters. A convolutional filter is scale-steerable if an arbitrary scale transformation can be expressed as a linear combination of a fixed set of basis filters. Each filter is expressed in terms of a \( B \)-dimensional kernel basis, where each basis filter is pre-calculated and fixed. For our case, we desire that the
Table 1. Scale-Equivariant unrolled networks (Scale-Eq) outperform the state-of-the-art unrolled networks (Vanilla) both on in-distribution (None) and scaled images with scaling factor \( a = 0.9 \) (Scaled), both for zero-initialized and tuned step size initializations \( \eta_0 \) in the data-limited regime. Both Scale-Eq and Vanilla networks use appropriate scale data augmentations during training, as noted by +. Scale-Eq+ for tuned \( \eta_0 \) uses \( B = 2 \).

| Model   | \( \eta_0 \) SSIM | \( \eta_0 \) cPSNR (dB) | \( \eta_0 \) SSIM | \( \eta_0 \) cPSNR (dB) |
|---------|--------------------|------------------------|--------------------|------------------------|
| Vanilla+ zero-init | 0.864 (0.012) 35.77 (0.50) | 0.919 (0.013) 39.03 (0.46) |
| Scale-Eq+   | \textbf{0.900 (0.003) 36.44 (0.49)} | \textbf{0.944 (0.006) 40.45 (0.57)} |
| Vanilla+ tuned | 0.902 (0.008) 35.59 (0.40) | 0.952 (0.004) 40.15 (0.41) |
| Scale-Eq+   | \textbf{0.911 (0.008) 35.83 (0.46)} | \textbf{0.956 (0.001) 40.97 (0.65)} |

convolution to be equivariant to scaling an image by a single factor \( a > 0 \). We can then write our convolutional weights \( w \) as a linear combination of basis functions:

\[
w = \sum_{i=1}^{B} v_i \psi_i^{(a)},
\]

where \( v_i \) is learned, and \( \psi_i^{(a)} \) is a fixed basis filter which has been scaled by a factor of \( a^{-1} \). This method has proven to provide scale equivariance, since convolving an image scaled \( x \) by \( a \) with a filter \( w \) is equivalent to convolving \( x \) with a filter \( w \) scaled by \( a^{-1} \) and then subsequently downscaled, by Eq. (8). In our work, we choose \( \psi \) to be the set of 2D Hermite polynomials with a Gaussian envelope, which has shown empirically to work well in image classification and tracking tasks, though other bases, such as Fourier or radial, may also be used [29,28]. We note that because these basis filters are based on continuous space and are then projected onto the pixel grid, the scale equivariance is not exact. This discrepancy between these two components for some function \( \Phi \), i.e.

\[
\Delta = \| L_s[\Phi(f)] - \Phi(L_s[f]) \|_2^2 / \| L_s[\Phi(f)] \|_2^2
\]

is defined as equivariance error of \( \Phi \). This error suggests that in many cases, exact equivariance is not possible to enforce due to the discrete spatial nature of convolutional kernels. However, using the projection onto the pixel grid as described, one may find close approximations to exact equivariance.

5 Experiments and Results

We use the publicly-available mridata 3D fast-spin-echo (FSE) multi-coil knee dataset (http://mridata.org/) [21] of healthy patients to evaluate our approach.
Table 2. Comparison of Scale-Equivariant, Rotation-Equivariant, and Vanilla unrolled networks using the state-of-the-art data augmentation pipeline MRAugment [12] during training in the data-limited regime. Learned step sizes $\eta_0$ are zero-initialized for all networks; and Scale-Eq uses $B = 2$ for the order of the kernel basis. Scale-Eq-MRAugment outperforms other models, while Rotation-Eq-MRAugment outperforms Vanilla-MRAugment in cPSNR and does comparably in SSIM.

| Model            | SSIM  | cPSNR (dB) |
|------------------|-------|------------|
| Vanilla-MRAugment | 0.877 (0.016) | 34.27 (0.31) |
| Scale-Eq-MRAugment | **0.909 (0.007)** | **36.37 (0.47)** |
| Rotation-Eq-MRAugment | 0.873 (0.008) | 36.30 (0.50) |

Table 3. Data augmentation configuration for the experiments shown in Table 2. $p$ is the effective probability of applying an augmentation, which is equivalent to the base probability multiplied by the weighting factor in the MRAugment framework [12].

| Transform         | Parameters | $p$  |
|-------------------|------------|------|
| H-Flip            | N/A        | 0.275|
| V-Flip            | N/A        | 0.275|
| $k \times 90^\circ$ rotation $k \in \{2\}$ | 0.275 |
| Rotation [-180°, 180°] | 0.275 |
| Translation [-10%, 10%] | 0.55 |
| Scale [0.75, 1.25] | 0.55 |
| Shear [-15°, 15°]  | 0.55 |

We decode 3D MRI scans into a hybrid k-space ($x \times k_y \times k_z$) using the 1D orthogonal inverse Fourier transform along the readout direction $x$ so that all methods reconstruct 2D $k_y \times k_z$ slices. We estimate the coil sensitivity maps using JSENSE [37] as implemented in SigPy [22] with a kernel width of 8 and a 20x20 center k-space auto-calibration region. We use 2D Poisson Disc undersampling with a 16x acceleration rate, a compressed sensing motivated sampling pattern for 3D Cartesian imaging that has been routinely implemented in the clinic at Stanford Hospital [31], for training and evaluation. We randomly partition the dataset into 4480 slices (14 volumes) for training, 640 slices (2 volumes) for validation, and 960 slices (3 volumes) for testing; and simulate a data-limited regime with limiting the training set to 320 slices (1 volume). We use magnitude structural similarity (SSIM) [32] and complex peak signal-to-noise ratio (cPSNR) in decibels (dB) to evaluate the quality of our reconstructions. We note that SSIM has shown to be a more clinically-preferred metric to cPSNR for quantifying perceptual quality of MRI reconstructions [10]. For all evaluated models, we train for 200 epochs, checkpoint every 10 epochs, and pick the best model based on validation SSIM; use the Adam optimizer [15] with its default parameters ($\beta_1=0.9$, $\beta_2=0.999$, base...
Fig. 1. Reconstruction examples for Vanilla+ vs. Scale-Equivariant+ on in-distribution (Original) test scans. Error maps which show the difference between model reconstructions and the fully-sampled ground truth (x20) demonstrate that Scale-Equivariant+ leads to better reconstructions than Vanilla+.

Fig. 2. Sensitivity analysis comparing a vanilla network (Vanilla+) to a scale-equivariant network (Scale-Eq+) with varied equivariance error, where equivariance error is measured after training over the test set, and is controlled by manipulating the desired scale \( a \) to which to be equivariant. Network architectures which better enforce equivariance generally provide better performance, though the method of enforcement (augmentation v.s. equivariance + augmentation) also impacts performance.

learning rate of 1e-3); open-source (blinded) our implementations, experimental configurations, and trained models in PyTorch version 1.8.1 [24].

We follow Sandino et al. [27]’s implementation for the state-of-the-art unrolled neural networks that we refer to as Vanilla. For the rotation-equivariant unrolled
Table 4. Scale-Equivariant unrolled neural networks (Scale-Eq) is less sensitive to the learnable step size initializations \( \eta_0 \) than the state-of-the-art unrolled neural networks (Vanilla), which is desirable since this parameter is highly dataset specific and needs to be tuned carefully. Scale-Eq consistently outperforms Vanilla across all initializations.

| \( \eta_0 \) | SSIM | cPSNR (dB) | SSIM (\(a=0.9\)) | cPSNR (dB) (\(a=0.9\)) |
|-------------|------|-------------|---------------------|-------------------------|
|             | Vanilla Scale-Eq | Vanilla Scale-Eq | Vanilla Scale-Eq | Vanilla Scale-Eq |
| 2.5         | 0.872 | 0.880       | 36.84 | 37.06 | 0.878 | 0.936 | 39.23 | 40.49 |
| 2           | 0.883 | 0.885       | 36.77 | 37.03 | 0.923 | 0.942 | 39.61 | 40.38 |
| 1.5         | 0.878 | 0.886       | 36.97 | 37.02 | 0.907 | 0.938 | 39.77 | 40.34 |
| 1           | 0.876 | 0.877       | 37.00 | 37.11 | 0.925 | 0.932 | 40.08 | 40.59 |
| 0.5         | 0.877 | 0.870       | 37.00 | 37.00 | 0.895 | 0.928 | 39.49 | 40.20 |
| 0           | 0.863 | 0.875       | 36.32 | 36.89 | 0.912 | 0.926 | 38.76 | 39.92 |
| Avg         | 0.875 | 0.879       | 36.82 | 37.02 | 0.907 | \textbf{0.934} | 39.49 | \textbf{40.32} |
| Std         | 0.006 | \textbf{0.005} | 0.24 | \textbf{0.07} | 0.016 | \textbf{0.006} | 0.42 | \textbf{0.22} |

Table 5. Memory (number of trainable parameters), training time, and inference time comparison of Scale-Equivariant and Vanilla unrolled neural networks with appropriate scale data augmentations on a Titan RTX GPU. Scale-Eq+ does not significantly increase the training or inference time over Vanilla+ under the same memory constraints.

| Model      | # Params | Avg Training Time/Iter (s) | Avg Inference Time/Slice (s) |
|------------|----------|---------------------------|-----------------------------|
| Vanilla+   | 434,415  | 0.18                      | 0.046                       |
| Scale-Eq+  | 434,185  | 0.2172                    | 0.058                       |

neural network baseline that we refer to as Rotation-Eq, we follow Celledoni et al’s work in our own implementation where we enforce equivariance to 90° rotations. For our scale-equivariant unrolled neural networks, referred to as Scale-Eq, we set the scale parameter \( a = 0.9 \) and consider the order of the kernel basis a hyperparameter and set it to \( B = 3 \), unless specified otherwise. All unrolled neural networks use 5 unrolled blocks where each proximal block consists of 1 residual block that includes convolutions with 96 channels, learnable step sizes \( \eta_k \), and pixel-wise complex-\( \ell_1 \) training objective.

We compare our method to baselines in the case where appropriate data augmentations are performed during training in order to demonstrate the practical utility of building equivariant networks in addition to the data augmentation based approaches. Specifically, we refer to Vanilla as Vanilla+ and Scale-Eq as Scale-Eq+ when scale data augmentations with a scaling factor of \( a = 0.9 \) are introduced with simple exponential augmentation probability scheduling [12].
Table 1, we consider the cases where learnable step sizes (described in Eq. 3) are zero-initialized or tuned as a hyperparameter, and evaluate on both regular test slices and unseen scaled test slices with a scaling factor of $a = 0.9$ in the data-limited regime. Taking both target ground truth images and pre-computed coil sensitivity maps into account, the scaled setting simulates the scaling changes at inferrence time which might stem from the variability of patient anatomies or change of field-of-view across different MRI scanners in practice. We show that Scale-Eq+ outperforms Vanilla+ across all settings, overall considerably improving the data-efficiency of the network. We note that we keep the number of trainable parameters almost the same between Scale-Eq+ and Vanilla+ for fair performance comparison and demonstrate that Scale-Eq+ does not significantly increase the training or inference time over Vanilla+ in Table 5 to ensure practical utility. We include reconstruction examples along with error maps for Vanilla+ and Scale-Eq+ in Figure 1. We empirically demonstrate in Table 4 that Scale-Eq is less sensitive than Vanilla to the learnable step size initializations that is often highly specific to the dataset and hence can require careful tuning.

In Table 2, we compare Vanilla, Rotation-Eq, and Scale-Eq using the state-of-the-art data augmentation pipeline MRAugment [12], which includes image-based pixel-preserving augmentations such as translation, arbitrary and 90 degree multiple rotations, translation, as well as isotropic and anisotropic scaling, in its default configuration specified in Table 3. We demonstrate that Scale-Eq-MRAugment outperforms Vanilla-MRAugment while Rotation-Eq-MRAugment outperforms Vanilla-MRAugment in PSNR and does comparably in SSIM. We clarify that we do not aim to argue that scale symmetry is more useful to encode than rotation symmetry here, in fact, we demonstrate that encoding scale symmetry is as helpful as encoding rotation symmetry, if not more. Finally, in Figure 2, we depict a correlation between the fidelity of enforcement of scale equivariance, quantified by equivariance error (Eq. 10), and reconstruction performance in terms of SSIM. This further reinforces the utility of incorporating scale equivariance into unrolled networks to improve reconstruction performance in a data-efficient manner.

6 Conclusion

We have proposed learned iterative scale-equivariant unrolled neural networks for data-efficient accelerated MRI reconstruction, demonstrating its utility in improving reconstruction performance in both in-distribution and out-of-distribution settings, even under cases of data augmentation during training. We thus demonstrate that encoding the lack of prior knowledge of the scale of the images can provide a more robust reconstruction network. Many other directions related to this work can be explored, such as applications to three-dimensional image recovery, or to other medical image tasks such as segmentation. One may also further explore the impact of particular transformation groups to which one may be equivariant, to encode multiple priors into various image processing tasks.
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