Dirac cohomology and unipotent representations of complex groups

Dan Barbasch and Pavle Pandžić

Abstract. This paper studies unitary representations with Dirac cohomology for complex groups, in particular relations to unipotent representations.

1. Introduction

In this paper we will study the problem of classifying unitary representations with Dirac cohomology. We will focus on the case when the group $G$ is a complex group viewed as a real group. It will easily follow that a necessary condition for having nonzero Dirac cohomology is that twice the infinitesimal character is regular and integral. The main conjecture is the following.

Conjecture 1.1. Let $G$ be a complex Lie group viewed as a real group, and $\pi$ be an irreducible unitary representation such that twice the infinitesimal character of $\pi$ is regular and integral. Then $\pi$ has nonzero Dirac cohomology if and only if $\pi$ is cohomologically induced from an essentially unipotent representation with nonzero Dirac cohomology. Here by an essentially unipotent representation we mean a unipotent representation tensored with a unitary character.

We start with some background and motivation.

Let $G$ be the real points of a linear connected reductive group. Its Lie algebra will be denoted by $\mathfrak{g}_0$. Fix a Cartan involution $\theta$ and write $\mathfrak{g}_0 = \mathfrak{k}_0 + \mathfrak{s}_0$ for the Cartan decomposition. Denote by $K$ the maximal compact subgroup of $G$ with Lie algebra $\mathfrak{k}_0$. The complexification $\mathfrak{g} := (\mathfrak{g}_0)_\mathbb{C}$, decomposes as $\mathfrak{g} = \mathfrak{k} + \mathfrak{s}$.

A representation $(\pi, \mathcal{H})$ on a Hilbert space is called unitary, if $\mathcal{H}$ admits a $G$–invariant positive definite inner product. One of the major problems of representation theory is to classify the irreducible unitarizable modules of $G$. As motivation for why this problem is important, we present an example from automorphic forms. Let $\Gamma \subset G$ be a discrete cocompact subgroup. A question of interest is
the computation of $H^*(\Gamma)$. Let $X := \Gamma \backslash G/K$. Then $H^i(\Gamma) := H^i_{\text{top}}(X, \mathbb{C})$, where $H^i_{\text{top}}(X, \mathbb{C})$ denotes the usual cohomology of the topological space $X$: The theory of automorphic forms provides insight into $H^i_{\text{top}}(X, \mathbb{C})$. A fundamental result of Gelfand and Piatetsky-Shapiro is that

$$L^2(\Gamma \backslash G) = \bigoplus m_\pi \mathcal{H}_\pi$$

where $\pi$ are irreducible unitary representations of $G$, and $m_\pi < \infty$. It implies that $H^i(\Gamma) = H^i_{\text{top}}(X, \mathbb{C}) = \bigoplus m_\pi H^i_{\text{ct}}(G, \mathcal{H}_\pi) = \bigoplus m_\pi H^i(\mathfrak{g}, K; \mathcal{H}_\pi)$.

Here $H^i_{\text{ct}}(G, \mathcal{H}_\pi)$ denotes the continuous cohomology groups (see [BW]), and the groups $H^i(\mathfrak{g}, K; \mathcal{H}_\pi)$ are the relative Lie algebra cohomology groups defined in [BW], Chapter II, Section 6, or [VZ]. Here the unitary representation $\mathcal{H}_\pi$ is replaced by the corresponding $(\mathfrak{g}, K)$ module, denoted again by $\mathcal{H}_\pi$.

Thus to obtain information about $H^i(\Gamma)$ one needs to have information about $m_\pi$ and $H^i(\mathfrak{g}, K, \pi)$. It is very difficult to obtain information about the multiplicities $m_\pi$. On the other hand, knowledge about the vanishing of $H^i(\mathfrak{g}, K)$ for all unitary representations translates into vanishing of $H^i(\Gamma)$. This approach leads one to consider the following problem.

**Problem.** Classify all irreducible admissible unitary modules with nonzero $(\mathfrak{g}, K)$ cohomology.

A more general problem where $\mathbb{C}$ is replaced by an arbitrary finite dimensional representation was solved by Enright [E] for complex groups. Introducing more general coefficients has the effect that $\mathcal{H}_\pi$ is replaced by $\mathcal{H}_\pi \otimes F^*$ for some finite-dimensional representation $F$. The results were generalized later by Vogan-Zuckermann [VZ] to real groups as follows. The $\lambda$ appearing below is such that the infinitesimal character of $\mathcal{R}_q(\mathfrak{c}_\lambda)$ equals the infinitesimal character of $F$. The answer is that $\pi = \mathcal{R}_q(\mathfrak{c}_\lambda)$, where

- $\mathfrak{q} = \mathfrak{l} + \mathfrak{u} \subset \mathfrak{g}$ is a $\theta$ stable parabolic subalgebra,
- $\mathfrak{C}_\lambda$ is a unitary character of $\mathfrak{l}$,
- $\mathcal{R}_q^s$ is cohomological induction, and $s = \dim(\mathfrak{u} \cap \mathfrak{t})$.

The starting point for the proof is the fact $H^i(\mathfrak{g}, K; \pi) \cong \text{Hom}_K[\Lambda^i \mathfrak{s}, \pi]$. The reference [BW] gives consequences of these results. For a survey of related more recent results, the reader may consult [LS].

A major role in providing an answer to the above problem is played by the Dirac Inequality of Parthasarathy [P2]. The adjoint representation of $K$ on $\mathfrak{s}$ lifts to $\text{Ad} : \bar{K} \longrightarrow \text{Spin}(\mathfrak{s})$, where $\bar{K}$ is the spin double cover of $K$. The Dirac operator

$$D : \mathcal{H}_\pi \otimes \text{Spin} \longrightarrow \mathcal{H}_\pi \otimes \text{Spin}$$

is defined as

$$D = \sum b_i \otimes d_i \in U(\mathfrak{g}) \otimes C(\mathfrak{s}),$$

where $C(\mathfrak{s})$ denotes the Clifford algebra of $\mathfrak{s}$ with respect to the Killing form, $b_i$ is a basis of $\mathfrak{s}$ and $d_i$ is the dual basis with respect to the Killing form, and $\text{Spin}$ is a spin module for $C(\mathfrak{s})$. $D$ is independent of the choice of the basis $b_i$ and $K$–invariant. It satisfies

$$D^2 = -(\text{Cas}_\mathfrak{g} \otimes 1 + \| \rho_\mathfrak{g} \|^2) + (\Delta(\text{Cas}_\mathfrak{g}) + \| \rho_\mathfrak{g} \|^2).$$
In this formula, due to Parthasarathy [P1],
- \( \text{Cas}_\mathfrak{g} \) and \( \text{Cas}_\mathfrak{t} \) are the Casimir operators for \( \mathfrak{g} \) and \( \mathfrak{t} \) respectively,
- \( \mathfrak{h} = \mathfrak{t} + \mathfrak{a} \) is a fundamental \( \theta \)-stable Cartan subalgebra with compatible systems of positive roots for \((\mathfrak{g}, \mathfrak{h})\) and \((\mathfrak{t}, \mathfrak{t})\),
- \( \rho_\mathfrak{g} \) and \( \rho_\mathfrak{t} \) are the corresponding half sums of positive roots,
- \( \Delta : \mathfrak{t} \to U(\mathfrak{g}) \otimes C(\mathfrak{s}) \) is given by \( \Delta(X) = X \otimes 1 + 1 \otimes \alpha(X) \), where \( \alpha \) is the action map \( \mathfrak{t} \to \mathfrak{so}(\mathfrak{s}) \) followed by the usual identifications \( \mathfrak{so}(\mathfrak{s}) \cong \bigwedge^2(\mathfrak{s}) \). If \( \pi \) is unitary, then \( \mathcal{H}_\pi \otimes \text{Spin} \) admits a \( K \)-invariant inner product \( \langle \, , \, \rangle \) such that \( D \) is self adjoint with respect to this inner product. It follows that \( D^2 \geq 0 \) on \( \mathcal{H}_\pi \otimes \text{Spin} \). Using the above formula for \( D^2 \), we find that

\[
\text{Cas}_\mathfrak{g} + \|\rho_\mathfrak{g}\|^2 \leq \text{Cas}_{\Delta(\mathfrak{t})} + \|\rho_\mathfrak{t}\|^2
\]
on any \( K \)-type \( \tau \) occurring in \( \mathcal{H}_\pi \otimes \text{Spin} \). Another way of putting this is

\[
(1.1) \quad \|\chi\|^2 \leq \|\tau + \rho_\mathfrak{t}\|^2,
\]

for any \( \tau \) occurring in \( \mathcal{H}_\pi \otimes \text{Spin} \), where \( \chi \) is the infinitesimal character of \( \pi \). This is the Dirac inequality mentioned above.

These ideas are generalized by Vogan [V2] and Huang-Pandžić [HP1] as follows. For an arbitrary admissible \((\mathfrak{g}, K)\) module \( \pi \), we define \textit{Dirac cohomology} of \( \pi \) as

\[
H_D(\pi) = \ker D/(\ker D \cap \text{im } D).
\]

Then \( H_D(\pi) \) is a module for \( \tilde{K} \). If \( \pi \) is unitary, \( H_D(\pi) = \ker D = \ker D^2 \).

The main result about \( H_D \) is the following theorem conjectured by Vogan.

**Theorem 1.2. [HP1]** Assume that \( H_D(\pi) \) is not zero, and let it contain an irreducible \( \tilde{K} \)-module with highest weight \( \tau \). Let \( \chi \in \mathfrak{h}^* \) denote the infinitesimal character of \( \pi \). Then \( w\chi = \tau + \rho_\mathfrak{t} \) for some \( w \) in the Weyl group \( W = W(\mathfrak{g}, \mathfrak{h}) \).

More precisely, there is \( w \in W \) such that \( w\chi |_{\mathfrak{a}} = 0 \) and \( w\chi |_{\mathfrak{t}} = \tau + \rho_\mathfrak{t} \).

Conversely, if \( \pi \) is unitary and \( \tau = w\chi - \rho_\mathfrak{t} \) is the highest weight of a \( \tilde{K} \)-type occurring in \( \pi \otimes \text{Spin} \), then this \( \tilde{K} \)-type is contained in \( H_D(\pi) \).

This result might suggest that difficulties should arise in passing between \( K \)-types of \( \pi \) and \( \tilde{K} \)-types of \( \pi \otimes \text{Spin} \). For unitary \( \pi \), the situation is however greatly simplified by the Dirac inequality. Namely, together with (1.1), Theorem 1.2 shows that the infinitesimal characters \( \tau + \rho_\mathfrak{t} \) of \( \tilde{K} \)-types in Dirac cohomology have minimal possible norm. This means that whenever such \( E(\tau) \) appears in the tensor product of a \( K \)-type \( E(\mu) \) of \( \pi \) and a \( \tilde{K} \)-type \( E(\sigma) \) of \( \text{Spin} \), it necessarily appears as the PRV component [PRV], i.e.,

\[
(1.2) \quad \tau = \mu + \sigma^- \quad \text{up to } W_\mathfrak{t},
\]

where \( \sigma^- \) denotes the lowest weight of \( E(\sigma) \).

For unitary representations, the relation of Dirac cohomology to \((\mathfrak{g}, K)\) cohomology is as follows. (For more details, see [HP1] and [HKP].) One can write the \( K \)-module \( \bigwedge(\mathfrak{s}) \) as \( \text{Spin} \otimes \text{Spin} \) if \( \dim \mathfrak{s} \) is even, or twice the same space if \( \dim \mathfrak{s} \) is odd. It follows that

\[
\text{Hom}_K(\bigwedge(\mathfrak{s}), \pi \otimes F^*) = \text{Hom}_{\tilde{K}}(F \otimes \text{Spin}, \pi \otimes \text{Spin}),
\]
or twice the same space if \( \text{dim} \mathfrak{s} \) is odd. Since \( D^2 \geq 0 \) on \( \pi \otimes \text{Spin} \) and \( D^2 \leq 0 \) on \( F \otimes \text{Spin} \), it follows that
\[
H(\mathfrak{g}, K; \pi \otimes F^*) = \text{Hom}_K(H_D(F), H_D(\pi)),
\]
or twice the same space if \( \text{dim} \mathfrak{s} \) is odd. In particular, if \( \pi \) is unitary and it has nontrivial \((\mathfrak{g}, K)\) cohomology, then \( H_D(\pi) \neq 0 \).

For a representation to have nonzero \((\mathfrak{g}, K)\) cohomology with coefficients in a finite dimensional representation, the infinitesimal character must be regular integral. Conversely, assume that \( \pi \) is unitary with regular integral infinitesimal character. Then the main result of [SR] implies that \( \pi \) is an \( A_q(\lambda) \)-module, and therefore it has nonzero \((\mathfrak{g}, K)\) cohomology by the results of [VZ]. (Hence it also has nonzero Dirac cohomology, as explained above.)

The hope is that unitary representations with Dirac cohomology will have similarly nice properties. For \( H_D(\pi) \), to be nonzero, Theorem 1.2 provides a restriction on the infinitesimal character \( \chi_\pi \) which is weaker than regular integral. Namely, because \( \chi_\pi|_t \) must be conjugate to \( \tau + \rho_c \), it must be regular integral for the roots in \( \mathfrak{k} \). Thus one expects to have representations with nonzero Dirac cohomology with infinitesimal character that is not regular integral. Indeed, we will describe many such examples in this paper. On the other hand, the conditions of regularity and integrality with respect to \( \mathfrak{k} \) is still quite restrictive and we cannot expect such representations to capture the entire unitary dual. The relatively few unitary representations that have nonzero Dirac cohomology are however the borderline cases for unitarity in the sense of Dirac inequality.

The paper is organized as follows. In Section 2 we first recall some well known facts about complex groups and their representations. Then we prove one of the main results of the paper, which says that a representation which is unitarily induced from a representation with \( H_D \neq 0 \) must have \( H_D \neq 0 \), provided twice its infinitesimal character is regular and integral. In Section 3 we strengthen this result by actually calculating \( H_D \) for representations induced from unitary characters whose infinitesimal character is \( \rho/2 \). In Section 4 we generalize this result to \( GL(n, \mathbb{C}) \) and more general infinitesimal characters (we do not prove the full conjecture). Finally in Section 5 we discuss unipotent representations with nonvanishing Dirac cohomology. In summary, the main general results are Theorem 2.3 and Theorem 3.3. The other results of the paper provide evidence for conjectures 1.1, 3.4 and 4.1. We plan to investigate the validity of these conjectures in future papers.

We dedicate this paper to Henri Moscovici. Henri introduced the first author to the beautiful theory of the heat kernel and index theory on semisimple groups.

2. Complex groups

2.1. General setting. Let \( G \) be a complex group viewed as a real group. Let \( H = TA \) be a \( \theta \)-stable Cartan subgroup with Lie algebra \( \mathfrak{h}_0 = \mathfrak{t}_0 + \mathfrak{a}_0 \), a \( \theta \)-stable Cartan subalgebra. Let \( B = HN \) be a Borel subgroup. We identify \( \mathfrak{h} \cong \mathfrak{h}_0 \times \mathfrak{h}_0 \), and the complexifications
\[
(2.1) \quad \mathfrak{t} \cong \set{(x, -x) : x \in \mathfrak{h}_0}, \quad \mathfrak{a} \cong \set{(x, x) : x \in \mathfrak{h}_0}.
\]

Admissible irreducible representations of \( G \) are parametrized by conjugacy classes of pairs \((\lambda_L, \lambda_R) \in \mathfrak{h}_0 \times \mathfrak{h}_0 \) under the diagonal \( \Delta(W) \subset W \times W \). More precisely the following theorem holds.
Let \((\lambda_L, \lambda_R)\) be such that \(\mu := \lambda_L - \lambda_R\) is integral. Write \(\nu := \lambda_L + \lambda_R\). We can view \(\mu\) as a weight of \(T\) and \(\nu\) as a character of \(A\). Let

\[
X(\lambda_L, \lambda_R) := \text{Ind}_E^K [C_\mu \otimes C_\nu \otimes \mathbb{I}]_{K\cdot \text{finite}}.
\]

**Theorem 2.1** ([Zh], [PRV]). The \(K\)-type with extremal weight \(\mu\) occurs with multiplicity 1, so let \(L(\lambda_L, \lambda_R)\) be the unique irreducible subquotient containing this \(K\)-type.

1. Every irreducible admissible \((g, K)\) module is of the form \(L(\lambda_L, \lambda_R)\).
2. Two such modules \(L(\lambda_L, \lambda_R)\) and \(L(\lambda'_L, \lambda'_R)\) are equivalent if and only if the parameters are conjugate by \(\Delta(W) \subset W_e \cong W \times W\). In other words, there is \(w \in W\) such that \(w\mu = \mu'\) and \(w\nu = \nu'\).
3. \(L(\lambda_L, \lambda_R)\) admits a nondegenerate hermitian form if and only if there is \(w \in W\) such that \(w\mu = \mu, w\nu = -\tau\).

This result is a special case of the more general Langlands classification, which can be found for example in the book [Kn].

We next describe the spin representation of the group \(\tilde{K}\). Let \(\rho := \frac{1}{2} \sum_\alpha \Delta(\mathfrak{b}, \mathfrak{h}) \alpha\). Let \(r\) denote the rank of \(\mathfrak{g}\).

**Lemma 2.2.** The \(\text{Spin}\) representation viewed as a \(\tilde{K}\)-module is a direct sum of \([\frac{r}{2}]\) copies of the irreducible representation \(E(\rho)\) of \(\tilde{K}\) with highest weight \(\rho\).

**Proof.** The general description of the spin module is given for example in [BW], Lemma 6.9. It says that the irreducible components of \(\text{Spin}\) correspond to choices of positive roots for \(\mathfrak{g}\) compatible with a fixed choice of positive roots for \(\mathfrak{t}\). The multiplicity for each component is \([\text{dim} \mathfrak{a}]\). In the complex case, there is only one such choice of positive roots, and \(\text{dim} \mathfrak{a}\) is \(r\). □

Lemma 2.2 implies that in calculating \(H_D(\pi)\) for unitary \(\pi\), one can replace \(\text{Spin}\) by \(E(\rho)\) and then in the end simply multiply the result by multiplicity \([\frac{r}{2}]\).

By Theorem 2.2 and the above remark, a unitary representation \(L(\lambda_L, \lambda_R)\) has Dirac cohomology if and only if there is \((w_1, w_2) \in W_e\) such that

\[
(2.2) \quad w_1 \lambda_L + w_2 \lambda_R = 0, \quad w_1 \lambda_L - w_2 \lambda_R = \tau + \rho
\]

where \(\tau\) is the highest weight of a \(\tilde{K}\)-type which occurs in \(L(\lambda_L, \lambda_R) \otimes E(\rho)\). More precisely

\[
(2.3) \quad [H_D(\pi) : E(\tau)] = \sum_\mu \left( \frac{r}{2} \right) \frac{\tau}{2} \sum_\pi [\pi : E(\mu)] [E(\mu) \otimes E(\rho) : E(\tau)],
\]

where the sum is over all \(K\)-types \(E(\mu)\) of \(\pi\).

Write \(\lambda := \lambda_L\). The first equation in (2.2) implies that \(\lambda_R = -w_2^{-1} w_1 \lambda\). The second one says that \(2w_1 \lambda = \tau + \rho\), so that \(w_1 \lambda\) must be regular, and \(2w_1 \lambda\) regular integral. Replace \(w_1 \lambda\) by \(\lambda\). Thus we can write the parameter of \(\pi\) as \((\lambda, -s\lambda)\) with \(\lambda\) dominant, and \(s \in W\). Since \(L(\lambda, -s\lambda)\) is assumed unitary, it is hermitian. So there is \(w \in W\) such that

\[
(2.4) \quad w(\lambda + s\lambda) = \lambda + s\lambda, \quad w(\lambda - s\lambda) = -\lambda + s\lambda.
\]

This implies that \(w\lambda = s\lambda\), so \(w = s\) since \(\lambda\) is regular, and \(ws\lambda = s^2\lambda = \lambda\). So \(s\) must be an involution.

Thus to compute \(H_D(\pi)\) for \(\pi\) that are unitary, we need
(1) $L(\lambda, -s\lambda)$ that are unitary with

\begin{equation}
2\lambda = \tau + \rho,
\end{equation}

in particular $2\lambda$ is regular integral,

(2) the multiplicity

\begin{equation}
[L(\lambda, -s\lambda) \otimes E(\rho) : E(\tau) ].
\end{equation}

2.2. Unitarily induced representations. We consider the Dirac cohomology of a $\pi$ which is unitarily induced from a unitary representation of the Levi component of a parabolic subgroup $P = MN$ with nonzero Dirac cohomology. We denote the representation we are inducing from by $\pi_m \otimes \mathbb{C}_\xi$, where $\xi$ is a unitary character of $M$.

We choose a positive system $\Delta$ so that $\xi$ is dominant. Assume that $P$ is such that $p = m + n$ is the parabolic subalgebra determined by $\xi$. Then $\Delta = \Delta_m \cup \Delta(n)$, where $\Delta_m$ is a positive root system for $m$, while $\Delta(n)$ denotes the set of roots such that the corresponding root spaces are contained in $n$.

The representation $\pi_m = L(\lambda_m, -s\lambda_m)$ satisfies

\begin{align}
\lambda_m + s\lambda_m &= \mu_m, \\
\lambda_m - s\lambda_m &= \nu_m.
\end{align}

By assumption, $\pi_m$ has Dirac cohomology. So

\begin{equation}
2\lambda_m = \mu_m + \nu_m.
\end{equation}

Here $\rho_m$ is the half sum of the roots in $\Delta_m$ and $\tau_m$ is dominant with respect to $\Delta_m$. Also,

\begin{equation}
[\pi_m \otimes F(\rho_m) : F(\tau_m)] \neq 0.
\end{equation}

Here and in the following $F(\chi)$ denotes the finite-dimensional $m$-module with highest weight $\chi$, to distinguish it from $E(\chi)$ which denotes the finite-dimensional $g$-module with highest weight $\chi$. We are also going to use analogous notation when $\chi$ is not necessarily dominant, but any extremal weight of the corresponding module.

The induced module $\pi = Ind_F^G[\pi_m \otimes \xi]$ has parameters

\begin{align}
\lambda &= \xi/2 + \lambda_m, \\
\mu &= \xi + \mu_m, \\
s\lambda &= \xi/2 + s\lambda_m, \\
\nu &= \nu_m.
\end{align}

In order to have Dirac cohomology, $2\lambda$ must be regular integral; so assume $\xi$ is such that this is the case. Let $\Delta'$ be the positive system such that $\lambda$ is dominant. Then

\begin{equation}
2\lambda = \xi + 2\lambda_m = \xi + \mu_m + \nu_m = \tau' + \rho'.
\end{equation}

Here $\rho'$ is the half sum of the roots in $\Delta'$, and $\tau'$ is dominant with respect to $\Delta'$. In order to see that $\pi$ has nonzero Dirac cohomology, we need

**Lemma 2.3.** The restriction of the $g$-module $E(\rho)$ to $m$ is isomorphic to $F(\rho_m) \otimes \mathbb{C}_{-\rho_n} \otimes \wedge^* n$, where $F(\rho_m)$ denotes the irreducible $m$-module with highest weight $\rho_m$ and $\rho_n$ denotes the half sum of roots in $\Delta(n)$.

**Proof.** Since $g$ and $m$ have the same rank, we can use Lemma 2.2 to replace $E(\rho)$ and $F(\rho_m)$ by the corresponding spin modules. Recall that the spin module $Spin_m$ can be constructed as $\wedge^* m^+$, where $m^+$ is a maximal isotropic subspace of $m$. We can choose $m^+$ so that it contains all the positive root subspaces for $m$, as well as a maximal isotropic subspace $h^+$ of the Cartan subalgebra $h$. To construct
Spin$_g$, we can use the maximal isotropic subspace \( g^+ = m^+ \oplus n \) of \( g \). It follows that Spin$_g = Spin_m \otimes \mathbb{C}_{-\rho_n} \otimes \wedge^* n$. The \( \rho \)-shift comes from the fact that the highest weight of Spin$_m$ is \( \rho_m \) and the highest weight of Spin$_n$ is \( \rho_n \), while the highest weight of Spin$_m \otimes \wedge^* n$ is \( \rho_m + 2\rho_n = \rho + \rho_n \).

Since \( \pi \) is unitary, the computation for its Dirac cohomology is

\[
\begin{align*}
[\pi \otimes E(\rho) : E(\tau')] &= \left[ \pi_m \otimes C_\xi \otimes E(-\tau') \right]_m : E(\rho) |_m, \\
\left[ \pi_m \otimes C_\xi \otimes E(-\tau') \right]_m : F(\rho_m) \otimes C_{-\rho_n} \otimes \wedge^* n, \\
C_{\xi+\rho_m} \otimes \pi_m \otimes F(\rho_m) \otimes E(-\tau') |_m : \wedge^* n.
\end{align*}
\]

(2.13)

Note that the dual of \( v - \Delta_m \) for any simple \( \gamma \) weights for the same module. In particular, \( r = m + 2\rho_n = \rho + \rho_n \), the PRV component of \( F(\tau_m) \otimes \wedge^* n \).

Since \( \Delta \supset \Delta_m \), the LHS of (2.13) contains the representation

\[
C_{\xi+\rho_m} \otimes F(\tau_m) \otimes E(-\tau') |_m \supset C_{\xi+\rho_m} \otimes F(\tau_m - \tau').
\]

Note that, \( F(\tau_m - \tau') \) is the PRV component of \( F(\tau_m) \otimes F(-\tau') \subseteq F(\tau_m) \otimes E(-\tau') |_m \).

By (2.12) and (2.14), \( \tau_m - \tau' = -\xi - \rho_m + \rho' \),

\[
C_{\xi+\rho_m} \otimes F(\tau_m - \tau') \supset F(\rho_n - \rho_m + \rho') = F(w_m \rho + \rho').
\]

Namely, \( F(\tau_m - \tau') \) is the highest weight \( \tau_m - \tau' \) with respect to \( \Delta' \).

Using (2.12) and (2.14), we can write

\[
-\tau' = -2\lambda + \rho' - \xi - \rho_m + \rho' = -\xi - \rho_m + \rho' = -2\lambda + \rho' = -2\lambda + \rho' = -2\lambda + \rho' = -2\lambda + \rho'.
\]

(2.14)

So we see that the LHS of the last line of (2.13) contains the representation

\[
\left[ F(w_m \rho + \rho') : \wedge^* n \right] \neq 0.
\]

This will prove that (2.13) is nonzero, and consequently that \( \pi \) has nonzero Dirac cohomology.

Note that \( w_m \rho' + \rho \) is a sum of roots in \( \Delta(n) \), and antidominant for \( \Delta_m \), because for any simple \( \gamma \in \Delta_m \), \( \langle \rho', \gamma \rangle \in \mathbb{N}^+ \) and \( \langle \rho, \gamma \rangle = 1 \). Moreover,

\[
w_m \rho' + \rho = \sum_{\langle \alpha, w_m \rho' \rangle > 0, \langle \alpha, \rho \rangle > 0} \alpha.
\]

(2.16)

To show that (2.15) holds, it is enough to show that

\[
v := \bigwedge_{\langle \alpha, \rho \rangle > 0, \langle \alpha, w_m \rho' \rangle > 0} e_\alpha \in \wedge^* n
\]

is a lowest weight vector for \( \Delta_m \). Here \( e_\alpha \) denotes a root vector for the root \( \alpha \).

Let \( \gamma \in \Delta_m \). Then, up to constant factors,

\[
\text{ad}_{e_{-\gamma}} e_\alpha = \begin{cases} 0 & \text{if } \alpha - \gamma \text{ is not a root}, \\
e^{-\gamma+\alpha} & \text{if } \alpha - \gamma \text{ is a root}.
\end{cases}
\]

(2.18)
But \((-\gamma, w_m \rho') > 0\), and \langle \alpha, w_m \rho' \rangle > 0\) by assumption, so
\[
(2.19) \quad \langle -\gamma + \alpha, w_m \rho' \rangle > 0 + 0 = 0.
\]
Also, if \(-\gamma + \alpha\) is a root, then it is in \(\Delta(n)\), since \(\alpha \in \Delta(n)\) and \(n\) is an \(m\)-module. So \((-\gamma + \alpha, \rho) > 0\). Thus every \(e^{-\gamma + \alpha}\) appearing in (2.18) is one of the factors in (2.17).

The claim now follows from the formula
\[
(2.20) \quad \text{ad} e^{-\gamma} \bigwedge e_\alpha = \sum e_{\alpha_1} \wedge \cdots \wedge \text{ad} e_{-\gamma} e_{\alpha_1} \wedge \ldots.
\]
In each summand either \(\text{ad} e_{-\gamma} e_{\alpha_1}\) equals 0, or is a multiple of one of the root vectors already occurring in the same summand. So \(\text{ad} e_{-\gamma} v = 0\). We have proved

**Theorem 2.4.** Let \(P = MN\) be a parabolic subalgebra of \(G\) and let \(\Delta = \Delta_m \cup \Delta(n)\) be the corresponding system of positive roots. Let \(\pi_m\) be an irreducible unitary representation of \(M\) with nonzero Dirac cohomology, and let \(\xi\) be a unitary character of \(M\) which is dominant with respect to \(\Delta\). Suppose that twice the infinitesimal character of \(\pi = \text{Ind}_{P}^{G} [\pi_m \otimes \xi]\) is regular and integral. Then \(\pi\) has nonzero Dirac cohomology.

**Example 2.5.** Let \(g := sp(10)\), and take infinitesimal character \(\rho/2\), which is conjugate to
\[(2, 1, 5/2, 3/2, 1/2).
\]
According to [3], the spherical representation is not unitary, but the parameter
\[
(2.21) \quad (2, 1; 1/2, 5/2, 3/2) \times (-1, -2; -1/2, 5/2, 3/2)
\]
which has \(\mu = (3, 3, 1, 0, 0)\) and \(\nu = (1, -1; 0, 5, 3)\), is unitary because it is unitarily induced from a representation on \(GL(2) \times Sp(6)\) which is the trivial on \(GL(2)\) and the nonspherical component of the metaplectic representation on \(Sp(6)\) (see below).

The Spin representation is a multiple of \(E(\rho) = E(5, 4, 3, 2, 1)\). So the multiplicity \([L(\lambda, -s\lambda) : E(\rho)]\) has a chance to be nonzero since the sums of coordinates in \(\mu\) and \(\rho\) have the same parity. \(L(\lambda, -s\lambda)\) is not unitarily induced from a unitary character. The coordinates of \(\nu\) corresponding to the \(0\)'s in the coordinates of \(\mu\) are 5, 3; they would have had to have been 4, 2. Rather, \(L(\lambda, -s\lambda)\) is unitarily induced from
\[
m = m_1 \times m_2 = gl(2) \times sp(6),
\]
with a character on the \(gl(2)\) and one of the metaplectic representations on \(sp(6)\). The parameter of the metaplectic representation is
\[
(2.22) \quad \lambda_{m_2} = (1/2, 5/2, 3/2), \quad -s\lambda_{m_2} = (-1/2, 5/2, 3/2)
\]
with \(\mu_{m_2} = (1, 0, 0)\) and \(\nu_{m_2} = (0, 5, 3)\). Its \(K\)-structure is \((1 + 2k, 0, 0)\). Then
\[
\tau'_{m_2} = 2\lambda_{m_2} - \rho'_{m_2} = (1, 5, 3) - (1, 3, 2) = (0, 2, 1).
\]
The character of \(m_1 = gl(2)\) is \((3, 3)\), and we can view it as the character \(\xi = (3, 3, 0, 0, 0)\) of \(m\).

Let us change the parameter in (2.22) to
\[
(2.23) \quad \lambda_{m_2} = (5/2, 3, 2, 1/2), \quad -s\lambda_{m_2} = (5/2, 3/2, -1/2)
\]
so that \(\Delta_{m_2}\) becomes the usual positive system. This changes \(\rho' = (4, 2, 1, 5, 3)\) into \((4, 2, 5, 3, 1)\). One easily checks that \(\rho_n = (9/2, 9/2, 0, 0, 0)\). Thus the last line of (2.18) becomes
\[
(2.24) \quad [C_{(15/2, 15/2, 0, 0, 0)} \otimes F(0, 0, 1 + 2k, 0, 0) \otimes F(1/2, -1/2, 3, 2, 1) : \bigwedge^n].
\]
The LHS contains the representation with lowest weight conjugate to
\[ w_m \rho' + \rho = (2, 4, -5, -3, -1) + (5, 4, 3, 2, 1) = (7, 8, -2, -1, 0). \]
This is the sum of the following roots in \( \Delta(n) \):
\[
2\epsilon_1, \epsilon_1 + \epsilon_2, \epsilon_1 - \epsilon_3, \epsilon_1 - \epsilon_4, \epsilon_1 \pm \epsilon_5,
\]
(3.1)
\[
2\epsilon_2, \epsilon_2 - \epsilon_3, \epsilon_2 \pm \epsilon_4, \epsilon_2 \pm \epsilon_5.
\]
This set of roots is stable under the operation of adding negative simple \( m \)-roots, i.e., \(-\epsilon_1 + \epsilon_2, -\epsilon_3 + \epsilon_4, -\epsilon_4 + \epsilon_5, -2\epsilon_5\). Thus the vector \( \bigwedge e_\alpha \) is a lowest weight vector for \( \Delta_m \). So (3.24) is not 0.

3. Infinitesimal character \( \rho / 2 \)

This case is the smallest possible in view of the necessary condition (2.5), and thus it warrants special attention. In this case equation (2.5) becomes
\[
2(\rho / 2) = \tau + \rho,
\]
so \( \tau = 0 \). Then the multiplicity in (2.6) becomes
\[
[L(\rho / 2, -s\rho / 2) : E(\rho)].
\]
(3.2)

3.1. Induced from a unitary character, infinitesimal character \( \rho / 2 \).

We look at the special case when \( \pi \) has infinitesimal character \( \rho / 2 \), and is unitarily induced from a unitary character \( \xi \) on a Levi component \( m \). In this case we will be able to improve over the result of 2.2.

Choose a positive system \( \Delta \) so that \( \xi \) is dominant, and let \( p = m + n \) be the parabolic subalgebra determined by \( \xi \). The representation \( \pi = L(\lambda, -s\lambda) \) satisfies
\[
\lambda + s\lambda = \xi,
\]
(3.3)
\[
2\lambda = \xi + 2\rho_m,
\]
(3.4)
\[
\lambda - s\lambda = 2\rho_m,
\]
\[
2s\lambda = \xi - 2\rho_m.
\]

It can be shown that this implies \( s = w_m \), the long Weyl group element in \( W(m) \). This fact is however not needed in the following.

Let \( \Delta' \) be a positive root system so that \( 2\lambda \) is dominant. Then \( 2\lambda = \rho' \) and \( \tau' = 0 \). Thus
\[
\xi = \rho' - 2\rho_m,
\]
\[
s\rho' = \rho' - 4\rho_m.
\]

Next, the formula (2.13) for the case of general \( \lambda \) simplifies to
\[
[\pi : E(\rho)] = [C_\xi : E(\rho)|_m] = [C_\xi : F(\rho_m) \otimes \mathbb{C} \rho_m \otimes \bigwedge^n n] =
\]
(3.5)
\[
[C_\xi \otimes F(\rho_m) \otimes C_{\rho_m} : \bigwedge^n n].
\]
The LHS of the last line of (3.5) has highest weight
\[
\xi + \rho_m + \rho_n = \rho' - 2\rho_m + \rho_m + \rho_n = \rho' + w_m \rho,
\]
and lowest weight
\[
w_m (\rho' + w_m \rho) = w_m \rho' + \rho.
\]

We have already shown in Subsection 2.2 that (3.5) is nonzero; we now show that it is equal to 1, i.e., that the multiplicity of \( F(w_m \rho' + \rho) \) in \( \bigwedge^n n \) is equal to 1. We are going to use some classical results of Kostant [K1], [K2] which we describe in the following.

If \( B \subset \Delta \), denote by \( 2\rho(B) \) the sum of roots in \( B \). In this notation,
\[
\rho + w_m \rho' = 2\rho(B),
\]
(3.8)
where $B := \{ \alpha \in \Delta(n) : \langle \rho', \alpha \rangle > 0 \}$.

**Lemma 3.1** (Kostant). Let $B \subset \Delta$ be arbitrary, and denote by $B^c$ the complement of $B$ in $\Delta$. Then

$$\langle 2\rho(B), 2\rho(B^c) \rangle \geq 0,$$

with equality if and only if there is $w \in W$ such that $2\rho(B) = \rho + w\rho$. In that case, $B$ is uniquely determined by $w$ as $B = \Delta \cap w\Delta$.

**Proof.** Since $2\rho(B) + 2\rho(B^c) = 2\rho$, we have

$$\langle 2\rho(B), 2\rho(B^c) \rangle = \langle 2\rho(B), 2\rho - 2\rho(B) \rangle = \langle \rho, \rho \rangle - \langle \rho - 2\rho(B), \rho - 2\rho(B) \rangle.$$

But $\rho - 2\rho(B)$ is a weight of $E(\rho)$, so the expression in (3.9) is indeed $\geq 0$. It is equal to 0 precisely when $\rho - 2\rho(B)$ is an extremal weight of $E(\rho)$. In that case it is conjugate to the lowest weight $-\rho$, i.e., there is $w \in W$ such that $\rho - 2\rho(B) = -w\rho$.

For the last statement, notice that $\Delta = (\Delta \cap w\Delta) \cup (\Delta \cap -w\Delta)$, and that consequently $\rho + w\rho = 2\rho(\Delta \cap w\Delta)$, since the elements of $\Delta \cap -w\Delta$ cancel out in the sum $\rho + w\rho$. □

**Corollary 3.2.** The weight $\rho + w_m\rho'$ occurs with multiplicity 1 in $\bigwedge^* n$.

**Proof.** We can write $w_m\rho' = x\rho$ for a unique $x \in W$. By the last statement of Lemma 3.1 it follows that the set $B$ from (3.8) is uniquely determined, and hence the corresponding multiplicity is one. □

We have proved

**Theorem 3.3.** Let $P = MN$ be a parabolic subalgebra of $G$, and let $\Delta$ be the set of positive roots corresponding to $P$. Assume that $\pi$ is a representation of $G$ with infinitesimal character $\rho/2$, which is unitarily induced from a character $\xi$ of $M$, such that $\xi$ is dominant with respect to $\Delta$. Then the Dirac cohomology of $\pi$ consists of the trivial $K$-module with multiplicity $[\text{Spin} : E(\rho)]$.

We give some applications of this theorem in the next sections. In particular we collect evidence for the following conjecture.

**Conjecture 3.4.** A unitary representation with infinitesimal character $\rho/2$ has Dirac cohomology consisting of the trivial $K$-type with multiplicity $[\text{Spin} : E(\rho)]$ or 0.

This conjecture sharpens the main conjecture in the introduction for the special case of infinitesimal character $\rho/2$, in the sense that it predicts the size of $H_D(\pi)$ precisely in case when it is nonzero.

**3.2. Type A.** In this case,

$$\lambda = \left( \frac{n - 1}{4}, \ldots, \frac{-n + 1}{4} \right).$$

By the classification of unitary representations from [VI], the irreducible unitary representations with infinitesimal character $\rho/2$ are all unitarily induced irreducible from unitary characters on Levi components. Therefore, this case is covered by Theorem 3.3. It follows that any irreducible unitary representation $\pi$ with infinitesimal character $\rho/2$ has Dirac cohomology consisting of the trivial $K$-type occurring with multiplicity $[\text{Spin} : E(\rho)]$. 


3.3. Type B. In this case

\begin{equation}
\lambda = \left( \frac{2n - 1}{4}, \ldots, \frac{1}{4} \right),
\end{equation}

The coroots integral on \( \lambda \) form a subsystem of type \( A(n) \). In the notation of Section 5, \( \mathfrak{y}(\lambda) \cong A(n) \). According to [B], the unitary representations are all unitarily induced irreducible from unitary characters on Levi components. Thus Theorem 3.3 applies. It follows that any irreducible unitary representation \( \pi \) with infinitesimal character \( \rho/2 \) has Dirac cohomology consisting of the trivial \( K \)–type occurring with multiplicity \([\text{Spin} : E(\rho)]\).

3.4. Type C. In this case

\begin{equation}
\lambda = \left( \frac{n}{2}, \ldots, \frac{1}{2} \right),
\end{equation}

and in the notation of Section 5, \( \mathfrak{y}(\lambda) \cong B\left(\left\lfloor \frac{n}{2} \right\rfloor \right) \times D\left(\left\lfloor \frac{n+1}{2} \right\rfloor \right) \) or \( B\left(\left\lceil \frac{n+1}{2} \right\rceil \right) \times D\left(\left\lfloor \frac{n}{2} \right\rfloor \right) \) depending on the parity of \( n \).

According to [B], any irreducible unitary representation must be unitarily induced irreducible from unitary characters on factors of type \( A \) of a Levi component, and trivial or metaplectic representation on the factor of type \( C \). The latter case is not covered by Theorem 3.3. This situation was illustrated in Example 2.5.

The metaplectic representations will be analyzed in Section 5. In particular, we will see that depending on the parity of \( n \), exactly one of the two metaplectic representations has nonzero Dirac cohomology.

Our conjectures predict that such a representation \( \pi \) has nonzero Dirac cohomology precisely when the corresponding unipotent representation has nonzero Dirac cohomology and that in this case \( H_D(\pi) \) consists of the trivial \( K \)–type occurring with multiplicity \([\text{Spin} : E(\rho)]\). We describe the unipotent representations with nonzero Dirac cohomology in Section 5.

3.5. Type D. In this case

\begin{equation}
\lambda = \left( \frac{n - 1}{2}, \ldots, \frac{1}{2}, 0 \right),
\end{equation}

and in the notation of Section 5, \( \mathfrak{y}(\lambda) \cong D\left(\left\lceil \frac{n+1}{2} \right\rceil \right) \times D\left(\left\lfloor \frac{n}{2} \right\rfloor \right) \). According to [B], the unitary representations are all unitarily induced irreducible from unitary characters on the factors of a Levi component of type \( A \), and a unipotent representation of the factor of the Levi component of type \( D \).

Our conjectures predict that such a representation \( \pi \) has nonzero Dirac cohomology precisely when the corresponding unipotent representation has nonzero Dirac cohomology and that in this case \( H_D(\pi) \) consists of the trivial \( K \)–type occurring with multiplicity \([\text{Spin} : E(\rho)]\). We describe the unipotent representations with nonzero Dirac cohomology in Section 5.

3.6. Type F. We investigate Conjecture 3.4. The calculations were performed using LiE. We list the hermitian parameters in the case of infinitesimal character \( \rho/2 \) in the case of \( F_4 \). The simple roots, coroots and weights are
In these coordinates, \( \rho/2 = (5/2, 3/2, 1, 1/2) \). The hermitian parameters are in the following list. The \( K \)–type \( \mu' \) indicates a \( K \)–type which has signature opposite to that of the lowest \( K \)–type \( \mu \). For the parameters where the coordinates are \((\ldots, 1, \ldots) \times (\ldots, -1, \ldots)\), the Langlands quotients are unitarily induced irreducible from the remainder of the parameter on a \( B_3 \); so the representation is unitary if and only if the one with remainder on \( B_3 \) is unitary. So we did not list a \( \mu' \) which detects the nonunitarity. It is visible from the table that all irreducible unitary representations with infinitesimal character \( \rho/2 \) have Dirac cohomology consisting of the trivial \( K \)–type occurring with multiplicity \( \text{Spin} : E(\rho) \). Namely, each of these representations has \( K \)–type \( E(\rho) \) with multiplicity one. All unitary representations are unitarily induced from unipotent representations tensored with unitary characters. The results conform to Conjecture 3.4.
| $(5/2, 3/2, 1, 1/2) \times (5/2, 3/2, 1, 1/2)$ | $\mu$ | $\nu$ | Unitary | $E(\rho)$ | $\mu'$ |
|---------------------------------|-------|-------|---------|---------|-------|
| $(5/2, 3/2, 1, 1/2)$            | $(0, 0, 0, 0)$ | $(5, 3, 2, 1)$ | NO      | $(1, 0, 0, 0)$ |       |
| $(5/2, 3/2, 1, -1/2)$           | $(1, 0, 0, 0)$ | $(0, 5, 3, 2)$ | NO      | $(1, 1, 0, 0)$ |       |
| $(5/2, -3/2, 1, 1/2)$           | $(3, 0, 0, 0)$ | $(0, 5, 2, 1)$ | NO      | $(3, 1, 0, 0)$ |       |
| $(-5/2, 3/2, 1, 1/2)$           | $(5, 0, 0, 0)$ | $(0, 3, 2, 1)$ | YES     | $1$      |       |
| $(5/2, -3/2, 1, -1/2)$          | $(3, 1, 0, 0)$ | $(0, 5, 2, 2)$ | NO      | $(3, 1, 1, 1)$ |       |
| $(-5/2, 3/2, 1, -1/2)$          | $(5, 1, 0, 0)$ | $(0, 3, 2, 2)$ | NO      | $(5, 1, 1, 1)$ |       |
| $(-5/2, -3/2, 1, 1/2)$          | $(5, 3, 0, 0)$ | $(0, 0, 2, 1)$ | YES     | $1$      |       |
| $(-5/2, -3/2, 1, -1/2)$         | $(5, 3, 1, 0)$ | $(0, 0, 2, 2)$ | NO      | $(5, 3, 1, 1)$ |       |
| $(5/2, 1/2, 1, 3/2)$            | $(1, 1, 0, 0)$ | $(2, -2, 2, 5)$ | NO      | $(2, 0, 0, 0)$ |       |
| $(-5/2, 1/2, 1, 3/2)$           | $(5, 1, 1, 0)$ | $(0, 2, -2, 2)$ | NO      | $(5, 2, 0, 0)$ |       |
| $(3/2, 5/2, 1, 1/2)$            | $(1, 1, 0, 0)$ | $(4, -4, 2, 1)$ | NO      | $(1, 0, 0, 0)$ |       |
| $(3/2, 5/2, 1, -1/2)$           | $(1, 1, 1, 0)$ | $(4, -4, 0, 2)$ | NO      | $(2, 0, 0, 0)$ |       |
| $(1/2, 3/2, 1, 5/2)$            | $(2, 2, 0, 0)$ | $(3, -3, 2, 3)$ | NO      | $(3, 1, 0, 0)$ |       |
| $(1/2, -3/2, 1, 5/2)$           | $(3, 2, 2, 0)$ | $(0, 3, -3, 2)$ | NO      | $(7/2, 5/2, 1, 1/2)$ |       |
| $(5/2, -1/2, 1, -3/2)$          | $(2, 2, 0, 0)$ | $(1, -1, 5, 2)$ | NO      | $(3, 1, 0, 0)$ |       |
| $(-5/2, -1/2, 1, -3/2)$         | $(5, 2, 2, 0)$ | $(0, 1, -1, 2)$ | NO      | $(5, 2, 1, 1)$ |       |
| $(-3/2, -5/2, 1, 1/2)$          | $(4, 4, 0, 0)$ | $(1, -1, 2, 1)$ | NO      | $(9/2, 7/2, 1, 2/1)$ |       |
| $(-3/2, -5/2, 1, -1/2)$         | $(4, 4, 1, 0)$ | $(1, -1, 1, 2)$ | NO      | $(4, 4, 1, 1)$ |       |
| $(-1/2, -3/2, 1, 5/2)$          | $(3, 3, 0, 0)$ | $(2, -2, 3, 2)$ | NO      | $(4, 2, 0, 0)$ |       |
| $(-1/2, -3/2, 1, -5/2)$         | $(3, 3, 3, 0)$ | $(2, 0, -2, 2)$ | NO      | $(9/2, 5/2, 3/2, 1/2)$ |       |
| $(5/2, 3/2, -1, 1/2)$           | $(2, 0, 0, 0)$ | $(0, 5, 3, 1)$ | YES     | $1$      |       |
| $(5/2, 3/2, -1, -1/2)$          | $(2, 1, 0, 0)$ | $(0, 5, 3, 2)$ | NO      | $1$      |       |
| $(5/2, -3/2, -1, 1/2)$          | $(3, 2, 0, 0)$ | $(0, 5, 1, 1)$ | NO      | $1$      |       |
| $(-5/2, 3/2, -1, 1/2)$          | $(5, 2, 0, 0)$ | $(0, 3, 1, 1)$ | YES     | $1$      |       |
| $(5/2, -3/2, -1, 1/2)$          | $(3, 2, 0, 0)$ | $(0, 5, 1, 1)$ | NO      | $1$      |       |
| $(-5/2, 3/2, -1, -1/2)$         | $(5, 2, 1, 0)$ | $(0, 0, 3, 1)$ | NO      | $1$      |       |
| $(-5/2, -3/2, -1, 1/2)$         | $(5, 3, 2, 0)$ | $(0, 0, 1, 1)$ | YES     | $1$      |       |
| $(-5/2, -3/2, -1, -1/2)$        | $(5, 3, 2, 1)$ | $(0, 0, 0, 0)$ | YES     | $1$      |       |
| $(5/2, 1/2, -1, -3/2)$          | $(2, 1, 1, 0)$ | $(0, 2, -2, 5)$ | NO      | $1$      |       |
| $(-5/2, 1/2, -1, 3/2)$          | $(5, 2, 1, 1)$ | $(0, 0, 2, -2)$ | NO      | $1$      |       |
| $(3/2, 5/2, -1, 1/2)$           | $(2, 1, 1, 0)$ | $(0, 4, -4, 1)$ | NO      | $1$      |       |
| $(3/2, 5/2, -1, -1/2)$          | $(2, 1, 1, 1)$ | $(0, 4, 0, -4)$ | NO      | $1$      |       |
| $(1/2, 3/2, -1, 1/2)$           | $(2, 2, 2, 0)$ | $(0, 3, -3, 3)$ | NO      | $1$      |       |
| $(1/2, -3/2, -1, 1/2)$          | $(3, 2, 2, 2)$ | $(0, 3, -3, 0)$ | NO      | $1$      |       |
| $(5/2, -1/2, -1, 3/2)$          | $(2, 2, 2, 0)$ | $(1, 0, -1, 5)$ | NO      | $1$      |       |
| $(-5/2, -1/2, -1, -3/2)$        | $(5, 2, 2, 2)$ | $(0, 1, -1, 5)$ | YES     | $1$      |       |
| $(-3/2, -5/2, -1, 1/2)$         | $(4, 4, 2, 0)$ | $(1, -1, 0, 1)$ | YES     | $1$      |       |
| $(-3/2, -5/2, -1, -1/2)$        | $(4, 4, 1, 0)$ | $(1, -1, 1, 2)$ | YES     | $1$      |       |
| $(-1/2, -3/2, -1, 1/2)$         | $(3, 3, 2, 0)$ | $(2, -2, 0, 3)$ | NO      | $1$      |       |
| $(-1/2, -3/2, -1, -5/2)$        | $(3, 3, 3, 2)$ | $(2, 0, -2, 0)$ | YES     | $1$      |       |
4. The case of $GL(n, \mathbb{C})$

The coordinates are the usual ones. The unitary dual of $GL(n, \mathbb{C})$ is known by the results of Vogan [VI]. A representation is unitary if and only if it is a Stein complementary series from a representation induced from a unitary character on a Levi component. In order for $\pi$ to have Dirac cohomology, $2\lambda$ must be integral. Therefore $\pi$ must be unitarily induced from a unitary character.

We note that a unitary character $C_\xi$ always has Dirac cohomology equal to $\mathbb{C}_\xi \otimes Spin$. Namely, $D = 0$ on $\mathbb{C}_\xi \otimes Spin$.

In this section we present evidence for the following conjecture.

**Conjecture 4.1.** Let $\pi = L(\lambda, -s\lambda)$ be an irreducible unitary representation of $GL(n, \mathbb{C})$, such that $2\lambda$ is regular and integral. Let $\Delta$ be the positive root system such that $\lambda$ is dominant, and let $\rho$ be the corresponding half sum of the positive roots. Then the Dirac cohomology of $\pi$ is the $K$–type $E(2\lambda - \rho)$, with multiplicity $[Spin : E(\rho)]$.

In the next subsection we prove this conjecture in case $\pi$ is induced from a unitary character of a maximal parabolic subgroup. We have also verified the conjecture in some other cases but we do not present them because the notation and arguments get increasingly complicated.

4.1. Maximal parabolic case. Let $G = GL(n, \mathbb{C})$, and let $P = MN$ be a parabolic subgroup such that $M = GL(a) \times GL(b)$. We consider the case when $\pi$ is induced from a unitary character of $M$. Then $\lambda$ is formed of integers or half integers. Conjugating $2\lambda$ to be dominant with respect to the usual positive form, we can write it as

$$2\lambda = (\alpha + 2k, \ldots, \alpha + 2, \alpha, \alpha - 1, \ldots, \beta + 1, \beta, \beta - 2, \ldots, \beta - 2l),$$

where $\alpha$ and $\beta$ are integers of opposite parity, and $k \geq 0$. The module is induced from a unitary character on a Levi component $GL(a) \times GL(b) \subset GL(n = a + b)$. Then $a, b$ and the unitary character $\xi = (\xi_1, \xi_2)$ are

$$a = \frac{\alpha - \beta + 1}{2} + k, \quad b = \frac{\alpha - \beta + 1}{2} + l,$$

$$\xi_1 = \frac{\alpha + \beta + 1}{2} + k, \quad \xi_2 = \frac{\alpha + \beta - 1}{2} - l.$$  

The case $l < 0$ is similar to $l \geq 0$, so for simplicity of exposition we treat $l \geq 0$ only.

The condition for $\xi$ to be dominant for the standard positive system ($\lambda$ is dominant for it) is that $k + l + 1 \geq 0$. By changing $\lambda$ to $-\lambda$ and conjugating to make it dominant, we assume this to be the case. Assume that $a \geq b$ i.e. $k \geq l$, the other case is similar.

**Proposition 4.2.** The $K$–structure of $\pi := Ind^G_P[\xi]$ is formed of

$$(\xi_1 + x_1, \ldots, \xi_1 + x_b, \xi_1, \ldots, \xi_1, \xi_2 - x_b, \ldots, \xi_2 - x_1), \quad x_j \in \mathbb{N}, \quad x_i \geq x_{i+1}.$$ 

occurring with multiplicity 1.

**Proof.** Change the notation so that $G = U(a, b)$ with maximal compact subgroup $U(a) \times U(b)$ for this proof only. The problem of computing the aforementioned multiplicities is equivalent to computing the multiplicity of the $K$–type $\mu = \xi_1 \otimes \xi_2$ in any finite dimensional representation. A finite dimensional representation has
Langlands parameter given by a minimal principal series of $G$. The Levi component is $M_0 = U(1)^b \times U(\alpha - b)$. This principal series has to contain $\mu$. But $\mu$ is 1-dimensional, and its restriction to $M_0$ is clear. The result follows from computing the parameter of a principal series whose Langlands subquotient is finite dimensional and contains $\mu$. The multiplicity follows from the fact that $\mu$ occurs with multiplicity 1. 

Recall that we need to consider the $K$-type with highest weight $\tau = 2\lambda - \rho$ and try to realize it in the tensor product $\pi \otimes \text{Spin}$, or equivalently in $\pi \otimes E(\rho)$, as a PRV component. Since the number of coordinates is $a + b$,

$$\rho = \left(\frac{\alpha + \beta + k + l}{2}, \ldots, \frac{-\alpha + \beta - k - l}{2}\right).$$

It follows that $\tau$ equals

$$\tau = \left(\frac{\beta + \alpha}{2} + \frac{k - l}{2} + 1, \ldots, \frac{\beta + \alpha}{2} + \frac{k - l}{2} + 1, \ldots, \frac{\beta + \alpha}{2} + \frac{k - l}{2} + 1, \frac{\beta + \alpha}{2} + \frac{k - l}{2} + 1\right).$$

On the other hand, since the $K$-types of $\pi$ have highest weight equal to the sum of $\xi$ and roots in $\Delta(n)$, $\mu - \rho$ has coordinates

$$\mu - \rho = \left(\frac{2\beta + 1}{2} + \frac{k - l}{2} + x_1, \ldots, \frac{\beta + \alpha}{2} + \frac{k - l}{2} + l + x_b, \ldots, \frac{\beta + \alpha}{2} + \frac{k - l}{2} + l + x_{b+1}, \ldots, \frac{\beta + \alpha}{2} + \frac{k - l}{2} + k + x_a, \frac{\beta + \alpha}{2} + \frac{k - l}{2} - l - y_{-1}, \ldots, \frac{2\alpha - 1}{2} + \frac{k - l}{2} - y_1\right)$$

with

$$\ldots \geq x_i \geq x_{i+1} \ldots \geq 0 \quad \text{and} \quad \ldots \geq y_j \geq y_{j+1} \geq \ldots \geq 0.$$

The coordinates in the middle of $\mu - \rho$ are term by term bigger than the coordinates appear at the beginning of $\tau$. This forces $x_{a-k} = \cdots = x_a = 0$. By the same argument $y_b = \cdots = y_{b-l} = 0$. Note from formula 4.2 that $a \geq k$ and $b \geq l$. The coordinates that are left over from $\tau$ are all equal, so the remaining $y_j, x_i$ are uniquely determined.

5. Unipotent representations with Dirac cohomology

In this section we give an exposition of unipotent representations, and compute Dirac cohomology for many examples.

5.1. Langlands Homomorphisms. In order to explain the parameters of unipotent representations we recast the classification of $(\mathfrak{g}, K)$–modules in terms of Langlands homomorphisms.

First some notation: For the field of reals the Weil group is $W_{\mathbb{R}} := \mathbb{C}^\times \cdot \{1, j\}$, $j^2 = -1 \in \mathbb{C}^\times$, $jzj^{-1} = \overline{z}$. 

where $\Gamma := Gal(\mathbb{C}/\mathbb{R})$ is the Galois group. There is a canonical map $W_{\mathbb{R}} \rightarrow \Gamma$ that maps $\mathbb{C}^\times$ to 1, and $j$ to the generator $\gamma$ of $\Gamma$.

A linear connected reductive algebraic group $G$ is given by its root datum $(X^*, R, X_*, \tilde{R})$. $(G \supset B = HN$ where $B$ is a Borel subgroup, $H$ a Cartan subgroup, $X_*$ are the rational characters of $H$, $X^*$ the 1-parameter subgroups, $R$ the roots and $\tilde{R}$ the coroots).

A real form $G(\mathbb{R}) = G(\mathbb{R})$ is the fixed points of an antiholomorphic automorphism $\sigma : G(\mathbb{C}) \rightarrow G(\mathbb{C})$. Then $\sigma$ induces an automorphism $a$ of the root datum, and therefore an automorphism $^\vee a$ of the dual root datum $(X_*, \tilde{R}, X^*, R)$. The Langlands dual is $^L G := ^\vee G \ltimes \Gamma$ where $^\vee G$ is the complex group attached to the dual root datum. The nontrivial element of $\Gamma$ acts on $^\vee G$ by an automorphism induced by $^\vee a$.

A Langlands homomorphism is a continuous group homomorphism $\Phi : W_{\mathbb{R}} \rightarrow ^L G$, satisfying the commutative diagram

\[
\begin{array}{ccc}
W_{\mathbb{R}} & \xrightarrow{\Phi} & ^L G \\
\downarrow & & \downarrow \\
\Gamma & & \Gamma
\end{array}
\]

and such that $\Phi(\mathbb{C}^\times)$ is formed of semisimple elements. The main result of the Langlands classification is that $^\vee G$ conjugacy classes of Langlands homomorphisms parametrize equivalence classes of irreducible $(g, K)$ modules (more precisely, characters of $\Phi(W_{\mathbb{R}})/\Phi(W_{\mathbb{R}})_{0}$). In the case of a complex group viewed as a real group, this specializes to the following.

**Example 5.1.** $G(\mathbb{R})$ is a complex group $G_0$ viewed as a real group. Then $^\vee G = ^\vee G_0 \times ^\vee G_0$, $^\vee a(x, y) = (y, x)$.

$\Phi \mapsto (\lambda_L, \lambda_R) \in \mathfrak{h}^\times \times \mathfrak{h}^\times$, $\lambda_L - \lambda_R \in X^*$

The irreducible module $L(\lambda_L, \lambda_R)$ is obtained as follows. Let $B = HN$ be a Borel subgroup with $H = T \cdot A$ a Cartan subgroup such that $T = K \cap H$, and $A$ is split. Then $\mu := \lambda_L - \lambda_R$ determines a character of $T$, $\nu := \lambda_L + \lambda_R$ a character of $A$. The standard module and irreducible module attached to $\Phi$ are as before,

$X(\lambda_L, \lambda_R) := \text{Ind}^G_B(\mathbb{C}_\mu \otimes \mathbb{C}_\nu \otimes \mathbb{I})_{\text{finite}}$,

$L(\lambda_L, \lambda_R)$ unique irreducible quotient containing $V_\mu$.

**5.2. Unipotent Representations.** An Arthur parameter is a homomorphism $\Psi : W_{\mathbb{R}} \times SL(2) \rightarrow ^L G$

such that $\Psi(W_{\mathbb{R}})$ is bounded. The Langlands homomorphism attached to $\Psi$ is $\Phi_{\Psi}(z) := \Psi\left(z, \begin{bmatrix} z^{1/2} & 0 \\ 0 & z^{-1/2} \end{bmatrix} \right)$

A special unipotent parameter is an Arthur parameter satisfying $\Psi|_{\mathbb{C}^\times} = \text{Triv}$. Then $\{\Psi\}/^G$ corresponds to $^\vee G$ conjugacy classes $\{^\vee \theta, ^\vee \psi, ^\vee h, ^\vee f\}$ satisfying $\text{Ad}^\vee \theta \psi = -\psi$, $\text{Ad}^\vee \theta h = ^\vee h$, $\text{Ad}^\vee \theta f = -^\vee f$, and $\text{Ad}^\vee \theta^2 = Id$. If we decompose $^\vee \theta = ^\vee t + ^\vee s$ according to the eigenvalues of $^\vee \theta$, then the $\Psi$ are in 1-1 correspondence with $K$-orbits of nilpotent elements in $^\vee s$.

Fix an infinitesimal character $\chi_0 = ^\vee h/2$. The unipotent packet attached to the $^\vee G$-nilpotent orbit $\mathcal{O}$ corresponding to $\Psi$ is the set of irreducible representations
with annihilator in \(U(\mathfrak{g})\) maximal containing the ideal in \(Z := U(\mathfrak{g})^G\) corresponding to \(\chi_O\). It is described in \([BV]\).

For *general unipotent representations*, the same definitions apply, but each \(\mathcal{O}\) has a finite number of infinitesimal characters attached to it. For complex classical groups they are listed in \([B]\).

**Example 5.2.** The metaplectic representation of \(Sp(2n, \mathbb{C})\) is unipotent. The orbit \(\mathcal{O} \subset so(2n + 1, \mathbb{C})\) corresponds to the partition \((2n - 1, 1, 1)\). Then in standard coordinates

\[
\chi_\mathcal{O} = (n - 1, \ldots, 2, 1, 1, 0)
\]

but the infinitesimal character we want is

\[
(n - 1/2, \ldots, 1/2).
\]

This is a special case of the procedure to attach finitely many infinitesimal characters to \(\mathcal{O}\).

**Remark 5.3.** In the following we will describe explicitly the unipotent representations with nonzero Dirac cohomology for each of the types A, B, C, D, and E. After identifying the representations, we will need a description of their \(K\)-types. For type A, this follows from Proposition 4.2. In other cases, the information can be obtained from realizing the unipotent representations in question via dual pair correspondences. We skip these arguments and simply state the result in each case.

**5.3. Type A.** Let \(G = GL(n, \mathbb{C})\). As we have seen, unipotent \(\pi\) correspond to partitions of \(n\). The partition into just one part corresponds to the trivial representation, so we know the Dirac cohomology is equal to the spin module. In the rest of this section we skip this obvious case.

Since \(\lambda\) must be regular, we see from the way \(\lambda\) is constructed from a partition that we should only consider partitions of \(n\) into two parts \(a, b\) of opposite parity. In particular, \(n\) must be odd. So we take

\[
2\lambda = (a - 1, a - 3, \ldots, b, b - 1, \ldots, -b + 1, -b, \ldots, -a + 3, -a + 1),
\]

where we assume \(a > b\). The corresponding unipotent representation is spherical,

\[
\pi = \text{Ind}_{GL(a) \times GL(b)}^{GL(a+b)}[\text{triv} \otimes \text{triv}]_1.
\]

Its \(K\)-structure is formed of

\[
\mu = (\alpha_1, \ldots, \alpha_b, 0, \ldots, 0, -\alpha_b, \ldots, -\alpha_1), \quad \alpha_j \in \mathbb{N}
\]

occurring with multiplicity 1. The WF-set has a nilpotent with two columns of length \(a\) and \(b\).

We see that this case is covered by the results of Subsection 4.4. The Dirac cohomology consists of a single \(K\)-type with highest weight

\[
\tau = \left(\frac{a - b - 1}{2}, \ldots, \frac{-1}{2}, \ldots, \frac{-a - b - 1}{2}\right)
\]

and multiplicity \([\text{Spin} : E(\rho)]\). The \(K\)-type \(E(\mu)\) of \(\pi\) such that \(E(\tau)\) appears in \(E(\mu) \otimes E(\rho)\) is given by

\[
\mu = \left(\frac{a + b - 1}{2}, \ldots, \frac{a - b - 1}{2}, 0, \ldots, 0, -\frac{a - b - 1}{2}, \ldots, -\frac{a + b - 1}{2}\right).
\]
5.4. Type B. Let \( G = SO(2n + 1, \mathbb{C}) \). We use the standard coordinates.

To ensure that \( 2\lambda \) is regular integral, there is only one possible Arthur parameter, namely the case of \( \hat{O} \) equal to the principal nilpotent orbit. The results in [B] give more unipotent representations, all spherical. They are associated to the orbits \( \hat{O} \) which have partitions formed of exactly two elements. The WF-set of a nontrivial unipotent representation \( \pi \) must be a nilpotent with two columns of opposite parity, \( 2b + 1 \) and \( 2a \). Then \( 2\lambda \) is \( W \)-conjugate to
\[
(2a, 2a - 3, \ldots, 2; 2b - 1, 2b - 3, \ldots, 1), \quad a, b \in \mathbb{N}.
\]
Only the cases \( 2b + 1 > 2a \), i.e. \( b \geq a \), are unitary. For \( b > a \) we get
\[
2\lambda = (2b - 1, 2b - 3, \ldots, 2a + 3, 2a + 1, 2a, 2a - 1, \ldots, 2, 1).
\]
Since
\[
\rho = (a + b - 1/2, a + b - 3/2, \ldots, 1/2),
\]
we see that
\[
\tau = 2\lambda - \rho = (b - a - 1/2, b - a - 3/2, \ldots, 3/2, 1/2, 1/2, \ldots, 1/2),
\]
with the last \( 2a + 1 \) coordinates equal to \( 1/2 \).

The \( K \)-structure of \( \pi \) is
\[
(\alpha_1, \alpha_1, \alpha_2, \ldots, \alpha_a, \alpha_a, 0, \ldots, 0), \quad \alpha_j \in \mathbb{N}
\]
occurring with multiplicity 1.

Now we have to identify \( K \)-types \( E(\mu) \) of \( \pi \) such that \( \mu - \rho \) is conjugate to \( \tau \) under \( W \). We calculate
\[
(5.11) \quad \mu - \rho = (\alpha_1 - a - b + 1/2, \alpha_1 - a - b + 3/2, \ldots,
\]
\[
\alpha_a + a - b - 3/2, \alpha_a + a - b - 1/2,
\]
\[
\underbrace{a - b + 1/2, a - b + 3/2, \ldots, -3/2, -1/2}_{b-a}.
\]
To be conjugate to \( \tau \), this expression must have \( 2a + 1 \) components equal to \( \pm 1/2 \).

Since there is only one such component among the last \( b - a \) components, the first \( 2a \) components must all be equal to \( \pm 1/2 \). Since the first component is smaller than the second by one, the third component is smaller than the fourth by one, etc., we see that the first, third etc. components must be \( -1/2 \) while the second, fourth, etc. components must be \( 1/2 \). This completely determines \( \mu \):
\[
(5.12) \quad \alpha_1 = a + b - 1, \quad \alpha_2 = a + b - 3, \ldots, \alpha_a = b - a + 1.
\]

It is now clear that for this \( \mu \) we indeed get a contribution to \( H_D(\pi) \), and moreover we can see exactly which \( w \) conjugates \( \mu - \rho \) to \( \tau \).

It remains to consider the case \( b = a \). The calculation and the final result are completely analogous. We get
\[
(5.13) \quad \tau = (1/2, 1/2, \ldots, 1/2),
\]

corresponding to
\[
(5.14) \quad \mu = (2a - 1, 2a - 1, 2a - 3, 2a - 3, \ldots, 1, 1).
\]
5.5. Type C. Let $G = Sp(2n, \mathbb{C})$. We use the usual coordinates.

As in the other cases, the only Arthur parameters with $2\lambda$ regular integral correspond to the principal nilpotent. In this case $\lambda$ itself is integral. The only other case when $\lambda$ can be regular corresponds to the subregular $\mathcal{O}$, corresponding to the partition $1, 1, 2n - 1$. In this case, the unipotent representations are the two metaplectic representations, $\pi_{even}$ and $\pi_{odd}$. The corresponding $\lambda$ is given by

$$2\lambda = (2n - 1, 2n - 3, \ldots, 3, 1).$$

[5.15]

The other cases analogous to type B are \textbf{not} unitary. The $K$-structures of $\pi_{even}$ and $\pi_{odd}$ are

$$\begin{align*}
(2\alpha, 0, \ldots, 0), \\
(2\alpha + 1, 0, \ldots, 0), \quad \alpha \in \mathbb{N}.
\end{align*}$$

[5.16]

Here $\alpha = 0$ is allowed. The WF-set is the nilpotent with columns $2n - 1, 1$.

Since in this case

$$\rho = (n, n - 1, \ldots, 2, 1),$$

we see that

$$\tau = 2\lambda - \rho = (n - 1, n - 2, \ldots, 1, 0).$$

[5.17]

For each of the two metaplectic representations the $K$-types are given by $\mu = (k, 0, 0, \ldots, 0)$, and therefore

$$\mu - \rho = (k - n, -(n - 1), -(n - 2), \ldots, -2, -1).$$

[5.18]

This should be equal to $\tau$ up to $W$, and this happens precisely when $k = n$. (Recall that $W$ consists of permutations and arbitrary sign changes.)

So we see that for even $n$, $H_D(\pi_{even})$ consists of $E(\tau)$, for $\tau$ as in (5.18), without multiplicity other than the global multiplicity $[Spin : E(\rho)]$, while $H_D(\pi_{odd}) = 0$.

For odd $n$, the situation is reversed: $H_D(\pi_{even}) = 0$, while $H_D(\pi_{odd})$ consists of $E(\tau)$, with multiplicity $[Spin : E(\rho)]$.

5.6. Type D. Let $G = SO(2n, \mathbb{C})$. We use the usual coordinates.

Since $2\lambda$ must be regular integral, in this case the WF-sets of the nontrivial unipotent representations can only be nilpotents with columns $2b, 2a - 1, 1$, where $a + b = n$.

By [B], there are two unipotent (so also unitary) representations with $2\lambda$ $W$-conjugate to $(2a - 1, 2a - 3, \ldots, 1; 2b - 2, \ldots, 0)$; the spherical one, and the one with lowest $K$-type $(1, 0, \ldots, 0)$ and parameter

$$(a - 1/2, \ldots, 3/2, -1/2, b - 1, \ldots, 1, 0) \times (a - 1/2, \ldots, 3/2, 1/2, a - 1, \ldots, 1, 0).$$

[5.19]

Made dominant for the standard positive system,

$$2\lambda = (2b - 2, 2b, \ldots, 2a + 2, 2a, 2a - 1, 2a - 2, \ldots, 1, 0).$$

[5.20]

(When $b = a$, the parameter is $(2a - 1, 2a - 2, \ldots, 1, 0)$.) Since

$$\rho = (a + b - 1, a + b - 2, \ldots, 1, 0),$$

[5.21]

we see that

$$\tau = 2\lambda - \rho = (b - a - 1, \ldots, 1, 0, 0, \ldots, 0)$$

[5.22]
The $K$–structure of our unipotent representations is given by

$$\mu = (\alpha_1, \ldots, \alpha_{2a}, 0, \ldots, 0), \quad \alpha_j \in \mathbb{N}, \sum \alpha_j \in 2\mathbb{N},$$

(5.23)

$$\mu = (\alpha_1, \ldots, \alpha_{2a}, 0, \ldots, 0), \quad \alpha_j \in \mathbb{N}, \sum \alpha_j \in 2\mathbb{N} + 1.$$  

The first case is for the spherical representation, the second for the other one. Therefore,

(5.24)  \quad \mu - \rho = (\alpha_1 - (a + b - 1), \ldots, \alpha_{2a} - (b - a), -(b - a - 1), \ldots, -1, 0).

Since $\tau$ has $2a + 1$ zeros, the only way $\mu - \rho$ can be conjugate to $\tau$ is to have

(5.25)  \quad \alpha_1 = a + b - 1, \alpha_2 = a + b - 2, \ldots, \alpha_{2a} = b - a.

Using (5.23), we conclude that for even $a$, the spherical unipotent representation has $H_D$ equal to $E(\tau)$, with multiplicity $[\text{Spin} : E(\rho)]$, while the nonspherical representation has $H_D = 0$. For odd $a$ the situation is reversed: the spherical representation has $H_D = 0$, while the nonspherical one has $H_D$ equal to $E(\tau)$, with multiplicity $[\text{Spin} : E(\rho)]$. (Recall that for type D the Weyl group consists of permutations combined with an even number of sign changes, but we can use all sign changes because of the presence of 0.)

5.7. Type E6. We use the Bourbaki realization. There are two integral systems, $A_5A_1$ which gives the nilpotent $3A_1$, and $D_5T_1$ which gives $2A_1$. The parameters are

$$\lambda = (-5/2, -3/2, -1/2, 1/2, 3/4, -3/4, -3/4, 3/4) \leftrightarrow 3A_1,$$

$$\lambda = (-9/4, -5/4, -1/4, 3/4, 7/4, -7/4, -7/4, 7/4) \leftrightarrow 2A_1.$$  

(5.26)

The representations are factors in $\text{Ind}_{A_5}^{E_6}[C_\nu]$. The parameter is

$$(-11/4, -7/4, -3/4, 1/4, 5/4, -5/4, -5/4, 5/4) + \nu(1/2, 1/2, 1/2, 1/2, 1/2, -1/2, -1/2, 1/2).$$

(5.27)

The two points above are $\nu = 1/2$ and $\nu = 1$. The representations are unitary because the induced module has multiplicity 1 $K$–structure.

5.8. Type E7. We use the Bourbaki realization. There are three integral systems, $D_6A_1$ which gives the nilpotent $(3A_1)'$, $E_6T_1$ which gives $2A_1$, and $A_7$ which gives $4A_1$. The parameters for the first two are

$$\lambda = (0, 1, 2, 3, 4, 5, -1, 1) \leftrightarrow (3A_1)'$$

(5.28)

$$\lambda = (0, 1, 2, 3, 4, -7/2, -17/4, 17/4) \leftrightarrow 2A_1.$$

The first representation is a factor in $\text{Ind}_{D_6}^{E_7}[C_\nu]$. The parameter is

$$0, 1, 2, 3, 4, 5, 0, 0) + \nu(0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1).$$

(5.29)

The point above is $\nu = 1$, an end point of a complementary series. In any case the representation is multiplicity free, so the representation is unitary. The second representation is a factor in $\text{Ind}_{E_6}^{E_7}[C_\nu]$. The parameter is

$$0, 1, 2, 3, 4, -4, -4, 4) + \nu(0, 0, 0, 0, 0, 0, 1, -1/2, 1/2)$$

(5.30)

with $\nu = 1/2$. The representation is unitary because it is at an end point complementary series; also the induced module is multiplicity free.
The third representation has parameter
\[(5.31) \quad (-9/4, -5/4, -1/4, 3/4, 7/4, 11/4, -4, 4).\]
This is the minimal length parameter which gives the integral system \(A_7\). By the work of Adams-Huang-Vogan [AHV], the \(K\)-structure is multiplicity free and a full lattice in \(E_7\). It does not occur in a multiplicity free induced module, and is not an end point of a complementary series.

5.9. Type \(E_8\). We use the Bourbaki realization. There are two integral systems, \(D_8\) which gives the nilpotent \(4A_1\), and \(E_7A_1\) which gives \(3A_1\). The parameters are
\[(5.32)\]
\[\lambda = (0, 1, 2, 3, 4, 5, 6, 8) \leftrightarrow 4A_1\]
\[\lambda = (0, 1, 2, 3, 4, 5, -8, 9) \leftrightarrow 3A_1.\]
These are the minimal length parameters which gives the integral systems \(D_8\) and \(E_7A_1\). By the work of Adams-Huang-Vogan [AHV], the \(K\)-structure of the first one is multiplicity free and a full lattice in \(E_8\). It does not occur in a multiplicity free induced module, and is not an end point of a complementary series. The second one is also multiplicity free, and occurs at an endpoint of a complementary series. Possibly it is also unitary by an old argument of Barbasch-Vogan.
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