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Abstract. The Schwarzschild spacetime metric of negative mass is well-known
to contain a naked singularity. In a spacelike slice, this singularity of the met-
ric is characterized by the property that nearby surfaces have arbitrarily small
area. We develop a theory of such “zero area singularities” in Riemannian
manifolds, generalizing far beyond the Schwarzschild case (for example, allow-
ing the singularities to have nontrivial topology). We also define the mass
of such singularities. The main result of this paper is a lower bound on the
ADM mass of an asymptotically flat manifold of nonnegative scalar curvature
in terms of the masses of its singularities, assuming a certain conjecture in
conformal geometry. The proof relies on the Riemannian Penrose Inequality.
Equality is attained in the inequality by the Schwarzschild metric of negative
mass. An immediate corollary is a version of the Positive Mass Theorem that
allows for certain types of incomplete metrics.

Authorship remarks Most of the definitions and results of this paper were the
work of the first author, originally presented at a conference in 2005 under the
heading “Negative Point Mass Singularities” [8]. The second author wrote the
majority of the paper, with individual contributions cited throughout [15].

1. Introduction: the negative mass Schwarzschild metric

The first metrics one typically encounters in the study of general relativity are
the Minkowski spacetime metric and the Schwarzschild spacetime metric, the latter
given by
\[ ds^2 = -\left(1 - \frac{2m}{R}\right) dt^2 + \left(1 - \frac{2m}{R}\right)^{-1} dR^2 + R^2 (d\theta^2 + \sin^2 \theta \, d\phi^2), \]
where \( t \) is the time coordinate, \((R, \theta, \phi)\) are spatial coordinates, and \( m \) is some
positive number. This represents the exterior region \( R > 2m \) of a non-rotating
black hole of mass \( m \) in vacuum. A spacelike slice of this Lorentzian metric can
be obtained by taking a level set of \( t \); under a coordinate transformation \( R = r \left(1 + \frac{m}{2r}\right)^2 \), the resulting 3-manifold is isometric to \( \mathbb{R}^3 \) minus the ball of radius
\( m/2 \) about the origin, with the conformally flat metric
\[ ds^2 = \left(1 + \frac{m}{2r}\right)^4 \delta, \]
where \( \delta = dx^2 + dy^2 + dz^2 \) is the usual flat metric on \( \mathbb{R}^3 \) and \( r = \sqrt{x^2 + y^2 + z^2} \).
Its boundary is in fact a minimal surface which represents the apparent horizon of
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the black hole. We will refer to this Riemannian metric as the *Schwarzschild metric* (of mass $m$).

Consider instead the metric (1) with $m < 0$. This gives a Riemannian metric on $\mathbb{R}^3$ minus a closed ball of radius $|m|/2$ about the origin that approaches zero near its inner boundary. One may loosely think of this manifold as a slice of a spacetime with a single “black hole of negative mass.” In fact, this metric has a naked singularity, as the singularity on the inner boundary is not enclosed by any apparent horizon. In this paper we introduce a theory of such “zero area singularities” (ZAS), modeled on the “Schwarzschild ZAS metric” (i.e., (1) with $m < 0$), yet far more general. Some of the interesting problems we address are:

1. When can such singularities be “resolved”?
2. What is a good definition of the mass of such a singularity?
3. Can the ADM mass of an asymptotically flat manifold of nonnegative scalar curvature be estimated in terms of the masses of its singularities?

To say another word about the third question, recall the Positive Mass Theorem of Schoen and Yau [20] which states that, under suitable conditions, the ADM mass of an asymptotically flat 3-manifold is nonnegative, with zero mass occurring only for the flat metric on $\mathbb{R}^3$. The Riemannian Penrose Inequality [7, 14] improves this to give a lower bound on the ADM mass in terms of the masses of its “black holes.” Here, the case of equality is attained by the Schwarzschild metric with $m > 0$. See appendix A for details on asymptotic flatness and ADM mass.

The main theorem of this paper is the Riemannian ZAS Inequality (see Theorems 30 and 31), introduced by the first author [8]. It is an analog of the Riemannian Penrose Inequality, but for zero area singularities instead of black holes. Specifically, this inequality gives a lower bound for the ADM mass of an asymptotically flat manifold in terms of the masses of its ZAS. Its proof assumes an unproven conjecture (Conjecture 33) regarding the outermost minimal area enclosure of the boundary, with respect to a conformal metric. While the conjecture is known to be true in a number of cases, proving it remains an open problem. Although we shall write “the” Riemannian ZAS Inequality in this paper, we remark that other similar inequalities may be discovered in the future that also deserve this title. Table 1 illustrates how this theorem fits together with the Positive Mass Theorem and Riemannian Penrose Inequality.

Table 1. The Schwarzschild metric as a case of equality

| sign($m$) | metric $\left(1 + \frac{m^2}{r^2}\right)^4 \delta$ | unique case of equality of |
|-----------|-----------------------------------------------|-----------------------------|
| 0         | Euclidean                                     | Positive Mass Theorem        |
| +         | Schwarzschild metric                          | Riemannian Penrose Inequality |
| −         | Schwarzschild ZAS metric                      | Riemannian ZAS Inequality (Theorem [30]) |

For reference, we recall the following theorems. The geometric assumption of nonnegative scalar curvature is equivalent, physically, to the dominant energy condition (for time-symmetric slices of spacetimes).

**Theorem 1** (Positive Mass Theorem [20]). *Let $(M, g)$ be a complete asymptotically flat Riemannian 3-manifold (without boundary) of nonnegative scalar curvature with ADM mass $m$. Then $m \geq 0$, with equality holding if and only if $(M, g)$ is isometric to $\mathbb{R}^3$ with the flat metric.*
Witten gave an alternative proof of Theorem 1 for spin manifolds [23].

**Theorem 2** (Riemannian Penrose Inequality, Theorem 19 of [7]). Let \((M,g)\) be a complete asymptotically flat Riemannian 3-manifold with compact smooth boundary \(\partial M\) and nonnegative scalar curvature, with ADM mass \(m\). Assume that \(\partial M\) is minimal (i.e. has zero mean curvature), and let \(S\) be the outermost minimal area enclosure of \(\partial M\). Then \(m \geq \sqrt{\frac{A}{16\pi}}\), where \(A\) is the area of \(S\). Equality holds if and only if \((M,g)\) is isometric to the Schwarzschild metric of mass \(m\) outside of \(S\).

See appendix A for details on the outermost minimal area enclosure. Theorem 2 was first proved by Huisken and Ilmanen [14] with \(A\) replaced by the area of the largest connected component of the outermost minimal surface of \(M\).

1.1. **Negative mass in the literature.** The concept of negative mass in both classical and modern physics has appeared frequently in the literature. The following list is a small sample of such articles and is by no means comprehensive.

- Bondi discusses negative mass in Newtonian mechanics, distinguishing among inertial mass, passive gravitational mass, and active gravitational mass [5]. He then proceeds to study a two-body problem in general relativity involving bodies with masses of opposite sign.
- Bonnor considers Newtonian mechanics and general relativity under the assumption that all mass is negative [6]. Included in the discussion are 1) the motion of test particles for a Schwarzschild spacetime of negative mass, 2) Friedmann-Robertson-Walker cosmology with negative mass density, and 3) charged particles of negative mass.
- More recently, research has turned toward the question of stability of the negative mass Schwarzschild spacetime. Gibbons, Hartnoll, and Ishibashi studied linear gravitational perturbations to this metric and found it to be stable for a certain boundary condition on the perturbations [12]. However, a separate analysis by Gleiser and Dotti reached a different conclusion, indicating the negative mass Schwarzschild spacetime to be perturbatively unstable for all boundary conditions [13]. The papers are in fact mathematically consistent with each other, with differences arising from subtleties pertaining to defining time evolution in a spacetime with a naked singularity. The issue of stability warrants further analysis, although we do not consider it here.

The present paper offers a new perspective on singularities arising from negative mass, extending past the Schwarzschild case. We will restrict our attention to the case of time-symmetric (i.e., totally geodesic), spacelike slices of spacetimes. This setting is a natural starting point, as it was for the Positive Mass Theorem and Penrose Inequality.

1.2. **Overview of contents.** Before providing an overview of the paper, we emphasize that the statements and proofs of the main theorems appear near the end, in section 5.

In section 2 we make precise the notion of zero area singularity. By necessity, this is preceded by a discussion of convergence for sequences of surfaces. Next, we define two well-behaved classes of ZAS: those that are “regular” and “harmonically regular.”
Section 3 introduces the mass of a ZAS: this is a numerical quantity that ultimately gives a lower bound on the ADM mass in the main theorem. Defining the mass for regular ZAS is straightforward; for arbitrary ZAS, formulating a definition requires more care. We discuss connections between the ZAS mass and the Hawking mass. Next, we define the capacity of a ZAS, a concept based on the classical notion of harmonic capacity. The important connection between mass and capacity is that if the capacity is positive, then the mass is $-\infty$.

Spherically symmetric metrics with zero area singularities are studied in section 4. In this simple setting, we explicitly compute the mass and capacity. An example is given that shows the concepts of regular and harmonically regular ZAS are in fact distinct. Experts may prefer to skip this section, which is largely computational and detail-oriented.

The main two theorems, comprising two versions of the Riemannian ZAS Inequality, are stated and proved (up to an unproven conjecture) in section 5. An immediate corollary is a version of the Positive Mass Theorem for manifolds with certain types of singularities.

After providing one final example, we conclude with a discussion about several related open problems and conjectures. Two appendices follow which are referred to as needed.

2. Definitions and preliminaries

In this paper, the singularities in question will arise as metric singularities on a boundary component of a manifold. To study the behavior of the metric near a singularity, we will make extensive use of the idea of nearby surfaces converging to a boundary component.

Throughout this paper $(\mathcal{M}, g)$ will be a smooth, asymptotically flat Riemannian 3-manifold, with compact, smooth, nonempty boundary $\partial \mathcal{M}$ (see appendix A for details on asymptotic flatness). We do not assume that $g$ extends smoothly to $\partial \mathcal{M}$. We make no other restrictions on the topology of $\partial \mathcal{M}$ (e.g., connectedness, orientability, genus).

2.1. Convergence of surfaces. For our purposes, a surface $S$ in $\mathcal{M}$ will always mean a $C^\infty$, closed, embedded 2-manifold in the interior of $\mathcal{M}$ that is the boundary of a bounded open region $\Omega$. (Note that $\Omega$ is uniquely determined by $S$.) We say that a surface $S_1 = \partial \Omega_1$ encloses a surface $S_2 = \partial \Omega_2$ if $\Omega_1 \supset \Omega_2$. If $\Sigma$ is a nonempty subcollection of the components of $\partial \mathcal{M}$, we say that a surface $S = \partial \Omega$ encloses $\Sigma$ if $\Sigma \subset \Omega$.

We next define what it means for a surface $S$ to be “close to” $\Sigma$ (with $\Sigma$ as above). Let $U \subset \mathcal{M}$ be a neighborhood of $\Sigma$ that is diffeomorphic to $\Sigma \times [0, a)$ for some $a > 0$. This gives a type of coordinate system $(x, s)$ on $U$ where $x \in \Sigma$ and $s \in [0, a)$. If $S \subset U$ is a surface that can be parameterized in these coordinates as $s = s(x)$, then we say it is a “graph over $\Sigma$”; clearly $S$ encloses $\Sigma$. Whenever we discuss the convergence of surfaces, it will be implicit that the surfaces are graphs over $\Sigma$.

Definition 3. Let $\{S_n\}$ be a sequence of surfaces that are graphs over $\Sigma$ that can be parameterized as $s_n = s_n(x)$ (see above). We say that $\{S_n\}$ converges in $C^k$ to $\Sigma$ if the functions $s_n : \Sigma \to [0, a)$ converge to 0 in $C^k$. 

We emphasize that convergence in $C^k$ depends only on the underlying smooth structure of $M$ and not on the metric. As an example, $S_n \to \Sigma$ in $C^0$ if for any open set $U$ containing $\Sigma$, there exists $n_0 > 0$ such that $S_n \subset U$ for all $n \geq n_0$. We shall not deal with convergence stronger than $C^2$ and will explain the significance of convergence in $C^1$ and $C^2$ as necessary.

2.2. Zero area singularities. We now give the definition of zero area singularity. Both the singular and plural will be abbreviated “ZAS.”

Definition 4. Let $g$ be an asymptotically flat metric on $M \setminus \partial M$. A connected component $\Sigma^0$ of $\partial M$ is a zero area singularity (ZAS) of $g$ if for every sequence of surfaces $\{S_n\}$ converging in $C^1$ to $\Sigma^0$, the areas of $S_n$ measured with respect to $g$ converge to zero.

Topologically, a ZAS is a boundary surface in $M$, not a point. However, in terms of the metric, it is often convenient to think of a ZAS as a point formed by shrinking the metric to zero. For example, the boundary sphere of the Schwarzschild ZAS metric is a ZAS. Also, most notions of “point singularity” are ZAS (after deleting the point). A depiction of a manifold with ZAS is given in figure 1.

Of course, ZAS could be defined for manifolds that are not asymptotically flat, but we do not pursue this direction.

Figure 1. A manifold with zero area singularities

On the left is a drawing of an abstract smooth manifold $M$ with two boundary components. On the right is a drawing of the same manifold equipped with a metric $g$ for which both boundary components are ZAS. The dotted lines represent cross-sectional surfaces (not necessarily 2-spheres).

The above definition may appear unwieldy, since it is a condition on infinitely many sequences of surfaces. However, in the case that $g$ extends continuously to the boundary, the situation is much simpler:

Proposition 5. Suppose $\Sigma^0$ is a component of $\partial M$ to which $g$ extends continuously (as a symmetric 2-tensor). If any of the following conditions holds, then $\Sigma^0$ is a ZAS of $g$:

(1) $\Sigma^0$ has zero area measured with respect to $g$ (see below).

(2) For each point $x \in \Sigma^0$, $g$ has a nonzero null eigenvector tangent to $\Sigma^0$ at $x$.

(3) There exists a sequence of surfaces $\{\Sigma_i\}$ converging in $C^1$ to $\Sigma^0$ such that $|\Sigma_i|_g$ converges to zero.

Here, $|\Sigma_i|_g$ is the area of $\Sigma_i$ measured with respect to $g$. 
To clarify the first condition, we remark that a continuous, symmetric 2-tensor $k$ on a surface that is positive semi-definite (i.e., $k(v,v) \geq 0$ for all tangent vectors $v$) can be used to compute areas (by integrating the 2-form defined locally in coordinates by $\sqrt{\det k_{ij} \, dx_1 \wedge dx_2}$).

**Proof.** If $g$ extends continuously to $\Sigma^0$, then for any sequence of surfaces $\{\Sigma_n\}$ converging in $C^1$ to $\Sigma^0$, we have convergence of their areas: $|\Sigma_n|_g \to |\Sigma^0|_g$. This shows parts 1 and 3. If condition 2 holds and $k$ is the restriction of $g$ to the tangent bundle of $\Sigma^0$, then $\det k_{ij} = 0$ in any coordinate chart. Then $|\Sigma^0|_g = 0$, so condition 1 holds. □

Proposition 5 gives sufficient conditions for a boundary component $\Sigma^0$ to be a ZAS; it is not necessary that $g$ extend continuously to the boundary in the definition of ZAS.

### 2.3. Resolutions of regular singularities.

We now discuss what it means to “resolve” a zero area singularity. An important case of ZAS occurs when a smooth metric on $M$ is deformed by a conformal factor that vanishes on the boundary $\Sigma$:

**Definition 6.** Let $\Sigma^0$ be a ZAS of $g$. Then $\Sigma^0$ is regular if there exists a smooth, nonnegative function $\varphi$ and a smooth metric $\overline{g}$, both defined on a neighborhood $U$ of $\Sigma^0$, such that

1. $\varphi$ vanishes precisely on $\Sigma^0$,
2. $\nabla(\varphi) > 0$ on $\Sigma^0$, where $\nabla$ is the unit normal to $\Sigma^0$ (taken with respect to $\overline{g}$ and pointing into the manifold), and
3. $g = \varphi^4 \overline{g}$ on $U \setminus \Sigma^0$.

If such a pair $(\overline{g}, \varphi)$ exists, it is called a local resolution of $\Sigma^0$.

The significance of the condition $\nabla(\varphi) > 0$ is explained further in Lemma 10 and is crucial in the proof of Proposition 11. As an example, the Schwarzschild ZAS with $m < 0$ is a regular ZAS with a local resolution $(\overline{g}, \varphi)$, where $\overline{g}$ is the flat metric and $\varphi = (1 + m^2 \rho)$. A graphical depiction of a local resolution is given in figure 2.

**Figure 2.** A resolution of a regular ZAS

\[ (U, g) \leftarrow \Sigma^0 \quad (U, \overline{g}) \rightarrow \Sigma^0 \]

On the left is a neighborhood $U$ of a regular ZAS $\Sigma^0$ in the metric $g$. On the right is the same neighborhood $U$ equipped with a resolution metric $\overline{g}$. The metrics $g$ and $\overline{g}$ are conformal in $U \setminus \Sigma^0$, with $g = \varphi^4 \overline{g}$, where $\varphi$ vanishes on $\Sigma^0$.

Much of our work utilizes a nicer class of singularities: those for which the resolution function can be chosen to be harmonic.

**Definition 7.** A regular ZAS $\Sigma^0$ of $g$ is said to be harmonically regular if there exists a local resolution $(\overline{g}, \varphi)$ such that $\varphi$ is harmonic with respect to $\overline{g}$. Such a pair $(\overline{g}, \varphi)$ is called a local harmonic resolution.
In the case of a local harmonic resolution, the condition $\nabla^2 \phi > 0$ holds automatically by the maximum principle. We remark that if one local resolution (or local harmonic resolution) exists, then so do infinitely many.

The Schwarzschild ZAS is harmonically regular, since the function $(1 + \frac{m^2}{r^2})$ is harmonic with respect to the flat metric on $\mathbb{R}^3$. In section 4 we give examples of ZAS that are not regular and ZAS that are regular but not harmonically regular.

If several components of $\partial M$ are (harmonically) regular ZAS, then there is a natural notion of a local (harmonic) resolution of the union $\Sigma$ of these components: in Definition 6 simply replace $\Sigma^0$ with $\Sigma$.

Since our ultimate goal—the Riemannian ZAS Inequality—is a global geometric statement, we will need resolutions that are globally defined.

**Definition 8.** Suppose all components of $\Sigma = \partial M$ are harmonically regular ZAS. Then the pair $(g, \varphi)$ is a global harmonic resolution of $\Sigma$ if

1. $g$ is a smooth, asymptotically flat metric on $M$,
2. $\varphi$ is the $g$-harmonic function on $M$ vanishing on $\Sigma$ and tending to one at infinity, and
3. $g = \varphi^4 g$ on $M \setminus \Sigma$.

For example, the aforementioned resolution of the Schwarzschild ZAS is a global harmonic resolution. In general, if $\Sigma$ consists of harmonically regular ZAS, it is not clear that a global harmonic resolution exists; this is studied in more detail in [15].

3. **Mass and capacity of ZAS**

In a time-symmetric (i.e., totally geodesic) spacelike slice of a spacetime, we adopt the viewpoint that black holes may be identified with apparent horizons. An apparent horizon is defined to be a connected component of the outermost minimal surface in the spacelike slice. If $A$ is the area of an apparent horizon $S$, then its mass (or “black hole mass”) is defined to be $m_{BH}(S) = \sqrt{\frac{A}{16\pi}}$. This definition has physical [17] and mathematical [7, 14] motivation; it also equals $m$ for the apparent horizon in the Schwarzschild metric of mass $m > 0$. We note the black hole mass is also given by the limit of the Hawking masses of a sequence of surfaces converging in $C^2$ to the apparent horizon. Recall the Hawking mass of any surface $S$ in $(M, g)$ is given by

$$m_H(S) := \sqrt{\frac{|S|_g}{16\pi}} \left(1 - \frac{1}{16\pi} \int_S H^2 dA \right),$$

where $|S|_g$ is the area of $S$ with respect to $g$, $H$ is the mean curvature of $S$, and $dA$ is the area form on $S$ induced by $g$. The significance of $C^2$ convergence is explained in the proof of Proposition 12 below.

Defining the mass of a ZAS, on the other hand, is not as straightforward, since the metric becomes degenerate and potentially loses some regularity at the boundary. For regular ZAS, it is possible to define mass in terms of a local resolution in such a way as to not depend on the choice of local resolution. In the general case, defining the mass is more involved. We first consider the regular case.

3.1. **The mass of regular ZAS.** Following [8], we define the mass of a regular ZAS:
Definition 9. Let \((\mathcal{g}, \mathcal{v})\) be a local resolution of a ZAS \(\Sigma^0\) of \(g\). Then the regular mass of \(\Sigma^0\) is defined by the flux integral
\[
m_{\text{reg}}(\Sigma^0) = -\frac{1}{4} \left( \frac{1}{\pi} \int_{\Sigma^0} \mathcal{v}(\mathcal{v})^{4/3} d\mathbf{A} \right)^{3/2},
\]
where \(\mathcal{v}\) is the unit normal to \(\Sigma^0\) (pointing into the manifold) and \(d\mathbf{A}\) is the area form induced by \(\mathcal{g}\).

The advantages of this definition are that it
1. is independent of the choice of local resolution (Proposition 11),
2. depends only on the local geometry of \((M, g)\) near \(\Sigma^0\) (Proposition 12),
3. is related to the Hawking masses of nearby surfaces (Proposition 13),
4. arises naturally in the proof of the Riemannian ZAS Inequality (Theorem 30), and
5. equals \(m\) for the Schwarzschild ZAS metric of ADM mass \(m < 0\) (left to the reader).

Before elaborating on these issues, we take a moment to describe how the masses of regular ZAS add together. If \(\Sigma_1, \ldots, \Sigma_k\) are regular ZAS and \(\Sigma = \bigcup_{i=1}^k \Sigma^i\), then applying (2) to \(\Sigma\) gives
\[
m_{\text{reg}}(\Sigma) = -\left( \sum_{i=1}^k m_{\text{reg}}(\Sigma^i) \right)^{2/3} \left( \sum_{i=1}^k \frac{m_{\text{reg}}(\Sigma^i)}{m_{\text{reg}}(\Sigma^i)^{2/3}} \right)^{3/2}.
\]
This is analogous with the case of black holes: if \(\Sigma_1, \ldots, \Sigma^k\) are apparent horizons with black hole masses \(m_i = \sqrt{\frac{|\Sigma^i|}{16\pi}}\), and if the black hole mass of their union \(\Sigma\) is defined to be \(\sqrt{\frac{|\Sigma|}{16\pi}}\) (c.f. [17]), then
\[
m_{\text{BH}}(\Sigma) = \left( \sum_{i=1}^k m_i^2 \right)^{1/2}.
\]

Next, we show the regular mass is well-defined. (This was also proved in [18][19].)

First, we require the following lemma:

Lemma 10. If \((\mathcal{g}_1, \mathcal{v}_1)\) and \((\mathcal{g}_2, \mathcal{v}_2)\) are two local resolutions of a regular ZAS \(\Sigma^0\), then the ratio \(\frac{\mathcal{v}_2}{\mathcal{v}_1}\) extends smoothly to \(\Sigma^0\) as a strictly positive function.

Proof. Since \(\mathcal{v}_1\) and \(\mathcal{v}_2\) vanish on \(\Sigma^0\) and have nonzero normal derivative there, the claim follows from the Fundamental Theorem of Calculus.

Proposition 11. The definition of \(m_{\text{reg}}(\Sigma^0)\) is independent of the choice of local resolution.

Proof. Let \((\mathcal{g}_1, \mathcal{v}_1)\) and \((\mathcal{g}_2, \mathcal{v}_2)\) be two local resolutions of \(\Sigma^0\), defined on a neighborhood \(U\) of \(\Sigma^0\). Then on \(U \setminus \Sigma^0\),
\[
\mathcal{v}_2^4 \mathcal{g}_1 = g = \mathcal{v}_1^4 \mathcal{g}_2.
\]

By Lemma 10 \(\lambda := \frac{\mathcal{v}_2}{\mathcal{v}_1}\) is smooth and positive on \(U\). In particular, \(\mathcal{g}_2 = \lambda^4 \mathcal{g}_1\) on \(U\). This allows us to compare area elements \(d\mathbf{A}_i\) and unit normals \(\mathcal{v}_i\) on \(\Sigma^0\) in the
metrics $\overline{g}_1$ and $\overline{g}_2$:
\[
\begin{align*}
\overline{d\mathcal{A}}_2 &= \lambda^4 \overline{d\mathcal{A}}_1, \\
\overline{\nu}_2 &= \lambda^{-2} \overline{\nu}_1.
\end{align*}
\]
Now, we show (2) is the same whether computed for $(\overline{g}_1, \overline{\nu}_1)$ or $(\overline{g}_2, \overline{\nu}_2)$. It suffices to show the corresponding integrals agree.
\[
\begin{align*}
\int_{\Sigma_0} \overline{\nu}_2 \left( \left( \frac{\overline{\nu}_1}{\lambda} \right) \right)^{4/3} \overline{d\mathcal{A}}_2 &= \int_{\Sigma_0} \left( \lambda^{-2} \overline{\nu}_1 \left( \frac{\overline{\nu}_1}{\lambda} \right) \right)^{4/3} \lambda^4 \overline{d\mathcal{A}}_1 \\
&= \int_{\Sigma_0} \left( \lambda^{-2} \left( \frac{\overline{\nu}_1}{\lambda} \right) - \frac{\overline{\nu}_1(\lambda)}{\lambda^2} \right)^{4/3} \lambda^4 \overline{d\mathcal{A}}_1 \\
&= \int_{\Sigma_0} \overline{\nu}_1 \left( \frac{\overline{\nu}_1}{\lambda} \right)^{4/3} \overline{d\mathcal{A}}_1,
\end{align*}
\]
where the cancellation occurs because $\overline{\nu}_1$ vanishes on $\Sigma_0$.

The next few results serve to provide alternate characterizations of the regular mass, relate the regular mass to the Hawking mass, and provide motivation for the definition of the mass of an arbitrary ZAS. We have placed an emphasis on the Hawking mass (versus other quasi-local mass functionals) due to its relevance to the Riemannian Penrose Inequality [14] and its role in the proof of the Riemannian ZAS Inequality for the case of a single ZAS [19].

**Proposition 12.** Let $\Sigma$ be a subset of $\partial M$ consisting of regular ZAS of $g$. If $\{\Sigma_n\}$ is a sequence of surfaces converging in $C^2$ to $\Sigma$, then
\[
m_{\text{reg}}(\Sigma) = -\lim_{n \to \infty} \left( \frac{1}{16\pi} \int_{\Sigma_n} H^{4/3} d\mathcal{A} \right)^{3/2}.
\]
In particular, the right side is independent of the choice of sequence, and the left side depends only on the local geometry of $(M, g)$ near $\Sigma$.

**Proof.** Let $(\overline{g}, \overline{\nu})$ be some local resolution of $\Sigma$. Apply formula (32) in appendix B for the change in mean curvature of a hypersurface under a conformal change of the ambient metric. Below, $H$ and $\overline{H}$ are the mean curvatures of $\Sigma_n$ in the metrics $g$ and $\overline{g}$, respectively.
\[
- \left( \frac{1}{16\pi} \int_{\Sigma_n} H^{4/3} d\mathcal{A} \right)^{3/2} = - \left( \frac{1}{16\pi} \int_{\Sigma_n} \left( \overline{\nu}^{-2} \overline{H} + 4 \overline{\nu}^{-3} \overline{\nu}(\overline{\nu}) \right)^{4/3} \overline{\nu} \overline{d\mathcal{A}} \right)^{3/2}
\]
\[
= - \left( \frac{1}{16\pi} \int_{\Sigma_n} \left( \overline{\nu} \overline{H} + 4 \overline{\nu} \overline{\nu}(\overline{\nu}) \right)^{4/3} \overline{d\mathcal{A}} \right)^{3/2}.
\]
Now, take $\lim_{n \to \infty}$ of both sides, and use the facts that 1) $\overline{\nu}$ vanishes on $\Sigma$ and 2) the $C^2$ convergence of $\{\Sigma_n\}$ ensures that the mean curvature of $\Sigma_n$ in $\overline{g}$ is bounded as $n \to \infty$ to deduce:
\[
- \lim_{n \to \infty} \left( \frac{1}{16\pi} \int_{\Sigma_n} H^{4/3} d\mathcal{A} \right)^{3/2} = - \frac{1}{4} \left( \frac{1}{\pi} \int_{\Sigma} \overline{\nu}(\overline{\nu}) \right)^{4/3} \overline{d\mathcal{A}} \right)^{3/2} = m_{\text{reg}}(\Sigma).
\]

\[\square\]
A similar result is now given for the Hawking mass. (This proof also appears in \cite{19}.)

**Proposition 13.** Let $\Sigma$ be a subset of $\partial M$ consisting of regular ZAS of $g$. If $\{\Sigma_n\}$ is a sequence of surfaces converging in $C^2$ to $\Sigma$, then

$$\limsup_{n \to \infty} m_H(\Sigma_n) \leq m_{\text{reg}}(\Sigma). \quad (4)$$

Moreover, there exists a sequence of surfaces $\{\Sigma^*_n\}$ converging in $C^2$ to $\Sigma$ such that

$$\lim_{n \to \infty} m_H(\Sigma^*_n) = m_{\text{reg}}(\Sigma).$$

**Proof.** The first part is an application of Hölder’s Inequality:

$$m_H(\Sigma_n) = \sqrt{\frac{|\Sigma_n|_g}{16\pi}} - \frac{|\Sigma_n|_g^{1/2}}{(16\pi)^{3/2}} \int_{\Sigma_n} H^2 dA \quad \text{(definition of Hawking mass)}$$

$$\leq \sqrt{\frac{|\Sigma_n|_g}{16\pi}} - \left( \frac{1}{16\pi} \int_{\Sigma_n} H^{4/3} dA \right)^{3/2} \quad \text{(Hölder’s Inequality)}$$

Inequality (4) follows by taking $\limsup_{n \to \infty}$ and applying Definition 4 and Proposition 12.

We now construct the sequence $\{\Sigma^*_n\}$. We first argue that there exists a local resolution $(\tilde{g}, \tilde{\varphi})$ such that $\tilde{\nu}(\tilde{\varphi}) \equiv 1$ on $\Sigma$. Let $(\overline{g}, \overline{\varphi})$ be some local resolution defined in a neighborhood $U$ of $\Sigma$. Let $u : U \to \mathbb{R}$ be a positive $\overline{g}$-harmonic function with boundary condition given by $(\overline{\varphi}(\overline{\varphi}))^{1/3}$ on $\Sigma$. Set $\tilde{g} = u^4 \overline{g}$ and $\tilde{\varphi} = \frac{\overline{\varphi}}{u}$; we claim $(\tilde{g}, \tilde{\varphi})$ is the desired local resolution.

First, note that $\tilde{g}$ is a smooth metric on $U$, since $u$ is positive and smooth. Next, $\tilde{\varphi}^4 \tilde{g} = \overline{\varphi}^4 \overline{g} = g$, and $\tilde{\varphi}$ vanishes only on $\Sigma$. Now, we compute the normal derivative of $\tilde{\varphi}$ on $\Sigma$:

$$\tilde{\nu}(\tilde{\varphi}) = u^{-2} \overline{\varphi} \left( \frac{\overline{\varphi}}{u} \right) = u^{-3} \overline{\varphi} - \frac{\overline{\varphi} \overline{\varphi}}{u^4} = 1,$$

by the boundary condition imposed on $u$. Thus, $(\tilde{g}, \tilde{\varphi})$ is the desired local resolution. (We tangentially remark that if $(\overline{g}, \overline{\varphi})$ is a local harmonic resolution, then so is $(\tilde{g}, \tilde{\varphi})$. This follows from equation (30) in appendix B and will be used in the proof of Proposition 11.)

Define $\Sigma^*_n$ to be the $1/n$ level set of $\tilde{\varphi}$ (for all $n$ sufficiently large). Note that $\Sigma^*_n$ is smooth, since the gradient of $\tilde{\varphi}$ with respect to $\tilde{g}$ is nonzero in a neighborhood of $\Sigma$. It is clear that $\Sigma^*_n$ converges to $\Sigma$ in all $C^k$ as $n \to \infty$.

Since equality is attained in Hölder’s Inequality for constant functions, the proof is complete if we show the ratio of the minimum and maximum values of $H$ (the mean curvature of $\Sigma^*_n$, measured in $\tilde{g}$) tends to 1 as $n \to \infty$. From equation (32) in appendix B, $H$ is given by

$$H = \tilde{\varphi}^{-2} \tilde{H} + 4 \tilde{\varphi}^{-3} \tilde{\nu}(\tilde{\varphi}), \quad (5)$$

where $\tilde{H}$ is the mean curvature of $\Sigma_n$ in $\tilde{g}$. By $C^2$ convergence, $\tilde{H}$ is bounded as $n \to \infty$. By $C^1$ convergence, $\tilde{\nu}(\tilde{\varphi})$ converges to 1 as $n \to \infty$. In particular, the second term in (5) dominates, and the ratio of the minimum and maximum values of $H$ converges to 1. \qed
The following corollary of Proposition 13 will be pertinent when discussing the mass of arbitrary ZAS.

**Corollary 14.** If $\Sigma$ is a subset of $\partial M$ consisting of regular ZAS of $g$, then

$$m_{\text{reg}}(\Sigma) = \sup \limsup_{n \to \infty} m_H(\Sigma_n),$$

where the supremum is taken over all sequences $\{\Sigma_n\}$ converging in $C^2$ to $\Sigma$.

It is necessary to take the supremum, since $\limsup_{n \to \infty} m_H(\Sigma_n)$ evidently underestimates the regular mass in general.

To summarize, we have seen several expressions for the regular mass: (1) an explicit formula in terms of any local resolution,

(2) as the limit of $-\left(\frac{1}{16\pi} \int_{\Sigma_n} H^{4/3} dA\right)^{3/2},$

(3) as the limit of the Hawking masses of a certain sequence of surfaces, and

(4) as the sup of the lim sup of the Hawking masses of sequences converging to $\Sigma$.

### 3.2. The mass of arbitrary ZAS.

For simplicity, we will assume from this point on that all components of $\Sigma := \partial M$ are ZAS of $g$. We shall define only the mass of $\Sigma$ (not the mass of each component of $\Sigma$). A good definition of the mass of $\Sigma$ should 1) depend only on the local geometry near $\Sigma$ and 2) agree with the regular mass in the case that the components of $\Sigma$ are regular (or at least harmonically regular). There are three immediate candidates for the definition of the mass of $\Sigma$: the supremum over all sequences $\{\Sigma_n\}$ converging in some $C^k$ to $\Sigma$ of

(1) $\limsup_{n \to \infty} m_H(\Sigma_n)$ (inspired by Corollary 14),

(2) $\limsup_{n \to \infty} -\left(\frac{1}{16\pi} \int_{\Sigma_n} H^{4/3} dA\right)^{3/2}$ (inspired by Proposition 12), and

(3) $\limsup_{n \to \infty} m_{\text{reg}}(\Sigma_n)$, where $\Sigma_n$ is viewed as a regular ZAS that “approximates” $\Sigma$. (This is explained below; see also figure 3.)

The first two candidates manifestly depend only on the local geometry near $\Sigma$ and agree with the regular mass for regular ZAS (by Corollary 14 and Proposition 12). In fact, the second is greater than or equal to the first (an application of Hölder’s Inequality).

To explain the third quantity above, we show that each surface $\Sigma_n$ is naturally a collection of ZAS (with respect to a new metric). Let $\Omega_n$ be the region enclosed by $\Sigma_n$, and let $\varphi_n$ be the unique $g$-harmonic function that vanishes on $\Sigma_n$ and tends to one at infinity. Then $\varphi_n^4 g$ is an asymptotically flat metric on the manifold $M \setminus \Omega_n$. Moreover, $\Sigma_n$ is a collection of harmonically regular ZAS for this manifold. This construction is demonstrated in figure 3, essentially this process approximates any ZAS $\Sigma$ with a sequence of harmonically regular ZAS. By construction, $(g, \varphi_n)$ is a global harmonic resolution of $\Sigma_n$, so the regular mass of $\Sigma_n$ is computed in this resolution as

$$m_{\text{reg}}(\Sigma_n) = -\frac{1}{4} \left(\frac{1}{\pi} \int_{\Sigma_n} \nu(\varphi_n)^{4/3} dA\right)^{3/2},$$

where the unit normal $\nu$ and area form $dA$ are taken with respect to $g$.

We will adopt the third candidate for our definition of mass; Proposition 16 and Corollary 28 will show it agrees with the regular mass for harmonically regular ZAS, and Proposition 26 will show it depends only on the local geometry near $\Sigma$. The relationship between the third and first two candidates for the definition of mass
Figure 3. Approximating a ZAS by harmonically regular ZAS

On the left side, \((M, g)\) is pictured with a ZAS \(\Sigma\) and a sequence \(\{\Sigma_n\}\) of surfaces converging to it. \(\varphi_n\) is the \(g\)-harmonic function vanishing on \(\Sigma_n\) and approaching 1 at infinity. The conformal metric \(\varphi_n^4 g\) on the region \(M \setminus \Omega_n\) has \(\Sigma_n\) as a ZAS. (Here, \(\Omega_n\) is the region enclosed by \(\Sigma_n\).)

is unknown; see section 6.4. Another justification for our choice of the definition of mass is that it naturally gives a lower bound on the ADM mass of \((M, g)\) (see Theorem 31). It is currently unknown how to obtain such a lower bound in terms of the first two candidates for the mass of \(\Sigma\).

Definition 15. Let \(\Sigma = \partial M\) be zero area singularities of \((M, g)\). The mass of \(\Sigma\) is

\[
m_{\text{ZAS}}(\Sigma) := \sup \left\{ \limsup_{n \to \infty} m_{\text{reg}}(\Sigma_n) \right\},
\]

where the supremum is taken over all sequences \(\{\Sigma_n\}\) converging in \(C^1\) to \(\Sigma\) and \(m_{\text{reg}}(\Sigma_n)\) is given by equation (6).

Note that while the regular mass of a regular ZAS is a negative real number, \(m_{\text{ZAS}}(\Sigma)\) takes values in \([-\infty, 0]\). In section 4 we will see examples with \(m_{\text{ZAS}}(\Sigma) = -\infty\) and \(m_{\text{ZAS}}(\Sigma) = 0\). The requirement that the sequences \(\{\Sigma_n\}\) converge in \(C^1\) is explained in the proof of the following result, which also appears in [15]:

Proposition 16. If \(\Sigma\) admits a global harmonic resolution, then the two definitions of mass agree. That is, \(m_{\text{reg}}(\Sigma) = m_{\text{ZAS}}(\Sigma)\).

Proof. Let \(\Sigma\) have a global harmonic resolution \(\{\overline{\varphi}, \overline{\nu}\}\). Let \(\{\Sigma_n\}_{n=1}^\infty\) be a collection of smooth level sets of \(\overline{\varphi}\) that converge in \(C^1\) to \(\Sigma\), and let \(\varphi_n\) be \(g\)-harmonic, vanishing on \(\Sigma_n\) and tending to 1 at infinity. Now we compute a convenient expression for the regular mass of \(\Sigma_n\):

\[
m_{\text{reg}}(\Sigma_n) = -\frac{1}{4} \left( \frac{1}{\pi} \int_{\Sigma_n} \nu(\varphi_n)^4/3 dA \right)^{3/2}
\]

(expression 15 for \(m_{\text{reg}}(\Sigma_n)\))

\[
= -\frac{1}{4} \left( \frac{1}{\pi} \int_{\Sigma_n} \overline{\varphi} \varphi_n(\varphi_n)^4/3 dA \right)^{3/2}
\]

\((\nu = \overline{\varphi}^{-2} \overline{\nu} \text{ and } dA = \overline{\varphi}^4 d\overline{A})\)

\[
= -\frac{1}{4} \left( \frac{1}{\pi} \int_{\Sigma_n} \overline{\varphi} \varphi_n^4/3 d\overline{A} \right)^{3/2}
\]

\((\varphi_n = 0 \text{ on } \Sigma_n)\). (7)
We claim that the limit $n \to \infty$ of the above equals $m_{\text{reg}}(\Sigma)$. Let $a_n$ be the (constant) value of $\overline{\varphi}$ on $\Sigma_n$. Let $E_n$ be the closure of the region exterior to $\Sigma_n$. From formula (30) in appendix B, the function $\overline{\varphi} \varphi_n$ is $\overline{\varphi}$-harmonic in $E_n$, zero on $\Sigma_n$ and 1 at infinity. Also, $\overline{\varphi} - a_n$ is $\overline{\varphi}$-harmonic on $M$, zero on $\Sigma_n$ and $1 - a_n$ at infinity. In particular, by the uniqueness of harmonic functions with identical boundary values, we see that

$$\overline{\varphi} \varphi_n = \frac{1}{1 - a_n} (\overline{\varphi} - a_n) \quad \text{in } E_n.$$  

It follows that

$$m(\overline{\varphi} \varphi_n) = \frac{1}{1 - a_n} m(\overline{\varphi}) \quad \text{on } \Sigma_n. \quad (8)$$

Continuing with equations (7), and taking $\lim_{n \to \infty}$, we have

$$\lim_{n \to \infty} m_{\text{reg}}(\Sigma_n) = \lim_{n \to \infty} -\frac{1}{4} \left( \frac{1}{\pi} \int_{\Sigma_n} \left( \frac{1}{1 - a_n} \overline{\varphi}(\overline{\varphi}) \right)^{4/3} dA \right)^{3/2} \quad \text{(eqn. (8))}$$

$$= -\frac{1}{4} \left( \frac{1}{\pi} \int_{\Sigma} (\overline{\varphi}(\overline{\varphi})^{4/3} dA \right)^{3/2}$$

$$= m_{\text{reg}}(\Sigma),$$

where we have used the facts $a_n \to 0$ and $\Sigma_n \to \Sigma$ in $C^1$. This proof is complete; in fact we have shown the stronger statement that $\lim_{n \to \infty} m_{\text{reg}}(\Sigma_n)$ exists and is independent of the choice of $\{\Sigma_n\}$ (for the case of a global harmonic resolution). □

As a consequence of this result, we may interchangeably use the terms “mass” and “regular mass” whenever a global harmonic resolution exists. The question of whether $m_{\text{ZAS}}(\Sigma) = m_{\text{reg}}(\Sigma)$ for merely regular ZAS is considered in [15]; the answer is known to be yes in the spherically symmetric case as well as in the case of harmonically regular ZAS (Proposition 28). At the very least, we have an inequality relating the two definitions of mass:

**Proposition 17.** If $\Sigma = \partial M$ consists of regular ZAS, then

$$m_{\text{ZAS}}(\Sigma) \leq m_{\text{reg}}(\Sigma).$$

The proof of this fact appears in [15].

We now point out that in regards to the definition of mass, there exists a sequence of surfaces that attains the supremum and for which the limsup may be replaced by a limit.

**Proposition 18.** There exists a sequence of surfaces $\{\Sigma_n\}$ converging in $C^1$ to $\Sigma$ such that

$$\lim_{n \to \infty} m_{\text{reg}}(\Sigma_n) = m_{\text{ZAS}}(\Sigma).$$

The proof, appearing in [15], is essentially a diagonalization argument applied to a maximizing sequence of sequences $\{\Sigma_n\}_i$.

### 3.3. The capacity of ZAS

The capacity of a collection of ZAS is introduced in this section. We will see this quantity has a relationship with the mass and plays a role in the proof of the general version of the Riemannian ZAS Inequality (Theorem 31).
The capacity is also characterized as the minimum of an energy functional:

\[ C(S) = \int_{M \setminus \Omega} |\nabla \varphi|^2 dV, \]

where \( |\nabla \varphi|^2 \) and \( dV \) are taken with respect to \( g \).

Proposition 22. Let \( \varphi \) be the unique \( g \)-harmonic function on \( M \setminus \Omega \) that vanishes on \( S \) and tends to 1 at infinity. Then the (harmonic) capacity of \( S \) is defined to be

\[ C(S) = \int_S \nu(\varphi) dA, \tag{9} \]

where \( \nu \) is the unit outward normal to \( S \). (This shows that the capacity is finite.) The capacity is also characterized as the minimum of an energy functional:

\[ C(S) = \inf_{f} \int_{M \setminus \Omega} |\nabla f|^2 dV, \tag{10} \]

where the infimum is taken over all locally Lipschitz functions \( f \) that vanish on \( \Sigma \) and tend to 1 at infinity. Note that \( \varphi \) is the unique function attaining this infimum.

Now we give the important classical monotonicity property of capacity.

Lemma 20. If \( S_1 \) and \( S_2 \) are surfaces that are graphs over \( \partial M \) and \( S_1 \) is enclosed by \( S_2 \), then \( C(S_1) \leq C(S_2) \). Moreover, equality holds if and only if \( S_1 = S_2 \).

Proof. Say \( S_1 = \partial \Omega_1 \) and \( S_2 = \partial \Omega_2 \). Let \( \varphi_1, \varphi_2 \) be the harmonic functions vanishing on \( S_1, S_2 \) respectively, and tending to 1 at infinity. Since \( \varphi_2 \) can be extended continuously by zero in \( \Omega_2 \setminus \Omega_1 \) while remaining locally Lipschitz, we see that \( \int_{M \setminus \Omega_1} |\nabla \varphi_2|^2 dV \) gives an upper bound for \( C(S_1) \) in (10) yet equals \( C(S_2) \). Therefore \( C(S_1) \leq C(S_2) \).

In the above, if \( S_1 \neq S_2 \), then by the regularity of these surfaces (\( C^1 \) is sufficient), the volume of \( \Omega_2 \setminus \Omega_1 \) is positive. The above proof shows \( C(S_1) < C(S_2) \).

□

We are ready to define the capacity of ZAS [8,19].

Definition 21. Assume the components of \( \Sigma = \partial M \) are ZAS of \( g \), and let \( \{\Sigma_n\}_{n=1}^{\infty} \) be a sequence of surfaces converging to \( \Sigma \) in \( C^0 \). Define the capacity of \( \Sigma \) as

\[ C(\Sigma) = \lim_{n \to \infty} C(\Sigma_n). \]

This limit exists by the monotonicity guaranteed by Lemma 20.

Note that the capacity takes values in \([0, \infty)\). We will often distinguish between the cases of zero capacity and positive capacity. We show now that \( C(\Sigma) \) is well-defined (as done in [19]).

Proposition 22. The capacity of \( \Sigma \) as defined above is independent of the sequence \( \{\Sigma_n\} \).

Proof. Let \( \{\Sigma_n\} \) and \( \{\Sigma_i'\} \) be two sequences of surfaces converging to \( \Sigma \) in \( C^0 \). Then for any \( n > 0 \), \( \Sigma_n \) encloses \( \Sigma_i' \) for all \( i \) sufficiently large. By Lemma 20, \( C(\Sigma_i') \leq C(\Sigma_n) \) for such \( n \) and \( i \). Taking the limit \( i \to \infty \), we have \( \lim_{i \to \infty} C(\Sigma_i') \leq C(\Sigma_n) \)

Definition 19. Suppose \( S = \partial \Omega \) is a surface in \( M \) that is a graph over \( \partial M \) (recall this terminology from section 2.1). Let \( \varphi \) be the unique \( g \)-harmonic function on \( M \setminus \Omega \) that vanishes on \( S \) and tends to 1 at infinity. Then the (harmonic) capacity of \( S \) is defined to be

\[ C(S) = \int_{M \setminus \Omega} |\nabla \varphi|^2 dV, \]

where \( |\nabla \varphi|^2 \) and \( dV \) are taken with respect to \( g \).

Lemma 20. If \( S_1 \) and \( S_2 \) are surfaces that are graphs over \( \partial M \) and \( S_1 \) is enclosed by \( S_2 \), then \( C(S_1) \leq C(S_2) \). Moreover, equality holds if and only if \( S_1 = S_2 \).

Proof. Say \( S_1 = \partial \Omega_1 \) and \( S_2 = \partial \Omega_2 \). Let \( \varphi_1, \varphi_2 \) be the harmonic functions vanishing on \( S_1, S_2 \) respectively, and tending to 1 at infinity. Since \( \varphi_2 \) can be extended continuously by zero in \( \Omega_2 \setminus \Omega_1 \) while remaining locally Lipschitz, we see that \( \int_{M \setminus \Omega_1} |\nabla \varphi_2|^2 dV \) gives an upper bound for \( C(S_1) \) in (10) yet equals \( C(S_2) \). Therefore \( C(S_1) \leq C(S_2) \).

In the above, if \( S_1 \neq S_2 \), then by the regularity of these surfaces (\( C^1 \) is sufficient), the volume of \( \Omega_2 \setminus \Omega_1 \) is positive. The above proof shows \( C(S_1) < C(S_2) \).

□

We are ready to define the capacity of ZAS [8,19].

Definition 21. Assume the components of \( \Sigma = \partial M \) are ZAS of \( g \), and let \( \{\Sigma_n\}_{n=1}^{\infty} \) be a sequence of surfaces converging to \( \Sigma \) in \( C^0 \). Define the capacity of \( \Sigma \) as

\[ C(\Sigma) = \lim_{n \to \infty} C(\Sigma_n). \]

This limit exists by the monotonicity guaranteed by Lemma 20.

Note that the capacity takes values in \([0, \infty)\). We will often distinguish between the cases of zero capacity and positive capacity. We show now that \( C(\Sigma) \) is well-defined (as done in [19]).

Proposition 22. The capacity of \( \Sigma \) as defined above is independent of the sequence \( \{\Sigma_n\} \).

Proof. Let \( \{\Sigma_n\} \) and \( \{\Sigma_i'\} \) be two sequences of surfaces converging to \( \Sigma \) in \( C^0 \). Then for any \( n > 0 \), \( \Sigma_n \) encloses \( \Sigma_i' \) for all \( i \) sufficiently large. By Lemma 20, \( C(\Sigma_i') \leq C(\Sigma_n) \) for such \( n \) and \( i \). Taking the limit \( i \to \infty \), we have \( \lim_{i \to \infty} C(\Sigma_i') \leq C(\Sigma_n) \).
for all \( n \). Taking the limit \( n \to \infty \), we have \( \lim_{i \to \infty} C(\Sigma_i') \leq \lim_{n \to \infty} C(\Sigma_n) \). By the symmetry of the argument, the opposite inequality holds as well. \( \square \)

As an example, we show below that a collection of regular ZAS has zero capacity. Examples of ZAS with positive capacity will be given in section 4.

**Proposition 23.** If the components of \( \Sigma = \partial M \) are regular ZAS, then the capacity of \( \Sigma \) is zero.

**Proof.** First, observe that the capacity of \( \Sigma \) is equal to

\[
C(\Sigma) = \inf_{\psi} \int_M |\nabla \psi|^2 dV, \tag{11}
\]

where the infimum is taken over all locally Lipschitz functions \( \psi \) that vanish on \( \Sigma \) and tend to 1 at infinity. Now, let \((\mathcal{G}, \overline{r})\) be some local resolution, and let \( \overline{r} \) denote the distance function from \( \Sigma \) with respect to \( \mathcal{G} \). For small \( \epsilon > 0 \), let \( \psi_\epsilon \) be the Lipschitz test function on \( M \) given by:

\[
\psi_\epsilon(r) = \begin{cases} 
\overline{r}, & 0 \leq \overline{r} \leq \epsilon \\
1, & \text{else}
\end{cases}
\]

It is straightforward to show the energy of \( \psi_\epsilon \) in the sense of (11) is of order \( \epsilon \). Letting \( \epsilon \to 0 \) establishes the claim. \( \square \)

3.4. **The relationship between mass and capacity.** Recently appearing in the literature is an estimate relating the capacity of the boundary of an asymptotically flat manifold to the boundary geometry [11]. In somewhat the same spirit, the following result relates the capacity of a ZAS to the Hawking masses of nearby surfaces [18]. It was proved using weak inverse mean curvature flow in the sense of Huisken and Ilmanen [14].

**Theorem 24** (Robbins [19]). Assume \((M, g)\) has nonnegative scalar curvature. If \( \Sigma \) is a connected ZAS with positive capacity, and if \{\( \Sigma_n \)\} converges in \( C^1 \) to \( \Sigma \), then

\[
\limsup_{n \to \infty} m_H(\Sigma_n) = -\infty.
\]

Now we prove the following, with no assumption on the sign of scalar curvature.

**Theorem 25.** If \( \Sigma = \partial M \) is a collection of ZAS of positive capacity, then

\[
m_{\text{ZAS}}(\Sigma) = -\infty.
\]

**Proof.** Suppose \{\( \Sigma_n \)\} is any sequence of surfaces converging in \( C^1 \) to \( \Sigma \). Applying the definition of \( m_{\text{reg}} \) and Hölder’s Inequality,

\[
m_{\text{reg}}(\Sigma_n) = -\frac{1}{4} \left( \frac{1}{\pi} \int_{\Sigma_n} \nu(\varphi_n)^{4/3} dA \right)^{3/2} \leq -\frac{1}{4\pi^{3/2} |\Sigma_n|} \left( \int_{\Sigma_n} \nu(\varphi_n) dA \right)^{2}.
\]

The right hand side converges to \( -\infty \), since \( |\Sigma_n| \to 0 \) and \( \int_{\Sigma_n} \nu(\varphi_n) \to C(\Sigma) > 0 \) (by expression (9) for the capacity of a surface and the definition of the capacity of
a ZAS). Therefore \(\limsup_{n \to \infty} m_{\text{reg}}(\Sigma_n) = -\infty\) for arbitrary \(\{\Sigma_n\}\), so \(m_{\text{ZAS}}(\Sigma) = -\infty\). \(\square\)

We show in section 4 that the converse of this statement fails; there exist ZAS of zero capacity and negative infinite mass.

3.5. The local nature of mass and capacity. A satisfactory definition of the mass of a collection of ZAS ought to only depend on the local geometry near the singularities. Here we establish that the mass and capacity of ZAS are inherently local notions, despite their definitions in terms of global geometry. This section is meant only to illustrate these ideas and is not essential to the main theorems. Most of the proof of the following proposition was given by Robbins in [19].

**Proposition 26.** Suppose all components of \(\Sigma = \partial M\) are ZAS of \(g\), and let \(U\) be any neighborhood of \(\Sigma\). Then 1) the sign of the capacity of \(\Sigma\) and 2) the mass of \(\Sigma\) depend only on the restriction of \(g\) to \(U\).

**Proof.** First, assume \(\Sigma\) has zero capacity with respect to \(g\). Let \(S\) be some surface in \(M\) enclosing \(\Sigma\) such that \(S\) and the region it bounds are contained in \(U\). Let \(\Sigma_n\) converge to \(\Sigma\) in \(C^0\). By truncating finitely many terms of the sequence, we may assume all \(\Sigma_n\) are enclosed by \(S\). Let \(\varphi_n\) be \(g\)-harmonic, equal to 0 on \(\Sigma_n\), and tending to 1 at infinity. Let \(\epsilon_n\) be the minimum value attained by \(\varphi_n\) on \(S\). Let \(f_n^-\) and \(f_n^+\) be functions in the region bounded by \(\Sigma_n\) and \(S\) that are \(g\)-harmonic, equal to 0 on \(\Sigma_n\), with \(f_n^-|S = \epsilon_n\) and \(f_n^+|S = 1\). The setup is illustrated in figure 4. By the maximum principle, the following inequalities hold on \(\Sigma_n\):

\[
0 < \nu(f_n^-) \leq \nu(\varphi_n) \leq \nu(f_n^+),
\]

where \(\nu\) is the outward unit normal to \(\Sigma_n\) with respect to \(g\). Integrating the first pair of inequalities over \(\Sigma_n\) and using expression (9) for capacity, we have

\[
0 < \int_{\Sigma_n} \nu(f_n^-)dA \leq C(\Sigma_n).
\]

By assumption, \(C(\Sigma_n) \to 0\) as \(n \to \infty\), so \(\int_{\Sigma_n} \nu(f_n^-)dA \to 0\). But by the uniqueness of harmonic functions with identical boundary values, \(f_n^- = \epsilon_n f_n^+\), so

\[
0 < \int_{\Sigma_n} \nu(f_n^-)dA = \int_{\Sigma_n} \nu(\epsilon_n f_n^+)dA = \epsilon_n \int_{\Sigma_n} \nu(f_n^+)dA \to 0.
\]

This diagram illustrates the boundary values of the harmonic functions used in the proof of Proposition 26.
We asserted that the right hand side converges to zero (implying inequality (12) over $\Sigma$), this fact depends only on the data $(U, g|_U)$. Thus, the property of zero capacity is determined by the restriction of $g$ to $U$. This completes the first part of the proof.

For the second part, if $\Sigma$ has positive capacity, then by Theorem 25 the mass of $\Sigma$ is $-\infty$. However, the property of positive capacity is determined by $g|_U$, so the condition $m_{ZAS}(\Sigma) = -\infty$ is also determined by $g|_U$. Now, we may assume $\Sigma$ has zero capacity.

From inequalities (12) and $f_n^- = \epsilon_n f_n^+$, we have

$$\epsilon_n^{4/3} \int_{\Sigma_n} \nu(f_n^+)^{4/3} dA \leq \int_{\Sigma_n} \nu(\varphi_n)^{4/3} dA \leq \int_{\Sigma_n} \nu(f_n^+)^{4/3} dA. \tag{14}$$

By Lemma 27 (below) and the fact that $\Sigma$ has zero capacity, the sequence of numbers $\{\epsilon_n\}$ converges to 1. Taking the $\limsup$ of (14), we have

$$\limsup_{n \to \infty} \int_{\Sigma_n} \nu(\varphi_n)^{4/3} dA = \limsup_{n \to \infty} \int_{\Sigma_n} \nu(f_n^+)^{4/3} dA. \tag{15}$$

Since the right hand side depends only on $g|_U$, it now follows from the definition of the mass of $\Sigma$ that $m_{ZAS}(\Sigma)$ depends only on $g|_U$. \hfill $\Box$

The following lemma will be used in the proof of Theorem 31 and essentially shows the nonexistence of nonconstant, smooth, bounded, harmonic functions on manifolds containing ZAS.

**Lemma 27.** Suppose $\Sigma = \partial M$ consists of ZAS and has zero capacity. If $\{\Sigma_n\}$ is a sequence of surfaces converging in $C^0$ to $\Sigma$ and $\varphi_n$ is the harmonic function vanishing on $\Sigma_n$ and tending to 1 at infinity, then $\varphi_n(x) \to 1$ pointwise in $M \setminus \Sigma$, with uniform convergence on compact subsets.

**Proof.** Let $K \subset M \setminus \Sigma$. Then for all $n$ sufficiently large, $K$ is contained in the region exterior to $\Sigma_n$. Without loss of generality, assume $\Sigma_n$ encloses $\Sigma_{n+1}$ for all $n$. Then by the maximum principle, $\{\varphi_n\}$ is an increasing sequence of harmonic functions on $K$, bounded between 0 and 1, and tending to 1 at infinity. Thus, $\{\varphi_n\}$ converges uniformly on $K$ (and in fact in any $C^k$) to a harmonic function $\varphi$. Since $\Sigma$ has zero capacity, $\lim_{n \to \infty} \int_K |\nabla \varphi_n|^2 dV = 0$, so $\int_K |\nabla \varphi|^2 dV = 0$. Thus, $\varphi$ is constant on $M \setminus \Sigma$ and in fact must be identically equal to 1. \hfill $\Box$

Having shown that the ZAS mass is a local notion, we have the following corollary, which improves Proposition 10.

**Corollary 28.** If $\Sigma = \partial M$ consists of harmonically regular ZAS, then $m_{reg}(\Sigma) = m_{ZAS}(\Sigma)$.

**Proof.** The proof of Proposition 26 shows that for the purposes of computing the mass of $\Sigma$, the functions $\{f_n^+\}_{n=1}^{\infty}$ may be used in lieu of $\{\varphi_n\}_{n=1}^{\infty}$ (where $f_n^+$ is harmonic, 0 on $\Sigma_n$ and 1 on a fixed surface $S$). This was pointed out in [19]. Choose $S = \partial \Omega$ so that $\Omega$ is contained in the domain of a local harmonic resolution, and proceed as in Proposition 10. \hfill $\Box$
Thus, we may interchangeably use the terms “mass” and “regular mass” for harmonically regular ZAS.

4. Examples: spherically symmetric ZAS and removable singularities

As alluded to in the introduction, this optional section involves many computational details; some readers may wish to skip to section 5 which includes the main theorems. Many of the calculations below were also carried out by Robbins [19].

Here, we consider \( M = S^2 \times [0, \infty) \) with a spherically symmetric (i.e., warped product) metric \( g \) given by

\[
\begin{equation}
\tag{16}
ds^2 = dr^2 + \frac{A(r)}{4\pi} d\sigma^2,
\end{equation}
\]

where \( r \) is the geodesic distance along the axis of symmetry, \( A(r) \) is smooth and positive for \( r > 0 \) and extends continuously to 0 at \( r = 0 \), and \( d\sigma^2 \) is the round metric on the sphere of radius 1. By construction, the value of \( A(r) \) equals the area of the sphere \( S^2 \times \{ r \} \). Assume that \( g \) is asymptotically flat, so that \( A(r) \) is asymptotic to \( 4\pi r^2 \). (In particular, \( \int_1^\infty \frac{dr}{A(r)} < \infty \).) By Proposition 5, \( \Sigma = S^2 \times \{ 0 \} \) is a ZAS of \( g \).

4.1. Capacity. We now derive an explicit expression for the capacity of \( \Sigma \). A straightforward computation gives an expression for the Laplacian with respect to \( g \) acting on functions of \( r \):

\[
\begin{equation}
\Delta f(r) = f''(r) + \frac{A'(r)}{A(r)} f'(r).
\end{equation}
\]

It follows that the harmonic function vanishing on \( S_\rho := S^2 \times \{ \rho \} \) (with \( \rho > 0 \)) and tending to 1 at infinity is given by

\[
\phi_\rho(r) = \frac{1}{\int_{\rho}^{\infty} \frac{dr}{A(r)}} \int_{\rho}^{\infty} \frac{dr}{A(r)}. 
\]

The improper integral is finite, by the asymptotic behavior of \( A(r) \). Now, the capacity of \( S_\rho \) is

\[
C(S_\rho) = \int_{S_\rho} \nu(\phi_\rho) dA \\
= \int_{S_\rho} \frac{1}{\int_{\rho}^{\infty} \frac{dr}{A(r)}} \frac{1}{A(\rho)} dA \\
= \left( \int_{\rho}^{\infty} \frac{dr}{A(r)} \right)^{-1} (|S_\rho| = A(\rho)).
\]

(18)

In particular, the capacity of \( \Sigma \) is given by

\[
C(\Sigma) = \lim_{\rho \to 0^+} C(S_\rho) = \left( \int_0^{\infty} \frac{dr}{A(r)} \right)^{-1}.
\]

Thus, we see that the capacity of \( \Sigma \) is zero if and only if the improper integral \( \int_0^{\infty} \frac{dr}{A(r)} \) is infinite (which holds if and only if \( \int_0^{\epsilon} \frac{dr}{A(r)} \) is infinite for all \( \epsilon > 0 \)). Otherwise, the capacity is positive and finite.
Table 2. ZAS data for metrics of the form $ds^2 = dr^2 + r^\alpha d\sigma^2$

| range of $\alpha$ | capacity of $\Sigma$ | mass of $\Sigma$ | regular ZAS | removable singularity |
|------------------|----------------------|------------------|-------------|-----------------------|
| $0 < \alpha < 1$ | positive             | $-\infty$        | no          | no                    |
| $1 \leq \alpha < \frac{4}{3}$ | zero                | $-\infty$        | no          | no                    |
| $\alpha = \frac{4}{3}$ | zero                | $-\frac{2}{9}$   | yes         | no                    |
| $\frac{4}{3} < \alpha < 2$ | zero                | zero             | no          | yes                   |
| $2 \leq \alpha < \infty$ | zero                | zero             | no          | no                    |

For each $\alpha > 0$, the spherically symmetric metric $ds^2 = dr^2 + r^\alpha d\sigma^2$ has a ZAS at $r = 0$. The above table gives the following properties of this ZAS for each possible value of $\alpha$: the sign of the capacity, the mass, whether or not the ZAS is regular, and whether or not the ZAS is a removable singularity.

4.2. Explicit examples. In this section assume $A(r)$ is given by

$$A(r) = 4\pi r^\alpha, \quad \text{for } 0 < r \leq 1,$$

(19)

where $\alpha > 0$ is a constant. We need only define $A(r)$ on an interval, since the examples of this section are purely local. Our goal is to fill in Table 2, which shows the mass and capacity of the ZAS of this metric for the various values of $\alpha$, as well as whether or not each ZAS is regular or removable (explained below).

By the above discussion of capacity, we see that $C(\Sigma) > 0$ if and only if $\alpha < 1$.

By Theorem 25, if $0 < \alpha < 1$, then $m_{\text{ZAS}}(\Sigma) = -\infty$, since we saw above that the capacity of $\Sigma$ is positive. We now determine the mass of $\Sigma$ assuming $\alpha \geq 1$. The first step is to compute the regular masses of the concentric spheres $S_\rho$:

$$m_{\text{reg}}(S_\rho) = \frac{1}{4} \left( \frac{1}{\pi} \int_{S_\rho} \nu(\varphi_\rho)^{4/3} dA \right)^{3/2}$$

$$= -\frac{1}{4\pi^{3/2}} \left( \int_{S_\rho} \left( \int_\rho^\infty \frac{dF}{A(r)} \right)^{4/3} \frac{1}{A(\rho)} dA \right)^{3/2}$$

$$= -\frac{1}{4\pi^{3/2}} \left( \frac{A(\rho)^{-1/3}}{\left( \int_\rho^\infty \frac{dF}{A(r)} \right)^{4/3}} \right)^{3/2}$$

$$= -\frac{1}{4\pi^{3/2}} \left( \frac{A(\rho)^{-1/4}}{\left( \int_\rho^\infty \frac{dF}{A(r)} \right)^2} \right) .$$

(20)

We can use L’Hopital’s rule to evaluate this limit (of the form $\frac{\infty}{\infty}$) as $\rho \to 0$:

$$\lim_{\rho \to 0^+} m_{\text{reg}}(S_\rho) = -\frac{1}{4\pi^{3/2}} \left( \lim_{\rho \to 0^+} \frac{-\frac{1}{4} A(\rho)^{-5/4} A'(\rho)}{-\frac{1}{A(\rho)}} \right)^2$$

$$= -\frac{1}{64\pi^{3/2}} \left( \lim_{\rho \to 0^+} A(\rho)^{-1/4} A'(\rho) \right)^2$$

$$= -\frac{1}{64\pi^{3/2}} \left( \lim_{\rho \to 0^+} (4\pi)^{3/4} \alpha \rho^{3\alpha^2/4-1} \right)^2 .$$

(21)
This limit is \(-\infty\) if \(1 \leq \alpha < 4/3\), finite but nonzero if \(\alpha = 4/3\), and zero if \(\alpha > 4/3\). For \(\alpha > 4/3\), this shows that the mass of \(\Sigma\) is zero. (It is at least zero by our computation, but it is a priori at most zero.) For \(1 \leq \alpha < 4/3\), we claim the mass of \(\Sigma\) is \(-\infty\).

Given any sequence of surfaces \(\{\Sigma_n\}\) converging in \(C^1\) to \(\Sigma\), we will compare them to a sequence of round spheres. Let \(\rho_n > 0\) be the minimum value of the \(r\)-coordinate that \(\Sigma_n\) attains; then \(\Sigma_n\) encloses \(S_{\rho_n}\), so \(C(\Sigma_n) \geq C(S_{\rho_n})\). Also, since \(\Sigma_n\) converges in \(C^1\), the ratio of areas \(a_n := \frac{|\Sigma_n|}{A(\rho_n)}\) converges to 1. Using the proof of Theorem 25, we can estimate the regular mass of \(\Sigma_n\):

\[
m_{\text{reg}}(\Sigma_n) \leq -\frac{1}{4\pi^{3/2}}|\Sigma_n|^{-1/2}C(\Sigma_n)^2
\]

\[
= -\frac{1}{4\pi^{3/2}}a_n^{-1/2}A(\rho_n)^{-1/2}C(S_{\rho_n})^2
\]

\[
= a_n^{-1/2}m_{\text{reg}}(S_{\rho_n}),
\]

where the last equality comes from equations (18) and (20). Taking \(\limsup_{n \to \infty}\) of both sides (and using \(\rho_n \to 0\)), we have \(\limsup_{n \to \infty} m_{\text{reg}}(\Sigma_n) = -\infty\). (We showed above that this limit is \(-\infty\) for concentric round spheres.) Thus, \(m_{\text{ZAS}}(\Sigma) = -\infty\) if \(1 \leq \alpha < 4/3\).

If \(\alpha = 4/3\), we will see below that \(\Sigma\) is harmonically regular. By Corollary 28 its mass is given by (21), which evaluates to \(\frac{-4}{9}\). We now determine the values of \(\alpha\) for which \(\Sigma\) is a regular ZAS.

**Lemma 29.** The ZAS \(\Sigma\) of the metric \(ds^2 = dr^2 + \frac{A(r)}{r^4}d\sigma^2\) with \(A(r)\) given by (19) is regular if and only if \(\alpha = 4/3\). In this case, \(\Sigma\) is harmonically regular.

**Proof.** We find a necessary condition for \(\Sigma\) to be regular. Assume \((\bar{g}, \bar{\varphi})\) is some local resolution; by spherical symmetry we may assume \(\bar{\varphi}\) depends only on \(r\). By applying a conformal transformation, we may assume that the spheres \(S^2 \times \{\bar{\rho}\}\) have constant area \(4\pi\) in \(\bar{g}\) (i.e., \(\bar{\varphi}^{-1}(r)A(r) = 4\pi\)). (In other words, the metric \(\bar{g}\) is that of a round cylinder with spherical cross sections.) Then

\[
\bar{\varphi}(r) = \left(\frac{A(r)}{4\pi}\right)^{1/4} = r^\alpha/4.
\]

A necessary condition for a local resolution is that \(\partial(\bar{\varphi})\) is positive and finite on \(\Sigma\). Compute this normal derivative:

\[
\partial(\bar{\varphi}) = \bar{\varphi}^2 \frac{\partial}{\partial r} \bar{\varphi}(r) = \frac{\alpha}{4} r^{3\alpha/4 - 1}.
\]

This is positive and finite in the limit \(r \to 0\) if and only if \(\alpha = 4/3\). Thus, \(\alpha = 4/3\) is necessary for the existence of a local resolution.

If \(\alpha = 4/3\), then \(\bar{\varphi}(r) = r^{1/3}\). A calculation shows that the arc length parameter for \(\bar{g}\) is given as \(\varphi = 3r^{1/3}\). Thus, \(\varphi(\varphi) = \frac{1}{9}\varphi\), which is smooth on \([0, 1]\); moreover, \(\bar{\varphi}\) is \(\bar{g}\)-harmonic. Thus, \((\bar{g}, \bar{\varphi})\) is a local harmonic resolution. \(\square\)

Evidently the case \(\alpha = 4/3\) is special. It is left to the reader to show that if the Schwarzschild ZAS metric is written in the form (19), then to first order, \(A(s)\) is given by a constant times \(s^{4/3}\), where \(s\) is the distance to \(\Sigma\).
4.3. **Removable singularities.** For our purposes a “removable singularity” is a point deleted from the interior of a smooth Riemannian manifold. Such singularities can be viewed as ZAS. For example the manifold \(\mathbb{R}^3 \setminus \{0\}\) with the flat metric \(\delta\) has its interior “boundary” as a ZAS. For example the manifold \(\mathbb{R}^3 \setminus \{0\}\) with the flat metric \(ds^2 = dr^2 + r^2 d\sigma^2\) on its interior, which is isometric to \(\mathbb{R}^3 \setminus \{0\}\). Clearly the boundary \(\Sigma := S^2 \times \{0\}\) is a ZAS. It is not difficult to see that the ZAS of the spherically symmetric metric \((19)\) is removable if and only if \(\alpha = 2\), which corresponds to a deleted point in flat space. (See Lemma 4.1 of chapter 1 in [18].)

In fact, it is straightforward to show that a collection of removable singularities has zero mass; see [15]. (The key tool is the existence of a harmonic function that blows up at the removable singularities.) However, not all ZAS with zero mass are removable, as seen in earlier examples.

There is also a notion of a “removable \(S^1\) singularity”; this occurs when an embedded circle is removed from the interior of a smooth Riemannian manifold. The resulting space has a zero area singularity that is topologically a 2-torus. It is left to the reader to verify that removable \(S^1\) singularities have mass equal to \(-\infty\) (at least for a circle deleted from \(\mathbb{R}^3\)). Thus, our definition of mass is not well-adapted to studying these types of singularities.

4.4. **A regular ZAS that is not harmonically regular.** In this section, we prove by example that there exists a ZAS that has a local resolution but no local harmonic resolution; we begin by showing that the problem of finding a local harmonic resolution is equivalent to solving a linear elliptic PDE. Let \((\bar{g}, \bar{\varphi})\) be some local resolution of a ZAS \(\Sigma^0\). Suppose for now that there exists a local harmonic resolution \((\tilde{g}, \tilde{\varphi})\) of \(\Sigma^0\) defined on a neighborhood \(U\). Set \(u = \tilde{\varphi} \bar{g}\), which is smooth and positive on \(M\) by Lemma 10. Also, \(\tilde{\varphi} = u^4 \bar{g}\). Apply formula (30) from appendix B (with \(\tilde{\varphi}\) playing the role of \(\varphi\)). This leads to the equation

\[
\Delta \bar{\varphi} = \bar{\varphi} \Delta \left( \frac{\varphi}{u} \right),
\]

since \(\tilde{\varphi}\) is assumed to be \(\bar{g}\)-harmonic. Then \(u\) satisfies \(\Delta u = fu\), where \(f = \frac{\Delta \bar{\varphi}}{u}\).

Then \(u\) satisfies the linear elliptic PDE

\[
\begin{cases}
L u = 0, & \text{in } U \\
u > 0, & \text{on } \Sigma^0
\end{cases}
\]  

(22)

where \(L := \Delta - f\). On the other hand, if \(u\) is some positive solution to (22) that is smooth up to and including the boundary, then the above discussion implies that \((\bar{g}, \bar{\varphi})\) is a local harmonic resolution of \(\Sigma^0\), where \(\bar{\varphi} := \frac{\varphi}{u}\) and \(\tilde{\varphi} := u^4 \bar{g}\).

Note that solutions of (22) may lose regularity at the boundary if, for some local resolution \((\bar{g}, \bar{\varphi})\), the function \(\frac{\Delta \varphi}{\varphi}\) is not smooth at the boundary. Now we exhibit such an example.

Consider a spherically symmetric metric \(\bar{g}\) given by \(ds^2 = dr^2 + e^r d\sigma^2\) and a function \(\bar{\varphi}(r) = r\), both for \(0 \leq r \leq 1\). Then \((\bar{g}, \bar{\varphi})\) is a local resolution of the ZAS of \(g := \bar{g} \bar{\varphi}\). We assume that if a local harmonic resolution exists, it is also spherically symmetric. By equation (17), the Laplacian on functions of \(r\) is given by

\[
\Delta \psi(r) = \psi''(r) + \psi'(r).
\]
Thus, for our choice of $\varphi(r)$, we have $\Delta \varphi = \frac{1}{r}$, so equation (22) becomes

$$u''(r) + u'(r) - \frac{u(r)}{r} = 0,$$

where $u$ is the quotient of $\varphi$ and the unknown harmonic resolution function. The general solution of this second order linear ODE on $(0, 1)$ is given by

$$u(r) = C_1 r + C_2 \left( -e^{-r} + r \int_r^\infty \frac{e^{-t}}{t} dt \right),$$

where $C_1$ and $C_2$ are arbitrary constants. To satisfy the condition $u(0) > 0$, it must be that $C_2 \neq 0$. However, in this case, $u'(r)$ does not extend smoothly to zero:

$$u'(r) = C_1 + C_2 \int_r^\infty \frac{e^{-t}}{t} dt,$$

which diverges at $r = 0$. Thus, there exists no solution of (22) for this choice of $g$ obeying the necessary boundary conditions and extending smoothly to the boundary. In other words, the ZAS $\Sigma$ admits no local harmonic resolution. The above discussion also appears in [15].

5. The Riemannian ZAS Inequality

In this section we prove the two main theorems of this paper, stated below. Both were introduced and proved in [8] (except the case of equality in Theorem 30 which is a new result). The proofs rely on a certain unproven conjecture, explained in section 5.2.

5.1. The main theorems.

Theorem 30 (The Riemannian ZAS Inequality, global harmonically regular case).

Suppose $g$ is an asymptotically flat metric on $M \setminus \partial M$ of nonnegative scalar curvature such that all components of the boundary $\Sigma = \partial M$ are ZAS. Assume there exists a global harmonic resolution $(\bar{g}, \varphi)$ of $\Sigma$ with $\varphi$ complete. Also assume Conjecture 33 (below) holds. Then the ADM mass $m$ of $(M, g)$ satisfies

$$m \geq m_{\text{ZAS}}(\Sigma),$$

where $m_{\text{ZAS}}(\Sigma)$ is as in Definition 15. Equality holds in (23) if and only if $(M, g)$ is a Schwarzschild ZAS of mass $m < 0$.

If $\Sigma$ has components $\{\Sigma_i\}_{i=1}^k$ with respective regular masses $m_i$, then by equation (23) and Proposition 14, the statement $m \geq m_{\text{ZAS}}(\Sigma)$ can be written

$$m \geq -\left( \sum_{i=1}^k |m_i|^{2/3} \right)^{3/2}.$$

Theorem 31 (The Riemannian ZAS Inequality, general case).

Suppose $g$ is an asymptotically flat metric on $M \setminus \partial M$ of nonnegative scalar curvature such that all components of the boundary $\Sigma = \partial M$ are ZAS, and that $M$ has no other singularities. Assume that Conjecture 35 holds. Then the ADM mass $m$ of $(M, g)$ satisfies $m \geq m_{\text{ZAS}}(\Sigma)$. 
We mean that $M$ has no singularities other than $\Sigma$ in the following sense: if a sequence of surfaces $S_n$ converges in $C^0$ to $\Sigma$, then the closed region exterior to $S_n$ is a complete manifold-with-boundary with respect to $g$ for each $n$.) We have not attempted to characterize the case of equality in the general case; this issue is discussed in section 6.2.

Remarks

(1) Robbins [19] showed Theorem 31 in the case $\partial M$ is connected by applying the technique of weak inverse mean curvature flow (IMCF) due to Huisken and Ilmanen [14]. However, this approach gives no bound on the ADM mass if more than one ZAS is present; the proof relies crucially on the monotonicity of the Hawking mass under IMCF, but monotonicity is lost when the surfaces travel past a ZAS.

(2) Note that the Positive Mass Theorem does not apply to $(M, g)$ as above, since the latter cannot be extended to a smooth, complete manifold.

The following special case with $m_{ZAS}(\Sigma) = 0$ deserves attention, since it is a new version of the Positive Mass Theorem that allows for certain types of singularities and incomplete metrics.

**Corollary 32** (Positive Mass Theorem with singularities). Suppose $(M, g)$ satisfies the hypotheses of Theorem 31 with $\Sigma_{ZAS}(\Sigma) = 0$. Then $m \geq 0$, where $m$ is the ADM mass of $(M, g)$.

The above result is a nontrivial statement, since we have shown that there exist singularities of zero mass that are not removable.

5.2. A conjecture in conformal geometry. Our tool in the proof of Theorem 30 will be the Riemannian Penrose Inequality. The latter applies to manifolds whose boundary is a minimal surface, so it will be necessary to transform our manifold into such (by a conformal change, for example). This motivates the following problem, independent of ZAS theory.

**Problem:** Given a smooth asymptotically flat manifold $(N, h)$ with boundary (and no singularities), is it possible to find a positive harmonic function $u$ such that the boundary has zero mean curvature in the metric $u^4 h$? (We require $u$ to be harmonic so that the sign of scalar curvature is preserved; this will be discussed further below.) It turns out that the answer is no, even if superharmonic functions are allowed. As a counterexample, consider the spherically symmetric metric $ds^2 = dr^2 + \frac{A(r)}{4\pi} d\sigma^2$, with $A(r)/4\pi$ given on $[0, 2\pi]$ as $1 + \epsilon \sin(r)$, with $\epsilon > 0$. Smoothly extend $A(r)$ to $[0, \infty)$ so that it 1) remains positive and 2) is given by $A(r) = 4\pi r^2$ outside of a compact set. (The geometric significance of this asymptotically flat metric is 1) its boundary has positive mean curvature (since $A'(0) > 0$) and 2) the ratio of the areas of the sphere at $r = 0$ and at $r = 3\pi/2$ gets arbitrarily large as $\epsilon \to 0$.) The general spherically symmetric harmonic function can be written as

$$u(r) = c_1 \int_0^r \frac{dr}{A(r)} + c_2,$$

where $c_1$ and $c_2$ are constants. Consider the boundary sphere at $r = 0$. By the formula for the first variation of area, its mean curvature is given by $H = \frac{A'(0)}{A(0)^{3/2}} = \frac{1}{1+\epsilon}$. By formula (32) in appendix B, the mean curvature of the boundary in the
metric $h := u^4 h$ is given by

$$H = c_1 - \frac{2}{c_2} \left( 1 + \frac{\epsilon}{c_2} \right) \left( 1 + \frac{c_1}{c_2} \right).$$

If this is to equal zero, we must have $c_1 = -\frac{2}{c_2}$. Then the function $u$ can be written as

$$u(r) = c_2 \left( 1 - \frac{1}{4} \int_0^r \frac{dr}{1 + \epsilon + \sin(r)} \right).$$

If $\epsilon > 0$ is sufficiently small, then by inspection, $u(r)$ must vanish on $[0, 2\pi]$, regardless of value of $c_2$. In particular, this metric provides the desired counterexample. (By the maximum principle, superharmonic functions only tend to increase $H$, and thus would not change the outcome.) See [15] for a further discussion on obstructions to the above problem.

The above example shows that one cannot in general force the boundary to be a minimal surface via a global harmonic conformal factor. However, we predict in the following conjecture that we can “almost” do so in the following sense: given $(N, h)$ as above, there exists a positive $h$-harmonic function $u$ such that $N$ contains a compact surface $\Sigma$ of zero mean curvature (with respect to $u^4 h$) such that $\tilde{\Sigma}$ and $\Sigma$ have approximately the same area (with respect to $u^4 h$). The following conjecture was first given in [8]. (For details on the outermost minimal area enclosure of the boundary of an asymptotically flat manifold, see section A.1 in appendix A.)

**Conjecture 33 ("Conformal Conjecture").** Let $(N, h)$ be a smooth asymptotically flat 3-manifold with compact, smooth, nonempty boundary $\Sigma$, with $h$ extending smoothly to $\Sigma$. Given $\epsilon > 0$, there exists a smooth, positive function $u$ on $N$ and metric $h_0 = u^4 h$ satisfying the following conditions. Let $\tilde{\Sigma}$ be the outermost minimal area enclosure of $\Sigma$ with respect to $h_0$.

1. $u$ is harmonic with respect to $h$ and tends to 1 at infinity.
2. In the metric $h_0$, the areas of $\tilde{\Sigma}$ and $\Sigma$ differ by at most $\epsilon$.
3. $\tilde{\Sigma}$ is disjoint from $\Sigma$.

The third condition guarantees that $\tilde{\Sigma}$ is $C^\infty$ with zero mean curvature measured in $h_0$ (see section A.1 in appendix A). We remark that the conjecture is known to be true in the spherically symmetric case. The effect of applying the Conformal Conjecture to an asymptotically flat manifold with boundary is illustrated in figure 5.

Now we explain how this conjecture relates to Theorems 30 and 31. We wish to obtain a lower bound on the ADM mass of $(M, g)$. For the first theorem, our strategy is to take a global harmonic resolution and apply the Conformal Conjecture; this produces a manifold-with-boundary to which the Riemannian Penrose Inequality applies. (Note that because the conformal factor is harmonic, the property of nonnegative scalar curvature is preserved. See equation (31) in appendix B.) This gives a lower bound on the ADM mass of the latter manifold; in the next section we explain how to transform it to the desired bound. Finally, Theorem 31 will be a consequence of Theorem 30 and the definition of mass.

If true, Conjecture 33 implies the following statement, which is better adapted for the proof of Theorem 30.
Figure 5. The Conformal Conjecture, illustrated

If the Conformal Conjecture applies to \((N, h)\) as above on the left, then it gives the existence of \((N, h_0)\) on the right. For the latter manifold, the outermost minimal area enclosure, \(\overline{\Sigma}\), is a zero mean curvature surface and its area is close to the area of \(\Sigma\).

**Conjecture 34.** Let \((M, g)\) have boundary \(\Sigma\) consisting of ZAS and admitting a global harmonic resolution of \(\Sigma\). Given \(\epsilon > 0\), there exists a global harmonic resolution \((g_0, \varphi_0)\) of \(\Sigma\) such that \(\overline{\Sigma}\) (the outermost minimal area enclosure of \(\Sigma\) in the metric \(g\)) is minimal and \(|\Sigma|_g \leq |\overline{\Sigma}|_g + \epsilon\).

**Proof.** Apply Conjecture 33 to some global harmonic resolution \((g, \varphi)\), obtaining a metric \(g_0 = u^4 g\). From equation \(30\) in appendix B, the function \(\varphi_0 := \varphi u\) is harmonic with respect to \(g_0\). It is readily checked that \((g_0, \varphi_0)\) is a global harmonic resolution of \(\Sigma\) obeying the desired properties. \(\square\)

5.3. **Proofs of the main theorems.** We prove the first part of Theorem 30. Note that nonnegativity of the scalar curvature is preserved under global harmonic resolutions and applications of Conjecture 33, since the conformal factors are harmonic (see equation \(33\) in appendix B). This fact will allow the use of the Riemannian Penrose Inequality.

**Proof of first part of Theorem 30** By hypothesis, we may assume the existence of a global harmonic resolution \((\overline{g}, \overline{\varphi})\) of \(\Sigma\) as in Conjecture 33 for any \(\epsilon > 0\). As above, we let \(\overline{\Sigma}\) be the outermost minimal area enclosure of \(\Sigma\) in the metric \(\overline{g}\). (We reiterate the points that the Riemannian Penrose Inequality applies to \((M, \overline{g})\) and \(|\Sigma|_{\overline{g}} \leq |\overline{\Sigma}|_{\overline{g}} + \epsilon\).) Now we make a series of estimates:

\[
m = m - \frac{1}{2\pi} \lim_{r \to \infty} \int_{S_r} \overline{\nu}(\overline{\varphi}) dA
\]

(formula \(33\) in appendix B; \(S_r\) is a large coordinate sphere)

\[
\geq \sqrt{\frac{|\Sigma|_{\overline{g}}}{16\pi}} - \frac{1}{2\pi} \int_{\Sigma} \overline{\nu}(\overline{\varphi}) dA
\]

(Riemannian Penrose Inequality; \(\overline{\nabla} \overline{\varphi} = 0\; \text{Stokes’ theorem}

\[
\geq \sqrt{\frac{|\Sigma|_{\overline{g}} - \epsilon}{16\pi}} - \frac{1}{2\pi} \left( \int_{\Sigma} (\varphi(\nabla \varphi))^{4/3} dA \right)^{3/4} |\Sigma|_{\overline{g}}^{1/4}
\]

(Conjecture 34; Hölder’s Inequality)

\[
= \frac{1}{4} \sqrt{\frac{|\Sigma|_{\overline{g}}}{\pi}} - \frac{1}{2} \left( \frac{1}{\pi} \int_{\Sigma} (\varphi(\nabla \varphi))^{4/3} dA \right)^{3/4} \left( \frac{|\Sigma|_{\overline{g}}}{\pi} \right)^{1/4} + O(\epsilon)
\]
\[
\inf_{x \in \mathbb{R}} \left( \frac{1}{4} x^2 - \frac{1}{2} \left( \frac{1}{\pi} \int_{\Sigma} (\varphi(\varphi))^4/3 \, dA \right)^{3/4} x \right) + O(\epsilon) \\
= m_{\text{ZAS}}(\Sigma) + O(\epsilon)
\]

(definition of regular mass; Proposition 16)

where \( O(\epsilon) = \sqrt{\frac{\vert \Sigma \vert - \epsilon}{16\pi}} - \sqrt{\frac{\vert \Sigma \vert}{16\pi}} \to 0 \) as \( \epsilon \to 0 \); therefore inequality (23) holds.

Before proving the second part of Theorem 30, we show that Theorem 31 easily follows from the above.

Proof of Theorem 31. If the capacity of \( \Sigma \) is positive, then \( m_{\text{ZAS}}(\Sigma) = -\infty \) by Theorem 25. Therefore \( m \geq m_{\text{ZAS}}(\Sigma) \) follows trivially. Now assume \( \Sigma \) has zero capacity.

Let \( \{ \Sigma_n \} \) converge to \( \Sigma \) in \( C^1 \), and let \( \varphi_n \) be \( g \)-harmonic, vanishing on \( \Sigma_n \) and tending to 1 at infinity. As before, \((g, \varphi_n)\) gives a global harmonic resolution of the ZAS \( \Sigma_n \) of the metric \( \varphi_n^4 g \). By Theorem 30, we have

\[
m_{\text{ADM}}(\varphi_n^4 g) \geq m_{\text{reg}}(\Sigma_n),
\]

where \( m_{\text{ADM}}(\varphi_n^4 g) \) is the ADM mass of the metric \( \varphi_n^4 g \). Formula (33) in appendix B allows us to compute the ADM mass of a conformal metric in terms of the original metric. In the case at hand it gives

\[
m = m_{\text{ADM}}(\varphi_n^4 g) + \frac{1}{2\pi} \lim_{r \to \infty} \int_{S_r} \nu(\varphi_n) \, dA.
\]

Since \( \varphi_n \) is harmonic and \( S_r \) is homologous to \( \Sigma_n \), Stokes’ Theorem shows that the second term on the right-hand side is equal to \( \frac{1}{2\pi} \int_{\Sigma_n} \nu(\varphi_n) \, dA \), which equals \( \frac{1}{2\pi} C(\Sigma_n) \). Since \( \Sigma \) has zero capacity, \( \lim_{n \to \infty} C(\Sigma_n) = 0 \). Now, taking \( \lim \sup_{n \to \infty} \) of (24) and applying (25), we have

\[
m \geq \lim \sup_{n \to \infty} m_{\text{reg}}(\Sigma_n).
\]

By taking the supremum of this expression over all such \( \{ \Sigma_n \} \), we have that \( m \geq m_{\text{ZAS}}(\Sigma) \). □

Now, we prove the second part of Theorem 30 (characterizing the case of equality).

Proof of second part of Theorem 30. It is left to the reader to show that the Schwarzschild ZAS metric \( g = \left( 1 + \frac{m}{r} \right)^4 \delta \) (with \( m < 0 \) and \( \delta \) the flat metric) on \( \mathbb{R}^3 \backslash B_{\|m\|/2}(0) \) has both ADM mass and ZAS mass equal to \( m \). (For the latter, apply the definition of regular mass to the resolution \( (\delta, 1 + \frac{m}{r}) \) of \( \Sigma \).)
Assume all components of $\Sigma = \partial M$ are harmonically regular ZAS. Let $(\overline{g}, \overline{\varphi})$ be a global harmonic resolution of $\Sigma$ as in Conjecture [24], in particular $\overline{\Sigma}$ is minimal and $|\Sigma|_{\overline{g}} \leq |\overline{\Sigma}|_{\overline{g}} + \epsilon$, (where, as before, $\overline{\Sigma}$ is the outermost minimal area enclosure of $\Sigma$ in the metric $\overline{g}$). Assume that the ADM mass $m$ of $(M, g)$ equals $m_{ZAS}(\Sigma)$, so that equality holds at each step in the proof of inequality (23). In particular, the following must hold:

1. $m = \sqrt{\frac{|e \Sigma|}{16\pi}}$, so equality holds in the Riemannian Penrose Inequality. Thus, $(M, g)$ is isometric to the Schwarzschild metric of mass $m > 0$ (on $\mathbb{R}^3 \setminus B_{m/2}(0)$) outside of $\overline{\Sigma}$. (This does not complete the proof, since we have not yet classified the region inside of $\overline{\Sigma}$.)

2. $\overline{\varphi}$ is constant on $\Sigma$ (by the case of equality of Hölder’s inequality).

3. The minimum of the quadratic $\frac{1}{4}x^2 + bx$ is attained, so $x = -b$. Thus,

$$\frac{|\Sigma|_g}{4\pi} = \left(\frac{1}{\pi} \int_\Sigma (\overline{\varphi})^{4/3} \frac{dA}{A}\right)^{1/4}$$

Squaring (26), dividing by $-4$, and applying the definition of regular mass gives

$$-\sqrt{\frac{|\Sigma|_g}{16\pi}} = m_{ZAS}(\Sigma).$$

Our strategy is to show $\overline{\Sigma}$ and $\Sigma$ have the same capacity (in the $g$ metric); since the former encloses the latter by definition, Lemma [20] would imply that these surfaces are equal. First,

$$C(\Sigma)^2 = \left(\int_\Sigma \overline{\varphi}(\varphi)dA\right)^2$$

(expression [20] for capacity)

$$= \frac{1}{4} \left(\frac{1}{\pi} \int_\Sigma (\overline{\varphi})^{4/3} dA\right)^{3/2} \cdot 4\pi^{3/2}|\Sigma|^{1/2}(\overline{\varphi}) \text{ is constant on } \Sigma$$

$$= -m_{ZAS}(\Sigma) \cdot 4\pi^{3/2}|\Sigma|^{1/2} \quad (m_{ZAS}(\Sigma) = m_{reg}(\Sigma))$$

$$= \pi|\Sigma|_g \quad \text{(by equation [27])}$$

To compute the capacity of $\overline{\Sigma}$, let $\psi$ be the $\overline{g}$-harmonic function that equals 0 on $\overline{\Sigma}$ and tends to 1 at infinity. In fact, $\psi(r)$ is given by $\frac{1}{1 + \frac{m}{2r}}$. (Here, we have used the identification of $\overline{g}$ outside of $\overline{\Sigma}$ with the Schwarzschild metric.)

$$C(\overline{\Sigma})^2 = \left(\int_\overline{\Sigma} \overline{\varphi}(\psi)dA\right)^2$$

(expression [20] for capacity)

$$= \left(\frac{1}{4\pi} |\overline{\Sigma}|_{\overline{g}}\right)^2 \quad \left(\overline{\varphi}(\psi)|_{\overline{\Sigma}} = \frac{1}{(1 + \frac{m}{2r})^2} \frac{\partial}{\partial r} \psi(r)|_{r=m/2} = \frac{1}{4m}\right)$$

$$\geq \pi|\overline{\Sigma}|_{\overline{g}} \quad \text{(equality in Riemannian Penrose Inequality)}$$

$$\leq \pi|\Sigma|_g \quad \text{(by definition of } \overline{\Sigma})$$

$$= C(\Sigma)^2 \quad \text{(above computation of } C(\Sigma))$$

Therefore, $C(\overline{\Sigma}) \leq C(\Sigma)$. But we know from Lemma [20] that the reverse inequality holds as well (since $\overline{\Sigma}$ encloses $\Sigma$ by definition). By the second part of Lemma [20]
we have that \( \tilde{\Sigma} = \Sigma \). Therefore \( \tilde{\psi} = \psi \), so \( g \) is given by

\[
g = \tilde{\psi}^4 \tilde{\varphi} = \psi^4 \left( 1 + \frac{\bar{m}}{2r} \right)^4 \delta = \left( 1 - \frac{\bar{m}}{2r} \right)^4 \delta,
\]

which is the Schwarzschild ZAS metric of mass \( -\bar{m} = m \). \( \square \)

5.4. Example: Schwarzschild space with a cylinder. We now give a global example of a manifold of positive ADM mass that contains a zero area singularity; the construction begins with a Schwarzschild space with a cylinder appended to its horizon. For fixed parameters \( \bar{m} > 0, L > 0 \), let \( M \) be the manifold with boundary \( S^2 \times [\bar{m}/2 - L, \infty) \). Give \( M \) a metric \( \tilde{g} \) according to:

\[
\tilde{g} = \begin{cases} 
  dr^2 + 4\bar{m}^2 d\sigma^2, & \text{on } S^2 \times [\bar{m}/2 - L, \bar{m}/2) \\
  (1 + \frac{\bar{m}}{2r})^4 (dr^2 + r^2 d\sigma^2), & \text{on } S^2 \times [\bar{m}/2, \infty)
\end{cases}
\]

where \( r \) parametrizes \( [\bar{m}/2 - L, \infty) \) and \( d\sigma^2 \) is the round metric of radius 1 on \( S^2 \).

The first region is a round cylinder of length \( L \) with spherical cross sections of area \( 16\pi \bar{m}^2 \). The second region, diffeomorphic to \( \mathbb{R}^3 \setminus B_{\bar{m}/2}(0) \), has the Schwarzschild metric of mass \( \bar{m} \). By construction, the sphere \( S^2 \times \{\bar{m}/2\} \) is the apparent horizon, and this metric is \( C^{1,1} \).

Let \( \hat{\varphi} \) be the unique \( \tilde{g} \)-harmonic function that equals 0 on \( \Sigma = \partial M = S^2 \times \{m/2 - L\} \) and tends to 1 at infinity. Then \( \Sigma \) is a harmonically regular ZAS of \( g := \tilde{\varphi}^4 \tilde{g} \) with global harmonic resolution \( (\hat{g}, \hat{\varphi}) \). In this example, we shall compute the mass of the manifold \( (M, g) \) as well as mass of the ZAS \( \Sigma \) and find that they

\[ 1) \text{ respect inequality } (23) \quad \text{and } 2) \text{ are equal if and only if } L = 0. \]

\textbf{Figure 6.} Schwarzschild space with a cylinder

\[ (M, \tilde{g}) \]

\[ (M, \tilde{g}) \text{ is Schwarzschild space with a round cylinder over } S^2 \text{ of length } L \text{ appended to the minimal surface.} \]

By spherical symmetry, \( \hat{\varphi} \) depends only on \( r \). Such harmonic functions on a round cylinder and Schwarzschild space are readily characterized; \( \hat{\varphi} \) takes the form:

\[
\hat{\varphi}(r) = \begin{cases} 
  \frac{a}{b} (r - \bar{m}/2 + L), & r \in [\bar{m}/2 - L, \bar{m}/2) \\
  1 + \frac{b}{1 + \frac{a}{\bar{m}}}, & r \in [\bar{m}/2, \infty)
\end{cases}
\]

where \( a \) is a parameter to be determined and \( b := (2a - 1)\bar{m} \) is chosen so that \( \hat{\varphi} \) is continuous (and so \( g \) is continuous). For \( g \) to be a \( C^1 \) metric, the unit normal derivative \( \nabla \cdot \hat{\varphi} \) at \( \tilde{\Sigma} \) must be continuous. Inside \( \tilde{\Sigma} \), \( \nabla \cdot \hat{\varphi} = \frac{a}{b} \). Outside, \( \nabla \cdot \hat{\varphi} = 0. \)
\[
\frac{1}{(1 + \frac{m^2}{r^2})} \frac{\partial}{\partial r},
\]
and a short computation shows \( \nu(\varphi) = \frac{1}{4m} (1 - \frac{b}{m}) \) on \( \tilde{\Sigma} \). Equating these interior and exterior boundary conditions on \( \nu(\varphi) \) allows us to solve for \( a \):

\[
a = \frac{L}{L + 4m},
\]
so that

\[
b := (2a - 1)m = \left( \frac{2L}{L + 4m} - 1 \right) m = \frac{m(L - 4m)}{L + 4m}.
\]

Furthermore, \( g = \varphi^4 \delta = \left( 1 + \frac{b}{L} \right)^4 \delta \) outside \( \tilde{\Sigma} \), so the ADM mass \( m \) of \( (M, g) \) is in fact \( b \). On the other hand, the mass of the harmonically regular ZAS \( \Sigma \) can be computed from Definition 2 and Proposition 16 as

\[
m_{ZAS}(\Sigma) = -\frac{1}{4} \left( \frac{1}{\pi} \int_{\Sigma} \nu(\varphi)^{4/3} dA \right)^{3/2} = -\frac{|\Sigma|_{\varphi}^{3/2}}{4\pi^{3/2}} \left( \frac{a}{L} \right)^2 = -\frac{|\Sigma|_{\varphi}^{3/2}}{4\pi^{3/2}} \frac{1}{(L + 4m)^2} = -\frac{16m^3}{(L + 4m)^2},
\]

where we have used the fact that \( |\Sigma|_{\varphi} = |\tilde{\Sigma}|_{\varphi} = 16\pi m^2 \). Now, inequality (23) (the Riemannian ZAS Inequality) is satisfied with \( (M, g) \); by the above computations, this is stated as:

\[
m = \frac{m(L - 4m)}{L + 4m} \geq -\frac{16m^3}{(L + 4m)^2} = m_{ZAS}(\Sigma).
\]

Note that equality holds if and only if the length \( L \) of the cylinder is zero, in which case \( (M, g) \) is the Schwarzschild ZAS.

Interestingly, if \( L > 4m \), then \( (M, g) \) has positive mass, even though \( \Sigma \) has negative mass. This is indicated in figure 7. In fact, \( \Sigma \) is not enclosed by an apparent horizon, since \( g \) is spherically symmetric, and the area of spheres is strictly increasing with distance from \( \Sigma \). The increase in mass with the length of the cylinder is explained by the region of positive scalar curvature introduced by the cylinder. Indeed, this phenomenon supports the heuristic that positive scalar curvature tends to increase ADM mass.

Finally, we note that \( g \) is merely \( C^{1,1} \), so the ZAS theory of this paper does not technically apply. However, \( g \) could be perturbed to a \( C^\infty \) metric exhibiting the qualitative properties above.

6. Conjectures and open problems

Discussions in this paper raise a number of interesting questions.

6.1. Conformal Conjecture. To complete the arguments of this paper, Conjecture 33 must be proved. It is readily verified in a spherically symmetric setting. Establishing this conjecture as a theorem (or providing a counterexample) will be crucial to furthering the theory of ZAS.
Figure 7. ADM mass and ZAS mass for Schwarzschild space with a cylinder

With $\pi = 1$, the ADM mass $m$ of $(M, g)$ and the mass $m_{\text{ZAS}}(\Sigma)$ of the ZAS $\Sigma$ are plotted against the length $L$ of the cylinder, as described in section 5.4. The former is asymptotic to 1, and the latter is asymptotic to zero. These values obey inequality (23) for all $L \geq 0$, with equality only for $L = 0$.

6.2. The case of equality in general. For ZAS that are not harmonically regular, the case of equality of Theorem 31 is not necessarily the Schwarzschild ZAS metric. For instance, $\mathbb{R}^3$ minus a finite number of points gives an asymptotically flat manifold of zero scalar curvature (and zero ADM mass) whose boundary consists of ZAS of zero mass. However we conjecture that deleted points are the only obstruction to uniqueness of the Schwarzschild ZAS as the case of equality:

Conjecture 35. If, in Theorem 31 it happens that $m = m_{\text{ZAS}}(\Sigma)$, then $(M, g)$ is isometric to

(1) a Schwarzschild metric with finitely many points deleted, if $-\infty < m < 0$, or

(2) the flat metric on $\mathbb{R}^3$ with finitely many points deleted if $m = 0$.

6.3. Generalization of the Riemannian ZAS Inequality. The first author conjectured the following inequality for the situation in which black holes and ZAS exist simultaneously [8]. Recall that a surface is area outer-minimizing if every surface enclosing it has equal or greater area.

Conjecture 36. Let $g$ be an asymptotically flat metric on $M$ with nonnegative scalar curvature. Assume $M$ has compact smooth boundary $\partial M$ that is a disjoint union $S \cup \Sigma$, where $S$ is an area outer-minimizing minimal surface and $\Sigma$ consists
of ZAS. Then the ADM mass \( m \) of \((M,g)\) obeys

\[
m \geq \sqrt{\frac{|S|}{16\pi}} + m_{\text{ZAS}}(\Sigma).
\]  

(Note that \( S \) and \( \Sigma \) need not be connected, and \( m_{\text{ZAS}}(\Sigma) \) is nonpositive.)

The heuristic behind this conjecture is simply that the potential energy between a black hole and a ZAS is positive (since their masses have opposite sign), which would make a positive contribution to the ADM mass. By this logic and the Riemannian Penrose and ZAS Inequalities, the right hand side of (28) underestimates the ADM mass. It is expected that equality would hold only in the cases of flat space, the Schwarzschild metric, and the Schwarzschild ZAS metric, all with points possibly deleted (which correspond to removable ZAS of zero mass). See appendix B of [19] for further discussion.

A special case to consider is when \( \partial M \) consists of exactly two components – one connected ZAS and one connected area-outer-minimizing minimal surface – whose masses are equal in magnitude but opposite in sign. The conjecture would predict that the ADM mass of \((M,g)\) is nonnegative. Alternatively, such a manifold may be the most obvious source of a counterexample to the conjecture.

6.4. Alternate definitions of mass. Recently, J. Streets proved the existence and uniqueness of a (weakly defined) inverse mean curvature flow of surfaces “out” of a zero area singularity \( \Sigma \) (see [22]; full details available in unpublished version). This gives rise to a canonical family of surfaces \( \{\Sigma^*_t\} \) converging to \( \Sigma \) as \( t \to -\infty \). Moreover, this family has the property that the limit of the Hawking mass is optimal in the following sense:

\[
\sup \{\Sigma_n\} \limsup_{n \to \infty} m_H(\Sigma_n) = \lim_{t \to -\infty} m_H(\Sigma^*_t),
\]

where the supremum is taken over all sequences of surfaces \( \{\Sigma_n\} \) converging in \( C^2 \) to \( \Sigma \). (This result assumes that the background metric has nonnegative scalar curvature.) In other words, the existence of the canonical family obviates the need for taking the sup of a limsup. Perhaps (29) is a “better” definition of mass than that which we have adopted. However, it is unknown how to bound the ADM mass in terms of this quantity (unless \( \Sigma \) consists of regular ZAS – see Corollary 14).

We make the following related conjecture, which would show that the mass of ZAS defined via Hawking masses underestimates the definition of mass we have chosen. It is motivated by the first part of Proposition 13.

**Conjecture 37.** For sequences \( \{\Sigma_n\} \) converging in \( C^1 \) to a ZAS \( \Sigma \) of a metric of nonnegative scalar curvature,

\[
\sup \{\Sigma_n\} \limsup_{n \to \infty} m_H(\Sigma_n) \leq m_{\text{ZAS}}(\Sigma).
\]

The left hand side can be computed by equation (29) above. In the case of \( \Sigma \) connected, the conjecture trivially holds for \( \Sigma \) of positive capacity, since both sides equal \(-\infty\) (Theorems 24 and 25).

Along another line of thought, recall the notion of removable \( S^1 \) singularities from section 4.3. Our definition of mass is unsatisfactory for such singularities, since it always \(-\infty\). A more sophisticated definition of mass would give a finite quantity for removable \( S^1 \) singularities (and would ideally give a lower bound on the ADM mass in the same sense as the Riemannian ZAS Inequality.)
6.5. **Bartnik mass.** In this section we define the Bartnik mass of a collection of ZAS. Let \((M,g)\) be an asymptotically flat manifold with boundary \(\partial M\) such that \(g\) has nonnegative scalar curvature. Let \(S = \partial \Omega\) be a surface in \(M\) that is a graph over \(\partial M\) (see section 2.1). Recall the *outer Bartnik mass* of \(S\) is defined by \([4, 7]\)

\[
m_{\text{outer}}(S) := \inf_{E} m_{\text{ADM}}(E),
\]

where the infimum is taken over all “valid extensions” \(E\) of \(S\) and \(m_{\text{ADM}}\) is the ADM mass of \(E\). An *extension* of \(S\) is an asymptotically flat manifold with boundary \((N,h)\) of nonnegative scalar curvature containing a subset that is isometric to \(\Omega\) and has no singularities outside of \(\Omega\); it is said to be *valid* if \(S\) is not enclosed by a surface of less area.

If \(\Sigma = \partial M\) is a collection of ZAS, we define the (outer) *Bartnik mass* of \(\Sigma\) as

\[
m_{B}(\Sigma) := \lim_{n \to \infty} m_{\text{outer}}(\Sigma_{n}),
\]

where \(\Sigma_{n}\) is some sequence of surfaces converging in \(C^{0}\) to \(\Sigma\). The limit exists (possibly \(-\infty\)) and is independent of the choice of sequence because of the monotonicity of the outer Bartnik mass (i.e., if \(S_{1}\) encloses \(S_{2}\), then \(m_{\text{outer}}(S_{1}) \geq m_{\text{outer}}(S_{2})\)). A priori, the Bartnik mass of \(\Sigma\) could be positive, negative, or zero. In fact, there may exist examples of ZAS of positive Bartnik mass in a scalar-flat manifold with no apparent horizons. However, the Riemannian ZAS Inequality gives a lower bound on the Bartnik mass in terms of the mass of the ZAS (assuming Conjecture 33).

Given a surface \(S\), one version of the difficult and open “Bartnik minimal mass extension problem” is to determine whether there exists some valid extension \(E\) whose ADM mass equals the outer Bartnik mass of \(S\). However, the same problem for a collection of ZAS \(\Sigma\) may in fact be more tractable. This is because any extension can be viewed as a valid extension, explained as follows. Let \(\Sigma_{n} \to \Sigma\) in \(C^{0}\); without loss of generality, we may assume that each surface enclosing \(\Sigma_{n}\) has area at least that of \(\Sigma_{n}\), and the areas of \(\Sigma_{n}\) decrease monotonically to zero. Then, given any extension \(E\) of \(\Sigma_{n}\) (for some \(n\)), \(E\) gives a valid extension for some \(\Sigma_{n'}\) with \(n' \geq n\). Thus, for the purposes of computing the Bartnik mass of ZAS \(\Sigma\), it is not necessary to restrict only to valid extensions.

6.6. **Extensions to spacetimes and higher dimensions.** The definitions of ZAS, resolutions, mass, and capacity extend naturally to higher dimensions (with suitable changes made to certain constants). Also, the Riemannian Penrose Inequality has recently been generalized to dimensions less than eight by the first author and D. Lee \([10]\). Thus, the Riemannian ZAS Inequality in dimensions less than eight will follow if Conjecture 33 is proved (in dimensions less than eight).

Ultimately, it would be desirable to go beyond the time-symmetric case and develop a theory of ZAS for arbitrary spacelike slices of spacetimes. One might hope to prove a version of the ZAS Inequality, \(m \geq m_{\text{ZAS}}(\Sigma)\), in this setting. In figure 8, we illustrate how such an inequality would fit in with the Positive Mass Theorem and the Penrose Inequality.

7. **Conclusions and acknowledgements**

The essence of this paper was to associate a quantity “mass” to the class of zero area singularities. The primary application of the theory was to estimate the ADM mass of an asymptotically flat manifold of nonnegative scalar curvature in terms of the masses of its singularities.
In 1997, the first author, just out of graduate school, sat next to Barry Mazur at a conference dinner at Harvard, who, quite characteristically, asked the first author a series of probing questions about his research, which at the time concerned black holes. One of the questions was “Can a black hole have negative mass, and if so, what properties would it have?” Contemplating this natural question marked the beginning of an enjoyable journey leading to this paper.

The second author would like to thank Mark Stern and Jeff Streets for helpful discussions.

**Appendix A. Asymptotically flat manifolds and ADM mass**

Global geometric problems in general relativity are often studied on asymptotically flat manifolds. Topologically, such spaces resemble $\mathbb{R}^3$ outside of a compact set, and thus have well-defined notions of “infinity.” Geometrically, they approach Euclidean space at infinity.

**Definition 38.** A connected Riemannian $3$-manifold $(M, g)$ (with or without boundary) is **asymptotically flat** (with one end) if there exists a compact subset $K \subset M$ and a diffeomorphism $\Phi : M \setminus K \rightarrow \mathbb{R}^3 \setminus \overline{B}_1(0)$ (where $\overline{B}_1(0)$ is the closed unit ball about the origin), such that in the coordinates $(x^1, x^2, x^3)$ on $M \setminus K$ induced by $\Phi$, the metric satisfies, for some $p > \frac{1}{2}$ and $q > 3$,

$$g_{ij} = \delta_{ij} + O(r^{-p}), \quad \partial_k g_{ij} = O(r^{-p-1}), \quad \partial_k \partial_l g_{ij} = O(r^{-p-2}), \quad R_g = O(r^{-q})$$

for all $i, j, k, l \in \{1, 2, 3\}$, where $r = |x| = \sqrt{(x^1)^2 + (x^2)^2 + (x^3)^2}$, $\partial_k = \frac{\partial}{\partial x^k}$, and $R_g$ is the scalar curvature of $g$. The $(x^i)$ are called **asymptotically flat coordinates**.
(This definition can easily be generalized to allow for several ends and higher dimensions.) Unless otherwise stated, it is assumed that \( g \) is smooth and extends smoothly to the boundary.

For asymptotically flat manifolds, there is an associated quantity called the ADM mass that measures the rate at which the metric becomes flat at infinity \([1]\). Physically, it represents the mass of an isolated gravitational system.

**Definition 39.** The **ADM mass** of an asymptotically flat 3-manifold \((M, g)\) is the number

\[
m = \lim_{r \to \infty} \frac{1}{16\pi} \sum_{i,j=1}^{3} \int_{S_r} (\partial_i g_{ij} - \partial_j g_{ii}) \nu^j d\sigma,
\]

where the \((x^i)\) are asymptotically flat coordinates, \( S_r \) is the coordinate sphere of radius \( r = |x| \), \( \nu \) is the Euclidean unit normal to \( S_r \) (pointing toward infinity), and \( d\sigma \) is the Euclidean area form on \( S_r \).

Due to a theorem of Bartnik \([2]\), the mass is finite and depends only on \( M \) and \( g \) (and not the choice of coordinates). It is left to the reader to show that the Schwarzschild metric \((1 + \frac{m}{2r})^4 \delta \) on \( \mathbb{R}^3 \setminus B_{|m|/2}(0) \) is asymptotically flat with ADM mass equal to \( m \), for any real number \( m \). When there is no ambiguity, we sometimes refer to the ADM mass as simply “mass.”

**A.1. Outermost minimal surfaces.** A complete asymptotically flat manifold \((M, g)\) without boundary possesses a unique outermost minimal surface \( S \) (possibly empty, possibly with multiple connected components). Each component of \( S \) is minimal (i.e., has zero mean curvature) and is not enclosed by any other minimal surface. See figure 9 for an illustration. Some well-known (but not obvious) results are that 1) \( S \) is a disjoint union of smooth, immersed 2-spheres (that are in general embedded), 2) the region of \( M \) outside of \( S \) is diffeomorphic to \( \mathbb{R}^3 \) minus a finite number of closed balls, and 3) \( S \) minimizes area in its homology class outside of \( S \). See \([16]\) and section 4 of \([14]\) for further details and references.

Related to the above is the concept of outermost minimal area enclosure: let \((M, g)\) be an asymptotically flat manifold with smooth, compact boundary \( \partial M \). Then there exists a unique embedded surface \( \tilde{\Sigma} \) (possibly of multiple connected components) enclosing \( \partial M \) such that 1) \( \tilde{\Sigma} \) has the least area among all surfaces that enclose \( \partial M \) and 2) \( \tilde{\Sigma} \) is not enclosed by a surface of equal area; such \( \tilde{\Sigma} \) is called the outermost minimal area enclosure of \( \partial M \) (see figure 9). In general, all of the following cases may occur: i) \( \tilde{\Sigma} = \partial M \), ii) \( \tilde{\Sigma} \neq \partial M \) but \( \tilde{\Sigma} \cap \partial M \) is nonempty, and iii) \( \tilde{\Sigma} \cap \partial M \) is empty. Note that \( \tilde{\Sigma} \) may only have \( C^{1,1} \) regularity and may not have zero mean curvature (see Theorem 1.3 of \([14]\)). However, \( \tilde{\Sigma} \setminus \partial M \) is \( C^\infty \) with zero mean curvature (from standard minimal surface theory).

**Appendix B. Formulas for conformal metrics in dimension 3**

Here, we present several formulas that describe the behavior of certain geometric quantities under conformal changes. Assume \( g_1 \) and \( g_2 \) are Riemannian metrics on a 3-manifold such that \( g_2 = u^4 g_1 \), where \( u > 0 \).
Figure 9. Outermost minimal surface and outermost minimal area enclosure

Pictured on the left and right are asymptotically flat manifolds without and with boundary, respectively. The dotted contours denote minimal surfaces. The surface labeled $S$, consisting of two components, is the outermost minimal surface. The surface labeled $\Sigma$ is the outermost minimal area enclosure of the boundary, and in this case it is disjoint from the boundary.

B.1. Laplacian. For any smooth function $\phi$, direct calculation shows

$$\Delta_1(u\phi) = u^5 \Delta_2(\phi) + \phi \Delta_1(u),$$  \hspace{1cm} (30)

where $\Delta_1$ and $\Delta_2$ are the (negative spectrum) Laplace operators for $g_1$ and $g_2$, respectively \cite{7}. In particular, if $\Delta_1 u = 0$, then $\Delta_2(1/u) = 0$. More generally, if $\Delta_1 u = \Delta_1 \psi = 0$, then $\Delta_2(\psi/u) = 0$.

B.2. Scalar curvature. If $R_1$ and $R_2$ are the respective scalar curvatures of $g_1$ and $g_2$, then

$$R_2 = u^{-5}(-8\Delta_1 u + R_1 u).$$  \hspace{1cm} (31)

In particular, if $u$ is harmonic with respect to $g_1$, then $g_1$ has nonnegative scalar curvature if and only if $g_2$ does.

B.3. Mean curvature. If $S$ is a hypersurface of mean curvature $H_i$ with respect to $g_i$ (and outward unit normal $\nu_i$), $i = 1, 2$, then

$$H_2 = u^{-2}H_1 + 4u^{-3}\nu_1(u).$$  \hspace{1cm} (32)

Our convention is such that the mean curvature of a round sphere in flat $\mathbb{R}^3$ is positive.

B.4. ADM mass. If $g_2 = u^4 g_1$ are asymptotically flat with respective ADM masses $m_1$ and $m_2$, and if $u \to 1$ at infinity, then

$$m_1 - m_2 = \frac{1}{2\pi} \lim_{r \to \infty} \int_{S_r} \nu(u)d\sigma,$$  \hspace{1cm} (33)

where, in some asymptotically flat coordinate system $(x^i)$, $S_r$ is the coordinate sphere of radius $r = |x|$, $\nu$ is the Euclidean unit normal to $S_r$ (pointing toward infinity), and $d\sigma$ is the Euclidean area form on $S_r$. 

\hspace{1cm}
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