Photoinduced desorption of CO from rutile TiO$_2$: elucidation of a new desorption mechanism using first principles
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Due to its high photocatalytic activity, TiO$_2$ is of eminent interest for a manifold of applications ranging from surface catalysis up to solar energy conversion. However, the fundamental mechanisms of the underlying surface photochemistry are by no means understood. Focussing on this drawback, laser-induced photodesorption of CO on an ideal rutile TiO$_2$(110) surface is studied using first principles in terms of a model system. This paper presents both quantum chemical as well as quantum dynamical results, taking into account the desorption coordinate $Z$, the polar angle $\theta$, and the azimuth angle $\phi$ of the adsorbate. Detailed insight into the fundamental mechanisms of the photodesorption process in this model system is obtained, and a new desorption scenario is elucidated.

1 Introduction

As photocatalysis, solar energy conversion and quantum control of chemical reactions represent an emerging field of contemporary surface science, a detailed mechanistic understanding of the underlying surface photochemistry is crucial. The complexity of this effort may be reduced by studying the most fundamental photochemical reaction on surfaces which is photodesorption of small molecules. It has been shown that very accurate quantum chemical and quantum dynamical studies concerning surface photochemistry are consistent with experimental data$^1$ and may therefore serve as a prognosis for future experiments. Using an embedded cluster approach and stochastic wave packet calculations diatomic adsorbates like CO or NO on oxide surfaces such as NiO(100), Cr$_2$O$_3$(0001), and TiO$_2$(110) have been studied.$^{2-6}$ The underlying theoretical approach is addressed in an extensive review.$^7$

In this paper, we simulate the photodesorption of CO on an ideal rutile(110)-surface using first principles. While it is experimentally known that surface defects are the favoured adsorption sites for small molecules such as carbon monoxide, a detailed understanding of the reactivity of the ideal surface is indispensably important. Although first experiments concerning the adsorption and desorption of CO on titanium dioxide using reflection-absorption-spectroscopy$^{8,9}$ were performed, no state-resolved experimental data concerning photodesorption in the CO–TiO$_2$(110)-system are available so far.$^3$

At first, we present three-dimensional potential energy surfaces for the electronic ground state and the first excited state of the adsorbate–substrate-system, which serve as potential candidates for subsequent quantum dynamical studies. Accordingly, the motion of the adsorbate after vertical excitation is simulated using a stochastic jumping wave packet approach. For the first time, and as a consistent further development,$^{10,11}$ this approach allows for the investigation of the complete rotational properties of a CO molecule desorbing from a rutile TiO$_2$(110)-surface. So far, only two four-dimensional studies of the photodesorption of small molecules from surfaces using first principles exist.$^{10,11}$ Nonetheless, this three-dimensional study of the CO–TiO$_2$(110)-system is considered state-of-the-art, as the simulation of the rutile surface is much more complicated and incorporates a bigger model system than in previous high-dimensional studies.

2 Methods

Consistent with previous studies, a Ti$_6$O$_{18}$Mg$_{14}^{14+}$ cluster (see Fig. 1) embedded in a point charge field (PCF) of 4421 charges with values $q_{Ti} = +2$ and $q_{O} = -1$, respectively, served as a model for the ideal rutile TiO$_2$(110)-surface.$^{10,11}$ The charge values are obtained from a Mulliken population analysis of the cluster and are consistent with the literature.$^{12}$ Surface relaxation due to adsorption of one CO molecule has been taken into account. The displacements of the surface atoms are taken from slab calculations obtained within density functional theory (DFT)$^{13,14}$ Throughout all calculations, the relaxed positions of the cluster atoms and the point charges were kept frozen.
Moreover, the lattice constants $a = c = 4.649 \text{ Å}$ and $b = 2.966 \text{ Å}$ of the ideal rutile structure have been used.\textsuperscript{14} Lateral relaxations have been neglected in this study due to their small amount and the possibility of a symmetry breaking in the cluster. Since the latter is finite, it needs to be saturated to avoid an artificial polarisation of the anionic charge density towards bare positive point charges. In our study, Mg\textsuperscript{2+}-ions have been used in consistency with previous studies.\textsuperscript{10,11} A customized basis set of approximately triple zeta quality and a total number of 628 basis functions has been used.\textsuperscript{10,11} All quantum chemical calculations regarding the potential energy surfaces have been performed using the Molcas program package.\textsuperscript{15}

The diatomic CO adsorbate on top of the central titanium atom of the cluster exhibits six degrees of freedom with respect to its center of mass, as shown in Fig. 1.

In detail, these are the three translational coordinates $X$, $Y$, and $Z$, the polar and the azimuth angle $\theta$, and $\phi$, and eventually the bond length $R$ of the CO molecule. Here, the polar angle defines the angle between the CO-bond and the surface normal, with the result that the adsorption geometry is linear with the carbon atom pointing towards the surface for $\theta = 0^\circ$. The azimuth angle constitutes the angle between the projection of the CO-bond axis on the $XY$-plane and the $X$-axis, thus with a varying angle $\theta$ at a constant $\phi = 0^\circ$ the CO molecule turns within the $XZ$-plane. For the first time, three-dimensional calculations of the CO–TiO$_2$(110)-system taking into account $Z$, $\phi$ and $\theta$ are presented in this paper. The CO bond length has been kept fixed at 1.14 Å\textsuperscript{10} throughout the study as distortion effects of the CO molecule upon electronic excitation have been found to be negligible in a similar case.\textsuperscript{4} Since finite basis sets are being used, the calculated interaction energy is affected by a basis set superposition error (BSSE), and its correction is crucial. As the error depends on the geometry of the system, the counterpoise correction\textsuperscript{16} has been applied to all \textit{ab initio} data points of the electronic ground state and the excited state potential energy surfaces (PES), respectively.

The quantum dynamical calculations were performed using our highly efficient dyn5d program package.\textsuperscript{5,17} Although the lifetime of the excited state is experimentally unknown, Gadzuk’s jumping wave packet method can be applied.\textsuperscript{18} It has been shown that this approach, where the total propagation time is subdivided into the propagation on the excited state PES and the ground state PES (wave packet jumping) to simulate the desorption process induced by an electronic excitation, yields results which can be equivalent to a numerical solution of the Liouville–von Neumann equation.\textsuperscript{19} For the sake of completeness it should be mentioned that the resonance lifetime can be estimated using a surrogate Hamiltonian approach.\textsuperscript{20,21} Both, the potentials as well as the wave functions are represented on a grid whose size and resolution need to be chosen carefully. Initially, the primary wave packet of the simulation is calculated as the rovibronic ground state of the system. Subsequently, the latter is transferred to the PES of the electronically excited state and then propagated for specific residence lifetimes $t_\text{R}$ before all of these trajectories are relaxed to the ground state PES, and are propagated until convergence is achieved with respect to the asymptotic observables of interest. Here, a significantly large total propagation time is needed to achieve convergence concerning observables like the desorption probability. Those (partial) wave packets which reach the interaction free asymptotic area of the ground state PES are considered desorbed, and the corresponding observables are calculated. To reduce the computational costs, the split propagator is used to approximate the exact time evolution operator throughout our quantum dynamical simulations. The split propagator is defined as:

$$\exp\left(-\frac{i}{\hbar}(\hat{T} + \hat{V})\Delta t\right) \approx \exp\left(-\frac{i}{\hbar} \frac{\hat{T}}{2}\Delta t\right) \cdot \exp\left(-\frac{i}{\hbar} \hat{V}\Delta t\right) \times \exp\left(i \frac{\hat{T}}{2\hbar}\Delta t\right).$$

As the accompanying error is of the order $\mathcal{O}(\Delta t)^3$, the time step $\Delta t$ must be chosen small. The jumping wave packet approach comprises as few as one empirical parameter which is the resonance lifetime $\tau$ of the system. Its value may be interpreted as the spectroscopic lifetime of the excited state and therefore is usually adjusted to match experimental data. On this basis, the observables of the quantum dynamical simulations are calculated by averaging over the total number of generated quantum trajectories $N$. For example, the averaged desorption probability $P(t; \tau)$ is given by

$$P(t; \tau) = \frac{\sum_{n=1}^{N} P(t_n) \exp(-t_n/\tau)}{\sum_{n=1}^{N} \exp(-t_n/\tau)}.$$

These Gadzuk-averaged values are directly comparable to experimental data. Experimental results showed that the desorption probability from metal oxide surfaces per single desorption event lies in a range of 0.01–0.2.\textsuperscript{22}
3 Quantum chemical results

Using a total number of 4180 ab initio data points calculated on the MP2 level of theory, an analytical expression for the ground state PES was found by adapting a three-dimensional polynomial function. In the minimum energy configuration, the CO molecule is oriented parallel to the surface normal with an adsorption energy of −0.73 eV and a C−Ti distance of 2.32 Å, while the carbon atom is pointing towards the surface (which corresponds to θ = 0°).

A second but local minimum is found for the reverse orientation of the adsorbate (corresponding to θ = 180°) at almost the same distance to the surface and an interaction energy of −0.22 eV. As shown on the upper panel of Fig. 2, a variation of ϕ lowers the energy barrier between these two minima by approximately 0.1 eV.

As demonstrated earlier for other substrates such as NiO(100)²⁻ and Cr₂O₃(0001),¹⁷ a 5σ → 2π* excitation of the adsorbate is assumed to be relevant for desorption also in the CO−TiO₂ system. We assume, that this excitation is a consequence of a rather complex nonadiabatic mechanism, where a laser pulse initially generates electron−hole pairs in the surface. Accordingly, the latter induce an internal excitation of the CO molecule rather than its ionization via charge transfer processes. The calculations have been performed at the CASSCF level of theory with a CAS(2,3) including the 5σ and the two antibonding 2π* orbitals of the CO molecule, yielding an excitation energy of 6.08 eV in the gas phase on the CASPT2 level of theory. This value is in good accordance with the experimental results revealing an excitation energy of 6.32 eV.²³ As our desired excited state is not the first one of our model system, CAS-techniques have to be used to restrict the number of possible configurations and to generate the qualitatively correct reference function. Convergence checks showed that the vertical excitation energy of CO in the gas phase does not substantially depend on the size of the active space on the CASPT2 level. The topology of the PES of the electronically excited state consisting of a total number of 1600 ab initio data points is dominated by a global minimum of −0.74 eV for a linear adsorption geometry, where the oxygen atom points towards the surface. Furthermore, the adsorbate is located much closer to the surface compared to the electronic ground state as the O−Ti distance is only 2.16 Å. Interestingly, the PES is purely repulsive in the Franck−Condon area exhibiting no local minimum. A variation of ϕ only marginally affects the interaction energy as illustrated in the lower panel of Fig. 2.

4 Quantum dynamical results

Applying Gadzuk’s stochastic jumping wave packet method, the photodesorption of CO from an ideal rutile TiO₂(110) surface with respect to three degrees of freedom Z, ϕ, and θ has been simulated on the basis of the three dimensional quantum chemical calculations presented above. The corresponding potentials as well as the nuclear wave functions are represented on a grid of η × η × η = 640 × 255 × 128 points. The convergence of the asymptotic observables with respect to the grid resolution was carefully checked. First, an initial parametric Gaussian wave packet has been propagated in imaginary time on the electronic ground state PES using a time step of 1.21 fs and a total propagation time of 2.42 ps, yielding the rovibrionic ground state Ψ₀ of the system. Its expectation values are in accordance with the minimum energy configuration of the PES as shown in Table 1. Additionally, the imaginary time propagation also yields the zero-point energy (ZPE) of the system.

In the second step, this wave function is transferred vertically to the excited state PES (Franck−Condon transition). Subsequently, it is propagated in real time for predefined residence lifetimes τ with a time step of Δτ = 0.24 fs generating a total number of 200 quantum trajectories as the maximum residence lifetime is chosen to be 480 fs. Each single trajectory is subsequently transferred vertically to the ground state PES and propagated for 2.42 ps with a time step of 1.21 fs. Choosing τ according to a physical relevant value of P(τ) ≈ 15% yields τ = 12.0 fs as illustrated in Fig. 3. Additionally, attaching weight to later trajectories (τ = 96.0 fs) yields rotationally highly excited wave packets, as shown in the right handside of Fig. 3. It needs to be clearly stated that although this large value of τ should be regarded as unphysical it is used for analysis and interpretation within the scope of our study.

The rotational excitation is rooted in the topology of the excited state PES with the large gradient both in θ and Z. As depicted in Fig. 4, the wave packet is accelerated, moving fast in the positive direction of Z and rotating vigorously in the polar angle θ. In comparison, its motion in the azimuth angle is rather minor as the CO molecule is merely rotated around ϕ ≈ 61°, which is also shown in Fig. 4. This corresponds to a movement of the adsorbate away from the bridging oxygen atoms. Note that the expectation value (ϕ) is obtained in the interval 0° < ϕ < 90° due to the symmetry of the system.

|  |  |  |  |
|---|---|---|---|
| Ψ₀ (Å) | Ψ₀ (°) | Ψ₀ (°) | Ψ₀ (eV) |
| 2.97 | 180.00 | 5.92 | 0.69 |
Both chosen resonance lifetimes $\tau = 12.0 \text{ fs}$ or $\tau = 96.0 \text{ fs}$ are exemplary for relatively extreme desorption scenarios (as shown in Fig. 5), which allows for a detailed comparison of different desorption scenarios due to non-available experimental data. However, in most other studies, the resonance lifetime was chosen to be in accordance with a desorption probability of a few percent.\(^3\) Along these lines a resonance lifetime of similar to $\tau = 12.0 \text{ fs}$ seems more likely according to Fig. 5. In the scope of our analysis of the time evolution of the wavefunction, we will not overemphasize those extreme and empirical resonance lifetimes. Instead, we will investigate the terms of the sum in the numerator $P(t_n)\exp(-t_n/\tau)$ of eqn (2) and will identify the most relevant quantum trajectory according to its weight choosing either $\tau = 12.0 \text{ fs}$ or $\tau = 96.0 \text{ fs}$. This analysis revealed the importance of the residence lifetimes $t_n = 28.8 \text{ fs}$ ($\tau = 12.0 \text{ fs}$) and $t_n = 40.8 \text{ fs}$ ($\tau = 96.0 \text{ fs}$), respectively.

Upon investigating the probability distribution of the wave function during propagation on the electronically excited state PES for those residence lifetimes, a negative correlation of translation and rotation of the CO molecule is found in both cases. Those partial wave packets at higher polar angles $\theta$ move comparably slower and are located closer to the surface than those at lower angles, as shown in the upper half of Fig. 6. As indicated by the black dotted guide lines, a negative correlation of rotational and translational motion of the CO molecule after the laser excitation is clearly visible. Following the gradient at $\theta = 0^\circ$ the motion of the wave packet in positive direction of $Z$

---

**Fig. 3** Lifetime averaged desorption probability for specific resonance lifetimes $\tau$ in dependence of the maximum residence lifetime on the excited state PES (left panel) and the corresponding final asymptotic occupancy of the rotational levels (right panel).

**Fig. 4** Expectation values of the three examined geometrical degrees of freedom of the wave function during the propagation on the excited state PES.

**Fig. 5** Gadzuk-averaged desorption probability in dependence of the resonance lifetime $\tau$.
can be characterized as MGR-like (Menzel–Gomer–Redhead, repulsive excited state),\textsuperscript{25,26} while it is translated closer to the surface for higher polar angles $\theta$, which is related to an Antoniewicz-like (attractive excited state)\textsuperscript{27} mechanism. The latter is caused by the attractive gradient of the electronic potential at $\theta = 180^\circ$.

After relaxation to the ground state the afar rotated partial wave packet is located closer to the local minimum of the ground state PES at $\theta = 180^\circ$ and encounters a smaller gradient than the other part of the wave packet which relaxes closer to the global minimum energy configuration at $\theta = 0^\circ$, as illustrated in the lower half of Fig. 6. To show the effect of the relaxation back to the electronic ground state, the wavefunction has been propagated for an additional time of 42.0 fs on the ground state PES. The resulting motion gives rise to an inversion of the correlation of rotation and translation of the CO molecule which is now positive for high polar angles. In fact, this alteration opens up different desorption channels for the CO molecule which are dependent on the level of rotational excitation in the electronically excited state. Both of them can be traced back by calculating the final averaged velocity distributions for both selected resonance lifetimes which are presented in Fig. 7. Attaching weight to higher residence lifetimes by applying $\tau = 96.0$ fs to the simulation results in rotationally excited desorbates with a high velocity of 2050 ms$^{-1}$. The latter arises from the positive correlation of rotation and translation on the ground state PES. Supportingly, the velocity distribution is monomodal as depicted in the right panel of Fig. 7. Applying $\tau = 12.0$ fs instead, two more desorption channels at 700 ms$^{-1}$ and 450 ms$^{-1}$ are identifiable along with the fastest at 1550 ms$^{-1}$, as displayed in the left handside of Fig. 7. Those channels originate from trajectories in the repulsive Franck–Condon area, where translation dominates over rotational excitation. This motion reveals a new desorption scenario, which could be interpreted as a mixture between an Antoniewicz-like\textsuperscript{27} and an MGR-like\textsuperscript{25,26} mechanism of desorption. To provide further evidence for these results, rotational alignment during desorption needs to be studied for different desorption channels. The results of these investigations will be presented in a future publication.

5 Conclusion

In conclusion, the laser-induced photodesorption of CO on an ideal rutile TiO$_2$(110)-surface has been studied using first principles. During the desorption process, the wave packet experiences a delicate interplay of gradients in $Z$, and $\theta$, respectively. This results in a completely new multi-dimensional desorption mechanism which can be classified as an angle-dependent superposition of the conventional one-dimensional MGR- (where the electronically excited state is repulsive) and Antoniewicz (with an attractive electronically excited state) mechanisms. As a consequence, a
strong correlation between translation and rotation of the adsorbate was observed although this effect was found in the opposite direction for the ground state and excited state PES, respectively. Due to the interesting topology of the excited state PES, surface temperature might affect the desorption dynamics significantly. In particular, the population of higher rotational states might influence the superposition of the MGR- and Antoniewicz mechanism, which opens the perspective for a detailed investigation of the dynamics of excited state vibrations. Furthermore, the simulations allowed an enhanced insight into the rotational alignment of the CO molecule during desorption. Additionally, we might also add further geometrical degrees of freedom of the adsorbate in our simulation in the future. In summary, our results not only shine new light on the mechanisms of surface photochemistry in general, but also pave the way for a faithful interpretation of future experiments possibly including even defect sites on the surface or dopants within the rutile bulk structure.
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