Language matters: humanizing service robots through the use of language during the COVID-19 pandemic
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Abstract
Service robots are emerging quickly in the marketplace (e.g., in hotels, restaurants, and healthcare), especially as COVID-19-related health concerns and social distancing guidelines have affected people’s desire and ability to interact with other humans. However, while robots can increase efficiency and enable service offerings with reduced human contact, prior research shows a systematic consumer aversion toward service robots relative to human service providers. This potential dilemma raises the managerial question of how firms can overcome consumer aversion and better employ service robots. Drawing on prior research that supports the use of language for building interpersonal relationships, this research examines whether the type of language (social-oriented vs. task-oriented language) a service robot uses can improve consumer responses to and evaluations of the focal service robot, particularly in light of consumers’ COVID-19-related stress. The results show that consumers respond more favorably to a service robot that uses a social-oriented (vs. task-oriented) language style, particularly when these consumers experience relatively higher levels of COVID-19-related stress. These findings contribute to initial empirical evidence in marketing for the efficacy of leveraging robots’ language style to improve customer evaluations of service robots, especially under stressful circumstances. Overall, the results from two experimental studies not only point to actionable managerial implications but also to a new avenue of research on service robots that examines customer-robot interactions through the lens of language and in contexts that can be stressful for consumers (e.g., healthcare or some financial service settings).
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Organizations are increasingly using robots to provide services to their customers (Wirtz et al., 2018), from hotels (e.g., robot concierges; Trejos, 2016) to hospitals (e.g., counselors, ICU; Alexander, 2020) to schools (e.g., nutrition educators; Abrahams, 2017) (see Table 1). This shift toward service robots is being accelerated by the COVID-19 pandemic and is likely to last (Henkel et al., 2020) as organizations replace some of their human customer-contact employees with frontline robots (Lew, 2020). However, given the crucial role employees play in many services (which are social encounters that often nurture customer-firm relationships), it is important to better understand consumer responses to frontline robots, whether these responses might be affected by the ongoing pandemic and ways companies can better employ service robots.

Because consumers are not always comfortable with robots (Longoni et al., 2019; Mende et al., 2019), more research is needed on how to influence consumer favorability toward service robots. Therefore, we examine the interactive effects between consumer-perceived stress (here, related to COVID-19) and a robot’s language style1 on consumers’ responses. Consumers tend to prefer human employees over robots because of the social aspects of interpersonal service encounters (Mende et al., 2019). Notably, with COVID-19 concerns and social distancing guidelines, people have been restricted in their ability to interact with other humans. This provides an opportunity for marketers to leverage social robots to fill this gap if only robots were (more) acceptable to consumers. We propose that a robot’s language style can help to improve customer-robot interactions both by increasing the perceived “humanness” of the robot and by providing social interactions, which may be particularly valued by consumers in times of stress. A social-oriented language style, characterized by informal and casual conversations that enable an exchange of social-emotional and affective information (Chattaraman et al., 2019), might be particularly well suited to fulfilling these goals. Thus, we study how language might “humanize” robots and how consumer service evaluations change as a function of language and COVID-19 stress.

Linking research on robots and anthropomorphism with literature on language styles, we provide novel insights into how marketers can more effectively use robots. Consistent with prior literature, study 1 shows that among different provider types (human, humanoid robot, and mechanical robot), consumers are least favorable toward mechanical robots. Thus, study 2 deliberately focuses our language intervention on mechanical robots to identify how companies can tackle this major challenge. Consistent with our theorizing, we find that a social-oriented language style improves consumer perceptions of mechanical robots and that the benefits of a social-oriented (vs. task-oriented) language style increase as consumer stress increases.

Our findings make several contributions to marketing. First, we introduce language style as an effective mechanism for improving consumer evaluations of robots, a novel insight that is relevant for marketing scholars and managers. While

---

1 Language style concerns stylistic aspects of an interchange, such as choice of tone, genre-appropriate lexis and syntax, and genre-appropriate terms of address or use of honorifics (Spencer-Oatey 2000).
prior literature on robots has explored different facets of anthropomorphism (Blut et al., 2021), it has focused on the physical attributes of robots. The language style is a potentially less costly, more flexible, and easier to implement aspect of robots.

Second, our research reveals how (COVID-19) stress changes consumer responses to service providers. As stress increases, consumers show a greater preference for robots using social- (vs. task-) oriented language, suggesting a greater desire to connect with a service provider. Service robots are used in numerous contexts in which consumers may experience acute stress (e.g., healthcare) and during times of chronic stress (e.g., COVID-19 pandemic) (Henkel et al., 2020). Accordingly, our results suggest that service providers adopt language styles that are social- (vs. task-) oriented as a platform for better connecting with consumers.

Finally, our work contributes to research on the effects of language in services. While the relevance of language in services has been recognized (Holmqvist and Grönroos, 2012), most research in this domain examines questions related to multilingual speakers with limited research examining stylistic aspects of language (Mariani et al., 2019), and even less examining language in customer-robot encounters (Choi et al., 2019 for an exception). We demonstrate the efficacy of social-oriented language for improving customer-robot interactions and suggest that language style can reduce discomfort for consumers experiencing stress.

1 Consumer responses to service robots and the role of human-likeness

The focus on service robots is fueled by companies striving to stay competitive by engaging customers through cutting-edge technology. Against this background, frequently, a robot’s human-like appearance is believed to be an effective way to better engage consumers. The corresponding theoretical phenomenon is anthropomorphism, “the attribution of human characteristics or traits to nonhuman agents” (Epley et al., 2007, p. 865).

Robots are often designed with human-like features to inspire trust and encourage humans to bond with them (Broadbent et al., 2011; Rau et al., 2009). Indeed, people can more easily follow social scripts and apply norms of human–human interaction when they encounter more human-like robots (Nass and Moon, 2000). Consistent with these insights, Bloomberg (2017) observed that humanoid robots in the marketplace are “easy to relate to thanks to their human-like mannerisms and emotions.” Accordingly, managers may deem it beneficial to use more human-like (vs. more mechanical) service robots.

However, the effects of human-like robots on humans are complex. For example, on the one hand, the concept of the “uncanny valley” (Mori, 1970) suggests that humanoid robots that imitate but fail to attain humanness fully might trigger discomfort (e.g., eeriness) (Broadbent et al., 2011). On the other hand, empirical evidence of the uncanny valley remains inconsistent
(Kätsyri et al., 2015; Wang et al., 2015). Against this background, the meta-analysis by Blut et al., (2021, p. 17) provides valuable insights: it shows that anthropomorphism has a strong positive effect on consumer intentions to use service robots, and humanlike perceptions “facilitate human–robot interactions, helping customers to apply the familiar social rules and expectations of human–human interactions.”

Synthesizing the above insights, we theorize that the service provider’s perceived humanness affects consumers’ service evaluation. Specifically, consumers should respond to humans more favorably than to humanoid robots, but more favorably to humanoid robots than to mechanical robots.2

2 Related to a growing discussion about the relevance of null hypothesis significance testing (e.g., Amrhein, Greenland, and McShane 2019), we do not introduce formal hypotheses; instead, we propose our theorizing and, consistent with the recent literature, assess p-values “continuously rather than in a dichotomous or threshold-ed manner” (McShane et al., 2019, p. 236); that is, we consider p-values as measuring the compatibility between our theorizing and data (Greenland 2019).

2 Social- vs. task-oriented language style in service encounters

While anthropomorphism is typically operationalized as physical features, a robot’s appearance is not the only facet that can cue humanness (Murphy et al., 2017). Language is a fundamentally human trait that both transfers information and impacts social relations (Spencer-Oatey, 2000). Indeed, human interaction rituals - such as greetings, small talk, and leave taking (farewell salutations) - can increase trust in technology (Cassell and Bickmore, 2000), and when asked about expectations of robot companions, participants judge human-like communication as more important than human-like behavior or appearance (Blow et al., 2006).

Language is also an important facet of customer-employee interactions that can influence service quality perceptions (Holmqvist and Grönroos, 2012). While prior literature examining language in services largely focuses on multilingual consumers (Mariani et al., 2019), a smaller but growing stream of research investigates language styles (e.g., Li et al., 2019; Packard and Berger, 2021). Nonetheless, the effects of the tone of language on services remain understudied, especially related to customer-robot encounters.

Extending the marketing literature, we examine how language style influences consumers’ evaluations. We propose that social-oriented vs. task-oriented language styles can affect customers’ service assessments. A social-oriented language style involves informal, relational dialogue with social interactions such as greetings, small talk, emotional support, and positive emotions to achieve socio-emotional goals (Bickmore and Cassell, 2001; Yoo et al., 2015). In contrast, a task-oriented language style is more formal and focuses on achieving functional goals (Chattaraman et al., 2019). We theorize that firms can leverage these language styles in customer-robot encounters, as discussed next.
3 Service robots and language style

Answering calls for empirical investigations on how technology shapes service encounters (Rafaeli et al., 2017), we study the impact of language style of three types of service agents: human providers, humanoid robots, and mechanical robots. Prior research shows that language influences perceptions of the speaker, and we propose that this includes robots. Social response theory argues that humans tend to interact with computers and media as they do with other humans (Nass and Moon, 2000). Conversational norms of human employees can therefore apply to robots (Epley et al., 2007), and consumers are likely to expect similar conversational styles for humans and human-like robots (Choi et al., 2019). Accordingly, we theorize that firms can use language styles to improve consumer evaluations of robots. Kattara and El-Said (2013) indicate that hotel guests’ preferences for human-staffed (vs. robot-staffed) hotels occur due to humans’ perceived “hospitableness” and empathy. The language might increase such hospitableness and empathy of a service provider and thus could be used to improve preference for robots.

4 Effects of consumer stress related to COVID-19

The COVID-19 pandemic has increased stress levels for many people (e.g., anxiety related to unemployment, economic uncertainty, or family demands; Masiero et al., 2020). Consumer stress can alter cognition and decision-making (Lupien and Lepage, 2001), and it can affect consumers’ service preferences and perceptions (Berry and Bendapudi, 2007; Berry et al., 2015). Paradoxically, while COVID-19 increases consumers’ desire for social distance and reduced contact with humans, it also makes consumers yearn for social contact and support. The reason for such social yearning is that positive social interactions before or during stress exposure can help reduce stress reactivity (von Dawans et al., 2012) because social support bolsters calmness and lowers cortisol concentration and anxiety during stress (Heinrichs et al., 2003). Given such positive effects of social support, a language style that signals social support may be particularly beneficial for those experiencing COVID-19 stress. Specifically, related to the increased social distancing during the pandemic, we theorize that a “warmer tone” such as expressed through the use of social-oriented (vs. task-oriented) language may be more beneficial.

Synthesizing the above insights, we theorize that when consumers are experiencing higher (vs. lower) COVID-19 stress, they will perceive a robot more favorably when it uses social-oriented language; but they will be relatively unaffected when the robot uses task-oriented language. Furthermore, we theorize that the potentially positive response to social- (vs. task-) oriented language is particularly evident in response to service robots (vs. human employees) because the “humanness” of employees already serves to provide interpersonal cues.
5 Study 1

Study 1 examines whether, as we theorized above, consumers respond to humans more favorably than to humanoid robots but more favorably to humanoids than to mechanical robots. To explore this question, we employ a 3-cell (service providers: a mechanical robot, humanoid robot, human) between-subjects design. We used an online nutrition coaching program context due to the importance of nutrition for health, its interest to a wide range of consumers, and its external validity because robots are being used in such services (Topol, 2019, also Table 1).

5.1 Method

One hundred eighty Amazon Mechanical Turk (MTurk) workers participated in the study. Thirty-seven participants failed the attention checks and were removed (final \( N = 143; \) \( M_{\text{age}} = 35–45 \) years; 53.1\% female). All participants read the same scenario about an online nutrition coaching program that described the philosophy of the coaching program in order to familiarize participants with such programs. Next, participants viewed an advertisement for the program that contained an image of the nutrition coach (a mechanical robot, a humanoid robot, or a human; see Web Appendix A for stimuli). Then, participants completed the dependent measure: service evaluation was assessed based on a 5-item service evaluation index (\( \alpha = 0.956; \) Zeithaml et al., 1996)\(^3\) (see Table 2 for items). Participants also completed manipulation checks ("The nutrition coach is like a person"; “The nutrition coach is robotic” [R], \( r = 0.918 \)) and demographics.

5.2 Results and discussion

Manipulation checks (perceived humanness) A one-way ANOVA showed a significant provider type main effect (\( F(2, 140) = 109.90; p < 0.001 \)). The mechanical robot (\( M_{\text{mech}} = 1.68 \)) was perceived as less human (more robotic) than the humanoid robot (\( M_{\text{humanoid}} = 4.62; p < 0.001 \)) and human (\( M_{\text{human}} = 5.87; p < 0.001 \)); the human was perceived as more human than the humanoid robot (\( p < 0.001 \)). Thus, the provider type manipulation performed as intended.

Service evaluation ANOVA with service evaluation as the outcome and provider type as the independent variable revealed a provider type main effect (\( F(2, 140) = 12.11; p < 0.001 \)). The mechanical robot elicited less favorable service evaluations than both the humanoid robot provider (\( M_{\text{mech}} = 2.91; M_{\text{humanoid}} = 4.02; p < 0.001 \)) and the human provider (\( M_{\text{mech}} = 2.91; M_{\text{human}} = 4.47; p < 0.001 \)).

\(^3\) As expected, an exploratory factor analysis with the five measures (intention to sign up, service quality, likelihood of recommending the program, interest in the program, interest in learning more about the program) yielded a single factor (which accounted for 85.73\% of the variance).
Table 1  Examples of service robots employed in the marketplace

| Example                                                                 | Details                                                                                                                                 |
|------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------|
| Fujitsu's Enon robot first went on sale in 2005. Fujitsu developed Enon as a personal assistant robot that can support such tasks as providing guidance and information to consumers, as well as escorting guests in service settings. | https://www.fujitsu.com/global/about/resources/news/press-releases/2005/0913-01.html                                                                 |
| Scientists at Heriot-Watt University in Edinburgh are working on the world’s first 'socially assistive robot' which is intended for use in the healthcare industry to assist elderly patients. This robot will be able to converse with multiple users simultaneously, help reduce loneliness, and explain complex medical concepts. | https://www.hw.ac.uk/uk/research/global/national-robotarium/socially-pertinent-robots.htm                                                                 |
| In China, Shanghai Jingwu Intelligent Technology’s delivery robots were installed in 1000 hotels. The company aimed for 3500 installations in 2021. | https://asia.nikkei.com/Busines/36Kr-KrASIA/Hotel-delivery-robots-bring-winning-edge-to-Chinese-startup                                                                 |
| Spot, a dog-shaped robot from Boston Dynamics, can perform a wide array of tasks including surveying construction sites and industrial buildings to package delivery and security applications. | https://www.theverge.com/2019/7/17/20697540/boston-dynamics-robots-commercial-real-world-business-spot-on-sale                                                                 |
| Starship Technologies is providing food-delivery services across 15 campuses in the United States. Founded in 2014, this company’s robots have made over 2.5 million deliveries. They are able to carry up to 100 pounds and deliver within a 4-mile radius in the cities. | https://www.therobotreport.com/starship-technologies-raises-56m-for-delivery-robots/                                                                 |
| Technology has made a huge step towards cleaner and safer deliveries by making progress in the development of drones. Drones will significantly re-shape the logistic, oil and gas industries. Recently, Delek US Holdings received approval from the Federal Aviation Administration to conduct pilotless flights at refineries in Texas and Arkansas. | https://www.therobotreport.com/percepto-drones-bvlos-approval-2-us-refineries/                                                                 |
| In South Korea, the coffee chain Dal.komm Coffee has robot barista kiosks called be;eat (short for “best of quality” and “eat”) that can communicate with consumers via an app. The robots can also brew 90 coffee based drinks per hour and make 14 drinks simultaneously. Currently they are installed at more than 200 retail locations throughout Korea, Singapore and Malaysia. | https://dailycoffeenews.com/2019/06/19/south-koreas-dal-komm-greatly-extends-the-reach-of-robot-baristas/                                                                 |
| Everyday Robots at Alphabet are developing an affordable robot Butler that can tidy up consumers’ homes or take care of the elderly. By November 2021, the company had created a smart enough prototype to autonomously operate at Google offices in Mountain View, California. | https://www.therobotreport.com/starship-technologies-raises-56m-for-delivery-robots/                                                                 |
| Robot-assisted therapy refers to the use of robotic devices in physical-therapy. It is capable of performing complex tasks and actions usually at advanced speed and precision, thus taking the load off from the physical therapist. | https://otpotential.com/blog/active-assistive-robotic-therapy                                                                 |
| AiTreat has developed EMMA, a robot that uses artificial intelligence to deliver massages. | https://www.cnn.com/2021/09/01/health/ai-robot-massage-tem-wellness-hk-spc-intl/index.html                                                                 |
| Digital Dream Labs (DDL), an edutainment startup is relaunching two consumer robots (Cosmo and Vector), which have the ability to teach coding to kids. They can be programmed via Code Lab App and have improved obstacle detection and a new fun color display to engage kids. | https://www.therobotreport.com/digital-dream-labs-relaunch-cosmo-vector-robots/                                                                 |
| The Swiss company Distalmotion will commercialize its surgical robot, Dexter. Dexter is a complete robotic surgical system that “has fully articulated instruments for suturing and dissection, and an integrated robotic endoscope holder, with the endoscope arm being controlled by the surgeon console.” | https://www.therobotreport.com/distalmotion-the-company-behind-dexter-raises-90-million-in-funding/                                                                 |
Evaluations of the humanoid robot and human were not significantly different ($M_{\text{humanoid}} = 4.02; M_{\text{human}} = 4.47; p = 0.17$) (see Fig. 1).

These results are partially consistent with our theorizing, as a provider’s humanness influences service evaluations positively. However, although the human and the humanoid robot differed in perceived humanness (per the manipulation check), participants did not significantly differ in their service evaluations across these two conditions. That is, using mechanical robots poses a relatively greater challenge for companies, even though such robots are more common in practice (Rafaeli et al.,

---

Table 2 Measures

| Service evaluation (study 1) | (7-point Likert scale, $1 = \text{not at all}, 7 = \text{very much}$) |
|-----------------------------|------------------------------------------------------------------|
| How likely would you be to sign up for this program? | 0.956 |
| How would you rate the program’s service quality? |  |
| How likely would you be to recommend this program to others? |  |
| How interested would you be in this program? |  |
| How interested would you be in learning more about this program? |  |

Perceived humanness (manipulation check) (studies 1 and 2) (7-point Likert scale, $1 = \text{strongly disagree}, 7 = \text{strongly agree}$)

| The nutrition coach is like a person |  |
| The nutrition coach is robotic. $[R]$ |  |

Cronbach’s $\alpha$

| 0.918 | S1: 0.918, S2: 0.867 |

Service evaluation (study 2) (7-point Likert scale, $1 = \text{not at all}, 7 = \text{very much}$)

| How likely would you be to sign up for this program? | 0.959 |
| How would you rate the program’s service quality? |  |
| How likely would you be to recommend this program to others? |  |
| How interested would you be in this program? |  |
| How interested would you be in learning more about this program? |  |
| I would be satisfied with this service experience |  |

COVID-19 stress (study 2) (7-point Likert scale, $1 = \text{strongly disagree}, 7 = \text{strongly agree}$)

| I am concerned about the coronavirus (COVID-19) | 0.728 |
| I am interested in learning more about the coronavirus (COVID-19) |  |
| I intend to be tested for the coronavirus (COVID-19) |  |
| While answering these questions, I have been thinking about the coronavirus (COVID-19) a lot |  |
| I feel very vulnerable to the coronavirus (COVID-19) |  |

Cronbach’s $\alpha$
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2017). Therefore, study 2 will test a novel intervention firms can use to improve consumer responses to mechanical robots, as these (less-anthropomorphized) robots appear to represent a greater “hurdle” for consumers.

6 Follow-up study

In study 1, although the human and humanoid robots had many visual similarities, we note that the human service provider was smiling, and the humanoid robot appeared to have a relatively more neutral facial expression. We, therefore, conducted a follow-up study to examine whether the two might be perceived differently in terms of warmth or competence. Sixty MTurk participants (29 females; age 18–34 = 50%) were randomly assigned to view one of the two service provider images from Study 1 (humanoid robot vs. human) and then answer questions about the provider’s warmth (warm, unselfish, caring, kind, friendly, considerate, polite, helpful, likable, and trustworthy) and competence (competent, intelligent, well trained, professional, skilled, appropriate, and honest; Fiske et al., 2002; Scott et al., 2013; Wojciszke, 2005). The presentation of the items was randomized and they were measured on a 7-point strongly dis-/agree scale.

This study finds that, relative to a mechanical robot, participants respond more favorably to a humanoid robot and a human service provider, consistent with our theorizing. However, there is no significant difference in favorability toward the humanoid robot service provider and a human service provider.

Fig. 1 Study 1—consumer service evaluation of human, humanoid robot, and mechanical robot
The results confirm that the human is perceived as having greater humanness \((M_{humanoid} = 4.90; M_{human} = 5.69; F(1, 58) = 5.33; p = 0.03)\). However, the humanoid robot and human are not perceived differently in terms of warmth \((M_{humanoid} = 5.29; M_{human} = 5.69; F(1, 58) = 1.99; p = 0.16; \alpha = 0.94)\) or competence \((M_{humanoid} = 5.72; M_{human} = 5.83; F(1, 58) = 0.15; p = 0.71; \alpha = 0.94)\). Furthermore, the results in study 1 might be considered conservative inasmuch as the difference in evaluation is NS between the humanoid robot and human, despite the fact that the human has a smiling facial expression.

7 Study 2

Study 2 investigates whether language style (i.e., social vs. task oriented) can serve as a novel intervention and improve consumers’ service evaluations, especially when consumers interact with a mechanical robot. As needs for social warmth changed during the COVID-19 pandemic (Masiero et al., 2020), we also examine whether the impact of language styles on service evaluation varies across provider types (human and mechanical robot) in light of (higher vs. lower) consumer stress during the pandemic.

7.1 Method

This study employed a 2 (language style: social vs. task oriented) × 2 (provider: mechanical robot vs. human) between-subjects design, with COVID-19 stress as a measured third factor. Two hundred fifty MTurk workers participated in this study. Thirteen participants failed the attention checks and were removed (final \(N = 237; M_{age} = 30–39\) years; 47.9% female). Participants viewed either the mechanical robot or human service provider stimuli from Study 1, followed by a short conversation between the nutrition coach and Alex, a first-time client. The client’s responses were the same across conditions, but the nutrition coach’s (i.e., provider’s) language was manipulated as either a social-oriented or task-oriented style. A pretest confirmed that the social-oriented language style was perceived as more social than the task-oriented language style \((M_{social} = 5.61; M_{task} = 4.37; t(76) = 4.90; p < 0.001)\) (see Web Appendices B and C for stimuli and pretest, respectively). After viewing the scenario/advertisement, participants completed service evaluation measures, manipulation checks for provider type, a COVID-19 stress index \((\alpha = 0.728, \text{adapted from Menon et al., 2002})\) (Table 2), and demographics and were debriefed.

7.2 Results

Manipulation checks A service provider × language style ANOVA with perceived humanness as the dependent variable revealed only a provider type main effect. The human was perceived as more human than the robot \((M_{robot} = 3.05; M_{human} = 5.12; F(1, 233) = 36.89; p < 0.001)\), as intended. No other effects \((p’s > 0.1)\) were significant.
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Service evaluation To explore our theorizing, we used a moderation approach to examine a 2 (provider: robot, human) × 2 (language style: social- vs. task-oriented) × (COVID-19 stress: measured and centered) model (process model 3, Hayes, 2017). The analysis revealed a three-way interaction ($b = -0.61; p = 0.06$). The model also showed a provider main effect ($b = -0.96; p < 0.001$), such that the service was evaluated more favorably when the provider was human (coded as 0) vs. robotic (coded as 1), consistent with study 1. No other effects were significant ($p$’s > 0.1). To further explore the three-way interaction, we analyzed effects at each level of provider type (human vs. robot), see Fig. 2.

For the robot provider, there was a language style × COVID-19 stress interaction ($b = -0.43; p = 0.048$). The model also revealed a COVID-19 stress main effect ($b = 0.46; p < 0.001$), but no language style main effect ($p = 0.41$). That is, as COVID-19 stress increases, consumers evaluate the service more favorably with social-oriented language ($p < 0.001$); there is no such effect for task-oriented language ($p = 0.85$). Furthermore, when consumers are under high COVID-19 stress, they are significantly more favorable toward social-oriented (vs. task-oriented) language from a robot ($p = 0.045$), but not under low stress ($p = 0.45$) (Fig. 2A).

For the human provider, neither the main effects of COVID-19 stress ($b = 0.26; p = 0.18$) nor language style ($b = -0.02; p = 0.93$) nor their two-way interaction were significant ($b = 0.19; p = 0.45$) (Fig. 2B).

8 General discussion

This research contributes to the marketing literature both with respect to the use of robots and language in services. Service robots are increasingly being used in a variety of contexts (e.g., hotels, airlines/airports, and hospitals), but consumers display mixed responses to them (Longoni et al., 2019). Research suggests that consumer responses to robots are complex but that humanlike perceptions facilitate human–robot interactions (Blut et al., 2021). Our research shows that consumers prefer humans and humanness (study 1) but that a social-oriented language style can increase acceptance of service robots, particularly for consumers experiencing stress (study 2).

Our work is among the first studies in marketing using language to increase consumers’ evaluations of service robots, which is important for several reasons. First, language style is a potentially less costly, more flexible, and easier to implement aspect of robot design than physical manipulations of anthropomorphism, making

4 We note one unexpected significant contrast for the human service provider (Fig. 2B). We speculate that interacting with a human provider allows consumers to be more comfortable with the task-oriented language (i.e., the human-to-human interaction may compensate for the more task-oriented language). Furthermore, the contrast is driven by consumers who are relatively more stressed, which may help explain why they would be more accepting of the task-oriented language as long as the service provider is another human; however, when they interact with a mechanical robot, consumers prefer the machine to “compensate” through a social-oriented language.
- Significant effects within service provider type (Mechanical Robot or Human) are denoted in the figure.

- **Mechanical Robot Service Provider.** There is a significant two-way interaction ($F(1, 229) = 3.97, p = .048$). As stress increases, preference for a social-oriented experience increases ($M = 3.46$ vs. $M = 4.57$, $t = 3.47$, $p < .001$), yet the preference for a task-oriented experience is relatively unaffected ($M = 3.72$ vs. $M = 3.80$, $t = .19$, $p = .85$). Looked at another way, when consumers are under low stress they are unaffected by orientation ($M = 3.46$ vs. $M = 3.72$, $t = .76$, $p = .45$); however, when consumers are under high stress, they are more favorable toward a social-oriented (vs. task-oriented) experience ($M = 4.57$ vs. $M = 3.80$, $t = -2.02$, $p = .045$). Thus, when consumers are under stress, a social orientation may help to improve customers’ experiences with a mechanical robot.

- **Human Service Provider.** There is no two-way interaction effect ($F(1, 229) = .56$, $p = .45$). We note for exploratory purposes that there is one significant contrast: With a human service provider, consumers are more favorable toward a task orientation as stress increases ($M = 4.41$ vs. $M = 5.49$, $t = 3.04$, $p = .003$).

- In Summary: When consumers experience higher (vs. lower) Covid-19 stress, they perceive a robot more favorably when it uses social-oriented language. Furthermore, the positive response to social- (vs. task-)oriented language is particularly evident in response to service robots (vs. human employees), because the “humanness” of employees already serves to provide interpersonal cues.

---

**Fig. 2** Service evaluation as a function of language style, COVID-19 stress, and service provider type
the findings more actionable for companies. Second, prior research calls on scholars to study robots in dynamic interactions (vs. static perspectives; Paetzel-Prüssmann et al., 2021). While we used a scenario to illustrate a robot-customer interaction, by showing how the robot speaks and interacts with a customer over the course of the encounter, we provide a fuller picture of the robot, which may have helped increase the sense of connection with the robot leading to higher service evaluations. Third, by studying social-oriented (vs. task-oriented) language, we examine the impact of tone, which has been an understudied area of language in marketing (Holmqvist and Grönroos, 2012).

Our research expands on research by Choi et al. (2019), which explored whether the effectiveness of language styles varies by service agent (human, robot, service kiosk). In contrast to Choi et al. (2019), who focus on the impact of figurative vs. literal language on perceived credibility (and consequent service evaluation) as a function of conversational norms, we study social-oriented vs. task-oriented language and consider the impact on service evaluation as a function of perceived human-ness and warmth/social connection. While we find that social-oriented language can improve perceptions of mechanical robots, Choi et al. (2019) find that language effects do not extend to service kiosks due to their lack of anthropomorphism. Furthermore, our research also introduces the role of stress and how that impacts consumers’ responses to language style and service provider type.

With its focus on robot language, our research raises interesting questions for future research. The use of social-oriented (vs. task-oriented) language is just one aspect of language that has been associated with rapport-building strategies. For example, Packard and Berger (2021) find that concrete (vs. abstract) language can signal that human employees are listening to consumer needs, thereby increasing customer satisfaction. Campbell et al. (2006) propose that specific communication behaviors, such as using questions and repeating the customer’s words, can improve rapport. Similarly, Gremler and Gwinner (2008) highlight several behaviors, such as voice tone and using congenial greetings, that increase rapport between customers and retail employees. Future research could explore how these and other aspects of language influence service perceptions and whether some language styles are differentially effective for different providers, such as service robots. Such studies should also be conducted longitudinally, particularly to see how repeated interactions with robots change perceptions over time.

Our research also contributes to the literature by exploring the impact of stress on consumer responses to service providers. We find that social-oriented language can increase connections with robots, especially as consumer stress increases. Such findings are important for high-stress contexts, such as healthcare (Berry and Bendapudi, 2007), as well as for times of chronic stress. Indeed, in providing recommendations for how to enhance customer satisfaction for emotion-laden services (i.e., those that trigger strong feelings before service even begins), Berry et al., (2015, p. 7) write that “choice of words [and] tone of voice... can have a big impact on anxious customers who are looking for evidence of competence and compassion.”

Consistent with this idea, our research suggests that choice of language and service provider are both aspects that managers should consider strategically to determine how to better meet consumer needs.
Future research and limitations A limitation of our studies is the use of scenario-based studies, instead of encounters with real-life robots. Although our approach is consistent with research in leading marketing journals (e.g., Longoni et al., 2019; Mende et al., 2019), future research could incorporate real-life human–robot encounters.

Future research should also explore other ways robots can reduce stress, for example, by initiating mindfulness techniques or initiating touch. In addition, while we studied the social-oriented language to help improve evaluations of robots for those consumers who were experiencing stress, future research should examine the effectiveness of language styles in a broader range of contexts (e.g., hedonic vs. utilitarian services). Research should also consider whether all sources and types of stress are the same, as research finds that negative emotions (e.g., anger-sadness and anger-fear) often differ in their effects (Bodenhausen et al., 1994; Lerner and Keltner, 2001). For example, those experiencing uncertainty about finances may have different preferences towards robots and language styles than those experiencing stress about a personal loss, health, or loneliness.

Our research also contributes to the literature on the effects of language in service contexts more broadly. While we focused on a stylistic aspect of language due to its potential to create an affect-related customer-provider connection, language style is just one understudied dimension of language in services. Spencer-Oatey (2000) highlights several domains of language relevant to rapport-building, such as illocution, discourse content and structure, participation (e.g., turn-taking), and nonverbal behavior. Future research could explore these domains for service encounters in general and with respect to responses to service robots specifically.
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