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Abstract.

The visual functions of visual prostheses such as field of view, resolution and dynamic range, seriously restrict the person’s ability to navigate in unknown environments. Implanted patients still require constant assistance for navigating from one location to another. Hence, there is a need for a system that is able to assist them safely during their journey. In this work, we propose an augmented reality navigation system for visual prosthesis that incorporates a software of reactive navigation and path planning which guides the subject through convenient, obstacle-free route. It consists on four steps: locating the subject on a map, planning the subject trajectory, showing it to the subject and re-planning without obstacles. We have also designed a simulated prosthetic vision environment which allows us to systematically study navigation performance. Twelve subjects participated in the experiment. Subjects were guided by the augmented reality navigation system and their instruction was to navigate through different environments until they reached two goals, cross the door and find an object (bin), as fast and accurately as possible. Results show how our augmented navigation system help navigation performance by reducing the time and distance to reach the goals, even significantly reducing the number of obstacles collisions, compared to other baseline methods.
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1. Introduction

Technological integration of Artificial Intelligence (AI) in the field of prosthetics and assistive technology has become a helpful tool for people with disabilities. Application of AI and robotics technology has a huge potential in achieving independent mobility and enhances the quality of life in persons with disabilities [4][5].

Augmented reality (AR) is showing day by day that has a place in our daily lives and can become a useful tool. Researchers have placed this new horizon to produce
**Figure 1. Overview.** Our simulated prosthetic vision system enhance visual feedback for the user as an aid in navigation tasks. We introduce an augmented reality navigation system for visual prosthesis (RoboticG). This system consist in a path planning algorithm for routing the subject through an obstacle free and optimal path (augmented path) and a plane extraction of the goals (augmented goals) which are highlighted with a higher brightness level of the phosphenes.

technology that is destined to change the way we solve problems and interact with the world. This ranges from work, education, medicine, and enhancing the independence of people with visual disabilities such as Retinitis Pigmentosa (RP) and Age-related Macular Degeneration (AMD) [6–9].

RP and AMD are the two most prevalent retinal degenerative diseases. They affect millions of individuals worldwide and cause permanent blindness due to a gradual loss of photoreceptor [10–12]. Although current remedies can slow the progression of vision loss, there are no permanent cures for these retinal diseases [13,14]. Retinal prostheses have turned out to a promising technology to improve vision in patients with RP and AMD. Visual prostheses can partially restore vision, bypassing damaged photoreceptors and electrically stimulating the surviving retinal cells, such as the retinal ganglion cells. For
the blind, a retinal prosthesis can be life-changing, partially restoring sight, improving mobility and even helping to recognize some objects. The Argus II epiretinal prosthesis (Second Sight Medical Products Inc., Sylmar, CA) combines a miniature eye implant with a patient-worn camera and a processor to transform how the patient experience the world \([15]\). The camera acquires images from the real-world that are transmitted to a portable visual processing unit linked to the camera. The processed information is sent to the retina via electrical impulses in the implant by an electrode array. The stimulation can activate a group of neurons in a small localized area of the retina. Patients implanted with an array of electrodes in the visual system report the perception of reproducible white spots in the visual fields (called phosphenes) after stimulation. The brain interprets patterns of phosphenes in the restricted area as visual information. To date, the results of implanted subjects have shown to be promising, and all subjects have demonstrated improved function using the implanted prosthesis.

There are still physiological and technological limitations of the information received by implanted patients. Spatial resolution of prosthetic implants is limited by several factors, including electrode density, size, number and pitch, electrode contact, and visual encoding \([16]\). Up to 600 or 1,000 pixels are required for restoration of useful vision; however, the majority of prostheses use 100 or fewer stimulating electrodes \([17]\). Besides, current systems provides a field of view of approximately 18° x 11° in the retinal area, which correspond to the field of view covered by the electrode implant on the retina.

Because of the small number of implanted patients, it is difficult to improve prosthesis design through extensive clinical trials. To systematically progress on the design of retinal prostheses it is possible to rely on Simulated Prosthetic Vision systems (SPV). SPV opens the opportunity to evaluate potential and forthcoming functionality in early stages of design with not implanted subjects.

The SPV system usually consists in a computer screen for the presentation of static or dynamic phosphen images or in a camera mounted on a virtual-reality headset \([6, 18, 23]\). Participants perform various tasks perceiving a set of phosphenes mimicking the percepts elicited by a retinal prosthesis, while wearing the head-mounted display. For example, Fornos et al. \([24]\) used SPV to study how the restrictions of the amount of visual information provided would affect performance on simple pointing and manipulation tasks. Hayes et al. \([25]\) designed a set of tasks to assess performance of object recognition and manipulation and reading using different sizes of electrode array. In a posterior study, Dagnelie et al. \([26]\) explored minimal visual resolution requirements of a simulated retinal electrode array for mobility in real and virtual environments, experienced by normally sighted subjects in video headsets. Sanchez-García et al. \([27]\) evaluated the influence of field of view with respect to spatial resolution in visual prostheses using a virtual-reality system for more realistic SPV environments using panoramic scenes. However, they mainly focused on reading and object recognition.

More and more SPV navigation studies are being carried out \([23, 28, 29]\). Navigation is an important component of the self-reliance of the blind. The visual functions of patients are restricted enough to seriously affect the person’s ability to navigate unknown
environments. Some researchers have focused on mobility and obstacle avoidance. Cha et al. \cite{30} investigated the feasibility of achieving visually-guided mobility without extra information. They showed that 625 phosphenes and a camera field of view of 30° were required to reach acceptable performances. More recent studies also focused on obstacle avoidance in a corridor \cite{31,32}. Other works showed that highlighting obstacles \cite{33} or planar surfaces \cite{34} improve the preferred walking speed \cite{35}. Dagnelie et al. \cite{26} explored minimal visual resolution requirements of a simulated retinal electrode array for mobility in real and virtual environments with a high contrast between the ground and the walls. Rheede et al. \cite{36} also used a virtual environment to check if subjects were able to follow instructions and walk through a predetermined path. The results of Dagnelie et al. \cite{26} and Rheede et al. \cite{36} also demonstrated that the comprehension of the environment was not necessary for the subjects to follow a predetermined path. Successful localization is based on the perception of specific signals from the environment (landmarks), but also on the selection of an appropriate path \cite{37}. This is precisely the trend that has been followed in Robotics in recent years \cite{38–42}.

The problem of navigation in Robotics has been extensively studied. We can define autonomous navigation as a set of methodologies that make possible to move a robot safely through the environment. Autonomous navigation and obstacle avoidance have been widely study in mobile robotics \cite{43–46}. More concretely, the aim of navigation systems is to search an optimal or quasi-optimal path from the start point to the goal point with obstacle avoidance competence. The autonomous navigation system usually includes various tasks such as: planning, perception and control. Planning in mobile robots generally consists of establishing the mission, the route and the avoidance of obstacles, sometimes in the presence of uncertainty \cite{47,48}. In the case of robotics, autonomous navigation culminates by sending orders to the robot so that it moves in the calculated direction. In our case of people assistance, we look for a way to communicate the information obtained through a visual prosthesis.

In this work, we take advantage of the robotic algorithms, adapt them to human navigation, and include them in SPV using a virtual environment. Specifically, we propose an augmented reality navigation system for visual prostheses. This method consists on four tasks: locating the subject on a map, planning the subject trajectory, showing it to the subject and re-planning without obstacles. We also design a virtual environment which allows us to systematically study navigation performance based on prosthetic vision. The main issue is to determine whether the use of a smart prosthesis based on a robotic navigation system help in navigation tasks. We evaluate and compare the proposed guidance system with baseline methods through a SPV experiment, which is a standard procedure for non-invasive evaluation using normal vision subjects. The experiments included one task: finding and reaching a large object while avoiding obstacles in wildly crowded scenarios.
2. Methods

2.1. Subjects

Twelve subjects with normal vision volunteered for the formal experiment. The subjects (two females and ten males) were between 22 and 35 years old. Every subject used a computer daily (video games).

2.1.1. Ethical statement  The research process was conducted according to the ethical recommendations of the Declaration of Helsinki. The research protocol used for this study is non-invasive, purely observational, with absolutely no-risk for any participant. There was no personal data collection or treatment and all subjects were volunteers. Subjects gave their informed written consent after explanation of the purpose of the study and possible consequences. The consent allowed the abandonment of the study at any time. All data were analyzed anonymously. The experiment was approved by the Aragon Autonomous Community Research Ethics Committee (CEICA, see Ethical Statement for additional details).

2.2. Augmented Reality System

The following subsections describe the three guidance methods used in the experiments. First, our proposal called Robotic Guidance (RoboticG) based on augmented reality navigation system highlights the optimized trajectory or path and the object goals on the phosphene representation. Second, we have used two guidance methods as baselines: a) we remove the path augmentation from our RoboticG method, leaving the goal perception (PerceptualG) and b) we remove both, the path and the goal augmentation from our RoboticG method (DirectG). Examples of the resulting effect on the phosphene images are shown in Figure 3 and Figure 4.
2.2.1. Robotic Guidance (RoboticG) We propose an autonomous navigation system with obstacle avoidance for visual prosthesis called Robotic Guidance (RoboticG). This method performs a path planning that the person has to follow to reach a goal avoiding obstacles and highlight the path with phosphenes (augmented path), as can be seen in Figure 3(d) and Figure 4(d). Moreover, we use a goal perception method which segment the goals and highlight them with phosphenes (augmented goal), as can be seen in Figure 3(e) and Figure 4(e). We evaluate our RoboticG method using SPV. SPV is made up of Gazebo and simulated phosphenes.

Path planning The most important tasks for navigation are locating the user on the map and the path planning to reach a goal. For the location problem we determine the position and orientation of the subject relative to a 2D map of the virtual environment where it is going to be navigated. One of the great advantages of working in a simulated environment is that it allows us to know the user’s location on the map at all times. However, for real experiments, we could use a SLAM system [49] which allows locating the subject as long as the scene has previously been mapped. For both, the location...
Figure 4. Guidance methods with bin goal. In this example, the subject’s goal is to find the bin. (a) Simulation environment showing the bin goal. (b) The robotic system obtains an optimized trajectory to the goal avoiding obstacles (green line). (c) Image captured by RGB camera. (d) Image generated by the SPV with the RoboticG method. (e) Image generated by the SPV with the PerceptualG method. (f) Image generated by the SPV with the DirectG method.

system (3D map) and the navigation system (2.5D map), we use a common reference system that allows us to express information from the reference system of one map to the reference system of the other. Our simulation environment is precisely designed so that it can be used with a real sensor.

We use two planners for the path planning: a global planner and a local planner. The global planner is based on the A* Search Algorithm which calculates the optimal path between the source (initial state) and the destination (final state) using the 2D map (see Figure 5). The local planner is based on the Dynamic Window Approach (DWA) [50] which following the A* path, finds a collision-free (‘admissible’) trajectory considering the obstacles not included in the map. This algorithm uses the information of the obstacles from the 3D point cloud projected on a 2D map, to calculate the most optimal path with which to avoid them. The global trajectory is modified as a function of distance to which obstacles are located, the distance to the target and the alignment of the subject with respect to it. Obstacles are detected in real time.
Figure 5. Diagram of SPV environment. We use the Robot Operating System (ROS) which handles communications between programs allowing easy control of a robot’s mobile operations. We evaluated our RoboticG method composed of Path planning and Goal perception using Simulated Prosthetic Vision (SPV). SPV is made up of Gazebo and simulated phosphenes. One advantage of our method is that in a real environment, Gazebo could easily be exchanged for the external camera of the prosthesis and the simulated phosphenes for the implant electrode array.

Goal perception In order to augment the goals to highlight them, it is necessary to apply some kind of goal perception method, that allow us to recognize the goal element in the scene. Nevertheless, ‘goal perception’ is a broad term and the method to apply may need to be goal-specific. For instance, we could use the Region-Growing algorithm [51], deep learning detection/segmentation algorithms to identify certain objects in an image [52], or advanced 3D perception algorithms that leverage point clouds. Since object detection is not in the scope of this work, we leverage the known map and fix the goals (door and bin) to a certain point in the map so that they are unequivocally identified.

Augmented representation with phosphenes We use a simple representation with phosphenes for our RoboticG method to represent the direction of the path and the goals. Since in prosthetic vision systems the spatial and photometric resolution is very low, we use a simple representation that is capable of communicating the clues for navigation without obstructing but rather complementing the useful information of the scene.

Our guidance method consists of representing a line on the floor plane (and projecting it on the image) that follows the path that the person must follow to reach a goal. To represent in the image the sequence of 2D points that leads to a goal calculated by the trajectory planner, we define the location of the goal on the 2D map and project the 3D points onto a phosphene mesh. We assign to these points a high intensity value to clearly differentiate them from the rest of the objects in the scene (augmented path). We also assign a high intensity value to the segmented goals by the goal perception method to differentiate them from the rest of the scene (augmented goal).
Simulated Prosthetic Vision (SPV) In this work, we simulated two components of the visual prosthesis: the external camera and the electrode array of the prosthesis, shown in orange in Figure 5. We simulate the external camera with the virtual environment called Gazebo, which is an open-source 3D robotics simulator [53]. The main advantage of Gazebo with respect to other simulators is that it is perfectly integrated with ROS, uses the same type of communication through topics and therefore facilitates a comfortable integration with the rest of the processes. Furthermore, sensor simulations produce messages of the same type as real sensors, so that the same code can be used regardless of the source of the information. One of the main uses of Gazebo is the development of robotics algorithms in controlled simulation environments, so that they can then be applied to real systems without having to modify the algorithm itself. In this way, a person with a visual prosthesis could turn off the implant to stop seeing the real environment and plug in Gazebo seeing the 3D world in the physical implant. One advantage of our method is that in a real environment, Gazebo could easily be exchanged for the external camera of the prosthesis and simulated phosphenes for the implant electrode array.

In relation to the simulated electrode array, our simulated phosphene map is similar to the frameworks of Sanchez-Garcia et al. [6], McKone et al. [54] and Chen et al. [55]. We approximate the phosphenes as circular dots with a Gaussian luminance profile—each phosphene has maximum intensity at the center and gradually decays to the periphery, following a Gaussian function. The intensity of a phosphene is directly extracted from the intensity of the same region in the image. For our experiments, each phosphene has eight intensity levels. The size and brightness are directly proportional to the quantified sampled pixel intensities. For our experiment, we use a field of view restricted to 20° and 1000 phosphenes. The augmented path and goals are highlighted with a higher phosphene brightness level when the subject is less than 5 m closer from the goal.

In this study, we have generated three virtual scenarios with Gazebo and use a dynamic human model in order to simulate the movements performed by a real person. With this two simulators we evaluate the operation of our RoboticG method in the fastest and most comfortable way as a previous step to taking it to a real environment, as can be seen in Figure 6.

2.2.2. Baseline We perform an ablation study as used in AI by removing components from the RoboticG system to determine the significance of each component. First, we remove the path augmentation from our RoboticG method leaving the goal perception, as can be seen in Figure 4(e). This representation is called PerceptualG. Second, we remove any augmentation as can be seen in Figure 4(f). This method is called DirectG. Previous studies have shown that DirectG can be very effective in scenes where high contrast predominates [56].
2.3. Procedure

For the formal experiment, participants were recruited to complete a task: finding and reaching a large object while avoiding obstacles in wildly crowded scenarios. Each trial consisted of a sequence of scenarios presented randomly to the subject with the proposed RoboticG method, PerceptualG method and DirectG method, as can be seen in Figure 7. Participants were seated on a chair adjusted to their comfort in front of a computer screen holding a video game controller, as can be seen in Figure 6. Participants were asked to navigate in a virtual environment while performing various tasks that involved locating an object and crossing the door of the room. Prior to starting the experiment, subjects were shown a training scenario with the normal/RGB visualization, as can be seen in Figure 3(c). The purpose of this training experiment was that subjects could become accustomed with controls, obstacles, goals and the experimental task. Participants were instructed to walk through the environment to familiarize themselves with the video game controller and the simulated environments. Participants also had to demonstrate to the experimenter that they were able to distinguish the goal from the obstacles by walking up to an example of both the door and the object. Following this introductory phase, subjects were given the training scenario with each of the navigation methods (RoboticG, PerceptualG and DirectG) in a random order and they were asked to perform the experimental task of finding the goals without colliding with any of the obstacles. Data from this session was recorded but not included in the analysis. Following the completion of the training trials the experiment was started.
Figure 7. Trial setup. To generate the scenario in each step of the trial sequence we used shuffled conditions of environment, goal condition and guidance method. During the experiment, the break time after each scenario was 60 seconds. Break time in the middle of the sequence (between 3rd−4th scenario) was 2 minutes. The complete experiment took approximately 30 minutes.

There were twelve test conditions in total: 3 environments different from training (Environment 1, Environment 2 and Environment 3) (see Figure 2), 2 goals conditions ((1)door-(2)object: find the door first and then the object; or (1)object-(2)door: find the object first and then the door) and 3 guidance methods (RoboticG, PerceptualG and DirectG), as can be seen in Figure 7. Participants were instructed to perform six test scenarios with randomly chosen conditions. The participants were asked to walk through the scene until they find the door or object (depending on which goal the experimenter indicated to the subject to find first), avoiding the obstacles in the environment. Session duration was adjusted to allow completion of one trial given the participants’ comfort and including short breaks every scenario. The break time after each scenario was 60 seconds. Break time in the middle of the sequence (between 3rd−4th scenario) was 2 minutes. The complete experiment took approximately 30 minutes. Data acquisition for each participant was completed after six scenarios.

We gave additional aid to the participants if they were lost or expressed difficulties, e.g. ‘take a few steps back’ or ‘turn right’. The number of additional aids was also registered. The performance was assessed according to the time elapsed from the beginning of the experiment until the subject found the second goal as well as the number of collisions. Subject positions were randomized for the three environments and for the goal order condition to decrease potential learning effects.

2.4. Statistical analysis

Data were analyzed using two-tailed paired t-test with Tukey’s correction to evaluate simultaneously the effect of the navigation methods (RoboticG, PerceptualG and DirectG) on the response variables covered distance and navigation time with \( p = \)
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3. Results

The performance for the three guidance methods is summarized in Figure 8. The results show the time and the distance (mean ± standard deviation) for aggregated data from all subjects and all environments. Time (in seconds) is the time from the subject’s first step until the subject reach the goal. The distance (in meters) is defined as the covered distance since the subject start walking until the subject reach the goal. We also performed a test to determine if the mean difference between specific conditions are statically significant using two-tailed test with a significance level $\alpha = 0.05$. The number of obstacle contacts or bumps within a trial was recorded as the number of times the distance between the center of an obstacle and the center of the subject’s body is less than 1 m. The total number of bumps per method is shown in Table 1.

Figure 8(a) shows the time performance for the three guidance methods (RoboticG, PerceptualG and DirectG). For the DirectG method, the average performance is 88.80 ± 27.55. For the PerceptualG the average performance is 80.91 ± 25.47. For the RoboticG the average performance is 54.02 ± 18.87. No significance difference were found for the DirectG and PerceptualG method ($p = 0.2512$), as time performance was very similar for both method. However, very significant differences were found for the RoboticG-PerceptualG and RoboticG-DirectG.

Figure 8(b) shows the covered distance for the three guidance methods. For the
Table 1. Mean value of time, distance and total number of bumps for the three methods (RoboticG, PerceptualG and DirectG). **p < .01; * = p < .05; ns = p > .05.

| Guidance methods | Time (s)         | Distance (m) | Total bumps | Aids / Interventions |
|-------------------|------------------|--------------|-------------|----------------------|
| RoboticG          | 54.02 ± 18.87    | 16.42 ± 4.59 | 4           | 0                    |
| PerceptualG       | 80.91 ± 25.47    | 20.03 ± 5.67 | 27          | 6                    |
| DirectG           | 88.80 ± 27.55    | 20.48 ± 4.85 | 24          | 9                    |

DirectG method, the average performance is 20.48 ± 4.85. For the PerceptualG the average performance is 20.03 ± 5.67. For the RoboticG the average performance is 16.42 ± 4.59. No significance difference were found for the DirectG and PerceptualG method (p = 0.7812), as distance performance was very similar for both method.

Table 1 shows the total number of bumps for all the guidance methods. The PerceptualG method has more number of bumps than other methods. Interestingly, the methods DirectG and PerceptualG have almost the same number of collisions. However, it makes sense because in the PerceptualG method does not locate the goals until the subject is not close to them. This means that until reaching the goals the PerceptualG method is basically the same as the DirectG method.

Figure 8 shows box-plots of data distribution with 25, 50 and 75th quartiles for time and distance. In the case of required time to reach both goals (see Figure 9(a)), there is difference between DirectG-RoboticG and PerceptualG-RoboticG. There is also difference between DirectG-PerceptualG. In Figure 9(b), the medians of the DirectG and PerceptualG methods are similar. However, comparing the medians of the DirectG and PerceptualG methods with RoboticG they are well separated, being the median for the RoboticG around 15m.

4. Discussion

Efficient navigation is a fundamental capability of every person to have autonomy on our daily life. People have their own well-defined criteria for choosing a path when moving from one place to another. But visually impaired people are not privileged to make their own choices when navigating. Significant amount of work has already been done for developing navigation systems for visually impaired people so that they could independently reach a target, without any kind of external assistance. Some examples of these systems are ultrasonic sensors, Global Positioning System (GPS) or radio-frequency identification [57,58]. Very few researchers have focused on developing routing algorithms for the visually impaired [59,61].

In this work, we propose an augmented navigation system inspired on robotics research, called RoboticG, which combines a path planning algorithm and an obstacle avoidance method for routing the visually impaired person through an obstacle free
optimal path. There have been various methods introduced by researchers in different context to study path planning problem [62–64]. In the field of robotic, path planning is usually the first step to navigate a robot, where the final step incorporate techniques for obstacle avoidance [65–67].

We evaluated our RoboticG system using simulated prosthetic vision (SPV) composed by Gazebo [53], a virtual environment simulator, and the Robotic Operating System (ROS) [68]. Virtual environments can be built to implement the intended experimental platform without constraints associated with the real world. Furthermore, the use of virtual environments can help to avoid the experimental error caused by collisions and the use of touch to identify objects indirectly. Virtual environments have been widely used for experimentation in navigation tasks [26, 28, 69]. Some SPV research such as Vergnieux et al. [28] used a virtual indoor environment to investigate the navigation capabilities that could be restored through two different stimulation strategies consisting in a reduction of the environment view to match the number of electrodes and an object recognition algorithm in order to present only recognized elements. Wang et al. [29] created a virtual maze with SPV to assess navigation performance under contrasting conditions of varying luminance, background noise, and phosphene loss.

We found that object localization is well achieved with low resolution and restricted field of view using our guidance method (RoboticG). In a study by Golledge et al. [70], they conducted on the criteria of selection of roads or routes of an average human being and showed that the best classified criteria are the shortest distance, the least time and the least number of turns. As can be seen in Figure 8(a), we obtained a significant reduction in the navigation time until reaching the goals, compared to other baseline methods which do not used a navigation system, the PerceptualG and
DirectG methods. Besides, participants took a shorter path with the RoboticG method compared with the baseline methods (see Figure 9). This is intuitive since the navigation algorithm RoboticG calculates the shortest path to reach the goals. Contrary, the participants took longer to reach the goals without the navigation system. Further, no significant difference was obtained with the baseline methods. This makes sense since the PerceptualG method locates the goals when the subject is at a distance less than 5 m. From a real implementation, using the A* search algorithm we need to know where the goal is, but in practice the goal can be moved. Therefore, our navigation system gives an estimated 2D location of the goals. But when it comes to highlighting the goal we need a precise 3D location. In our case, the bin is placed on the ground but if the bin was not on the ground, we would need delicate perception. Therefore, our method leads the subject to an approximate location and identifies targets at 5 m. Until the subject is close enough to the targets, both the PerceptualG and DirectG methods are similar.

Obstacle avoidance also becomes a crucial point when dealing with visually impaired people. In any day-to-day environment, a visually impaired person may encounter various types of obstacles, whether dynamic or static. Early prototypes of obstacle detection devices were based on radar and sonar systems [71–73]. Recently, some of the available assistance systems focus on ringing a bell when an obstacle is detected on the road. However, these systems are unable to redirect the user from their current position to their desired destination once an obstacle has been detected. Our results show that the RoboticG method reduce drastically the number of bumps during the navigation due to the recalculation of the trajectory once an obstacle has been detected (see Table 1). One of the objectives of navigation systems is to calculate the optimal route that the user can take from his initial position to the destination. Figure 9 shows examples of path trajectories for the three guidance methods. In the three environments the path trajectories from the initial position to the goals were shorter and smoother with the RoboticG method. The PerceptualG and DirectG methods do not show much difference between them in environments 2 and 3. Although when we analyze it in a more complicated environment (with more obstacles) such as environment 1, we can see how an object recognize algorithm, PerceptualG, achieve a more direct path than the DirectG method which presents more oscillations. Moreover, our results suggest that subjects do not need additional aid with the navigation system from another person, in this case the experimenter (see Table 1). Although the RoboticG method has shown good results compared to the baseline methods, we believe that using only the augmented path of the RoboticG method (removing the augmented goal) would achieve very similar results.

This system has numerous tasks that have to be working simultaneously: point cloud processing, location on a map, path planning and generation of the phosphene image with the trajectory. All this is a challenge at the implementation level, since the numerous software packages involved have to communicate with each other and send the necessary information to each other on time. Our RoboticG implementation allows working in a simulation environment, which allows repeatability in the design of
Figure 10. Examples of path trajectories for the three guidance methods (RoboticG, PercetualG and DirectG), during the experiment. (a) Path trajectories in Environment 1. (b) Path trajectories in Environment 2. (c) Path trajectories in Environment 3.

experiments with real subjects and gives statistical meaning to the results. Furthermore, the proposed guidance system works on ROS. ROS has been used to communicate and program the different systems of this project, a set of libraries and tools developed mostly in C++ focused on the development of robotic applications. One of the advantages of using a robotics framework such as ROS is that it allows us to extend the initial approach so that the system can be used in real scenarios using an RGB-D camera or using a SLAM system for localization [49].

5. Conclusions

Navigation in day-to-day environments is fundamental for all humans. People with visual implants still require constant assistance for navigating from one location to another. Hence there is a need for a system that is able to assist them safely during their journey. We propose an augmented navigation system with obstacle avoidance for guidance in visual prosthesis which points out the path that the subject has to follow to reach the goals. In our study participants navigated through a virtual environment which allowed us to systematically study navigation performance based on prosthetic vision. The task consisted on object localization and obstacle avoidance during navigation. Our results show that our RoboticG system help navigation performance by reducing the navigation time and walking distance to reach the goals, even significantly reducing the number of obstacles collisions, compared to other baseline methods.
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