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Abstract—Depth estimation is an important task, applied in various methods and applications of computer vision. While the traditional methods of estimating depth are based on depth cues and require specific equipment such as stereo cameras and configuring input according to the approach being used, the focus at the current time is on a single source, or monocular, depth estimation. The recent developments in Convolution Neural Networks along with the integration of classical methods in these deep learning approaches have led to a lot of advancements in the depth estimation problem. The problem of outdoor depth estimation, or depth estimation in wild, is a very scarcely researched field of study. In this paper, we give an overview of the available datasets, depth estimation methods, research work, trends, challenges, and opportunities that exist for open research.

To our knowledge, no openly available survey work provides a comprehensive collection of outdoor depth estimation techniques and research scope, making our work an essential contribution for people looking to enter this field of study.

Index Terms—Monocular Depth Estimation, Outdoor dataset, Deep learning

I. INTRODUCTION

The ability to detect, classify, segment, and reconstruct outdoor and long-range distance scenes is an important requirement for computer vision techniques in application domains and use-cases of autonomous vehicles, robotic systems, 3D architectural modeling, terrestrial surveys, and AR/VR [2]. Extracting depth information from outdoor scenes becomes a task of utmost importance since that provides a lot of context about the spatial and logical relationship between the different entities present in them. Techniques such as robust point-cloud-based methods or stereo-based methods might seem to be a viable solution to this problem, and in fact, there has been a lot of research being done on them [3] [4]. The limiting factors of mass adoption of these technologies are the requirement of specific equipment and the restriction of usage of the input data from them. Most applications cannot account for the need for sensors such as LiDAR needed by these methods, moreover, the applications might include computer vision techniques such as object detection, tracking, and segmentation that would require 2D images instead of sensor data. Thus the requirement for monocular depth estimation systems that work for outdoor data is quite evident.

The biggest challenge with outdoor monocular depth estimation is the lack of perspective changes in the scenes and frames of input image data [18] [23]. This happens because when the subject of the scene is much bigger than the focal view size of the camera then the overall change between the elements captured in a set of frames would be much less compared to the same camera being used in an indoor setting. Classical techniques based on depth cues from motion and texture thus fail because of the lack of dynamic nature [5] [6] [7]. Fig. 1 gives an overview of the evolution of techniques used for depth estimation.

This issue is accompanied by the lack of publicly available outdoor datasets for the training and evaluation of models [18]. Depth estimation datasets are majorly used in research work in the fields of robotics and 3D reconstruction, both of which are predominantly indoor-based activities in their current form and industrial usage. Due to this, the number of outdoor datasets is very less, with the ones targeting very long-range data being very few.

The current research in the direction of outdoor depth estimation is driven by the need of capturing or synthetically generating outdoor scene and their depth data, building deep learning-based models and integrating traditional methods wherever applicable, and, applying various learning approaches and improving upon them [8].

This paper concentrates on the research of monocular depth estimation in the context of outdoor scenes, surveying the de-
developments and trends in deep learning-based approaches over the last few years. We also provide a look at the limitations of current research work and highlight future research directions. The rest of the paper is structured in the following way: Section 2 summarizes the datasets that are either built solely with outdoor scenes or have some components of them, section 3 introduces the previous and contemporary deep learning models proposed over the years, section 4 discusses the variety of techniques used for training deep learning models for the task of depth estimation, section 5 outlines the challenges and trends of outdoor depth estimation, we thus conclude in section 6.

II. METHODOLOGY

A literature review is supposed to integrate existing information, detect issues related to bias or problematic trends, and identify gaps in the literature of a particular field. Since our study aims to survey and summarize the previous as well as contemporary work in the domain of outdoor depth estimation, the methodology that we follow was to do a backward snowballing of research work basis on the recent works accepted at popular conferences in computer vision like CVPR and ICCV, rather than discovering the papers with the arbitrary search of keywords. Instead, we first collected a suite of relevant keywords and used them to conduct the survey search using Google Scholar, Scopus, and Connected Paper’s search engines. This allowed us to find the patterns of research, development, and industry adoption over the years and the kind of approaches that were involved in them.

The “ill-posed” nature of the problem of monocular depth estimation is especially highlighted when done in outdoor settings. This creates a significant difference in the kind of methods used by indoor depth estimation solutions and the outdoor ones. Due to this, we divide the datasets, deep learning approaches as well as training paradigms in such a way to point out the progress and limitations of current works in this context.

The inclusion and exclusion of papers in this work are based on the criteria defined in Table 1.

| TABLE I | INCLUSION AND EXCLUSION CRITERION |
|---------|----------------------------------|
| Criterion |
| Papers that are focused on outdoor depth estimation |
| Papers using monocular sources, stereo sources, synthetic data, or panoramic images as datasets |
| Papers that exclusively use indoor depth estimation datasets |
| Papers that only use private datasets |
| Papers that use depth estimation as the input rather than assisting or improving the results of an MDE system |
| Included | Yes |
| | Yes |
| | No |
| | No |

III. DATASETS

The work of [9] gives a comprehensive review of the publicly available datasets for monocular depth estimation. Still, the majority of datasets meant for monocular depth estimation are created in indoor settings [10]. This is primarily because it is much easier, both in terms of equipment cost and human effort, to create a dataset indoors as compared to taking the various steps of outdoor data collection, annotation, and preprocessing in consideration and creating a novel dataset based on that. Yet, there are a few notable datasets available for the outdoor depth estimation, here we discuss these datasets into the following categories: generic outdoor datasets, panoramic datasets, and, generative methods. There are a few other datasets like [62] that are adapted from other domains such as semantic segmentation for the task of monocular depth estimation but are not inherently made for these tasks and so they don’t contain depth maps as GT. Depth is extracted in these using artificial methods making the data not ideal for training MDE models but still, a lot of research utilizes these. We do not discuss such datasets in this section but reference them when discussing methods that use them in subsequent sections.

A. Generic outdoor datasets

The collection of data is generally done either using moving vehicles or pictures of buildings and scenes with a limited focal view at a short distance (less than 100 meters). This category of depth estimation datasets include the KITTI dataset [10], Make3D dataset [11], Newer College dataset [12], Megadepth dataset [13], DIODE [14] and DrivingStereo dataset [15]. The subsequent subsections give a brief on the two of the most used of these datasets:

1) KITTI: The KITTI dataset [10] is the most used reference with exterior scenes taken from a moving vehicle. There are two main divisions used to estimate monocular depth in outdoor environments. One is a training/test set with 23,488 pairs of training images and 697 test images. The other is an official crash with 42,949 pairs of training images, 1000 validation images, and 500 test images. For the official division, the true depth map for the test images is retained with the benchmark reviewer to test models against new data. Fig. 2 provides a few examples of the outdoor parts of the KITTI dataset.

![Sections of the KITTI dataset where scenes are captured in an outdoor setting](image-url)
2) Make3D: The Make3D dataset\textsuperscript{[11]} is another outdoor dataset for deep learning-based monocular depth estimation. The Make3D dataset includes cityscapes and natural landscapes captured during the daytime, with the collection of depth maps done by laser scanners. The dataset contains a total of 53 pairs of RGBD images, of which 400 pairs are used for training and 13 pairs are used for testing. The native RGB image resolution is 2272 x 170 and the depth map resolution is 55 x 305 pixels. Fig. 3 gives an overview of the Make3D dataset.

![Fig. 3. The Make3D Laser + Image dataset](image)

B. Panoramic datasets

These datasets are collected using panoramic cameras and meant for usage by large-focal length input devices as well as 3D cameras. Panoramic datasets have been used in a lot of recent research work\textsuperscript{[16]} \textsuperscript{[17]}. Still, the number of outdoor panoramic datasets is quite low\textsuperscript{[18]} \textsuperscript{[19]}, resulting in a lack of research on the depth estimation for the same. The noteworthy panoramic datasets are Multi-FoV (Urban Canyon) dataset\textsuperscript{[20]}, ETH3D\textsuperscript{[21]}, and Forest Virtual\textsuperscript{[22]}. A few snippets from the dataset are shown in Fig. 4.

![Fig. 4. The ETH3D dataset with panoramic images and corresponding depth maps](image)

C. Generative methods

Depending upon the domain of the application that particular research work is focusing on, the availability of the specific datasets might be a roadblock. The works of\textsuperscript{[23]} \textsuperscript{[24]} adapt existing datasets such as the KITTI dataset or public image and 3D data from sources like Google Maps to generate novel datasets that have very long-range scenes and 360 panoramic scenes, respectively.

1) FarSight: This work\textsuperscript{[23]} is a strategy for generating very-long-range outdoor images along with annotated depth maps. They use a new strategy for generating aggregate data of long-range ground truth depths. They used images from Google Earth to recreate large-scale 3D models of different cities at the appropriate scale. The acquired archive of 3D models and associated RGB views and their long-range depth rendering is used as training data for depth prediction. Fig. 5 shows the resulting images and depth maps from following this process.

![Fig. 5. From left to right: the 3D models of the cityscapes extracted from Google Earth, depth prediction using the paper’s GAN model, depth prediction using the paper’s CNN model, ground truth depth maps](image)

2) KITTI to panoramic dataset adaption: In this approach\textsuperscript{[24]}, a two-step process is used where the images from the source, the KITTI dataset, are transformed into a replicated version of their target domain which requires images to be captured by 360-degree FOV cameras. The first step is the style transfer of 360-degree images to the images in the target dataset via a learning-based approach\textsuperscript{[25]}. The second step involves reprojection of the resulting images to the required format along with the relevant annotations. The generated depth maps can be visualized in Fig. 6.

IV. Deep Learning Approaches

A. Convolutional Neural Networks

Convolutional neural networks are primarily used on images with the major components - convolutional layers, pooling layers (max pooling and average pooling), and activation functions - which together allow these networks in learning 2D spatial features of input images. In the context of depth
estimation, CNNs are used for extracting depth features from images, reducing the size of these extractions using the pooling layers, and reconstructing the depth maps using their activation functions and FC layers. CNN-based approaches for outdoor depth estimation, mostly for KITI dataset experiments, include Convolutional Neural Fields [26] AdaBins [27], FarSight [23], and, Unsupervised CNN [28], all of which use CNNs as the backbone for the main depth estimation network. Fig. 7 shows the steps involved in predicting depth maps using convolutional layers.

Fig. 7. The general pipeline of deep learning for monocular depth estimation using CNNs. Source: [8]

B. Recurrent Neural Networks

RNNs are inter-sequence models [29] [30] with memory storage capabilities, and are introduced into monocular depth estimation to learn temporal features from video sequences. The RNN contains an input unit, a hidden unit, and three parts: input unit, output unit, and hidden unit. The input of a hidden unit consists of the outputs of both the current input unit and the previously hidden unit. LSTMs, are a specific type of RNNs where feedback connections allow these networks to learn temporal dependencies between data points. This can be exploited by using video-based datasets where the advancing frames can be fed through the LSTM networks and depth maps are extracted. Fig. 8 gives an overview of the general pipelines involved in RNN-based depth prediction models where one uses only LSTM (or ConvLSTM), the other uses convolution and LSTM (or ConvLSTM) layers.

RNN and LSTM based networks are employed in the works of [31] where spatio-temporal consistencies in the datasets are exploited using a Convolutional LSTM, [32] where attention mechanism of ConvLSTM and ConvGRU are compared, [33] and [34].

Fig. 8. The two major architectures of RNN based networks for predicting monocular depth maps. (a) shows the architecture containing only LSTMs in the encoder while (b) uses convolutions in addition to the LSTMs. Source: [8]

C. Segmentation models for MDE

Drawing similarities from the pixel-level nature of segmentation in computer vision, monocular depth estimation is a great fit for applying those models for the task of depth estimation. Models for semantic segmentation [35] specifically work well as they can divide the images into different “stuff” that can have different spatial positions within the field of view and based on that the depth maps can be extracted. The concept of knowledge distillation [36] about using a large pre-trained “teacher” network to train a smaller “student” network is used in addition to semantic segmentation models like U-Net [37] and RefineNet [38] by the works of [39] and [40]. The work of [41] uses a novel segmentation-based learning network to estimate depth in monocular 360-degree videos.

Furthermore, the advancements in panoptic segmentation [42] have a significant potential of making an impact in the field with its segregation of background and instances as “stuff” and “things”, making it intuitive to estimate depth in scenes. [43] and [44] make contributions towards MDE using panoptic segmentation. Fig. 9 shows the model architecture used by [43] for aiding depth estimation using panoptic segmentation.

V. DEEP LEARNING TRAINING PARADIGMS

A. Supervised Learning

Supervised learning networks for monocular depth estimation are trained using the Ground Truth depth maps. The
purpose of learning is to penalize the error between the prediction and the ground truth depth map on a loss function which is based on the log depth and the inverse Huber function (Berhu). The goal is for the depth model to converge when the predicted depth value is as close to GT as possible. The generalized pipeline for supervised learning using depth maps as GT is summarized in Fig. 10.

Most methods discussed in this paper so-far use a supervised learning approach where the annotated datasets with the GT depth maps are used by a CNN/LSTM/CRF-based learning network for depth estimation, often using stereo pairs for increased accuracy.

DenseNet and ResNet are widely used backbones for CNN-based monocular depth estimation solutions like and 49. Solutions integrating Conditional Random Fields (CRFs) into supervised learning networks have also yielded state-of-the-art results such as the work of where a traditional belief propagation approach is used to build a depth estimation system. propose a CNN-based architecture where the model learns depth maps of the right and left views. The work of MonoDepth with a 2D CNN architecture using an unsupervised learning approach and a combination of disparity smoothness Loss, appearance matching loss, and left-right disparity consistency loss resulted in a significant improvement upon the then SOTA models on the KITTI dataset in 2017.

The other approach to training unsupervised learning-based networks is the use of monocular sequences. This is especially attractive as a research topic due to the higher availability and easier collection process of monocular depth estimation datasets. It also avoids getting into the issues posed by stereo matching relating to projection and left-right source mapping. and the subsequent related work of propose methodologies for training unsupervised learning networks on unstructured monocular video sequences along with other elements such as SLAM and optical flow.

C. Semi-supervised Learning

To effectively use unlabeled datasets available easily in the public domain as well as easy enough to capture by small teams, for improving learning performance, semi-supervised learning approaches are used. These methods can also use other sensor and depth information from sources such as synthetic data, LIDAR, and surface normals, to reduce the model’s need for ground truth depth maps, improving the depth map accuracy. The work of introduces a learning network that works on sparse data along with the RGB data in
a stereo-aligned geometric constraint manner. The model then generates two depth maps from these input sources, for which loss is calculated separately with the experiments showing an improvement with this model over a supervised one. \cite{61} uses a mutual distillation-based loss function in a semi-supervised learning network setting, showing very good performance on KITTI and Cityscapes datasets \cite{62}.

D. Self-supervised Learning

Since the depth value in real-world applications is much larger than the value these neural networks can consistently generate, a proper depth representation will improve the performance considerably. Therefore, the appropriate choice of depth representation to facilitate feature representation learning plays an important role in depth learning and self-supervised monocular motion. SSL (self-supervised learning) is a machine learning technique. It gets its information from unlabeled sample data. It’s a kind of learning that’s halfway between supervised and unsupervised.

There are two stages to learning. The job is first solved using pseudo-labels, which aid in the initialization of network weights. Second, either supervised or unsupervised learning is used to complete the assignment. In recent years, self-supervised learning has yielded encouraging outcomes. The main benefit of SSL is that it allows training to take place with lower-quality data rather than focusing on improving outcomes. In the case of outdoor depth estimation, the availability of diverse and long-range datasets makes it hard to train generalizable deep learning models. Here self-supervised learning comes into the picture by using the sparse annotated part of the dataset and generating new data to train on. Fig. \ref{fig:SSL} visualizes this architecture of SSL based depth estimation.

The popular work of MonoDepth2 \cite{63} uses a fully convolutional U-Net for depth prediction along with a pose network to account for temporal consistency in video frames. To consider occlusions they utilize per-pixel re-projection with a specific loss function and then upsample the depth maps. SuperDepth \cite{64} proposes a super-resolution-based depth estimation solution along with a novel augmentation layer that improves prediction accuracy. \cite{65} introduces a novel technique for SSL-based depth estimation approaches that bring about the then state-of-the-art results by involving uncertainty modeling in this training paradigm. \cite{66} uses an SSL-based network for depth estimation that is used along with LiDAR data for the task of depth completion in outdoor scenes. Other works such as \cite{67} are also pushing the envelope of what is possible with the self-supervised learning framework by integrating popular model architectures like transformers that do not require a specific configuration of camera that has to be used for capturing the RGB input.

VI. CHALLENGES AND TRENDS

In the last few years, the focus of monocular depth estimation has slightly shifted towards large-scale outdoor and landscape-based data utilization which aligns with the applications they are required for. In this section, we discuss the limitations as well as future research scope that come with them.

A. Collection of long-range datasets

The applications of autonomous UAVs, robotics, and landscape-level 3D reconstruction require very-long range datasets (captured from 100+ meters far). Most existing research is done for indoor, short-range outdoor, and moving vehicle outdoor datasets. The lack of long-range datasets makes it difficult to extrapolate or adapt the available data too, thus research relating to the collection of such datasets would be an interesting avenue.

Synthetic datasets created using virtual worlds in simulators are the easiest way to approach this problem but care has to be taken in including real-world elements into these datasets such as natural conditions of lighting and haze, occlusion from dynamic objects, and perspective geometry that might be “off” in virtual environments.

B. Integration with semantic segmentation

There are pieces of work that include segmentation into the overall depth estimation system of supervised and self-supervised learning but these two are treated as independent
modules rather than a co-dependent framework. This results in higher computational requirements for training these models and creating/tuning them according to the use case. Research in the direction of integrating these models is a promising area of work.

C. Real-time inference

The exploitation of temporal consistencies done by 3D CNNs, LSTMs, and other attention mechanisms is still prone to the static nature of per-frame changes in real-world applications that render the task of outdoor depth estimation as a problem of a single image depth estimation even when video sequences are involved. The existing work that balances this issue makes the tradeoff of using deep networks that require a lot of computation resources and time. Research in the area of utilizing lightweight networks similar to what has been done for segmentation is essential to the real-world adoption of these techniques.

VII. CONCLUSION

Outdoor monocular depth estimation is an important step toward the full realization of applications in robotics and simulation. This paper surveys the publicly available datasets, and deep learning methods and summarizes the training approaches used by existing models. Moreover, this paper discusses the performance of popular approaches in different scenarios and the limitations associated with them. In the end, we identify and list the current challenges and related open research opportunities for the task of outdoor depth estimation using monocular vision sources.
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