INTEGRATED GEOPHYSICAL AND GEOLOGICAL INVESTIGATIONS OF KARST STRUCTURES IN KOMBEREK, SLOVAKIA
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Abstract: A complex of geophysical methods were used to investigate a small karst area aimed at the production of detailed geological mapping, to confirm geological localization of known sinkholes, and to find possible continuations of caves and voids below the surface. The dipole electromagnetic profiling and radiometric mapping (the gamma-ray spectrometry method) were applied to determine the spatial distribution of hard carbonate rocks and weathered valley-fill sediments. Detailed high-definition magnetometry was carried out at selected sites in the studied region with the aim of distinguishing between sinkholes and man-made lime-kilns, pits where limestone was heated and transformed into lime. The microgravity and the electrical-resistivity tomography (ERT) methods were used to create high-resolution images of the underground cave. The results of ERT and the geological survey were used as an initial model for gravity modeling. Subsurface cavities of various sizes are contrasting geophysical objects, and the electrical resistivity can range from very conductive to relatively resistive depending on the composition of the filling materials. The interpretation of resistivity properties is not always straightforward. We must distinguish air-filled (high-resistivity) and loamy water-filled (low-resistivity) cavities and fractures. The combined geophysical methodology permits us to determine a more accurate near-surface geological model, in our case the parallel interpretation of a strong conductive anomaly in the ERT inversion and a predominant density decrease in the gravity modelling yield the presence of cavities at depths approximately of 50 to 60 m below the surface.

INTRODUCTION

Explored caves are only a limited portion of those actually existing underground (White, 1990; Ford and Williams, 2007). To obtain information about these hidden caves, or unknown or inaccessible continuations of known caves, we must use indirect methods (Parise and Lollino, 2011; Margiotta et al., 2012; Pepe et al., 2013). Near-surface geophysical methods have recently become an important tool in karst-caves research. The idea behind most of these geophysical methods is a material property of the void that is significantly different from the surrounding host rock and thus makes a material contrast. This material contrast can then be detected using a specific geophysical technique (e.g., Butler, 1984; Gibson et al., 2004; El-Qady et al., 2005; Dobecki and Upchurch, 2006; Nyquist et al., 2007; Mochales et al., 2008; Margiotta et al., 2012; Putiška et al., 2012a). Among some of the most frequently used geophysical techniques, electrical-resistivity tomography and microgravity can be mentioned, but additional methods can provide very useful information as well.

The studied region is located in the northeastern portion of the Male Karpaty Mts., in the western part of Slovakia, and belongs to the Kuchyňa-Orešany karst. The northeastern part of Kuchyňa-Orešany karst is represented by the Komberek karst, which is a not large, about 1 km², but interesting karst plain, where two caves, the Strapek Cave and the Závrtová Priepast Cave, were discovered. Besides the caves, more than seventy terrain depressions were found in the area (Fig. 1), but some of them are not karst landforms, as they are man-made lime kilns. The lime kilns were created during the fifteenth and sixteenth centuries to produce quicklime through the calcination of limestone. The kilns are up to 3 m in diameter and 1-m deep, which is very similar to some of the smaller natural sinkholes in the area. Therefore, we tried to find a method to reliably distinguish them. Several depressions are filled with mud and water, which makes it difficult to distinguish whether their origin is natural or not. The term mudholes is used for these structures in the following text.

A variety of geophysical techniques can be used to detect the presence of caves and voids below the surface (Cardarelli et al., 2010; Gambetta et al., 2011; Kaufmann et al., 2011; Lačný et al., 2012; Andrej and Uroš, 2012).
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Each are based on a physical contrast between a cave and the surrounding rocks. Karst features are prevalent throughout the study area. Sinkholes develop by a cluster of inter-related processes, including bedrock dissolution, rock collapse, soil sapping, and soil collapse. Any one or more of these processes can create a sinkhole. The basic classification (Walthman et al., 2005) has six main types of sinkholes, solution, collapse, caprock, dropout, suffusion, and buried, that relate to the dominant process behind the development of the sinkhole. The dominant type of sinkholes within the Komberek karst area is solution, formed where surface water and soil water dissolve bedrock near the surface as it flows towards points where it can sink into fissured or cavernous ground. As mentioned above, the primary focus of our geophysical research was to map the site and to detect geological anomalies. On the basis of these results the plan for deeper investigations was set up. The aim of the survey was to detect karst features like sinkholes or fractured zones that could communicate with the underground network. New caves or extensions of known galleries were expected to be found too. The location of the geophysical survey is shown in Figure 1.

**Figure 1.** Topographic map of the study area showing the geophysical survey sites and karst structures. ERT is electrical-resistivity tomography, MG is microgravity, and DEMP is surface electromagnetic conductivity. Coordinates in Figures 1–3 are UTM zone 33N.

**GEOLOGICAL SETTING**

The Komberek karst area, as well as the Malé Karpaty Mts., are integral parts of the Western Carpathians orogenic belt. The Malé Karpaty Mts. geological structure consists of several tectonic units (Poláč et al., 2011). The Tatricum tectonic unit is the most autochthonous unit comprising the Paleozoic crystalline basement and the Mesozoic sedimentary cover. The Fatricum and Hronicum tectonic units belong to the nappe structures of the Western Carpathians tectonically individualized during the Alpine orogeny during the Cretaceous period. The Tatricum unit in the studied area contains only the uppermost synorogenic flysch member, clayey shales, and turbiditic sandstones of Albian-Cenomanian age. An Upper Cretaceous thrust plane separates underlying Taturic from Fatric unit in its hanging wall. The Komberek area (Fig. 2) is built up almost exclusively by the Fatric unit’s Middle to Upper Triassic and Jurassic members. Middle Triassic dark-grey to black thick-bedded Gutenstein type limestone is the prevailing rock type in this area, and it is also the lowermost part of Fatric unit. The tectonic contact between the Tatricum and the flysch sediments of the
Fatricum units is linked to the rauhwackes. Rauhwackes (cornieules or cargneules) are breccias with a calcareous matrix and mainly dolomitic components that weather to form cavernous rocks. They are very often associated with tectonic contacts. The origin of rauhwackes is still controversial, but has been attributed to the weathering and alteration of dolomite-bearing evaporites, the tectonization of dolomites, or other processes (Krauter, 1971; Schaad, 1995). It is supposed that the rauhwackes are tectonically derived from the Gutenstein limestones. The Gutenstein limestones should be overlayered by Ramsau dolomites, but in this locality grey thick-bedded dolomitized limestones crop out. Variegated clayey shales, quartzy sandstones, and quartzstones, and also cavernous grey dolomites (rauhwackes) of Upper Triassic age belonging to Carpathian Keuper member overlie the Gutenstein and Ramsau carbonatic complex. In the northwestern part of the Komberek area there are Jurassic grey crinoidal cherty and pink nodular limestones. The Komberek area is disrupted by northwest-southeast oriented normal faults active during the Neogene (Polák et al., 2011). The sinkholes are localized along distinct lines situated along the litological and tectonic discontinuities. The main lithological discontinuity is between the Carpathian Keuper Formation and the Gutenstein limestones. The northwest-southeast tectonic line is the reason for the occurrence of the sinkholes array that follows it. An edited geological map is shown in Figure 2; because of the very flat morphology of the studied area and the scarcity of outcrops, geological mapping is very difficult.

**Geophysical Methods**

A complex of geophysical methods was designed to gather a large amount of geophysical information from the study area. The methods can be divided by purpose into two parts. The first part was an initial field investigation of the whole area. In this case, electromagnetic-conductivity, magnetometry, and gamma-ray spectrometry were used to map the site and to distinguish near-surface geological settings in the area. The information obtained was used to characterize the geological setting of the Komberek area (Fig. 2). The second part of the geophysical fieldwork included electrical-resistivity tomography (ERT) and microgravity survey on a selected profile across the karst area to obtain information about unknown or inaccessible continuations of known caves. The profile was based on the results from the geophysical work done during the first part of the investigation and also covers as many sinkholes and mudholes as possible (Fig. 1). During this stage, a...
A detailed magnetometry survey was performed on selected sinkholes, to distinguish between natural and human-made sinkholes.

All geophysical works were done simultaneously by measuring the coordinates using GPS or a total station. The coordinate system used in the figures is UTM, zone 33N.

A profile survey by the ground gamma-ray spectrometry method was used to study the radioactivity of rocks, soils, and covers in the study area. This method allowed us to determine four measures of gamma-ray activity of near-surface rock and soil horizon at each measured station: total gamma-ray activity $eU_t$ [$U_r$] (where $eU_t = 1$ ppm $U_r$), concentration of $^{40}K$ [% K], concentration of $^{238}U$ [ppm $U_r$], and concentration of $^{232}Th$ [ppm $eTh$], where the letter "e" represents equivalent. The depth range is relatively shallow, no more than 1 m from the surface, but the method gives useful information mainly for geological mapping purposes. In situ measurements were carried out using a portable 256-channel gamma-ray spectrometer GS-256 (Geofyzika Brno, former Czechoslovakia) with $3' \times 3'$ NaI (TI) scintillation detector using a traditional ground survey procedure: grass, old leaves, and the thin uppermost humus soil layer were removed and ground surface was levelled in a circle area of 1 to 1.5 m in diameter at each measured station. Time of measurement was 2 minutes per station. In total, 226 stations were measured along eight parallel west-east profiles (PF1 – PF8) approximately 100-m apart and one transverse northwest-southeast profile (PF9) (Fig. 1) with a 40-m step between measurements. The other geophysical methods were carried out at the same stations on the profiles, controlled by GPS measurements.

Electromagnetic-conductivity mapping (DEMP, for Dipole ElectroMagnetic Profiling) was performed on the eight parallel profiles with lengths from 900 m to 740 m. The sampling interval of the measurement was 20 m, so the whole dataset covers 289 points. The measurement was done with a CMD-4 instrument manufactured by GF Instruments Inc. (Czech Republic), which has dipole center distance of 3.77 m, so the median depth of the electromagnetic investigation was around 6.0 m. The depth range for most of the points allowed us to reach the bedrock in the area with a negligible effect from the sediments. The most important advantage of electromagnetic conductivity is the possibility of obtaining quick and useful results that match very well with DC resistivity methods.

The 2D electrical-resistivity tomography line (Fig. 1) was collected using an ARES instrument (GF Instruments Inc.). The survey was 1006.5-m long and conducted with a dipole-dipole array with 5.5-m electrode spacing. The 88 electrodes were used simultaneously, with alternation of two current and two potential electrodes and a roll-along survey. For post-processing and data interpretation, the inversion program RES2DINV (Loke and Barker, 1996) was applied. It generates a topographically corrected two-dimensional resistivity model of the subsurface by inverting the data obtained from electrical imaging (Putiška et al., 2012a). A robust inversion ($L_1$ norm) was used because it is more suitable for detecting caves and sharpening linear features such as faults and contacts within complex geological settings of karst regions.

The same profile from the ERT method has been used for the microgravity survey and the stations were placed next to each electrode. The instrument used for this method was a single Scintrex CG-5 unit with a resolution of $1\mu$Gal ($10^{-8}$ m s$^{-2}$). Due to thick vegetation cover in the area, it was not possible to measure the positions of the stations using differential GPS, therefore the locations of the gravity stations and nearby topography was obtained.
using Trimble M3 and Trimble S8 total stations tying to several GPS points in the vicinity of the profile. A total number of 184 gravity readings were processed to remove instrument drift, which was determined by repetitive measurement at the base station located in the center of the profile over a period of 2 hours and afterwards processed into form of complete Bouguer anomaly (Fig. 1).

Detailed high-definition magnetometry using a Cs-vapour magnetometer TM-4 with 0.2-m sampling step on lines 1-m apart was realized at selected sites of the studied region with the aim to distinguish between sinkholes and man-made lime kilns. Selected sinkholes are highlighted in the Figure 1 with grey rectangles that reflect the actual area surveyed by detailed magnetometry. The survey rectangles for detailed magnetometry on three sites were chosen due to practical reasons. The first two sites were placed on the largest sinkhole in the Komberek area and on a known man-made lime kiln identified by the burned lime residuals and ashes inside it. As the last site, a swarm of terrain depressions of uncertain origin, was chosen.

RESULTS AND INTERPRETATION

The apparent resistivity map (Fig. 3) was obtained using the electromagnetic conductivity method (DEMP). The results show a good contrast between the high-resistivity areas composed of dolomite and limestone and the low-resistivity ones that are the effect of Quaternary sediments concentrated in the topography depressions. The majority of the largest sinkholes are concentrated on the boundary between low and high resistivity areas. This boundary was chosen for microgravity and ERT surveys. Results from the radiometric mapping are shown as a map of total gamma-ray activity (Fig. 3). The contour map of the total gamma-ray activity \( \sigma \) distribution shows very good agreement with the picture of the apparent resistivity distribution for rocks and soils in the study area, as obtained by surface electromagnetic conductivity mapping (DEMP) measurement (Fig. 3). Lower-radioactivity areas correspond to higher-resistivity areas in maps and vice versa. Simultaneously both physical fields show good correlation with terrain topography in the study area (Fig. 3). Positive topographic features are mostly characterized by higher electrical resistivity and lower total gamma-ray activity values, whereas negative terrain features mostly show lower resistivity and higher total gamma-ray activity. This relationship is, of course, strictly determined by the geological structure of the area (Fig. 2), since the hard carbonates form topographical elevations characterized by higher electrical resistivity and lower total gamma-ray activity. Weathered rocks and Quaternary sediments fill topographic depressions in the central and southwestern parts of the study area, which are characterized by lower electrical resistivity and higher total gamma-ray activity.
gamma-ray activity. Generally, the two maps, the resistivity and the radioactivity, are quantitatively opposed to each other. In this way, the electromagnetic and radiometric surveys successfully outlined the boundary between valley fill and the carbonate rocks dolomite and limestone.

The total-field magnetic-anomaly map of the last of the survey rectangles is shown in Figure 4. The aim of the magnetic survey was to reveal contrast between sinkholes and man-made lime kilns. Due to the remnant magnetization produced during the heating processes we were able to easily recognize, based on qualitative interpretation, the lime kilns as having relatively strong dipole anomalies, as in the lower right of Figure 4.

Gravity and electrical-resistivity tomography methods were employed after the resistivity and radioactivity studies to detect possible cavernous structures in the selected profile across the whole area. Such caves can be empty, full, partly water-filled, or filled with a different kind of sediment. Air, water, or sediment-filled voids have a much lower density (air 0 kg m\(^{-3}\), water 1000 kg m\(^{-3}\), or sediment \(\sim 2000\) kg m\(^{-3}\)) than the host rock for which the density of 2670 kg m\(^{-3}\) has been assigned. This difference in density is very significant and can be easily traced by gravity survey. Gravity, as an integral method, provides only information about the bulk composition of the subsurface. Therefore additional constraints are needed to model the Bouguer anomaly with appropriate structures. Electrical resistivity tomography is a reasonable choice due to the low cost of the survey and the high resistivity contrast that exists between an air-filled cavity.

Figure 5. Results of the electrical-resistivity tomography and gravity modeling. The upper part of the figure (a) shows the correlation between the observed residual Bouguer anomaly and the model shown in the middle part (b). The ERT cross-section image is in the lower part of the figure (c).
and the surrounding formation (Zhou et al., 2002; Andrej and Uroš, 2012). Cavities can be also partially or completely water- or sediment-filled and, depending on the composition of the water, they might show a resulting electrical conductivity ranging from very conductive to relatively resistive compared to the host rock (Putiška et al., 2012b). The results of ERT and geological surveys were used as entries for the gravity modelling (Fig. 5). Gravity modelling was performed using the residual Bouguer anomaly computed for a reference density of 2670 kg m$^{-3}$. The zero elevation has been used as a lower boundary for the model, with 2-D geometry except the cavity body, which was modelled as a 2.5-D object with a lateral extension of 70 m and its center placed on the profile. To keep the model as simple as possible, only the most important features were taken into consideration, where the main structure of the lithological units was adopted from the geological map of the area. Received differential densities used for the model are shown in Fig. 5. Two important low density and low resistivity structures that can be important for the identification of karst structures were detected.

Figure 5b shows the final model, obtained from the combined interpretation of the microgravity (Fig. 5a) and ERT measurements (Fig. 5c). From microgravity (Fig. 5a) two important low density structures have been detected. The first Bouguer gravity minimum, with its center located on profile length 225 m and amplitude of $-0.2$ mGal, is associated with the geological setting in the area. The negative anomaly is produced from the lower gravity effect of the rauhwackes, which are porous and therefore have lower density (Fig. 2, Fig. 5b). The second, more significant minimum on the residual Bouguer anomaly curve, with amplitude lower than $-0.35$ mGal and center located at around 575 m, seems to be more interesting from a speleological point of view, as no gravity anomalies resulting from geology were expected there. Comparing the results with the ERT image, a strong conductive anomaly is visible at the same point on the profile as the main gravity minimum (Fig. 5a, c), where we inserted a

Figure 6. The sinkhole close to the electrical-resistivity tomography and microgravity line through the Komberek area. Diameter and depth of the sinkhole are $\sim 25$ m and 9 m, respectively.
body representing an empty cave in Figure 5b. Empty space usually produces a high-resistivity anomaly in an ERT image, but in some special cases, as when the cave is partly filled with conductive material such as clay, the overall anomaly produced from the empty space can be conductive (Putiška et al., 2012b). The cave body in the final model (Fig. 5b) is connected to the ground by a communication channel, and its presence is also visible from the ground, where one of the largest sinkholes (diameter ~25 m) in the Komberek area was found (Fig. 6). The inverted ERT model (Fig. 5c) shows carbonate rock with a significantly higher resistivity (500 Ohm m) than the loamy material in the sinkhole, because of its considerably smaller primary porosity and fewer interconnected pore spaces. Loamy materials can hold more moisture and have higher concentrations of ions to conduct electricity; therefore, their resistivity values are below 100 Ohmm. The high contrast in resistivity values between carbonate rock and loamy material makes it possible to use electrical resistivity to determine the underground structure.

CONCLUSIONS

A geomorphological analysis of the Komberek area identified more than 70 topographic depressions. However, not all of them are karst landforms, as man-made lime kilns are also present in the area. Detailed high-definition magnetometry was successfully employed to distinguish between natural sinkholes and man-made lime kilns (Fig. 4). Results from the radiometric mapping and dipole electromagnetic profiling, supported by geological mapping, allowed us to refine the geological boundaries of the lithological units within the Komberek karst area (Fig. 2). By means of the resistivity tomography and microgravity methods, the final geological cross-section model of the area was constructed (Fig. 5b). The Bouguer anomaly curve (Fig. 5a) shows two dominant negative anomalies that were interpreted by introducing ERT inverse model and gravity forward modelling. The first negative anomaly, with center located at profile location 225 m and amplitude of ~0.2 mGal, is associated with a presence of the porous rauhwacke formation and seems to be unimportant from a speleological point of view. The second major negative anomaly, with amplitude more than ~0.35 mGal and center located at ~575 m, correlates with a conductive anomaly in the ERT inverse image at depth of ~60 m, where a cavity was detected. Lateral placement of this anomalous area is linked the presence of the largest sinkhole in the Komberek karst area. According to the results obtained from this study, we can conclude that microgravity together with electrical resistivity tomography have proved to be effective tools for imaging subsurface cavities in limestone at shallow depths. Thus, we believe that the presented methods and evaluation techniques could be successfully applied to other karst areas and potentially help in identifying hidden voids that possibly constitute karst hazards (see Parise and Gunn, 2007; De Waele et al., 2011 and references therein).
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POSSIBLE CAVERN-FORMING ACTIVITY AT MILLENNIAL TIME SCALES AND ITS IMPACT ON VARIATIONS IN SUBMARINE CAVE ENVIRONMENTS AND HABITAT AVAILABILITY, OKINAWA, JAPAN

AKIHISA KITAMURA1*, CHIKAKO TAMAKI1, YOSUKE MIYAIRI2, YUSUKE YOKOYAMA2, AND HIDEKI MORI3

Abstract: We examined the spatial distributions and $^{14}$C ages of sessile marine organisms in the submarine cave Ginama at Okinawa, Japan. The cave is the northernmost and only known submarine cave with an air chamber in the northwestern Pacific region. The upper limit of living individuals of the coralline sponge Acanthocaetetes wellsi and the bivalve Pycnodonte tanigucii in the cave is located at a depth of approximately 10 m relative to the surface of the pool in the cave. Low temperatures and low salinities prevent these organisms from colonizing water depths shallower than 10 m. On the other hand, the upper limit of fossil individuals, dated between 5117 and 387 cal yr BP, is at a depth of 2.5 m, implying that at present the influence of fresh water on the cave pool is stronger than it has been at other times in the past 5000 years. This increase in the flux of fresh water may be explained by continuous cavern-forming activities such as dissolution.

INTRODUCTION

A number of workers have recently used archival materials from submarine caves to reconstruct environmental changes during the late Quaternary (Antonioli et al., 2001; Kitamura et al., 2007, Yamamoto et al., 2008, 2009a). For example, oxygen-isotopic compositions of coralline sponges and micro-bivalves from submarine caves have been studied as proxies for palaeotemperature (Böhme et al., 2000; Haase-Schramm et al., 2003; Yamamoto et al., 2008, 2009b, 2010; Kitamura et al., 2013). In addition, the history of sea level changes has been examined using both speleothems and changes in faunal assemblages preserved in cave sediments (Dorale et al., 2010; Tuccimei et al., 2010; van Hengstum and Scott, 2011, 2012, van Hengstum et al., 2011).

However, few studies have examined temporal changes in faunal communities in submarine caves. In Mediterranean submarine caves, Chevaldonné and Lejeusne (2003) documented that populations of cold stenothermal species of mysids (Crustacea) were replaced by congeners of warmer affinities during a period of regional warming in the summers of 1997 and 1999. Parravicini et al. (2010) examined changes in sessile communities in a Mediterranean submarine cave using photographs taken in 1986 and 2004, revealing that massive numbers of organisms experienced high rates of mortality due to thermal anomalies during the summer heat waves of 1999 and 2003 and that these groups were replaced by encrusting organisms.

The northward-flowing tropical Kuroshio Current allows coral reefs to form in the Ryukyu Islands of southwestern Japan, northwestern Pacific (Fig. 1a). The islands extend from Tane-ga Island (30°44′N, 131°00′E) in the northeast to Yonaguni Island (24°27′N, 123°00′E) in the southwest. Many submarine limestone caves occur on the islands (Hayami and Kase, 1993). However, previous studies of changes in the communities of submarine caves have only considered millennial-scale variations in the species compositions of bivalves (Kitamura et al., 2007; Yamamoto et al., 2009a) and algal symbiont-bearing large benthic foraminifers (Omori et al., 2010) in Daidokutsu submarine cave (water depth, 29 m) at Ie Island, Okinawa (Fig. 1a). In both studies, the species living in the innermost areas of the cave were seen to have become increasingly dominant over the past 7000 years, while those living near the cave entrances have declined in abundance. The studies concluded that the changes were caused by a decline in food supply and light intensity in the cave associated with the filling of cavities within the reef during at least the past 6500 years. However, temporal changes in the communities of sessile organisms in submarine caves have yet to be examined in the northwestern Pacific.

This study examined millennial-scale variations in the compositions of sessile marine faunal communities in the submarine cave Ginama at Okinawa, Japan (Fig. 1b-d). The cave is unique in being the northernmost and only known submarine cave with an air chamber in the northwestern Pacific region.

STUDY AREA

The submarine cave Ginama occurs in Triassic limestone (Ishibashi, 1974) on the northernmost coast of Okinawa Island (Fig. 1b). The coastline is characterized
by sea cliffs with a height of approximately 10 m. The entrance to the cave, which is approximately 15 m below sea level, is 5 m high and 10 m wide. The cave consists of a narrow 40-m long upward-sloping gallery approximately 2 m high and 2 m wide and a dark, inner air-filled chamber with a height of 15 m (Fig. 1c). Many stalagmites are present both above and below the water surface in the inner chamber.

No emergent coastal landforms are present in the area, suggesting no net uplift of the area during the Holocene. The subsidence rate of the study area is currently 0.04 mm y\(^{-1}\), based on geographic records from 1979 to 2006 (Geographical Survey Institute, 2007). Hongo and Kayanne (2010) reconstructed the Holocene sea level curve based on coral reefs of Ishigaki Island, Ryukyu Islands, which is located approximately 500 km southwest of the present study area. Based on the reconstruction, the entrance to Ginama Cave is thought to have become submerged at approximately 8000 years BP. To the best of our knowledge, no researches have been conducted on local groundwater, and no water wells are present in the area.

**METHODS**

Water temperature and salinity were measured outside Ginama Cave close to the sea surface and in the pool below the chamber at 1 m intervals from the surface of the pool to a depth of 12 m; all measurements were obtained on 10 July 2012. We carefully observed and recorded all mega-fossils of sessile organisms on the rock wall of the cave pool at depths shallower than 10 m on 12–14 October 2011 and again on 10–11 July 2012, at which time we collected fossil shells of three individuals of the coralline sponge *Acanthocactetes wellsi* and ten individuals of the bivalve *Pycnodonte taniguchii*. Both species are sessile organisms that live in submarine cave or cryptic habitats (Jackson et al., 1971; Jackson and Winston, 1982; Hayami and Kase, 1992). The bivalve *P. taniguchii* attaches to hard substrates with a thickened left valve (Hayami and Kase, 1992). The shells of both *A. wellsi* and *P. taniguchii* are composed of 100% calcite (Hayami and Kase, 1992; Reitner and Gautret, 1996). Many sessile micro-bivalves, most of which are less than 5 mm in length, such as *Cosa*...
waikikia, Cosa kinjoi, and Parvamussium crypticum are present in the submarine caves of Okinawa (Hayami and Kase, 1992). However, because these species attach to rock surfaces by means of a byssus, the shells drop off immediately after death. In this study, we did not investigate the sessile micro-bivalve species.

Collected fossil specimens were cut along the axis of maximum growth using a low-speed saw. The specimens were checked for diagenetic alteration using thin-section observations with an optical microscope. We determined radiocarbon ages of all thirteen specimens of *A. wellsi* and *P. taniguchii*. The samples were graphitized, and the target graphites were analyzed using accelerator mass spectrometry at the University of Tokyo, Japan. The results were corrected using a reservoir age of 400 years, and the ages were transformed to a calendar timescale using the program OxCal4.1 (Bronk Ramsey 2009), based on comparisons with Marine 13 data (Reimer et al. 2013), after applying a ΔR value for the Okinawa region of 29 ± 18 years (Yoneda et al., 2007).

**Results**

Water temperatures and salinities in the pool increased with water depth (Fig. 2). At a depth of 12 m, the values of both parameters were nearly equal to those of sea-surface water outside the cave.

A living individual of *Acanthocaetetes wellsi* was found at a water depth of 11.3 m. We also found a young individual *Pycnodonte taniguchii* at a depth of 10.5 m. Three fossil individuals of *A. wellsi* and ten fossil individuals of *P. taniguchii* (left valves only) were distributed at depths of up to 2.5 m within the brackish-water lens (Figs. 3 and 4). Thin-section observations show that these specimens were unaffected by diagenetic alteration, al-

Figure 2. Water temperature and salinity in Ginama Cave, showing the water depth of the upper limit of living individuals of the bivalve *Pycnodonte taniguchii* (1) and of the coralline sponges *Acanthocaetetes wellsi* (2).

Figure 3. Photograph of a fossil of the bivalve *Pycnodonte taniguchii* (sample Ginama 9) at a water depth of 6.5 m.
though a partially calcified filling can be observed on the surface layer of *A. wellsi* (Fig. 5a); this portion was excluded from $^{14}$C dating. The radiocarbon ages obtained for the fossil specimens are listed in Table 1 and plotted in Figure 6. All specimens of *A. wellsi* and seven individuals of *P. taniguchii* fall into an older age group, from $5117 \pm 243$ (2σ) to $3105 \pm 232$ (2σ) cal years BP. Three individuals of *P. taniguchii* fall into a younger age group, from $566 \pm 75$ (2σ) to $387 \pm 96$ (2σ) cal years BP (Fig. 6).

**DISCUSSION**

The coralline sponge *Acanthocaetetes wellsi* is a component of cryptic sessile communities on modern Indo-Pacific reefs (Reitner and Gautret, 1996). According to Grottoli (2006), the habitats of *A. wellsi* are unaffected by runoff from land. This species has also been collected in submarine caves on the southernmost coast of the Okinawa mainland and on Kume Island, Okinawa (Ohmori et al.,
None of the A. wellsi sites are reported to be influenced by runoff from land. We therefore think that A. wellsi thrives in conditions of normal salinity. To our knowledge, the Ginama Cave is the northernmost cave in which A. wellsi has been found.

Live individuals of the bivalve P. taniguchii have been found at many cavernicolous sites of the following islands in the western Pacific and eastern regions of the Indian Ocean: Ryukyu (Miyako, Okinawa, and Yonaguni islands), Bonin, Palau, Philippines (Luzon, Cebu, Bohol islands), Malaysia, Vanuatu, Fiji, Tonga and Thailand (near Phuket) (Hayami and Kase, 1992, 1999). According to Hayami and Kase (1992, 1999), individuals of P. taniguchii always grow under conditions of normal salinity and temperature. Ginama Cave and Daidokutsu Cave, located approximately 45 km southwest of the study area off Ie Island (Fig. 1a), are among the northernmost sites at which P. taniguchii has been found. According to Yamamoto et al. (2010), seasonal changes in water temperature in Daidokutsu Cave range from 29 °C in August–September to 21 °C in February. Data from the Japan Oceanographic Data Center (2007) show that, at water depths of 20 m, similar to those of the study area, water temperatures range from 28.2 ± 0.6 °C in September to 22.0 ± 0.9 °C in February, which indicates that P. taniguchii can survive at temperature of 21 °C during the winter season. No studies have reported on the lower limits of dissolve oxygen for the survival of either A. wellsi or P. taniguchii.

As noted above, living individuals of A. wellsi and P. taniguchii were found in Ginama Cave at depths of 11.3 m and 10.5 m, respectively. At depths shallower than 10 m, both water temperature and salinity decrease upward. It is therefore likely that relatively low temperatures and

### Table 1. Results of ¹⁴C dating; uncertainties are 2σ.

| Sample Number | Sample                  | Depth, m | Conventional ¹⁴C Age, BP | Calendar Age Ranges, cal BP |
|---------------|-------------------------|----------|--------------------------|-----------------------------|
| Ginama 4-3    | Acanthoactetes wellsii  | 2.5      | 4491 ± 83               | 4623 ± 206                  |
| Ginama 6-1    | Acanthoactetes wellsii  | 4.2      | 4863 ± 85               | 5117 ± 243                  |
| Ginama 5-2    | Acanthoactetes wellsii  | 5.1      | 3454 ± 83               | 3279 ± 222                  |
| Ginama 3      | Pycnodonte taniguchii   | 4.0      | 4814 ± 86               | 5064 ± 221                  |
| Ginama 8      | Pycnodonte taniguchii   | 5.5      | 3966 ± 85               | 3932 ± 247                  |
| Ginama 9      | Pycnodonte taniguchii   | 6.5      | 4356 ± 86               | 4474 ± 271                  |
| Ginama 10     | Pycnodonte taniguchii   | 6.5      | 4304 ± 82               | 4394 ± 251                  |
| Ginama 7-1    | Pycnodonte taniguchii   | 8.3      | 4622 ± 88               | 4806 ± 262                  |
| Ginama 7-2    | Pycnodonte taniguchii   | 8.3      | 3313 ± 86               | 3105 ± 232                  |
| Ginama 7-3    | Pycnodonte taniguchii   | 8.3      | 4591 ± 158              | 4779 ± 439                  |
| Ginama 19-1   | Pycnodonte taniguchii   | 9.7      | 784 ± 47                | 387 ± 96                    |
| Ginama 19-2   | Pycnodonte taniguchii   | 9.7      | 996 ± 46                | 566 ± 75                    |
| Ginama 19-3   | Pycnodonte taniguchii   | 9.7      | 896 ± 43                | 489 ± 86                    |
salinities prevented these sessile marine organisms from colonizing surfaces at depths shallower than 10 m. On the other hand, $^{14}$C ages obtained in the present study show that fossil specimens of *A. wellsi* and *P. taniguchii* are present at depths shallower than 10 m. According to Hongo and Kayanne (2010), a mid-Holocene highstand occurred at approximately 5000 cal. years BP, at a level of approximately $3 \pm 2.5$ m above present mean sea level, based on vertical distributions of corals on Ishigaki Island, Okinawa. At approximately 5000 cal. years BP, *A. wellsi* (sample no. Ginama 6-1) and *P. taniguchii* (sample no. Ginama 3) were distributed at depths of 4.0 and 4.2 m.

Figure 6. Top: Age data for fossils from this paper. Middle: $\delta^{18}$O and corresponding temperature values of *Carditella iejimensis* shells from cored samples (Kitamura et al., 2013). Bottom: On common scale Mg/Ca-derived SSTs and $\delta^{18}$O$_{sw}$ records from cores A7 (Sun et al., 2005), MD403 (Lin et al., 2006), and KY07-04-01 (Kubota et al., 2010) and stalagmite $\delta^{18}$O records from Dongge Cave, southeast China (Wang et al., 2005). The locations of all sites are shown in Figure 1.
respectively (Table 1). Assuming that the rate of subsidence during the past 5000 years equals the present day surveyed rate of 0.04 mm/year, the total subsidence during this period is estimated to be 0.2 m. Based on this subsidence rate and sea level at approximately 5000 cal. years BP (3 ± 2.5 m above present mean sea level), the estimated depths of *A. wellsi* and *P. taniguchii* were from 4.3 to 9.5 m, and from 4.5 to 9.7 m, respectively. From 566 ± 75 to 387 ± 96 cal years BP, the upper limit of survival of individuals of *P. taniguchii* (depth, 9.7 m; sample nos: Ginama 19-1, -2, and -3) was shallower than that of presently living individuals. We therefore suggest that the influence of fresh water in the Ginama Cave pool at the present day is the strongest it has been in the past 5000 years, although we note that data are missing for the period 3105–566 cal years BP. In addition, changes in the flux of fresh water into the cave cannot be explained by relative sea level changes.

The rainy season in the study area occurs during the summer monsoon. Precisely dated stalagmite oxygen-isotope records from China reveal that a Holocene weakening of the summer monsoon since 7000 years BP corresponds to an orbitally induced reduction in summer-time solar insolation in the Northern Hemisphere (e.g., Dykoski et al., 2005; Wang et al., 2005) (Fig. 2). Such a weakening of the summer monsoon should cause a decrease in the flux of fresh water into the cave.

Many studies have examined Holocene oceanographic changes in the East China Sea, based on geochemical analyses of the planktonic foraminifera *Globigerinoides ruber*, which remains at water depths of 2 to 50 m during its life cycle (e.g., Fairbanks et al., 1982; Hemleben et al., 1989; Lin et al., 2004) and were recovered from deep-sea sedimentary cores (Jian et al., 2000; Ijiri et al., 2005; Sun et al., 2005; Lin et al., 2006; Kubota et al., 2010). Sun et al. (2005), Lin et al. (2006), and Kubota et al. (2010) reported no changes in sea-surface temperatures or sea-surface salinities in the East China Sea during the past 7000 years. Jian et al. (2000) proposed that a decrease in temperatures during the period 4600–2700 cal. years BP was related to an intensification of the winter monsoon, although they reported no changes in temperatures or salinities during the past 2700 years.

Yamamoto et al. (2010) measured δ¹⁸O values of fossils of the micro-bivalve *Carditella iejimensis*, which have height and length <3.5 mm and dwell on the sediment surface (Hayami and Kase, 1993), from core sediments collected from Daidokutsu Cave, Ie Island, Okinawa. The results also show no clear long-term trends in the δ¹⁸O values of bivalves during the past 7000 years. More recently, Kitamura et al. (2013) analyzed δ¹⁸O values of 50 living *C. iejimensis* specimens from Daidokutsu Cave (Fig. 6) and concluded that the δ¹⁸O values represent the mean annual temperature and δ¹⁸O value of seawater. In summary, Kitamura et al. (2013) confirmed that no changes have occurred in either sea-surface temperatures or salinities during the past 7000 years. These results are consistent with the findings of previous studies in the East China Sea (Jian et al., 2000; Ijiri et al., 2005; Sun et al., 2005; Lin et al., 2006; Kubota et al., 2010).

Both oceanographic data and stalagmite oxygen isotope records show that a gradual weakening of the summer monsoon has not been a significant influence on sea-surface temperatures and salinities in the area of Okinawa over the past 7000 years. Thus, the increased flux of fresh water to Ginama Cave cannot be explained by climate variables. Alternatively, we suggest that the development of crevices and passages within the cave caused the increase in the flux of fresh water over time. To test this interpretation, a further study should measure growth rates of stalagmites in the air chamber within the cave.

Our hypothesis is opposite to that proposed for nearby Daidokutsu Cave, which is that continuous filling of cavities within the reef foundation of the cave has influenced submarine cave communities (Yamamoto et al., 2009a; Omori et al., 2010). The difference between the two caves, that is, the possible development of cavities versus filling of cavities, indicates variability of millenium-scale cavern forming processes in submarine caves caused by difference in their vertical position relative to sea level.
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MODERN POLLEN RECORD ON BAT GUANO DEPOSIT FROM SIJU CAVE AND ITS IMPLICATION TO PALAEOECOLOGICAL STUDY IN SOUTH GARO HILLS OF MEGLAYA, INDIA

SADHAN K. BASUMATARY* AND SAMIR K. BERA
Birbal Sahni Institute of Palaeobotany, Quaternary Palynology Division, 53, University Road, Lucknow-226007, Uttar Pradesh, India

Abstract: Meghalaya is well known for its rich tropical biodiversity and numerous natural caves. The Siju Cave of Meghalaya, also known as cave of the bat, is among the longest caves on the Indian subcontinent. The palynological study of fifty bat-guano samples from Siju Cave and of thirty surface soil and moss cushion from the area immediate surrounding the cave reflects the close similarity between the modern pollen and vegetation in the region in the two areas sampled. The resulting palynodata comprise mainly the native flora, dominated by riparian taxa like Duabanga, Syzygium, Careya, and Ficus, along with evergreen and deciduous elements in the region. The evergreen taxa Mesua, Elaeocarpus, and Garcinia, along with Impatiens, reflect the high precipitation in the region. The climate of the region and the vegetation are strongly influenced by the Simsang River, and the heavy rainfall results in the dominance of riparian taxa and other high-rainfall indicator taxa. The occurrence of pollen from Nepenthes khasiana, an endemic and endangered plant of Meghalaya, in bat guano is significant and may be due to its insectivorous and entomophilous nature. However, medicinal plants like Swertia chirata, Cinchona, and Rauvolfia are not encountered in the bat-guano sediments, despite their luxuriant growth around the cave, and these species could be avoided by the insects due to their alkaloid contain and bitter taste. The presence of highland taxa such as Pinus, Abies, Picea, and Larix in the bat guano deposit is significant and suggestive of high winds from higher altitudes, or the pollen may be introduced by the return of migratory Siberian birds during winter to the nearby Siju wildlife and bird sanctuary. The recovery of cerealia along with Areca catechu and Citrus pollen indicate the human activity in the region. The abundance of fungal remains, namely Meliola, Glomus, and Microthyriaceae along with degraded palynomorphs are suggestive of strong microbial activity under warm and humid conditions during sedimentation in the region. The main objective of this study is to identify the potential of bat guano for palaeoecological research and as supportive data for surface and sedimentary soil profiles in the South Garo Hills of Meghalaya. The palynodata from the bat guano of the Siju Cave provides a useful source for palaeoecological information for the South Garo Hills, where intensive natural and human-caused forest fires, heavy rainfall, and soil erosion occur every year and there is a relative scarcity of the lake, wetland, and swamp habitats that normally preserve pollen.

INTRODUCTION

The state of Meghalaya includes a significant portion of both Himalaya and Indo-Burma biodiversity hotspots (Mittermeier et al., 2005) and is globally known for Cherrapunjee, with the highest rainfall on earth and the endemic and endangered plant Nepenthes khasiana Hk. f., the symbolic plant of Meghalaya. The flora of Meghalaya is the richest in India and probably in the whole of Asia, with a close similarity to the flora of southeast Asia and southern China (Hooker, 1905). This region of the world is considered by botanists and geographers as one of the nuclear areas of early plant domestication (Vivilov, 1951; Sauer, 1952; Harris, 1972). The whole of the Garo Hills, especially the South Garo Hills, is also known as the ecological canvas of Meghalaya because of its unique biodiversity and numerous beautiful natural caves (Anonymous, 2006). The quantity and length of caves in Meghalaya far exceeds that of any other known karst region of India. Until recently only a few caves had been explored, but recent exploration has resulted in over 320 kilometers of cave passage mapped and over a thousand cave entrances documented in Meghalaya (Harries et al., 2008). As caves are natural open cavities in the earth, they function as natural sediment traps.
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(White, 2007). In caves with large bat populations, guano (bat excreta) is present in sufficient quantities to be classified as a clastic sediment and serves as a source of useful climatic records (Leroy and Simms, 2006; White, 2007). In general, there are mainly three mechanisms for the incorporation of pollen into bat guano: bats can consume large numbers of flying insects, may consume pollen themselves, and may fly through a pollen-laden environment so that pollen and other dust particles often adhere to their body (Pendleton et al., 1996). Pollen in fragments of bat skin and hair may be lost during grooming, and dust containing pollen may be brought into the cave and deposited onto guano by air currents (Coles and Gilbertson, 1994). Where there are large colonies of bats their excrement accumulates on the cave floor below (Maher, 2006).

Many palaeoecological-research studies have been carried out on palynology of cave sediments, including bat guano and coprolites from other taxa and surface soil in different part of the globe, such as in Romania (Pop and Ciobanu, 1950; Boscaiu and Lupsa, 1967a,b; Feurdean et al., 2011; Geanta et al., 2012), the United States (Sears and Ciobanu, 1950; Boscaiu and Lupsa, 1967a,b; Feurdean et al., 2011; Geanta et al., 2012), Spain (Carrión ´n et al., 1999, 2006; Navarro Camacho et al., 2000, 2001), Belgium (Basin, 1978; Bastin et al., 1986), Nepal (Denniston, et al., 2000), China (Qin et al., 1999; Zhang et al., 2004), and other parts of Asia (Hunt and Rushworth, 2005). In India, no previous studies have addressed the use of bat guano in cave sediments for palaeoecological study. We have discovered the Siju Cave to be one of the best sites to study bat guano for palynological research in the South Garo Hills of Meghalaya. In the Garo Hills, intensive natural and human-caused forest fires every year burn several centimeters of soil in the region (Fig. 2F). In addition, other factors like the high rainfall and tremendous soil erosion, along with the hilly terrain, make difficult the proper investigation and interpretation of modern pollen and vegetation relationships in the Garo Hills. The relatively scarcity of lake, wetland, and swamps has limited attempts to recover sediment cores from the Garo Hills for palaeoecological research. Although there are some scattered small lakes like Napak Lake in the South Garo Hills, these are not suitable for proper coring for palynological study. Previously, only a few preliminary palynological studies have been carried out in Meghalaya (Gupta and Sharma, 1985; Basumatary and Bera, 2007, 2010, 2012, Basumatary et al., 2013). Considering these previous limits to pollen studies in the region, we initiated the present palynological study on bat guano in Siju Cave in the South Garo Hills. The main objective of the study, as the first to be undertaken as a new innovation in pollen studies in India, was to identify the potential of bat guano as a reliable source to document modern pollen and vegetation in relation to climate in the South Garo hills.

**Physiography and Soil**

The South Garo Hills of Meghalaya are a unique feature of physiography where the Tura and Arabella Ranges run parallel in an east-west direction. The Tura Range runs from Siju to Tura, and the Arabella Range is to the north of the Tura range and gradually increases in height, eventually joining the Tura, which starts in the West Garo Hills to the south. The Garo Hills of Meghalaya are drained by many rivers and streamlets. The soil of the region is generally red-loamy, but sometimes varies from clay to sandy loam, and is rich in organic carbon with high nitrogen-supplying potential but is deficient in phosphorus and potassium. The soil pH ranges from acidic (pH 5.0 to 6.0) to strongly acidic (pH 4.5 to 5.0) (Directorate of Agriculture, Meghalaya, 2012).

**Climate**

The climate of the region is controlled by south-west and north-eastern monsoons. It is warm and humid in summer and cold and dry in winter. The maximum temperature during summer is 36°C and the minimum in winter is 4°C. The relative humidity ranges from 70 to 98%. Rainfall of the region ranges from 3900 to 6800 mmyr⁻¹ (Directorate of Agriculture, Meghalaya, 2012).

**Study Site and Vegetation**

The study site, Siju Cave in the South Garo Hills, is locally known as Dobakol, cave of the bat, as it is the home for thousands of bats. According to field observation and previous records (Sinha, 1994, 1999; Bates and Harrison, 1997) in Siju Cave, the dominant bat species are *Rhinolophus subbadius*, *R. pusillus*, *R. pearsoni*, and *Miniopterus schreibersii*, these are mainly insectivorous. The Siju Cave is situated at lat. 25°21’16.17” N and long. 90°41’08.09” E at 95 m asl (Fig. 1). It was first explored by the British Geologic Survey in 1920. This cave is one of the longest caves in the Indian subcontinent and contains some of the finest river passages to be found anywhere in the world. The cave has many unexplored chambers and labyrinths (Fig. 2A). The majestic formations inside the cave, especially in Princess Di’s Chamber, are among the special attractions of the cave. In the northeast direction of Siju Cave, Simsang River (Fig. 2B), originates from the Tura peak area and supports luxuriant growth of marshy and aquatic plants. Naphak Lake and the Siju wildlife and bird sanctuary are located close to Siju Cave. During winter, Siberian ducks migrate to the bird sanctuary. Previous studies on the Siju Cave fauna are listed in Table 1, but this is the first attempt of a palynological study on bat guano in relation to modern pollen,
Figure 1. Map showing the location of Siju Cave in the South Garo Hills, Maghalaya. The numbers show the locations of the thirty surface samples.
Figure 2. A. The entrance of Siju Cave, South Garo Hills, Meghalaya. B. The hanging bridge over the Simsang River connecting the Siju Cave area and the Siju wildlife and bird sanctuary, Meghalaya. C. A view of *Nepenthes khasiana* growing luxuriantly, intermixed with *Gleichenia dichotoma*, in the entrance of Siju Cave. D. A view of the bat colony in their resting chamber inside Siju Cave. E. Bat guano collection inside Siju Cave. F. A view of the forest floor burning during winter in South Garo Hills.
Table 1. List of the recorded faunal taxa from Siju Cave, South Garo Hills, Meghalaya, with references.

| Coleoptera          | Reference              |
|---------------------|------------------------|
| Molluscas           | Annandale and Chopra (1924) |
| Coleoptera          | Blair (1924)           |
| Diptera             | Brunetti (1924)        |
| Coleoptera          | Cameron (1924)         |
| Collembola          | Carpenter (1924)       |
| Diptera             | Edwards (1924)         |
| Araneids            | Fage (1924)            |
| Lepidoptera         | Fletcher (1924)        |
| Coleoptera          | Fleutiaux (1924)       |
| Tartarides          | Gravely (1924)         |
| Pisces              | Hora (1924)            |
| Rynchota            | Kemp and China (1924)  |
| Diptera             | Lamb (1924)            |
| Lepidoptera         | Meyrick (1924)         |
| Gymninedae          | Ochs (1925)            |
| Diptera             | Patton (1924)          |
| Hymenoptera         | Rohwer (1924)          |
| Myriapoda           | Silvestri (1924)       |
| Oligochaeta         | Stephenson (1924)      |
| Hymenoptera         | Wheeler (1924)         |
| Chiroptera          | Bates and Harrison 1997|
| Chiroptera          | Sinha (1999)           |
| Teleostei           | Kottelat et al. (2007) |
| Arachnida, Brachyura, |                         |
| Palaeonidae, Isopoda, |                         |
| Diplodopa, Orthoptera, |                        |
| Dictyoptera, Coleopteran, |                      |
| Diptera and Pisces  | Harries et al. (2008)  |
| Diptera             | Disney (2009)          |

The location of Siju Cave was recorded by GPS with coordinates based on WGS1984. The cave was surveyed in detail, and fifty samples of approximately 50 g of bat guano were collected randomly from the floor of the bats’ resting chamber inside the cave (Figs. 2D, E). A total of thirty surface samples of both soil and moss cushion were collected randomly from the area immediately outside Siju Cave. We also collected polliniferous plant materials for proper identification of taxa in the region by their pollen morphology. The specimens were placed in the Birbal Sahni Institute of Palaeobotany (BSIP) Herbarium.

The bat guano and surface samples were processed employing the standard acetolysis method (Erdtman, 1953). The samples were treated with 10% aqueous KOH solution to deflocculate the pollen and spores from the sediments followed by 40% HF treatment to dissolve silica content. Then the conventional procedure of acetolysis was followed using the acetolysis mixture 9:1 anhydrous acetic acid and concentrated H2SO4. Finally the material was kept in a 50% glycerin solution with a drop of phenol. Between 450 and 600 pollen and spores per sample were counted to produce the pollen spectra. Plant elements in the study were categorized into arboreals (trees, shrubs, and epiphytes), nonarboreals (terrestrial herbs and marshy taxa), highland taxa, ferns, and fungal remains with degraded palynomorphs. For the precise identification of fossil palynomorphs in the sediments, we consulted the reference pollen slides available at Birbal Sahni Institute of Palaeobotany (BSIP) herbarium of India, as well as the pollen photographs in the published literature (Chauhan and Bera, 1990; Nayar, 1990; Bera et al., 2009). Photo-documentation of the palynomorphs was made using an Olympus BX-61 microscope with DP25 digital camera under 40× magnification (Fig. 3). The pollen spectra were made using Microsoft Excel program and modified in Corel Draw-12 software. The frequency percentage of the recovered palynomorphs has been calculated in terms of the total palynomorphs.

RESULTS

The modern pollen spectra of bat guano from Siju Cave and from the surface soil and moss cushion from its immediate surroundings are discussed below and provide an overview of modern pollen in relation to vegetation and climate in the region. The total of fifty modern bat
Figure 3. Palynoassemblage recovered from the bat guano and surface sample from South Garo Hills, Meghalaya. 1. Mesua, 2. Schima, 3. Emblica, 4. Syzygium, 5. Terminalia, 6. Albizia, 7. Duabanga, 8. Dipterocarpaceae, 9. Areca, 10. Elaeocarpus, 11. Dillenia, 12. Dendrophoe, 13. Nepentes, 14. Pinus, 15. Quercus, 16. Alnus, 17. Betula,
guano samples collected randomly from inside the cave are dominated by arboreals (42%), followed by nonarboreals (35%), fungal remains with degraded palynomorphs (10%), ferns (6%), and highland taxa (5%) (Fig. 4). The major arboreals include Duabanga, Schima, Syzygium, and Careya and are represented by maximum values up to 10%. Other associated taxa, such as Schima, Senecarpus, Albizia, Adhatoda, and Nepenthes have values of 1 to 6%. Nonarboreals like Poaceae, Cyperaceae, and Tubuliflorae have values of 1 to 15%. Ferns, both monolette and trilette, exhibit an average value of 4% and 5% respectively. Fungal remains like Microthyriaceae, Glomus, Diplodia, and Meliola are represented by maximum values up to 6%. Among the highland taxa, Pinus is recorded at values of 2%, whereas its associated taxa like Abies and Picea are only encountered in trace amounts (Fig. 4).

The thirty surface soil and moss cushions samples collected randomly from the immediate vicinity of the cave are dominated by arboreals (40%), followed by nonarboreals (37%), ferns (12%), fungal remains with degraded palynomorphs (7%), and highland taxa (4%) (Fig. 5). The major arboreals include Duabanga, Syzygium, Anacardiaceae, Moraceae, and Careya and are represented by maximum values up to 8%. The other associated taxa such as Mesua, Elaeocarpus, Schima, Dillenia, Terminalia, Adhatoda, and Nepenthes have values of 1 to 5%. Among nonarboreals like Poaceae, Tubuliflorae, Onagraceae and Impatiens the values range between 1 to 18%. Ferns, both monolette and trilette, have an average value of 5% and 6% respectively. Fungal remains like Microthyriaceae, Cookeina, Tetraploa, and Glomus are represented by a maximum value of 5%. The highland taxa Pinus is recorded at the value of 3%, whereas associated taxa Abies and Picea are represented by variable values.

**DISCUSSION**

There are some difference between pollen percentages preserved in the bat guano and the surface samples from the vicinity of Siju Cave, although, in general, the palynodata reflect a close similarity between the bat guano and surface samples: (i) the pollen diversity from bat guano is higher than the surface samples, (ii) the number of arboreal taxa is higher in the bat guano samples, (iii) the Dipterocarpaceae pollen is markedly present in the bat guano, but is not found in the samples collected from the immediate vicinity of the cave, (iv) the fern spores are
comparatively few in the bat guano samples, and (v) the fungal remains, along with degraded palynomorphs, are comparatively higher in the bat guano samples.

**Relationship of Palynoassemblage, Vegetation, and Climate**

The bat guano from Siju Cave and the forest surface samples of moss cushion and soil collected from the immediate vicinity both contain pollen indicative of the tropical riparian forest intermixed with evergreen and deciduous elements under warm and humid climatic condition. Among the arboreals, the samples principally reflect the proximity of riparian taxa like *Duabanga*, *Syzygium*, *Careya*, and *Ficus* in the palynoassemblage that grows along the edge of the river Simsang. The associated evergreen and deciduous elements like *Mesua*, *Elaeocarpus*, *Garcinia*, *Schima*, *Dillenia*, and *Sapotaceae* also exhibit 30 to 42% totals indicative of the heavy rainfall in the region. The presence of evergreen taxa, along with Piperaceae and Euphorbiaceae, suggests heavy rainfall in the region (Nair et al., 2010), which is reflected by the observed palynoassemblage in the sediments from both inside and outside of the cave. The occurrence of *Dendrophthoe* (epiphytic plants) pollen in the palynoassemblage is significant and reflects the existence of a primary forest that receives heavy rainfall in the region. The presence of *Areca* (betel nut) pollen along with cerealia and *Citrus* (orange) are strongly indicative of the human activity in the area. The presence of the highland taxa *Pinus*, *Betula*, *Abies*, *Picea*, and *Larix* in the bat guano deposit is significant and suggestive of strong winds from higher altitudes, or they may have been introduced by the migration of Siberian birds to the nearby Siju wildlife and bird sanctuary during winter. The palynodata of the surface samples from the immediate vicinity of the cave also reflect the riparian forest and are an exact match with the cave sample of bat guano. That both the vegetation and climate of the region are strongly governed by the Simsang River, along with the heavy rainfall, is indicated by the dominance of the riparian taxa *Duabanga*, *Ficus*, and *Careya* and other heavy-rainfall indicator taxa like *Mesua*, *Syzygium*, and *Elaeocarpus*. The samples from inside the cave also reflect local and regional floras quite well (Burney and Burney, 1993; Carrión et al., 2006), and the pollen contained in the bat guano matches well that in the surface sediments of lake and peat (Maher, 2006) that supports our palynodata. The abundance of *Nepenthes khasiana* in bat guano is significant and suggests the presence of insectivorous and riparian habitat growing in very limited pockets in and around the area. The presence of *Nepenthes* pollen is strongly suggestive of heavy rainfall and a perennial water system in the region, because *Nepenthes khasiana* generally grows in the shade along rivers and streamlets in Meghalaya (Haridasan and Rao, 1985). The preservation of Dipterocarpaceae pollen in the bat guano is informative with regard to the size of the areas sampled by the bats, as it does not grow near the Siju Cave and the closest plants are several kilometers distance from the study area. Leroy

![Figure 5. Pollen spectra of surface samples from the immediate vicinity of Siju Cave, South Garo Hills, Meghalaya.](image-url)
and Simms (2006) noted that bats can migrate hundreds of kilometers from their shelter and is supported by our pollen data, which strongly suggest that the bats fly several kilometers for their food. The fern spores, especially *Cyathea*, *Dryopteris*, and *Pteris*, in the bat guano are local in origin and grew in the immediate vicinity of the cave. Their presence may also be due to the influence of wind activity. Caves with a large entrance and strong air circulation are likely to have higher pollen presence resulting from wind than caves with smaller entrances and minimal air circulation (Burney and Burney, 1993). However, the occurrence of terrestrial ferns, especially *Gleichenia*, *Dryopteris*, and *Lycododium*, signifies high rainfall and humid climatic conditions in the area (Basumatary et al., 2013), which is exactly reflected in the palynoassemblage of the studied samples. The abundance of fungal remains such as *Meliola*, *Cookietia*, Microthyriaceae, and *Diplodia*, along with degraded palynomorphs, is strongly indicative of warm and humid climatic condition during sedimentation in the region. The presence of *Glomus* with hyphae in surface-soil and moss-cushion samples is strongly indicative of high soil erosion in the region. Medicinal plants like *Swertia chirata* and *Rauvolphia serpentina* are not encountered in the bat guano, although they are present in the luxuriant growth in the vicinity of the cave. Their absence may be due to their bitter in taste and avoidance by insects that might in turn be eaten by the bats.

**Conclusions**

The palynological study on bat guano from Siju Cave is the first to be conducted in India. The palynodata from both the modern bat guano and surface samples from the immediate vicinity of the cave are very similar and indicate the existence of mainly riparian forest intermixed with both evergreen and deciduous taxa that exactly coincides with the extant vegetation. The bat guano deposit in Siju Cave can be considered as a reliable source of palaeoecological data that can be used to support data from surface and sedimentary soil profiles and to substitute for the scarcity of lakes, swamps, and wetlands in Meghalaya, with the caveat that bats can forage long distances from their roost site in the cave and may accumulate pollen from plants not found in the immediate vicinity of the cave. Lastly, multidisciplinary studies that integrate pollen data from caves with paleontological, archaeological, zoological, and geological data could play an important role in any palaeoecological study of the South Garo Hills of Meghalaya and at the global level.
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GROUND PENETRATING RADAR INVESTIGATION OF LIMESTONE KARST AT THE ODSTRZELONA CAVE IN KOWALA, ŚWIĘTOKRZYSKIE MOUNTAINS, POLAND
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Abstract: Ground Penetrating Radar (GPR) is one of the most effective and rapid types of geophysical surveys methods. The variety of its uses is limited only by the availability of components such as antennas with different frequencies of emitted radio waves. The application of GPR ranges from engineering applications and geological investigations to assessing the condition of old trees. The authors tested GPR measurements in a geological exploration of a newly discovered limestone cave in the Świętokrzyskie Mountains region, the Odstrzelona Cave in Kowala, near the village of that name. Investigations were ordered by the municipality of Sitkówka-Nowiny, in the Świętokrzyskie district in Poland. GPR surveys were conducted in the vicinity of a known cave entrance to see if information could be gained on nearby karst features. GPR investigations documented two additional chambers and a few more openings in the limestone. Unfortunately, they are probably too small to explore.

INTRODUCTION

Ground Penetrating Radar (GPR) is a fast geophysical method that allows precise and effective recognition of geological formations below the surface. Dry or moderately wet solid rocks are the best medium for such a survey. Review of the available literature shows that the GPR method is a good geophysical tool for detecting karst phenomena and caves. Doolittle and Collins (1998) compared the electromagnetic induction method to GPR results and obtained very good results. Chamberlain et al. (2000) gave examples of cave detection in limestones. Their surveys gave good results and thanks to a grid of parallel profiles, it was possible to present them in different ways, as both classical profiles and time slices. Another example of the application of the GPR method in detecting caves is presented by Beres et al. (2001), in which the GPR method was compared to microgravimetric measurements. The obtained results are good examples of GPR profiles. Anomalies in GPR echograms were confirmed by the gravity measurement results.

Investigations carried out by the authors and presented in this paper were focused on a cave newly rediscovered in 2008 near the city of Kielce, central Poland, and on detecting karst phenomena. The cave was probably discovered many years before during exploration work performed by the workers of the quarry Stara Trzuskawica, who shot away the ceiling in the entrance tunnel of the cave. For safety reasons, in the 1970s the cave was drilled and filled with limestone rubble made from surrounding rocks (Grzelak, 2012). As a result, the cave was unavailable for many years following the closure of the quarry. Speleologists who investigated the quarry named it Odstrzelona Cave in Kowala (Polish word odstrzelona means shoot away; Kowala is the village where the cave is located). After the discovery of the entrance, they wanted to seek karst areas adjacent to the cave. Speleologists proposed GPR measurements, because of previous experience with that method. Before the survey, researchers analyzed available geological information and made a local inspection to determine if use of GPR was feasible. The survey was done in November 2010. The data from the GPR measurements were processed and interpreted very carefully to provide a basis for future speleological investigations, as well as for evaluating risk to public safety. We have obtained results of a very good quality that allowed us to precisely locate karst objects in the limestone and the location of unknown chambers, voids, and cracks.

STUDY AREA

In terms of Polish geographical regions presented by Kondracki (2011), the area where the Odstrzelona Cave in Kowala is located belongs to the Kielce Upland macro-region located in central Poland. More precisely, it is the Świętokrzyskie (Holy Cross) Mountains mezzo-region and the Chęcinska Hills micro-region. This area is composed of limestone and dolomite of the Middle Devonian period.

The cave is located in the closed quarry Stara Trzuskawica north of the village of Kowala in the municipality of Sitkówka-Nowiny. Rocks forming the walls of the cave are Devonian limestones. The origin of the cave is associated with a typical karst processes. The entrance is artificial, created during exploration work in the quarry. Only a small part of the cave is accessible. Access to the rest of the cave is not possible because of the collapse of ceiling and walls, which took place after the blasting at the quarry. The collapsed tunnels are filled with...
limestone rubble. The open part has been explored and has a length of 28.8 m and a height reaching 3.8 m (Grzelak, 2012). Figure 1 shows the location of the cave and the surrounding geology.

Because of terrain topography typical of an opencast quarry, it was not possible to conduct measurements in a parallel grid. Surveys had to be carried out along specially cut paths in the vegetation surrounding the area. Additional
problems were caused by the multiple levels of the closed quarry. The direction and location of GPR profiles was determined by the local speleologists who had rediscovered the cave. Cut paths were made in places interesting for them and where they predicted continuation of the karst cave. The GPR profiles are shown in Figure 2.

**BASICS OF GPR SURVEY**

A GPR system includes central processing unit, signal generator, transmitter, transmitting and receiving antennas, receiver, and measuring gear. Today’s systems have an onboard laptop computer that facilitates data acquisition and pre-processing in the field (Reynolds, 1997). The modern systems use the bistatic type of antennas in which two separate antennas are used, with one serving as a transmitter and the other as a receiver (Annan, 2001). The GPR systems produced today use antennas with frequencies from 10 MHz to 6000 MHz (British custom GPR system Groundvue 5C). Based on their structure, bistatic antennas can be divided into the two most commonly used types, shielded and unshielded. In the case of the first type, transmitting and receiving antennas are encased in an electromagnetic shield. The housing makes them less prone to external interference, such as reflections from trees, and is also designed for aiming the electromagnetic (EM) wave directly into the medium. Unshielded antennas are not shielded from the interference and are not physically integrated. Separation of transmitting and receiving antennas makes it possible to carry out investigations with different spacing distances between the dipoles and with different polarizations of the dipoles in relation to the profile line. Unshielded antennas also allow the special kind of survey called WARR profiling (Wide-Angle Reflection and Refraction), the final result of which is an echogram that is used for determination of the EM wave propagation velocity in the medium (Łyskowski and Mazurek, 2013).

The GPR system is based on a transmitter generating a pulse of radio waves at a frequency determined by the characteristics of the antennas. EM waves are emitted from a source to detect an object at a distance and determine the direction to the object as well as the distance to the object. In order for an object to reflect radio waves it must have different dielectric properties from the surrounding material, referred to as the medium (Annan, 2001). Emitted radio waves travel at a speed that depends on the material in which they propagate. Each scan lasts as long as the total two-way travel time range. This value, defined as the time window, can be set by the operator from a few tens to several thousands of nanoseconds (Reynolds, 1997).

The electromagnetic characteristics of materials are related to their composition and water saturation. Due to the high frequency of radar waves, they are sensitive to both changes in conductivity and dielectric properties of materials, which affect the speed of radio-wave propagation and the attenuation of electromagnetic waves in the medium (Reynolds, 1997).

Wave attenuation determines the depth range of GPR method. Wave attenuation means the gradual reduction of an electromagnetic pulse’s amplitude along the travel path. It depends on four basic factors, the geometrical divergence of the wave front from the point source of the wave, scattering related to nonhomogeneity of the medium, propagation dispersion of the waves, which depends on frequency, and the electrical conductivity of the medium, usually mainly due to pore fluids (Annan, 2001).

The frequency of the signal emitted by the antennas also defines the depth range and the resolution. The lower the frequency of emitted EM wave, the greater the depth penetration, but the lower resolution of the survey. On the other hand, with increasing frequency, the resolution is higher, but the range decreases.

For the GPR method, the concept of resolution is important, but quite complex. We can define vertical and horizontal resolutions. The simplest definition of both resolutions says that it is the minimum distance between two objects with the same cross section that are visible on the echogram as separate anomalies (Annan, 2001).

**METHODS**

The GPR surveys presented in this paper were obtained using a ProEx GPR unit (MALA Geoscience, Sweden) with a 250 MHz shielded antenna. This equipment allowed the acquisition of information to a theoretical depth range of about 13 m. Test measurements with a 100 MHz unshielded antenna were done along a single profile, profile 16, that was located above the cave. The obtained depth penetration reached about 18 m. The whole case study consists of sixteen profiles. Their courses and locations are presented in Figure 2 on a schematic map of the survey site, along with sample echograms.

The echogram is a final result of the GPR survey. It is composed of the traces that register the reflected EM wave amplitudes as a function of time. The traces are arranged one by one along the X-axis. The length of the profile is calculated by the computer by revolving the measuring gear connected to the antennas. These mechanisms can generate small errors in determining the profile length. Despite the fact that the measurement is done in steps declared in centimeters, it is called continuous.

Raw data collected from the GPR surveys were recorded in nanoseconds. To obtain the vertical axis of the echograms as a depth scale in meters, it was necessary to do a time-to-depth conversion. This process needs the value of EM wave velocity in the medium, which can be obtained from WARR profiling. The velocity can be also calculated from the relative dielectric constant ($\varepsilon_r$) taken from published data (e.g. Reynolds, 1997, p. 682–749; OYO, 1988; MALA, 2009). To do so, the EM wave velocity is given by the speed of light in vacuum, $0.3 \text{ m ns}^{-1}$.
Figure 2. Schematic geographical map of survey site containing position and course of GPR profiles (black lines with arrows) and the location of Odstrzelona Cave in Kowala (center); Two echograms, from profiles 8 and 10, with visible anomalies from karst features. Note that the distance scale along the profiles in the top echogram is backwards. Light gray lines are isolines (elevation), and dark gray lines are contours of the excavation in the quarry Stara Trzuskawica.
divided by the square root of the relative dielectric constant of the medium (Karczewski et al., 2011). Due to the topography of the terrain and the vegetation, the authors determined the velocity by using an estimation from a table.

**DATA PROCESSING AND RESULTS**

The raw data were processed using the software ReflexW (Sandmeier Scientific Software). Data-processing work-flow included noise removal, frequency filtering, gaining, and smoothing. It is also possible to apply an approximate topographic shape of the area (profile 8 in Figure 2). The data presented in this paper were processed as follows, using the procedure names in the program (ReflexW, 2009): “move starttime” accepts a fixed value in nanoseconds that is the time of the first signal in the echogram. “subtract-DC-shift” calculates the mean value of the trace (the “DC value”) for the given time range and subtracts this value from all data. “subtract-mean (dewow)” creates a moving time window along the Z axis, subtracting the mean values from the actual data. “bandpassbutterworth” performs bandbass frequency filtering in the time domain of each trace. “time cut” removes trace values below a specified time value. “gain function” strengthens reflections with a time-dependent multiplier. “average xy-filter” is a smoothing filter that calculates the average for a specified data range. And “static correction,” applied only to profile 8 in Figure 2, applies surface topography to the echogram.

The data-processing work-flow presented above was chosen as the most effective from several that have been tried. Time-depth conversion of the GPR data was done with the use of published data for the relative dielectric constant of limestone. The assumed value \( \varepsilon_r = 9 \) corresponds to electrical conductivity of medium-wet limestone (OYO, 1988). It gives an EM wave velocity calculated as \( v = 0.1 \) m ns\(^{-1}\). The conversion from nanoseconds to meters depth is then a factor of 20, since the echo has traveled both ways.

Profile 8 shown in Figure 2 contains information about the topography. Please notice that the horizontal axis in this plot is in inverse order. The visible dipping reflections, which start from 25 m along the profile (abbreviated r-m, for running meters), can be assigned to the geological layers of limestones or karst fissures. Between 11 and 17 r-m there are two anomalies at the depth of 7 and 10.5 m that could originate from karst voids. At about 4 r-m at the depth of 4 m, the anomaly of a void is clearly visible, and another one that could be induced by deep cracks in the limestone, is visible at a depth of 9 m.

At the beginning of profile 10 there is a visible anomaly for a karst cave, which corresponds to the one visible on profile 9 in Figure 3 at 30 r-m. Between 10 and 17 r-m at the depth of about 1 to 4 m we can see an anomaly from loose rock. Profile 2, shown in Figure 3, is the closest one to the Odstrzelona Cave in Kowala and shows a crack located near the opened fragment of the cave. The whole series of small hyperbolas between 5 and 35 r-m of the profile, starting at the depth of 1 m, are the result of karst processes. The anomaly at 45 r-m at the depth of 6 m and thickness of about 1 m can be assigned to a karst void, as can be the anomaly less visible at a depth about 8.5 m.

A distinct anomaly from a karst void appears on profile 3 (Fig. 3) at 10 r-m and a depth of 6.5 m. Underneath we can see poorly visible anomalies from cracks in the old quarry. Near 5 r-m at the depth of 2 m a small anomaly can be seen, which probably is also associated with karst processes. At 14 r-m of the profile one more anomaly, elongated in time with height of about 8 m, can be observed. We suggest that it originated from a karst chimney.

Profile 12 (Fig. 3) was designed in order to see if Odstrzelona Cave in Kowala continues to the north. In the first 10 r-m of the profile there are many anomalies related to cracks near the opened fragment of cave. From about 12 r-m at about 1 to 3.5 m depth, an anomaly with a similar origin appears.

The very interesting profile 9 (Fig. 3) shows without doubt four big and clearly visible anomalies. They are pictures of a karst cave with two chambers. The first one starts at 23 r-m of profile and continues for the next 11 r-m, until 34 r-m. The second one can be found at 52 r-m and is visible for 10 m. Their ceilings start at depths 3.5 m for the first one and 3 m for the second one. Measured thickness reaches up to 2.5 m. Bright anomalies below these two, at a depth of about 7.5 to 8 m and located at 25–40 r-m and 52–62 r-m, respectively, and thickness reaching up to 1.5 m are probably floors of these chambers. At the end of the profile we can see a similar anomaly to the one in profile 12. The reflector, about 8-m high, is a karst chimney.

**DISCUSSION AND CONCLUSION**

Comparing the quality of obtained results to echograms from a study performed by Beres et al. (2001) shows our surveys to be equally satisfactory and precise.

Due to the limitations of GPR, there are several problems with conducting measurements and their interpretation. The survey has considerable space requirements. For carrying out GPR measurements, antennas need close or even direct contact with the bedrock surface. Trees and bushes, and even cut brush, are a great obstacle. Another limitation is the depth range and resolution. Those parameters are directly connected. For greater depth penetration, the resolution is lower and the size and weight of antennas grows; for example, an 800 MHz shielded antenna has size approximately 0.4 × 0.2 m and weighs 2.6 kg, and a 250 MHz shielded antenna is about 0.8 × 0.5 m and 8 kg. If you consider an ideal bedrock for GPR measurements, such as dry limestone, for reaching deeper it
Figure 3. Echograms from profiles 2, 3, 9, and 12 containing clearly visible anomalies from karst process effects: disruption of the bedrock, as in profile 2 between 5 and 35 m, or voids, as in profile 9, which has four large anomalies, two between 23 and 34 r-w and two between 52 and 62 r-m, each pair interpreted as the ceiling and floor of a void.
is necessary to use a lower frequency, requiring a larger antenna and providing lower resolution. Use of a 250 MHz antenna gave good-quality data and proved to be the right choice. The resolution and usable depth penetration range obtained, up to 10 m, were satisfactory. The terrain covered with trees where the surveys were carried out also made that the choice of antenna frequency, size, and weight optimal. Usage of the shielded type antennas also reduced the noise, a source of which can be trees, so-called reflections in air. Before analyzing the results the authors repeatedly processed the raw data. The optimal sequence of processing was applied to all profiles. Processing all data in the same way guarantees confidence of interpretation. Only profile number 16, because of the use of an unshielded 100 MHz antenna, was processed individually. The procedures used removed unwanted noise and kept the interference in the raw data at a minimum.

Satisfactory detection of voids and cracks (e.g., Xu et al., 2010), caves, or karst objects is possible by using only GPR. There are many published examples of such exploratory works (e.g., Chamberlain et al., 2000). For the purposes of a full inventory of a cave it is necessary to perform a comprehensive study, including the use of other geophysical methods and a precise geodetic grid. Unfortunately, the topography and the dense forest of the old quarry made it impossible to conduct such a survey. Complementary use of other methods such as microgravity (Beres et al., 2001) or a high-resolution engineering seismic survey would give more precise data about the depth and size of the cave. Unfortunately, these methods are much more expensive and time-consuming. Despite the use of only one geophysical method, information about voids and karst that affect the investigated limestones gave a more comprehensive picture for further exploration of the area of the closed quarry. Use of only one method always provides ambiguous results. However, precise measurements and thought-out profiles lines, good acquisition parameters, and optimal processing of raw data minimize the impact of the lack of a second method.
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THREE-DIMENSIONAL MOBILE MAPPING OF CAVES

ROBERT ZLOT* AND MICHAEL BOSSE
Autonomous Systems, CSIRO, Brisbane, Australia

Abstract: Existing methods of cave survey are time consuming and require significantly more time than naturally moving through the cave. The efficiency of these methods, even in the case of state-of-the-art laser-scanning technology, is fundamentally limited by the requirement that measurements be taken at static locations. We present a mobile approach to cave mapping, in which a lightweight 3D laser scanner is carried by a single operator while walking, climbing, or crawling through a cave at a natural pace. The mobility of the system means that it is straightforward and efficient to generate a high-resolution 3D map consisting of millions of points in almost any environment a human can reach. We present results demonstrating the technology in two cave systems located in different parts of Australia, what we believe are the first instances of mobile LiDAR mapping being utilized in natural caves.

INTRODUCTION

Traditional methods of cave mapping involve manual measurements of range and bearing between a sequence of stations typically spaced up to a few tens of meters apart (Warild, 2007, chap. 10; Kershaw, 2012). The most common instruments for measuring bearing are compass and clinometer, while for range, a fiberglass tape measure or topofil are commonly used. Detail is obtained through hand-drawn sketches of the local cave passage rendered at some or all of the stations, as well as left-right-up-down distance measurements to the walls, roof, and floor. The data are later merged into a cave map based on the registered survey station locations, often using computer software packages. These mapping techniques are not only highly time consuming, but rely on manual acquisition and recording of the measurements and sketches, which are prone to human errors including instrument-sighting error, station errors, and transcription errors (Hunter, 2010).

Integrated systems such as DistoX (Heeb, 2008) can eliminate some of the manual sources of error by logging measurements directly from electronic instruments to a handheld mobile device, rather than paper. Recently, handheld laser distance meters have been increasingly employed instead of tape to acquire range measurements between survey stations (Dryjanskii, 2010). Theodolite systems have long been utilized in some instances (Middleton, 1991; Davis and Land, 2006; Rüther et al., 2009), but are considered too cumbersome or impractical for many cave survey applications due to their size, fragility, and weight (Warild, 2007; Slavova, 2012).

One of the most compelling recent examples of traditional cave surveying is the Jenolan Caves Survey Project (James et al., 2009). This project produced a tremendously comprehensive 3D model of the caves using data primarily acquired with total station and laser distance measurements. To improve the resolution of the model in areas with large voids, distance measurements were taken in twelve-point cross sections spaced at 10 m intervals. While the resulting model is highly detailed and accurate, an extraordinary amount of surveying and data processing effort was invested in the multi-year project, which was carried out between 1987 and 2005.

In recent years, terrestrial laser scanning, or LiDAR, technology has been used to create high-resolution 3D maps of a number of caves (e.g., Rüther et al., 2009; McIntire, 2010; Sadier et al., 2012). Terrestrial scanners are typically mounted on a stationary tripod and acquire millions of precise range measurements of the surfaces surrounding the station over a period of a few minutes. Data from multiple stations can be combined if there is sufficient overlap between the scanned surfaces, though in practice it is more common to measure the station position and orientation using standard surveying techniques, or to place known targets into the scans (Rüther et al., 2009). Despite the high quality of the data resulting from terrestrial LiDAR, the technique has seen relatively limited use in caves, most likely due to the high cost of the scanners, as well as the size, weight, and fragility of the equipment making it difficult to transport through difficult terrain and tight squeezes. In addition, the often complex geometry of caves may prescribe that a large number of scans be acquired to achieve sufficient coverage and avoid shadows due to occlusion. McIntire (2010) reports, “the most time-consuming part of the scan was moving from station to station and shooting in the targets. ... Every setup was a challenge to determine where the previous and upcoming scans’ shadows would occur and locating the best combination of scan coverage and setup efficiency.”

Mobile mapping is a technique whereby measurements of the environment are acquired while moving continuously through it. Commercial solutions exist that acquire LiDAR scans from moving aircraft, watercraft, or street vehicles (Petrie, 2010); however, these systems typically rely on expensive, bulky equipment and on global navigation satellite systems (GNSS) such as GPS for positioning. Mining applications have provided a market for transitioning mobile mapping technology underground. Due to the
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difficulty of operating without GNSS coverage, underwater mine mapping has largely remained a research problem (Nüchter et al., 2004; Morris et al., 2006; Fairfield et al., 2010), and, with the exception of other recent work we have done based on technology similar to what is presented in this paper (Zlot and Bosse, 2014), no systems of which we are aware have been demonstrated to be capable of efficiently mapping a large-scale mine in 3D. In any case, the platforms that have been fielded have been mounted on wheeled vehicles that rely on the existence of roadways in the mine and would be unsuitable for most natural caves. Indoor mobile mapping technology could also be considered relevant to mapping caves, but existing systems involve wheeled platforms (e.g., Canter and Stott, 2011) or require planar structures in the environment such as walls, floors, and ceilings (Liu et al., 2010).

To address some of the limitations of existing mobile mapping systems, we have developed portable LiDAR-based mobile mapping technology that does not require external positioning or artificial infrastructure, is relatively inexpensive, and can easily be carried by hand by a single operator through the challenging environments presented by natural caves (Fig. 1). The raw data acquired are converted by software into globally consistent and metrically accurate 3D point clouds or surface models consisting of millions of points or triangles, as well as an estimate of the sensor trajectory through the cave. The combination of mobility and maneuverability facilitates efficient data acquisition, because a cave can be mapped in the time it takes to walk, crawl, squeeze, or climb through it; a high degree of coverage, because shadows due to occlusion are avoided by virtue of the motion; and versatility, because most terrains through which a human can traverse can be mapped. In addition, the system is fully automated, eliminating the human errors inherent to manual surveying techniques, despite requiring nearly zero training time. Easy acquisition of dense and accurate point cloud data can provide models useful not only for navigation, but also for a variety of scientific applications previously not possible or economical.

Our handheld mobile mapping system has been deployed in several cave and underground mine sites around the world. To our knowledge, our body of work represents the first instance of mobile mapping in non-submerged caves (Stone et al. (2000) and Gary et al. (2008) describe mapping underwater voids using sonar), and a significantly more efficient and complete method of surveying caves compared to the state-of-the-art. After describing the equipment and its use, we present results obtained from extensive scanning of significant parts of the Jenolan Caves and Koonalda Cave in Australia.

**Equipment and Methods**

The key enablers of our mobile cave mapping technology are a lightweight handheld laser-scanning device coupled with data processing software capable of accurately estimating the position and orientation of the scanner over time as it is moved through the environment. The scanner measures tens of thousands of ranges per second from the sensor origin to points on various physical surfaces using narrow infrared laser pulses. Given an accurate estimate of the scanner’s motion, the set of range measurements can be projected into \((x, y, z)\) points in a common coordinate frame, thereby generating a consistent point cloud model of the cave and surrounds.

**The Zebedee Mobile Mapping System**

Zebedee (Fig. 1) is a handheld 3D mobile mapping system consisting of a 2D laser scanner mounted on a spring (Bosse et al., 2012). The infrared laser scanner is a Hokuyo UTM-30LX, which, at 370 g, is light enough to be carried by hand. The UTM-30LX emits 905 nm laser pulses at a high frequency that reflect off surfaces in the environment and return to the sensor. The scanner internally converts the signal to a range measurement based on the time of flight. Within the scanner, the laser pulses are spread across a plane by a spinning mirror rotating at 40 Hz (100 Hz in the newest Zebedee hardware). Measurements are acquired within a field of view of 270° at quarter-degree angular resolution, resulting in 43,200 points per second. The maximum range of the scanner is approximately 35 m in the cave environment and surfaces beyond that range are not registered as measurements. The range precision is typically 1 to 3 cm, depending on the distance and incidence angle to the surface, as well as surface reflectivity.

A unique design feature of Zebedee is the spring on which the laser scanner is mounted. The purpose of the spring is to passively convert the natural motion of the operator carrying the device into rotational motion of the scanner. The non-deterministic, loosely swaying motion of the scanner typically results in a 150 to 180° out-of-scanplane field of view. Sweeping the device in this manner effectively extends the inherent two-dimensional field of view of the Hokuyo scanner into a three-dimensional view of the environment acquired roughly every second.

A MicroStrain 3DM-GX3 industrial-grade microelectromechanical (MEMS) inertial measurement unit (IMU) is mounted beneath the scanner, and provides measurements of angular velocities and linear accelerations. The inertial measurements are used by the processing software, along with the LiDAR data, to estimate the scanner trajectory. The IMU also contains a three-axis magnetometer that can further aid the solution by constraining the absolute heading in environments with minimal magnetic interference, which is often the case in caves.

In addition to the handheld device, the Zebedee hardware system includes a small laptop for operating the sensors and logging data. A lithium-ion battery pack powers both the sensors and laptop. Batteries of various capacities are available; a 1 kg battery provides more than ten hours of operation. The laptop, power pack, and spare
batteries are typically carried in a backpack, which can easily accommodate other tools and supplies. Operation can also be fully controlled and monitored via a smartphone interface, eliminating the need to access the laptop between datasets. To extend the operator’s reach, a camera monopod can be connected to the bottom of the Zebedee handle via a standard ¼-inch tripod screw socket.

**DATA ACQUISITION**

Data collection with Zebedee is a continuous procedure, but can be broken down into a number of manageable datasets, which are typically in the range of 10 to 90 minutes in duration. Acquiring data for an individual dataset involves powering up the equipment, starting the logging software using a web browser on a laptop or mobile device, picking up the scanning device, following a desired path, then putting down the device and terminating the logging process. If the objective is to merge multiple datasets into a global model, some repeated coverage is required between the scanned areas in order for the processing software to automatically detect the matching areas and align the point clouds. Typically a
few meters of overlapping trajectory is sufficient. If multiple Zebedee units are available, multiple operators can simultaneously collect data in different areas to be combined later into a common map. The data acquisition software uses the open-source Robot Operating System (ROS) middleware platform, and stores the raw data in ROS-native .bag files at a rate of approximately 100 MB every 7.5 minutes. The data processing software is run post-acquisition and outputs the 3D maps and trajectory followed in standard point cloud file formats, including .laz (compressed .las) and .ply. The size of a point-cloud file stored in .laz format is approximately 1 MB for every 325,000 points, or about 7.75 MB per minute of data, so a typical cave model is expected to be anywhere in the range of tens of megabytes to a gigabyte in size.

**DATA PROCESSING**

The very nature of mobile mapping involves a sensor platform that is continuously in motion as measurements are acquired. However, in order to generate a consistent map, all of the point measurements are required to be transformed into a common coordinate frame. Therefore, a mapping solution must be able to accurately estimate the trajectory of the laser scanner, a continuous function specifying the scanner’s 3D position and orientation at all times during acquisition. Although there is no external positioning system available, the trajectory can be estimated based entirely on the LiDAR and inertial measurements. The challenge of concurrently estimating the trajectory of a sensor and a map of the environment is a fundamental problem known in the robotics literature as simultaneous localization and mapping, or SLAM (Durrant-Whyte and Bailey, 2006).

An essential requirement of SLAM solutions is the observation of features in the environment multiple times. As a simplified example of how motion can be estimated through external observations, imagine taking a single-point measurement of the distance to a wall. An initial measurement of 5 m is recorded, followed by a measurement of 3 m taken at a slightly later time. Assuming that the two measurements can be associated with the same physical surface, one can infer from these observations that in this time the sensor has moved 2 m in the direction perpendicular to the wall. By aggregating thousands of similar measurements of matched surfaces with various orientations in the observed environment, the 3D motion of the sensor can be estimated to a high degree of precision.

The algorithmic framework underlying the Zebedee trajectory estimation solution is based on a generalization of the above principle (Bosse et al., 2012). As the laser scanner swings about on the spring, it sweeps through its field of view, capturing a 3D scan of the local environment roughly once per second. Within a time window of a few seconds, there is a considerable amount of overlap between the parts of the environment scanned in each sensor sweep. Surface elements, which contain a position and normal direction, are extracted from local patches of scan points from within these sweeps. By matching pairs of surface elements acquired at distinct times, the trajectory between those samples is determined by the relation between the surface geometries. The inertial and magnetometer measurements are used to generate further constraints on the scanner trajectory over these short time windows. An optimization routine solves for the trajectory that minimizes the differences among the various constraints starting from an initial estimate derived from the inertial measurements. By shifting the time window at each time step, the trajectory of the scanner is incrementally generated as more data are captured.

As the trajectory length increases, small errors can build up, resulting in a drift of the solution over time. While these errors tend to be small, not addressing them would not only result in global inaccuracies, but also in point clouds with apparent fuzziness or doubling of surfaces due to multiple images of a surface observed at different times. There are also situations where there is a higher risk that large local errors could be introduced into the solution, such as very tight squeezes where the scanner has a limited view of the environment. The SLAM algorithm used for estimating the initial scanner trajectory can also be used to apply corrections to the trajectory by optimizing all of the data over an entire dataset rather than over a few-second time window. This non-rigid global optimization step applies small corrections along the trajectory that result in consistent, registered surfaces throughout the map. This process is somewhat analogous to applying loop closure constraints in a traditional survey. However, a key difference in this solution is that the loop closures do not occur at discrete stations (as there are no stations), but rather are detected automatically and continuously as parts of the environment are rescanned.

If the buildup of errors is relatively large (for example, in a large dataset), a place recognition algorithm can improve the input trajectory provided to the global optimization by identifying locations in the environment that have been scanned multiple times (Bosse and Zlot, 2013). Place recognition also provides the facility to automatically align multiple maps together, provided there is sufficient overlap, typically a few meters, among them. This capability is useful for merging data collected at different times or when multiple operators are scanning a cave system simultaneously.

The entire data processing pipeline is run automatically: The raw LiDAR and inertial measurement streams are taken as input, and a trajectory and 3D point cloud are generated as output. The processing time required to compute a solution is less than the time spent collecting the data; therefore it is possible to build a map in real-time during acquisition. More detailed technical descriptions of the algorithms are available in previous publications (Bosse et al., 2012; Bosse and Zlot, 2013; Zlot and Bosse, 2014).
RESULTS

We have deployed our 3D mapping systems in several caves around the world. Here we describe the most significant undertakings and results from the Jenolan Caves and Koonalda Cave in Australia.

JENOLAN CAVES

The Jenolan Caves are located in New South Wales, approximately 110 km west of Sydney. A recent study has dated some areas of the caves to be 340 million years old, making Jenolan the oldest complex cave system accessible to humans (Osborne et al., 2006). The Jenolan system consists of a number of interconnected caves generally running in a north–south direction and at various levels vertically (Fig. 2), with several of the entrances located at the Grand Arch. The caves extending a kilometer to the south of the Grand Arch contain several large chambers connected by a series of passages, the longest of which includes an underground river flowing through a passage below Lucas, Temple of Baal, and Orient Caves. To the north of the Grand Arch, the caves are generally consist of long passages and relatively narrower local voids. A wide variety of attractive speleothems are present throughout many of the caves. The Jenolan Caves are a popular tourist attraction, and a number of the caves have been converted into show caves with paved pathways, stairs, handrails, and lighting. Other caves have generally been left in their natural state, containing rugged terrain and tight squeezes.

Our initial involvement in mapping the caves was to support research being conducted by researchers at the Australian Nuclear Science and Technology Organization (ANSTO). ANSTO is investigating the use of speleothem composition and growth patterns for interpreting the palaeo-climatic record through measurement and analysis of isotopes (Waring et al., 2009). Various sensors have been placed in several of the caves to monitor the composition of gases, drip water, and air flow. Large-scale, high-resolution 3D volumetric models are necessary to more accurately model air flow and growth patterns through the cave system.

Our first mapping trip to the Jenolan Caves took place over two days in September 2010. At the time, the Zebedee system was in a very early stage of development and was not ready for deployment. However, the initial requirements specifically involved mapping several of the tourist show caves, which contain paved pathways and stairs. Therefore, we constructed a wheeled mobile-mapping platform, called Hannibal, consisting of hardware that

Figure 2. Three-dimensional point cloud map of the Jenolan Caves projected as overhead and elevation views. The map is generated from 15.5 hours of LiDAR data collected over four visits in 2010 (with Hannibal device), 2011 (Zebedee device), 2012 (Zebedee), and 2013 (Zebedee). A different colormap is used to color data from each trip according to elevation as indicated on the right side of the image. The full resolution point cloud from these datasets consists of over 2.7 billion points. Significant caves are labeled.
had previously been developed for use on vehicles. This system used a motorized platform to spin a 2D laser scanner at a constant rate (Bosse and Zlot, 2009). The scanner, a SICK LMS291, measures ranges in a plane, similar to the Hokuyo, with several key differences in the specification, most notably a significantly increased mass at 4.5 kg. In addition, the LMS291 scans at 75 Hz, producing 180 points per scan within a 180° angular range, and has an 80 m maximum range. By continuously rotating the scanner about the center scan ray at 30 rpm, a hemispherical 3D field of view containing 13,500 points is obtained once per second. The spinning LiDAR system is mounted to an upright, two-wheeled furniture cart 1.3 m in height and 54 cm wide (Fig. 3). A MicroStrain 3DM-GX2 IMU is rigidly mounted to the cart, providing measurements of angular velocity and linear acceleration at 100 Hz used to provide additional reliability as well as stabilization of pitch and roll angles with respect to gravity. At the bottom end of the cart are three racks storing sealed lead-acid batteries, electronics, and a small netbook for controlling the sensors and data logging. As the system’s overall mass is approximately 60 kg, a considerable physical effort is required, often by two people, to move the cart up and down long stairways. Data acquired from Hannibal are processed with the same core software used for Zebedee data.

Over the course of two days, we collected data over a path length of more than 9 km within Chifley, Imperial, Lucas, Temple of Baal, and Orient Caves, as well as several areas of the surface above and between the entrances of the caves. The total acquisition time was just under ten hours at an average speed of 0.7 km/h inside the caves. In a very small number of areas the footpaths or stairways became too narrow, and Hannibal was briefly raised and carried by two or more people for a few meters.

A number of stations from previous surveys (James et al., 2009) are marked in the ground surface of the caves using stainless steel disks. We therefore elected to incorporate the station coordinates into our solution for added reliability and georeferencing. To do so, we simply
stopped the cart directly above any survey markers seen on the ground, leaving the equipment stationary for approximately ten seconds. These events are then straightforward to identify later in the data stream as stationary points in the trajectory. A matching step found a geometric transformation between the trajectory and the ground control points, which were then used as loose constraints within the non-rigid optimization algorithm. Due to its continuous motion, it is not as straightforward to stop Zebedee at survey stations. We are currently experimenting with methods to allow us to automatically detect when we are at one of these points to enable georeferencing of Zebedee data in a similar manner.

In addition to the point cloud models produced, watertight surface models were required for use in the researchers’ air flow analysis. Software for generating 3D surface models from the point clouds was developed for this purpose (Holenstein et al., 2011). One reality of mapping with this equipment in confined spaces is that it is inevitable that members of the mapping team will occasionally need to enter the scanner’s field of view, thereby introducing spurious points into the point cloud. These spurious points can be removed during surface reconstruction by modeling each measurement as a space-carving ray. If a ray successfully passes through the location of a point at other times, then the point can be disregarded as coming from a moving object. One disadvantage of converting the point cloud data to a smooth surface in this manner is that much of the fine structure of the cave features is lost in the surface model. An example surface reconstruction from Chifley and Imperial caves is illustrated in Figure 4. Detailed watertight surface models can be fabricated into physical scale models using 3D printing technology (Baselgia et al., 2014).

Although successful, clearly the size, weight, and wheeled base of Hannibal suggest that it is unlikely to be

Figure 4. Detailed 3D watertight surface model of Chifley and Imperial Caves generated from LiDAR data acquired from the Hannibal platform. Chifley is a C-shaped passage at a level approximately 10 m above Imperial. While scanning the Wilkinson Branch, data were lost for about 30 seconds due to a USB cable becoming unplugged. The data loss resulted in a kink in the trajectory, indicated by the red circle. Rescanning of this section with Zebedee in the 2012 visit has produced a corrected model of this area (see callout box).
appropriate for the vast majority of natural caves. However, this initial deployment only required access to paved pathways and stairs in show caves, which, with some physical effort, is achievable. The platform also served as a proof-of-concept for LiDAR-based mobile mapping in natural caves and further motivated the development of the more practical Zebedee system.

Subsequent trips to the Jenolan Caves, with Zebedee systems, occurred in August 2011, November 2012, and May 2013. In 2011, several caves were scanned, including Orient, River, Pool of Cerberus, Lucas, Imperial, Jubilee, and Elder caves. In 2012, Chifley, Imperial, Nettle, Elder, and Michaelmas caves were mapped, as well as several kilometers of paths on the surface outside and above the caves. In 2013, Orient, Baal, Lucas, River, and Jubilee caves were scanned. On the latter two trips, multiple Zebedee units were available, allowing different areas to be mapped simultaneously and later automatically combined by the processing software. Figure 2 shows a combined map merging a subset of the data from the 2011–2013 scans of Jenolan; some of older, redundant data and a few areas on the surface have been excluded. Data from the Temple of Baal cave scanned with the Hannibal cart system in 2010 are also included in the figure, as the height of the main chamber is beyond the maximum range of Zebedee’s laser scanner. The result illustrated is based only on the LiDAR data and does not incorporate any ground control points from previous surveys. A close-up of a section of the Orient Cave point cloud generated with the Zebedee system is presented in Figure 5.

Key data collection statistics for the model presented in Figure 2 are presented in Table 1. Overall, the map includes about 15.5 hours of cave scanning, collected over 17.1 km of traverse. It should also be noted that there was a higher than required degree of overlap between the datasets, so the total scanning time and trajectory length could be significantly reduced while still achieving the same coverage. We estimate that two operators familiar with the cave layout could cover the same area in a single day. Within the show caves, the average rate of traverse using Zebedee was 1.7 km/h, approximately 2.5 times the average speed achievable with Hannibal.

The Zebedee system is not limited to tourist show caves containing pathways, platforms, and stairs. Even in the case of the show caves, many sections could not have been navigated with Hannibal due to steep stairs, ladders, narrow passageways, and rough or muddy terrain. In addition, the terrain in other caves that were covered is more natural. For example, Elder and Michaelmas Caves primarily consist of small chambers connected by narrow passages and squeezes. A detailed view of the 3D model of Elder Cave is presented in Figure 6. The terrain in Elder Cave is relatively rugged, requiring scrambling, squeezing, and climbing to traverse it. The cave generally runs vertically from a sinkhole opening at the surface down to a connection with Imperial Cave. Our 2011 traverse followed this route, including scanning while abseiling down the sinkhole. In 2012, the route started from below, ascending to the sinkhole, and then back down to Imperial along a slightly different path, taking about two hours in total. At a few of the most challenging squeezes and climbs, the Zebedee unit was passed through the opening to a second person to allow the primary operator use of both hands. These hand-offs could be completed without interrupting the datastream, thus there are no breaks in the map. The point cloud model of Elder Cave can also been seen as part of the overall model of the Jenolan Caves in Figure 2, where it matches with Imperial Cave at the bottom and the sinkhole area as scanned from the surface above. The results from Elder Cave highlight the versatility

| Trip Year | Total Patha, km | Cave Pathb, km | Cave Timeb, h:min |
|-----------|----------------|---------------|------------------|
| 2010      | 0.4            | 0.4           | 0:49             |
| 2011      | 2.2            | 2.2           | 1:33             |
| 2012      | 11.4           | 5.3           | 4:56             |
| 2013      | 11.4           | 9.1           | 8:08             |
| Total     | 25.5           | 17.1          | 15:26            |

a Total Path indicates trajectory length combining both cave and exterior datasets.

b Cave Path and Cave Time refer to the trajectory length and scanning duration within the caves (excluding exterior datasets).

Figure 5. Point cloud of a section of Orient Cave. Some of the wall surfaces have been cut away to reveal natural formations, platforms, staircases, and handrails.
and robustness of the system in mapping more challenging cave environments.

The Jenolan Caves had previously been the subject of extensive surveys using more traditional methods. In Figure 7, the Zebedee-generated model is compared to a map completed in 1925 by Oliver Trickett (Middleton, 1991) and with 59 survey stations from the more recent Jenolan Caves Survey Project (James et al., 2009). The layout of the caves is generally in agreement with the previous surveys, though there are some clear misalignments between the outlines. The most obvious discrepancy can be seen on the left side of the image, where accumulating yaw drift along a 500 m branch of Imperial and Jubilee Caves has introduced a large error. In this case, one of the datasets covering this section of Imperial was collected in 2011, using an older version of the acquisition software in which no magnetometer data was recorded and timing information was less accurate. As a result, there is increased drift error, and without an opportunity to close the traverse, there are no constraints to correct the error. We plan to rescan this section in an upcoming trip, which we expect would improve this area of the model. Elsewhere in the cave system, the differences are of a much smaller magnitude, and the fact that the majority of the survey station markers fall within the Zebedee map outline show that the models agree to within a few meters. In general, the Zebedee maps are locally accurate, and it is primarily over large open traverses that the relative error can become significant. Although the absolute accuracy of the traditional surveys appear to be superior, the advantages of the Zebedee system are that the results can be produced much more efficiently, within a day or two for Jenolan; automatically, as the required operator expertise is minimal; and at a much higher resolution, billions of measurements rather than hundreds or thousands.

The drift error apparent in the branch through Imperial to Jubilee Cave in Figure 7 is indicative of potential system performance in situations where the only way to survey a cave or passage is by following a long, open traverse (i.e., where it is not possible to close a loop). We can quantify the drift by comparing the open-loop trajectory from the first phase of processing to the trajectory from the final optimized model in places where there are loops available. The analysis is carried out by calculating the difference between fixed-length segments of the open and closed trajectories of the Zebedee handle (which reflects the distance the operator has walked rather than the distance the laser has moved), by first aligning the segments at the start and then recording the positional error accumulated by the end. The root-mean-square (RMS) errors are plotted as a function of traverse length in Figure 8. The observed RMS errors grow linearly with distance, at a rate of 2 to 5 percent of distance traveled. Inaccuracy in heading is the largest contributing source of error. Two of the datasets, Lucas and Mons Meg, exhibit relatively larger error growth rates, possibly due to the nature of the environments. Note that the same analysis carried out for the laser scanner trajectory rather than the handle trajectory results in drift rates of around two-thirds of a percent of distance traveled. The performance of the SLAM algorithm depends largely on the amount and type of 3D structure present. This behavior is somewhat different than in the case of traditional survey methods, where the accuracy depends more heavily on the equipment used and the surveyor’s skill.

KOONALDA CAVE

Koonalda Cave is an archaeologically significant cave in the remote Nullarbor Plain in South Australia. The cave consists of two large interconnected chambers on two different levels (Fig. 9). The upper chamber is a fairly linear passage about 250 m in length and 15 to 30 m wide. The ceiling is domed, with a typical height ranging between 4 and 20 m, and the floor contains many rockpiles primarily due to ceiling collapse. The lower chamber is T-shaped, with one major section running north–south and another east–west, and it contains several small lakes. The ceilings are generally higher than in the upper chamber, typically ranging between 10 and 30 m. At their main junction, the lower chamber’s floor is only a few meters below the upper chamber’s, but ceiling collapse in the upper chamber has resulted in much of its floor being raised nearly 20-m higher. The western end of the lower chamber contains a lake with a 23 m high roof, near the top of which a small balcony connects to the upper chamber through a narrow squeeze. The entry to Koonalda Cave is at the bottom of a 20 m deep sinkhole, which has an opening to the surface of approximately 60 m by 35 m.
Unlike many of the caves at Jenolan, Koonalda Cave does not contain any significant speleothem formations, and typically it is fairly dry, with the notable exception of the lakes in the lower level.

Koonalda Cave has been the subject of archaeological and speleological study for several decades. We are working in collaboration with archaeologists from the South Australian Museum and Flinders University who are studying the cave and surrounding region. The cave contains evidence of human presence, including flint mining, believed to have occurred between 30,000 and 10,000 years ago. These visitors also left markings on some of the soft rock surfaces using fingers and other tools. The finger flutings form grooves about 3 to 5 mm deep that cover hundreds of square meters of the wall surfaces, which are in many places made up of a soft, powdery calcite material. It is expected that high-resolution 3D models of the cave will be valuable in providing data for remote archaeological and geomorphological study, as well as providing a virtual model that can be interactively explored, as the cave is not accessible to the public.

Our initial mapping expedition to Koonalda took place in November 2011, during which a single early Zebedee system was available and only the upper level was scanned. We returned to the cave in December 2012, when more complete scanning of both levels was performed with multiple Zebedee systems. Having multiple operators enabled the mapping team to scan different routes through the cave simultaneously, providing both redundancy and efficiency, as we could cover different sides of the many rockpiles more quickly in this manner. We estimate that it would be feasible to get an overall model of the cave structure using a single Zebedee system in under an hour, but we were aiming for fairly dense and complete coverage of all visible surfaces and therefore covered all reachable areas of the cave meticulously. In addition to the mapping team, the expedition included a team of archaeologists from the South Australian Museum, a photogrammetry researcher capturing the artwork in high-resolution detail, and representatives from the Mirning, who are the traditional owners of the land in which Koonalda resides. A significant portion of the data collection was performed...
Figure 8. Positional root-mean-square (RMS) error curves calculated for five datasets, each of which forms part of a closed loop but is not itself a loop. The curves show the observed error as a function of the operator’s traverse length, that is, the distance walked rather than the distance the swaying laser scanner traveled. For each dataset, the error is computed based on the difference between the endpoints of the open- and closed-loop solutions for different segment lengths of the Zebedee handle trajectory.

by one of the Mirning representatives, who successfully captured over an hour of data, predominantly covering the lower level of the cave, after one to two minutes of instruction on how to operate the system.

Figure 9 illustrates a full 3D map of the scanned area of the cave, including the sinkhole, the upper and lower levels, and the squeeze area. The squeeze is a 3 m long passage about 30 cm high connecting the northwest end of the upper level to a balcony above one of the lakes in the western end of the lower level. The data were recorded by three operators in a total of three hours of acquisition time, but less elapsed time due to the multiple units. The operators generally traversed the cave at a slow walking pace that varied somewhat based on local terrain. Visualizing the map in Figure 9 as a 3D model on screen can facilitate scientific modeling and analysis of various aspects of its history, including geomorphology, extent of former twilight zones, and possible former entrances. A comparative overlay between the 1976 survey map and the Zebedee 3D map is presented in Figure 10. The two maps are generally in agreement, though there is a slight angular difference at the squeeze. It is difficult to know which is closer to the true structure without further independent measurements; we note, however, that the Zebedee model closes a loop through measurements of the lower level from the balcony, and we are unaware of whether the traverse was closed in the 1976 survey. An example close-up view of an area in the upper level known as the Ramparts is presented in Figure 11. This rendering illustrates the level of detail available in the 3D point cloud data. In general, the density of the point cloud is a factor of how quickly the operator traverses the cave and how much time is spent scanning a particular area of interest. The lakes on the lower level of the cave (not shown in the figure) appear as empty areas in the point cloud, because the beam from the infrared laser is for the most part absorbed or specularly reflected by water, though it can penetrate where the water is sufficiently shallow.

CONCLUSIONS

We have introduced a new system that enables the application of mobile LiDAR mapping technology to surveying natural cave environments for the first time. The Zebedee 3D mapping system has been demonstrated in a variety of caves, with the most extensive results in Jenolan Caves and Koonalda Cave in Australia. The proposed method offers improvements over current practice and state-of-the-art technology in a number of ways. Mobility increases efficiency by transforming the mapping process into a continuous one in which a single person can survey a cave in approximately the same time it takes to traverse through it. The portability and flexibility of the equipment ensures that it can go nearly everywhere its operator can, including through tight squeezes, up ladders, and down abseils. Coverage of the environment is achieved through mobility, rather than worrying about viewpoint positioning as in the case of static terrestrial LiDAR. The equipment can be operated by non-experts with almost no training. In general, a brief coaching session is sufficient. In addition, workflow automation for both data acquisition and processing enables non-experts to generate 3D models directly from raw data and prevents errors that can occur with manual techniques. The 3D point cloud maps that are generated and the surface models that are created from them are significantly more detailed and accurate locally compared to traditional hand sketches and coarse 3D models based on left-down-up-right measurements at stations. Maps can also be transformed into a georeferenced coordinate frame if suitable control points within or GPS measurements outside the cave are available and can be associated with the existing data. While rough maps from traditional survey methods can be suitable for general navigation through a cave, for some applications, such as scientific research and environmental assessment, greater detail and resolution are required.

There are some limitations to the current system, several of which are being addressed as the technology progresses. Over large scales, the accuracy of the system can be lower than traditional methods applied with the best current equipment and expertise. We are working on advancements to the algorithms and hardware that should improve the system performance over time. The centimeter-scale precision of the range measurements of the Hokuyo scanner preclude the capture of fine details such
Figure 9. Three-dimensional map of Koonalda Cave generated using the Zebedee system. The eye icon indicates the viewing direction of the side elevation. Several areas of interest are marked. The model consists of approximately 300 million points, each of which is colored according to the relative local height above the cave floor. The point cloud was generated using five separate datasets representing under three hours of data collection, some of which was done in parallel by multiple operators. The survey of the north passage was not completed, as it contains deeper lakes and would have required a boat or other equipment to proceed. Two archaeological trenches are visible in the southeast elevation view.
as the finger flutings at Koonalda and very thin speleothem features at Jenolan. However, in cases where these features are relatively localized, other techniques such as photogrammetry or static laser scanning can be used to produce high-resolution models that can be merged into the point cloud (photogrammetry is currently being investigated for modeling the finger flutings at Koonalda). Improvements in LiDAR technology could eventually result in a lightweight scanner with millimeter precision and other improved features that could seamlessly be incorporated into the Zebedee system. The existing equipment cannot be used underwater, though the core algorithms could be adapted for use with sonar or other suitable sensing modalities. In theory, there are some types of environments

Figure 10. Overhead view of a 3D map of the upper level of Koonalda Cave generated with the Zebedee system. A line drawing from a 1976 map (using tacheometer, 5 mm graduated staff, and Suunto compass) has been manually overlaid for comparison. Some differences in the wall locations can be attributed to the fact that the 1976 survey was sketched at a particular height, whereas this view of the 3D map highlights the outer hull of the cave walls. Note the slight differences between the two maps in the upper left near the squeeze area. The 3D map consists of approximately 150 million points, each of which is colored according to the relative local height above the cave floor.
that are theoretically troublesome for this technology, but these are not expected to occur in caves. For example, a very large (relative to the maximum scanning range) geometrically featureless void or a long, smooth tunnel-like environment would make it difficult to estimate the scanner’s motion in all dimensions. Finally, the hardware currently costs thousands of dollars, which may limit affordability for some cave survey applications.

Our data collection strategy thus far has primarily been intended to map the caves, and we did not specifically plan in experimental procedures that would provide a straightforward way to quantitatively compare the results with previous surveys. We intend to address this in upcoming field trips when we will collect dedicated datasets specifically for comparison purposes. We also plan to replace some of our earlier datasets with data collected from more up-to-date hardware, which we expect will improve the overall accuracy of the maps.

Two-dimensional plan and section maps are widely used for navigation through caves, and high-resolution 3D models are not necessarily suitable for this purpose. Further processing can be done to convert the 3D models into the standard 2D symbolic representations for printing out on paper. Another possibility is that 3D electronic or even solid representations of caves could become a standard navigation tool in the future. We are further investigating methods for colorizing the point clouds according to the visual appearance of the caves, and have recently generated preliminary results towards this goal by adding a small camera to the handheld unit.

Although Zebedee has been deployed across a wide range of mapping applications, including forests, mines, interiors and exteriors of buildings, and industrial sites, the concept was initially inspired by imagining how we could adapt larger, vehicle-borne technology into a form suitable for mapping caves. We envision that the availability of this technology will create new opportunities for scientific studies of natural caves that were previously impossible. The fact that the system can be fully automated also opens up the possibility that similar hardware can be deployed on robotic vehicles in cave environments too difficult or hazardous for human exploration.
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IMPROVED KARST SINKHOLE MAPPING IN KENTUCKY USING LIDAR TECHNIQUES: A PILOT STUDY IN FLOYDS FORK WATERSHED
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Abstract: The existing sinkhole database for Kentucky is based on low-resolution topographic maps created more than fifty years ago. LiDAR (Light Detection and Ranging) is a relatively recent technique that rapidly and accurately measures features on earth’s surface in high-resolution. To test the feasibility of using LiDAR to map sinkholes in Kentucky, we have developed a method of processing LiDAR data to identify sinkholes and tested the method in portions of the Floyds Fork watershed in central Kentucky. The method consisted of four steps, creating a high-resolution digital elevation model (DEM) from LiDAR data, extracting surface depression features from the DEM, inspecting the depression features for probable sinkholes, and verifying the probable sinkholes in the field. A total of 1,683 probable sinkholes were identified in the study area, compared to 383 previously mapped for the same area. We field-checked 121 randomly-selected probable sinkholes and confirmed that 106 of them were karst sinkholes. This method increased the number of sinkholes by a factor of four with a success rate between 80% and 93% for the study area, demonstrating that the LiDAR sinkhole-mapping method is reliable and efficient. This method identified approximately 55% of the previously mapped sinkholes, and approximately 98% of the missed sinkholes appeared to be filled or covered for urban development and agriculture purposes. The next step is to extend this method to provide high-resolution sinkhole maps for other karst areas in Kentucky where LiDAR data become available.

INTRODUCTION

Detailed mapping of sinkholes is critical in understanding hydrological processes and mitigating geological hazards in karst landscapes. Sinkholes are surface depressions that form in places where carbonate rocks are dissolved from water and overlying soil particles are carried away underground, causing the surface to subside gently or collapse suddenly (Ford and Williams, 1989; Currens, 2002; Brinkmann, 2013). There are three general types of sinkholes, dissolution sinkholes, cover-subsidence sinkholes, and cover-collapse sinkholes (Tihansky, 1999). Sinkholes serve as a major connection between surface water and groundwater by collecting rainfall and draining it internally into the subsurface. Sinkholes can cause damage to private property and civil infrastructure such as buildings and roads. Cover-collapse sinkholes, which occur when the material overlying subsurface voids collapses, can cause damage to buildings and roads, farm ponds, and farming equipment (Currens, 2002). Because of their fixed cross-section area, sinkholes are prone to overflow and flooding. Some sinkholes can act as springs and discharge water to the surface during intense storms (Currens, 2002). Dinger et al. (2007) estimated the damages associated with sinkholes in Kentucky were approximately $23 million dollars per year. Consequently, existing land-use planning in karst areas often relies on detailed mapping of sinkholes (Fleury, 2009).

Some sinkholes can be recognized from the USGS 1:24,000 scale topographic maps. These topographic maps include closed depression features, often indicative of sinkholes in karst terrains. In the last few decades, several states have developed digital sinkhole databases based on the topographic maps (Beck, 1984; Florea et al., 2002; Paylor et al., 2003; Alexander et al., 2013). Developing a sinkhole database from topographic maps first requires digitization of the closed depressions, which is often labor intensive because the number of sinkholes is commonly in the thousands on a regional scale (Florea et al., 2002). In addition, the topographic maps have elevation contour intervals of 3 m, 6 m, or higher, resulting in shallow and small sinkholes being overlooked. Furthermore, most USGS topographic maps were created prior to the 1970s, and many new sinkholes may have developed since then. Although people recognize that not all closed depressions illustrated in these topographic maps are sinkholes, extensive field verification of the depressions rarely occurs, because the process is slow and costly.

Remote-sensing data have long been recognized as useful in locating sinkholes (Newton, 1976). High-resolution, high-accuracy data obtained from modern
remote-sensing technology provide opportunities to improve sinkhole mapping. For example, Littlefield et al. (1984) applied Landsat images to study the relationship between lineaments and sinkholes in west-central Florida. Dinger et al. (2007) used a spectrum enhancement method on 1 m resolution natural-color images to extract circular shapes that represented areas with different vegetation signatures than surrounding areas. Some of the circular shapes were found in the field to be active sinkholes. In this study, we used LiDAR (Light Detection and Ranging) to improve sinkhole mapping. LiDAR is a remote-sensing technique that rapidly and accurately measures features on the earth’s surface by sending out short laser-light pulses and measuring their returns from an aircraft or a terrestrial platform. A laser pulse can have one or multiple returns because the pulse can encounter multiple reflection surfaces when it travels toward the earth’s surface. Collected LiDAR data, called point clouds, are often post-processed to classify the points into several categories, including ground, vegetation, building, and water. LiDAR excels in revealing small surface features and has been widely used in studying natural resources and the environment (Evans and Hudak, 2007; Floyd et al., 2011; Crawford, 2012). LiDAR has also been applied in studying sinkholes in some other states. Seale (2005) and Seale et al. (2008) used LiDAR, also called airborne laser swath mapping, to map sinkholes in Pinellas County, Florida. They suggested that contemporary aerial photographs should be used in conjunction with LiDAR for reliable sinkhole mapping. Rahimi et al. (2010) and Rahimi and Alexander (2013) applied LiDAR to verify sinkholes mapped in the 1980s and 1990s in Winona County, Minnesota. They found that most of the inventoried sinkholes that had not been filled later for agricultural uses were visible using LiDAR. Mukherjee and Zachos (2012) used a sink-filling method to identify sinkholes from LiDAR and found an excellent match between LiDAR-identified and actual sinkholes in Nixa, Missouri. To test the feasibility of LiDAR in providing accurate and detailed sinkhole information for Kentucky, we developed a sinkhole-mapping method based on LiDAR point clouds and applied the method in a small karst watershed in central Kentucky.

STUDY AREA

The study area, Floyds Fork Watershed, is located approximately 16 km east of Louisville, Kentucky (Fig. 1). The watershed consists of two 10-digit USGS hydrologic units and drains parts of Bullitt, Henry, Jefferson, Oldham, Shelby, and Spencer counties, covering approximately 736 km². The Floyds Fork stream originates in the southwestern portion of Henry County and flows southwest to the Salt River, which flows to the Ohio River. The area has a subtropical climate with average annual precipitation of 117 cm (National Drought Mitigation Center, 2013).

Most of the Floyds Fork watershed is in the Outer Bluegrass physiographic region, and a small southwest portion of the downstream watershed is in the Knobs region (Fig. 1) (Woods et al., 2002). The Outer Bluegrass region has low to moderate relief with variable soil depth ranging from thick over limestone to thin over shales (Newell, 2001). The region is underlain by limestones, dolomites, and shales of Late Ordovician and Silurian age. The major formations are, from oldest to youngest, the Grant Lake Limestone, the Bull Fork Formation, the Drake Formation, the Osgood Formation, the Laurel Dolomite, the Waldron Shale, and the Louisville Limestone. The Osgood Formation and the Waldron Shale are composed of mostly shale (90% or higher) and very little dolomite. The remaining units are carbonate rocks (i.e., limestone and dolomite) with small amounts of calcareous shale. Most karst development occurs in these formations. The Knobs region is dominated by rounded hills, ridges, and narrow, high-gradient valleys (Woods, et al, 2002). Most of the Knobs region is non-karst and is underlain by diverse shale, mudstone, and limestone sedimentary rocks of Silurian and Mississippian age.

DATA AND METHOD

The data used in the sinkhole-mapping method included mainly LiDAR point clouds and aerial photography. The LiDAR data were provided by the Louisville/ Jefferson County Information Consortium (LOJIC) through the Kentucky Division of Geographic Information and cover Bullitt, Jefferson, and Oldham Counties. LiDAR data were collected in March 2009 with an average point spacing of 1 m and a vertical root-mean-square error of 8.8 cm. The LiDAR points were post-processed into several categories. The categories associated with physical features include ground, low vegetation, medium vegetation, high vegetation, building, and water. The actual study area, which excluded non-karst areas, was approximately 580 km², or 79% of the watershed (Fig. 1). Bing Maps was the primary aerial photography used for this study. Data from Bing Maps were imported directly into ArcMap 10.1 (ESRI, 2012) as base maps. In addition to Bing Maps, we also used Google Earth historic images and aerial photography collected by LOJIC at two different times, one in 2009 and the other in 2012.

The sinkhole-mapping method has four steps, building a digital elevation model (DEM) from LiDAR point clouds, extracting surficial depression features for the DEM, inspecting the depression features for probable sinkholes, and field-checking the probable sinkholes. The first three steps were carried out in ArcMap 10.1.

In the first step, the LiDAR ground points were used to create a DEM with a cell size of 1.5 m using an average binning method. The average binning method calculates the elevation for each cell by assigning the average value of all points in the cell. More sophisticated interpolation
methods, such as kriging, could potentially be used for this application. Because the cell size of the DEM was larger than the LiDAR point spacing, meaning at least one measurement is available for each cell, the average binning method was considered sufficient for this study.

Depression features were extracted from the DEM at the second step. A fill tool in ArcGIS was used to identify depression features on the DEM. The fill tool was originally developed to remove small depressions resulting from data noise; here it was used to find natural

Figure 1. Location and geology of the study area. The Floyds Fork watershed is indicated by the irregular black line, with the bedrock geology shown for the karst portion that is the study area. The thin purple line is the boundary between the Blue Grass and Knobs regions.
depressions. The tool fills depressions on the DEM with an optional user-specified maximum sink depth. All depressions that are less than the maximum depth and are lower than their lowest adjacent neighbor will be filled to the height of their pour points. We used a maximum depression depth of 6 m, which allows identification of sinkholes that are less than 6 m deep. We considered this depth sufficient to identify most natural sinkholes in the study area. Mukherjee and Zachos (2012) found that a 4-m depth threshold was sufficient for identifying existing sinkholes in Nixa, Missouri. The fill tool generated a new filled DEM, and the depressions were then extracted by subtracting the filled DEM from the original DEM to create a depression raster.

The depressions identified in the fill procedure included depressions that were not sinkholes. Furthermore, we were interested in locating sinkholes that were considered to have a significant hydrologic impact in the Floyds Fork watershed, that is, sinkholes with relatively large drainage areas. For this reason, we selected the depressions with an area larger than 46 m² and depth of greater than 0.3 m for further processing. The selected depressions were then converted from raster format to polygon format. These polygons were further smoothed, and the holes inside some polygons that were artifacts of the raster-to-polygon conversion process were removed. These procedures for generating depression polygons from LiDAR can be accomplished by sequentially using several ArcGIS commands, including LAS Dataset To Raster, Fill, Raster Calculator, Raster to Polygon, Smooth Polygon, and Eliminate Polygon Part. To streamline these procedures, we built a model tool with a single user interface. The model tool asks the user to provide a single input, the LiDAR dataset, and then executes the aforementioned commands with default parameter values (DEM cell size, fill depth, depression area, smooth tolerance, etc.) automatically to create depression polygons. The tool also allows a user to change the parameter values on the same user interface.

In the third step, every polygon was visually inspected and manually classified into one of three categories, probable sinkholes, suspicious sinkholes, and non-sinkholes. A shaded-relief map with 5× vertical exaggeration was created from the LiDAR DEM to amplify the shape and depth of the depression features. The shaded-relief map along with aerial photography was used to classify the polygons. Seale et al. (2008) and Alexander et al. (2013) also used aerial photography to help identify sinkholes in their studies. To ensure a consistent classification, the polygon classification was carried out by a procedure consisting of an initial classification, a review, and discussion. The initial classification and the review were conducted by different individuals. The review results were then discussed to reach the final classifications. Although many polygons needed to be inspected, many of them were unambiguously stream channels, water-filled ponds, swimming pools, and drainage structures and were very easily and quickly identified as non-sinkholes. On the other hand, natural sinkholes tend to have a circular or elliptical shape and many of them have one or more internal drainage points (i.e., throats) that are readily visible on the shaded-relief map. On occasions, the classification procedure could not lead us to a decision, and these ambiguous polygons were assigned to suspicious sinkholes.

In the fourth step, probable sinkholes were randomly sampled for field-checking. To create a random sample of probable sinkholes over the entire area, we first divided the area by creating a 3,000-by-4000 ft grid, producing a set of cells larger than the number of probable sinkholes, and then randomly selecting one sinkhole from each cell that contained at least one, creating a pool of probable sinkholes from which those to be field-checked were randomly selected. Field investigators used a GPS-enabled iPad with a map showing locations of the selected probable sinkhole. The iPad tracked locations of the field investigators in real-time in relation to the location of each target to minimize location errors; since sinkholes in the study area generally occur in clusters, it is easy to check the wrong location. To check a probable sinkhole in the field we considered whether the feature was a depression, whether drain holes existed inside the feature, whether man-made structure(s) existed within the feature, whether there was vegetation within the feature, and whether water existed within the feature. The same sampling and field-checking methods were also used for suspicious sinkholes.

RESULTS AND DISCUSSION

We extracted approximately 10,720 depression polygons in the study area from the DEM created from the LiDAR dataset. Among the extracted polygons, 1,696 were classified as probable sinkholes and 282 as suspicious sinkholes. Approximately 10% of the probable sinkholes from Bullitt County and 5% from Jefferson and Oldham Counties were selected for field-checking. Excluding the samples that were inaccessible, mostly due to absent landowners, we field-checked 121 probable sinkholes and confirmed 106 of them (88%) as sinkholes (Fig. 2). We also randomly selected and field-checked 18 suspicious sinkholes and found 5 of them were actual sinkholes. The total number of actual sinkholes detected in the LiDAR data would be, based on the field-checking statistics, 1563. The LiDAR-derived sinkhole coverage is available to the public on the Kentucky Geological Survey’s online map service (http://kgs.uky.edu/kgsmap/kgsgeoserver/viewer.asp).

The large number of polygons generated indicated that the depression-extraction procedure was effective in locating surface depressions. Although some of the polygons were associated with sinkholes, more than 80% of them were stream channels, ponds, or road drains or other man-made structures. The number of sinkhole-like depressions can be reduced by using an automated
procedure. For example, Miao et al. (2013) illustrated one such procedure by using a random forest algorithm that uses shape and depth parameters to extract circular- or elliptical-shaped sinkholes from depressions. In our study area, we found that although most sinkholes have a circular or elliptical shapes, some sinkholes have more complicated shapes and may potentially be excluded by an automated procedure.

The polygon-classification process was actually quite fast and effective, because many polygons were easy to identify when using shaded-relief maps and high-resolution aerial photography (Fig. 4). Polygons associated with stream channels were the easiest to identify as non-sinkholes. On aerial photography, each had an elongated shape and overlapped stream channels; on a shaded-relief map, each had a smooth and flat bottom. The smoothed bottoms were artifacts on the DEM resulting from LiDAR beams being absorbed at the water surface. Polygons associated with water-filled ponds were also easily identifiable as non-sinkholes, because these polygons also had flat bottoms on shaded-relief maps. Polygons associated with man-made structures that have unnatural and irregular shapes were easily identifiable as non-sinkholes from aerial photography. On the other hand, some polygons associated with cover-collapse sinkholes were readily identifiable. On a shaded-relief map, those polygons had an internal drain that showed as a hole or throat inside the depression. Such polygons, when shown by aerial photography to be in a forested area of cluster of trees surrounded by grassland, were likely to be true cover-
collapse sinkholes, but if those polygons were close to residential houses or roads, they could be either sinkholes or man-made retention basins with drains that appeared as holes. Polygons associated with subsidence sinkholes were harder to screen. On a shaded-relief map, they appeared as shallow, bowl-shaped depressions; on aerial photography, they could be in the middle of a farm field or close to a residential area. These polygons could have been either sinkholes or ponds that were empty when LiDAR was flown. For these polygons, we used historical aerial images to determine if these features were natural sinkholes or man-made ponds.

The field-checking of probable sinkholes showed an 88% success rate. However, the field-checked sinkholes were approximately 7% of all the sinkholes we identified.

To understand the overall success rate and the margin of error for the study area, we considered this problem as a binomial distribution with two possible outcomes, sinkhole and non-sinkhole, and used sample statistics to estimate population parameters. The estimated proportion, i.e., the success rate ($p$) and standard deviation ($\sigma_s$) are (Zar, 1999):

$$p = \frac{X}{n} \quad \text{and} \quad \sigma_s = \sqrt{\frac{p(1-p)}{n-1} \left(1 - \frac{n}{N}\right)}, \quad (1)$$

where $N$ is size of the population, $n$ is the number of samples, and $X$ is the number of success in the samples. We identified 1,696 probable sinkholes from LiDAR and field-checked 121. Among the 121 field-checked sinkholes, there are 106 sinkholes, 9 non-sinkholes, and 6 inconclusive. Considering all the inconclusive as non-sinkholes, the
Figure 4. Examples of polygon classification, showing polygons overlain with shaded-relief (left) or aerial images (right): a) Examples of probable sinkholes. b) Examples of non-sinkholes. c) Examples of suspected sinkholes. The shaded-relief maps are 5× vertically exaggerated.
The success rate is 88% and the standard deviation is 0.03.

To estimate the margin of error, we calculated 95% of the confidence interval based on Zar (1999), which calculates the lower confidence interval using

\[ L_1 = \frac{X}{X + (n - X + 1) F_{0.05(2), v_1, v_2}}, \]  

where \( v_1 = 2(n - X + 1) \), \( v_2 = 2X \), and \( F_{0.05(2), v_1, v_2} \) is the 2-tailed 0.05 critical value for a \( F \) distribution with degrees of freedom \( v_2 \) and \( v_1 \); and the upper confidence limit using

\[ L_2 = \frac{(X + 1) F_{0.05(2), v_1', v_2'}}{n - X + (X + 1) F_{0.05(2), v_1', v_2'}}, \]  

where \( v_1' = v_2 + 2 \), \( v_2' = v_1 - 2 \), and \( F_{0.05(2), v_1', v_2'} \) is the 2-tailed 0.05 critical value for a \( F \) distribution with degrees of freedom \( v_2' \) and \( v_1' \). Using equations (2) and (3), the lower and upper confidence limits are 0.80 and 0.93. In another words, we have 95% confidence in stating that the success rate of the method for the study area falls between 80% and 93%.

The success rate between 80% and 93% for the study area suggested that this method is reliable and promising. To further improve the reliability of the method, we explored the relationship between the field-checked depressions and true sinkholes by examined two prominent depression features, berms and holes, both of which were prominent on the shaded-relief maps. A berm is a prominent ridge along the rim of a depression, and a hole is a spot at the bottom of the depression that appears much deeper than its surroundings. All of the field-checked depressions fit into one of three categories: with-berm-no-hole, no-berm-no-hole, and no-berm-with-hole. The number of field-checked depressions in each category and the success rate for each category are summarized in Table 1. The no-berm-with-hole category made up 59% of the overall field-checked depressions, and this category had the highest success rate (97%) among the three categories. Most of the no-berm-with-hole features were revealed in the field as cover-collapse sinkholes, with the remainder being sinkholes with vertical rock openings or cover-subsidence sinkholes. The no-berm-no-hole category made up 28% of the overall field-checked depressions. This category proved 88% successful, and most sinkholes in this category were cover-subsidence sinkholes. The with-berm-no-hole category made up 13% of the overall checked sinkholes and had the lowest success rate (44%). The berm-like shape proved to be a man-made structure for a water-holding pond. But through time, as residual insoluble fill in rock joints is eroded into underlying conduits, many ponds started to leak and eventually were unable to hold water, thus functioning as sinkholes. For this type of depression it was difficult to distinguish between a pond that holds water periodically and a pond-turned-sinkhole.

Among the fifteen probable sinkholes that were not confirmed as true sinkholes in the field, nine of them were confirmed as non-sinkholes; they were either stream meander cutoffs, ponds with water or trash, or man-made drains. The other five features, shown as inconclusive in

| Depressions Characteristics | Number of Field-Checked | Number of True Sinkholes | Success Rate |
|-----------------------------|--------------------------|---------------------------|--------------|
| With-berm-no-hole           | 16                       | 7                         | 44%          |
| No-berm-no-hole             | 34                       | 30                        | 88%          |
| No-berm-with-hole           | 71                       | 69                        | 97%          |

Table 1. Summary of field-checking of probable sinkholes, showing three types of depression characteristics and their success rates.
Figure 2, could not be determined in the field. They appeared as a mix of natural karst features disturbed by human activities.

Since we focused on depression features that were 46 m² and larger, smaller potential sinkholes were not included. From the shaded-relief maps, we noticed that in some areas where large sinkholes were present there were also smaller depression features that appeared to be sinkholes. Figure 5 shows an example of such areas. The method we developed can be readily tailored to identify the smaller sinkholes when resources become available.

The existing Kentucky sinkhole coverage, which was derived from the USGS topographic maps, had 383 sinkholes for the same area (Fig. 3). Among the 383 sinkholes, 215 (56%) of them were also detected from the LiDAR data, and 168 (44%) of them were missed. Sixteen of the sinkholes found in both databases had slightly different locations but obviously corresponded to the same features, judging from the shaded-relief map. A visual inspection of the sinkholes missed by the LiDAR analysis using recent aerial images showed that approximately half of them overlapped with man-made structures, such as roads, buildings, parking lots, and quarries, and the rest were located on open fields, such as pasture, but had either no or a very shallow depression associated with them. We speculate that many of those sinkholes may have been filled for agriculture or other purposes. This comparison showed that any sinkhole coverage needs to be updated frequently, because sinkholes are temporary features and can be easily enhanced, destroyed, or altered by human activities.

CONCLUSIONS

In this study, we developed a sinkhole-mapping method that uses high-resolution LiDAR and aerial photography to map karst sinkholes in detail. We applied the method to parts of the Floyds Fork watershed in central Kentucky and revealed four times as many sinkholes as the existing database for the same area. Field-checking suggested that the success rate of this method was between 80% and 93%.
for the study area, indicating the method is accurate and reliable.

High-density and high-accuracy LiDAR data provide a great opportunity for mapping karst sinkholes in high resolution and with great detail. In particular, bare-earth elevation data in LiDAR point clouds revealed sinkholes in forested areas that were undetectable using only aerial images. The depression-extraction procedure was effective in locating surface depressions, but it did not distinguish sinkholes from other depressions, resulting in the need for additional visual screening. Shaded-relief maps, especially with vertical exaggeration, revealed depression features in great detail and served as the primary tool for the visual screening process. Examining aerial images from different sources and time periods was also critical to distinguishing sinkholes from other depression features. Shape and depth characteristics of the depressions were closely related to the physical features they represented. Most non-sinkhole depressions can be easily identified. Furthermore, field-checking suggested that no-berm-with-hole depressions were most likely to be sinkholes and the with-berm-no-hole depressions could be either sinkholes or ponds.
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SINKHOLES AND A DISAPPEARING LAKE: VICTORY LAKE CASE STUDY

DR. TAMIE J. JOVANELLY
Associate Professor of Geology, Berry College, P.O. Box 495036, Mount Berry, GA 30149, tjovanelly@berry.edu

Abstract: Human-induced sinkhole collapse can result in drastic changes to landscape aesthetics and present challenges to land managers seeking to determine the plausibility of restoration, the amount of financial investment needed, and the long-term sustainability of tampering with karstic environments. Alteration of groundwater flow in a karstic environment expedited the formation of large sinkholes in the southern end of man-made Victory Lake, causing it to drain immediately. Soon after the lake emptied in 1986, two unsuccessful attempts were made to restore the 13 ha (32 ac) lake. The sinkholes formed in the southern basin were completely in-filled, eliminating 3 ha (8 ac) of lake basin and significantly altering the original lake morphology. Some twenty-seven years later, Victory Lake is holding some water in the shallow basin at the northern end and would primarily be classified as a marshy wetland. This study was initiated to investigate the current relationship between the groundwater and surface water at the lake's altered basin to determine the potential for it to be restored fully or partially as a recreational focal point of the Berry College campus. Over the course of one year we measured the inputs (stream flow and precipitation) and outputs (evaporation and surface water outflow) of the lake system. We were able to conclude that groundwater is not likely contributing to the lake, based on inorganic and stable isotope (\(^{18}\)O and \(^{2}H\)) water chemistry analysis and the deep position of the groundwater table relative to the lake bottom. From the results of dye-tracer tests conducted in the lake, we concluded that basin water may not be escaping downward at measurable rates because of its clay bottom. Our overall water-budget analysis confirms an adequate water volume entering by rainfall and ephemeral stream inflow; nearly 90% of the water leaves Victory Lake through surface-water outflow. Water loss through evapotranspiration during spring and summer months overcomes the gain accomplished during wetter and cooler months, particularly February. Through an investigation of water level records kept for campus monitoring wells from 1998 through 2012 we confirm that the groundwater table has stabilized and the immediate threat of new sinkhole formation is minimal. Restoration of Victory Lake to its original picturesque meeting spot may be possible through creative engineering strategies and project financing. However, we question the longevity of managing a karstic environment and consider the potential risks to infrastructure, groundwater, and human health should lake bottom failure occur again on campus.

INTRODUCTION

During the late 1980s geologists began to report an increasing pace of human-induced sinkholes in the eastern United States, with particular focus on the changing landscapes in Georgia, Alabama, and Florida (MacIntyre, 1986; Newton, 1987). More recently, stress on and overuse of the Florida aquifer has led to several occurrences of emptied lakes, including Lake Jackson (1619 ha; 4,000 ac) and Lake Scott (115 ha; 285 ac) (Penson, 2002; McBride et al., 2011). Human-induced sinkholes often result from dewatering by wells, quarries, and mines in limestone environments (Newton, 1987; Fidelibus et al., 2011). The processes forming sinkholes can be enhanced by human-induced change in the groundwater hydrologic regime by either inflows or outflows resulting from pumping activities (Benito et al., 1995; Martinez et al., 1998; Florea et al., 2009). Surface subsidence can develop within a matter of days when highly soluble rocks dissolve due to anthropogenic pressures (Martinez et al., 1998). The location of sinkhole collapse and speed of formation, rather than the diameter or depth, dictate the threat to human life and the potential for economic loss (Newton, 1987). To date, the Federal Emergency Management Agency reports that insurance claims relating to sinkholes, either natural or human-induced, in the United States totals $100 million annually. Sinkhole formation is closely related to local hydrologic conditions, and human-induced changes to the local hydrology commonly accelerate the process. It has been shown that areas in the eastern United States that have a higher sinkhole density tend to show a lower water quality due to the direct pathway of contamination from surface to the groundwater table (Lindsey et al., 2010). An understanding of groundwater and surface water interac-
A water budget can be used to explore the impact on a single parameter or the entire system to a variable such as temperature. Many researchers opt for defining a water budget based on the response of one inflow or outflow parameter (Loague and Freeze, 1985; Winter, 1985; Deevey, 1988; Hebbert and Smith, 1990). The isolation of a single parameter, such as groundwater, may make it easier to identify the response of associated streams, lakes, or wetlands (Winter, 1999). For example, Winstanley and Wendland (2007) used a water budget to investigate response to climate change over time, and they showed the influence of temperature on water availability.

Water budgets are not limited by geographical scale. Some range from a small drainage basin, as in this study (11 km²), to considerably larger areas like the 618 km² explored by Shuster et al. (2003). However, as was the focus of a paper by Hamilton-Smith (2006) and reiterated by Horvat and Rubinic (2006), the start of a quality water budget begins with the accurate delineation of the total catchment area.

Despite variations in project size, scope, and region of study, two questions persist in water budget analysis: What is the best way to measure evaporation, and what is the error in such estimates? Winter (1981) found that annual averages had smaller errors (2 to 15%) than monthly averages (2 to 30%). It appears that the preference in how evaporation is measured depends on the amount of data available or the amount of time and money a study has to commit. Using Class A pan evaporation measurements and Georgia Automated Environmental Monitoring Network (GAMEN) data as controls, Dalton et al. (2004) evaluated six different methods of calculating lake evaporation rates. The complexity and the amount of data needed, such as windspeed, humidity, and solar radiation for these methods varies greatly. Dalton et al. (2004) and Rosenberry et al. (1993) determined that the energy-budget method was 8 to 26% more reliable than empirically derived equations and ultimately provided the best match if raw data are unavailable.

**SITE DESCRIPTION**

Victory Lake (34°17'54"N, 85°12'07"W) is a recreational man-made lake that was completed in 1928 (Fig. 1). This picturesque spot on the Berry College campus provided a place for the college community to walk, picnic, and canoe. It has been important to Berry College and its alumni for decades. In 1953, Berry College sold mineral rights to a limestone quarry operator approximately 0.8 km west of Victory Lake. The quarry had successful mining operations for the next thirty-three years (Fig. 2a). By June 1986, the open-pit quarry was 110-m deep and daily pumping rates topped 52,616 m³ s⁻¹ (Richard Fountain, personal communication). At this time, the recorded depth to the water table on the Berry College campus was 44 m. Overnight, four large sinkholes more than 6 m in diameter
formed in the southern basin of Victory Lake that caused the lake to empty (Fig. 2b). Presumably, a cone of depression formed from the intense pumping at the quarry that caused the bottom of that part of the lake, which was over limestone, to collapse. The sinkholes were completely filled with earth materials after a few failed attempts at lake restoration (Fig. 2c). The lake basin was now reduced by 3 ha (8 ac), and water that originally drained through a tributary now left by way of a culvert. Some twenty-seven years later, siltation, plant encroachment, and beaver dams have turned Victory Lake into a shallow basin full of vegetation. Currently, the basin is only known to hold water for a short duration following a hard rainfall (Fig. 2d).

The purpose of this study is to determine the possibility of restoration of a lake influenced by karst topography. To do this, we conducted a fourteen-month investigation to measure the inflow and outflow components of the present-day Victory Lake’s water budget. The goals of the water budget were to identify how lake volume responds to current patterns in seasonal changes in precipitation and temperature, to determine if groundwater is substantially adding to or leaving the system, to determine if current basin morphology is influencing the amount of water that the basin holds, and, ultimately, to determine the potential of lake restoration.

STUDY AREA AND GEOLOGIC SETTING

Karstic features resulting from limestone dissolution are commonplace in the northwest Georgia physiographic region called the Ridge and Valley (Hubbard, 1988). The nearly two hundred caves mapped in the Cumberland Plateau north of Mount Berry are unlike Ridge and Valley underground caverns because they are typically connected and do not remain solitary underground voids (Jenkins, 2009; Buhlmann, 2001). Most of the voids in the Ridge and Valley region are formed by solution processes along fractures, joints, and bedding planes (Weary, 2005).

Two types of sinkholes occur most commonly in the Ridge and Valley region: cover-collapse and cover-subsidence (Hubbard, 1988). Cover-collapse sinkholes form when the surficial sediments contain a large amount of clay. The clay binds the soil so that it can bridge small cavities, but not large ones. Cover-subsidence sinkholes form when surficial sediments filter into cavities to gradually form surface depressions. (Florea et al., 2009). Although cover-subsidence sinkholes are known to be more destructive, both sinkhole varieties can pose risk to human health and economic risk to urban planners, developers, homeowners, and insurance companies (Scheidt et al., 2005). These types of natural sinkhole development are generally not predictable, although sinkholes can be expected where limestone formations are found (Newton, 1987).

The geology exposed at the surface around the perimeter of Victory Lake varies. The bedrock found under the western side of Victory Lake is predominately Mississippian-age limestone. This limestone is part of the Conasauga Formation. The Conasauga Formation consists of siltstone, claystone, shale, and limestone and was described by Anderson (1993). The formation is easily identifiable within the numerous sinkholes found in the forested area lining the western side of the lake. The contact between the shale and the limestone units of the Conasauga Formation can be seen at the quarry, however, the lower contact of the Conasauga Formation on Berry College’s main campus is not exposed. From our review of the well logs from the twenty-two monitoring wells on campus that were drilled in 1998, the boundary is not clear. The maximum depth drilled in these monitoring wells is 93 m below the surface. The eastern side of the lake has exposures of Cambrian age sandstone. This sandstone is part of the Rome Formation, which consists of sandstone, siltstone, and claystone. This formation is known for tightly folded and steeply tilted beds (Anderson, 1993).

The geologic map of the Rome, Georgia, area was completed by Tom Crawford in 1990, but not published. Some revisions and additions were made by C. Williams in 1993. Crawford and Williams identified a normal fault, referred to as the Rome Fault, that crosscuts the southern portion of Victory Lake. To the east of this fault, and to the south of the quarry, Crawford and Williams also identified several vertical joint sets exposed in outcrops.

HYDROLOGICAL SETTING

Victory Lake is located in a topographically low area compared to regions immediately adjacent to it. The rim of the quarry’s elevation is 189 masl, whereas Victory Lake’s...
Figure 2. Aerial photography of Victory Lake. The X in photos A, B, C indicates the southeastern-most tip of Victory Lake. The photograph shown in D was taken from the southeastern-most position (X) looking north. A. This aerial photograph shows early stages of quarry excavation in 1964 and a full Victory Lake. B. This aerial photograph (1987) shows an empty Victory Lake. Notice that vegetation has not yet entered the basin. C. This 2012 aerial photograph (Google Earth) illustrates current conditions at Victory Lake. D. A photograph of Victory Lake after March (2008) rains.
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elevation is approximately 181 masl. Under normal conditions, the groundwater flow pattern in the area is from west to east and follows the regional topography of the landscape.

An ephemeral stream with drainage basin approximately 5.0 km² enters Victory Lake on its northern end. Pre-1986, this creek continued from the southern end of Victory Lake to merge with Big Dry Creek. Today, a culvert funnels water from Victory Lake into Big Dry Creek.

Twenty-two monitoring wells (PZ26A and PZ16A) were installed on the main campus in June 1998 following the collapse of several campus buildings into sinkholes. The locations of two wells used for groundwater sampling in this study are shown on Figure 1. The water level data recorded from 1998–2000 provides valuable insight as to the significant depletion of the aquifer during and after the time of pumping; the quarry officially closed in 2000. The lowest depth-to-water measurement (47 m) was recorded in the well at the southern end of Victory Lake in July 1998. The water table immediately rebounded after quarry operations were halted. The current average depth to the water table is 10 m.

CLIMATE

The mean temperature for Mount Berry over a thirty-year period is 16.5 °C. August is typically the warmest month, averaging 32.2 °C; January the coldest, averaging 11.8 °C. Average annual rainfall is 1425 mm; generally, the highest monthly rainfall occurs during March and the lowest in October. The hydrologic and climatic data collected for this paper represents one hydrologic year starting October 1 and ending September 30; see Figures 3 and 4.

MATERIALS AND METHODS

ESTABLISHING LAKE WATER BUDGET

The water budget equation used in this study is \((P + I) - (ET + O) = \Delta S\), where \(P\) is precipitation, \(I\) is inflow, \(ET\) is evapotranspiration, \(O\) is outflow, and \(\Delta S\) is change in storage. All water budget measurements are converted to m³. Annual and seasonal water balances were computed based on a method from McCarthy et al. (1991) and Chescheir et al. (1995). The expression for percentage closure error is \((\Delta S_{\text{calc}} - \Delta S_{\text{meas}})/F \times 100\%\), where \(F\) is the system flux (m³) expressed as \(F = (P + I + O + ET + |\Delta S_{\text{calc}}|)/2\) and \(\Delta S_{\text{calc}}\) is the residual storage and \(\Delta S_{\text{meas}}\) is the measured storage.

Inflow and outflow stream velocity were measured weekly using a Price AA flow meter. The inflow velocity was measured at the confluence of a tributary and Victory Lake, and the outflow was measured at the culvert where the lake water has been diverted to prevent road flooding. Stage gauges were placed in these locations to measure changes in water depth over time.

Figure 3. Average monthly total (1910–2009) precipitation (mm) measured for Rome, Georgia, (black squares) compared to the total monthly precipitation (mm) measured at Victory Lake for October 2007 to September 2008 (grey diamond). Average monthly total data were retrieved from the Georgia Automated Environmental Monitoring Network website www.georgiaweather.net.
To measure precipitation onto Victory Lake, post-mounted butyrate-plastic rain gauges made to U.S. Weather Service specifications were placed in an open area at the northern and southern ends of the basin. These data were collected daily.

A Class AA evaporation pan was placed adjacent to Victory Lake in an open field free from shade and wind obstruction. The evaporation pan was visited daily from October 2007 to September 2008. The evaporation pan was stored for the winter months of December to February. Data for evapotranspiration came from the Georgia Environmental Monitoring Network website for the city of Rome.

Inorganic water chemistry data was analyzed from both the groundwater and surface water. Groundwater samples were collected at two monitoring wells in close proximity to Victory Lake (Fig. 1). Each well was purged for three hours before sample collection. Samples were immediately analyzed for general water chemistry at Berry College. Those samples collected for environmental isotopes ($^{18}$O and $^2$H) were immediately placed on dry ice and mailed overnight to the University of Waterloo in Canada for analysis. The stable isotope composition of water is reported with reference to the Standard Mean Ocean Water, in parts per thousand (Craig, 1961).

A Rhodamine WT (C.I. Acid Red 388) dye tracer test was conducted in March 2008 to establish groundwater outflow or lack thereof. Standards and a calibration curve were created using concentrated stock solution of Rhodamine WT for the Model 10 Turner Designs Fluorometer. The measured injection of Rhodamine WT was based on the total liters of water calculated to be in Victory Lake during March 2008. Six liters of dye (1.428 kg) was introduced by slug injection at the northern entrance of Big Dry Creek. Groundwater samples were retrieved at monitoring well PZ26A (Fig. 1) hourly for 24 consecutive hours, then once every 4 hours for two days, then every day for three weeks.

**RESULTS**

**GROUNDWATER**

Table 1 compares inorganic water chemistry for the groundwater and surface water samples. The groundwater has higher alkalinity (222 to 246 mg L$^{-1}$) when compared to the surface water samples (110 to 132 mg L$^{-1}$). In addition, the CO$_2$ is considerably higher in the groundwater (18–20 mg L$^{-1}$) than in the surface water samples (0 to 5 mg L$^{-1}$). There is little variation in the amount of dissolved oxygen and nitrates among the samples. The warmer surface water has a lower pH than that of the groundwater.

Groundwater and surface water samples were analyzed for $^{18}$O and $^2$H (Fig. 5). All of the surface water samples contain larger fractions of $^{18}$O and $^2$H than the groundwater samples. The groundwater samples have a lighter signature for both $^2$H (ranging from $-3.18$ to $-3.94\%$) and $^{18}$O (ranging from $-18.54$ to $-22.48\%$).

The wells monitored (PZ26A and PZ16A) during the rhodamine-WT dye-tracer test are both located at the southern end of the lake (Fig. 1). Our fluorometer analysis did not detect any amounts of Rhodamine WT dye in the...
groundwater samples collected throughout the three-week sampling duration.

**Precipitation**

The sampling months of October 2007 through September 2008 were classified as moderate drought to near-normal conditions (National Oceanic and Atmospheric Administration website, www.cpc.ncep.noaa.gov). From January 2008 to September 2008 the total rainfall recorded at Victory Lake was 915.37 mm. This was 175.54 mm lower than the yearly average for Rome, Georgia (Fig. 3). The average mean monthly temperatures recorded during the duration of the study correlates within 2 degrees to the long-term monthly average temperatures for all months, except October 2007 and December 2007, which were warmer than historic average (Fig. 4).

**Evaporation**

Because of the extensive in-filling of the remaining basin with sediment over twenty-seven years and the resulting overgrowth of plants, we deem evapotranspiration at Victory Lake to be more influential than evaporation. For this reason, the data we present is the evapotranspiration reported for the city of Rome found from the Georgia Environmental Monitoring Network.

**Inflow and Outflow**

Because Big Dry Creek is ephemeral, it only flows during periods of heavy and intense rainfall. Figure 6 compares stream inflow to direct rainfall onto the surface of the lake from October 2007 to November 2008. During periods of high rainfall, such as the months of December 2007 through March 2008, stream inflow is the dominant

---

Table 1. Surface water and groundwater chemical analyses.

| Test                      | Surface Water Samples | Groundwater Samples |
|---------------------------|-----------------------|---------------------|
|                           | 1-VL | 2-VL | 3-VL | PZ26A | PZ16A |
| Alkalinity, mg L$^{-1}$    | 132  | 112  | 110  | 246   | 222   |
| CO$_2$, mg L$^{-1}$       | 0    | 5    | 0    | 20    | 18    |
| Nitrate-Nitrogen, mg L$^{-1}$ | <4.4 | 0    | <0.2 | <2    | <1    |
| Phosphate, mg L$^{-1}$    | 0    | 0    | 0    | 2     | 1     |
| Temperature, °C           | 27   | 26.5 | 27   | 17    | 16.8  |
| pH                        | 7    | 6.9  | 6.8  | 7.7   | 7.7   |

---

Figure 5. Groundwater (samples 16A and 26A) and surface water (samples VL1 and VL2) analyses for stable isotopes $\delta^{18}$O and $\delta^{2}$H.
process adding to the water volume in the basin. Rainfall onto its surface will be the major contributor to Victory Lake during the rest of the year. Similarly to inflow, water flow, in this case to downstream Big Dry Creek, is the dominant process of water loss when there are periods of high and intense precipitation (Fig. 7).

**WATER BALANCE**

Over the one-year study, Victory Lake’s overall water budget indicates that the basin lost more water via evapotranspiration and surface water outflow (50.3%) than it gained via rainfall and stream inflow (49.7%) (Fig. 8). Which is the dominant variable, stream inflow,
rainfall, evapotranspiration, or stream outflow, varies seasonally. During the summer and fall months, the lake’s outflow was driven by evapotranspiration, 67% and 54%, respectively. During the winter, water left the basin by stream outflow (48%). Water left the basin during the spring via outflow (41%) and evapotranspiration (37%).

Gains or losses in storage were determined by comparing the monthly fluctuations to the initial volume and surface area measured for the lake at the start of the study; the overall change for the year being negative (Table 2). Monthly increases in storage ranging from 5% to 23% occurred from October 2007 to January 2008 (Table 2). From October 2007 to January 2008 the lake volume doubles. By February 2008, however, there is a 62% decrease in storage. This reduction is followed by increases in rainfall additions and surface water inflow from spring rain events. By March 2008, the lake volume increased to 10 times that of the initial lake volume determined in September 2007. The March rains provided enough precipitation to completely fill in the lake basin. After the March storms, the storage in Victory Lake began to decrease despite May precipitation doubling that recorded in April. Losses continued to be calculated generally from May to November 2008, with a slight positive rebound in September.

A comparison of monthly inflow types (Fig. 6) reveals that direct rainfall dominated the gain during most of the study; in nine of fourteen months rainfall onto the lake contributed 100% to the inflow water budget (Fig. 6). During the winter and early spring, however, the stream provided more than 80% of the monthly inflow water budget (Fig. 6). Likewise, outflow through the culvert is the dominant process more than 90% of the time (Fig. 7). Evapotranspiration is prominent at the start of spring (March) and again in June and July, with over 95% of water being lost through plant growth then (Table 2).

DISCUSSION

The results from the chemical analyses indicate that the groundwater shows much higher evidence of alkalinity (222 and 246 mg L$^{-1}$ compared to 110 to 132 mg L$^{-1}$) (Table 1). This is a typical characteristic of water pumped from a limestone aquifer (McBride et al., 2011). In addition, CO$_2$ is also considerably higher in the groundwater, 18 and 22 mg L$^{-1}$ compared to the surface water’s 0 to 5 mg L$^{-1}$. This pattern likely emerges because CO$_2$ is more soluble in cold water, and the monitoring well is a closed system. The variation in the amount of dissolved oxygen and nitrates between surface and groundwater is slight. As anticipated, the surface water is warmer and has a lower pH than that of the groundwater.

The Craig and Gordon (1965) model established that environmental isotopes $^{18}$O and $^2$H respond to changes in temperature, therefore analyzing $^{18}$O and $^2$H is particularly useful in the study of groundwater and surface water interactions. Several authors have successfully applied isotopic fractionation of $^{18}$O and $^2$H as a means to distinguish between groundwater and surface water in water budgets (Krabbenhoft et al., 1990a, 1990b, 1994; Yehdeghoa et al., 1997). More recently, McBride et al. (2011) used stable isotopes for similar purposes to establish inflow and outflow in a water budget. Thus, if the groundwater and surface water are connected, the $^{18}$O...
Table 2. Monthly water budget and storage for Victory Lake. All values in cubic meters. Lake volume is figured based on an initial estimate volume for September 2007.

| Month & Year | Flow from Big Dry Creek, m³ | Rainfall onto the Lake, m³ | Total Gain, m³ | Flow out the Culvert, m³ | Evapotranspiration (GAEMN data), m³ | Total Loss, m³ | Calculated Change in Volume, m³ | Lake Volume, m³ |
|--------------|----------------------------|---------------------------|----------------|--------------------------|-----------------------------------|----------------|--------------------------------|----------------|
| October 2007 | 0                          | 10,668.47                 | 10,668.47      | 162.59                   | 5,281.90                          | 5,444.51        | 5,222.96                        | 24,637.96      |
| November 2007| 0                          | 4,505.39                  | 4,505.39       | 609.39                   | 2,693.04                          | 3,302.34        | 1,203.05                        | 25,841.01      |
| December 2007| 19,407.05                  | 4,136.59                  | 23,543.65      | 14,912.27                | 789.60                            | 15,701.87       | 7,841.78                        | 33,682.79      |
| January 2008 | 73,084.69                  | 7,486.18                  | 80,570.87      | 77,169.21                | 1,812.72                          | 78,981.93       | 1,588.94                        | 35,271.73      |
| February 2008| 214,327.29                 | 8,448.09                  | 222,775.38     | 233,551.60               | 2,748.48                          | 236,300.08      | -13,524.70                      | 21,747.03      |
| March 2008   | 2,919,790.8                | 7,497.58                  | 2,927,288.38   | 2,831,445.22             | 5,310.48                          | 2,836,755.70    | 90,532.68                       | 112,279.71     |
| April 2008   | 0                          | 4,752.52                  | 4,752.52       | 8,886.56                 | 7,943.04                          | 16,829.60       | -12,077.07                      | 100,202.64     |
| May 2008     | 0                          | 10,984.04                 | 10,984.04      | 100,612.96               | 10,232.88                         | 110,845.84      | -99,861.81                      | 340.83         |
| June 2008    | 0                          | 1,923.82                  | 1,923.82       | 488.84                   | 12,902.40                         | 13,391.24       | -11,467.42                      | 0              |
| July 2008    | 0                          | 6,204.89                  | 6,204.89       | 0                       | 12,099.36                         | 12,099.36       | -5,894.46                       | 0              |
| August 2008  | 12,439.68                  | 11,618.97                 | 24,058.65      | 22,003.18                | 10,341.24                         | 32,344.42       | -8,285.77                       | 0              |
| September 2008| 0                          | 216.71                    | 216.71         | 0                       | 7,659.12                          | 7,659.12        | -7,442.40                       | 889.17         |
| October 2008 | 0                          | 5,877.92                  | 5,877.92       | 0                       | 4,988.76                          | 4,988.76        | 889.17                          | 135.83         |
| November 2008| 0                          | 1,475.18                  | 1,475.18       | 0                       | 2,228.52                          | 2,228.52        | -753.34                         | 0              |
| Study Period Average | 2,31,360.68 | 6,128.31 | 237,488.99 | 234,988.69 | 6,216.54 | 241,205.23 | -3,716.24 | ** |
and $^2$H signatures should be similar. Conversely, if the groundwater and surface water are not connected, the results will be distinctly different. The data shown in Figure 5 indicate that the surface water samples are heavier in $^{18}$O and $^2$H. This occurs when the surface water samples have undergone evaporation processes that selectively remove the lighter isotopes ($^{16}$O and $^1$H), leaving an excess of $^{18}$O and $^2$H. The groundwater samples show the opposite signature. The distinct difference in the environmental isotope signatures of groundwater and surface water samples indicate that during our study it is likely that the systems were not connected. In addition, from monitoring wells at the southern end of the lake, we measured changes in the water table weekly. Throughout the study the groundwater table was more than 9 m below the surface. With this evidence we chose to eliminate groundwater inflow from our water budget.

Lake-water seepage into the ground is a challenging parameter to measure. In this study we conducted a Rhodamine WT fluorescent dye-tracer test to check for seepage from surface water to groundwater through a slug injection at the northern end of Victory Lake. During our sampling interval we did not measure any Rhodamine WT in groundwater samples. Next, we considered the very distinct environmental isotope results we retrieved for the groundwater and surface water samples. Moreover, we considered that, prior to human-induced sinkhole formation at the southern end of Victory Lake, the lake basin, which is floored with clay, held water for nearly sixty years. For the purposes of this water budget we eliminated groundwater outflow as a parameter during the duration of the study. Future studies will include geophysical investigation to confirm groundwater flow paths.

The inflow variables measured in this study include inflow from Big Dry Creek draining into Victory Lake and rainfall onto it. This study determined that the stream is ephemeral and only flows after intense rainfall events (> 35 mm) or prolonged rainfall (12 hours or greater). The drainage basin of the primary stream is 5 km². The area adjacent to the stream just upstream of the lake is a cypress wetland that is usually saturated when we record considerable inflow entering Victory Lake. For the overall water budget of Victory Lake inflow makes up 48% (Fig. 3). However, when looking at monthly percentages rainfall dominated over stream inflow for most months. This discrepancy is explained by looking at the amount of water entering the system. When substantial precipitation events occur, then surface runoff will contribute to the inflow volume of the stream. The stream does not flow at other times. Therefore, the effects of major precipitation events are multiplied by the surface water runoff into by the stream. These jumps in stream inflow volume were seen in December 2007 through March 2008 (Table 2). Moreover, when precipitation events are lesser in duration and intensity, as from April 2008 to July 2008, the stream does not flow.

During the winter and early spring months the outflow leaving through the culvert was the dominant process occurring >95% of the time (Fig. 7). As would be expected, the other outflow component, evapotranspiration, became more prominent during spring and summer months (Fig. 7). Since Victory Lake emptied in 1986, the lake basin has not been full for prolonged periods of time. As a result, fast-growing plants and sedimentation have encroached on the basin to infill most portions. This is why we consider evaportranspiration in this study. More influential by volume of total loss than evaportranspiration was the amount of water lost through the culvert at the southern end of the lake basin (49% overall).

**Conclusions**

Nature or human-induced hydrologic changes can alter the fundamental character of karst sites. Worldwide, sinkholes have been an increasing problem. For example, a 60 km stretch of land along the Dead Sea coast has seen an increase in new sinkhole formation at the rate of 150 to 200 per year, causing drastic alterations to nearby lakes and groundwater flow paths (Yechieli et al., 2006). Similar challenges have been documented in eastern England and western Greece (Cooper et al., 2013; Deligianni et al., 2013). As seen most recently with the emptying of the lakes at Five Blues Lake National Park, Belize, natural or human-induced hydrologic changes can alter the fundamental character of karst sites (Day and Reynolds, 2012). Similar to Five Blue Lake National Park, Floridian lakes Jackson and Scott have also experienced draining due to sinkhole activity (Penson, 2002; McBride et al., 2011). Various water budgets calculated by USGS investigators in karstic areas, like Florida, have helped researchers to better understand water movement and seasonal variability (Dalton et al., 2004; Spechler, 2010; McBride et al., 2011; Sepúlveda et al., 2012). This case study presents a water budget that combines the approaches used by Dalton et al., Spechler, and McBride et al., but was applied to capture a signature of the Rome Formation limestone aquifer in the Ridge and Valley Province of northwest Georgia.

Victory Lake was once a popular, picturesque meeting place and a focal point for visitors and recreation. Sinkhole collapse at Victory Lake twenty-seven years ago resulted in drastic change to campus aesthetics. The restoration of the lake to its original state is of interest to the faculty, students, and staff. From the data collected and analyzed for this study we believe that restoration of Victory Lake is possible. Since the quarrying operations concluded in 2000 there has not been significant sinkhole formation occurring on campus, and the water table has rebounded. Through the development of this water budget we were able to confirm that the groundwater table has stabilized and that the current basin could hold water well enough to support a lake. There are two main reasons that the overall water budget for the lake showed a loss. Over the past
twenty-seven years the lake has not been maintained or dredged. Ephemeral inflow from Big Dry Creek has caused sedimentation to occur within the basin, causing it to shallow from 2.5-m deep to less than 1 m. The shallow basin morphology encourages surface water to run off quickly. As seen in Figures 2c and 2d, during the growing seasons of spring and summer evapotranspiration due to plant encroachment into the lake drastically reduces the amount of water left in the basin. However, the author admits that only long-term monitoring and continual data collection would confirm that the lake perennially loses more water than it gains, as this research provides limited data for only one hydrologic year.

The challenge in dealing with situations involving the rapid emptying of karst lakes, as suggested by Day and Reynolds (2012), is that sudden underground drainage is a rare phenomenon. The evidence for success of management and restoration of such landscapes to their original form is inconclusive. Although several creative engineering strategies, such as a clay or synthetic liner and a supplemental water supply, have been suggested to rebuild Victory Lake, it remains difficult to weigh the limited guarantee suggested by karst topography. Moreover, the repercussions of the lake emptying for a second time could be the destabilization of down-gradient cover-collapse or cover-subsidence sinkholes on campus. This long-term risk to the human health, building infrastructure, and economic loss should be weighed.

Day and Reynolds (2012) suggest that appropriate management strategies in karst terrains should acknowledge the temporal variability of the hydrologic regime and prepare visitors for an experience falling within a wide spectrum of hydrologic conditions. Perhaps this management strategy should be considered at Victory Lake. The current landscape at Victory Lake lends itself easily to a pleasing wetland environment that hosts varying wildlife seasonally. In addition, the mystic of visiting a “disappearing lake” may provide a unique and interesting environmental interpretation of living in a dynamic karst landscape.

ACKNOWLEDGEMENTS

The author would like to thank the sponsors of the Laura Maddox Smith Environmental Science Grant for providing project funding and NSF grant 0620101 for providing resources and support. Gratitude is extended to the Berry College students who helped in collecting data: Melissa Kemm, Roy Szymanske, Joshua Stevenson, and Lauryn Gilmer.

REFERENCES

Anderson, C., 1993. Index and short description of the geologic terms used by the GSS: Bulletin of the Georgia Speleological Survey, v. 25, p. 4–8.

Aurit, M.D., Peterson, R.O., and Blanford, J.I., 2013, A GIS analysis of the relationship between sinkholes, dry-well complaints and ground-water pumping for frost-freeze protection of winter strawberry production in Florida: PLoS ONE, v. 8, no. 1, p. 163–167. doi:10.1371/journal.pone.0053832.

Benito, G., Pérez del Campo, P., Gutiérrez-Elorza, M., and Sancho, C., 1995, Natural and human-induced sinkholes in gypsum terrain and associated environmental problems in NE Spain: Environmental Geology, v. 25, no. 3, p. 156–164. doi:10.1007/BF01765654.

Bublinman, K.A., 2001, A biological inventory of eight caves in northwestern Georgia with conservation implications: Journal of Cave and Karst Studies, v. 63, no. 3, p. 91–98.

Chescher, G.M., Amatya, D.M., and Skagg, R.W., 1995, Monitoring the water balance of a natural wetland, in Campbell, K.L., ed., Versatility of Wetlands in the Agricultural Landscape: St. Joseph, Michigan, American Society of Agricultural Engineers, p. 451–462.

Cooper, A.H., Odling, N.E., Murphy, P.J., Miller, C., Greenwood, C.J., and Brown, D.S., 2013. The role of sulfate-rich springs and groundwater in the formation of sinkholes over gypsum in eastern England, in Land, L., Doctor, D.H., and Stephenson, J.B., eds., Proceedings of the 13th Multidisciplinary Conference on Sinkhole and the Engineering and Environmental Impacts of Karst: Carlsbad, National Cave and Karst Research Institute, Symposium 2, v. 13, p. 141–150.

Craig, H., 1961. Isotopic variations in meteoric waters: Science, v. 133, p. 1702–1703. doi:10.1126/science.133.3465.1702.

Craig, H., and Gordon, L.J., 1965, Deuterium and oxygen 18 variations in the ocean and marine atmosphere, in Tingiorgi, E., ed., Stable Isotopes in Oceanographic Studies and Paleotemperatures: Pisa, Laboratorio di Geologia dell’Ambiente, p. 9–130.

Dalton, M.S., Aulenbach, B.T., and Torak, L.J., 2004, Ground-Water and Surface-Water Flow and Estimated Water Budget of Lake Seminole, Southwestern Georgia, and Northwestern Florida: U.S. Geological Survey, Scientific Investigations Report 2004-5073, 49 p.

Day, M., and Reynolds, B., 2012, Five Blues Lake National Park, Belize: A cautionary management tale: Journal of Cave and Karst Studies, v. 74, no. 2, p. 213–220. doi:10.4311/2011JKS0203.

Deevey, S.E., Jr., 1958, Estimation of downward leakage from Florida lakes: Limnology and Oceanography, v. 33, no. 6, p. 1308–1320.

Delligni, M.G., Veni, G., and Pavlopolous, K., 2013, Land use and limitations in the sinkhole and polje karst of the Ksirmero Region, Western Greece: Carbonates and Evaporites, v. 28, no. 1–2, p. 167–173. doi:10.1007/s13146-013-0133-x.

Fidelibus, M.D., Gutiérrez, F., and Spilotro, G., 2011, Human-induced hydrogeological changes and sinkholes in the coastal gypsum karst of Lesina Marina area (Foggia Province, Italy): Engineering Geology, v. 118, no. 1–2, p. 1–19. doi:10.1016/j.enggeo.2010.12.003.

Florez, L.J., Budd, D., and Brinkmann, R., 2009, Caves and karst of West-Central Florida, in Palmer, A.N., and Palmer, M.V., eds., Caves and Karst of the USA; Huntsville, National Speleological Society, p. 189–196.

Hamilton-Smith, E., 2006, Spatial planning and protection measure for karst areas: Acta Carsologica, v. 35, no. 2, p. 5–11.

Healy, R.W., Winter, T.C., LaBaugh, J.W., and Franke, O.L., 2007, Water Budgets: Foundations for Effective Water-Resources and Environmental Management: US Geological Survey, Circular 1308, 90 p.

Hebert, R.H.B., and Smith, R.E., 1990. Hillslope parameter estimation using the inverse procedure: Journal of Hydrology, v. 119, p. 307–334. doi:10.1016/0022-1694(90)90049-4.

Horvat, B., and Rubinic, J., 2006, Annual runoff estimation—an example of karstic aquifers in the transboundary region of Croatia and Slovenia: Hydrological Sciences Journal, v. 51, no. 2, p. 314–324. doi:10.1002/hyp.512.3.314.

Hubbard, D.A., Jr., 1988, Selected Karst Features of the Central Valley and Ridge Province: Virginia Division of Mineral Resources, Publication 83, 1:250,000 scale map with text.

Jenkins, M., 2009, Deep southern caves: National Geographic Magazine, June, 2009, p. 124–141.

Krabbenhoft, D.P., Anderson, M.P., and Bowser, C.J., 1990a, Estimating groundwater exchange with lakes: 2. Calibration of a three-dimension cal, colute transport model to a stable isotope plume: Water Resources Research, v. 26, p. 2455–2465. doi:10.1029/WR026i010p02455.

Krabbenhoft, D.P., Bowser, C.J., Anderson, M.P., and Valley, J.W., 1990b, Estimating groundwater exchange with lakes: 1. The stable isotope mass balance method: Water Resources Research, v. 26, p. 2445–2453. doi:10.1029/WR026i010p02445.
BOOK REVIEW

The book gives a positive impression, with its clear layout, striking color photos, well-drafted illustrations, and glossary. It includes two parts: principles of coastal karst development, and selected case studies. Topics in the first section include pseudokarst caves, erosional and depositional features, hydrology and geochemistry, coastal karst development in carbonate rocks, biology and archeology, and karst resources management. The chapter on coastal karst development is perhaps the focal point of the section, as it lays out the various models of cave origin devised by the team. This includes the well-known Carbonate Island Karst Model, which associates various karst styles with the local geologic setting. Coverage of biology is brief. It could have expanded to include the occurrence of guano, which on several islands has spawned an important industry, and microorganisms, which play important roles in redox reactions.

Part 2 describes specific examples of coastal karst that have been much cited as type examples. With its detailed cave descriptions, this section will be of interest to non-technical cavers. These chapters include the Bahama Islands, Puerto Rico and its outlying islands, Barbados, Mallorca, the Mariana Islands, sea caves along the western U.S. coast, Florida, and the Yucatan Peninsula. On large islands such as Puerto Rico, the coverage of karst is limited to coastal features, since the great amount of strictly meteoric karst lies outside the scope of the book. In areas where there is a genetic relationship between coastal karst and inland features, the coverage includes both. Especially relevant to karst researchers is the revelation that in Mallorca and the Yucatan Peninsula the typical spongework pattern of coastal caves is related to poorly cemented, young limestones and is not specific to saltwater-freshwater mixing. A chapter on coastal karst in telogenetic limestones is interesting. While other chapters make distinctions between true karst and pseudokarst, this chapter gives examples of voids formed in indurated limestone that mimic the shapes of flank-margin caves.

Limits on space and time were apparent in some chapters. Coverage of coastal caves in Australia has a narrow focus, as it covers mainly a few caves visited by the authors. An overview of the coastal karst research by authors such as the late Joe Jennings would have been a good addition. There is no mention of caves in the huge Nullarbor Plateau, many of which open to the ocean and are thought to represent relict sea-level stands. Those interested in the mixing-zone model might wish for a chapter on chemical field data that support the solutional models. It also would have been instructive to include an overview of the significance of coastal karst in interpreting past sea-level stands and their relationship to other sea-level indicators.
This book is a fine addition to the karst literature. It covers a topic that had received only sparse coverage before this group of authors began their long-term focus on coastal and island karst. Its details are largely geomorphic and descriptive, which makes it attractive to a wide readership, but it includes enough concepts and detailed site analyses to make it of technical value as well.

Reviewed by Margaret V. Palmer, 619 Winney Hill Road, Oneonta, NY 13820 (palmeran@oneonta.edu).
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