Abstract: Basal Stem Rot (BSR) is the most destructive disease instigated by a white wood rotting fungus called *Ganoderma boninense*, which cause great economic setback in oil palm productivity. It attacks the basal stem of oil palm trees, causing them to slowly rot. It also affects the xylem tissues that eventually interrupt water transportation to the upper part of the oil palm, turning the leaves at the frond become yellow. This problem should be prevented during nursery stage by separating between healthy and BSR-infected seedling. Therefore, this study focuses on the potential use of thermal imaging for detecting BSR in oil palm at seedling. Thermal images of oil palm seedling from healthy and BSR-infected were captured and processed to extract several thermal properties of the seedling, i.e., maximum, minimum, mean, and standard deviation of pixel intensity value. These values were then undergone statistical analysis to identify its significant different in differentiating healthy and BSR-infected seedling. Several classification models were tested including Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA), Support Vector Machine (SVM) and k-Nearest Neighbour (kNN). Principal Component Analysis (PCA) was used to reduce the dimensionality of the dataset. The results demonstrated that the highest accuracy achieved at 80.0 % using SVM (fine gaussian) classification model with PC1 and PC3 as the input parameter. This summarizes the potential of thermal imaging in detecting BSR-infected oil palm trees at seedling stage.
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Introduction

Malaysia is known as world’s second largest producer and exporter of palm oil production. However, according to Malaysian Palm Oil Board (MPOB), the Malaysia’s palm oil stocks fell 0.79 % in July 2019. It decreases to 2.39 million tonnes from 2.41 million tonnes. One of the problems faced by oil palm plantation is Basal Stem Rot (BSR) disease (Roslan & Idris, 2012). BSR disease, caused by *Ganoderma boninense* is the most serious disease for oil palm trees in Malaysia. The fungus attacks the oil palm trees initially causing loss of production yield and finally eradicate the trees (Flood *et al.*, 2000). It can be identified when the young leaves failed to open. This indicates the stem is damage and restrict the water uptake (Corley & Tinker, 2004). When the...
disease is at critical stage, more fronds shrivels and dangles like skirt structure around the trunk (Turner & Gillbank, 1974). Other noticeable symptoms are flattening of the crown (Rees et al., 2012).

BSR detection is very difficult due to very mild symptom at early stage of infection. Common method of identifying BSR infection is by visually inspect the foliar symptom and fungus fruiting bodies (Basidiomycota mushroom). This job requires an expert worker. Thus, non-destructive methods with precise preparation are needed for an early detection of the BSR infection. There were many methods and approaches in detecting, classifying and differentiating healthy and BSR-infected trees using remote sensing technique such as hyperspectral remote sensing (Mohamad Anuar et al., 2015), multispectral remote sensing (Khairunniza-Bejo et al., 2015; Santos et al., 2011), terrestrial laser scanning (Khairunniza-Bejo & Vong, 2014; Azuan et al., 2019), electronic nose system (Markom et al., 2009), tomographic remote sensing (Abu Seman et al., 2010; Hamidon & Mukhlisin, 2014), mid-infrared spectroscopy (Liaqhat et al., 2014) and field spectroscopy (Mohamad Anuar et al., 2012). Nonetheless, these existing techniques were not completely efficient. Various aspect in term of cost of the equipment, time to complete the process of detection and accuracy of the results still need to be improved. Therefore, some improvement of existing methods and new approach are required to further upgrade the detection method.

Thermal imaging is a technique which convert an invisible radiation pattern into visible images for feature extraction and analysis. It can be applied in all fields where temperature difference can be utilized to assist any evaluation and diagnosis. Thermal imaging has been used widely in agricultural applications especially in nursery monitoring (Kraner et al., 2010), irrigation scheduling (Panigadaa et al., 2014), soil salinity detection (Urrestarazu, 2013), yield estimation (Hu et al., 2013), maturity evaluation (Gonçalves et al., 2016) and bruise detection (Kim et al., 2014). Thermal imaging also has been used in detecting disease in plant. Oerke et al. (2006) used thermal infrared to detect Pseudoperonospora cubensis that causes downy mildew in cucumber. In this study, it has been found that the maximum temperature difference (MTD) within leaf or a canopy was suitable to differentiate between infected and healthy tissue under controlled and non-controlled environment. Jafari et al. (2017) stated that thermal imaging was able to detect powdery mildew (Podosphaera pannosa var. rosae) and grey mould (Botrytis cinerea) disease in rose plant. According to Sankaran et al. (2013), citrus greening disease can be detected using thermal imaging method by measuring the canopy temperature which indicate stress due the infection of the disease. Therefore, the main objective of this study is to detect the BSR-infected oil palm seedling at nursery stage using thermal imaging and various classification models.

Materials & Methods

Image acquisition

Image acquisition was done at nursery Sime Darby Banting, Selangor, Malaysia. A total of 100 oil palm seedlings were selected and used for this study. The age of the seedling was 16 months old with two meters height. The samples were categorized into two groups; healthy and BSR-infected seedlings, (artificially infected using rubberwood block and sitting techniques (Naidu et al., 2018)). The healthiness status of the seedling was
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manually identified based on visual symptoms and confirmed by the expert from Sime Darby. There were 50 samples per each group. A handheld thermal camera, FLIR E60 (FLIR Systems, Inc., Wilsonville, United States) with ability to measure a temperature range between 20°C to +650°C was chosen to acquire thermal image of the sample (Fig. 1). The images were captured randomly from three different angles. The illustration of the random angle captured is shown in fig. (2). In this study, the images captured were only focused on the canopy section. The distance between the seedling and camera was one meter away, as the images covered the entire canopy of the seedling (Fig. 2). The images were taken from 12pm to 2pm noon. Both setups were following work done by Abdul Razak (2015).

**Fig. (1): FLIR E60 (FLIR Systems, Inc., Oregon, United States) thermal camera.**

In this study, the parameters of the thermal camera were set into fixed value to keep the consistency during the image acquisition (Abdul Razak, 2015). The parameters involved were emissivity (0.98), reflected apparent temperature (20.0°C), atmospheric temperature (20.0°C) and relative humidity (50.0%).

**Image processing**

Thermal images were pre-processed using FLIR Quickreport 1.2 (FLIR Systems, Inc., Wilsonville, United States). The temperature scale of the image was standardized into scale from 24-34°C. The purpose was to ensure the pixel intensity is referring to the same temperature representation. After that, all the thermal images were pre-processed using MATLAB software (Version R2019b, The Mathworks Inc., Massachusetts, United States) before being analysed to extract important properties. The process was started with image cropping to remove the temperature scale on the left side of the images (Fig. 3).

**Fig. (2): Illustration of images captured from random angle**

**Fig. (3): Thermal image of oil palm seedling (canopy section)**

The image segmentation technique was then applied to separate the pixels of the palm trees (seedling) and its background by using Otsu’s thresholding method (Otsu, 1979). The segmented image was used as a mask layer to create a region of interest (ROI) of the image. The purpose of the ROI was to select the seedling canopy only. Therefore, only white
pixel in the ROI was analysed for feature extraction (Fig. 4).

Fig. (4): Binary mask layer image created after thresholding.

Image analysis

Information extracted from the ROI image denoted by \( A = \{ a_i \}_{i=1}^{N} \) are defined as follows:

- Maximum pixel intensity value, \( I_{\text{MAX}} = \max (A) \)
- Minimum pixel intensity value, \( I_{\text{MIN}} = \min (A) \)
- Mean pixel intensity value, \( I_{\text{MEAN}} = \frac{\sum_{i=1}^{N} a_i}{N} \)
- Standard deviation of pixel intensity value, \( I_{\text{SD}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (a_i - I_{\text{MEAN}})^2} \)

where \( N \) is total number of pixel and \( a_i \) is pixel value at \( i \).

Therefore, since there were three images for each sample, thus an average value was used to represent each sample to interpret the characteristics of healthy and BSR-infected oil palm seedling. Statistical analysis of t-test was done to identify the significant of each information in differentiating between healthy and infected seedling.

After identifying the significant information extracted using t-test, image classification models were used to organize them into precise categories. Several classification models were used in this study, namely, Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA), Support Vector Machine (SVM) and k-Nearest Neighbour (kNN). The classification was done using Classification Learner App from Statistics and Machine Learning Toolbox of MATLAB software (Version R2019b, The Mathworks Inc., Massachusetts, United States). For SVM and kNN, different type of kernels was evaluated to obtain the best classification model. Hence, 14 classification models were used in the classification phase as shown in table (1).

**Table (1): List of classification models**

| No. | Type of classification | Type of kernel |
|-----|------------------------|----------------|
| 1   | Linear Discriminant (LDA) | - |
| 2   | Quadratic Discriminant (QDA) | - |
| 3   | Support Vector Machine (SVM) | Linear |
| 4   | - | Quadratic |
| 5   | - | Cubic |
| 6   | - | Fine Gaussian |
| 7   | - | Medium Gaussian |
| 8   | - | Coarse Gaussian |
| 9   | - | Fine |
| 10  | k-Nearest Neighbour (kNN) | Medium |
| 11  | - | Coarse |
| 12  | - | Cosine |
| 13  | - | Cubic |
| 14  | - | Weighted |

Besides, a Principal Component Analysis (PCA) was also used to reduce the redundancy of dataset while preserving the significant features for classification. It was done using multivariate data analysis statistical software, The Unscrambler X 10.4 (CAMO Software AS, Oslo, Norway). The input was divided into two datasets; training dataset which is 70%
% of total 100 number of samples and testing dataset which consists of the remaining 30%. The information extracted from PCA was then used as the input parameters for classification model listed in table (1).

**Results & Discussion:**

**T-test analysis**

Table (2) shows results of the t-test.

**Table (2): T-test result for each information extracted.**

| Feature | P value | Significance |
|---------|---------|--------------|
| I_{MIN} | 0.0000  | YES          |
| I_{MAX} | 0.0004  | YES          |
| I_{MEAN}| 0.0443  | YES          |
| I_{SD}  | 0.1608  | NO           |

As shown in table (2), I_{MIN}, I_{MAX} and I_{MEAN} have p-value less than \( p = 0.05 \). Thus, from the t-test result, it can be summarised that all the information extracted from the thermal images can be used to differentiate between healthy and BSR-infected seedling except for the I_{SD}. Therefore, classification was done using only three significant information: I_{MIN}, I_{MAX} and I_{MEAN}. Results of classification is shown in table (3).

**Table (3): Classification accuracy using only significant information as input parameters.**

| Type of classification | Classification accuracy (%) |
|------------------------|-----------------------------|
| Linear Discriminant    | 69.0                        |
| Quadratic Discriminant  | 61.0                        |
| SVM (Linear)            | 67.0                        |
| SVM (Quadratic)         | 68.0                        |
| SVM (Cubic)             | 64.0                        |
| SVM (Fine Gaussian)     | 65.0                        |
| SVM (Medium Gaussian)   | 69.0                        |
| SVM (Coarse Gaussian)   | 68.0                        |

Based on table (3), kNN (cosine) shows the highest accuracy (70%), followed by SVM (medium gaussian) and LDA, which was 69.0%. The lowest accuracy was 50.0% from kNN (coarse). It can be summarised that this significant information was insufficient to produce high accuracy using the classification model. Thus, instead of using only significant information, the models were tested using all extracted information to improvise the classification. Results are shown in table (4).

**Table (4): Classification accuracy using all information as input parameter.**

| Type of classification | Classification accuracy (%) |
|------------------------|-----------------------------|
| Linear Discriminant    | 68.0                        |
| Quadratic Discriminant  | 53.0                        |
| SVM (Linear)            | 68.0                        |
| SVM (Quadratic)         | 71.0                        |
| SVM (Cubic)             | 64.0                        |
| SVM (Fine Gaussian)     | 73.0                        |
| SVM (Medium Gaussian)   | 72.0                        |
| SVM (Coarse Gaussian)   | 70.0                        |
| KNN (Fine)              | 71.0                        |
| KNN (Medium)            | 73.0                        |
| KNN (Coarse)            | 50.0                        |
| KNN (Cosine)            | 70.0                        |
| KNN (Cubic)             | 73.0                        |
| KNN (Weighted)          | 73.0                        |

Based on table (4), four types of classification models have the same accuracy value of 73.0%, namely SVM (fine gaussian), kNN (medium), kNN (cubic) and kNN (coarse).
Principle Component Analysis (PCA)

Results of the classification using Principle Component (PC) data is shown in table (5). All information was used as an input parameter of the PCA, resulting four PCs namely PC1, PC2, PC3 and PC4. Different combination of PCs was used as the input parameters, i.e., PC1 & PC2, PC1 & PC3, PC1 & PC4, PC2 & PC3, PC3 & PC4, and PC3 & PC4. Results tabulated in table (5) has shown that the highest accuracy was gathered from a classification model that has been developed using PC1 and PC3.

From the classification accuracy tabulated in table (5), SVM (fine gaussian) gave highest accuracy of 80.0 %, followed by SVM (coarse gaussian) which was 74.3 %, compared to other classification. However, the lowest accuracy of classification was 50.0 % also from kNN (coarse).

Table (5): Classification accuracy using PC1 and PC3 as input parameters.

| Type of classification | Classification accuracy (%) |
|------------------------|-----------------------------|
| Linear Discriminant    | 72.9                        |
| Quadratic Discriminant | 64.3                        |
| SVM (Linear)           | 70.0                        |
| SVM (Quadratic)        | 68.6                        |
| SVM (Cubic)            | 62.9                        |
| SVM (Fine)             | 80.0                        |
| SVM (Medium Gaussian)  | 72.9                        |
| SVM (Coarse Gaussian)  | 74.3                        |
| KNN (Fine)             | 58.6                        |
| KNN (Medium)           | 65.7                        |
| KNN (Coarse)           | 50.0                        |
| KNN (Cosine)           | 72.9                        |
| KNN (Cubic)            | 68.6                        |
| KNN (Weighted)         | 65.7                        |

It indicates that kNN (coarse) classifier did not give any accuracy difference when using different types of the input parameters. Therefore, it can be concluded that the classification performed well by using features extracted from PCA.

Conclusions:

This paper has successfully analysed the potential use of thermal image to detect healthy and BSR-infected oil palm seedling at nursery stage. In this study, it has been shown that more input parameters can help to increase percentage accuracy of the classification model. KNN classifier with kernel cosine, medium, cubic, and weighted performed well when using the raw information as the inputs. Conversely, the performance of these classification models seems decreasing when using the transformed data, PCs. SVM (fine gaussian) shows more consistent results. It gave the highest accuracy most of the time and identified as the best classification model among other approaches with 80 % accuracy when using PC1 and PC3 as the input parameters. For future work, this method can be expanded by considering different section of seedling (other than canopy) and extending the scope of detection to its severity level of infection.
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