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Abstract. For Laplace operator in one space dimension, we propose to formulate the heuristic finite volume method with the help of mixed Petrov-Galerkin finite elements. Weighting functions for gradient discretization are parameterized by some function $\psi: [0,1] \to \mathbb{R}$. We propose for this function $\psi$ a compatibility interpolation condition and we prove that such a condition is equivalent to the inf-sup property when studying stability of the numerical scheme. In the case of stable scheme and under two distinct hypotheses concerning the regularity of the solution, we demonstrate convergence of the finite volume method in appropriate Hilbert spaces and with optimal order of accuracy.

Résumé. Dans le cas de l’opérateur de Laplace à une dimension d’espace, nous proposons de formuler la méthode heuristique des volumes finis à l’aide d’éléments finis mixtes dans une variante Petrov-Galerkin où les fonctions de poids pour la discrétisation du gradient sont paramétrées par une fonction $\psi: [0,1] \to \mathbb{R}$. Nous proposons pour cette fonction $\psi$ une condition de compatibilité d’interpolation qui s’avère équivalente à la condition inf-sup pour l’étude de la stabilité du schéma. Dans ce dernier cas et sous deux hypothèses distinctes concernant la régularité de la solution, nous démontrons la convergence de la méthode des volumes finis dans les espaces de Hilbert appropriés et avec un ordre optimal de précision.
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1) Introduction

We study in this paper the approximation of the homogeneous Dirichlet problem for Poisson equation on the interval \( \Omega = [0, 1] \):

\[
\begin{align*}
-\Delta u & \equiv \frac{d^2u}{dx^2} = f \quad \text{in} \ \Omega \\
u & = 0 \quad \text{on the boundary} \ \partial \Omega \ \text{of} \ \Omega
\end{align*}
\]

with the finite volume method. Following, e.g. Patankar [Pa80], this numerical method is defined as follows. Consider a “triangulation” \( \mathcal{T} \) of the domain \( \Omega \) composed with \( (n+1) \) points:

\[
\mathcal{T} = \{0 = x_0 < x_1 < x_2 < \cdots < x_{n-1} < x_n = 1\}.
\]

The unknowns are the mean values \( u_{j+1/2} (j = 0, 1, \cdots, n-1) \) in each element \( K \) of the mesh \( \mathcal{T} \), with \( K \) of the form \( K_{j+1/2} = [x_j, x_{j+1}] \):

\[
u_{j+1/2} \approx \frac{1}{x_{j+1} - x_j} \int_{x_j}^{x_{j+1}} u(x) \, dx.
\]

From these \( n \) values, the method proposes an heuristic evaluation of the gradient \( p = \nabla u = \frac{du}{dx} \) at vertex \( x_j \) with the help of finite differences:

\[
p_j = \frac{1}{h_j} (u_{j+1/2} - u_{j-1/2}), \quad j = 0, 1, \cdots, n
\]

\[
u_{-1/2} = u_{n+1/2} = 0
\]

to take into account the boundary condition (1.2); the length \( h_{j+1/2} \) of interval \( [x_j, x_{j+1}] \) is defined by

\[
h_{j+1/2} = x_{j+1} - x_j
\]

and distance \( h_j \) between the centers of two cells \( K_{j-1/2} \) and \( K_{j+1/2} \) satisfy the relations

\[
\left\{
\begin{array}{l}
h_0 = \frac{1}{2} h_{1/2} \\
h_j = \frac{1}{2} (h_{j-1/2} + h_{j+1/2}), \quad j = 1, \cdots, n-1 \\
h_n = \frac{1}{2} h_{n-1/2}
\end{array}
\right.
\]

When \( p_j \) is known at vertex \( x_j \), an integration of the “conservation law”

\[
\text{div}(p) + f \equiv \frac{dp}{dx} + f = 0 \quad \text{over the interval} \ \mathcal{K}_{j+1/2} \ \text{takes the following form}
\]

\[
\frac{1}{h_{j+1/2}} (p_{j+1} - p_j) + \frac{1}{h_{j+1/2}} \int_{x_j}^{x_{j+1}} f(x) \, dx = 0, \quad j = 0, \cdots, n - 1
\]

and defines \( n \) equations that “closes” the problem. This method is very popular, gives the classical three point finite difference scheme

\[
\frac{1}{h} (-u_{j-1/2} + 2 u_{j+1/2} - u_{j+3/2}) = \frac{1}{h} \int_{x_j}^{x_{j+1}} f(x) \, dx, \quad j = 0, \cdots, n - 1
\]

for uniform meshes (\( h_{j+1/2} \equiv h \) for each \( j \)), but the numerical analysis is difficult in the general case. First tentative was due to Gallouët [Ga92] and weak star topology in
space $L^\infty(\Omega)$ has been necessary to take into account the possibility for meshes to “jump” abruptly from one value $h_{j-1/2}$ to an other $h_{j+1/2}$.

- On the other hand, the mixed finite element method proposed by Raviart and Thomas [RT77] introduces approximate discrete finite element spaces. Let $T$ be a mesh given at relation (1.3) and $P_1$ be the space of polynomials of total degree $\leq 1$. We set

\begin{align}
(1.11) & \quad U_T = \{ u : \Omega \mapsto \mathbb{R}, \forall K \in T, u|_K \in \mathbb{R} \} \\
(1.12) & \quad P_T = \{ p : \Omega \mapsto \mathbb{R}, p \text{ continuous on } \Omega, \forall K \in T, p|_K \in P_1 \}.
\end{align}

The mixed finite element method consists in solving the problem (1.13)-(1.15) with

\begin{align}
(1.13) & \quad u_T \in U_T, \ p_T \in P_T \\
(1.14) & \quad (p_T^\top, q) + (u_T, \text{div } q) = 0, \quad \forall q \in P_T \\
(1.15) & \quad (\text{div } p_T^\top, v) + (f, v) = 0, \quad \forall v \in U_T.
\end{align}

When we explicit the basis $\chi_{j+1/2}$ ($j = 0, 1, \cdots, n-1$) of linear space $U_T$ ($\chi_{j+1/2}$ is the numerical function equal to 1 in $K_{j+1/2}$ and equal to 0 elsewhere) and the basis $\varphi_j$ ($j = 0, 1, 2, \cdots, n$) of space $P_T$ (recall that $\varphi_j$ belongs to space $P_T$ and satisfies the Kroneker condition $\varphi_j(x_k) = \delta_{j,k}$ (for $j$ and $k = 0, 1, 2, \cdots, n$), we introduce vectorial unknowns $u_T$ and $p_T$ according to the relations

\begin{align}
(1.16) & \quad u_T = \sum_{j=0}^{n-1} u_{j+1/2} \chi_{j+1/2} \\
(1.17) & \quad p_T = \sum_{j=0}^{n} p_j \varphi_j
\end{align}

and writing again $u_T$ (respectively $p_T$) the vector in $\mathbb{R}^n$ (respectively in $\mathbb{R}^{n+1}$) composed by the numbers $u_{j+1/2}$ (respectively $p_j$), system (1.14)-(1.15) takes the form

\begin{align}
(1.18) & \quad \begin{cases}
M p_T^\top + B^t u_T = 0 \\
B p_T^\top - f_T = 0
\end{cases}
\end{align}

with

\begin{align}
(1.19) & \quad f_T = \sum_{j=0}^{n-1} f_{j+1/2} \chi_{j+1/2} \equiv \sum_{j=0}^{n-1} (f, \chi_{j+1/2}) \chi_{j+1/2}.
\end{align}

The notations $(\cdot, \cdot)$ and $B^t$ define respectively the scalar product in $L^2(\Omega)$ and the transpose of matrix $B$. First equation in (1.18) introduces the so-called mass matrix $M$ and gradient matrix $B^t$ according to formulæ

\begin{align}
(1.20) & \quad \begin{cases}
M_{j,k} = (\varphi_j, \varphi_k), \quad 0 \leq j \leq n, \quad 0 \leq k \leq n \\
B_{j,l}^t = (\chi_{l+1/2}, \text{div } \varphi_j), \quad 0 \leq j \leq n, \quad 0 \leq l \leq n - 1
\end{cases}
\end{align}

and second equation of (1.18) introduces the divergence matrix $B$ which is the transpose of the gradient matrix $B^t$. The advantage of mixed formulation is that the numerical analysis is well known [RT77] : the error $\| u - u_T \|_0 + \| p - p_T \|_1$ is of order 1 when the mesh size $h_T \equiv \sup_j h_{j+1/2}$ tends to zero when solution $u$ of problem (1.1)-(1.2) is
sufficiently regular. The main drawback of mixed finite elements is that system (1.18) is more difficult to solve than system (1.5)-(1.9) and for this reason, the finite volume method remains very popular.

- We focus on the details of non nulls terms of tridiagonal mass matrix; we have
  \begin{align}
  M_{j,j} &= \frac{2}{3} h_j \\
  M_{j,j+1} &= M_{j,j-1} = \frac{1}{6} h_{j+1/2}
  \end{align}
  and therefore
  \begin{equation}
  h_j = \sum_{k=0}^{n} M_{j,k}, \quad j = 0, 1, \cdots, n.
  \end{equation}

  We remark that equation (1.5) is just obtained by the “mass lumping” of the first equation of system (1.18), replacing this equation by the diagonal matrix \( h_j \delta_{j,k} \). We refer to Baranger, Maitre and Oudin \cite{BMO96} for recent developments of this idea in one and two space dimensions.

- In the following of this article, we show that mixed finite element formulation (1.13)-(1.15) can be adapted in a Petrov-Galerkin way in order to recover both simple numerical analysis in classical Hilbert spaces. Let \( d \) be some integer \( \geq 1 \) and \( \Omega \) be a bounded open set in \( \mathbb{R}^d \). We will denote by \( L^2(\Omega) \) (or \( L^2(0,1) \) in one space dimension when \( \Omega = [0,1] \)) the Hilbert space composed by squarely integrable functions and by \( \| \cdot \|_0 \) the associated norm:
  \begin{equation}
  \| v \|_0 \equiv \left( \int_\Omega |v|^2 \, dx \right)^{1/2} < \infty ;
  \end{equation}
  the scalar product is simply noted with parentheses:
  \begin{equation}
  (v, w) = \int_\Omega v(x) w(x) \, dx .
  \end{equation}
  The Sobolev space \( H^1(\Omega) \) is composed with functions in \( L^2(\Omega) \) whose weak derivatives belong also to space \( L^2(\Omega) \). The associated norm is denoted by \( \| \cdot \|_1 \) and is defined according to
  \begin{equation}
  \| v \|_1 \equiv \left( \| v \|_0^2 + \| \text{grad} \, v \|_0^2 \right)^{1/2},
  \end{equation}
  with \( \text{grad} \, v = \left( \frac{\partial v}{\partial x_1}, \cdots, \frac{\partial v}{\partial x_d} \right)^t \), and \( \| \text{grad} \, v \|_0^2 = \sum_{j=1}^{d} \| \frac{\partial v}{\partial x_j} \|_0^2 \). Subspace \( H_0^1(\Omega) \) of space \( H^1(\Omega) \) is composed by functions of \( H^1(\Omega) \) whose trace values on the boundary \( \partial \Omega \) is identically equal to zero. We will denote by \( | \cdot |_1 \) the so-called semi-norm associated with space \( H_0^1(\Omega) \) :
  \begin{equation}
  | v |_1^2 \equiv \| \text{grad} \, v \|_0^2 .
  \end{equation}
  The topological dual space of \( H_0^1(\Omega) \) is denoted by \( H^{-1}(\Omega) \); note that this space contains \( L^2(\Omega) \) but contains also distributions that can not be represented by functions.

- We will use also Sobolev space \( H^2(\Omega) \), composed with functions \( v \in H^1(\Omega) \) whose gradient also belongs to \( H^1(\Omega) \) and the associated norm and semi-norm are defined by the relations
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\[ \| v \|_2^2 \equiv \| v \|_0^2 + \| \text{grad} v \|_1^2 = \| v \|_0^2 + \| \text{grad} v \|_0^2 + \sum_{1 \leq i,j \leq n} \left\| \frac{\partial^2 v}{\partial x_i \partial x_j} \right\|_0^2, \]

\[ | v |_2 \equiv \left( \sum_{1 \leq i,j \leq n} \left\| \frac{\partial^2 v}{\partial x_i \partial x_j} \right\|_0^2 \right)^{1/2}. \]

For mathematical foundation about sobolev spaces, we refer i.e. to Adams [Ad75].

• The sobolev space \( H(\text{div}, \Omega) \) is composed by vector fields \( q = (q_1, \cdots, q_d)^t \in (L^2(\Omega))^d \) whose divergence \( \text{div} q \equiv \sum_{j=1}^d \frac{\partial q_j}{\partial x_j} \) is in space \( L^2(\Omega) \). The norm in space \( H(\text{div}, \Omega) \) is denoted by \( \| \cdot \|_{\text{div}} \) and satisfies the natural relation :

\[ (1.27) \quad \| q \|_{\text{div}} \equiv \left( \sum_{j=1}^d \| q_j \|_0^2 + \| \text{div} q \|_0^2 \right)^{1/2}. \]

We will often use the product space \( V \equiv L^2(\Omega) \times H(\text{div}, \Omega) \) composed by pairs \( \eta \) of the form

\[ (1.28) \quad \eta = (v, q) \in L^2(\Omega) \times H(\text{div}, \Omega) \]

and its natural associated norm satisfies

\[ (1.29) \quad \| \eta \|_V \equiv (\| v \|_0^2 + \| q \|_{\text{div}}^2)^{1/2} = (\| v \|_0^2 + \| q \|_0^2 + \| \text{div} q \|_0^2)^{1/2}. \]

without more explicitation. In one space dimension, the spaces \( H(\text{div}, [0, 1]) \) and \( H^1(0, 1) \) are identical and we have in this case

\[ (1.30) \quad \| q \|_1 \equiv (\| q \|_0^2 + \| \text{div} q \|_0^2)^{1/2}. \]

2) Continuous Petrov-Galerkin formulation

• We recall in this section the Petrov-Galerkin formulation of problem (1.1)-(1.2) in the continuous case. Let \( d \) be some integer \( \geq 1 \) and \( \Omega \subset \mathbb{R}^d \) be a bounded domain with boundary \( \partial \Omega \), \( u \) be the solution for the dirichlet problem for poisson equation (2.1)

\[ (2.1) \quad \begin{cases} - \sum_{j=1}^d \frac{\partial^2 u}{\partial x_j^2} \equiv -\Delta u = f & \text{in } \Omega, \\ u = 0 & \text{on } \partial \Omega. \end{cases} \]

First equation of (2.1) can be splitted into two equations of degree 1 :

\[ (2.2) \quad \begin{cases} p = \text{grad} u & \text{in } \Omega \\ \text{div} p + f = 0 & \text{in } \Omega. \end{cases} \]

We multiply the first equation of (2.2) by a test function \( q \in H(\text{div}, \Omega) \) and second equation of (2.2) by a test function \( v \in L^2(\Omega) \). We integrate by parts the right hand side of the first equation and use the boundary condition in (2.1) to drop out the boundary term. We sum the two results and obtain

\[ (2.3) \quad (u, p) \equiv \xi, \quad \xi \in V \equiv L^2(\Omega) \times H(\text{div}, \Omega) \]

\[ (2.4) \quad \gamma(\xi, \eta) = \langle \sigma, \eta \rangle, \quad \forall \eta \equiv (v, q) \in V \]
with

\begin{align}
(2.5) \quad \gamma((u,p),(v,q)) &= (p,q) + (u, \text{div } q) + (\text{div } p, v) \\
(2.6) \quad \langle \sigma, (v,q) \rangle &= -(f,v).
\end{align}

We have the following theorem, due to Babuška [Ba71].

**Theorem 1.** Continuous mixed formulation.

Let \((V,(\cdot,\cdot))\) be a real Hilbert space, \(V'\) its topological dual space, \(\gamma : V \times V \to \mathbb{R}\) be a continuous bilinear form such that there exists some \(\beta > 0\) satisfying the so-called inf-sup condition:

\begin{equation}
\inf_{\|\xi\| = 1} \sup_{\|\eta\| \leq 1} \gamma(\xi,\eta) \geq \beta \tag{2.7}
\end{equation}

and a non uniform condition at infinity:

\begin{equation}
\forall \eta \in V, \ (\eta \neq 0 \Rightarrow \sup_{\xi \in V} \gamma(\xi,\eta) = +\infty). \tag{2.8}
\end{equation}

Then, for each \(\sigma \in V'\), the problem of finding \(\xi \in V\) satisfying the relations (2.4) has a unique solution which continuously depends on \(\sigma\):

\begin{equation}
\| \xi \|_V \leq \frac{1}{\beta} \| \sigma \|_{V'}. \tag{2.9}
\end{equation}

The proof of this version of Babuška result can be found e.g. in our report [Du97].

- We show now that choices (2.3) and (2.5) for the Poisson equation leads to a well-posed problem in the sense of Theorem 1, i.e. that inf-sup condition (2.7) and “infinity condition” (2.8) are both satisfied.

**Proposition 1.** Continuous inf-sup and infinity conditions.

Let \(V\) be equal to \(L^2(\Omega) \times H(\text{div},\Omega)\) and \(\gamma(\cdot,\cdot)\) be the bilinear form defined at relation (2.5). Then \(\gamma(\cdot,\cdot)\) satisfies both inf-sup condition (2.7) and infinity condition (2.8).

**Proof of proposition 1.**

- We first prove inf-sup condition (2.7). Consider \(\xi = (u,p) \in V\) with a unity norm:

\begin{equation}
\| \xi \|^2_V \equiv \| u \|^2_0 + \| p \|^2_0 + \| \text{div } p \|^2_0 = 1. \tag{2.10}
\end{equation}

Let \(\varphi \in H^1_0(\Omega)\) be the variational solution of the problem

\begin{equation}
\begin{cases}
\Delta \varphi = u & \text{in } \Omega, \\
\varphi = 0 & \text{on } \partial \Omega.
\end{cases} \tag{2.11}
\end{equation}

This function \(\varphi\) continuously depends on function \(u\), i.e. there exists some constant \(C > 0\) independent of \(u\) such that

\begin{equation}
\| \varphi \|_1 \leq C \| u \|_0. \tag{2.12}
\end{equation}

Consider some \(\beta > 0\) satisfying the inequality

\begin{equation}
\sqrt{1 - \beta} - (1 + C^2)(\beta + \sqrt{\beta})^2 \geq \beta. \tag{2.13}
\end{equation}
We verify in the following that we can construct \( \eta = (v, q) \in V \) with a norm inferior or equal to 1 such that inequality (2.7) holds. We distinguish between three cases, depending on which term among the three in (2.10) is sufficiently large.

- If we have
  \[
  \| p \|_0^2 \geq \beta ,
  \]
  we set \( \eta = (v, q) \) defined by \( v = -u \) and \( q = p \). We have clearly, according to (2.5), \( \gamma(\xi, \eta) = \| p \|_0^2 \) and inequality (2.7) is a direct consequence of (2.14) in this case.

- If inequality (2.14) is in defect and if moreover we have
  \[
  \| u \|_0 \geq \sqrt{1 + C^2 (\beta + \sqrt{\beta})} ,
  \]
  we set \( v = 0 \) and \( q = 1 \sqrt{\frac{1}{\sqrt{1 + C^2}} \| u \|_0} \) grad \( \varphi \) with \( \varphi \) introduced in (2.11). Then it follows from relation (2.12) that the norm \( \| \eta \|_V \) of \( \eta = (v, q) \) is not greater than 1 because \( \| q \|_0 \leq C \sqrt{1 + C^2} \). We have moreover
  \[
  \gamma(\xi, \eta) \geq \langle p, q \rangle + \langle u, \text{div} q \rangle + \langle \text{div} p, v \rangle \\
  \geq \langle u, \text{div} q \rangle - \| p \|_0 \| q \|_0 \\
  \geq \frac{\| u \|_0}{\sqrt{1 + C^2}} - \sqrt{\beta}
  \]
  and due to (2.15) this last quantity is greater than \( \beta \); inequality (2.7) is established in this second case.

- If inequalities (2.14) and (2.15) are both in defect, we set \( v = \text{div} p \), \( \| \text{div} p \|_0^2 \geq 1 - \| u \|_0^2 - \| p \|_0^2 \geq 1 - (1 + C^2) (\beta + \sqrt{\beta})^2 - \beta \geq \beta^2 \) due to relation (2.13). Then the inf-sup inequality (2.7) is established.

- We prove now the infinity condition (2.8). Let \( \eta = (v, q) \) be a non-zero pair of functions in the product space \( L^2(\Omega) \times H(\text{div}, \Omega) \). We again distinguish between three cases.
  (i) If \( \text{div} q \neq 0 \), we set \( u = \lambda \text{div} q \), \( p = 0 \) and \( \xi = (u, p) \). Then \( \gamma(\xi, \eta) = = \lambda \| \text{div} p \|_0^2 \) tends to \( +\infty \) as \( \lambda \) tends to \( +\infty \).
  (ii) If \( \text{div} q = 0 \) and \( u \neq 0 \), let \( \varphi \in H^1_0(\Omega) \) be the variational solution of the problem
  \[
  \begin{cases}
  \Delta \varphi = v & \text{in } \Omega \\
  \varphi = 0 & \text{on } \partial \Omega
  \end{cases}
  \]
  and \( \tilde{p} = \text{grad} \varphi \). Then \( (\tilde{p}, q) = (\text{grad} \varphi, q) = - (\varphi, \text{div} q) = 0 \). We set \( u = 0 \), \( p = \lambda \tilde{p} \) and \( \xi = (u, p) \). We have \( \gamma(\xi, \eta) = \lambda (\text{div} \tilde{p}, v) = \lambda \| v \|_0^2 \) which tends to \( +\infty \) as \( \lambda \) tends to \( +\infty \).
(iii) If \( \text{div} \, q = 0 \) and \( v = 0 \), vector \( q \) is non null by hypothesis. Then \( u = 0 \), \( p = \lambda q \) and \( \xi = (u, p) \) show that \( \gamma(\xi, \eta) = (p, q) = \lambda \| q \|_0^2 \) which tends to \(+\infty\) as \( \lambda \) tends to \(+\infty\). Inequality (2.8) is established and the proof of Proposition 1 is completed. \( \square \)

3) Discrete mixed Petrov-Galerkin formulation for finite volumes

- We consider again the unidimensional problem (1.1)-(1.2) on domain \( \Omega = ]0, 1[ \), the mesh \( T \) introduced in (1.3), a discrete approximation space \( U_T \) of Hilbert space \( L^2(\Omega) \) defined in (1.11) and a discrete finite dimensional approximation space \( P_T \) of Sobolev space \( H(\text{div}, \Omega) \) defined at relation (1.12). We modify in the following the mixed finite element formulation (1.13)-(1.15) of problem (1.1)-(1.2) and consider the discrete mixed Petrov-Galerkin formulation :

\[
\begin{align*}
(3.1) & \quad u_T \in U_T, \ p_T \in P_T \\
(3.2) & \quad (p_T, q) + (u_T, \text{div} \, q) = 0, \quad \forall q \in Q_T^\psi \\
(3.3) & \quad (\text{div} \, p_T, v) + (f, v) = 0, \quad \forall v \in U_T.
\end{align*}
\]

We remark that the only difference with (1.13)-(1.15) consists in the choice of test function \( q \) in relation (3.2) : in the classical mixed formulation, \( q \) belongs to space \( P_T \) (see relation (1.14)) whereas in the present one, we suppose in equation (3.2) that \( q \) belongs to space \( Q_T^\psi \).

The trial functions (space \( P_T \)) and the weighting functions (space \( Q_T^\psi \)) for the discretization of the equation \( p = \text{grad} \, u \) are now not identical. Therefore we have replaced a classical mixed formulation by a Petrov-Galerkin one, in a way suggested several years ago by Hughes [Hu78] and Johnson-Nävert [JN81] for advection-diffusion problems, more recently in a similar context by Thomas and Trujillo [TT99].

We define the space \( Q_T^\psi \) in the way described below.

**Definition 1. Space of weighting functions.**

Let \( \psi : ]0, 1[ \rightarrow \mathbb{R} \) be a continuous function satisfying the localization condition

\[
(3.4) \quad \psi(0) = 0, \quad \psi(1) = 1,
\]

let \( T \) be a mesh given in relation (1.3) and defined by vertices \( x_j \) and finite elements \( K \) of the form \( K_{j+1/2} = ]x_j, x_{j+1}[ \). We define a basis function \( \psi_j \) of space \( Q_T^\psi \) by affine transformation of function \( \psi \) :

\[
(3.5) \quad \psi_j(x) = \begin{cases} 
\psi \left( \frac{x - x_{j-1}}{h_{j-1/2}} \right) & \text{if } x_{j-1} \leq x \leq x_j \\
\psi \left( \frac{x_{j+1} - x}{h_{j+1/2}} \right) & \text{if } x_j \leq x \leq x_{j+1} \\
0 & \text{elsewhere.}
\end{cases}
\]

The space \( Q_T^\psi \) is defined as the set of linear combinaisons of functions \( \psi_j \) :

\[
(3.6) \quad q \in Q_T^\psi \iff \exists q_0, \cdots, q_n \in \mathbb{R} \text{ such that } q = \sum_{j=0}^n q_j \psi_j.
\]
Finite volumes and mixed Petrov-Galerkin finite elements

• The interest of such weighting functions is to be able to diagonalize the mass matrix $(\varphi_i, \psi_j) \ (0 \leq i, j \leq n)$ composed with the basis $(\varphi_i)_{0 \leq i \leq n}$ of space $P_T$ and the basis $(\psi_j)_{0 \leq j \leq n}$ of linear space $Q_T$. We have the following result:

Proposition 2. Orthogonality.
Let $\psi$ be defined as in definition 1 and satisfying moreover the orthogonality condition

$$(3.7) \quad \int_0^1 (1 - x) \psi(x) \, dx = 0.$$ 

Then the mass matrix $(\varphi_i, \psi_j) \ (0 \leq i, j \leq n)$ associated with equation (3.2) is diagonal:

$$(3.8) \quad \exists H_j \in \mathbb{R}, \quad (\varphi_i, \psi_j) = H_j \delta_{i,j}, \quad 0 \leq i, j \leq n.$$ 

Proof of proposition 2.
• The proof of relation (3.8) is elementary. If $i$ and $j$ are two different integers, the support of function $\varphi_i \psi_j$ is reduced to a null Lebesgue measure set except if $i = j - 1$ or $i = j + 1$. In the first case, we have

$$\int_0^1 \varphi_{j-1}(x) \psi_j(x) \, dx = \int_{x_{j-1}}^{x_j} \varphi_{j-1}(x) \psi_j(x) \, dx$$

$$= h_{j-1/2} \int_0^1 (1 - y) \psi(y) \, dy, \quad j = 1, \cdots, n$$

with the change of variable $x = x_{j-1} + h_{j-1/2} y$ compatible with relations (3.5). The last expression in the previous computation is null due to (3.7).

• In a similar way, in the second case, we have:

$$\int_0^1 \varphi_{j+1}(x) \psi_j(x) \, dx = \int_{x_j}^{x_{j+1}} \varphi_{j+1}(x) \psi_j(x) \, dx$$

$$= h_{j+1/2} \int_0^1 (1 - y) \psi(y) \, dy, \quad j = 1, \cdots, n$$

with a new variable $y$ defined by the relation $x = x_{j+1} - h_{j+1/2} y$ and thanks to relation (3.5). The resulting integral remains equal to zero due to the orthogonality condition (3.7).

• When $j = i$, previous calculations show that

$$\int_0^1 \varphi_j(x) \psi_j(x) \, dx = \int_{x_{j-1}}^{x_j} \varphi_j(x) \psi_j(x) \, dx + \int_{x_j}^{x_{j+1}} \varphi_j(x) \psi_j(x) \, dx$$

$$= (h_{j-1/2} + h_{j+1/2}) \int_0^1 y \psi(y) \, dy, \quad j = 1, \cdots, n - 1.$$ 

If $h_j$ is the expression defined in (1.8), the value of $H_j$ is simply expressed by:

$$(3.9) \quad H_j = 2 h_j \int_0^1 x \psi(x) \, dx, \quad j = 0, \cdots, n$$

and Proposition 2 is then proven. □
We can now specify a choice of shape function $\psi$ in order to recover finite volumes with mixed Petrov-Galerkin formulation: since relation (3.2) used with test function $q = \psi_j$ shows (with notations given at relations (1.16) and (1.17)):

$$H_j p_j = u_{j+1/2} - u_{j-1/2}, \quad j = 0, \ldots, n,$$

the finite volumes are reconstructed if relation (3.10) is identical to the heuristic definition (1.5), i.e. due to (3.9), if we have the following compatibility condition between finite volumes and mixed Petrov-Galerkin formulation:

$$\int_0^1 x \psi(x) \, dx = \frac{1}{2}.$$ 

The next proposition show that cubic spline function can be choosen as localization $\psi$ function.

**Proposition 3. Spline example.**

Let $\psi : [0, 1] \to \mathbb{R}$ be a continuous function satisfying the localization condition (3.4), orthogonality condition (3.7) and the compatibility condition with finite volumes (3.11). Then function $\psi$ is uniquely defined if we suppose moreover that $\psi$ is polynomial of degree $\leq 3$. We have

$$\psi(x) = \frac{1}{2} + 3 (2x - 1) - \frac{5}{2} (2x - 1)^3 = -9x + 30x^2 - 20x^3.$$ 

**Proof of proposition 3.**

- It is an elementary calculus. First, due to (3.4), it is natural to search $\psi$ of the form $\psi(x) = x (1 + \alpha (1 - x) + \beta (1 - x)^2)$. Secondly it comes simply from (3.7) and (3.11) that

$$\int_0^1 \psi(x) \, dx = \int_0^1 x \psi(x) \, dx = \frac{1}{2}.$$ 

Then due to the explicit value of some polynomial integrals

$$\int_0^1 x(1 - x) \, dx = \frac{1}{6}, \quad \int_0^1 x^2(1 - x) \, dx = \frac{1}{12}, \quad \int_0^1 x^2(1 - x)^2 \, dx = \frac{1}{30},$$

we can express $\int_0^1 \psi(x) \, dx$ and $\int_0^1 x \psi(x) \, dx$ in terms of unknowns $\alpha$ and $\beta$:

$$\int_0^1 \psi(x) \, dx = \frac{1}{2} + \frac{\alpha}{6} + \frac{\beta}{12}, \quad \int_0^1 x \psi(x) \, dx = \frac{1}{3} + \frac{\alpha}{12} + \frac{\beta}{30}.$$ 

We deduce that $\alpha = 10, \beta = -20$ and relation (3.12) holds. \qed

**4) Discrete inf-sup condition**

- For unidimensional Poisson equation with homogeneous boundary condition, the finite volume method is now formulated as a discrete approximation (3.1)-(3.3) associated with the bilinear form $\gamma(\cdot, \cdot)$ defined in relation (2.5) and the following finite dimensional subspaces $V_1$ and $V_2$ of continuous space $V = L^2(\Omega) \times H(\text{div}, \Omega)$:

$$V_1 = U_T \times P_T,$$

$$V_2 = U_T \times Q_T^\psi.$$
With these notations, problem (3.1) (3.2) (3.3) can be formulated as follows:

\[(4.3)\] 
\[\xi_1 = (u_T, p_T) \in V_1\]

\[(4.4)\] 
\[\gamma(\xi_1, \eta) = \langle \sigma, \eta \rangle, \quad \forall \eta \in V_2\]

with linear form \(\sigma\) defined in (2.6). We have the following approximation theorem [Ba71].

**Theorem 2. General approximation result.**

Let \(V\) be a real Hilbert space and \(\gamma\) be a continuous bilinear form like in Theorem 1 with a continuity modulus denoted by \(M\):

\[(4.5)\] 
\[|\gamma(\xi, \eta)| \leq M \parallel \xi \parallel_V \parallel \eta \parallel_V, \quad \forall \xi, \eta \in V.\]

Let \(V_1\) and \(V_2\) be two closed subspaces of space \(V\) such that we have the following two properties: on one hand, there exits some constant \(\delta\) associated with the uniform discrete inf-sup condition

\[(4.6)\] 
\[\inf_{\xi \in V_1, \|\xi\|_V = 1} \sup_{\eta \in V_2, \|\eta\|_V \leq 1} \gamma(\xi, \eta) \geq \delta\]

and on the other hand, the discrete infinity condition

\[(4.7)\] 
\[\forall \eta \in V_2 \setminus \{0\}, \quad \sup_{\xi \in V_1} \gamma(\xi, \eta) = +\infty\]

is satisfied. Then problem (4.3)(4.4) has a unique solution \(\xi_1 \in V_1\). If \(\xi\) is the solution of the continuous problem (2.3)(2.4) (obtained simply with \(V_1 = V_2 = V\)), we have the following control of the approximation error by the interpolation error:

\[(4.8)\] 
\[\|\xi - \xi_1\|_V \leq \left(1 + \frac{M}{\delta}\right) \|\xi - \zeta\|_V, \quad \forall \zeta \in V_1.\]

**Theorem 2** plays an analogous role than the so-called Cea lemma [Ce64] in classical analysis of the error for conforming finite elements (Ciarlet-Raviart [CR72]). It states that when constant \(\delta\) in estimate (4.6) is independent of the choice of spaces \(V_1\) and \(V_2\) (uniform inf-sup discrete condition) the error \(\|\xi - \xi_1\|_V\) is dominated by the interpolation error \(\inf_{\xi \in V_1} \|\xi - \zeta\|_V\), that establishes convergence with an optimal order when \(V_1\) is growing more and more towards space \(V\). The two next propositions compare discrete \(L^2\) norms when interpolation function \(\psi\), satisfying the two conditions (3.4) and (3.7), is moreover submitted to the following **compatibility interpolation condition**

\[(4.9)\] 
\[\psi(\theta) + \psi(1 - \theta) \equiv 1, \quad \forall \theta \in [0, 1]\]

does not satisfy it. Note that for the spline example (3.12), compatibility interpolation condition was satisfied. We suppose also that the mesh \(\mathcal{T}\) can be chosen in the class \(U_{\alpha, \beta}\) of uniformly regular meshes.

**Definition 2. Uniformly regular meshes.**

Let \(\alpha, \beta\) be two real numbers such that

\[(4.10)\] 
\[0 < \alpha < 1 < \beta.\]

The class \(U_{\alpha, \beta}\) of uniformly regular meshes is composed by all the meshes \(\mathcal{T}\) associated with \(n_\mathcal{T}\) (\(n_\mathcal{T} \in \mathbb{N}\) vertices \(x_\mathcal{T}\) satisfying

---
(4.11) \[ 0 = x_0^T < x_1^T < \cdots < x_{n_T}^T = 1 \]
and such that the corresponding measures \( h_{j+1/2}^T \) of elements \( K_{j+1/2}^T \)
\[ h_{j+1/2}^T = x_{j+1}^T - x_j^T, \quad j = 0, 1 \cdots, n_T - 1 \]
satisfy the condition
\[ \frac{\alpha}{n_T} \leq h_{j+1/2}^T \leq \frac{\beta}{n_T}, \quad \forall j = 0, 1 \cdots, n_T - 1, \quad \forall T \in U_{\alpha, \beta}. \]

- We remark that the ratio \( h_{j+1/2}^T / h_{j-1/2}^T \) of successive cells has not to be close to 1 but remains bounded from below by \( \alpha / \beta \) and from above by \( \beta / \alpha \). We will denote by \( h_T \) the maximal stepsize of mesh \( T \):
\[ h_T = \max_{j=0,1,\cdots,n_T-1} h_{j+1/2}^T. \]

**Proposition 4.** Stability when changing the interpolant function.
Let \( \psi \) be a continuous function \( [0,1] \rightarrow \mathbb{R} \) satisfying the conditions (3.4), (3.7) and
the compatibility interpolation condition (4.9). Let \( T \) be some mesh of the interval \([0,1]\]
composed with \( n_T = n \) elements, \( P_T \) be the space of continuous \( P_1 \) functions associated
with mesh \( T \) and defined in (1.12) and \( Q_T^\psi \) be the analogous space, but associated with
the use of \( \psi \) for interpolation and defined in (3.5)(3.6). Consider \( (q_0, q_1, \cdots, q_n) \in \mathbb{R}^{n+1} \),
\[ q = \sum_{j=0}^n q_j \psi_j \in Q_T^\psi \quad \text{and} \quad \tilde{q} = \sum_{j=0}^n q_j \varphi_j \in P_T. \]
We have the estimations
\[ \frac{3}{2} \delta \| \tilde{q} \|_0^2 \leq \| q \|_0^2 \leq 12 \tilde{\delta} \| \tilde{q} \|_0^2 \]
with strictly positive constants \( \delta \) and \( \tilde{\delta} \) defined by
\[ \delta = \int_0^1 (\psi(\theta))^2 \, d\theta - \left| \int_0^1 \psi(\theta) \psi(1-\theta) \, d\theta \right| \]
\[ \tilde{\delta} = \int_0^1 (\psi(\theta))^2 \, d\theta. \]

**Proof of proposition 4.**
- It is not immediate that \( \delta \) is strictly positive. From Cauchy-Schwarz inequality we have
\[ \left| \int_0^1 \psi(\theta) \psi(1-\theta) \, d\theta \right| \leq \int_0^1 (\psi(\theta))^2 \, d\theta \]
which proves that \( \delta \geq 0 \). If there is exact equality in inequality (4.17), the case of equality
in Cauchy-Schwarz inequality show that the two functions in the scalar product at the
left hand side of (4.17) are proportional:
\[ \exists \lambda, \mu \in \mathbb{R}, (\lambda, \mu) \neq (0,0), \quad \forall \theta \in [0,1], \quad \lambda \psi(1-\theta) + \mu \psi(\theta) = 0. \]
Taking \( \theta = 0 \) in previous inequality, localization condition (3.4) shows that \( \lambda = 0 \). In a
similar manner, the choice of the particular value \( \theta = 1 \) implies \( \mu = 0 \), which is finally
not possible because \((\lambda, \mu) \neq (0, 0)\). Therefore the equality case in (4.17) is excluded and \(\delta > 0\).

- We evaluate now the \(L^2\) norm of \(q = \sum_{j=0}^{n} q_j \varphi_j\). We get

\[
\| q \|_0^2 = \sum_{j=0}^{n-1} \int_{x_j}^{x_{j+1}} \left( q_j \psi \left( \frac{x_{j+1} - x}{h_{j+1/2}} \right) + q_{j+1} \psi \left( \frac{x - x_j}{h_{j+1/2}} \right) \right)^2 \, dx
\]

\[
= \sum_{j=0}^{n-1} h_{j+1/2} \int_0^1 \left[ q_j \psi(1 - \theta) + q_{j+1} \psi(\theta) \right]^2 \, d\theta , \quad x = x_j + \theta h_{j+1/2}
\]

\[
= \sum_{j=0}^{n-1} h_{j+1/2} \left( q_j^2 + q_{j+1}^2 \right) \left( \int_0^1 (\psi(\theta))^2 \, d\theta + 2 q_j q_{j+1} \int_0^1 \psi(\theta)\psi(1-\theta) \, d\theta \right)
\]

\[
\geq \sum_{j=0}^{n-1} h_{j+1/2} \left( q_j^2 + q_{j+1}^2 \right) \left[ \int_0^1 (\psi(\theta))^2 \, d\theta - \int_0^1 \psi(\theta)\psi(1-\theta) \, d\theta \right]
\]

\[
+ \sum_{j=0}^{n-1} h_{j+1/2} \left( |q_j| - |q_{j+1}| \right)^2 \int_0^1 \psi(\theta)\psi(1-\theta) \, d\theta
\]

(4.18) \( \| q \|_0^2 \geq \delta \sum_{j=0}^{n-1} h_{j+1/2} (q_j^2 + q_{j+1}^2) \).

We have an analogous inequality concerning \(\tilde{q} = \sum_{j=0}^{n} q_j \varphi_j\), by replacing the number \(\delta\) by its precise value when \(\psi(\bullet)\) is replaced by an affine interpolation between data, ie function \(\mathbb{R} \ni \theta \mapsto \theta \in \mathbb{R}\). We deduce from (4.18) in this particular case:

(4.19) \( \| \tilde{q} \|_0^2 \geq \frac{1}{6} \sum_{j=0}^{n-1} h_{j+1/2} (q_j^2 + q_{j+1}^2) \).

In an analogous way, we have

\[
\| q \|_0^2 \leq \sum_{j=0}^{n-1} h_{j+1/2} (|q_j| + |q_{j+1}|) \int_0^1 (\psi(\theta))^2 \, d\theta
\]

i.e.

(4.20) \( \| q \|_0^2 \leq 2 \tilde{\delta} \sum_{j=0}^{n-1} h_{j+1/2} (|q_j|^2 + |q_{j+1}|^2) \).

We have the same inequality when the interpolant function \(q\) is replaced by \(\tilde{q}\), and \(\delta\) replaced by its value when \(\psi(\bullet)\) is replaced by affine interpolation \(\theta \mapsto \theta\):

(4.21) \( \| \tilde{q} \|_0^2 \leq \frac{2}{3} \sum_{j=0}^{n-1} h_{j+1/2} (|q_j|^2 + |q_{j+1}|^2) \).

- From (4.20) and (4.19) we deduce

\[
\| q \|_0^2 \leq 2 \tilde{\delta} \sum_{j=0}^{n-1} h_{j+1/2} (|q_j|^2 + |q_{j+1}|^2) \leq 12 \tilde{\delta} \| \tilde{q} \|_0^2
\]

that establishes the second inequality of (4.14). Using estimates (4.18) and (4.21) we have
\[ \| q \|_0^2 \geq \delta \sum_{j=0}^{n-1} h_{j+1/2} (|q_j|^2 + |q_{j+1}|^2) \geq \frac{3}{2} \delta \| \tilde{q} \|_0^2 \]

and the proof of inequality (4.14) is completed. \( \square \)

- We show now that if condition (4.7) of compatibility interpolation condition is not satisfied, the uniform inf-sup condition (4.6) cannot be satisfied for any family of uniformly regular meshes. In other words, trial functions in space \( Q_T^\psi \) oscillate too much and stability is in defect.

**Theorem 3. Lack of inf-sup condition.**

Let \( \psi : [0, 1] \to \mathbb{R} \) be a continuous function satisfying conditions (3.4), (3.7) and the negation of compatibility interpolation condition, i.e.

\[ \exists \theta \in [0, 1], \ \psi(\theta) + \psi(1-\theta) \neq 1. \]  

Then for any family \( \mathcal{U}_{\alpha,\beta} \) of uniformly regular meshes (0 < \( \alpha < 1 < \beta \)), the inf-sup condition (4.6) is not satisfied for spaces \( V_1 = U_T \times P_T \) and \( V_2 = U_T \times Q_T^\psi \) and meshes \( T \) of \( \mathcal{U}_{\alpha,\beta} \):

\[ \begin{cases} 
\forall (\alpha, \beta), \ 0 < \alpha < 1 < \beta, \ \forall D > 0, \\
\exists T \in \mathcal{U}_{\alpha,\beta}, \ \exists \xi \in U_T \times P_T \text{ such that } \| \xi \| = 1 \text{ and } \\
\forall \eta \in U_T \times Q_T^\psi, \ \| \eta \| \leq 1 \Rightarrow \gamma(\xi, \eta) \leq D.
\end{cases} \]  

**Proof of theorem 3.**

- The first point what we have to show is that if relation (4.22) is satisfied, then we have

\[ \left| \int_0^1 \frac{d\psi}{d\theta}(\theta) \frac{d\psi}{d\theta}(1-\theta) \, d\theta \right| < \int_0^1 \left( \frac{d\psi}{d\theta} \right)^2 \, d\theta. \]

The large inequality between the two sides of (4.24) just express Cauchy-Schwarz inequality. If the equality is realized, functions \( \frac{d\psi}{d\theta}(\bullet) \) and \( \frac{d\psi}{d\theta}(1-\bullet) \) are linearly dependent:

\[ \exists (\lambda, \mu) \in \mathbb{R}, \ (\lambda, \mu) \neq (0, 0), \ \forall \theta \in [0, 1], \ \lambda \frac{d\psi}{d\theta}(\theta) - \mu \frac{d\psi}{d\theta}(1-\theta) = 0. \]

Then function \( \theta \mapsto \lambda \psi(\theta) + \mu \psi(1-\theta) \) is equal to some constant whose value is equal to \( \mu \) (take \( \theta = 0 \) and apply (3.4)). Moreover, taking \( \theta = 1 \), we get \( \lambda = \mu \) and we obtain in this way

\[ \mu (\psi(\theta) + \psi(1-\theta) - 1) = 0, \ \forall \theta \in [0, 1]. \]

Joined with relation (4.22), \( \mu \) is necessarily equal to zero and finally \( \lambda = \mu = 0 \) which express the contradiction.

- We set

\[ \epsilon = \int_0^1 \left( \frac{d\psi}{d\theta} \right)^2 \, d\theta - \int_0^1 \frac{d\psi}{d\theta}(\theta) \frac{d\psi}{d\theta}(1-\theta) \, d\theta \]

and \( \epsilon > 0 \) due to (4.24). We evaluate now the \( L^2 \) norm of \( \text{div} \ q = \frac{dq}{dx} = \frac{d}{dx} \left( \sum_{j=0}^{n-1} q_j \psi_j \right) :\)
\[
\| \text{div} q \|_0^2 = \sum_{j=0}^{n-1} \int_{x_j}^{x_{j+1}} \left( \frac{d}{dx} \left[ q_j \psi \left( \frac{x_{j+1} - x}{h_{j+1/2}} \right) + q_{j+1} \psi \left( \frac{x - x_j}{h_{j+1/2}} \right) \right] \right)^2 dx
\]
\[
= \sum_{j=0}^{n-1} \frac{1}{h_{j+1/2}} \int_0^{1} \left( -q_j \frac{d\psi}{d\theta}(1-\theta) + q_{j+1} \frac{d\psi}{d\theta}(\theta) \right)^2 d\theta
\]
\[
= \sum_{j=0}^{n-1} \frac{1}{h_{j+1/2}} \left( q_j^2 + q_{j+1}^2 \right) \int_0^{1} \left( \frac{d\psi}{d\theta}(\theta) \right)^2 d\theta
\]
\[
-2 \sum_{j=0}^{n-1} \frac{1}{h_{j+1/2}} \left[ q_j q_{j+1} \int_0^{1} \frac{d\psi}{d\theta}(\theta) \frac{d\psi}{d\theta}(1-\theta) d\theta \right]
\]
\[
\geq \epsilon \sum_{j=0}^{n-1} \frac{(q_j^2 + q_{j+1}^2)}{h_{j+1/2}} + \frac{1}{2} \sum_{j=0}^{n-1} \left( |q_j| - |q_{j+1}| \right) \int_0^{1} \frac{d\psi}{d\theta}(\theta) \frac{d\psi}{d\theta}(1-\theta) d\theta.
\]

Then

(4.28) \[\| \text{div} q \|_0^2 \geq \epsilon \sum_{j=0}^{n-1} \frac{(q_j^2 + q_{j+1}^2)}{h_{j+1/2}}.\]

- We establish now (4.23) which express the negation of uniform inf-sup condition.

Consider a mesh \( \mathcal{T} \) composed with \( n \) elements uniformly distributed:

\[0 = x_0 < x_1 = \frac{1}{n} < \cdots < x_k = \frac{k}{n} < \cdots < x_{n-1} < x_n = 1\]

with integer \( n \) chosen such that

(4.29) \[\frac{2}{\sqrt{n\epsilon}} \leq D.\]

It is clear that for each pair \((\alpha, \beta)\) satisfying relation (4.10), mesh \( \mathcal{T} \) defined previously belongs to \( \mathcal{U}_{\alpha,\beta} (h_{j+1/2}^T) \) is exactly equal to \( \frac{1}{n_{\mathcal{T}}} \) with notations proposed at Definition 1).

Introduce \( u(x) \equiv 1, p(x) \equiv 0 \) and \( \xi \equiv (u, p) = (1, 0) \) which is clearly of norm equal to unity in space \( V = L^2(0, 1) \times H^1(0, 1) \). For each \( \eta = (v, q) \) in subspace \( U_{\mathcal{T}} \times Q^e_{\mathcal{T}} \), we have

\[\gamma(\xi, \eta) = (1, \text{div} q) = q(x_n) - q(x_0).\]

From inequality (4.28) we have:

\[|q_j|^2 \leq \frac{1}{\epsilon} h_{j+1/2} \| \text{div} q \|_0^2 \leq \frac{1}{n \epsilon}, \quad \forall j = 0, \cdots, n\]

when \( \mathcal{T} \) is chosen as above and \( \eta \) with a norm less or equal to 1 in space \( L^2(0, 1) \times H^1(0, 1) \) (see (1.29)). Then we have

(4.30) \[|\gamma(\xi, \eta)| \leq \frac{2}{\sqrt{n\epsilon}} \leq D\]

if relation (4.29) is realized. Relation (4.23) is proven and uniform inf-sup condition is in defect. \( \square \)
5) Convergence of finite volumes in the one dimensional case

- We have proven in section 4 (Theorem 3) that if the compatibility interpolation condition
  \[ \psi(\theta) + \psi(1-\theta) \equiv 1 , \quad \forall \theta \in [0,1] \]

is not realized, there is no hope to obtain convergence in usual Hilbert spaces for the finite volume method (1.5)-(1.9) formulated as a mixed Petrov-Galerkin finite element method (3.1)-(3.3) associated with a family \( \mathcal{U}_{\alpha,\beta} \) of uniformly regular meshes \( T \), shape functions \( \xi_T = (u_T, p_T) \in U_T \times P_T \), weighting functions \( \eta = (v, q) \in U_T \times Q_T^\psi \) and bilinear form
  \[ \gamma(\xi_T, \eta) = (p_T, q) + (u_T, \text{div } q) + (\text{div } p_T, v) . \]

On the contrary, if compatibility interpolation condition (5.1) is realized, we have convergence and the following result holds.

**Theorem 4. Convergence of 1D finite volumes in Hilbert spaces.**

Let \( \psi : [0,1] \to \mathbb{R} \) be a continuous function, satisfying \( \psi(0) = 0 \), the compatibility interpolation condition (5.1) and orthogonality condition
  \[ \int_0^1 (1-x) \psi(x) \, dx = 0 . \]

Let \( \mathcal{U}_{\alpha,\beta} (0 < \alpha < 1 < \beta) \) be a family of regular meshes \( T \) in the sense given in definition 2, \( U_T \) and \( P_T \) be interpolation spaces of piecewise constant functions in each element and continuous piecewise linear functions, \( Q_T^\psi \) be the space of weighting functions proposed at Definition 1: function \( \psi_j \) is defined in (3.5) and function \( q \in Q_T^\psi \) satisfies
  \[ q = \sum_{j=0}^n q_j \psi_j . \]

Then for each \( f \in L^2 \), the solution \( \xi_T = (u_T, p_T) \in U_T \times P_T \) of the finite volume method for the approximation of the solution \( \xi \equiv (u, p = \text{grad } u) \) of Dirichlet problem for one-dimensional Poisson equation
  \[ -\Delta u = f \text{ in } [0,1], \quad u(0) = u(1) = 0 \]

is given by solving problem (3.1)-(3.3):
  \[ \gamma(\xi_T, \eta) = (f, v), \quad \forall \eta = (v, q) \in U_T \times Q_T^\psi \]

where bilinear form \( \gamma(\bullet, \bullet) \) is defined in (5.2).

Moreover when \( f \) belongs to space \( H^1(0,1) \), there exists some constant \( C > 0 \) depending only on \( \alpha \) and \( \beta \) such that
  \[ \| u - u_T \|_0 + \| p - p_T \|_1 \leq C h_T \| f \|_1 , \quad \forall T \in \mathcal{U}_{\alpha,\beta} \]

where \( h_T \) is the maximal step size of mesh \( T \) precisely defined in (4.13).

**Remark 1.** A simple but fundamental remark is that the finite volume method (1.5)-(1.9) corresponds exactly to the mixed Petrov-Galerkin finite element formulation, independently of the choice of interpolation function \( \psi \) satisfying (5.1). This is due to the fact that the heuristic relation (1.5) holds if the following relation
\[
\int_0^1 \theta \psi(\theta) \, d\theta = \frac{1}{2}
\]
(see also (3.9) and (3.11)) is satisfied. But relation (5.8) derives clearly from relation (5.3) by integration of identity (5.1) after multiplication by $\theta$. Compatibility interpolation condition (5.1) gives an acute link between consistency (relation (5.8)) and convergence (inf-sup condition (4.6)). We have proven that the heuristic relation (1.5) is the only possible finite volume scheme associated with a stable mixed Petrov Galerkin formulation.

- Some propositions are useful to be established, before proving completely Theorem 4, first established with other techniques by Baranger \textit{et al} [BMO96] and also studied with finite difference techniques by Eymard, Gallouët and Herbin [EGH20].

**Proposition 5.** $H^1$ continuity of $P_1$ interpolation.

Let $\Pi_T$ be the classical $P_1$ interpolation operator in space $P_T$, defined by
\[
(\Pi_T \mu)(x_j) = \mu(x_j), \quad \forall \mu \in H^1(0,1), \quad \forall x_j \text{ vertex of mesh } T.
\]
When mesh $T$ describes a family $U_{\alpha,\beta}$ of uniformly regular meshes, we have the following property:
\[
\exists C_1 > 0, \quad \forall \mu \in H^1(0,1), \quad \| \Pi_T \mu \|_1 \leq C_1 \| \mu \|_1.
\]

**Proposition 6.** Discrete stability.

Let $\alpha$ and $\beta$ be such that $0 < \alpha < 1 < \beta$ and $U_{\alpha,\beta}$ be a family of uniformly regular meshes. When $\psi$ is chosen satisfying hypotheses of Theorem 4, there exists some constant $C > 0$ such that
\[
\exists C > 0, \quad \forall u \in U_T \quad \exists q \in Q_T^\psi,
\]
\[
(u, \text{ div } q) = \| u \|_0^2 \quad \text{and} \quad \| q \|_1 \leq C \| u \|_0.
\]

**Proof of proposition 6.** Let $u$ be given in $U_T$ and $\varphi \in H^1_0(0,1)$ be the variational solution of the problem
\[
\Delta \chi = u \text{ on } [0,1[, \quad \chi(0) = \chi(1) = 0.
\]
Then (see \textit{e.g.} [Ad75]), $\chi$ belongs to space $H^2$ and there exists some constant $C_2$ independent on $u$ such that
\[
\| \chi \|_2 \leq C_2 \| u \|_0.
\]
Let $\tilde{q} = \Pi_T(\text{grad } \chi)$ be the usual $P_1$ interpolate of $\text{grad } \chi$. From Proposition 5, we have
\[
\| \tilde{q} \|_1 \leq C_1 \| \text{grad } \chi \|_1 \leq C_1 \| \chi \|_2 \leq C_1 C_2 \| u \|_0 = C_3 \| u \|_0.
\]
Writing $\tilde{q} = \sum_{j=0}^n q_j \varphi_j \in P_T$, we introduce the second interpolant function $q = \sum_{j=0}^n q_j \psi_j \in Q_T^\psi$ and we have, for any $v \in U_T$
\((\text{div } q, v) = \sum_{j=0}^{n-1} v_{j+1/2} \int_{x_j}^{x_{j+1}} \text{div } q \, dx\)

\[= \sum_{j=0}^{n-1} v_{j+1/2} (q_{j+1} - q_j)\]

\[= \sum_{j=0}^{n-1} v_{j+1/2} \left( \frac{d\chi}{dx}(x_{j+1}) - \frac{d\chi}{dx}(x_j) \right)\]

\[= \sum_{j=0}^{n-1} v_{j+1/2} \int_{x_j}^{x_{j+1}} \Delta \chi \, dx\]

\[= (u, v), \quad \forall v \in U_T.\]

In particular (choose \(v = u\)), the equality \((u, \text{div } q) = \| u \|_0^2\) of relation (5.11) is established.

- We show now the stability inequality of relation (5.11), between \(\| q \|_1\) and \(\| u \|_0\). We have, from relation (4.14) of Proposition 4 and estimations (5.13)

\[\| q \|_0^2 \leq 12 \tilde{\delta} \| q \|_0^2 \leq 12 \tilde{\delta} C_3^2 \| u \|_0^2\]

\[| q |_1^2 = \sum_{j=0}^{n-1} \frac{1}{h_{j+1/2}} (q_{j+1} - q_j)^2 \int_0^1 \left( \frac{d\psi}{d\theta} \right)^2 \, d\theta\]

\[\leq \int_0^1 \left( \frac{d\psi}{d\theta} \right)^2 \, d\theta \quad | \tilde{q} |_1^2\]

and since (5.1) holds,

\[\leq \int_0^1 \left( \frac{d\psi}{d\theta} \right)^2 \, d\theta \quad C_3^2 \| u \|_0^2\]

From these inequalities, we deduce inequality \(\| q \|_1 \leq C \| u \|_0\), with

\[C = \left( 12 \tilde{\delta} + \int_0^1 \left( \frac{d\psi}{d\theta} \right)^2 \, d\theta \right)^{1/2} \]

and Proposition 6 is established. \(\square\)

**Proposition 7. Uniform discrete inf-sup condition.**

Let \(\psi : [0, 1] \to \mathbb{R}\) be a continuous function satisfying \(\psi(0) = 0\), orthogonality condition (5.3) and compatibility interpolation condition (5.1). Let \(\tilde{\delta}\) be defined according to relation (4.16) and

\[K = \frac{4}{3} \left( 1 + \sqrt{12 \tilde{\delta}} \right).\]

Let \(\alpha\) and \(\beta\) be real numbers such that \(0 < \alpha < 1 < \beta\), \(U_{a, \beta}\) be a family of uniformly regular meshes, \(\gamma(\bullet, \bullet)\) be the bilinear form defined in (5.2), \(C\) be the constant associated with inequality (5.11) in Proposition 6 and \(\rho > 0\) be chosen such that

\[\rho + \sqrt{K \rho} \leq \frac{1}{C} \sqrt{1 - \rho^2 - K \rho}.\]

Then we have the following uniform discrete inf-sup condition:
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(5.16) \[
\forall T \in U_{t,\beta}, \quad \forall \xi = (u, p) \in U_T \times P_T, \quad \| \xi \| = 1, \\
\exists \eta = (v, q) \in U_T \times Q_T^\psi, \quad \| \eta \| \leq 1 \quad \text{and} \quad \gamma(\xi, \eta) \geq \rho.
\]

Proof of proposition 7.

• As in Proposition 1, we distinguish between three cases. If we have the condition
  \[
  \| \text{div } p \|_0 \geq \rho,
  \]
  let \( \eta \equiv (v, q) \) be defined by \( v = \frac{\text{div } p}{\| \text{div } p \|_0} \) and \( q = 0 \). Then, due to relation (5.2), we have \( \gamma(\xi, \eta) = (\text{div } p, v) = \| \text{div } p \|_0 \geq \rho \) and inequality (5.16) is proven in this simple case.

• When (5.17) is in defect, we suppose also that \( p \) is sufficiently large:
  \[
  \| \text{div } p \|_0 \leq \rho \quad \text{and} \quad \| p \|_0^2 \geq K \rho.
  \]
  We set \( p = \sum_{j=0}^n p_j \varphi_j \) and introduce \( q \in Q_T^\psi \) according to the relation
  \[
  q = \frac{1}{\sqrt{12} \delta} \sum_{j=0}^n p_j \psi_j.
  \]
  From inequality (4.14) and the hypothesis done on \( \xi = (u, p) \), we have
  \[
  \| q \|_0 \leq \| p \|_0 \leq 1
  \]
  and moreover:
  \[
  \langle p, q \rangle = \frac{1}{\sqrt{12} \delta} \sum_{j=0}^n p_j^2 (\varphi_j, \psi_j)
  \]
  \[
  = \frac{1}{\sqrt{12} \delta} \sum_{j=0}^{n-1} h_{j+1/2} (p_j^2 + p_{j+1}^2) \int_0^1 \theta \psi(\theta) d\theta \quad \text{due to (3.9) and (1.8)}
  \]
  \[
  = \frac{1}{4 \sqrt{3} \delta} \sum_{j=0}^{n-1} h_{j+1/2} (p_j^2 + p_{j+1}^2)
  \]
  \[
  \geq \frac{1}{8 \sqrt{\frac{3}{\delta}}} \| p \|_0^2 \quad \text{due to (4.21)}.
  \]
  We introduce \( \eta = (0, q) \). Then we have shown that \( \| \eta \| \leq 1 \) and we have also
  \[
  \gamma(\xi, \eta) = \langle p, q \rangle + (u, \text{div } q)
  \]
  \[
  = \langle p, q \rangle + \frac{1}{\sqrt{12} \delta} (u, \text{div } p)
  \]
  \[
  \geq \frac{1}{8 \sqrt{\frac{3}{\delta}}} K \rho - \frac{1}{\sqrt{12} \delta} \rho = \rho
  \]
  due to (5.14). Then (5.16) holds in this second case.

• In the third case, we suppose
  \[
  \| \text{div } p \|_0 \leq \rho, \quad \| p \|_0^2 \leq K \rho.
  \]
  Then because the norm of \( \xi \) is exactly equal to 1, we have
  \[
  \| u \|_0^2 = 1 - \| p \|_0^2 - \| \text{div } p \|_0^2 \geq 1 - K \rho - \rho^2
  \]
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which is strictly positive because the right hand side of inequality (5.15) is strictly positive ($\rho > 0$). Let $q$ be associated with $u$ according to relation (5.11) of proposition 6:

(5.21) \[ q \in Q_T^\psi, \quad (u, \text{div} q) = \|u\|_0^2, \quad \|q\|_1 \leq C \|u\|_0. \]

Then $\eta \equiv (0, \frac{1}{C} \|u\|_0 q)$ has a norm not greater than 1 and due to relation (5.2), we have

\[
\gamma(\xi, \eta) = \left( \frac{p}{C \|u\|_0}, u, \text{div} q \right) + \left( \frac{\text{div} q}{C \|u\|_0} \right) \\
\geq -\|p\|_0 + \frac{1}{C} \|u\|_0 \quad \text{due to (5.21)} \\
\geq -\sqrt{K\rho} + \frac{1}{C} \sqrt{1 - \rho^2 - K\rho} \quad \text{due to (5.20)} \\
\geq \rho \quad \text{due to (5.15)}
\]

that ends the establishment of uniform inf-sup condition (5.16).

We need also interpolation results, that are classical (see, e.g. [CR72]). We detail them for completeness.

**Proposition 8. Interpolation errors.**

Let $v \in L^2(0, 1)$ and $q \in H^1(0, 1)$ be two given functions, $M_T$ and $\Pi_T$ the piecewise constant ($P_0$) and continuous piecewise linear ($P_1$) interpolation operators on mesh $T$ defined in finite dimensional spaces $U_T$ and $P_T$ respectively by the following relations

(5.22) \[ (M_T v)(x) = \frac{1}{h_{j+1/2}} \int_{x_j}^{x_{j+1}} v(y) \, dy, \quad x_j < x < x_{j+1} \]

(5.23) \[ (\Pi_T q)(x) = q(x_j) \frac{x_{j+1} - x}{h_{j+1/2}} + q(x_{j+1}) \frac{x - x_j}{h_{j+1/2}}, \quad x_j \leq x \leq x_{j+1}. \]

Then if $v \in H^1(0, 1)$ and $q \in H^2(0, 1)$, we have the interpolation error estimates:

(5.24) \[ \|v - M_T v\|_0 \leq C h_T \left\| \frac{dv}{dx} \right\|_0 \]

(5.25) \[ \|q - \Pi_T q\|_1 \leq C h_T \left\| \frac{d^2 q}{dx^2} \right\|_0 \]

where $h_T$, defined in (4.13), is the maximal step size in mesh $T$ and $C$ is some constant independant of $T$, $v$ and $q$.

**Proof of Theorem 4.**

- First the Poisson equation (5.5) is formulated under the Petrov-Galerkin form (2.3)-(2.4) in linear space $V = L^2(0, 1) \times H^1(0, 1)$. Then Proposition 1 about continuous inf-sup condition and infinity condition and Theorem 1 show that the first hypothesis of Theorem 2 is satisfied.

- Secondly let $\mathcal{U}_{\alpha, \beta}$ be a family of uniformly regular meshes $T$. The discrete inf-sup condition is satisfied with a constant $\delta$ in the right hand side of (4.6) which does not depend on $T$, due to Proposition 7 and in particular inequality (5.16).
Finite volumes and mixed Petrov-Galerkin finite elements

- We prove now the infinity condition (4.7) between \( V_1 = U_T \times P_T \) and \( V_2 = U_T \times Q_T^{\psi} \). Let \( \eta = (v, q) \) be a non-zero pair in \( V_2 \).
  
  - If \( \text{div} \ q \neq 0 \), let \( u = \lambda \text{div} \ q \) and \( p = 0 \). We set \( \xi = (u, p) \in U_T \times P_T \) and we have \( \gamma(\xi, \eta) = \lambda \| \text{div} \ q \|^2 \) which tends to \( +\infty \) when \( \lambda \) tends to infinity.
  
  - If \( \text{div} \ q = 0 \), and \( v \neq 0 \), we construct \( p \) as the linear interpolate of \( \text{grad} \ \varphi \), where \( \varphi \in H^1_0(0,1) \) is the variational solution of Poisson problem \( \Delta \varphi = v \). Then \( (p, q) = \left( \int_0^1 p(x) \, dx \right) q \) because \( \text{div} \ q = 0 \) implies that \( q \) is equal to some constant. But

\[
\int_0^1 p(x) \, dx = \sum_{j=1}^{n-1} \int_{x_j}^{x_{j+1}} \left( \frac{d\varphi}{dx}(x_j) \frac{x_{j+1} - x}{h_{j+1/2}} + \frac{d\varphi}{dx}(x_{j+1}) \frac{x - x_j}{h_{j+1/2}} \right) \, dx
\]

because \( \text{grad} \ \varphi \) is affine in each element \([x_j, x_{j+1}]\) since \( \Delta \varphi = v \) is a constant in each such interval. We deduce that \( \int_0^1 p(x) \, dx = 0 \) due to the homogeneous Dirichlet boundary conditions for function \( \varphi \). We take \( \xi = (0, \lambda p) \). Then

\[
\gamma(\xi, \eta) = (\lambda p, q) + (0, \text{div} \ q) + (\lambda \text{div} \ p, v) = \lambda \| v \|^2_0 \]

and this expression tends towards \( +\infty \) as \( \lambda \) tends to \( +\infty \).

- If \( \text{div} \ q \) and \( v \) are both equal to zero, \( q \) is a constant function which is not null because \( \eta \neq 0 \). If we take \( u = 0 \) and \( p = \lambda q \) (this last choice is possible because, due to (5.1), \( P_T \) and \( Q_T^{\psi} \) contain the constant functions), we get \( \gamma(\xi, \eta) = \lambda \| q \|^2_0 \) and this expression tends to \( +\infty \) as \( \lambda \) tends to \( +\infty \). Therefore the discrete infinity condition (4.7) is satisfied.

- The conclusion of Theorem 2 ensures the majoration of the error in \( L^2(0,1) \times H^1(0,1) \) norm (left hand side of relations (4.8) and (5.7)) by the interpolation error (right hand side of relation (4.8)). From Proposition 8, the interpolation error is of order one and we have

\[
(5.26) \quad \| u - u_T \|_0 + \| p - p_T \|_1 \leq C \ h_T \left( \| \frac{du}{dx} \|_0 + \| \frac{dp}{dx} \|_0 \right)
\]

when \( T \) belongs to family \( U_{a,\beta} \) of uniformly regular meshes. The final estimate (5.7) is a consequence of regularity of the solution \( u \) of the homogeneous Dirichlet Poisson problem (5.5) when \( f \) belongs to \( H^1(0,1) \):

\[
(5.27) \quad u \in H^3(0,1) \quad \text{and} \quad \| u \|_3 \leq C \ | f |_1
\]

Joined with (5.26), this inequality ends the proof of Theorem 4.

\[\Box\]

6) First order for least squares

- We have established with Theorem 4 that convergence of the finite volume method but the result suffers from the fact that a too important regularity is necessary for the datum of homogeneous Dirichlet problem of Poisson equation

\[21\]
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\begin{equation}
-\Delta u = f \quad \text{in } [0,1[, \quad u(0) = u(1) = 0.
\end{equation}

The dream would be to use the interpolation result

\begin{equation}
\| u - M_T u \|_0 \leq C h_T \left\| \frac{du}{dx} \right\|_0
\end{equation}

but if \( u \) belongs only in \( H^1_0(0,1) \), its gradient \( p = \frac{du}{dx} \) belongs only in \( L^2(0,1) \) and there is no hope to define the interpolate \( \Pi_T p \) for a so poor regular function and consequently to define fluxes at interfaces between two finite elements or the \( L^2(0,1) \) scalar product \((f,v)\).

• Secondly, the finite element method with linear finite elements show both estimates [CR72] :

\begin{align}
\| u - u_T \|_1 & \leq C h_T \left\| \frac{d^2 u}{dx^2} \right\|_0 \\
\| u - u_T \|_0 & \leq C h_T^2 \left\| \frac{d^2 u}{dx^2} \right\|_0.
\end{align}

Inequality (6.3) is not accessible for present finite volumes because the discrete unknown field \( u_T \) belongs only in \( L^2(0,1) \) and estimate (6.4) show second order accuracy in the \( L^2 \) norm, which is much more precise than the interpolation estimate (6.2) can do. We will show in next theorem that the intermediate result

\[ \| u - u_T \|_0 \leq C h_T \| f \|_0 \]

holds when \( f \) belongs in \( L^2(0,1) \). This result is optimal in the sense that on one hand the \( H^2 \) semi-norm in the right hand side of (6.3) and (6.4) demands a minimum of regularity for datum \( f \) and condition \( f \in L^2(0,1) \) is a good regularity constraint for a distribution which \textit{a priori} belongs to space \( H^{-1}(0,1) \). On the other hand, the \( L^2 \) error \( \| u - u_T \|_0 \) should have the same order that the interpolation error \( \| u - M_T u \|_0 \) (see left hand side of (6.2)).

• Nevertheless, note that some kind of superconvergence between the interpolated value \( M_T u \) and the discrete solution \( u_T \), i.e. estimation of the type

\[ \| M_T u - u_T \|_0 \leq C h_T^2 \]

have been obtained by Arbogast, Wheeler and Yotov [AWY97] in the case of quasi-uniform grids and sufficiently regular solution \( u \).

\textbf{Theorem 5.} \textbf{A second result of convergence.}

We make the same hypotheses than in Theorem 4 for the interpolation function \( \psi \), for the family \( \mathcal{U}_{\alpha,\beta} \) \( (0 < \alpha < 1 < \beta) \) of uniformly regular meshes \( T \) and we suppose that datum \( f \in L^2(0,1) \) is given. Then the solution \( u \in H^2(0,1) \) of problem (6.1) can be approximated by the finite volume method

\begin{equation}
\begin{cases}
\xi_T = (u_T,p_T) \in U_T \times P_T \\
\gamma(\xi_T,\eta) = (f,v), \quad \forall \eta \in U_T \times Q^\psi_T
\end{cases}
\end{equation}
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with \( U_T, P_T, Q_T^\psi \) and \( \gamma(\bullet, \bullet) \) defined in (1.11), (1.12), (3.6) and (2.5) respectively. Moreover there exists some constant \( C \) depending only on \( \alpha \) and \( \beta \) such that

\[
\| u - u_T \|_0 + \| p - p_T \|_0 \leq C h_T \| f \|_0,
\]

with \( h_T \) equal to the maximal size of mesh \( \mathcal{T} \).

**Proposition 9. Complementary interpolation estimate.**

Let \( q \) be a given function in \( H^1(0,1) \) and \( \Pi_T q \) be its linear interpolate in space \( P_T \) associated with the mesh \( \mathcal{T} \) and defined in (5.23). Then we have

\[
\| q - \Pi_T q \|_0 \leq C h_T \left\| \frac{d}{dx} q \right\|_0
\]

where \( h_T \) is the maximal step size of mesh \( \mathcal{T} \) and \( C \) some constant independent of \( T \) and \( q \).

**Proof of proposition 9.**

- The proof of this proposition is conducted as in Proposition 8. We first establish inequality (6.7) when \( T = \{ 0 = x_0 < x_1 = 1 \} \) is the trivial mesh of interval \([0,1]\). In this particular case, function \( q - \Pi_T q \) belongs to \( H^1_0(0,1) \) and the Poincaré estimate show that we have

\[
\| q - \Pi_T q \|_0 \leq C_1 \left\| \frac{d}{dx} (q - \Pi_T q) \right\|_0
\]

Then we can establish the simple estimation

\[
\left\| \frac{d}{dx} (\Pi_T q) \right\|_0 \leq \left\| \frac{d}{dx} q \right\|_0
\]

because

\[
\left\| \frac{d}{dx} (\Pi_T q) \right\|_0^2 = \int_0^1 (q(1) - q(0))^2 \, dx = \left( \int_0^1 \frac{d}{dy} q \, dy \right)^2
\]

\[
\leq \int_0^1 \left( \frac{d}{dy} q \right)^2 \, dy = \left\| \frac{d}{dx} q \right\|_0^2.
\]

The proof of estimate (6.7) in this particular case follows from triangular inequality based on (6.8) and (6.9) with \( C = 2C_1 \).

- A general mesh \( \mathcal{T} = \{ 0 = x_0 < x_1 < \cdots < x_n = 1 \} \) is composed with \( n \) trivial meshes \( \mathcal{T}_{j+1/2} = \{ x_j < x_{j+1} \} \) of the interval \([x_j, x_{j+1}]\). We adopt the notation (5.34) introduced inside the proof of Proposition 8 and we have:

\[
\| q - \Pi_T q \|_{0,0,1}^2 = \sum_{j=0}^{n-1} \| q - \Pi_T q \|_{0,x_j,x_{j+1}}^2
\]

\[
= \sum_{j=0}^{n-1} h_{j+1/2} \| \hat{q}_{j+1/2} - \hat{\Pi}_T \hat{q}_{j+1/2} \|_{0,0,1}^2 \quad \text{from (5.36)}
\]

\[
\leq (C_1)^2 \sum_{j=0}^{n-1} h_{j+1/2} \left\| \frac{d}{d\theta} (\hat{q}_{j+1/2} - \hat{\Pi}_T \hat{q}_{j+1/2}) \right\|_{0,0,1}^2 \quad \text{from (6.8)}
\]
\[ \| q - \Pi_T q \|_{0,[0,1]}^2 \leq (C_1)^2 \sum_{j=0}^{n-1} h_{j+1/2}^2 \left\| \frac{d}{dx} (q - \Pi_T q) \right\|^2_{0,[x_j,x_{j+1}]} \text{ from } (5.37). \]

Then
\[ (6.10) \quad \| q - \Pi_T q \|_0 \leq C_1 h_T \left\| \frac{d}{dx} (q - \Pi_T q) \right\|_0. \]

In an analogous way than the one that conducted to estimation (6.9), we have:
\[
\left\| \frac{d}{dx} (\Pi_T q) \right\|^2_0 = \sum_{j=0}^{n-1} \int_{x_j}^{x_{j+1}} \left( \frac{q(x_{j+1}) - q(x_j)}{h_{j+1/2}} \right)^2 dx
\]
\[
= \sum_{j=0}^{n-1} \frac{1}{h_{j+1/2}} \left( \int_{x_j}^{x_{j+1}} \left( \frac{d}{dx} q \right)^2 dx \right) \leq \sum_{j=0}^{n-1} \frac{1}{h_{j+1/2}} \left( \int_{x_j}^{x_{j+1}} \left( \frac{d}{dx} q \right)^2 dx \right) \left( \int_{x_j}^{x_{j+1}} dx \right)
\]
by Cauchy-Schwarz
\[ (6.11) \quad \left\| \frac{d}{dx} \Pi_T q \right\|^2_0 \leq \left\| \frac{d}{dx} q \right\|^2_0. \]

Then inequality (6.10) joined with (6.11) and the triangular inequality show (6.7) with 
\[ C = 2 C_1. \]

**Proof of Theorem 5.**

- We divide it into three steps. First we establish that if a pair \((s_T, m_T) \in U_T \times P_T^r\) is solution of the discrete finite volume problem in Petrov-Galerkin formulation, with data \(\delta\) and \(\varphi\) in \(L^2(0,1)\)
\[ (6.12) \quad (m_T, q) + (s_T, \text{div } q) = (\delta, q) + (\varphi, \text{div } q), \quad \forall q \in Q_T^\psi \]
\[ (6.13) \quad (\text{div } m_T, v) = 0, \quad \forall v \in U_T \]
then we have a stability estimate
\[ (6.14) \quad \| s_T \|_0 + \| m_T \|_1 \leq C \left( \| \delta \|_0 + \| \varphi \|_0 \right) \]
where \(C\) is a constant dependent only on parameters \(\alpha, \beta\) of the class \(U_{\alpha,\beta}\) of uniform meshes. Since \(\psi\) interpolant function satisfies the interpolation compatibility condition, Proposition 7 establishes that the discrete inf-sup condition is uniformly satisfied:
\[ (6.15) \quad \left\{ \begin{array}{l}
\exists \rho > 0, \forall T \in U_{\alpha,\beta}, \forall \xi = (u, p) \in U_T \times P_T^r, \| \xi \| \neq 0, \\
\exists \eta = (v, q) \in U_T \times Q_T^\psi, \| \eta \| \leq 1 \text{ and } \gamma(\xi, \eta) \geq \rho \| \xi \|. 
\end{array} \right.\]
We use this stability inequality with \(\xi = (s_T, m_T)\) solution of problem (6.12)-(6.13). Then there exists \(\eta = (v, q) \in U_T \times Q_T^\psi\) such that \(\| \eta \| \leq 1\) and
\[
\frac{1}{\sqrt{2}} (\| s_T \|_0 + \| m_T \|_1) \leq \| \xi \| \leq \frac{1}{\rho} \gamma(\xi, \eta) = \frac{1}{\rho} \left( (\delta, q) + (\varphi, \text{div } q) \right) \leq \frac{1}{\rho} (\| \delta \|_0 \| q \|_0 + \| \varphi \|_0 \| \text{div } q \|_0)
\]
and inequality (6.14) is a direct consequence of the fact that \( \| \eta \| \leq 1 \).

- Secondly let \( w_T \) and \( \mu_T \) be two arbitrary functions in spaces \( U_T \) and \( P_T \) respectively. From the continuous mixed formulation

(6.16) \( (p, q) + (u, \text{div } q) = 0 \ \forall q \in H^1(0, 1) \)

(6.17) \( (\text{div } p, v) + (f, v) = 0 \ \forall v \in L^2(0, 1) \)

and the discrete Petrov-Galerkin approximation

(6.18) \( (p_T, q) + (u_T, \text{div } q) = 0 \ \forall q \in Q_T^\psi \)

(6.19) \( (\text{div } p_T, v) + (f, v) = 0 \ \forall v \in U_T \).

We deduce by difference

(6.20) \( (p_T - \mu_T, q) + (u_T - w_T, \text{div } q) = (p - \mu_T, q) + (u - w_T, \text{div } q) \ \forall q \in Q_T^\psi \)

(6.21) \( (\text{div } p_T - \mu_T, v) = (\text{div } p - \mu_T, v) \ \forall v \in U_T \).

If we select for \( \mu_T \) the \( P_1 \) interpolant of \( p \) in space \( P_T \), i.e. \( \mu_T = \Pi_T p \), we have \( p(x_j) = \Pi_T p(x_j) \) for each vertex \( x_j \) of mesh \( T \), then

\[
\int_{x_j}^{x_{j+1}} \text{div}(p - \Pi_T p) \, dx = 0
\]

and the same property is true for the right hand side of (6.21). Considering now the particular case of \( w_T = M_T u \), we deduce from (6.20)(6.21) and previous estimate (6.14) the inequality

(6.22) \( \| p_T - \Pi_T p \|_1 + \| u_T - M_T u \|_0 \leq C (\| p - \Pi_T p \|_0 + \| u - M_T u \|_0) \).

Joined with the triangular inequality and majoration of \( L^2 \) norm by the \( H^1 \) norm, we obtain

(6.23) \( \| p - p_T \|_0 + \| u - u_T \|_0 \leq (1 + C) (\| p - \Pi_T p \|_0 + \| u - M_T u \|_0) \).

- The end of the proof is a direct consequence of Propositions 8 and 9 and in particular estimations (5.24) and (6.7) :

(6.24) \( \| p - p_T \|_0 + \| u - u_T \|_0 \leq C h_T \left( \| \frac{dp}{dx} \|_0 + \| p \|_0 \right) \)

joined with the classical estimate that comes from the variational formulation of problem (6.1) :

(6.25) \( \| p \|_1 \leq C \| f \|_0 \).
The sequence of inequalities (6.24) and (6.25) establishes completely the inequality (6.6) modulo classical conventions in numerical analysis concerning the so-called constant $C$. □
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