Automatic Diagnosis of Attention Deficit Hyperactivity Disorder with Continuous Wavelet Transform and Convolutional Neural Network
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Objective: The attention deficit hyperactivity disorder has a negative impact on the child’s educational life and relationships with the social environment during childhood and adolescence. The connection between temperament traits and the attention deficit hyperactivity disorder has been proven by various studies. As far as we know, there is no machine learning study to diagnose the attention deficit hyperactivity disorder in a dataset created using temperament characteristics.

Methods: Machine learning-based semi-automatic/fully automatic expert decision support systems are frequently used for the diagnosis of various diseases. In this study, it was aimed to reveal the success of a semi-automatic expert decision support system in the diagnosis of attention deficit hyperactivity disorder by using temperament characteristics. The high classification success achieved is a resource for a potential diagnosis of attention deficit hyperactivity disorder expert decision support system. In this respect, this study includes original qualities and innovations.

Results: Many different deep learning methods were used in the research. Deep learning methods are models that achieve high success by using a large number of images in various image processing competitions. The images of the signals in the data set were first obtained by Continuous Wavelet Transform. The highest classification success in our data set was obtained with the Squeeze Net model with 88.33%.

Conclusion: The model we propose shows that an automatic system based on artificial intelligence can be created, as well as revealing the relationship between temperament characteristics in the diagnosis of attention deficit hyperactivity in the data set we created.
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INTRODUCTION

Attention deficit hyperactivity disorder (ADHD) is a neurodevelopmental disorder that is common in childhood, directly affects social life, social relations and communication, is characterized by symptoms of hyperactivity, impulsivity and/or inattention, and its symptoms can continue in adolescence and adulthood [1]. The average worldwide rate of ADHD is 8% to 12% [2]. Two recent comprehensive analysis studies found that the mean ADHD values worldwide were 5.29% [3] and 5.9 – 7.1% [4] which was similar among children worldwide. Studies have determined that 30% of children with ADHD are also affected by ADHD in their adulthood, 60% have problems in academic, work and social areas due to persistent ADHD symptoms, and the remaining 10% have severe mental illness [5,6]. In adulthood, symptoms such as forgetfulness, absent-mindedness, inability to listen, being late, difficulty in making decisions, lack of planning skills, lack of time concept, delaying every task, inability to fully commit to one’s duties, inability to complete the required work on time, taking a long time to get ready for work are observed in these individuals due to carelessness during adulthood [7]. Various guidelines [1] recommend non-medication
or drug therapy for children with ADHD [8]. However, it is important to diagnose these children correctly and quickly. Various studies have shown that temperament and personality traits of children and adolescents are associated with the development of psychopathology [9,10]. Since some symptoms of ADHD overlap with normal childhood characteristics, it is thought that knowing the individual’s temperament and personality traits will facilitate the understanding of the heterogeneous structure of ADHD [11,12]. It can be said that image processing techniques have reached advanced levels thanks to deep learning. Very successful deep learning models have been created with State-of-Art competitions using datasets containing a large number of images. These models have been tested for computer aided diagnostic systems that help diagnose different diseases and have been very successful. In this study, experimental studies were carried out for the diagnosis of ADHD by obtaining deep learning models, scalogram images of temperament features. The applied models have achieved the success they have achieved in State-of-Art competitions and different disease images here as well. It is obvious that artificial intelligence will make its presence felt in every field from production to disease diagnosis in the future. The success of this proposed model clearly demonstrates the feasibility of computer aided diagnosis systems in ADHD diagnosis.

**Literature Research**

A study was conducted using machine learning methods to determine the response of children with ADHD treated early with SPN-812. Information from 1,397 children aged 6−17 with ADHD was used. Their classification success was 75% positive predictive power, 75% sensitivity, 74% specificity [13].

A model has been proposed to predict comorbid disorders in individuals with ADHD using machine learning methods [14]. The dataset used consisted of comorbid disorders (substance use, depression, anxiety and obesity) in a sample of 34,009 ADHD patients from Swedish medical records. The success performance of the proposed model reported the area under the receiver operating characteristic (ROC) curve as 0.74.

A study has been conducted to predict the diagnosis of ADHD based on electroencephalogram (EEG) by studying the alpha, beta and theta frequency time spectra separately in deep learning [15]. The study includes information on a patient group, 13 ADHD-C, 12 ADHD-I, and 14 control groups. Classification success between 72% and 93% was achieved in the model in which they determined the deep learning architecture layers themselves. Although high classification success is achieved, to our knowledge, ADHD diagnosis based on EEG is not a common practice and its reliability is open to debate. It is not difficult to predict that there will be difficulties in practice since the EEG recording in question will be performed on the child.

Epilepsy is a neuropathy that many young and old people from all over the world suffer from. EEG signals are mainly used to check the patient’s condition. The most important part of a successful surgery is the discovery of seizures in the brain. For this reason, it can be very useful to automatically detect the seizure area before surgery. In the study, a new method based on continuous wavelet transform (CWT) and two-dimensional convolutional neural network (CNN) is proposed to predict focal and non-focal seizures. AlexNet was used to automatically classify 2D scale map images into local and non-native captures using pre-trained models InceptionV3, Inception-ResNetV2, ResNet50, and VGG16. The performance of five pre-trained models was compared and the detection results of the two-dimensional scale map were checked. Among the other four pre-training models used, the Inception V3 model achieved the best classification accuracy of 92.27%. In conclusion, pre-trained models of focal and non-focal EEG signals and 2D scaled images would be useful for neurologists to predict preoperative seizures quickly and reliably [16].

Since EEG signals carry comprehensive information about cognition skills, it was desired to classify EEG signals using EEG signals while playing games with healthy individuals to detect ADHD [17].

Since 22 children with ADHD and control methods could be applied by extracting various features by principal Component Analysis methods of EEG signals of a total of 47 children [18].

They classified 30 control and 20 ADHD children using EEG signals using multilayer artificial neural networks. At the end of the study, 92−93% success was achieved [19].

**METHODS**

Required permission was given by Kahramanmaraş Sütçü İmam University Non-Interventional Clinical Research
The Ethics Committee with the decision numbered 02 in the session numbered 2021/29 dated 7/9/2021.

The study included 60 ADHD patients and 60 control children. The test scores of these children were collected from Kahramanmaras Sutcu Imam University Faculty of Medicine, Child and Adolescent Psychiatry Clinic, by obtaining the necessary ethics committee permission. Those with ADHD were diagnosed according to the Diagnostic and Statistical Manual of Mental Disorders 5th edition test. Children with ADHD are between the ages of 8–12, 41 boys and 19 girls. The control group consisted of children between the ages of 8–12. Of these, 39 are boys and 21 are girls. The graded tests used in the dataset are as follows:

1. Sociodemographic data form
2. Conners Family Assessment Form
3. Temperament Scale for School Age Children
4. Temps-A Temperament Scale
5. Behavioral Inhibition System/Behavioral Activation System Scale
6. Wechsler Intelligence Scale for Children-Revised (WISC-R) intelligence test

Detailed information about time series signals can be obtained from images obtained by continuous wavelet transform. Obtaining very detailed information from images is carried out with CNN. In this study, it was aimed to investigate the classification success of ADHD diagnosis by combining these two methods. Figure 1 shows the block diagram of the study. As can be seen here, the preprocessing part includes the acquisition of images with CWT. Scientists are working hard to obtain images from the signs and to classify them by extracting various features from these images with CNN. The results obtained are also quite satisfactory. It is possible to use different numbers of convolution, pooling and fully coherent layers in CNN models. Looking at the literature, there are CNN deep learning models that use their own number of layers, and there are many more studies using CNN models such as AlexNet, GoogLeNet and Squeeze Net. In this context, AlexNet, GoogLeNet and Squeeze Net models were preferred, as there is no study that obtains signs from temperament characteristics and classifies ADHD and control classification with machine learning methods, according to our knowledge.

In the second part of the study, there is a summary of the related studies in the literature, and in the third part, a detailed explanation of the dataset and models used. In Chapter 4, the information obtained in the experimental studies and in Chapter 5, the recommendations given according to the information obtained from the study are included.

**Preprocessing**

**Continuous wavelet transform**

The time-frequency diagram can be obtained by analyzing the time-varying signal with CWT. In the pattern recognition method, it is very important to choose the method used for the time-frequency domain conversion. The wavelet transform is very suitable for this type of transformation. Because this conversion is a very effective method for non-stationary signals such as EEG, electrocardiogram, and electromyogram [20-22].

Time-frequency representations of signals are created. These representations are called scalograms. A scalogram is the absolute value of the CWT coefficients of a signal. In order to obtain the scalograms of the signs used in this study, the CWT filter bank was first calculated, and these processes were performed in Matlab 2019b. Precalculating the CWT filter bank in Matlab is the preferred method when obtaining CWT of many signals using the same parameters. The default wavelet used in the filter bank is the analytical Morse wavelet. You can change the time-

![Fig. 1. Block diagram of the proposed model.](image-url)
bandwidth and symmetry parameters for Morse wavelets to tailor the Morse wavelets to your needs. Equation 1 contains the generalized Morse wavelet function, which is given by default in the Matlab CWT filter bank and used in the study [16]. In the equation \( U(\alpha) \) is the Heaviside function. It is seen that the function in the equation is defined depending on two parameters that change as “\( \gamma \)” and “\( \beta \)”, is the normalization constant and is given in Equation 2.

\[
\hat{\psi}_{\beta, \gamma}(\alpha) = U(\alpha) N_{\beta, \gamma}(\alpha)^{\beta} \exp\left[-(\alpha\alpha)^{\gamma}\right] \quad (1)
\]

\[
N_{\beta, \gamma} = 2 \left( \frac{e^{\gamma}}{\beta} \right)^{\beta/\gamma} \quad (2)
\]

You can also use analytical Morlet wavelets or impact wavelets. Morlet wavelet function is given in Equation 3. Here \( c \) is the coefficient and 5 or 6 is taken [16].

\[
m(x) = \prod_1^4 \exp(\text{i}cpx)\exp\left(-\frac{x^2}{2}\right) \quad (3)
\]

For improved computational efficiency when analyzing multiple signals in time frequency, you can precompute the filters once and then pass the filter bank as input to CWT. With the filter bank you can visualize wavelets in time and frequency. You can also create filter banks with specific frequency or period ranges. You can specify the quality factor for wavelets in the filter bank. In Figure 2, there is an example sign in the data set and the scalogram image obtained by CWT transformation.

**Convolutional neural network feature extraction layers**

**Input layer:** This layer accepts three-layer data as input in the form of an image’s size (width \( \times \) height) and has a depth representing three RGB colors. The process is continued by transforming the images into a matrix according to the image size [23, 24].

**Convolutional layer:** The first layer of feature extraction is the convolutional layer. Convolutional layers are similar to multilayer neural networks. The convolutional layer does not use multiple single neurons to become a neuron, but uses a locally connected group of nodes (neurons) to transform the input data of the previous layer. Figure 3 shows a weight map obtained from the images in the data set [23, 24].

**Pooling layer:** This layer extracts many features from the image and creates high-level features. Helps reduce size and control overfitting. Maximum pooling is called subsampling and has no super parameters. This operation is used to spatially adjust the size of the input data, but does not change the depth size [23, 24].

**Fully connected layer:** It is considered as the output of

---

**Fig. 3.** An example of feature maps obtained from images.

**Fig. 2.** Example of continuous wavelet transform. ADHD, attention deficit hyperactivity disorder.
the network. It flattens the properties of the meshes and calculates the class probabilities of the higher-ordered features in the images. In fact, the operation of this layer is the operation of the artificial neural networks method. This number of layers may also vary in different models [23,24].

**AlexNet**

The architecture includes eight layers: five convolutional layers and three fully connected layers [25]. But that’s not what makes AlexNet special. These:

**ReLU:** AlexNet uses the flatness unit (ReLU) instead of the standard tanh function. The advantage of ReLU is the
training time; CNN using ReLU can achieve 25% error on the CIFAR-10 dataset, which is six times the CNN using tanh [25].

**Multiple GPUs**: In the past, the GPU still used about 3GB of memory. This is especially bad because there are 1.2 million images in the training set. AlexNet implements multi-GPU training by placing half of the model’s neurons on one GPU and the other half on another GPU. This means not only that larger models can be trained, but also that the training time can be shortened [26].

**Overlapping pooling**: Traditionally, CNN uses the outputs of adjacent groups of neurons as “pools” without overlapping. However, when the authors started overlapping, they found that the error decreased by about 0.5%, and that models with overlapping pools often found overlapping difficult. Figure 4 shows the AlexNet architecture [26].

**GoogLeNet**

It was suggested by Google researcher Christian Szegedy in 2014 and won the 2014 ILSVRC competition, thereby reducing the error rate of the top five to less than 7% [27]. Although it has more layers than AlexNet, its parameters are 12 times less. There are a total of 22 layers and about 4M parameters. This makes it faster [28,29].

Figure 5 shows the LeNet architecture. As can be seen in the figure, the Initiation Module is an important part of the architecture and the convolution and pooling layers of the module are shown in detail.

**SqueezeNet**

SqueezeNet is a convolutional network that performs better than AlexNet with 50 times fewer parameters. SqueezeNet consists of fifteen layers with five different layers, two convolution layers, three maximum pool layers, eight fire layers, one overall average pool layer and one output layer softmax, Figure 6 shows the SqueezeNet architecture [30].

SqueezeNet uses the initial module idea to design a Fire module with compression layer and expansion layer. The structure of the fire protection module is shown in Figure 7. While 1 × 1 filters are used in the compression stage, 1 × 1 and 3 × 3 dimensional filters are used in the expansion stage. First, the H × W × C input tensor is compressed and the convolution number is equal to the C/4 input tensor.
channels. After the first stage, the data will be expanded and the depth of the data is expanded to C/2 of the depth of the output tensor. Both compression and expansion stages are connected to the ReLu unit. Finally, the expanded output is incrementally summed in the depth dimension of the input tensor [31].

**Performance Calculation Methods**

Figure 8 shows how to calculate the accuracy, sensitivity, specificity, precision, and negative predictive values used to measure the performance of machine learning methods [32-34].

---

**RESULTS**

It is wrong to think that every method will be successful on all datasets, whether it is classical machine learning methods or deep learning methods. An example of this is seen in this study. As can be seen in Table 1, deep learning by image processing has been more successful here. The fact that the proposed model is more suitable for this data set proves that the success in working with deep learning images obtained with CWT is higher than classical machine learning methods.

Almost all of the machine learning studies in the literature compare the classification success of the data sets by using different methods or by changing the hyperparameters. In our study, three different deep learning models called "State of Art" were used to calculate the highest classification success. In Table 1, classification achievements and other information that can provide detailed information are presented. As can be seen here, there are differences in success between the models. Although the AlexNet model has the least success, it cannot be considered unsuccessful according to the value obtained. As can be seen from Table 1, the most suitable model for the data set used in the study was SqueezeNet. The GoogLeNet model has calculated an acceptable success. Looking at the literature, there are many studies with success rates below 75% [14].

ROC curves are often presented, especially in studies in the field of medicine. Thanks to this curve, the success of the classification can be examined in detail. The area under the ideal ROC curve (AUC) should be close to 1. The higher the success, the greater the field will be. Figure 9 shows the ROC curves obtained with 3 different models used in the study. The line shown in blue is the curve obtained as a result of the classification. As can be seen from the X and Y coordinates, the True positive rate and the

---

**Table 1. Performances of methods**

| Method           | Accuracy | False positive rate | Precision |
|------------------|----------|---------------------|-----------|
| Logistic regression | 79%      | 0.208               | 0.796     |
| kNN              | 78%      | 0.199               | 0.783     |
| SVM              | 80%      | 0.191               | 0.81      |
| Naive bayes      | 76%      | 0.23                | 0.76      |
| AlexNet          | 66.7%    | 0.50                | 0.58      |
| GoogLeNet        | 75%      | 0.24                | 0.75      |
| SqueezeNet       | 83.33%   | 0.16                | 0.83      |

kNN, k-nearest neighbor; SVM, support vector machine.
False positive rate are effective in the formation of the curve. As the true positive ratio increases, the curve approaches the ideal value of 1. In this study, the SqueezeNet model achieved the highest success and the area under the curve was calculated as 0.83.

**DISCUSSION**

Studies using various machine learning techniques to classify ADHD are available in the literature. Table 2 shows the success of some of these studies and the success of the proposed model [13,33-36]. In addition, as far as we know, in a data set created using different tests (Sociodemographic data form, Conners Family Assessment Form, Temperament Scale for School Age Children, Temps-A Temperament Scale, Behavioral Inhibition System/Behavioral Activation System Scale, WISC-R intelligence test) that determine temperament characteristics. There is no machine learning study to diagnose ADHD. In this regard, this is another unique aspect of research. Obtaining time-frequency images of the signals obtained from these features and classifying them by extracting various features from these images further deepens the study. When Table 2 is examined, most of the studies are current studies. This shows that there is a need for new and different studies in this field using machine learning methods for the diagnosis of ADHD. We believe that the proposed model shows the value it will add to the literature, as it makes classification with deep learning from images obtained from time series signals and is more successful than current studies, as can be seen in Table 2.

ADHD is a common mental disorder in children. Children with ADHD are difficult to diagnose and treat early, especially when adequate family support is not available or there is no equal opportunity to diagnose and treat ADHD in rural areas. If ADHD is not treated, it can cause many negative behavioral problems such as anger outburst, irritability, harming the environment and yourself, as well as academic, social and work life, both in children and in adulthood.

Computer-aided diagnosis (CAD) systems are very useful in monitoring diagnosis and treatment using various
medical images, biomarkers or graded scale information. To build a CAD system, data on various machine learning methods need to be studied. The classification success obtained from these methods provides important information about the applicability of the CAD system, and the model obtained with this training enables the classification of new data in the future.

With deep learning, high successes can be obtained from biomedical image processing techniques. Here, it is aimed to calculate the classification success of ADHD diagnosis using image processing methods. In order to obtain an image, CWT analysis of the signals in the data set was performed. It is thought that automatic image conversion is more advantageous than different biomedical images (magnetic resonance imaging, EEG) obtained from children. Because while even adults may have difficulties in obtaining the images in question, it is of course more difficult to obtain these images in children.

With the Squeeze Net deep learning model, 88.33% classification success was achieved in images. This success demonstrates that temperament traits can be used to construct a CAD system for ADHD diagnosis. ADHD can be diagnosed quickly with great success with a graded test that is easy to administer and without tiring the child/family. CAD can be made into a mobile phone application. Thus, the difficulty of benefiting from health services for ADHD diagnosis in rural areas can be eliminated and equal medical care can be provided to people.
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