Heat kernel estimates for strongly recurrent random walk on random media
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Abstract

We establish general estimates for simple random walk on an arbitrary infinite random graph, assuming suitable bounds on volume and effective resistance for the graph. These are generalizations of the results in [6, Section 1.2], and in particular, imply the spectral dimension of the random graph. We will also give an application of the results to random walk on a long range percolation cluster.
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1 Introduction and Main results

1.1 Introduction

Recently, there are intensive study for detailed properties of random walk on a percolation cluster. For a random walk on a supercritical percolation cluster on $\mathbb{Z}^d (d \geq 2)$, detailed Gaussian heat kernel estimates and quenched invariance principle have been obtained ([4, 10, 15, 17]). This means, such a random walk behaves in a diffusive fashion similar to a random walk on $\mathbb{Z}^d$. On the other hand, it is generally believed that random walk on a large critical cluster behaves subdiffusively (see [3] and the references therein). Critical percolation clusters are believed (and for some cases proved) to be finite. So, it is natural to consider random walk on an incipient infinite cluster (IIC), namely a critical percolation cluster conditioned to be infinite. Random walk on IICs have been proved to be subdiffusive on $\mathbb{Z}^2$ ([12]), on trees ([13, 7]), and for the spread-out oriented percolation on $\mathbb{Z}^d \times \mathbb{Z}_+$ in dimension $d > 6$ ([6]).

In order to study detailed properties of the random walk, it is nice and useful if one can compute the long time behaviour of the transition density (heat kernel). Let $p_n(x, y)$ be its transition density
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(see (1.5) for a precise definition) of a random walk on an infinite (random) graph $G$. Define the spectral dimension of $G$ by

$$d_s(G) = -2 \lim_{n \to \infty} \frac{\log p_{2n}(x,x)}{\log n},$$

(if this limit exists). Let $C_d$ be the IIC for percolation cluster on $\mathbb{Z}^d$. Alexander and Orbach [2] conjectured that, for any $d \geq 2$, $d_s(C_d) = 4/3$. (To be precise, the original Alexander-Orbach conjecture was that the left side hand of (1.33) is equal to 2/3 for all dimensions on $C_d$.) While it is now believed that this conjecture is unlikely to be true for small $d$ ([3]), it is proved that the conjecture is true on trees ([13, 7]), and for the spread-out oriented percolation on $\mathbb{Z}^d \times \mathbb{Z}_+$, $d > 6$ ([6]). One very interesting open problem in this direction is to establish estimates of $d_s(C_d)$ (or the corresponding IIC for the oriented percolation) for $d$ small to disprove/prove the Alexander-Orbach conjecture.

In [6], general estimates are given for simple random walk on an arbitrary infinite random graph $G$, assuming suitable bounds on volume and effective resistance for the random graph. In particular, $d_s(G) = 4/3$. The main purpose of this paper is to extend this general estimates to the framework of strongly recurrent random walk on the random graph $G$. Here ‘strongly recurrent’ simply means $d_s(G) < 2$. (See [5] Section 1.1, for more precise meaning of ‘strongly recurrent’.) Roughly saying our main results can be expressed as follows; if the volume of the ball of radius $R$ on the random graph is of order $R^D$ with high probability and the resistance between the center and the outside of the ball is of order $R^\alpha$ with high probability (precise statement is given in Assumption 1.2), then one can establish both quenched (i.e. almost sure with respect to the randomness of the graph) and annealed (i.e. averaged over the randomness of the graph) estimates for the exit time from the ball, on-diagonal heat kernel, the mean displacement, etc. (Propositions 1.3–1.4 and Theorems 1.5). In particular,

$$d_s(G) = \frac{2D}{D + \alpha}. \quad (1.1)$$

Note that the estimates given in Section 1–2 of [6] treat the case $D = 2, \alpha = 1$. Our results are general enough to allow logarithmic corrections for the volume and the resistance estimates. In fact, the volume growth $v(R)$ and the resistance growth $r(R)$ could be any functions satisfying (1.12).

Unfortunately, so far we could not establish any new results for random walk on the IIC for low dimensions. Though our results give ‘simplest’ conditions on volume and resistance growth (Assumption 1.2) to obtain the spectral dimension $d_s(G)$, significant work is required to prove them for such models, as was done in Section 3–5 of [6] for the spread-out oriented percolation on $\mathbb{Z}^d \times \mathbb{Z}_+$, $d > 6$. Instead, we apply our results to the long range percolation, which is another important random graph. We consider the following case of the long range percolation. On $\mathbb{Z}$, each pair of points $x, y \in \mathbb{Z}, |x - y| \geq 2$ is connected by an unoriented bond with probability $\beta|x - y|^{s-\epsilon}$ for some $\beta > 0$ and $s > 2$, independently of each others. Each pair of nearest points is connected with probability 1. On this random graph, we can check the bounds on volume and effective resistance required for the general estimates and obtain, for example, (1.1) with $D = \alpha = 1$ (Theorem 2.2). In fact, it is quite likely that for $s > 2$, the transition density for simple random walk on the long range percolation is Gaussian-type, so there are other ways to establish (1.1). However, we can further observe an interesting discontinuity of the spectral dimension at $s = 2$ (Remark 2.3(1)).
The organization of the paper is as follows. In the next subsection, we summarize the framework and the main results on random graphs. In Section 2, we give the application of our main results to the long range percolation. In Section 3, we give the full proof of the main results. Although the principal ideas of the proof is quite similar to the ones in Section 1–2 of [6], lots of additional careful computations are needed to obtain this general version. So, we think it would help readers to include the full proof.

1.2 Framework and Main results

Let $\Gamma = (G, E)$ be an infinite graph, with vertex set $G$ and edge set $E$. The edges $e \in E$ are not oriented. We assume that $\Gamma$ is connected. We write $x \sim y$ if $\{x, y\} \in E$, and assume that $(G, E)$ is locally finite, i.e., $\mu_y < \infty$ for each $y \in G$, where $\mu_y$ is the number of bonds that contain $y$. Note that $\mu_x \geq 1$ since $\Gamma$ is connected. We extend $\mu$ to a measure on $G$. Let $d(\cdot, \cdot)$ be a metric on $G$. (Note that $d$ is not necessarily a graph distance. Any metric on $G$ may be used in this section.)

We write

$$B(x, r) = \{y : d(x, y) < r\}, \quad V(x, r) = \mu(B(x, r)), \quad r \in (0, \infty).$$

We call $V(x, r)$ the volume of the ball $B(x, r)$. We will assume $G$ contains a marked vertex, which we denote 0, and we write

$$B(R) = B(0, R), \quad V(R) = V(0, R).$$

Let $X = (X_n, n \in \mathbb{Z}_+, P^x, x \in G)$ be the discrete-time simple random walk on $\Gamma$. Then $X$ has transition probabilities

$$P^x(X_1 = y) = \frac{1}{\mu_x}, \quad y \sim x.$$  \hfill (1.4)

We define the transition density (or discrete-time heat kernel) of $X$ by

$$p_n(x, y) = P^x(X_n = y) \frac{1}{\mu_y};$$

we have $p_n(x, y) = p_n(y, x)$. For $A \subset G$, we write

$$T_A = \inf\{n \geq 0 : X_n \in A\}, \quad \tau_A = T_{A^c},$$

and let

$$\tau_R = \tau_{B(0, R)} = \min\{n \geq 0 : X_n \not\in B(0, R)\}.$$  \hfill (1.7)

We define a quadratic form $\mathcal{E}$ by

$$\mathcal{E}(f, g) = \frac{1}{2} \sum_{x,y \in \Gamma, x \sim y} (f(x) - f(y))(g(x) - g(y)).$$

We regard $\Gamma$ as an electrical network with a unit resistor on each edge in $E$, then $\mathcal{E}(f, f)$ is the energy dissipation when the vertices of $G$ are at a potential $f$. Set $H^2 = \{f \in \mathbb{R}^G : \mathcal{E}(f, f) < \infty\}$. Let $A, B$ be disjoint subsets of $G$. The effective resistance between $A$ and $B$ is defined by:

$$R_{\text{eff}}(A, B)^{-1} = \inf\{\mathcal{E}(f, f) : f \in H^2, f|_A = 1, f|_B = 0\}.$$  \hfill (1.9)
Let $R_{\text{eff}}(x, y) = R_{\text{eff}}(\{x\}, \{y\})$, and $R_{\text{eff}}(x, x) = 0$.

It is known that $R_{\text{eff}}(\cdot, \cdot)$ is a metric on $G$ (see [14, Section 2.3]), and the following holds.

$$|f(x) - f(y)|^2 \leq R_{\text{eff}}(x, y)\mathcal{E}(f, f), \quad \forall f \in L^2(G, \mu).$$

(1.10)

We now consider a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ carrying a family of random graphs $\Gamma(\omega) = (G(\omega), E(\omega), \omega \in \Omega)$. We assume that, for each $\omega \in \Omega$, the graph $\Gamma(\omega)$ is infinite, locally finite, connected, and contains a marked vertex $0 \in G$. Let $d(\cdot, \cdot) := d_\omega(\cdot, \cdot)$ be a metric on $G(\omega)$. (Again, $d$ is any metric on $G(\omega)$, not necessarily the graph distance.) We denote balls in $\Gamma(\omega)$ by $B_\omega(x, r)$, their volume by $\nu(\omega(x), r)$, and write

$$B(R) = B_\omega(R) = B_\omega(0, R), \quad V(R) = \nu_\omega(R) = \nu_\omega(0, R).$$

(1.11)

We write $X = (X_n, n \geq 0, P_\omega^x, x \in G(\omega))$ for the simple random walk on $\Gamma(\omega)$, and denote by $p_\omega^x(x, y)$ its transition density with respect to $\mu(\omega)$. To define $X$ we introduce a second measure space $(\Omega', \mathcal{F}', \mathbb{P})$, and define $X$ on the product $\Omega \times \Omega'$. We write $\omega'$ to denote elements of $\Omega'$.

Let $v, r : \mathbb{N} \to [0, \infty)$ be strictly increasing functions with $v(1) = r(1) = 1$ which satisfy

$$C_1^{-1} \left( \frac{R}{R'} \right)^{d_1} \leq \frac{v(R)}{v(R')} \leq C_1 \left( \frac{R}{R'} \right)^{d_2}, \quad C_2^{-1} \left( \frac{R}{r(R)} \right)^{\alpha_1} \leq \frac{r(R)}{r(\omega)} \leq C_2 \left( \frac{R}{r(R)} \right)^{\alpha_2}$$

(1.12)

for all $0 < R' \leq R < \infty$, where $C_1, C_2 \geq 1$, $1 \leq d_1 \leq d_2$ and $0 < \alpha_1 \leq \alpha_2 \leq 1$. For convenience, we let $v(0) = r(0) = 0$, $v(\infty) = r(\infty) = \infty$ and extend them to $v, r : [0, \infty] \to [0, \infty]$ such that $v, r$ are continuous, strictly increasing, and satisfy (1.12). One such extension is to extend them linearly.

The key ingredients in our analysis of the simple random walk are volume and resistance bounds. The following defines a random set $J(\lambda)$ of values of $R$ for which we have ‘good’ volume and effective resistance estimates.

**Definition 1.1.** Let $\Gamma = (G, E)$ be as above. For $\lambda > 1$, define

$$J(\lambda) = \{ R \in [1, \infty] : \lambda^{-1} v(R) \leq V(R) \leq \lambda v(R), R_{\text{eff}}(0, B(R)^c) \geq \lambda^{-1} r(R),
\quad R_{\text{eff}}(0, y) \leq \lambda r(d(0, y)), \forall y \in B(R) \}.$$  

As we see, $v(\cdot)$ gives the volume growth order and $r(\cdot)$ gives the resistance growth order.

We now make the following assumptions concerning the graphs $(\Gamma(\omega))$. This involves upper and lower bounds on the volume, as well as an estimate which says that $R$ is likely to be in $J(\lambda)$ for large enough $\lambda$. Note that some assumption includes another assumption, because we assume part of them for each theorem and proposition.

**Assumption 1.2.** (1) There exist $\lambda_0 > 1$ and $p(\lambda)$ which goes to 0 as $\lambda \to \infty$ such that,

$$\mathbb{P}(R \in J(\lambda)) \geq 1 - p(\lambda) \quad \text{for each} \quad R \geq 1, \lambda \geq \lambda_0.$$  

(1.13)

(2) $E[R_{\text{eff}}(0, B(R)^c)V(R)] \leq c_1 v(R)r(R)$.

(3) There exist $q_0, c_2 > 0$ such that

$$p(\lambda) \leq \frac{c_2}{\lambda^{q_0}}.$$  

(1.14)

(4) There exist $q_0, c_3 > 0$ such that

$$p(\lambda) \leq \exp(-c_3 \lambda^{q_0}).$$  

(1.15)
We have the following consequences of Assumption 1.2 for random graphs. Some of the results apply also to the random walk started from an arbitrary point \( x \in G(\omega) \). Some statements in the first proposition involve the annealed law

\[
P^* = \mathbb{P} \times P^0_\omega.
\]

(1.16)

Let \( I(\cdot) \) be the inverse function of \( (v \cdot r)(\cdot) \).

**Proposition 1.3.** Suppose Assumption 1.2(1) holds. Let \( n \geq 1, \ R \geq 1 \). Then

\[
P(\theta^{-1} \leq \frac{E^0_\omega \tau_R}{v(R)r(R)} \leq \theta) \to 1 \quad \text{as} \ \theta \to \infty,
\]

(1.17)

\[
P(\theta^{-1} \leq v(I(n))p^{\omega}_{2n}(0, 0) \leq \theta) \to 1 \quad \text{as} \ \theta \to \infty,
\]

(1.18)

\[
P^*(\frac{d(0, X_n)}{I(n)} < \theta) \to 1 \quad \text{as} \ \theta \to \infty.
\]

(1.19)

\[
P^*(\theta^{-1} < \frac{1 + d(0, X_n)}{I(n)}) \to 1 \quad \text{as} \ \theta \to \infty.
\]

(1.20)

In each case the convergence is uniform.

Since \( P^0_\omega(X_{2n} = 0) \approx 1/v(I(n)) \), we cannot replace \( 1 + d(0, X_n) \) by \( d(0, X_n) \) in (1.20).

**Proposition 1.4.** Suppose Assumption 1.2(1,2) hold. Then

\[
c_1 v(R)r(R) \leq \mathbb{E}(E^0_\omega \tau_R) \leq c_2 v(R)r(R) \quad \text{for all} \ R \geq 1,
\]

(1.21)

\[
\frac{c_3}{v(I(n))} \leq \mathbb{E}(p^{\omega}_{2n}(0, 0)) \quad \text{for all} \ n \geq 1,
\]

(1.22)

\[
c_4 I(n) \leq \mathbb{E}(E^0_\omega d(0, X_n)) \quad \text{for all} \ n \geq 1.
\]

(1.23)

Assume in addition that there exist \( c_5 > 0, \lambda_0 > 1 \) and \( q'_0 > 2 \) such that

\[
P(R \in \{ R \in [1, \infty] : \lambda^{-1} v(R) \leq V(R), \ \ Reff(0, y) \leq \lambda r(d(0, y)), \ \forall y \in B(R) \}) \geq 1 - \frac{c_5}{\lambda_0^{q'_0}},
\]

(1.24)

for each \( R \geq 1, \lambda \geq \lambda_0 \). Then

\[
\mathbb{E}(p^{\omega}_{2n}(0, 0)) \leq \frac{c_6}{v(I(n))} \quad \text{for all} \ n \geq 1.
\]

(1.25)

We do not have an upper bound in (1.23); see Example 2.6 in [6].

The additional assumption that \( p(\lambda) \) decays either polynomially or exponentially enable us to obtain limit theorems. Both of the following theorems refer to the random walk started at an arbitrary point \( x \in G(\omega) \).

**Theorem 1.5.** (I) Suppose Assumption 1.2(1) and (3) hold. Then there exist \( \beta_1, \beta_2, \beta_3, \beta_4 < \infty \), and a subset \( \Omega_0 \) with \( \mathbb{P}(\Omega_0) = 1 \) such that the following statements hold.

(a) For each \( \omega \in \Omega_0 \) and \( x \in G(\omega) \) there exists \( N_x(\omega) < \infty \) such that

\[
\frac{(\log n)^{-\beta_1}}{v(I(n))} \leq p^{\omega}_{2n}(x, x) \leq \frac{(\log n)^{\beta_4}}{v(I(n))}, \quad n \geq N_x(\omega),
\]

(1.26)
(b) For each \( \omega \in \Omega_0 \) and \( x \in G(\omega) \) there exists \( R_x(\omega) < \infty \) such that

\[
(\log R)^{-\beta_2} v(R)r(R) \leq E^\omega_x \tau_R \leq (\log R)^{\beta_2} v(R)r(R), \quad R \geq R_x(\omega).
\] (1.27)

(c) Let \( Y_n = \max_{0 \leq k \leq n} d(0, X_k) \). For each \( \omega \in \Omega_0 \) and \( x \in G(\omega) \) there exist \( N_x(\omega, \varnothing), R_x(\omega, \varnothing) \) such that \( P^\omega_x (N_x < \infty) = P^\omega_x (R_x < \infty) = 1 \), and such that

\[
(\log n)^{-\beta_3} \mathcal{I}(n) \leq Y_n(\omega, \varnothing) \leq (\log n)^{\beta_3} \mathcal{I}(n), \quad n \geq N_x(\omega, \varnothing),
\]

\[
(\log R)^{-\beta_4} v(R)r(R) \leq \tau_R(\omega, \varnothing) \leq (\log R)^{\beta_4} v(R)r(R), \quad R \geq R_x(\omega, \varnothing).
\] (1.28) (1.29)

(II) Suppose Assumption 1.2(1) and (4) hold. Then there exist \( \beta_1, \beta_2 < \infty \), and \( \Omega_0 \) with \( \mathbb{P}(\Omega_0) = 1 \) such that (1.26) and (1.27) hold with \( \log \log n \) (resp. \( \log \log R \)) instead of \( \log n \) (resp. \( \log R \)).

(III) Suppose Assumption 1.2(1) and (3) hold. Suppose further that \( v, r \) satisfy the following in addition to (1.12):

\[
C_3^{-1} R^D (\log R)^{-m_1} \leq v(R) \leq C_3 R^D (\log R)^{m_1}, \quad C_4^{-1} R^\alpha (\log R)^{-m_2} \leq r(R) \leq C_4 R^\alpha (\log R)^{m_2}
\] (1.30)

for all \( 0 < R \), where \( C_3, C_4 \geq 1, 1 \leq D, 0 < \alpha \leq 1 \) and \( 0 < m_1, m_2 \). Then the following statements hold.

(a) \( d_s(\mathcal{G}) := -2 \lim_{n \to \infty} \frac{\log \mathcal{P}_\mathcal{G}(\tau, x)}{\log n} = \frac{2D}{D + \alpha} \), \( \mathbb{P} \)-a.s., and the random walk is recurrent.

(b) \( \lim_{R \to \infty} \frac{\log E^\omega_x \tau_R}{\log R} = D + \alpha \).

(c) Let \( W_n = \{X_0, X_1, \ldots, X_n\} \) and let \( S_n = \mu(W_n) = \sum_{x \in W_n} \mu_x \). For each \( \omega \in \Omega_0 \) and \( x \in G(\omega) \),

\[
\lim_{n \to \infty} \frac{\log S_n}{\log n} = \frac{D}{D + \alpha}, \quad P^\omega_x \text{-a.s.}
\] (1.31)

Remark 1.6. 1. Let

\[
\hat{J}(\lambda) = \{ R \in [1, \infty]: \lambda^{-1} v(R) \leq V(R) \leq \lambda v(R), R_{eff}(0, B(R)^c) \geq \lambda^{-1} r(R),
\]

\[
R_{eff}(0, y) \leq r(d(0, y)), \quad \forall y \in B(R) \}.
\]

(Note that \( J(\lambda) \) contains \( \lambda \) in the last inequality whereas \( \hat{J}(\lambda) \) does not.) Assume that Assumption 1.2(1) holds w.r.t. \( \hat{J}(\lambda) \) and further the following holds:

\[
\mathbb{E}[1/V(R)] \leq c_1/v(R).
\] (1.32)

(Note that this condition is a bit weaker than (1.24).) Then, (1.22) and (1.25) hold.

2. If one chooses the resistance metric \( R_{eff}(\cdot, \cdot) \) as the metric \( d(\cdot, \cdot) \), then clearly \( R_{eff}(0, y) \leq \lambda r(d(0, y)) \) holds with \( r(x) = x \) and \( \lambda = 1 \).

3. If all the vertices in \( G(\omega) \) have degree bounded by a constant \( c_0 \) for all \( \omega \in \Omega_0 \), then \( |W_n| \leq S_n \leq c_0 |W_n| \). Hence, under the assumption (1.30), Theorem 1.5(III)(c) implies also that

\[
\lim_{n \to \infty} \frac{\log |W_n|}{\log n} = \frac{D}{D + \alpha}, \quad P^\omega_x \text{-a.s.}
\] (1.33)
2 Application: Long range percolation

In this section, we will apply the theorem in Section 1 to the long range percolation. Let \( p = \{p(n)\}_{n=1}^{\infty} \) be a sequence of real numbers. Each unoriented pair of distinct points \( x, y \in \mathbb{Z}^d \) is connected by an unoriented bond with probability \( p(x, y) = p(y, x) = p(|x - y|) \), independently of other pairs. Here, \(|x - y| = \sum_{i=1}^{d} |x_i - y_i|\). We consider the situation that \( p \) satisfies

\[
\lim_{n \to \infty} \frac{p(n)}{\beta n^{-s}} = 1, \tag{2.1}
\]

for some \( s > 0, \beta > 0 \).

Let \( \mu_{xy} \) be \( \{0, 1\} \)-valued random variable, which takes 1 if \( x \) and \( y \) are connected by a bond and takes 0 if there is no bond between \( x, y \). \( (\mu_{xy} = \mu_{yx}, \mu_{xx} = 0) \) \( \mu_x = \sum_{y \in \mathbb{Z}^d} \mu_{xy} \) stands for the number of bonds which have \( x \) as an endpoint. \( G = \mathbb{Z}^d \) is the vertex set and \( E = \{\langle x, y|\mu_{xy} = 1\} \) is the edge set of the corresponding random graph. (We identify \( \langle x, y \rangle = \langle y, x \rangle \)).

Here, we give some comments on the backgrounds. Random walks on long-range percolation clusters is discussed in [9]. Let \( p \) be a sequence satisfying (2.1) and \( p(n) \in [0, 1) \) for \( n \geq 1 \). The random graphs are locally finite if and only if \( s > d \), and we can define random walks in such a case. We choose \( p \) for which there exists a unique \( \infty \)-cluster with probability 1. Then, the main results in [9] are the following:

1. For \( d = 1 \), random walks are transient if \( 1 < s < 2 \), and recurrent if \( s = 2 \).
2. For \( d = 2 \), random walks are transient if \( 2 < s < 4 \), and recurrent if \( s \geq 4 \).

In the above, the case \( d = 1, s > 2 \) is not mentioned because there is no \( \infty \)-cluster in such a case. From now on, we explore the case \( d = 1, p(1) = 1 \), and for \( n \geq 2 \), \( p(n) \in [0, 1) \) satisfies (2.1) for some \( s > 2 \). In this case, the effects of long bonds are not so strong, and as we will see later, behaviours of random walks are similar to the random walk on \( \mathbb{Z} \). Also, we will refer to some kind of discontinuity on \( s = 2 \).

Let \( d(x, y) := |x - y| \) and define \( B(R), V(R) \) with respect to this metric. Then, since \( V(R) \geq \#B(R) = 2R - 1 \),

\[
\mathbb{P}(V(R) \leq \lambda^{-1}R) = 0 \quad \text{ if } \quad \lambda > 1.
\]

Further, we have

\[
\mathbb{P}(V(R) \geq \lambda R) \leq \frac{\mathbb{E}V(R)}{\lambda R} \leq \frac{c}{\lambda}
\]

The upper bound on the resistance is obvious by comparing percolation clusters with \( \mathbb{Z} \); 

\[
\mathbb{P} \left[ \bigcup_{y \in B(R)} \{ R_{\text{eff}}(0, y) > \lambda d(0, y) \} \right] = 0 \quad \text{if } \quad \lambda > 1, \tag{2.2}
\]

and

\[
\mathbb{E}[R_{\text{eff}}(0, B(R)^c) V(R)] \leq R \mathbb{E}[V(R)] \leq c_1 R^2. \tag{2.3}
\]

The remained work is the lower bound on the resistance. We have the following.
Proposition 2.1. Let $q = 1$ for $s > 3$, and let $q$ be an any value in $(0, s - 2)$ for $2 < s \leq 3$. Then, there exists $c_1 = c_1(\beta, s, q) > 0$, such that for each $R \geq 1$,
\[ \mathbb{P}[\mathcal{R}_{\text{eff}}(0, B(R)^c) < \lambda^{-1} R^{\beta}] \leq c_1 \lambda^{-q}. \]  

(2.4)

Proof. First, we apply the “projecting long bonds” method in Lemma 3.8 in [9] to our case. For each $\omega$, we construct a new weighted graph from the original one in the following way.

(1) If a bond $\langle x, y \rangle$ such that $x, y \in \mathbb{Z}, x + 2 \leq y$ exists, then, divide the bond into $y - x$ short bonds.

(2) For each $i = 1, \ldots, y - x$, replace the $i$-th short bond by a bond which has $x + i - 1$ and $x + i$ as its endpoints and has weight $y - x$.

(3) Repeat (1),(2) for all bonds except nearest-neighbour bonds.

We use the notation $\tilde{\mathcal{R}}_{\text{eff}}$ for the resistance on the new graph. By the short property in the terminology of the electrical network, the resistance does not increase in the above procedures. And from the way of construction, we can see that
\[ \tilde{\mathcal{R}}_{\text{eff}}(0, R) = \sum_{i=1}^{R} \left( \sum_{e \in A_i} |e| \right)^{-1}, \]
where $A_i$ is the set of all $\langle u, v \rangle$ satisfying $u, v \in \mathbb{Z}, u < v, \mu_{uv} = 1$, and $[u, v] \supset [i - 1, i]$ (In other words, $A_i$ is the collection of bonds crossing over $[i - 1, i]$.) We denote $|e| = |u - v|$ for $e = \langle u, v \rangle$.

It is easy to see that
\[ \mathbb{E}[\mathcal{R}_{\text{eff}}(0, B(R)^c)^{-q}] \leq \mathbb{E}[\tilde{\mathcal{R}}_{\text{eff}}(0, B(R)^c)^{-q}] \]
\[ = \mathbb{E}[\{ \tilde{\mathcal{R}}_{\text{eff}}(0, R)^{-q} + \mathcal{R}_{\text{eff}}(0, -R)^{-q} \}] \]
\[ \leq \mathbb{E}[\tilde{\mathcal{R}}_{\text{eff}}(0, R)^{-q} + \mathcal{R}_{\text{eff}}(0, -R)^{-q}] = 2\mathbb{E}[\tilde{\mathcal{R}}_{\text{eff}}(0, R)^{-q}], \]
and
\[ \mathbb{E}[\tilde{\mathcal{R}}_{\text{eff}}(0, R)^{-q}] = \mathbb{E} \left[ \left( \sum_{i=1}^{R} \left( \sum_{e \in A_i} |e| \right)^{-1} \right)^{-q} \right] \]
\[ \leq R^{-q-1} \sum_{i=1}^{R} \mathbb{E} \left[ \left( \sum_{e \in A_i} |e| \right)^{q} \right]. \]

We have used the Hölder inequality in the last estimate. The expectation in the right hand side is finite for each $q$;
\[ \mathbb{E} \left[ \left( \sum_{e \in A_i} |e| \right)^{q} \right] \leq \mathbb{E} \left[ \sum_{e \in A_i} |e|^q \right] \]
\[ = \mathbb{E} \left[ \sum_{n=1}^{\infty} \sum_{k=1}^{n} 1_{\{\mu_{k-n,k} = 1\}} n^q \right] \]
\[ = \sum_{n=1}^{\infty} n^q \sum_{k=1}^{n} \mathbb{P}[\mu_{k-n,k} = 1] \]
\[ \leq c_2 \sum_{n=1}^{\infty} n^{q-s+1} < \infty. \]
Combining these calculations, we have
\[ \mathbb{E}[R_{\text{eff}}(0, B(R)^c)^{-q}] \leq c_3 R^{-q}. \] (2.6)

So, by the Chebyshev inequality and (2.6),
\[
P[R_{\text{eff}}(0, B(R)^c) \leq \lambda^{-1} R] \leq \lambda^{-q} R^{d} \mathbb{E}[R_{\text{eff}}(0, B(R)^c)^{-q}] \\
\leq c_3 \lambda^{-q},
\]
which completes the proof. \qed

From the above estimates, we have the following. Below, \( a_n \sim b_n \) stands for \( \lim_{n \to \infty} a_n/b_n = 1 \).

**Theorem 2.2.** The long-range percolation on \( \mathbb{Z} \) with \( p(n) \sim \beta n^{-s} \) for \( s > 2, \beta > 0, p(1) = 1 \) satisfies Assumption 1.2(1,2,3) with \( v(x) = r(x) = x \).

In this case, the additional assumption (1.24) also holds directly from the condition \( p(1) = 1 \). So, we obtain the conclusion of Proposition 1.3, 1.4 and Theorem 1.5(1,III) with \( v(x) = r(x) = x \).

**Remark 2.3.** (1) We have proved that, when \( s > 2, p_{2n}(x,x) \) is the order of \( n^{-\frac{1}{2}} \). On the other hand, from the transience result in [9], it is natural to see that, when \( 1 < s < 2, p_{2n}(x,x) \sim n^{-\xi(s)} \) \( (\xi(s) > 1) \) in some sense, though we do not have a rigorous proof. Hence, Theorem 2.2 implies that the order of the heat kernel is discontinuous at \( s = 2 \).

(2) In the one-dimensional long-range percolation model, the phenomena at the point \( s = 2 \) are non-trivial. In [1], the discontinuity of the percolation density at \( s = 2 \) is shown. In the recent study in [8], long range percolation mixing time is considered and it is shown that the order of the mixing time changes discontinuously when \( s = 2 \). In [16], estimates of effective resistance are given for general \( d, s \), and the discontinuity mentioned in (1) is shown in a sense of effective resistance.

**Remark 2.4.** There is a question whether the log-corrections in Theorem 1.5(1) can be weaken or not. To answer this question, it is crucial to study the fluctuation of the volume and resistance. First, let us consider the fluctuation of the volume. The following large deviation estimate holds for \( s > 1 \).
\[
P[V(R) \geq c_1 R] \leq \exp\{-c_2 R\}.
\]
Since \( \sum_{R=1}^{\infty} \exp\{-c_2 R\} < \infty \), by the Borel–Cantelli lemma, we have
\[
P[\limsup_{R \to \infty} \frac{V(R)}{R} \leq c_1] = 1.
\]
The lower bound of \( V(R)/R \) is trivial from \( p(1) = 1 \). Therefore, there is no fluctuation of the volume such as Proposition 2.8 in [7].

Next, we consider the fluctuation of the resistance. When \( 2 < s < 3 \), by calculating \( \mathbb{E}[\xi(g,g)] \) for appropriate \( g \), we can see that \( \mathbb{E}[R_{\text{eff}}(0, B(R)^c)^{-1}] \leq cR^{2-s} \). It seems to us that this is the best estimate one can obtain. If so, there may be some fluctuation of the resistance.

We also give an example satisfying Assumption 1.2 (4) instead of (3).

**Theorem 2.5.** We consider the long-range percolation on \( \mathbb{Z} \) with \( p(n) \sim e^{-cn} \) for \( c > 0, p(1) = 1 \). Then, Assumption 1.2(1,2,4) is satisfied with \( v(x) = r(x) = x \).
Proof. The estimate for volume is easy, and the upper bound of resistance is trivial. We will show that $\Pr[R_{\text{eff}}(0, B(R)^c) \leq \lambda^{-1}R] \leq e^{-c_1\lambda}$ for some $c_1 > 0$.

$$
\Pr[R_{\text{eff}}(0, B(R)^c) \leq \lambda^{-1}R] = \Pr[\inf\{E(f, f) : f(0) = 1, f|_{B(R)^c} \equiv 0\} \geq \lambda R^{-1}]
\leq \Pr[E(g, g) \geq \lambda R^{-1}]
\leq e^{-c_2\lambda}\mathbb{E}[\exp\{c_2R\mathbb{E}(g, g)\}],
$$

where $g(x) = 1_{B(R)}(x)(1 - R^{-1}|x|)$, and $c_2$ is a positive constant determined later. We see that

$$
\mathbb{E}[\exp\{c_2R\mathbb{E}(g, g)\}]
= \mathbb{E}[\exp\{c_3R \sum_{x,y \in \mathbb{Z}} |g(x) - g(y)|^2 \mu_{xy}\}]
= \prod_{x,y \in \mathbb{Z}} \mathbb{E}[\exp\{c_3R|g(x) - g(y)|^2 \mu_{xy}\}]
= \prod_{x,y \in \mathbb{Z}} \left\{1 + (\exp\{c_3R|g(x) - g(y)|^2\} - 1)e^{-c|x-y|}\right\}
= \prod_{x,y \in \mathbb{Z}} I_{xy},
$$

where $c_3 = \frac{c_2}{2}$. Clearly, $\prod_{x,y \in B(R)} I_{xy} = 1$, and

$$
\prod_{x,y \in B(R)} I_{xy} \leq \prod_{x,y \in B(R)} \left\{1 + (\exp\{c_3R^{-1}|x - y|^2\} - 1)e^{-c|x-y|}\right\}
\leq \prod_{n=1}^{2R} \left\{1 + (\exp(c_3R^{-1}n^2) - 1)e^{-cn}\right\}^{2R} \equiv X.
$$

Now

$$
\log X = \sum_{n=1}^{2R} 2R \log\left\{1 + (\exp(c_3R^{-1}n^2) - 1)e^{-cn}\right\}
\leq 2R \sum_{n=1}^{2R} (\exp(c_3R^{-1}n^2) - 1)e^{-cn}
= 2R \left\{\sum_{n=1}^{\sqrt{n}} + \sum_{n=\sqrt{n}+1}^{2R} \right\} \equiv 2R(S_1 + S_2).
$$

We first estimate $S_1$.

$$
S_1 \leq \sum_{n=1}^{\sqrt{n}} c_4R^{-1}n^2e^{-cn} \leq c_4R^{-1} \sum_{n=1}^{\infty} n^2e^{-cn} \leq c_5R^{-1}.
$$

For the estimate of $S_2$, we choose $c_3$ sufficiently small so that

$$
S_2 \leq \sum_{n=\sqrt{n}+1}^{2R} \exp\{c_3R^{-1}n^2\}e^{-cn} \leq \sum_{n=\sqrt{n}+1}^{2R} \exp\{-(c - 2c_3)n\} \leq e^{-c_6\sqrt{n}}.
$$

Therefore, we have $\log X \leq c_7$, and $X \leq e^{c_7}$. Furthermore, we see that

$$
\prod_{x \in B(R), y \in B(R)^c} I_{xy} = \prod_{x \in B(R), y \in B(R)^c} \prod_{x \in B(R)} \left\{1 + (\exp\{c_3R^{-1}(R - |x|)^2\} - 1)e^{-c|x-y|}\right\}
\equiv \prod_{x \in B(R)} a_x,
$$
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and
\[
\log a_x = \sum_{y \in B(R)^c} \log \left\{ 1 + \exp \left\{ c_3 R^{-1}(R - |x|)^2 \right\} - 1 \right\} e^{-c|x-y|}
\]
\[
\leq \sum_{y \in B(R)^c} \left( \exp \left\{ c_3 R^{-1}(R - |x|)^2 \right\} - 1 \right) e^{-c|x-y|}
\]
\[
\leq c_8 \exp \left\{ c_3 R^{-1}(R - |x|)^2 \right\} e^{-c(R-|x|)}
\]
\[
\leq c_8 e^{c_3(R-|x|)} e^{-c(R-|x|)} = c_8 e^{-c_9(R-|x|)},
\]
for sufficiently small $c_3$. Thus,
\[
\prod_{x \in B(R)} a_x \leq \prod_{x \in B(R)} \exp \left\{ c_8 e^{-c_9(R-|x|)} \right\}
\]
\[
= \exp \left\{ c_8 \sum_{x \in B(R)} e^{-c_9(R-|x|)} \right\} \leq \exp \left\{ 2c_8 \sum_{n=1}^{\infty} e^{-c_9 n} \right\} \leq c_{10}.
\]

From these estimates, we obtain the result for suitable $c_1$. 

\[\Box\]

3 Proof of the main results

In Section 3.1, we prove several preliminary results for random walk on a fixed but general graph. Then in Section 3.2 we apply these results to prove Propositions 1.3–1.4 and Theorems 1.5. We adopt the convention that if we cite elsewhere the constant $c_1$ in Lemma 3.2 (for example), we denote it as $c_{3.2.1}$. $C_1, C_2$ stand for the constants in (1.12).

3.1 Estimates for general graphs

In this section, we fix an infinite locally-finite connected graph $\Gamma = (G, E)$, and use bounds on the quantities $V(R)$ and $R_{\text{eff}}(0, B(R)^c)$ to control $E^0_{\text{eff}}R, p_n(0,0)$ and $E^0d(0, X_n)$, where $d(\cdot, \cdot)$ is a metric on $G$. To deal with issues related to the possible bipartite structure of the graph, we will consider $p_n(x, y) + p_{n+1}(x, y)$.

Proposition 3.1. Let $0 \in G$ and $f_n(y) = p_n(0, y) + p_{n+1}(0, y)$.

(a) Let $R \geq 1$ and assume that
\[
V(0, R) \geq \lambda^{-1} v(R), \quad R_{\text{eff}}(0, y) \leq \lambda v(d(0,y)) \quad \text{for all} \quad y \in B(R).
\]

Then
\[
f_n(0) \leq \frac{c_1 \lambda}{v(I(n))} \quad \text{for} \quad \frac{1}{2} v(R)r(R) \leq n \leq v(R)r(R).
\]

(b) We have
\[
|f_n(y) - f_n(0)|^2 \leq \frac{c_2}{n} R_{\text{eff}}(0, y)p_{2[n/2]}(0, 0).
\]
Proof. (a) A natural modification of the third equation in [5, Proposition 3.3] using \( R_{\text{eff}}(0, y) \leq \lambda r (d(0, y)) \leq \lambda r (R) \) gives
\[
f_{2n}(0)^2 \leq \frac{c}{V(0, R)^2} + \frac{c\lambda r (R)f_{2n}(0)}{n}, \quad \text{for all } n \geq 1, \ R > 0.
\]
Using \( a + b \leq 2(a \lor b) \), we see that \( f_{2n}(0) \leq (c' / V(0, R)) \lor (c' \lambda r (R) / n) \). So, by setting \( v(R) r (R) / 2 \leq n \leq v(R) r (R) \),
\[
f_{2n}(0) \leq (c' / V(0, R)) \lor (2c' \lambda / v(R)) \leq 2c' \lambda / v(R) \leq c_1 \lambda / v(I(n)),
\]
where we used \( V(0, R) \geq \lambda^{-1} v(R) \) in the second inequality.

(b) Using (1.10),
\[
|f_n(y) - f_n(0)|^2 \leq R_{\text{eff}}(0, y) \mathcal{E}(f_n, f_n).
\]

We then use [5, Lemma 3.10] to bound \( \mathcal{E}(f_n, f_n) \). \( \square \)

**Proposition 3.2.** Let \( R \geq 1, \ m \geq 1, \ \varepsilon^{\alpha_1} \leq 1/(4C_2m\lambda) \). Write \( B = B(0, R), \ B' = B(0, 1/2 \varepsilon R), \ V = V(0, R), \ V' = V(0, 1/2 \varepsilon R) \) and suppose \( R_{\text{eff}}(0, y) \leq \lambda r (d(0, y)) \) for all \( y \in B(R) \).

(a) For \( x \in B \),
\[
E^x \tau_R \leq 2\lambda r (R) V.
\]

(b) Suppose further that
\[
R_{\text{eff}}(x, B^c) \geq r(R) / m \quad \text{for } x \in B(0, \varepsilon R).
\]

Then for \( x \in B' \),
\[
E^x \tau_R \geq \frac{r(R) V'}{4m},
\]
\[
\mathbb{P}^x (\tau_R > n) \geq \frac{V'}{8m \lambda V} - \frac{n}{2r(R) \lambda V} \quad \text{for } n \geq 0,
\]
\[
p_{2n}(x, x) \geq \frac{c_1 (V')^2}{m^2 \lambda^2 V^3} \quad \text{for } n \leq \frac{r(R) V'}{8m}.
\]

Proof. For any \( z \in B \) we have
\[
E^z \tau_B = \sum_{y \in B} g_B(z, y) \mu_y,
\]
where \( g_B(\cdot, \cdot) \) is the Green kernel of the Markov chain killed on exiting \( B \).

(a) Since \( R_{\text{eff}}(z, B^c) \leq R_{\text{eff}}(0, z) + R_{\text{eff}}(0, B^c) \leq 2\lambda r (R) \) for any \( z \in B \),
\[
E^z \tau_B = \sum_{y \in B} g_B(z, y) \mu_y \leq \sum_{y \in B} g_B(z, z) \mu_y = R_{\text{eff}}(z, B^c) V(0, R) \leq 2\lambda r (R) V(0, R),
\]
where we used the fact \( g_B(z, z) = R_{\text{eff}}(z, B^c) \) in the second equality. (For the proof of this fact, see, for example, section 3.2 in [5].)

(b) Let \( p^y_B(x) = g_B(x, y) / g_B(x, x) \). Since \( \mathcal{E}(p^y_B, p^y_B) = R_{\text{eff}}(x, B^c)^{-1} = g_B(x, x)^{-1} \) and so if \( x, y \in B' \)
\[
|1 - p^y_B(x)|^2 \leq R_{\text{eff}}(x, y) R_{\text{eff}}(x, B^c)^{-1} \leq \frac{2\lambda r (\varepsilon R)m}{r(R)} \leq 2C_2m \varepsilon^{\alpha_1} \lambda \leq 1/2,
\]
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where (1.12) is used in the third inequality. Hence \( p^+_B(y) \geq 1 - 2^{-1/2} \geq \frac{1}{4} \). So,

\[
E^x \tau_R \geq \sum_{y \in B'} g_B(x, x)p^+_B(y) \mu_y \geq \frac{1}{4} \mu(B') R_{\text{eff}}(x, B^c) \geq r(R) \mu(B')/(4m).
\]

By the Markov property, (3.2) and (3.4), for \( x \in B' \),

\[
\frac{r(R)V'}{4m} \leq E^x[\tau_R] \leq n + E^x[1_{\{\tau_R > n\}}] E^{X^n}(\tau_R) \leq n + 2\lambda r(R) V^x(\tau_R > n),
\]

for all \( n \geq 1 \). Rearranging this gives (3.5).

By (3.5),

\[
P^x(X_n \in B) \geq P^x(\tau_R > n) \geq \frac{(r(R)V'/4m) - n}{2\lambda r(R)V}.
\]

So, if \( n \leq r(R)V'/(8m) \) then

\[
P^x(X_n \in B) \geq \frac{c_2 V'}{m \lambda V}.
\]

(3.8)

By the Chapman–Kolmogorov equation and the Cauchy-Schwarz inequality,

\[
P^x(X_n \in B)^2 = \left( \sum_{y \in B} p_n(x, y) \mu_y \right)^2 \leq \mu(B) \sum_{y \in B} p_n(x, y)^2 \mu_y \leq p_{2n}(x, x)V,
\]

and using (3.8) gives (3.6).

\[ \square \]

Recall the set \( J(\lambda) \) defined in Definition 1.1. We will need to know that bounds in the following are polynomial in \( \lambda \). To indicate this, we write \( c_i(\lambda) \) to denote positive constants of the form \( c_i(\lambda) = c_i \lambda^{\pm q_i} \). The sign of \( q_i \) is such that statements become weaker as \( \lambda \) increases. The following proposition controls the mean escape times and transition probabilities.

**Proposition 3.3.** Let \( \lambda > 1 \).

1. Suppose that \( R \in J(\lambda) \). Then there exists \( c_1(\lambda) \) such that

\[
E^x \tau_R \leq 2\lambda^2 v(R) r(R) \quad \text{for } z \in B(R),
\]

\[
p_n(0, 0) + p_{n+1}(0, 0) \leq c_1(\lambda) \frac{v(T(n))}{v(T(n))} \quad \text{if } \frac{1}{2} v(R) r(R) \leq n \leq v(R) r(R),
\]

\[
p_n(0, y) + p_{n+1}(0, y) \leq c_1(\lambda) \frac{v(T(n))}{v(T(n))} \quad \text{for } y \in B(R) \text{ if } \frac{1}{2} v(R) r(R) \leq n \leq v(R) r(R).
\]

2. There exist \( c_2(\lambda), \ldots, c_7(\lambda) \) such that, if \( R, c_2(\lambda) R \in J(\lambda) \), then

\[
c_3(\lambda) v(R) r(R) \leq E^x \tau_R \quad \text{for } x \in B(c_2(\lambda) R),
\]

\[
P^x(\tau_R > c_4(\lambda) v(R) r(R)) \geq c_5(\lambda),
\]

\[
p_{2n}(0, 0) \geq \frac{c_6(\lambda)}{v(T(n))} \quad \text{for } \frac{1}{2} c_7(\lambda) v(R) r(R) \leq n \leq c_7(\lambda) v(R) r(R).
\]
Proof. (1) (3.9) is immediate by Proposition 3.2(a), and (3.10) follows from Proposition 3.1(a). Using Proposition 3.1(b), and writing \( f_n(y) = p_n(0, y) + p_{n+1}(0, y) \), \( n' = 2\lfloor n/2 \rfloor \),

\[
f_n(y) \leq f_n(0) + |f_n(y) - f_n(0)| \leq f_n(0) + (c_{\text{R}}(0, y) n^{-1} p_n(0, 0))^{1/2}.
\]

(3.15)

So, by (3.10) and by the definition of \( J(\lambda) \), if \( y \in B(R) \) then we have (3.11), namely

\[
f_n(y) \leq \frac{c'(\lambda)}{v(J(n))}.
\]

(3.16)

(2) Set \( m = 2\lambda, \varepsilon^{\alpha_1} = 1/(2C_2 m \lambda) = 1/(4C_2 \lambda^2) \). Since \( R \in J(\lambda) \), we have, for \( x \in B(0, \varepsilon R) \),

\[
\frac{r(R)}{\lambda} \leq R_{\text{eff}}(0, B^c) \leq R_{\text{eff}}(0, x) + R_{\text{eff}}(x, B^c) \leq \lambda r(\varepsilon R) + R_{\text{eff}}(x, B^c) \leq \lambda C_2 \varepsilon^{\alpha_1} r(R) + R_{\text{eff}}(x, B^c),
\]

where we used (1.12) in the last inequality. Hence \( R_{\text{eff}}(x, B^c) \geq r(R)/m \) if \( x \in B(0, \varepsilon R) \), and so the assumption of Proposition 3.2(b) holds. Since \( R \in J(\lambda) \), \( V(R) \leq \lambda v(R) \). Also \( \frac{1}{2} \varepsilon R = R/(2^{1+2/\alpha_1} C_2^{1/\alpha_1} \lambda^{2/\alpha_1}) =: c_2(\lambda) R \in J(\lambda) \), so \( V' \geq \lambda^{-1} v(c_2(\lambda) R) \geq c'(\lambda) v(R) \) for some \( c'(\lambda) > 0 \); the bounds now follow from Proposition 3.2(b).

Next we apply similar arguments to control \( d(0, X_n) \), beginning with a preliminary lemma. Recall that \( T_A \) was defined in (1.6) to be the hitting time of \( A \subset G \).

**Lemma 3.4.** Let \( \lambda \geq 1 \) and \( 0 < \varepsilon^{\alpha_1} \leq 1/(2C_2 \lambda^2) \). If \( R \in J(\lambda) \), and \( y \in B(\varepsilon R) \) then

\[
P^y(\tau_R < T_0) \leq 2C_2 \varepsilon^{\alpha_1} \lambda^2, \quad (3.17)
\]

\[
P^y(\tau_R < T_y) \leq 2C_2 \varepsilon^{\alpha_1} \lambda^2. \quad (3.18)
\]

**Proof.** If \( A \) and \( B \) are disjoint subsets of \( G \) and \( x \notin A \cup B \), then (see [11, (4)])

\[
P^x(T_A < T_B) \leq \frac{R_{\text{eff}}(x, B)}{R_{\text{eff}}(x, A)}.
\]

Let \( d(0, y) \leq \varepsilon R \). Then \( R_{\text{eff}}(y, 0) \leq \lambda r(d(y, 0)) \leq \lambda r(\varepsilon R) \leq \lambda C_2 \varepsilon^{\alpha_1} r(R) \), while

\[
R_{\text{eff}}(y, B(R)^c) \geq R_{\text{eff}}(0, B(R)^c) - R_{\text{eff}}(0, y) \geq r(R) / \lambda - \lambda C_2 \varepsilon^{\alpha_1} r(R) \geq r(R) / 2\lambda.
\]

So,

\[
P^y(\tau_R < T_0) \leq \frac{R_{\text{eff}}(y, 0)}{R_{\text{eff}}(y, B(R)^c)} \leq 2C_2 \varepsilon^{\alpha_1} \lambda^2.
\]

Similarly,

\[
P^y(\tau_R < T_y) \leq \frac{R_{\text{eff}}(0, y)}{R_{\text{eff}}(0, B(R)^c)} \leq 2C_2 \varepsilon^{\alpha_1} \lambda^2.
\]

\]
Proposition 3.5. For each $\lambda > 1$, there exist $c_1(\lambda), \ldots, c_{10}(\lambda)$ such that the following hold.

(a) Let $\varepsilon < c_1(\lambda)$ and $R, \varepsilon R, c_2(\lambda)\varepsilon R \in J(\lambda)$. Then
\[
P^\theta\left(\tau_R \leq c_3(\lambda)v(\varepsilon R)r(\varepsilon R)\right) \leq c_4(\lambda)e^{\alpha_1}, \quad \text{for } y \in B(\varepsilon R).
\] (3.19)

(b) Let $n \geq 1$, $M \geq 1$, and set $R = M\mathcal{I}(n)$. If $R, c_5(\lambda)R/M, c_6(\lambda)R/M \in J(\lambda)$, then
\[
P^\theta\left(d(0,X_n)/\mathcal{I}(n) > M\right) \leq \frac{c_7(\lambda)}{M^\alpha_1}.
\] (3.20)

(c) Let $R = \mathcal{I}(n)$ and $\theta \in (0,1]$. If $R, \theta R \in J(\lambda)$ then
\[
P^\theta\left(X_n \in B(\theta R)\right) \leq c_8(\lambda)\theta^{d_1}.
\] (3.21)

(d) Let $R = \mathcal{I}(n)$. If $R, c_9(\lambda)R \in J(\lambda)$ then
\[
P^\theta(\tau_{c_9(\lambda)R} \leq n) \geq P^\theta\left(X_n \notin B(0, c_9(\lambda)R)\right) \geq \frac{1}{2}.
\] (3.22)

Hence
\[
E^\theta d(0,X_n) \geq c_{10}(\lambda)\mathcal{I}(n).
\] (3.23)

Proof. (a) Let $c_1(\lambda) = (2^{1+1/\alpha_1}C_2^{1/\alpha_1} \lambda^{2/\alpha_1})^{-1} \wedge 1$, $c_2(\lambda) = c_{3,3,2}(\lambda)$, and $c_3(\lambda) = c_{3,3,4}(\lambda) < 1$. Then the desired inequality is trivial when $\varepsilon R \leq 1$, so assume that $\varepsilon R > 1$. Let $q(y) = P^y(\tau_R < T_0)$, so that, by substituting $2\varepsilon$ into $\varepsilon$ in Lemma 3.4, if $d(0,y) \leq 2\varepsilon R$ then $q(y) \leq c_0e^{\alpha_1}\lambda^2$. Write $t_0 = c_3(\lambda)v(\varepsilon R)r(\varepsilon R)$ and $a = P^\theta(\tau_R \leq t_0)$. Now if $y \in B(2\varepsilon R)$ then
\[
P^y(\tau_R \leq t_0) = P^y(\tau_R \leq t_0, \tau_R < T_0) + P^y(\tau_R \leq t_0, \tau_R > T_0)
\]
\[
\leq P^y(\tau_R \leq T_0) + P^y(T_0 < \tau_R, \tau_R - T_0 \leq t_0)
\]
\[
\leq q(y) + (1 - q(y))a \leq c_0e^{\alpha_1}\lambda^2 + a,
\] (3.24)
using the strong Markov property for the second inequality. So, by a second application of the strong Markov property, and (3.13),
\[
a = P^\theta(\tau_R \leq t_0) \leq E^\theta[1_{\{\tau_R \leq t_0\}} P^{X_{\tau_R}}(\tau_R \leq t_0)]
\]
\[
\leq (1 - c_{3,3,5}(\lambda))(c_0e^{\alpha_1}\lambda^2 + a),
\] (3.25)
where we used the fact that $X_{\tau_R} \in B(\varepsilon R + 1) \subset B(2\varepsilon R)$ in the last inequality. Rewriting this gives $a \leq c_0e^{\alpha_1}\lambda^2(1 - c_{3,3,5}(\lambda))/c_{3,3,5}(\lambda)$. Substituting in (3.24) gives (3.19) with $c_4(\lambda) = c_0\lambda^2/c_{3,3,5}(\lambda)$.

(b) Let $c_5(\lambda) = c_{4,3,3,4}(\lambda)^{-1/(d_1 + \alpha_1)}$, where $c_* > 0$ large is chosen later. Let $c_6(\lambda) = c_2(\lambda)c_5(\lambda)$, $c_7(\lambda) = (c_5(\lambda)/c_1(\lambda))^{\alpha_1}(c_4(\lambda) \wedge 1)$, $M' = M/c_5(\lambda)$, and $\varepsilon = (M')^{-1}$. The desired inequality is trivial when $c_7(\lambda)/M'^{\alpha_1} \geq 1$, so assume that $c_7(\lambda)/M'^{\alpha_1} < 1$. Then, $M > c_5(\lambda)/c_1(\lambda)$, so $\varepsilon = c_5(\lambda)/M < c_1(\lambda)$. Thus the assumption in (a) is satisfied. Using (1.12), we have $\mathcal{I}(n/c_{3,3,4}(\lambda)) \leq c_{3,3,4}(\lambda)^{-1/(d_1 + \alpha_1)}\mathcal{I}(n)$, so taking $c_* = c$, we have $\mathcal{I}(n/c_{3,3,4}(\lambda)) \leq \varepsilon R$, which is equivalent to
\[
n \leq c_{3,3,4}(\lambda)v(\varepsilon R)r(\varepsilon R).
\] (3.26)
Since

\[ P^0(d(0, X_n) / \mathcal{I}(n) > M) = P^0(d(0, X_n) > R) \leq P^0(\tau_R \leq n) \leq P^0(\tau_R \leq c_{3,3,4}(\lambda)v(\varepsilon R)r(\varepsilon R)), \]  

(3.27)

where (3.26) is used in the last inequality. Using (a) gives the desired estimate.

(c) By (3.11), writing \( B' = B(0, \theta R) \subset B(0, R) \) and \( f_n(0, y) = p_n(0, y) + p_{n+1}(0, y) \),

\[ P^0(X_n \in B') = \sum_{y \in B'} p_n(0, y)\mu_y \leq \sum_{y \in B'} f_n(0, y)\mu_y \leq V(\theta R)c'(\lambda)/v(R). \]  

(3.28)

Since \( \theta R \in J(\lambda) \), using (1.12), the right hand side of (3.28) is bounded from above by \( c_8(\lambda)\theta^{d_1} \).

(d) Let \( \theta = c_9(\lambda) \in (0, 1] \) satisfy \( c_8(\lambda)\theta^{d_1} = \frac{1}{2} \). Then, since \( R, \theta R \in J(\lambda) \), applying (c),

\[ P^0(X_n \in B(\theta R)) \leq c_8(\lambda)\theta^{d_1} = \frac{1}{2}. \]  

(3.29)

This proves the first assertion. Also,

\[ E^0d(0, X_n) \geq \theta R P^0(X_n \not\in B') \geq \frac{1}{2} \theta R \geq c_{10}(\lambda)\mathcal{I}(n). \]  

(3.30)

\[ \square \]

### 3.2 Proof of Propositions 1.3–1.4 and Theorems 1.5

We now consider a family of random graphs, as described in Section 1.2, and prove Propositions 1.3–1.4 and Theorems 1.5.

We begin by obtaining tightness of \( E^0\tau_R/(v(R)r(R)) \), \( v(\mathcal{I}(n))p_{2n}(0, 0) \), and \( d(0, X_n) / \mathcal{I}(n) \). In the following, we set \( l(\lambda) = c_{3,3,2}(\lambda) \).

**Proof of Proposition 1.3.** We begin with (1.17). Let \( \varepsilon > 0 \). Choose \( \lambda \geq 1 \) such that \( 2p(\lambda) < \varepsilon \) here \( p(\lambda) \) is the function given by Assumption 1.2. Let \( R \geq 1 \) and set \( F_1 = \{ R, l(\lambda)R \in J(\lambda) \} \).

Suppose first that \( l(\lambda)R \geq 1 \). Then, by Assumption 1.2(1), \( \mathbb{P}(F_1) \geq 1 - 2p(\lambda) \). For \( \omega \in F_1 \), by Proposition 3.3, there exists \( c_1 < \infty, q_1 \geq 0 \) such that

\[ (c_1\lambda^{q_1})^{-1} \leq E^0\tau_R/(v(R)r(R)) \leq c_1\lambda^{q_1} \text{ for } x \in B(l(\lambda)R). \]  

(3.31)

So, if \( \theta_0 = c_1\lambda^{q_1} \) then for \( \theta \geq \theta_0 \),

\[ \mathbb{P}(\theta^{-1} \leq E^0\tau_R/(v(R)r(R)) \leq \theta) \geq \mathbb{P}(F_1) \geq 1 - 2p(\lambda) \geq 1 - \varepsilon. \]  

(3.32)

Now consider the case when \( R \leq 1/l(\lambda) \). For each graph \( \Gamma(\omega) \) let

\[ Y(\omega) = \sup_{1 \leq s \leq 1/l(\lambda)} E^0\tau_s/(v(s)r(s)). \]

Then \( Y(\omega) < \infty \) for each \( \omega \), so there exists \( \theta_1 \) such that

\[ \mathbb{P}(E^0\tau_R/(v(R)r(R)) > \theta_1) \leq \mathbb{P}(Y > \theta_1) \leq \varepsilon. \]
If we take $\theta_1 > v(1/l(\lambda)r(1/l(\lambda))$ then since $E_\omega^0 \tau_R \geq 1$, we have $E_\omega^0 \tau_R/(v(R)r(R)) \geq \theta_1^{-1}$. So, for $\theta \geq \theta_1$, we also have $\mathbb{P}(\theta^{-1} \leq E_\omega^0 \tau_R/(v(R)r(R)) \leq \theta) \geq 1 - \varepsilon$, which completes the proof of (1.17).

We now turn to (1.18). Let $n \geq 1, \lambda \geq 1$, and let $R_0, R_1$ be defined by $n = c_{3.3.7}(\lambda)v(R_1)r(R_1) = v(R_0)r(R_0)$. Let $F_2 = \{R_0, R_1, l(\lambda)R_1 \in J(\lambda)\}$. Suppose first that $R_0$ and $l(\lambda)R_1$ are both greater than 1; then $\mathbb{P}(F_2) \geq 1 - 3p(\lambda)$. If $\omega \in F_2$ then by Proposition 3.3

$$(c_2 \lambda^{q_2})^{-1} \leq v(I(n))p_{2n}^\omega(0, 0) \leq c_2 \lambda^{q_2},$$

for some $c_2 > 0, q_2 > 0$. So,

$$\mathbb{P}\left((c_2 \lambda^{q_2})^{-1} \leq v(I(n))p_{2n}^\omega(0, 0) \leq c_2 \lambda^{q_2}\right) \geq \mathbb{P}(F_2) \geq 1 - 3p(\lambda). \tag{3.33}$$

The case when $n$ is small is dealt with in the same way as in the proof of (1.17).

Next we prove (1.19). Let $n \geq 1$ and $\lambda \geq 1$. Let $M = (\lambda c_{3.5.7}(\lambda))^{1/\alpha_1} =: l_1(\lambda)$, and set

$$R_0 = M \tau(n), \quad R_1 = c_{3.5.5}(\lambda) \tau(n), \quad R_2 = c_{3.5.6}(\lambda) \tau(n), \tag{3.34}$$

$F_3 = \{R_0, R_1, R_2 \in J(\lambda)\}$. Suppose first that $n$ is large enough so that $R_i \geq 1$ for $0 \leq i \leq 2$. By Proposition 3.5(b), if $\omega \in F_3$ then

$$P_\omega^0\left(\frac{d(0, X_n)}{I(n) > l_1(\lambda)\{c_{3.5.7}(\lambda)} l_1(\lambda)^{\alpha_1} = \frac{1}{\lambda}. \right.$$}

Taking $\theta = l_1(\lambda)$, we have

$$P^\ast\left(\frac{d(0, X_n)}{I(n) > \theta}\right) \leq \mathbb{P}(F_3^c) + \mathbb{E}\left(P_\omega^0\left(\frac{d(0, X_n)}{I(n) > l_1(\lambda)}\right); F_3\right) \leq 3p(l_1^{-1}(\theta)) + \frac{1}{l_1^{-1}(\theta)}. \tag{3.35}$$

where $l_1^{-1}(\theta)$ is the inverse of $l_1(\theta)$.

Now let $\varepsilon > 0$. Choose $\theta_0$ so that the right side of (3.35) is less than $\varepsilon$. Let $l_1(\lambda) = \theta_0$. Then there exists $n_1 = n_1(\varepsilon)$ such that if $n \geq n_1$ then $R_0, R_1, R_2$ (given by (3.34)) are all greater than 1. If $n \geq n_1$ then (3.35) implies that $P^\ast(d(0, X_n)/I(n) > \theta_0) < \varepsilon$.

To handle the case when $n \leq n_1$, for each $\omega$ let

$$Z_\theta(\omega) = \max_{1 \leq n \leq n_1} P_\omega^0(d(0, X_n)/I(n) > \theta).$$

Then $Z_\theta$ is non-increasing in $\theta$, and $\lim_{\theta \to \infty} Z_\theta(\omega) = 0$ for each $\omega$. So, by monotone convergence

$$\lim_{\theta \to \infty} \mathbb{E}Z_\theta(\omega) = 0.$$ 

Thus there exists $\theta_1$ such that

$$P^\ast(d(0, X_n)/I(n) > \theta_1) \leq \mathbb{E}Z_{\theta_1} < \varepsilon \quad \text{for all } n \leq n_1.$$ 

Taking $\theta = \theta_0 \lor \theta_1$, we obtain (1.19).
Finally, we prove (1.20). Let $\varepsilon > 0$. Choose $\lambda$ so that $2p(\lambda) + 1/c_{3.5.8}(\lambda) < \varepsilon$, and let $\theta_0 = c_{3.5.8}(\lambda)^{2/d}$, $\delta = 1/\theta_0$. Choose $R$ so that $v(R)r(R) = n$, and $n_0 = n_0(\varepsilon)$ such that $n \geq n_0$ implies $\delta R \geq 1$. Set $\theta_1 = 1 + \mathcal{I}(n_0)$, and $\theta = \theta_0 \vee \theta_1$. Suppose first that $n \geq n_0$, and set $F_4 = \{R, \delta R \in J(\lambda)\}$. If $\omega \in F_4$ then by Proposition 3.5(c), we have

$$P_\omega^0\left(d(0, X_n)/\mathcal{I}(n) \leq \delta\right) \leq c_{3.5.8}(\lambda) \delta^{d_I}.$$  

So,

$$P^*(\left(1 + d(0, X_n)/\mathcal{I}(n) < \theta^{-1}\right) \leq P^*(d(0, X_n)/\mathcal{I}(n) < \theta_0^{-1})$$

$$\leq \mathbb{P}(F_4^c) + \mathbb{E}\left(P_\omega^0(d(0, X_n)/\mathcal{I}(n) < \theta_0^{-1}); F_4\right)$$

$$\leq 2p(\lambda) + 1/c_{3.5.8}(\lambda) \leq \varepsilon. \quad (3.36)$$

If $n \leq n_0$ then $(1 + d(0, X_n))/\mathcal{I}(n) \geq 1/\mathcal{I}(n) \geq \theta_1^{-1}$, and so we deduce that, for all $n$,

$$P^*((1 + d(0, X_n))/\mathcal{I}(n) < \theta^{-1}) \leq \varepsilon,$$

which proves (1.20). \hfill \square

**Proof of Proposition 1.4.** We begin with the upper bounds in (1.21). By (3.7) and Assumption 1.2(2),

$$\mathbb{E}(E_\omega^0 \tau_R) \leq \mathbb{E}(R_{\text{eff}}(0, B(R)c) V(R)) \leq cv(R)r(R).$$

For the lower bounds, it is sufficient to find a set $F \subset \Omega$ of ‘good’ graphs with $\mathbb{P}(F) \geq c > 0$ such that, for all $\omega \in F$ we have suitable lower bounds on $E_\omega^0 \tau_R$, $p_{2n}^\omega(0, 0)$ or $E_\omega^0 d(0, X_n)$. For the lower bounds, we assume that $R \geq 1$ is large enough so that $l(\lambda_0)R \geq 1$, where $\lambda_0$ is chosen large enough that $p(\lambda_0) < 1/8$. We can then obtain the results for all $n$ (chosen below to depend on $R$) and $R$ by adjusting the constants $c_1, \ldots, c_4$ in (1.21)–(1.23).

Let $F = \{R, l(\lambda_0)R \in J(\lambda_0)\}$. Then $\mathbb{P}(F) \geq 1/3$, and for $\omega \in F$, by (3.12), $E_\omega^0 \tau_R \geq c_1(\lambda_0)v(R)r(R)$. So,

$$\mathbb{E}(E_\omega^0 \tau_R) \geq \mathbb{E}(E_\omega^0 \tau_R; F) \geq c_1(\lambda_0)v(R)r(R) \mathbb{P}(F) \geq c_2(\lambda_0)v(R)r(R).$$

Also, by (3.14), if $n \in \left[\frac{1}{2} c_{3.3.7}(\lambda_0)v(R)r(R), c_{3.3.7}(\lambda_0)v(R)r(R)\right]$ then

$$p_{2n}^\omega(0, 0) \geq \frac{c_3(\lambda_0)}{v(I(n))}.$$

Given $n \in \mathbb{N}$, choose $R$ so that $n = c_{3.3.7}(\lambda_0)v(R)r(R)$ and let $F$ be as above. Then

$$\mathbb{E}p_{2n}^\omega(0, 0) \geq \mathbb{P}(F)\frac{c_3(\lambda_0)}{v(I(n))} \geq \frac{c_4(\lambda_0)}{v(I(n))},$$

giving the lower bound in (1.22).

A similar argument uses (3.23) to conclude (1.23).
Finally we prove (1.25). Let $H_k$ be the event of the left hand side of (1.24) with $\lambda = k$. By Proposition 3.1(a), we see that $p_{2n}^\omega(0, 0) \leq c_1 k / v(I(n))$ if $\omega \in H_k$, where $R$ is chosen to satisfy $v(R)r(R)/2 \leq n \leq v(R)r(R)$. Since $\mathbb{P}(\cup_k H_k) = 1$, using (1.24), we have

$$
\mathbb{E}p_{2n}^\omega(0, 0) \leq \sum_k c_1(k + 1) \mathbb{P}(H_k \setminus H_k) \leq \sum_k c_1(k + 1) \frac{v(I(n))}{v(I(n))} \mathbb{P}^c(H_k)
$$

$$
\leq \frac{c_2}{v(I(n))} \sum_k (k + 1)k^{-q_0/2} < \infty,
$$

since $q_0 > 2$. We thus obtain (1.25).

**Proof of Remark 1.6.1.** In this case, we have

$$
\mathbb{P}(\{R_{\text{eff}}(0, y) \leq r(d(0, y)), \forall y \in B(R)\}) = 1,
$$

so, similarly to the proof of Proposition 3.1, for $v(R)r(R)/2 \leq n \leq v(R)r(R)$, we have

$$
f_{2n}(0) \leq c_1 \left( \frac{1}{v(0, R)} \vee \frac{1}{v(R)} \right) \leq \frac{c_2}{v(I(n))} \left( \frac{v(R)}{v(0, R)} \vee 1 \right)
$$

Using this and (1.32), we have

$$
\mathbb{E}p_{2n}^\omega(0, 0) \leq \frac{c}{v(I(n))} \mathbb{E}(1 + \frac{v(R)}{v(0, R)}) \leq \frac{c'}{v(I(n))},
$$

so (1.25) is obtained.

**Proof of Theorem 1.5.** (I) We will take $\Omega_0 = \Omega_a \cap \Omega_b \cap \Omega_c$ where the sets $\Omega_\ast$ are defined in the proofs of (a), (b) and (c). By Assumption 1.2(3), $p(\lambda) = \mathbb{P}(R \notin J(\lambda)) \leq c_0 \lambda^{-q_0}$.

(a) We begin with the case $x = 0$, and write $w(n) = p_{2n}^\omega(0, 0)$. By (3.33) we have

$$
\mathbb{P}(c_1 \lambda^{q_0})^{-1} < v(I(n))w_n \leq c_1 \lambda^{q_0} \geq 1 - 3p(\lambda).
$$

Let $n_k = \lfloor e^k \rfloor$ and $\lambda_k = k^{2/q_0}$. Then, since $\sum p(\lambda_k) < \infty$, by Borel–Cantelli there exists $K_0(\omega)$ with $\mathbb{P}(K_0 < \infty) = 1$ such that $c_1^{-1} k^{-2q_0/q_0} \leq v(I(n_k))w(n_k) \leq c_1 k^{2q_0/q_0}$ for all $k \geq K_0(\omega)$. Let $\Omega_a = \{K_0 < \infty\}$. For $k \geq K_0$ we therefore have

$$
c_2^{-1} \frac{(\log n_k)^{-2q_0/q_0}}{v(I(n_k))} \leq w(n_k) \leq c_2 \frac{(\log n_k)^{2q_0/q_0}}{v(I(n_k))},
$$

so that (1.26) holds for the subsequence $n_k$. The spectral decomposition gives that $p_{2n}^\omega(0, 0)$ is monotone decreasing in $n$. So, if $n > N_0 = e^{K_0} + 1$, let $k \geq K_0$ be such that $n_k \leq n < n_{k+1}$.

Then

$$
w(n) \leq w(n_k) \leq c_2 \frac{(\log n_k)^{2q_0/q_0}}{v(I(n_k))} \leq c_2 \frac{(\log n)^{2q_0/q_0}}{v(I(n))}.
$$

Similarly $w(n) \geq w(n_{k+1}) \geq \frac{c_3}{v(I(n))} (\log n)^{-2q_0/q_0}$. Taking $q_2 > 2q_1/q_0$, so that the constants $c_2, c_3$ can be absorbed into the log $n$ term, we obtain

$$
\frac{(\log n)^{-q_2}}{v(I(n))} \leq p_{2n}^\omega(0, 0) \leq \frac{(\log n)^{q_2}}{v(I(n))}
$$

for all $n \geq N_0(\omega)$.

(3.37)
If \( x, y \in C(\omega) \) and \( k = d_\omega(x, y) \), then using the Chapman–Kolmogorov equation
\[
p_{2n}^\omega(x, x)(p_k^\omega(x, y)\mu_x(\omega))^2 \leq p_{2n+2k}^\omega(y, y).
\]
Let \( \omega \in \Omega_n \), \( x \in C(\omega) \), write \( k = d_\omega(0, x) \), \( h^\omega(0, x) = (p_k^\omega(x, 0)\mu_x(\omega))^{-2} \), and let \( n \geq N_0(\omega) + 2k \). Then
\[
p_{2n}^\omega(x, x) \leq h^\omega(0, x)p_{2n+2k}^\omega(0, 0)
\leq h^\omega(0, x)\frac{(\log(n + k))^{q_2}}{v(I(n + k))}
\leq h^\omega(0, x)\frac{(\log(2n))^{q_2}}{v(I(n))} \leq \frac{(\log n)^{1+q_2}}{v(I(n))}
\]
provided \( \log n \geq 2^{q_2}h^\omega(0, x) \). Taking
\[
N_x(\omega) = \exp(2^{q_2}h^\omega(0, x)) + 2d_\omega(0, x) + N_0(\omega),
\]
and \( \beta_1 = 1 + q_2 \), this gives the upper bound in (1.26). The lower bound is obtained in the same way.

(b) Let \( R_n = e^n \) and \( \lambda_n = n^{2/q_0} \). Let \( F_n = \{ R_n, l(\lambda_n)R_n \in J(\lambda_n) \} \). Then (provided \( l(\lambda_n)R_n \geq 1 \)) we have \( \mathbb{P}(F_n) \leq 2p(\lambda_n) \leq 2n^{-2} \). So, by Borel–Cantelli, if \( \Omega_b = \lim inf F_n \), then \( \mathbb{P}(\Omega_b) = 1 \). Hence there exists \( M_0 \) with \( M_0(\omega) < \infty \) on \( \Omega_b \), and such that \( \omega \in F_n \) for all \( n \geq M_0(\omega) \).

Now fix \( \omega \in \Omega_b \), and let \( x \in C(\omega) \). Write \( F(R) = E^x_\tau R \). By (3.31) there exist constants \( c_4, q_4 \) such that
\[
(c_4\lambda_n^{q_4})^{-1} \leq \frac{F(R_n)}{v(R_n)r(R_n)} \leq c_4\lambda_n^{q_4}.
\]
provided \( n \geq M_0(\omega) \) and \( n \) is also large enough so that \( x \in B(l(\lambda_n)R_n) \). Writing \( M_x(\omega) \) for the smallest such \( n \),
\[
c_4^{-1}(\log R_n)^{-2q_4/q_0}v(R_n)r(R_n) \leq F(R_n) \leq c_4(\log R_n)^{2q_4/q_0}v(R_n)r(R_n), \quad \text{for all } n \geq M_x(\omega).
\]
As \( F(R) \) is monotone increasing, the same argument as in (a) enables us to replace \( F(R_n) \) by \( F(R) \), for all \( R \geq R_x = 1 + e^{M_x} \). Taking \( \beta_2 > 2q_4/q_0 \) we obtain (1.27).

(c) Recall that \( Y_n = \max_{0 \leq k \leq n} d(0, X_k) \). We begin by noting that
\[
\{Y_n \geq R\} = \{\tau_R \leq n\}.
\]
Using this, (1.28) follows easily from (1.29).

It remains to prove (1.29). Since \( \tau_R \) is monotone in \( R \), as in (b) it is enough to prove the result for the subsequence \( R_n = e^n \).

The estimates in (b) give the upper bound. In fact, if \( \omega \in \Omega_b \), and \( n \geq M_x(\omega) \), then by (3.39)
\[
P_\omega^x(\tau_{R_n} \geq n^2c_4\lambda_n^{q_4}v(R_n)r(R_n)) \leq \frac{F(R_n)}{n^2c_4\lambda_n^{q_4}v(R_n)r(R_n)} \leq n^{-2}.
\]
So, by Borel–Cantelli (with respect to the law \( P_\omega^x \)), there exists \( N_x^\omega(\omega, \bar{\omega}) \) with
\[
P_\omega^x(N_x^\omega < \infty) = P_\omega^x(\{\bar{\omega} : N_x^\omega(\omega, \bar{\omega}) < \infty\}) = 1
\]
such that
\[ \tau_{R_n} \leq c_5 (\log R_n)^{q_5} v(R_n) r(R_n), \quad \text{for all } n \geq N'_x. \]

For the lower bound, write \( c_{3.5.3}(\lambda) = c_6 \lambda^{-q_6} \), \( c_{3.5.4}(\lambda) = c_7 \lambda^{-q_7} \), where we choose \( q_6 + q_7 \geq 2 \).

Let \( \lambda_n = n^{2/q_0} \) and \( \varepsilon_n^{a_1} = c_n^{-2} \lambda_n^{-q_0 - \varepsilon} \). Here \( c > 0 \) is chosen small enough so that \( \varepsilon_n \leq c_{3.5.1}(\lambda) \).

Set \( G_n = \{ R_n, \varepsilon_n R_n, l(\lambda_n) \varepsilon_n R_n \in J(\lambda_n) \} \). Then, for \( n \) sufficiently large so that \( l(\lambda_n) \varepsilon_n R_n \geq 1 \), we have \( \mathbb{P}(G_n) \leq 3p(\lambda_n) \leq 3c_0 n^{-2} \) . Let \( \Omega_{c} = \Omega \cap (\liminf G_n) \); then by Borel–Cantelli, \( \mathbb{P}(\Omega_{c}) = 1 \) and there exists \( M_1 \) with \( M_1(\omega) < \infty \) for \( \omega \in \Omega_{c} \) such that \( \omega \in G_n \) whenever \( n \geq M_1(\omega) \). By Proposition 3.5(a), if \( n \geq M_1 \) and \( x \in B(\varepsilon_n R_n) \) then
\[ P^x(\tau_{R_n} \leq c_6 \lambda_n^{-q_6} v(\varepsilon_n R_n) r(\varepsilon_n R_n)) \leq c_7 \lambda_n^{-q_7} \varepsilon_n^{a_1} \leq c_7 n^{-2}. \] (3.41)

So, using Borel–Cantelli, we deduce that (for some \( q_8 \))
\[ \tau_{R_n} \geq c_6 \lambda_n^{-q_6} v(\varepsilon_n R_n) r(\varepsilon_n R_n) \geq n^{-q_8} v(R_n) r(R_n) = (\log R_n)^{-q_8} v(R_n) r(R_n), \]
for all \( n \geq N''_x(\omega, \overline{\omega}) \). This completes the proof of (1.29).

The proof of (II) is similar by the following changes; take \( k_k = \sqrt{c \log k} \), and take \( N_k(x) = \exp(\exp(C h_k(0, x))) + 2d_k(0, x) + N_0(\omega) \) in (3.38). Then, \( \log n \) (resp. \( 
\log n \)) \( \log R_n \) in the above proof are changed to \( \log n \) (resp. \( \log n \log n \)) \( \log n \) and the proof of (a) and (b) goes through. Since the modifications are simple, we omit details.

We now prove (III). For (a), \( \lim_n \log p_{2n}^R(0, 0) / \log n = D/(D + \alpha) \), \( \mathbb{P}\)-a.s. is easy from (1.26) and (1.30). Since \( \sum_n p_{2n}(0, 0) = \infty \), \( X \) is recurrent. (b) is also easy from (1.27) and (1.30).

(c) We first consider the case \( x = 0 \). Let \( \lambda_k \in (0, 1) \), \( q_1 \geq 2 \), \( q_1 \geq 1 \), \( q_2 \geq 2 \) be chosen so that
\[ c_{3.5.3}(\lambda) \geq c_1 \lambda^{-q_1} \leq c_2 \lambda_{q_2}. \]

Let \( R_k \equiv e^{k} \) and \( \lambda_k \equiv k^{q_1} \) where \( q_1 \geq 2 \) is chosen large enough so that \( \sum p(\lambda_k) < \infty \). Let \( \varepsilon_k^{a_1} = c_2^{-1} \lambda_k^{-q_2} k^{-q_1} \). Set
\[ F_k = \{ R_k, \varepsilon_k R_k, c_{3.5.2}(\lambda) \varepsilon_k R_k \in J(\lambda_k) \}. \]

For \( \omega \in F_k \) we have by Proposition 3.5(a)
\[ P^\omega(\tau_{R_k} \leq c_1 \lambda_k^{-q_1} v(\varepsilon_k R_k) r(\varepsilon_k R_k)) \leq c_2 \lambda_k^{-q_2} \varepsilon_k^{a_1} = k^{-q_1}. \]

Set \( n(k) = c_1 \lambda_k^{-q_1} v(\varepsilon_k R_k) r(\varepsilon_k R_k) \geq c_3 \lambda_k^{-q_1}(\varepsilon_k R_k)^{D+\alpha} (\log(\varepsilon_k R_k))^{-m_1-m_2} \). Then
\[ P^x(\{ \tau_{R_k} \leq n(k) \} \cup F_k) \leq \mathbb{P}(F_k) + k^{-q_1} \leq 3p(\lambda_k) + k^{-q_1}. \]

Therefore by Borel–Cantelli, we deduce that, \( P^x \)-a.s., for all sufficiently large \( k \), \( \tau_{R_k} > n(k) \) and \( F_k \) holds. So, for large \( k \),
\[ S_{n(k)} \leq S_{\tau_{R_k}} \leq V(R_k) \leq \lambda_k v(R_k) \leq c_4 \lambda_k R_k^D (\log R_k)^{m_1}. \]

If \( n \) is sufficiently large, then choosing \( k \) so that \( n(k-1) < n \leq n(k) \),
\[ \frac{\log S_n}{\log n} \leq \frac{\log S_{n(k)}}{\log n(k-1)} \leq \frac{Dk + \log(c_4 \lambda_k) + m_1 \log k}{(D + \alpha)(k-1) + \log(c_5 e_k^{D+\alpha} \lambda_k^{-q_1}) - (m_1 + m_2) \log(\varepsilon_k e_k^L)} \leq \frac{k}{k-1} \frac{D}{D + \alpha} + \frac{c_5 \log k}{k}, \]
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and this gives the upper bound in (1.31) for the case \( x = 0 \).

For the lower bound, let \( \xi(x, R) = 1_{\{r > \tau_R\}} \). If \( R \in J(\lambda) \) and \( \varepsilon^{\alpha_1} < 1/(2C_2\lambda^2) \) then by Lemma 3.4,

\[
P^0_{\omega}(\xi(x, R) = 1) \leq C_2 \varepsilon^{\alpha_1} \lambda^2, \quad \text{for } x \in B(\varepsilon R).
\]

Set

\[
Y_k = V(\varepsilon_k R_k)^{-1} \sum_{x \in B(\varepsilon_k R_k)} \xi(x, R_k)\mu_x.
\]

Then if \( \omega \in F_k \),

\[
P^0_{\omega}(Y_k \geq \frac{1}{2}) \leq 2E^0_{\omega}Y_k \leq 2C_2 \varepsilon^{\alpha_1} \lambda^2 \leq c_0 k^{-q_1}.
\]

Let \( m(k) = k^{q_1} \lambda^2 v(R_k) r(R_k) \leq c_7 k^{q_1} \lambda^2 R_k^{D+\alpha} (\log R_k)^{m_1+m_2} \). Then if \( \omega \in F_k \), by (3.9),

\[
P^0_{\omega}(\tau_R \geq m(k)) \leq 2\lambda^2 v(R_k) r(R_k)m(k)^{-1} = 2k^{-q_1}.
\]

Thus

\[
P^*(F_k^c \cup \{Y_k \geq \frac{1}{2}\} \cup \{\tau_R \geq m(k)\}) \leq 3p(\lambda_k) + (2 + c_0) k^{-q_1},
\]

so by Borel–Cantelli, \( P^*-\text{a.s.} \) there exists a \( k_0(\omega) < \infty \) such that, for all \( k \geq k_0, \) \( F_k \) holds, \( \tau_R \leq m(k) \), and \( Y_k \leq 1/2 \). So, for \( k \geq k_0 \),

\[
S_{m(k)} \geq S_{\tau_R} = \sum_{x \in B(\varepsilon_k R_k)} (1 - \xi(x, R_k))\mu_x = V(\varepsilon_k R_k)(1 - Y_k)
\]

\[
\geq \frac{1}{2} \lambda^2 \varepsilon_k R_k \lambda^{-1}_k v(\varepsilon_k R_k) \geq c_8 \lambda^2 \varepsilon_k R_k D (\log \varepsilon_k R_k)^{-m_1}
\]

Let \( n \) be large enough so that \( m(k) \leq n < m(k+1) \) for some \( k \geq k_0 \). Then

\[
\frac{\log S_n}{\log n} \geq \frac{\log S_{m(k)}}{\log m(k+1)} \geq \frac{Dk - c \log k}{(D + \alpha)(k+1) + c' \log (k+1)},
\]

and the lower bound in (1.31) follows. This proves (1.31) when \( x = 0 \).

Now let

\[
\Omega_0 = \{ \omega : G(\omega) \text{ is recurrent and } P^0_{\omega}(\lim n S_n/\log n = \frac{D}{D+\alpha}) = 1 \}.
\]

We have \( P(\Omega_0) = 1 \). If \( \omega \in \Omega_0 \), and \( x \in G(\omega) \) then \( X \) hits 0 with \( P^*_{\omega} \)-probability 1. Since the limit does not depend on the initial segment \( X_0, \ldots, X_{T_0} \), we obtain (1.31). 

\[
\square
\]
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