Evaluation of Quantum Approximate Optimization Algorithm based on the approximation ratio of single samples
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Abstract—The Quantum Approximate Optimization Algorithm (QAOA) is a hybrid quantum-classical algorithm to solve binary-variable optimization problems. Due to its expected robustness to systematic errors and the short circuit depth, it is one of the promising candidates likely to run on near-term quantum devices. We project the performance of QAOA applied to the Max-Cut problem and compare it with some of the best classical alternatives, both for exact or approximate solution. When comparing approximate solvers, their performance is characterized by the computational time taken to achieve a given quality of solution. Since QAOA is based on sampling, we introduce performance metrics based on the probability of observing a sample above a certain quality. In addition, we show that the QAOA performance varies significantly with the graph type. By selecting a suitable optimizer for the variational parameters and reducing the number of function evaluations, QAOA performance improves by up to 2 orders of magnitude compared to previous estimates. Especially for 3-regular random graphs, this setting decreases the performance gap with classical alternatives.

I. INTRODUCTION

The challenge for near-term noisy intermediate scale quantum computing (NISQ) is to demonstrate quantum advantage, where some computation is performed by a quantum computer that is classically computationally intractable [1]. While “quantum supremacy” may have been demonstrated for the task of sampling the outcome of random quantum circuits [2]–[6], practical applications of post-classical computation still need to be demonstrated.

A common practical problem used as a benchmark for both high performance classical and quantum computing is Max-Cut, a graph partition problem with applications in domains such as machine scheduling [7], image recognition, [8] electronic circuit layout [9], and software verification/validation [10], [11]. Max-Cut is a NP-hard problem [12] and is naturally phrased as a Quadratic Unconstrained Binary Optimization (QUBO) problem.

Here, we investigate the Quantum Approximate Optimization Algorithm (QAOA) [13] applied to Max-Cut for different types of graphs. QAOA is a hybrid quantum-classical algorithm based on a circuit whose variational parameters are optimized with respect to the specific instance to solve. It is formulated as a heuristic approach with the goal of approximating the solution of hard problems. We numerically simulate the execution of QAOA experiments and estimate the time required by noiseless hardware to provide candidate solutions above a certain approximation ratio. For instances of small size and reasonable convergence criteria, QAOA often returns the global solution.

We compare QAOA against a list of the best performing classical solvers [14], [15] in terms of time-to-solution [16], [17] and quality for a range of graph types [18]–[21]. One of the main contributions of this work is the definition of the framework for such comparison. From its original formulation, QAOA is expected to return the best candidate solution found in the course of the optimization. However, the objective that guides such optimization is an expectation value averaged over multiple candidate solutions. Until now, most studies relied on concentration arguments to report the average value instead of the best single outcome [22]–[26]. In this work, given a desired approximation ratio, we formulate the performance of QAOA as the time needed before at least one sample with approximation ratio above the desired threshold is observed with probability at least 50%.

This paper is organized as follows: Section II describes QAOA, its applications and some previous results. Section III introduces the framework to report QAOA performance based on the approximation ratio of single samples. It also provides information about how we perform the numerical simulations and the classes of graphs we consider. The results from the numerical simulations are compared with classical solvers in Section IV, and the results are discussed in Sections V and VI.
II. QUANTUM APPROXIMATE OPTIMIZATION ALGORITHM

The Quantum Approximate Optimization Algorithm (QAOA) is a hybrid quantum-classical algorithm that variationally improves shallow quantum circuits to prepare states with desired properties. In its original formulation, the target state corresponds to the solution of binary-variable minimization problems [13]. The cost function is represented by a linear combination of operators that are diagonal in the Z basis:

\[
\hat{C} = \sum_{m=1}^{M} \hat{C}_m ,
\]

(1)

where \( M \) is the number of terms, each proportional to the product of a few \( Z \) Pauli matrices. The observable \( \hat{C} \) is obtained from the classical cost function by substituting classical binary variables \( z_k \in \{-1,+1\} \) with quantum operators \( \hat{Z}_k \), the \( Z \) Pauli matrix on qubit \( k \). For Quadratic Unconstrained Binary Optimization (QUBO) problems, each term \( \hat{C}_m \) is proportional to \( \hat{Z}_i \hat{Z}_j \) for a certain pair \((i,j)\) of qubits.

The QAOA circuit is obtained by alternating two blocks of quantum operations for a total of \( p \) times each, with \( p \) being an adjustable parameter. Each block is characterized by a scalar parameter (denoted either by \( \gamma \) or \( \beta \)) and their values uniquely determine the output state. We denote the variational state prepared by the QAOA circuit as:

\[
|\gamma, \beta\rangle = e^{-i\beta_p \hat{B}} e^{-i\gamma_p \hat{C}} \ldots e^{-i\beta_1 \hat{B}} e^{-i\gamma_1 \hat{C}} |+\rangle^\otimes N ,
\]

(2)

where \( B = \sum_k \hat{X}_k \) is the sum of the \( X \) Pauli matrices associated to each qubit, \( |+\rangle = (|0\rangle + |1\rangle)/\sqrt{2} \), and \( N \) is the number of qubits. The circuit’s depth is linear in \( p \) and the number of its parameters is \( 2p \). In this work, \((\gamma, \beta) = (\gamma_p, \beta_p, \ldots, \gamma_2, \beta_2, \gamma_1, \beta_1)\).

QAOA has already been applied to a growing number of combinatorial optimization problems like community detection [23], vertex cover [27], maximum independent set [28], and tail assignment [29]. However, its most studied application is probably to a graph partition problem called Max-Cut. Its formulation is easily stated: divide the vertices of a graph in two groups and count the number of edges connecting vertices of different groups. These edges are usually said to be “cut” by the partition. The answer to the problem is returning the partition with the largest number of cut edges. Despite its simplicity, Max-Cut appears in many domains [7]–[11].

To formulate Max-Cut as a binary variable problem, assign to each vertex a label from \( \{+1,-1\} \) indicating to which of the two groups it belongs. Since QAOA is a minimization problem, we use as cost function the (additive) inverse of the number of cut edges. The quantum version of such a cost function can be expressed as a QUBO formula plus a constant term:

\[
\hat{C} = -\frac{M}{2} + \frac{1}{2} \sum_{(i,j) \in E} \hat{Z}_i \hat{Z}_j ,
\]

(3)

where \( E \) is the set of edges of the graph to partition and \( M \) its number of edges.

III. METHODS

A central quantity in the optimization of QAOA circuits is the expectation value of the cost function observable \( \hat{C} \) on state \( |\gamma, \beta\rangle \) in Eq. (2):

\[
F_p(\gamma, \beta) = \langle \gamma, \beta \ | \ \hat{C} | \gamma, \beta \rangle .
\]

(4)

The minimization of \( F_p \) is a good proxy for the desired goal of preparing the ground state of \( \hat{C} \). In fact, the ground state is the solution of:

\[
\min |\psi\rangle \langle \psi | \hat{C} |\psi\rangle
\]

(5)

and it is reasonable to expect that, for expressive enough QAOA circuits, state \( |\gamma, \beta\rangle \) can achieve large overlap with the ground state by minimizing \( F_p \) with respect to \( (\gamma, \beta) \).

In practical implementations of QAOA there are two subtle points related to the choice of \( F_p(\gamma, \beta) \) as the function to minimize. First, one does not experimentally access an observable’s expectation value directly, but can only estimate it by obtaining many assignments of the problem’s variables and averaging their cost function values. This procedure is very natural since \( \hat{C} \) is diagonal in the computational basis and the assignments are obtained by measuring all qubits in the \( Z \) basis. Second, while \( F_p \) is the objective function of the minimization, the result reported at the end of QAOA experiments is the minimum cost function value among all the observed samples and not their average.

A. Sampling of Approximation Ratios

To clarify the above remarks, we introduce the “cost distribution” associated to \( |\gamma, \beta\rangle \). The QAOA state of \( N \) qubits can be represented in the \( Z \) basis as:

\[
|\gamma, \beta\rangle = \sum_{z \in \{-1,+1\}^N} \alpha_z |z\rangle \langle z|
\]

(6)

where \( z = (z_1, z_2, \ldots, z_N) \) and \( |z\rangle \) is the unique common eigenstate of every \( \hat{Z}_k \) with eigenvalue \( z_k \). Since the cost function is diagonal in the \( Z \) basis, one has:

\[
\hat{C} |z\rangle = C(z) |z\rangle .
\]

(7)

The cost distribution of \( |\gamma, \beta\rangle \) is the probability distribution \( P_{\text{Cost}}^{(\gamma, \beta)} \) that associates to each cost function value \( c \) the probability:

\[
P_{\text{Cost}}^{(\gamma, \beta)}(c) = \sum_{z \text{ s.t. } C(z) = c} |\alpha_z|^2 .
\]

(8)
and collecting the corresponding cut values, one can estimate \( F_p(\gamma, \beta) \) as their average. Denoting with \( z^{(s)} \) the partition observed in the \( s \)-th run, one has:

\[
F_p(\gamma, \beta) = \lim_{S \to \infty} \frac{1}{S} \sum_{s=1}^{S} C(z^{(s)}) .
\] (9)

In practice, the estimate involves a finite number \( S \) of repetitions and past experiments used \( S \sim 1000 - 10,000 \) [26], [30]–[32].

Finally, it is important to remember that QAOA is an approximate algorithm which is not guaranteed to return the global solution, but aims at a good approximation. The quality of the solution is expressed in terms of the approximation ratio given by \( F_p(\gamma', \beta') / c^* \), where \( (\gamma', \beta') \) indicates the parameters at the end of the optimization and \( C^* = \min_{z} C(z) \) is the global minimum of the cost function. However, we highlight that the result of QAOA experiments for Max-Cut should be the largest cut value among all the observed samples and not its average over \( P_{\text{Cut}}(\gamma', \beta') \).

For this reason, we structure our analysis of the QAOA performance in terms of the number of circuit repetitions before a cut value above a certain approximation ratio is observed. Formally, consider the approximation ratio \( r \) and ask what is the probability of observing at least one cut value above \( r |c^*| \) among the first \( K \) samples. When such probability exceeds 50%, meaning that the event is more probable than not, we return \( K \) as the expected number of repetitions to reach the desired approximation.

Denoting with \( Q_{\text{Cut}}(\gamma, \beta) \) the cumulative distribution of \( P_{\text{Cut}}(\gamma, \beta) \), the probability of observing at least one cut value with approximation ratio at least \( r \) while keeping the QAOA parameter unchanged is:

\[
P_r(K) = 1 - \left[ Q_{\text{Cut}}^{(\gamma, \beta)}(r |c^*|) \right]^K \] (10)

since \( Q_{\text{Cut}}^{(\gamma, \beta)}(r |c^*|) \) represents the probability of not observing a cut value above approximation ratio \( r \). The expression can be easily adapted to the case of varying \( (\gamma, \beta) \) by considering the actual \( Q_{\text{Cut}}^{(\gamma, \beta)} \) for each of the \( K \) samples. In our approach, we vary \( (\gamma, \beta) \) every \( S \) samples (the same parameter as in the finite version of the right hand side of Eq. (9)).

B. Quantum Simulation and Circuit Execution Time

All numerical simulations have been implemented using the Python interface of Intel Quantum Simulator (IQS) [33]. The simulator has been developed in C language for high-performance-computing environments and is released open-source [34]. It stores the state of \( N \) qubits as a vector with \( 2^N \) complex amplitudes that is updated to reflect the execution of quantum operations. The release includes special functionalities to facilitate the emulation of QAOA circuits: instead of decomposing

![Figure 1: Cut distributions for Max-Cut on a random 3-regular graphs with 20 vertices. Three distributions are plotted, each characterized by different values of the parameters \( (\gamma, \beta) \). In green, the case of \( \gamma_k = \beta_k = 0 \) for each \( k = 0, 1, \ldots p \) corresponding to the case in which every graph partition has the same probability \( 1/2^N \). In blue, the distribution for a random choice of parameters, and in orange the one at the end of the optimization process. The vertical red line indicates the expectation value of the orange distribution. The maximum cut value is indicated by the purple column.](image-url)
$e^{-i\gamma \hat{C}}$ into one- and two-qubit gates and simulating each of them sequentially. IQS performs a single update that reflects the global operation. In addition, it gives access to the probability distribution of the cut values, namely $P_{\text{Cut}}^{(\gamma, \beta)}$ introduced in the previous subsection.

In this numerical study, we have not considered the effect of incoherent errors and environmental noise. The decision was motivated by the substantial overhead required to describe the noise effects, overhead estimated to be a factor $\sim 1,000$. For the considerations of this work, the effect of noise affects the shape of $P_{\text{Cut}}^{(\gamma, \beta)}$ and we expect to deform it in two ways: increasing its spread and, for good values of the parameters $(\gamma, \beta)$, reducing its average cut-value. We leave this point to further investigations.

In the following analysis, we do not need to estimate the time to simulate QAOA circuits, but rather the time to execute them on actual hardware. In addition, we are not interested in modelling a specific quantum processor, but only in providing an order of magnitude estimate. To this extent, we consider two abstract architectures characterized by the same gate set but different connectivity: all-to-all and bi-dimensional square grid. The gate set includes parametrized one-qubit and two-qubit rotations, like $\exp(-i\beta \hat{X}_k)$ and $\exp(-i\beta \hat{Z}_j \hat{Z}_k)$, and all gates have the same duration $T_{\text{gate}} = 10$ ns. We assume additional $T_{\text{spam}} = 1$ $\mu$s for state preparation and measurement (spam). These values are reasonable in the context of emerging NISQ-era architectures, especially for superconducting transmon qubits [2]. No further limitations of gate parallelism are considered, apart from the requirement that every qubit can be involved in at most one gate at a time. For the circuit compilation and to satisfy the connectivity constraints, we adopt the scheduler based on dynamical pattern optimization described in reference [35].

The two architectures give different estimates of the execution time for a single QAOA circuit. For the full connectivity, given a graph instance with maximum vertex degree $d$, one has:

$$T_{\text{circuit}}^{(FC)} = T_{\text{spam}} + ((d + 1)T_{\text{gate}} + T_{\text{gate}})p,$$

where we used the result that one needs at most $(d + 1)$ colors to color the edges of a graph with vertex degree $d$ [36] and therefore $(d + 1)$ layers of two-qubit gates may be required to implement each $e^{-i\gamma \hat{C}}$, while a single layer suffices for each $e^{-i\beta \hat{Z}}$. We do not consider extra time between circuit repetitions in addition to $T_{\text{spam}}$, not even when $(\gamma, \beta)$ needs to be updated (once in $S$ repetitions).

For the square grid connectivity, the scheduler returns the circuit depth $l$ in terms of the number of layers of parallel gates. Thus, the time to execute a single QAOA circuit is:

$$T_{\text{circuit}}^{(2D)} = T_{\text{spam}} + l p T_{\text{gate}}.$$  (12)

C. Optimization of Variational Parameters

The performance of QAOA depends critically on the choice of depth $p$ and variational parameters $(\gamma, \beta)$. Due to its connection with adiabatic quantum optimization [37], QAOA is capable of finding the global minimum in the $p \to \infty$ limit [38], but its performance is still being explored for finite $p$ [19], [28], [39]–[41]. Early results suggested that for $p = 1$ QAOA provides an approximation ratio for the problem MAX3Lin2 that is better than its classical counterparts. However, the improvement has since been overtaken by a new classical method [38].

A number of strategies have been utilized in recent work to determine optimized variational parameters, including local optimization [24], gradient-based methods [42], multi-start optimization [43], reinforcement learning [44], [45], and analytical prediction [19], [46]. In this work, we utilize a combination of local and multi-start optimization, and discuss the results from each. We utilize the Asynchronously Parallel Optimization Solver for finding Multiple Minima (APOSMM) [47], which has been used successfully with QAOA and graph clustering [43]. For local optimization we use the derivative-free Bound Optimization By Quadratic Approximation (BOBYQA) [48]. For APOSMM, we vary the total number of evaluations of the cost function $n_{\text{ev}}$ as discussed in Section IV.

To demonstrate the APOSMM optimization process, Figure 2 shows the path followed by the optimizer in the parameter landscape with $p = 1$. In this work, we consider graphs of three types:

- **random $k$-regular**: each and every vertex has exactly $k$ edges, chosen randomly;
- **Erdős-Rényi**: each of the $N(N-1)$ edges has probability $p_E$ of being present, with unbounded vertex degree
- **random weights**: complete graph with weights chosen uniformly at random in $[0, 1]$ (see Appendix B for a note on random weight graphs).

Each type can give rise to a distinct graph class, for example by specifying the non-negative integer parameter $k$ or the continuous parameter $p_E \in [0, 1]$.

For each graph type, the optimization landscape is distinct. For 3-regular graphs, the landscape is characterized by minima separated without plateaus. The variational parameters exhibit periodicity within the domain considered, which has been demonstrated previously [49], [50]. For Erdős and random weights, the landscape minima begin to concentrate and plateaus appear. These
Figure 2: Optimization landscape (see Eq. (1)) for QAOA applied to the Max-Cut problem on graphs with $N = 16$ vertices. Several type of graphs are considered, from left to right and top to bottom: random 3-regular, random 9-regular, Erdős $p_E = 0.5$, Erdős $p_E = 0.8$, random weights, and the complete graph. As the graph structure changes and noticeably as the vertex degree increases, first from random 3- to 9-regular and then to Erdős and random weights, the global minimum becomes narrower and local plateaus appear.

Plateaus create many local minima that are suboptimal and act as trap for the local optimization making it challenging for APOSMM to find the global minima (the path in parameter space is drawn as white traces). Similar difficulties in finding optimized parameters have been noted for QAOA and associated to the concentration of optimal parameters into a small region of the parameter space for random weight graphs [19].

Recently, it has been observed that good parameters obtained after the optimization of a specific instance, perform well also for other instances of the same class and even for different instance sizes. Analytical arguments [51] suggest that numerical observations [24], [52] may apply to a broad class of random graphs. We collect supporting evidence in Figure 3. There are two aspects worth observing: first, in any single plot the probability distribution has a structure connected to the concentration of optimized values of the parameters. Second, for each graph type, moving along the same row from left to right (i.e. increasing $N$), the distribution seems to converge suggesting that it may be preserved for $N > 20$. The latter observation is evident for random 3-regular graphs, but unclear for Erdős and random weight graphs.

In our case, Figure 3 is hardly conclusive. However, in the next Section we utilize the “trained” parameter sets optimized from small instance sizes to predict the performance for larger sizes. The effectiveness of this technique can be seen as a posteriori justification of this choice.

IV. RESULTS

We visualize the cut probability $P_{Cut}$ for several graph types and three $p$ values in Figure 4 (a). The green distribution corresponds to the $p = 0$ case, while the orange distribution to $p = 2, 4, 8$ —from left to right—and optimized parameters $(\gamma, \beta)$. Panel (b) of the same figure reports the cost of parameter optimization. The optimization budget of APOSMM is denoted by $n_{FEV}$ and varies from 10,000 to 25,000 function evaluations. Each function evaluation corresponds to an estimate of $F_p$ with $S = 1,000$ samples, a number smaller than those used in QAOA experiments to date [26], [30], [32]. For 3- and 9-regular graphs, optimized variational parameters are found for $p = 4, 8$ yielding distributions which have large overlap with the maximum cut value (see also Figure 1). For Erdős and random weight graphs, the distributions have less overlap, and increasing $p$ and $n_{FEV}$ does not lead to an increase in overlap.

This can be seen in Figure 4 (b), which shows the expected number of circuit’s repetitions before the prob-
Figure 4: (a) Cut distributions for Max-Cut and several graph types, for a typical instance with $N = 16$ vertices (note the axes are scaled to approximation ratio $r$). From top to bottom: random 3-regular, random 9-regular, Erdős $p_E = 0.8$, and random weight graphs. In the first column, $p = 2$ and APOSMM is given a budget of $n_{\text{fev}} = 10,000$ function evaluations; second column $p = 4$ and $n_{\text{fev}} = 10,000$; third column $p = 8$ and $n_{\text{fev}} = 25,000$. Three distributions are plotted, each characterized by different values of the $2p$ parameters. In green, the case of $\gamma_k = \beta_k = 0$ for each $k = 1, 2, \ldots, p$ corresponding to the case in which every graph partition has the same probability $1/2^N$. In blue, the distribution at an intermediate stage of the optimization and in orange the distribution for the optimized parameters. (b) Expected number of repetitions of the QAOA circuit required to observe at least one samples with given approximation ratio $r$. The blue line is obtained updating $P_{\text{Cut}}$ every $S = 1,000$ samples during the optimization process. The orange line corresponds to sampling directly from the optimized distribution. We report the average over 10 instances and the vertical bars represent one standard deviation. Subplots are organized in rows and columns according to panel (a).

ability of observing a cut value with a given approximation ratio is at least 50% (see equation Eq. (10)). The blue line corresponds to the case in which the parameters are randomly initialized and then updated during the optimization. The orange line represents the case in which the optimized parameters are known from the start. It is not surprising that this knowledge reduces the QAOA cost by several orders of magnitude. The results in this panel are averaged over 10 random instances of each graph type, whereas panel (a) shows a typical instance.

For $k$-regular graphs and small instance size, shallow circuits corresponding to $p \leq 8$ are expressive enough for state $|\gamma, \beta\rangle$ to exhibit a large overlap with the ground state of $\hat{C}$. This is not the case for Erdős and random weights, resulting in an order of magnitude larger expected number of circuit repetitions for a given approximation ratio. We project the implications of these results in the next figure by comparing the performance with classical exact and approximate solvers.

We utilize the simple model for quantum processors described in Section III-B: noiseless devices with full and bi-dimensional square grid connectivity. The time to run a single QAOA circuit in the two architectures is given by Eq. (11) and Eq. (12) respectively. When multiplied by the number of circuit repetitions, we obtain the absolute-time performance of QAOA, here called WallTime. Figure 5 shows the WallTime of QAOA averaged over 10 random 3-regular graphs, for both quantum architectures and starting from random and optimized $(\gamma, \beta)$ values. Also shown is the performance for a state-of-the-art exact solver (AKMAXSAT) [53] and a famous approximate algorithm (GW) [14]. We report the time to solution on the vertical axis, together with the quality of the approximate solution, expressed by its approximation ratio $r$. It is clear that the exact solver provides a single datapoint located at $r = 1$, while the classical optimizer leads to a distribution of results.
We observe that the relative performance of GW compared to AKMAXSAT is surprising: an approximate solver is expected to be faster than an exact solver. Clearly this is not the case in our numerical study. There are multiple reasons for this situation and we discuss them in Appendix A. Here we mention that the advantage of heuristic algorithms is more relevant for large $N$, where its better scaling takes over small size effects and certain details of the implementation. For these system sizes, the approximation ratio achieved by GW is more relevant to the performance comparison.

Figure 6 shows the WallTime performance of the optimized variational parameters from Figure 4 for different graph types and graph sizes up to $N = 32$. Here we take advantage of the recent observation that good parameter values are concentrated and shared among instances of the same type. We empirically verify that good parameter values can be applied to instances with more vertices. By offloading the cost of the parameter optimization, the WallTime performance of QAOA for 3- and 9-regular graphs remains competitive with classical solvers. We observe an exponential increase of the WallTime before reaching approximation ratio close to 1, indicating an exponentially smaller value of $P_{\text{Cut}}(|c^*|)$ compared to, for example, $P_{\text{Cut}}(0.9|c^*|)$. This behavior is very clear for Erdős graphs. For 3- and 9-regular, there is some ev-
idence of linear/sublinear behavior in WallTime versus approximation ratio, another indication of the effective overlap of the distributions shown in Figures 1 and 4 with the maximum cut.

V. DISCUSSION

The results discussed in Sections III and IV demonstrate how much QAOA’s performance depends on the graph type and optimization method. There is a fundamental performance gap between 3- and 9-regular and the Erdos and random weights graph types. The transformation of the optimization landscape (Figure 2 and, indirectly, Figure 3) results in the need for a larger optimization budget (n_{fev} > 25,000) and an inability for the p considered to produce states |γ, β⟩ with large overlap with the maximum cut for Erdos and random weight graph types. In this context, a very practical question is how to adapt the QAOA protocol to specific graph types and, more generally, to the class of problem instances.

The strong performance dependence on graph type is also true for classical exact and approximate solvers. For example, we observe a correlation between the time required by AKMAXSAT and the vertex degree of the graph. This is confirmed by the trivial case of fully connected graphs, in which any balanced assignment is a global solution.

An intuitive, but central, observation of our study is that, by utilizing the parameters optimized from small instance sizes, the WallTime for large instance sizes is dramatically reduced. The parameters’ optimization can be compared to a training process and its cost off-loaded to a preliminary phase. This is the difference between the blue lines of Figure 5 where no training is assumed, to the orange lines in Figure 5 and Figure 6 where the sampling starts from pre-trained parameters. This additional cost in terms of circuit evaluations is up to n_{fev} S = 2.5 \times 10^7 and, when converted to WallTime, is on the order of 10–100 s. This is the same order of magnitude reported in reference [54].

As a consequence, the WallTime performance reported in Figure 6 depends critically on minimizing the training process by utilizing previously-trained parameters. Our results suggest that the effectiveness of this approach varies significantly for the graph types studied, and more work is necessary to assess how this process scales to instance sizes larger than N \sim 50. Along the same lines of avoiding the training phase, recent works propose the use of machine learning techniques [44], [55] or a mix of analytical and numerical results at N \to \infty [46] to identify good parameters.

Finally, we comment on the choice of the number of QAOA steps. In this work, we have fixed p at the beginning of the optimization. However, there is growing evidence of the need for p increasing with instance size N, without a clear understanding of the exact dependence [28], [40], [41]. From a practical perspective, one may want to extend the optimization process with an adaptive search of p. For the small graphs considered in this study, Figure 4 (b) suggests that such overhead is unjustified when the goal is minimizing QAOA’s WallTime. In fact, the main difference from p = 2 to p = 8 is the reduced variance of the distribution over instances of the same graph type, without a pronounced reduction of the number of circuit repetitions (also, notice that circuits with p = 8 take longer to execute than circuits with p = 2).

VI. CONCLUSIONS

We introduced new performance metrics for characterizing the performance of QAOA, focusing on the probability of observing a sample above a certain quality. In this work, given a desired approximation ratio, we formulate the performance of QAOA as the time needed before at least one sample with approximation ratio above the desired threshold is observed with probability at least 50%.

By combining this new approach with “training” of the QAOA variational parameters, our results show a reduction in the QAOA execution time for Max-Cut on random 3-regular graphs of two orders of magnitude with respect to previous estimates [54]. This was possible due to the reduction in number of samples in the calculation of the average approximation ratio, and because we do not wait for the convergence of the parameters’ optimization before analyzing the candidate solutions obtained as single samples.

For other graph types, namely Erdős and random weight, the performance of QAOA varies significantly. While our sampling-based results show remarkable performance improvement for the instance sizes studied, the actual performance test for approximate solution requires its assessment for instance sizes \sim 100–1,000 depending on the graph type (see Appendix A). To this end, more work is needed to study how effective the training and sampling can be extended to more challenging instance sizes, and how this approach can be extended beyond fixed p (for example a mild dependence p \propto \log(N)) while including the effect of noise in the analysis.
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APPENDIX

A. Classical Performance

The Python CVXOPT library[56] implementation of GW used in this study has large interpreted overhead, making its WallTime performance for very small instance sizes less relevant. Figure 7 confirms that the performance of the exact solver AKMAXSAT[53] is
Figure 7: WallTime and approximation ratio performance of classical algorithms AKMAXSAT[53] and the Goemans-Williamson (GW) algorithm[14] for graph types 3-regular (green), 9-regular (red) and Erdős (blue) graph types. For GW, 100 random hyperplanes are used to sample each graph instance, and 10 graph instances are averaged over. These results for nnodes inaccessible by simulation (see Figure 6) demonstrate the asymptotic difference between exact and approximate solver performance (see inset Figure for approximation ratio \( r \)).

Overtaken by GW at instance sizes that depend on the graph type, but are outside the scope of the simulations of quantum computing discussed in Section III-B. The computational device used to execute these classical solvers is Intel Haswell (E5-2695 v3), utilized in the Pittsburgh Supercomputing Center (PSC) Bridges RM nodes.[57]

B. Random Weight Graphs

Notice that the last graph type has non-unit edge weights. The Max-Cut problem is extended by counting not the number, but the total weight of the edges cut by the partition. In the literature this is known as the weighted Max-Cut problem. In this case, the cut probability \( p_{\text{cut}} \) is a continuous probability density, and we represent it in discretized form according to

\[
P_{\text{cut}}(c) = \int_c^{c+1} p_{\text{cut}}(c') dc'.
\]