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Abstract A method for the lift coefficient estimation over a rapidly pitching NACA0009 wing is proposed that contains three components. First, we establish that the Goman-Khrabrov model is in fact, a linear parameter-varying (LPV) system, therefore it is suitable for a Kalman filter without any linearization. In the second part we attempt to estimate the lift coefficient by measuring the surface pressure from four pressure sensors located on the suction side of the wing. We demonstrate that four pressure sensors alone, are not sufficient to capture the lift coefficient variation during the rapidly pitching maneuvers, and this results in non-Gaussian error. In the last part we demonstrate the non-Gaussian error from the pressure estimated lift coefficient introduces additional errors into the estimator when we employ the conventional Kalman filter design. To address this issue, we propose a new method of coupling the model and the measurement through the Kalman filter. It is shown that the proposed Kalman filter is capable of estimating the lift coefficient accurately on a NACA 0009 wing that is undergoing rapidly pitching maneuvers.
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1 Introduction

Rapidly pitching maneuvers are commonly seen on the helicopter rotational blades, airplanes and their control surfaces (e.g. elevators). As an example, during forward flight, in order to counterbalance the relative incoming flow speed difference over the blades between the port and starboard sides, helicopters have to continuously adjust the incline angle of their rotor blades within one rotation cycle. Failing to predict and control the lift force variation on the blades during this type of rapidly pitching maneuver will result in the asymmetry of lift between the port and starboard sides, which causes an undesired rolling moment on the helicopter. In fact, the asymmetry of lift plays an important role in limiting the helicopter forward flying speed. On the other hand, in order to adjust the flight attitude during landing approaches or maintain the flight attitude when flying through wind gusts, airplanes have to move their control surfaces in the manner of fast pitching. Under these circumstances, the control surfaces could undergo rapidly pitching maneuvers even the airplanes themselves do not. Meanwhile, high-performance airplanes are capable of changing their pitch angle in a short time, which leads to the entire airplane undergoing rapidly pitching maneuvers. To achieve better flight performance for both helicopters and airplanes, model estimators that are capable of accurately predicting the lift force in real time are desired for the flight control applications.

In contrast to the quasi-steady pitching maneuvers, rapidly pitching maneuvers could trigger complicated flow responses, including the dynamic stall vortex formation and vortex shedding \[3\], which make the lift variation difficult to estimate in real time. High fidelity methods, such as Computational Fluid Dynamics (CFD), are too costly in terms of computation time for real-time control systems, so that lower-order models are desired for real-time controllers. The classical Wagner model \[14\], which is a low-order approach employing the potential flow assumption, accounts for the bound vorticity, the vorticity in the wake as well as the Kutta condition. Theodorsen \[13\] extended Wagner’s approach to a multi-plate configuration. The drawback of these methods is that the flow separation is not modeled, so that they lose accuracy when the boundary layer separates from the plate’s surface.

More recently, using experimental data a linear frequency response model developed by Kerstens, et al.\[9\] was used to capture the unsteady lift variation due to periodic and quasi-random time-varying freestream flow acting on an airfoil at high angles of attack. The wing’s angle of attack was always higher than the static stall angle, so the flow on the suction side remains separated all the time. But this black-box model was not capable of capturing the transitional behavior between the attached and separated flow states.

The ability of a low-dimensional model to capture the transition between the attached and separated flow is essential for a useful unsteady pitching wing aerodynamic models. Hemati, et al.\[7\], Brunton, et al.\[2\], Dawson \[4\] and Provost, et al.\[10\] introduced similar linear parameter-varying models, which showed good performance for aerodynamic loads tracking for rapidly
pitching wings. However, these models are purely data-driven and the models’ physical insight remains to be investigated. Moreover, unstable eigenvalues might be identified from the training data set, due to some phenomena within the system’s dynamic that are not modeled (e.g., turbulence effect). Meanwhile, Goman & Khrabrov [5] proposed a model, which we refer to as the G-K model, utilizing the static measurement as a forcing term. This model is capable of predicting the lift force during rapid maneuvers and the model’s stability is guaranteed by constraining the time constant values. Grimaud [6] and Williams, et al. [16] modified the G-K model in such a way that the lift as a function of an inner state variable and angle of attack. The lift function is directly generated from the static lift curve. This is a critical modification on the G-K model that allows one to systematically generate the lift function rather than the trial and error approach in the original G-K model. Readers interested in the evolution of the G-K type models please refer to a detailed review article given by Williams and King [17].

Despite the good performance of the G-K model, this low-order model neglects some other important features in the flowfield, such as, trailing-edge vortex separation, natural vortex shedding and some other unmodeled disturbances [12]. This motivates us to employ real-time measurement to account for the unmodeled features. For example, surface pressure has been widely used for lift estimation. Comparing to the force measurement, surface pressure measurement provides more detailed information about the surrounding flow field and it is more feasible to measure during actual flight than lift. Some investigators [4] [10] have employed the Kalman filter [8] to assimilate pressure measurements into low-order models (other than the G-K model) for estimation of the real-time aerodynamic loads variation in response to different types of wing/aircraft maneuvers.

In reality, it is not feasible to measure the pressure on the entire surface of the wing/aircraft. In fact, sparse distributions of the pressure sensors are required for most of the applications. An [1] showed that with a limited number of pressure sensors, it is possible to project the state variable (pressure distribution along the entire airfoil) onto its sub-space (sparse pressure measurements), which then leads to colored (non-Gaussian) noise for the lift that is estimated by the sparse pressure measurements. Such colored noise can be even nonlinear. We refer to this colored noise as the measurement error for the remainder of this paper, in contrast to the white (Gaussian) measurement noise. The measurement error can be problematic when the Kalman filter is implemented. Unlike white noise, with little knowledge of the measurement error (nonlinear colored noise), it is difficult for a Kalman filter to reduce the measurement error. Therefore, a new way of coupling the model and the measurement is proposed in the present work that enables the Kalman filter to reduce the measurement error.

In this paper, we will show that the G-K model is in fact an LPV model with a nonlinear forcing term, so that the model is suitable for use in a conventional Kalman filter without any linearization of the G-K model. This is the original Kalman filter, which can be only used for linear systems. Then we will
exhibit the measurement error (colored noise) within the lift estimated by the sparsely distributed pressure sensors. Finally, a state estimator design based on the Kalman filter will be used to couple the LPV model and the pressure measurements to reduce both the modeling and the measurement errors. The rest of this paper is organized as follows. The experimental setup is described in Sec. 2. The derivation of the LPV form is given in Sec. 3. The measurement error of the lift coefficient due to the sparsely distributed pressure sensors is shown in Sec. 4. The design of the Kalman filter is discussed in Sec. 5, and the conclusions are given in Sec. 7.

2 Experimental Setup

The experiments were conducted in the Andrew Fejer Unsteady Flow Wind Tunnel at Illinois Institute of Technology. The test section of the wind tunnel has cross-section dimensions 600mm × 600mm. A nominally two-dimensional NACA0009 wing with a wingspan $b = 596$mm and chord length $c = 245$mm was used as the test article (Fig. 1a). The freestream speed was $U_\infty = 3$ m/s, corresponding to a convective time $t_{\text{convect}} = t_{\text{convect}} = 0.08s$, $t = \frac{t - t_{\text{convect}}}{t_{\text{convect}}}$, and chord-based Reynolds number 49,000. The reduced frequency $k$ is defined as $k = \frac{\pi f c}{U_\infty}$ where $f$ is the frequency in Hz. The wing was mounted to an ATI Nano-17 force/moment transducer that was connected to the pitch-plunge mechanism consisting of two computer-controlled Copley servo tubes. The two servo tubes enable the pivot point for the pitching motion to be changed. For the results presented in this paper, the pivot point was at the location, $x/c = 0.15$. Pitch rates were restricted to 2 Hz or less ($k \leq 0.55$) to avoid overstressing the force balance (FB). Forces were measured with the force balance located inside the model at 30% of the chord, which is the center of gravity of the wing. Four pressure sensors (All Sensors 1inchD2P4Vmini) are located on the upper surface of the wing along its chord line. The locations of the force balance and the pressure sensors are shown in Fig. 1b.

3 Lift response to the pitching maneuver

3.1 Nonlinear G-K model

The Goman-Khrobrov [5] (G-K) state-space model was reported to successfully predict the lift variation over a wing or the entire aircraft during arbitrary pitching maneuvers [11]. The G-K model (Eq. 1 and Eq. 2) uses two time constants ($\tau_1$ and $\tau_2$), and an internal dynamic variable $x$ that nominally represents the degree of flow attachment over a wing. Fully attached flow corresponds to $x = 1$, and fully separated flow is $x = 0$. The quasi-steady position of the separation point is given by the function $x_0(\alpha)$, which is shown in Fig. 2. Since the computational cost of G-K model is very low, the two time constants are often obtained by running through all the possible values
of the time constants to find the values that minimize the mean square error between the model and the training data sets of a dynamic pitching motion. For the current test conditions, the time lag associated with dynamic stall vortex formation and its convection over the wing is represented by $\tau_2 = 4.375t^+$, which is approximately four convective times. The relaxation time constant is $\tau_1 = 3.75t^+$. The time constants and function $X_0(\alpha)$ are determined once from the training data for a specific airfoil. The Euler method of integration is then used to compute $X(t)$ from Eq. 1 during real-time experiments. The instantaneous lift coefficient is found from Eq. 2.

$$\tau_1 \frac{dx}{dt} + x = x_0(\alpha - \tau_2 \ddot{\alpha})$$  \hspace{1cm} (1)

$$C_L(\alpha, x) = 2\pi\alpha(0.4 + 0.6x) + 0.1$$  \hspace{1cm} (2)
Eq. 2 was initially identified by Grimaud [6], and then extended to a more generalized form by Williams, et al. [18], which is shown in Eq. 3.

\[
C_L(\alpha, x) = C_1(\alpha(t) - C_3)x(t) + C_2(\alpha(t) - C_4)(1 - x(t))
\]  

where \( C_1 \) is the \( \alpha - C_L \) slope, \( \frac{dC_L}{d\alpha} \), when the flow is fully attached, \( C_3 \) is the zero-lift angle, \( C_2 \) is the \( \alpha - C_L \) slope, \( \frac{dC_L}{d\alpha} \) for fully separated flow and \( C_4 \) is the \( C_L \) value at the smallest \( \alpha \) when the flow is fully separated. We will refer Eq. 1 and Eq. 3 as the modified G-K model, or mG-K model for abbreviation. Eq. 3 enables a systematic method for \( C_L(\alpha, x) \) function generation. In the original G-K model, however, it is a trial and error approach.

3.2 The relation between the linear parameter-varying model and the mG-K model

By substituting Eq. 3 into Eq. 1 and discretizing it, one obtains

\[
\begin{align*}
&\left( \frac{\tau_1}{M(k)\Delta t} + \frac{1}{M(k)} \right) C_L(k) + \frac{1}{M(k)} C_L(k-1) + x_0 \left( \alpha(k) - \frac{\alpha(k) - \alpha(k-1)}{\Delta t} \tau_2 \right) \\
=& \frac{C_2\alpha(k) + C_4}{M(k)} \frac{1}{\Delta t} + \frac{C_2\alpha(k-1) + C_4}{M(k)} + \frac{C_2\alpha(k) + C_2C_4}{M(k)} \\
&+ \frac{\tau_1}{M(k)\Delta t} \frac{1}{M(k)} C_L(k-1) + x_0 \left( \alpha(k) - \frac{\alpha(k) - \alpha(k-1)}{\Delta t} \tau_2 \right)
\end{align*}
\]  

where \( M(k) = (C_1\alpha(k) + C_1C_3 - C_2\alpha(k) - C_2C_4) \). 

Eq. 4 can be reorganized into the form

\[
C_L(k) = A(\alpha(k), \alpha(k-1))C_L(k-1) + B(\alpha(k), \alpha(k-1))x_0 \left( \alpha(k) - \frac{\alpha(k) - \alpha(k-1)}{\Delta t} \tau_2 \right) + C(\alpha(k), \alpha(k-1))
\]  

where \( A(\alpha(k), \alpha(k-1)) \) is the \( \alpha - C_L \) slope, \( \frac{dC_L}{d\alpha} \), when the flow is fully attached, \( B(\alpha(k), \alpha(k-1)) \) is the zero-lift angle, \( C(\alpha(k), \alpha(k-1)) \) is the \( C_L \) value at the smallest \( \alpha \) when the flow is fully separated.
where,

\[
A(\alpha(k), \alpha(k-1)) = \frac{\tau_1}{M(k) \Delta t} \left( \frac{1}{M(k) \Delta t} + \frac{1 - 1}{\Delta t} + \frac{1}{M(k)} \right)
\]

\[
B(\alpha(k), \alpha(k-1)) = \frac{1}{M(k) \Delta t} \left( \frac{1}{M(k) \Delta t} + \frac{1 - 1}{\Delta t} + \frac{1}{M(k)} \right)
\]

\[
C(\alpha(k), \alpha(k-1)) = \frac{C_2 \alpha(k) + C_2 C_4}{M(k)} - \frac{C_2 \alpha(k-1) + C_2 C_4}{M(k-1)} + \frac{C_2 \alpha(k) + C_2 C_4}{M(k)}
\]

An LPV system is a linearly evolving system with time varying coefficients (e.g. gain) that depends on some measurable parameters. Therefore, Eq. 5 is a linear parameter-varying (LPV) dynamic system, because the function \(A\) only depends on the input variables \(\alpha(k)\) and \(\alpha(k-1)\) but not any output variables \(C_L\). The last two terms on the right-hand side are nonlinear input functions (forcing terms), which only act on the system input variables.

This model can be applied directly to the conventional Kalman filter as part of a feedback controller. A more detailed proof of the application of Kalman filter on the LPV system is given in Appendix. Since the LPV model and the mG-K models are exactly the same in the rest of this paper, we will not differentiate the LPV model and the mG-K model. Next, the mG-K model will be validated by fast \((k \geq 0.05)\) periodic and random pitching maneuvers.

### 3.3 Periodic motion

When the wing is pitching over some range in \(\alpha\), the lift coefficient deviates from the quasi-steady values and hysteresis loops are formed. The ability of the mG-K model to predict the lift hysteresis that occurs during periodic pitching motions is shown for four different pitching cases, \(k = 0.05\) from 2° to 8°, \(k = 0.1\) from 2.3° to 8°, \(k = 0.06\) from 11° to 24°, and \(k = 0.128\) from 12° to 17.5° in Fig. 3 respectively. The measured lift hysteresis loops are indicated by the blue lines, and the mG-K model predictions are shown by the red lines.
The mG-K model is capable of tracking the changes in $C_L$ during periodic pitching motions. Even the dynamic stall in Fig. 3(a) and Fig. 3(b) is captured where the flow is attached in the quasi-steady case shown in Fig. 2.

3.4 Quasi-random motion

The ability of the mG-K model to predict the lift produced by a quasi-random pitching motion is shown in Fig. 4. The quasi-random pitching motion was constructed by superposing 10 sinusoidal signals with random initial phases relative to each other. The highest frequency sinusoidal signal is $k = 0.51$. The mG-K model prediction for the random pitching is shown by the solid red lines, and is compared to the experimental measurement shown as the solid blue lines. The mG-K model prediction closely tracks the experimental data, and the correlation coefficient between them is 0.956. However, some errors still exist and some small amplitude fluctuations are not modeled by the mG-K model. To improve the model for the $C_L$ estimation we will include sparsely distributed real-time pressure measurements in a Kalman filter.
4 \(C_L\) reconstruction by sparsely distributed pressure sensors

Prior to building a Kalman filter that incorporates pressure measurements, a relation between the pressure measurements and the lift coefficient has to be established. To estimate the lift coefficients with the pressure measurement data, a set of weighting coefficients along with an offset are employed to formulate

\[
C_L(k) = \cos(\alpha(k))\left(\sum_{i=1}^{N+1} w_i p_i(k)\right)
\]  

(6)

where \(C_L(k)\) is the \(C_L\) at time instant \(k\), \(\alpha(k)\) is the angle of attack at time instant \(k\), \(p_i(k)\) is the pressure reading on the \(i^{th}\) pressure sensor at time instant \(k\), \(w_i\) is a weighting coefficient for the \(i^{th}\) pressure sensor and \(N\) is the number of pressure sensors. Note that \(p_{N+1}(k) = 1\) is a constant offset. Since we only have pressure sensors on the suction side of the wing, \(p_{N+1}(k) = 1\) takes pressure force on the pressure side of the wing into account. To simplify Eq. (6) we let \(P_i(k) = \cos(\alpha(k))p_i(k)\). Then, a more compact form of \(C_L\)-pressure relation can be obtained by rewriting Eq. (6) in matrix form,

\[
C_L = w P
\]  

(7)

It is very important to point out that the pressure \(P\) has already taken the \(\alpha(k)\) into account, thus the weight \(w\) is independent of \(\alpha(k)\). The weights can be solved by the pseudoinverse of Eq. (7)

\[
w = P^T [(P)(P)^T]^{-1} C_L
\]  

(8)

Therefore, \(w\) can be solved offline once and for all with some experimental training data sets that include both pressure and \(C_L\) measurements. This means that \(C_L\) can be estimated using the measured pressure by Eq. (6) after \(C_L\) is identified.
In the current research, there are four pressure sensors on the surface of the airfoil’s suction side (Fig. 1b). The reason for placing all four pressure sensors on the suction side of the airfoil is that the present research focuses on positive angles of attack, and most of the complex fluid dynamic events (e.g., flow separation, leading-edge vortex shedding) happen on the suction side. A training data set consisting of 4076 data points from an airfoil that pitches from $13^\circ$ to $19^\circ$ at $k = 0.13$ was used to solve for $w$.

Fig. 5 shows the lift coefficient estimated by the pressure measurements when the airfoil is pitching between $13^\circ < \alpha < 19^\circ$ at a frequency $k = 0.13$. The $C_L$ estimation using pressure fits the data measured by the force balance very well for the training case itself. The correlation coefficient between the pressure estimated $C_L$ and directly measured $C_L$ is 0.906. The $\alpha$ effect is included in $P$ as mentioned in Eq. 7, so the weight $w$ function should not be a strong function of $\alpha$).

![Fig. 5: Comparison of $C_L$ measured by the force balance (FB) and $C_L$ reconstructed by pressure sensors (PS) for the training case. The presetting pitching motion is from $13^\circ$ to $19^\circ$ at $k = 0.13$](image.png)

The strong correlation between the measured lift coefficient and the pressure-based estimate shown in Fig. 5 suggests that this simple approach would be viable on its own as a model for lift. However, there are two major drawbacks when using pressure to estimate $C_L$ directly. First, Fig. 6 indicates that the pressure $C_L$ estimation could produce more measurement error (colored noise) for the non-training cases. It can be seen that there exists a bias for the steady state between 0$t^+$ and 200$t^+$, which produces a time-varying error after the pitching motion is started. The other drawback of using the pressure $C_L$ prediction directly is that it would also introduce white noise from the real-time measurement. To alleviate these additional sources of noise, the idea of coupling the pressure measurement and the mG-K model utilizing a Kalman filter will be given in the next section.
5 Linear Quadratic Estimator design

The common approach to Kalman filter design would be to use the $C_L$ directly predicted by mG-K model in combination with the $C_L$ estimated by the pressure measurements as shown in the schematic of the Kalman filter in Fig. 7. However, as it is shown in Fig. 8, this Kalman filter architecture is not capable of accurately estimating the $C_L$ due to the measurement error that was mentioned in Sec. 4.

Fig. 7: The schematic of the Kalman filter design using the $C_L$ computed from mG-K model and the pressure sensors measurements separately.
Recall that the mG-K model is capable of modeling the $C_L$ with no bias error due to its utilization of the static lift measurement. This model only has angle of attack as an input, and has no information about the unmodeled disturbances. On the other hand, the pressure-predicted $C_L$ has a measurement error as shown in Fig. 8. The pressure-based model can provide real-time information about the flowfield that is not modeled by the mG-K model. This motivates us to modify the Kalman filter design in a way that couples the mG-K model and pressure measurements to take the advantage of both the model prediction and the update with a measurement.

To achieve this goal, we start by representing the $C_L$ by all pressure measurements. Reorganizing Eq. 6 into a more compact form allows $C_L$ to be expressed as

$$C_L(k) = \sum_{i=1}^{M} w_i \cdot P_i(k)$$

where $i$ is the index of the pressure sensor number, $k$ denotes the time instant. In this case, $M = 5$, since we have four pressure sensors and one offset constant. $P_i$ is the corrected pressure which is the production of the pressure and cosine of the time-varying $\alpha$, so that the weighting coefficients are independent of $\alpha$. If $C_L$ is replaced with $C_{L,mG-K}$ that is computed by the mG-K model, then each pressure sensor value can be expressed by $C_{L,mG-K}$ and the sum of the weighted pressures on the other pressure sensors, as shown in Eq. 10.

$$P_i(k) = \frac{C_{L,mG-K}(k)}{w_i} - \sum_{n=1, n \neq i}^{M} \frac{w_n}{w_i} P_n(k)$$

Writing the entire system combining the pressure and mG-K model in the matrix form, we have

![Graph showing the comparison of the $C_L$ from force balance, pressure measurements, and Kalman filter.](image)
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\[ A_K(\alpha(k), \alpha(k-1)) = \begin{bmatrix}
\frac{1}{w_1} & 0 & 0 & 0 & 0 & 0 \\
0 & w_2 & w_1 & 0 & 0 & 0 \\
\frac{1}{w_3} & 0 & -w_2 & 0 & 0 & 0 \\
-w_4 & w_3 & 0 & w_1 & 0 & 0 \\
-w_5 & w_4 & 0 & 0 & w_1 & 0 \\
0 & w_5 & 0 & 0 & 0 & 0 
\end{bmatrix} \]  

(11)

Note that \( A \) is the time-varying coefficient in Eq. 5, and \( w_5 \) is used to track the error for the pressure estimated \( C_L. \) The corresponding state vectors are

\[ \hat{X}(k) = \begin{bmatrix}
\hat{C}_L(k) \\
\hat{P}_1(k) \\
\hat{P}_2(k) \\
\hat{P}_3(k) \\
\hat{P}_4(k) \\
\hat{P}_{off}(k)
\end{bmatrix} \]  

(12)

\[ X(k + 1) = \begin{bmatrix}
C_L(k + 1) \\
P_1(k + 1) \\
P_2(k + 1) \\
P_3(k + 1) \\
P_4(k + 1) \\
P_{off}(k + 1)
\end{bmatrix} \]  

(13)

\( P_{off} \) is a state variable that is used to track the error of pressure predicted \( C_L. \) Here “^•” denotes the a posterior state estimation given the measurement. The time-evolving equation for this system than becomes

\[ X(k + 1) = A_K(\alpha(k), \alpha(k-1))\hat{X}(k) + Bx_0(\alpha(k)) - \frac{\alpha(k) - \alpha(k - 1)}{\Delta t}\tau_2 + C(\alpha(k), \alpha(k-1)). \]  

(14)

Coefficients \( B \) and \( C \) are computed by Eq. 5. They can be treated as constant at each time step, and they are not part of matrix \( A_K. \) Thus, the standard form of Kalman filter update algorithm can be applied. The matrix \( A_K \) needs an online update for each time step. The measurement matrix is expressed as Eq. 15 since we only have access to data from four pressure sensors.

\[ H = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix} \]  

(15)

In this work, defining \( \omega \) as the processing noise and \( v \) as the measurement noise, the covariance matrices \( Q = E(\omega \omega^T) \) and \( R = E(vv^T) \) are chosen to be diagonal matrices with appropriate equal diagonal elements. The values of the diagonal elements of \( R \) matrix can be \( 10^3 \) to \( 10^4 \) times larger than \( Q \) to reduce the measurement noise. The conventional Kalman filter prediction step and measurement update are used here, which is the common approach used in numerous control applications. Readers interested in the details of the Kalman filter should refer to [8].

The architecture of the Kalman filter is shown in Fig. 9, the input to the Kalman filter are mG-K predicted \( C_L, \) 4 pressure measurements as well as
the pressure computed from Eq. [10]. The major advantage of this new Kalman filter algorithm (Fig. 9) compared to the original Kalman filter design (Fig. 7) is that the pressure is directly coupled with the mG-K model though $\hat{C}_L$. Since the mG-K model is forced by the static $C_L$ measurement, it is unlikely to have colored noise within the model. The colored noise of the pressure estimated $C_L$ can be suppressed by mG-K model, even if the colored noise is nonlinear.

Fig. 9: Block diagram of the Kalman filter architecture.

6 Validation of the Kalman filter

The proposed Kalman filter was validated using a randomly pitching NACA0009 airfoil. Two random pitching signals that were different from the initial training data were used. The first random pitching signal is the same as the one used in Sec. 3. The second random pitching signal is different from the first one and will be discussed in detail later.

The validation of the Kalman filter against the first random pitching motion is exhibited in Fig. 10. It shows that the $C_L$ estimation from the Kalman filter is tracking the experimental force balance data "true" $C_L$ very well. Both the unmodeled fluctuation and the main trend of $C_L$ are captured, and the $C_L$ noise (both colored and white) level is also reduced by the Kalman filter. The correlation coefficient between the experimental data and the Kalman filter output is 0.9637, which is higher than either the mG-K model (0.959) or pressure $C_L$ estimation (0.9277) alone.

One could argue that the good performance of the Kalman filter is only due to the accurate mG-K model. To further exhibit the ability of this Kalman filter, two types of artificial errors were added into the mG-K model. The first modeling error (case 1) is simulated through an error on $\dot{\alpha}$, in which the $\dot{\alpha}$ input to the system was reduced by 80% from the actual value, and then multiplied by an extra error term of $\sin(t/0.05)$. The second modeling error (case 2) is to use incorrect time constants in the mG-K model to simulate the time response error. In this case $\tau_1$ is increased by 55% from the original value and $\tau_2$ is reduced to 20% of its original value. The results are shown in Fig. 11 and Fig. 12. In both cases, the Kalman filter is tracking the force balance measured "true" $C_L$ signal well. The correlation coefficients between the Kalman filter output and the experimental force balance data are 0.9489 for the former
case and 0.9390 for the latter case. Therefore, it has been demonstrated that this Kalman filter design achieved good error-tolerant features for both the processing model and the pressure measurement. It is worth of pointing out that all the three figures (Fig. 10 to Fig. 12) were used to show the validation of the Kalman filter against the first random pitching motion.

Fig. 10: State estimation using the Kalman filter for the first random pitching motion.

Fig. 11: Kalman filter with wrong $\dot{\alpha}$ within the mG-K model (case 1) for the first random pitching.
In order to further validate the Kalman filter, we also applied the Kalman filter on the second random motion. The major difference between this random pitching motion and the previous one is that the smaller pitching amplitude results in worse performance of the mG-K model. To be more specific, a series of vortex motions, that are not modeled by the mG-K model, play a more important role in the $C_L$ variation for smaller pitching amplitude.

Fig. 13 exhibits the pitching motion of the second random pitching signal. The demonstration of the validation of the Kalman filter against the second random pitching motion is shown in Fig. 14. It is obvious that the Kalman filter outperforms both the mG-K model and the pressure measurements $C_L$ prediction. To quantify the performance of the Kalman filter against the second random pitching, the correlation coefficient between the experimental force balance data "true" $C_L$ and the Kalman filter is 0.7070, which is higher than either the mG-K model (0.6362) or pressure $C_L$ estimation (0.6458) alone.
7 Conclusion

In the current work, we have shown that the mG-K model is a linear parameter-varying (LPV) model with nonlinear input forcing terms. Lift coefficient estimation using pressure measurements was performed by giving a weight to each pressure sensor. The measurement error (colored noise) of the lift coefficient estimation from the sparsely distributed pressure sensors was also exhibited. Then, a Kalman filter framework that couples the mG-K model and pressure measurement was introduced for a rapidly pitching airfoil to take advantage of both the mG-K model and the pressure measurements. The Kalman filter was
validated using a randomly pitching NACA0009 airfoil. Good performance of $C_L$ estimation was observed, and both the modeling error and the measurement error (colored noise) and noise (white noise) are reduced. It also has been shown that even with the significant artificial and real modeling error, this Kalman filtering approach still provides accurate estimates of the time-varying $C_L$.

Appendix

The proof of Kalman filter is applicable on LPV systems with nonlinear input

Starting from a LPV dynamic system with nonlinear input

$$X_{k+1} = A_k X_k + f(u_k) + \omega_k$$

where $X_k$ is the state $X \in \mathbb{R}^n$ at time instant $k$, $f(u)$ is the nonlinear input function and $\omega$ is the white Gaussian processing noise. All the subscripts in the remaining of this section denote the time instants. The measurement $Z \in \mathbb{R}^m$ at time instant $k+1$ is

$$Z_{k+1} = HX_{k+1} + v_{k+1}$$

Where $H$ is the measurement matrix and $v$ is the measurement noise. Following a similar algorithm proposed by Kalman, et. al. [8] and Welch and Bishop [15], the time update of the discrete Kalman filter can be then expressed as

$$\hat{X}_{k+1}^- = A_k \hat{X}_k + f(u_k)$$

$$P_{k+1}^- = E[e_{k+1}^- e_{k+1}^{-T}]$$

here, $\hat{X}_{k+1}^-$ is the a priori estimate at $(k+1)$th time step, $P_{k+1}^-$ is the a priori estimate error covariance, $e_{k+1}^-$ is the a priori error, $E[.]$ denotes the expectation, and $\hat{X}_k$ is the a posteriori state estimate at time step $k$ as a linear combination of the a priori estimate $\hat{X}_{k}^-$ and a weighted difference between the actual measurement $Z_k$ and a measurement prediction $H\hat{X}_{k}^-$. Hence, following a similar procedure proposed by Kalman, et. al. [8], the discrete Kalman filter measurement update equations are

$$K_{k+1} = P_{k+1}^- H^T (HP_{k+1}^- H^T + R)^{-1}$$

$$\hat{X}_{k+1} = \hat{X}_{k+1}^- + K_{k+1}(Z_{k+1} - H\hat{X}_{k+1}^-)$$

$$P_{k+1} = (I - K_{k+1}H)P_{k+1}^-$$

where $K_{k+1}$ is the Kalman gain at time instant $k+1$, $R$ is the measurement noise covariance and $P_{k+1}$ is the a posteriori estimate error covariance.
It is important to point out that at this stage, $P_{k+1}^{-}$ in Eq. [19] is the only term that contains the nonlinear input function $f(u_k)$, since the \textit{a priori} estimate error $e_{k+1}^-$ can be expressed as

$$e_{k+1}^- = X_{k+1} - \hat{X}_{k+1}^- = [A_kX_k + f(u_k) + \omega_{k+1}] - [A_k\hat{X}_k^+ + f(u_k)]$$

(23)

(24)

However, it is obvious that the $f(u_k)$ terms are canceled out. Thus, the \textit{a priori} estimate error covariance

$$P_{k+1}^- = E[e_{k+1}^- e_{k+1}^- T]$$

(25)

$$= A_kP_kA_k^T + Q$$

(26)

where $Q$ is process noise covariance.

Therefore, by replacing Eq. [19] with Eq. [25], it can be seen that the Kalman filter algorithm for the LPV dynamic system is the same as the Original Kalman filter despite the time-varying $A_k$.

\textbf{Acknowledgements} The support for this work by the US Air Force Office of Scientific Research FA9550-18-1-0440 with program manager Gregg Abate is gratefully acknowledged. Supported under the US Air Force Office of Scientific Research FA9550-14-1-0328 with program manager Douglas Smith is also gratefully acknowledged. The first author would like to thank the supported under ONR MURI Grant N00014-14-1-0533 with program manager Robert Brizzolara. The insightful suggestions from Professor C. Rowley and S. Otto at Princeton University are sincerely appreciated.

\textbf{Conflict of interest} The authors declare that they have no conflict of interest.

\textbf{References}

1. An, X., Williams, D.R., da Silva, A.F., Colonius, T., Eldredge, J.: Response of the separated flow over an airfoil to a short-time actuator burst. In: 47th AIAA Fluid Dynamics Conference, p. 3315 (2017)
2. Brunton, S.L., Dawson, S.T., Rowley, C.W.: State-space model identification and feedback control of unsteady aerodynamic forces. Journal of Fluids and Structures 50, 253–270 (2014)
3. Corke, T.C., Thomas, F.O.: Dynamic stall in pitching airfoils: aerodynamic damping and compressibility effects. Annual Review of Fluid Mechanics 47, 479–505 (2015)
4. Dawson, S.T., Schiavone, N.K., Rowley, C.W., Williams, D.R.: A data-driven modeling framework for predicting forces and pressures on a rapidly pitching airfoil. In: 45th AIAA Fluid Dynamics Conference, pp. 1–14 (2015)
5. Goman, M., Khrabrov, A.: State-space representation of aerodynamic characteristics of an aircraft at high angles of attack. Journal of Aircraft 31(5), 1109–1115 (1994)
6. Grimau, L.: Energy savings for uav flight in unsteady gusting conditions through trajectory optimization. Master’s thesis, Illinois Institute of Technology, Chicago, United States (2014)
7. Hemati, M.S., Dawson, S.T., Rowley, C.W.: Parameter-varying aerodynamics models for aggressive pitching-response prediction. AIAA Journal (2016)
8. Kalman, R.E., et al.: A new approach to linear filtering and prediction problems. Journal of basic Engineering 82(1), 35–45 (1960)
9. Kerstens, W., Pfeiffer, J., Williams, D., King, R., Colonius, T.: Closed-loop control of lift for longitudinal gust suppression at low reynolds numbers. AIAA journal 49(8), 1721–1728 (2011)
10. Le Provost, M., Williams, D.R., Brunton, S.: Sindy analysis of disturbance and plant model superposition on a rolling delta wing. In: 2018 Flow Control Conference, p. 3068 (2018)
11. Luchtenburg, D.M., Rowley, C.W., Lohry, M.W., Martinelli, L., Stengel, R.F.: Unsteady high-angle-of-attack aerodynamic models of a generic jet transport. Journal of Aircraft 52(3), 890–895 (2015)
12. Peters, D.A., Karunamoorthy, S., Cao, W.M.: Finite state induced flow models. i-two-dimensional thin airfoil. Journal of aircraft 32(2), 313–322 (1995)
13. Theodorsen, T.: General theory of aerodynamic instability and the mechanism of flutter (1979)
14. Wagner, H.: Über die entstehung des dynamischen auftriebes von tragflügeln. ZAMM-Journal of Applied Mathematics and Mechanics/Zeitschrift für Angewandte Mathematik und Mechanik 5(1), 17–35 (1925)
15. Welch, G., Bishop, G., et al.: An introduction to the kalman filter (1995)
16. Williams, D.R., An, X., Iliev, S., King, R., Reißner, F.: Dynamic hysteresis control of lift on a pitching wing. Experiments in Fluids 56(5), 112 (2015)
17. Williams, D.R., King, R.: Alleviating unsteady aerodynamic loads with closed-loop flow control. AIAA Journal 56(6), 2194–2207 (2018)
18. Williams, D.R., Reißner, F., Greenblatt, D., Müller-Vahl, H., Strangfeld, C.: Modeling lift hysteresis on pitching airfoils with a modified goman-khrabrov model. AIAA Journal (2016)