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Abstract

We consider the asymptotic distribution of a cell in a $2 \times \cdots \times 2$ contingency table as the fixed marginal totals tend to infinity. The asymptotic order of the cell variance is derived and a useful diagnostic is given for determining whether the cell has a Poisson limit or a Gaussian limit. There are three forms of Poisson convergence. The exact form is shown to be determined by the growth rates of the two smallest marginal totals. The results are generalized to contingency tables with arbitrary sizes and are further complemented with concrete examples.
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1. Introduction

This work considers the asymptotic distribution of a cell in a $2 \times \cdots \times 2$ contingency table as the fixed marginal totals tend to infinity. The literature on this problem has been documented under various names: “the coupon collector problem,” “capture-recapture,” “the committee problem,” “matrix occupancy,” “random allocation,” and “allocation by complexes” (Barbour et al., 1992, Sec. 6.4). The reader is encouraged to consult Holst (1986) and Stadje (1990) for historical accounting of these problems.

The present work borrows the framework and terminology of the coupon-collector problem. Consider $n$ distinct coupons and $m$ coupon collectors operating independently and let the $i$th collector collect $a_i$ distinct coupons. Let $C = \{1, 2, \ldots, m\}$ denote the set of the collectors. For each set $C' \subseteq C$, we are interested in the number of coupons that are collected by $C'$ and by no others.

These counts may be summarized in an $m$-way $2 \times 2 \times \cdots \times 2$ contingency table. Let $X_v$ denote the count in the cell $v = (v_1, \ldots, v_m)$, where $v_i \in \{1, 2\}$ and $v_i = 1$ indicates that a coupon is collected by collector $i$. This contingency table must satisfy $\sum_{v_i=1} X_v = a_i$ and $\sum_{v_i=2} X_v = n - a_i$, for $i = 1, \ldots, m$, where the marginal total $a_i$ is treated as fixed. For the case of two collectors, the $2 \times 2$ contingency table is shown in Table 1.

| Collector 1 | Collected | Not collected |
|-------------|-----------|---------------|
| Collected   | $X_{(1,1)}$ | $X_{(1,2)}$ |
| Not collected | $X_{(2,1)}$ | $X_{(2,2)}$ |

Table 1: The contingency table for $m = 2$. The cell counts must satisfy $X_{(1,1)} + X_{(1,2)} = a_1$ and $X_{(1,1)} + X_{(2,1)} = a_2$. When we have a third collector, we can construct a $2 \times 2 \times 2$ contingency table by splitting each cell in the above table into two, according to whether the coupon is collected by collector 3.

We consider the distribution of an arbitrary cell under the following asymptotic conditions:

(A1) $n \to \infty$;

(A2) $a_i = a_i(n) \to \infty$ and $n - a_i \to \infty$ for $i = 1, \ldots, m$;

(A3) $1 \leq a_1 \leq a_2 \leq \cdots \leq a_m \leq n - 1$;

(A4) $a_i/n \to \alpha_i \in [0, 1]$ for $i = 1, \ldots, m$.

Under (A1)–(A4), each cell can be treated equivalently up to relabelling of rows and columns. Therefore, without loss of generality, it suffices to consider one
cell. Henceforth our analysis shall concern the cell $X_1$, where $1 = (1, \ldots, 1)$, i.e. the number of the coupons that are collected by all collectors.

To the best of our knowledge, the first complete analysis of all the possible asymptotic limits of $X_1$ is due to Vatutin and Mikhailov (1983). The authors showed that $X_1$ has either a normal or a Poisson limit depending on whether $\text{Var}(X_1)$ converges (see Theorem 1 below). This was accomplished by verifying that its generating function has only real roots (see also Kou and Ying, 1996). Alternative proofs for this problem and its variants are given in Kolchin et al. (1978, Chap. VII), Holst (1980), Mitwalli (2002), Harris (1989), and Cekanavičius et al. (2000). See Smythe (2011) for an extension to the case in which $a_1, \ldots, a_m$ are random. See Lareida et al. (2017) for a more recent application of these results.

**Theorem 1** (Vatutin and Mikhailov (1983)). Under the asymptotic assumptions (A1)–(A4), if $\text{Var}(X_1) \to \infty$, $X_1^* \equiv (X_1 - E(X_1))/\sqrt{\text{Var}(X_1)} \overset{D}{\to} N(0, 1)$; if $\text{Var}(X_1) \to \rho < \infty$, $X_1$ has a Poisson limit in the sense that there exists a sequence of constants $C_n$ such that $X_1 + C_n \overset{D}{\to} \text{Pois}(\rho)$ or $-X_1 + C_n \overset{D}{\to} \text{Pois}(\rho)$.

(If $\rho = 0$, \text{Pois}(0) refers to the degenerate distribution $\delta_0$.)

In Section 2, we calculate the asymptotic order of $\text{Var}(X_1)$. This provides a useful diagnostic for determining whether the limiting distribution of $X_1$ given by Theorem 1 is normal or Poisson. In Section 3, we show that the exact form of Poisson convergence is determined only by $a_1$ and $a_2$. Section 4 generalizes the results of Sections 2 and 3 to contingency tables of arbitrary size.

### 2. Asymptotics of the cell variance

Mathematical induction will be used to prove most of our key results. The induction setup is described as follows. In lieu of considering an $m$-way contingency table, we consider a sequence of contingency tables, each of which has a grand total count of $n$. The $k$th table records the coupon counts for the first $k$ coupon collectors and we use $X_1^{(k)}$ to denote the number of the coupons that are collected by each of the first $k$ collectors (whether the coupon is collected by the other collectors is not considered.) When we use induction to prove a statement regarding $X_1$, we always start from checking the statement for $X_1^{(2)}$ and then proceed to prove it for $X_1^{(k)}$, for $k = 2, \ldots, m$.

Let $E_k$ and $V_k$ denote the expectation and the variance of $X_1^{(k)}$. Clearly, $E_1 = a_1$ and $V_1 = 0$, and for $k = 2, 3, \ldots$,

$$E_k = n \prod_{i=1}^{k} \frac{a_i}{n} = \frac{a_k}{n} E_{k-1}.$$
Since $X_1^{(2)}$ follows a hypergeometric distribution,

$$V_2 = \frac{a_1a_2(n-a_1)(n-a_2)}{n^2(n-1)}. \quad (1)$$

We proceed to derive a recursive characterization of $V_k$.

**Lemma 1.** For $k = 2, 3, \ldots$,

$$V_k = \frac{a_k(n-a_k)E_{k-1}(n-E_{k-1})}{n^2(n-1)} + \frac{a_k(a_k-1)}{n(n-1)}V_{k-1}. \quad (2)$$

**Remark 1.** The formula \[2\] decomposes $V_k$ into two additive components. The first component is the variance of a cell from a $2 \times 2$ contingency table with fixed marginal totals $a_k$ and $E_{k-1}$. The second component captures the variation of $X_1^{(k-1)}$, which is 0 if $V_{k-1} \to 0$. If $a_k = 1$, the second component converges to $V_{k-1}$. See [Darroch, 1958] for a closed-form expression for $V_k$.

**Proof.** By the law of total variance, we express $\text{Var}(X_1^{(k)})$ as

$$V_k = \mathbb{E} \left( \text{Var}(X_1^{(k)} | X_1^{(k-1)}) \right) + \text{Var} \left( \mathbb{E}(X_1^{(k)} | X_1^{(k-1)}) \right).$$

After conditioning on $X_1^{(k-1)}$, $X_1^{(k)}$ is a hypergeometric random variable and thus we obtain

$$\mathbb{E}(X_1^{(k)} | X_1^{(k-1)}) = a_k X_1^{(k-1)}/n,$$

$$\text{Var}(X_1^{(k)} | X_1^{(k-1)}) = a_k(n-a_k)X_1^{(k-1)}(n-X_1^{(k-1)})/n^2(n-1).$$

Routine calculations using $\mathbb{E}(X_1^{(k-1)})^2 = V_{k-1} + E_{k-1}^2$ yield \[2\]. \qed

**Lemma 1** will be important for proving a series of asymptotic results for our problem. Our first asymptotic result regards the asymptotic order of $\text{Var}(X_1)$.

Let $\sim$ denote the asymptotic equivalence, i.e., $x_n \sim y_n$ if $\lim_{n \to \infty} x_n/y_n = 1$. Let $\asymp$ denote that two positive sequences have the same asymptotic order, i.e., $x_n \asymp y_n$ if both $\limsup_{n \to \infty} x_n/y_n$ and $\liminf_{n \to \infty} x_n/y_n$ are finite and strictly positive. Hence, $x_n \asymp y_n$ is a special case of $x_n \asymp y_n$.

**Theorem 2 (order of $\text{Var}(X_1)$).** Under the assumptions (A1)–(A4), the asymptotic order of $\text{Var}(X_1)$ is

$$\text{Var}(X_1) \asymp \frac{(n-a_1)(n-a_2)}{n} \prod_{i=1}^m \frac{a_i}{n} = \left(1 - \frac{a_1}{n}\right) \left(1 - \frac{a_2}{n}\right) \mathbb{E}(X_1).$$

**Remark 2.** The claim is not true if $m \to \infty$. For example, let $a_i = n-1$ for $i = 1, \ldots, m$ and $m^2/n \to 2\lambda$, we have $m-n+X_1 \overset{D}{\to} \text{Pois}(\lambda)$ and thus $\text{Var}(X_1) \to \lambda$. This is in fact the classical birthday problem [Arratia et al., 1989; Diaconis and Holmes, 2002; DasGupta, 2005].
Proof. We prove by induction on \(X_1^{(k)}\). That is, we aim to prove that

\[
\text{Var}(X_1^{(k)}) = V_k \asymp \frac{(n-a_1)(n-a_2)}{n} \prod_{i=1}^{k} \frac{a_i}{n} = \left(1 - \frac{a_1}{n}\right) \left(1 - \frac{a_2}{n}\right) E_k, \tag{3}
\]

for \(k = 2, \ldots, m\). By \(\frac{[1]}{[1]}\), the claim holds trivially for \(X_1^{(2)}\). We now suppose the above claim holds for \(X_1^{(k)}\) \((k \geq 3)\) and consider \(X_1^{(k)}\).

The first subcase to consider is \(\alpha_k = \lim a_k/n = 0\). In this subcase, by assumption (A3), \(a_i = 0\) for \(i \leq k\). Hence,

\[
\left(1 - \frac{a_1}{n}\right) \left(1 - \frac{a_2}{n}\right) \sim 1.
\]

Since \(E_{k-1} \leq a_1, E_{k-1}/n \to 0\). Hence, the first component of \(V_k\) in \([2]\) is

\[
a_k(n-a_k)E_{k-1}(n-E_{k-1})/n^2(n-1) \sim \frac{a_kE_{k-1}}{n} = E_k.
\tag{4}
\]

According to the induction assumption, \(V_{k-1} \asymp E_{k-1}\) and thus \(\frac{[1]}{[1]}\) has the same order as \(a_kV_{k-1}/n\). Since \(\alpha_k = 0\), the second component of \(V_k\) in \([2]\) has a strictly smaller order. Hence, the order of \(V_k\) is determined by its first component, which is asymptotically equal to \(E_k\) by \(\frac{[4]}{[4]}\), and thus \(\frac{[3]}{[3]}\) holds.

The second subcase we consider is \(\alpha_k \in (0, 1]\). By the induction assumption, \(V_{k-1} \asymp (n-a_1)(n-a_2)E_{k-1}/n^2\). Hence,

\[
a_k(n-a_k)E_{k-1}(n-E_{k-1})/n^2(n-1) \asymp \frac{(n-a_k)(n-E_{k-1})V_{k-1}}{(n-a_1)(n-a_2)} < \frac{(n-E_{k-1})V_{k-1}}{n-a_1}.
\]

However, since \(n-a_1 \leq n-X_1^{(k-1)} \leq (k-1)(n-a_1)\) and \(k\) is finite, we have \(n-E_{k-1} \asymp n-a_1\). Thus the first component of \(V_k\) in \([2]\) has the same or a smaller order than \(V_{k-1}\). Since \(\alpha_k > 0\) implies that the second component of \(V_k\) in \([2]\) has the same asymptotic order as \(V_{k-1}\),

\[
V_k \asymp V_{k-1} \asymp \left(1 - \frac{a_1}{n}\right) \left(1 - \frac{a_2}{n}\right) E_{k-1} \asymp \left(1 - \frac{a_1}{n}\right) \left(1 - \frac{a_2}{n}\right) E_k.
\]

This completes the proof. \(\square\)

By Theorem \(\frac{[1]}{[1]}\) the limiting distribution of \(X_1\) is fully determined by the convergence of the sequence \(n^{-m+1}(n-a_1)(n-a_2)a_1 \cdots a_m\). If it converges to zero, \(X_1\) converges in probability to some constant; if it converges to some finite nonzero constant, \(X_1\) has a Poisson limit. The following corollary shows that \(X_1\) has a Poisson limit only when \(a_1, a_2 \in \{0, 1\}\).

Corollary 1. Under the assumptions (A1)–(A4), \(\text{Var}(X_1)\) may converge to a finite constant only if \(a_1, a_2 \in \{0, 1\}\) where \(a_i = \lim a_i/n\). This condition is necessary but not sufficient.
Proof. By assumption (A2), \(a_i(n - a_i)/n \to \infty\) for every \(i\). Hence, according to (1), the claim holds for \(\text{Var}(X_1^{(2)})\). Now consider \(\text{Var}(X_1^{(k)})\) with \(k \geq 3\). By assumption (A3), if \(\alpha_1\) or \(\alpha_2\) is in \((0, 1)\), we have \(\alpha_k > 0\). By Theorem 2, this implies that \(\text{Var}(X_1^{(k)})\) has the same order as \(\text{Var}(X_1^{(k-1)})\) and thus diverges. To see this condition is not sufficient, consider \(\text{Var}(X_1^{(2)})\) for \(a_1 = a_2 = n^{2/3}\), which implies \(\alpha_1 = \alpha_2 = 0\). A direct calculation using (1) gives \(\text{Var}(X_1^{(3)}) \sim n^{1/3}\). \(\Box\)

3. Poisson convergence

Consider the simplest case of two coupon collectors and the associated \(2 \times 2\) contingency table. If \(\text{Var}(X_1) \to 0\), the variance of any other cell must also tend towards zero since there is only one degree of freedom when the marginal totals are fixed. It is straightforward to see that \(X_1\) should have three different “limits”. First, if \(\alpha_1 = \alpha_2 = 0\), we have \(X_1 \to 0\). Second, if \(\alpha_1 = 0, \alpha_2 = 1\), then \(X_{(1,2)} = a_1 - X_1 \to 0\), i.e. every coupon collected by the first collector would also be collected by the second. Third, if \(\alpha_1 = \alpha_2 = 1\), then \(X_{(2,2)} = X_1 + n - a_1 - a_2 \to 0\), i.e. no coupon would be missed by both collectors.

For the Poisson convergence of \(m\)-way \(2 \times \cdots \times 2\) contingency table, it still suffices to consider the above three scenarios.

Lemma 2. Under the assumptions (A1)–(A4), for \(m \geq 2\),

(i) \(a_1/n \to 0, a_2/n \to 0\): \(\text{E}(X_1) \sim \text{Var}(X_1)\);

(ii) \(a_1/n \to 0, a_2/n \to 1\): \(\text{E}(a_1 - X_1) \sim \text{Var}(X_1)\);

(iii) \(a_1/n \to 1, a_2/n \to 1\): \(\text{E}(X_1 + (m - 1)n - \sum_{i=1}^{m} a_i) \sim \text{Var}(X_1)\).

Remark 3. No assumption about the convergence of \(\text{Var}(X_1)\) is needed.

Proof. Just like we did in the proof for Theorem 2, we prove each case separately by induction on the sequence \(X_1^{(2)}, \ldots, X_1^{(m)}\).

Case (i): We use induction to prove that, given \(a_1/n \to 0, a_2/n \to 0\), we have \(E_k \sim V_k\) for \(k = 2, \ldots, m\). For \(k = 2\), the statement can be verified immediately using (1). Next, we assume \(E_{k-1} \sim V_{k-1}\) and consider \(E_k\) and \(V_k\). Note that \(\alpha_1 = \lim a_1/n = 0\) implies \(E_j/n \to 0\) for every \(j\) since \(E_j < a_1\). By the induction assumption and the identity \(E_k = a_kE_{k-1}/n\), for the two components of \(V_k\) in (2) we have

\[
\frac{a_k(n - a_k)E_{k-1}(n - E_{k-1})}{n^2(n-1)} \sim \frac{E_k(n - a_k)}{n - 1}, \quad \frac{a_k(a_k - 1)}{n(n - 1)} V_{k-1} \sim \frac{E_k(a_k - 1)}{n - 1}.
\]

It thus follows that \(V_k = E_k + o(E_k)\).
**Case (ii):** We use induction to prove that, given \(a_1/n \to 0\), \(a_2/n \to 1\), we have \(a_1 - E_k \sim V_k\) for \(k = 2, \ldots, m\). Again, for \(k = 2\), the statement is immediate by (1). For the induction step, observe that \((n-a_k)E_{k-1}/n = E_{k-1} - E_k\). Hence, assuming \(a_1 - E_{k-1} \sim V_{k-1}\), which is the induction assumption, and using the fact that \(a_k = 1\) and \(E_{k-1}/n \to 0\), we obtain

\[
\frac{a_k(n-a_k)E_{k-1}(n-E_{k-1})}{n^2(n-1)} \sim E_{k-1} - E_k, \quad \frac{a_k(a_k-1)}{n(n-1)}V_{k-1} \sim a_1 - E_{k-1}.
\]

Since both terms are always positive, by (2), we arrive at \(V_k = a_1 - E_k + o(V_k)\).

**Case (iii):** We use induction to prove that, given \(a_1/n \to 1\), \(a_2/n \to 1\), we have \(E_k + (k-1)n - \sum_{i=1}^k a_i \sim V_k\), for \(k = 2, \ldots, m\). For \(k = 2\), the statement follows from (1). The induction argument is very similar to that of case (ii). We need only observe that \(E_{k-1}/n \to 1\) and \((n-a_k)(n-E_{k-1})/n = E_k - E_{k-1} + n - a_k\).

To establish the Poisson convergence of \(X_1\), we use Stein-Chen’s method for “negatively associated” and “negatively related” random variables, the definitions of which are given below.

**Definition 1 (Joag-Dev and Proschan [1983]).** Random variables \(Y_1, \ldots, Y_N\) are said to be negatively associated if for every pair of disjoint subsets \(A_1, A_2 \subseteq \{1, 2, \ldots, N\}\) and any nondecreasing functions \(f_1\) and \(f_2\), we have

\[
\text{Cov}(f_1(Y_i, i \in A_1), f_2(Y_j, j \in A_2)) \leq 0.
\]

**Definition 2 (Erhardsson [2005]).** Bernoulli random variables \(Y_1, \ldots, Y_N\) are said to be negatively related if for each \(i \in \{1, 2, \ldots, N\}\) and any nondecreasing function \(f : \{0, 1\}^{N-1} \to \{0, 1\}\), we have

\[
\mathbb{E}[f(Y_1, \ldots, Y_{i-1}, Y_{i+1}, \ldots, Y_N) \mid Y_i = 1] \leq \mathbb{E}[f(Y_1, \ldots, Y_{i-1}, Y_{i+1}, \ldots, Y_N)].
\]

In particular, negatively associated Bernoulli random variables are negatively related (Barbour et al. [1992] Theorem 2.1). We will first show that \(X_1, a_1 - X_1\) and \(X_1 + (m-1)n - \sum_{i=1}^m a_i\) can be decomposed into sums of negatively associated random variables. For \(m = 2\), all the three random variables follow hypergeometric distribution, and the negative association property of hypergeometric random variables has been well studied (Joag-Dev and Proschan [1983]).

**Lemma 3.** \(X_1\) and \(a_1 - X_1\) can be written as sums of negatively related Bernoulli random variables. \(X_1 + (m-1)n - \sum_{i=1}^m a_i\) can be written as a sum of non-negative integer-valued negatively associated random variables.
Proof. For \( X_1 \), the statement was proven in Barbour and Holst (1989) via coupling methods. Here we use another method, which works for all three random variables. Let \( I_{ij} \) (\( i = 1, \ldots, m \), \( j = 1, \ldots, n \)) be a Bernoulli random variable such that \( I_{ij} = 1 \) if coupon \( j \) is collected by the \( i \)th collector. Let \( J_{ij} = 1 - I_{ij} \). For each \( i \), \{\( I_{ij} : j = 1, \ldots, n \)\} and \{\( J_{ij} : j = 1, \ldots, n \)\} are sets of negatively related random variables (Joag-Dev and Proschan, 1983, Theorem 2.11). The three random variables can be decomposed as

\[
X_1 = \sum_{j=1}^{n} Y_j, \quad Y_j = \min(I_{1j}, I_{2j}, \ldots, I_{mj}),
\]

\[
a_1 - X_1 = \sum_{j=1}^{n} Y'_j, \quad Y'_j = I_{1j} \max(J_{2j}, \ldots, J_{mj}),
\]

\[
X_1 + (m-1)n - \sum_{i=1}^{m} a_i = \sum_{j=1}^{n} Y''_j, \quad Y''_j = (-1 + \sum_{i=1}^{m} J_{ij}) \lor 0.
\]

All the three functions, \( Y_j \), \( Y'_j \) and \( Y''_j \) are nondecreasing. Applying Property P6 and Property P7 of Joag-Dev and Proschan (1983) and using the independence assumption of the collectors, we see that \{\( Y_j \), \( Y'_j \)\} and \{\( Y''_j \)\} are sets of negatively associated random variables. Furthermore, \{\( Y_j \)\} and \{\( Y'_j \)\} are negatively related since they are indicator random variables.

For a sum of negatively related random variables, Stein-Chen’s method allows us to establish the Poisson convergence by simply comparing the first two moments.

**Theorem 3** (Poisson convergence of \( X_1 \)). Under the assumptions (A1)–(A4), \( X_1 \) has a Poisson limit if and only if \( \text{Var}(X_1) \to \rho \in [0, \infty) \). (Pois(0) refers to the degenerate distribution \( \delta_0 \).) Let \( \text{Pois}(\rho) \) denote the Poisson distribution with parameter \( \rho \). There are only three possible subcases:

(i) \( a_1/n \to 0, a_2/n \to 0 \): \( X_1 \overset{D}{\to} \text{Pois}(\rho) \).

(ii) \( a_1/n \to 0, a_2/n \to 1 \): \( a_1 - X_1 \overset{D}{\to} \text{Pois}(\rho) \).

(iii) \( a_1/n \to 1, a_2/n \to 1 \): \( X_1 + (m-1)n - \sum_{i=1}^{m} a_i \overset{D}{\to} \text{Pois}(\rho) \).

**Proof.** We need only prove sufficiency. By Corollary 1, the convergence of \( \text{Var}(X_1) \) requires \( a_1, a_2 \in \{0, 1\} \). Since, by assumption (A3), \( a_1 \leq a_2 \), Theorem 3 includes all the possible subcases where \( \text{Var}(X_1) \) converges. By Barbour et al. (1992, Corollary 2.C.2), if a random variable \( Z \) is a sum of negatively related Bernoulli random variables,

\[
||\mathcal{L}(Z) - \text{Pois}(\mathbb{E}(Z))||_{TV} < 1 - \text{Var}(Z)/\mathbb{E}(Z),
\]

where \( ||| \cdot |||_{TV} \) denotes the total variation distance. Thus the Poisson convergence for case (i) and (ii) immediately follows from Lemmas 2 and Lemma 3.
We now turn to case (iii). To simplify notation, let \( W = X_1 + (m - 1)n - \sum_{i=1}^{m} a_i \). Recall the decomposition \( W = \sum_{j=1}^{n} Y_j'' \) given in (5). Let \( \theta = \mathbb{E}(W) \) and \( p \equiv \theta^{-1} \sum_{j=1}^{n} \mathbb{P}(Y_j'' = 1) \). By Daly and Johnson (2017, Corollary 4.2),

\[
||\mathcal{L}(W) - \text{Pois}(\theta)||_{TV} \leq 1 + \theta + (1 - 2p) \left( \frac{\text{Var}(X_1)}{\theta} + \theta \right). \tag{6}
\]

By construction, for \( k \geq 1 \), \( \mathbb{P}(Y_j'' = k) \) is the probability that coupon \( j \) is not collected by exactly \( k + 1 \) collectors. Using the fact that \( a_i/n \to 1 \) for each \( i \), we can show that for each \( k' \geq 2 \), \( \mathbb{P}(Y_j'' = k')/\mathbb{P}(Y_j'' = 1) \to 0 \). This further implies that \( \mathbb{E}(Y_j'') \sim \mathbb{P}(Y_j'' = 1) \) and thus \( p \to 1 \). Plugging this into (6) and using Lemma 2 we obtain \( ||\mathcal{L}(W) - \text{Pois}(\theta)||_{TV} \leq o(\theta) = o(1) \), which concludes the proof. \( \square \)

4. Contingency tables with arbitrary sizes

We now extend our results to a general \( m \)-way contingency table with size \( r_1 \times r_2 \times \cdots \times r_m \). We use \( \tilde{X}_v \) to denote a cell in the general contingency table with position \( v = (v_1, v_2, \ldots, v_m) \). The grand total of all the cells is \( n \). The marginal totals are fixed and are denoted by \( b_i(j) \) (\( i = 1, \ldots, m \) and \( j = 1, \ldots, r_i \)) which satisfy

\[
b_i(j) = \sum_{v_i=j} \tilde{X}_v, \quad \sum_{j=1}^{r_i} b_i(j) = n. \tag{7}
\]

Note that the coupon collector’s problem is a special case of the above with \( r_i = 2 \), \( b_1(1) = a_i \) and \( b_1(2) = n - a_i \) for each \( i \). To study the asymptotic distribution of \( \tilde{X}_v \), we return to the coupon collector’s model specified in Section \( \square \) and set \( a_i = b_i(v_i) \). Then \( \tilde{X}_v \) has the same distribution as \( X_1 \) in the coupon collector model and its asymptotic distribution can be determined by Theorem 2 (after reordering \( a_1, \ldots, a_m \)).

We conclude the present work with two examples. First, consider a three-way contingency table with \( r_1 = 3, r_2 = r_3 = 2 \). The marginals are given by \( b_1 = (n^{1/4}, n^{1/2}, n - n^{1/4} - n^{1/2}) \), \( b_2 = (n^{1/2}, n - n^{1/2}) \) and \( b_3 = (n^{1/2}, n - n^{1/2}) \) where \( b_i = (b_i(1), \ldots, b_i(r_i)) \). The limiting distributions of all the cells are given in Table 2. Using Theorem 1 and Lemma 2 each cell can be verified easily. It is also straightforward to check that all the marginal constraints are satisfied. Second, consider a three-way contingency table with the same size, same marginals \( b_1 \) and \( b_2 \), but \( b_3 = (n/2, n/2) \). The limiting distributions of all the cells are given in Table 3. Now two thirds of the cells have normal limits and the variances of these cells are calculated manually.
Table 2: Example 1. The asymptotic distribution of a $3 \times 2 \times 2$ contingency table with fixed marginals: $b_1 = \left( n^{1/4}, n^{1/2}, n - n^{1/4} - n^{1/2} \right)$, $b_2 = \left( n^{1/2}, n - n^{1/2} \right)$ and $b_3 = \left( n^{1/2}, n - n^{1/2} \right)$ where $b_i(j)$ is defined in \[7\].

Table 3: Example 2. The asymptotic distribution of a $3 \times 2 \times 2$ contingency table with fixed marginals: $b_1 = \left( n^{1/4}, n^{1/2}, n - n^{1/4} - n^{1/2} \right)$, $b_2 = \left( n^{1/2}, n - n^{1/2} \right)$ and $b_3 = \left( n^{1/2}, n - n^{1/2} \right)$ where $b_i(j)$ is defined in \[7\]. $N^*$ denotes the standard normal distribution. Note that for any $i,j$, $\tilde{X}_{ij2}$ has the same distribution as $\tilde{X}_{ij1}$.
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