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Abstract

Reward design is a critical part of the application of reinforcement learning, the performance of which strongly depends on how well the reward signal frames the goal of the designer and how well the signal assesses progress in reaching that goal. In many cases, the extrinsic rewards provided by the environment (e.g., win or loss of a game) are very sparse and make it difficult to train agents directly. Researchers usually assist the learning of agents by adding some auxiliary rewards in practice. However, designing auxiliary rewards is often turned to a trial-and-error search for reward settings that produces acceptable results. In this paper, we propose to automatically generate goal-consistent intrinsic rewards for the agent to learn, by maximizing which the expected cumulative extrinsic rewards can be maximized. To this end, we introduce the concept of motivation which captures the underlying goal of maximizing certain rewards and propose the motivation based reward design method. The basic idea is to shape the intrinsic rewards by minimizing the distance between the intrinsic and extrinsic motivations. We conduct extensive experiments and show that our method performs better than the state-of-the-art methods in handling problems of delayed reward, exploration, and credit assignment.

Introduction

In recent years, Reinforcement Learning (RL) has shown great success on many complex single-agent domains (Schulman et al. 2017), two-player turn-based games (Silver et al. 2017), multi-agent systems (Jaderberg et al. 2019), etc. However, due to the imperfect reward model of increasingly complex environments, many RL applications are deeply involved in reward shaping, which is a process of assisting agents with extra knowledge.

In many applications, the shaping rewards are usually set manually by experts. Here, one challenge is to design appropriate reward signals so that as an agent learns, its behavior approaches and ideally eventually achieves what the application’s designer actually desires (Sutton and Barto 2018). Another challenge is to design a reward function that encourages the legitimate behaviors while still being learnable (Irpan 2018). Furthermore, RL agents can discover unexpected ways to make their environments deliver rewards, some of which are cheating through loopholes of reward functions (Popov et al. 2017). Therefore, reward shaping is often turned to a trial-and-error search for rewards setting that produces acceptable results. Potential-Based Reward Shaping (PBRS) (Ng, Harada, and Russell 1999) ensures that the optimal policy of the original problem is not violated by the shaping reward function, which inspired a series of methods for transforming human knowledge into numerical reward functions (Knox and Stone 2009).

In order to clarify the goal of reward shaping, a useful idea is to divide environmental rewards into extrinsic and intrinsic rewards, which is used in the optimal reward framework (Singh et al. 2010). Extrinsic rewards define the goal of the problem, while intrinsic rewards provide trainable signals to improve the learning dynamics of the agent and should also be optimized. The original optimal reward framework (Singh et al. 2010) uses an exhaustive search method to find an optimal intrinsic reward function from the reward function space. Zheng, Oh, and Singh (2018) proposed a gradient-based method for learning neural network parameterized intrinsic rewards to avoid exhaustive search, but still have several limitations as later shown in our experiments. Jaderberg et al. (2019) showed that human-designed game points can be used to reduce the search space of shaping reward functions in complex environments. However, the high computational cost of the evolutionary strategy that they used for reward function optimization makes the proposed method inefficient.

In this paper, we propose the Motivation-Based Reward Design (MBRD) method which also utilizes prior knowledge such as game points to reduce search space and shares the high computational efficiency of the gradient-based method. The basic idea of our method is to automatically generate goal-consistent intrinsic rewards for the agent, by maximizing which the expected cumulative extrinsic rewards are maximized. Specifically, we introduce the concept of motivation to capture the underlying goal of maximizing certain rewards and shape intrinsic rewards by minimizing the distance between extrinsic and intrinsic motivations.

Our main contributions are summarized as follow:

- Firstly, we propose to combine the game points-based and gradient-based methods to generate intrinsic rewards for the agent, which on one hand can utilize prior knowledge to accelerate learning, and on the other hand avoids

\footnote{\textsuperscript{1}e.g., “I tagged opponent with the flag” in capture the flag game.}
high computational cost.

• Secondly, instead of relying on the complicated meta-policy gradient method, we propose the novel MBRD method to learn intrinsic rewards based on the principle that intrinsic rewards must provide consistent motivation with the extrinsic rewards.

• Lastly, we conduct extensive experiments in the five benchmark domains, where MBRD learns faster and performs better over other baselines, and shows the advantages in handling problems of delayed reward, exploration, and credit assignment.

All together, we propose a novel automatic reward design approach via learning motivation-consistent intrinsic rewards, which are useful for many RL applications.

The MBRD Method

In this section, we propose our MBRD algorithm, which is built on top of the optimal reward framework and can also utilize prior knowledge to reduce the search space. As in the optimal reward framework, the goal of MBRD is to maximize the fitness of agent in the environment by training the agent with parameterized intrinsic rewards.

Problem Statement

Assuming that the Markov Decision Process (MDP) of the underlying problem is \( M = (S, A, T, \gamma, R) \), where \( S \) is the state space, \( A \) is the action space, \( T \) is the transition function, \( \gamma \) is the discount factor, and \( R \) is the reward function. Our goal is to introduce a new MDP \( M' = (S, A, T, \gamma, R') \) by modifying the reward function \( R \) and guarantee the optimal policy learned in \( M' \) is still the optimal policy in \( M \). This is also known as policy invariance in PBRS. In other words, the purpose of policy invariance is to make the optimal policy \( \pi_{\text{opt}} \) in \( M' \) that gets the maximum cumulative reward \( E_{a \sim \pi_{\text{opt}}}[\sum_{t=0}^{\infty} \gamma^t R_{\text{opt}}(s_t, a_t)] \), can also get the maximum counterpart \( E_{a \sim \pi_{\text{opt}}}[\sum_{t=0}^{\infty} \gamma^t R'(s_t, a_t)] \) in \( M \).

Let \( R^{ex} \) denote the reward given by the environment (i.e., the extrinsic reward), and the fitness of agent is the cumulative sum of \( R^{ex} \). In the environment we collect \( n \)-dimensional countable features \( \rho : S \times A \rightarrow \mathbb{R}^n \), which represents some special event.\(^2\) We do not make any assumption with \( \rho \) except they must be countable features. We build our intrinsic reward on the given features \( R^{\phi}_{\text{in}} = w_\phi \cdot \rho \), where \( w_\phi \) are the weights of the features and \( \phi \) are parameters of \( w_\phi \). Now, we aims to training agent’s policy by parameterized intrinsic rewards which are optimized by gradient-based method.

Specifically, the task can be transformed to a two-tier optimization problem as follows.

• The inner optimization problem for \( \pi_{\theta} \) given \( \phi \):

\[
\pi_{\theta} = \arg \max_{\pi_{\theta}} J_{\text{inner}}(\pi_{\theta}, \phi), \quad \text{where} \quad (1)
\]

\[
J_{\text{inner}}(\pi_{\theta}, \phi) = E_{a \sim \pi_{\theta}} \left[ \sum_{t=0}^{\infty} \gamma^t R_{\text{in}}^D(s_t, a_t, \rho_t, \phi) \right] (2)
\]

\(^2\)e.g., game points [Jaderberg et al. 2019].

• The outer optimization problem for \( \phi \) given \( \pi_{\theta} \):

\[
\phi = \arg \max_{\phi} J_{\text{outer}}(\phi, \pi_{\theta}), \quad \text{where} \quad (4)
\]

\[
J_{\text{outer}}(\phi, \pi_{\theta}) = E_{a \sim \pi_{\theta}} \left[ \sum_{t=0}^{\infty} \gamma^t R_{\text{in}}^D(s_t, a_t) \right] (5)
\]

Here, the inner optimization maximizes \( J_{\text{inner}} \), i.e., the agent’s expected discounted accumulative intrinsic rewards. The outer optimization of \( J_{\text{outer}} \) can be viewed as a meta-task, in which the meta-reward (extrinsic reward of the environment) is maximized with respect to intrinsic reward schemes, with the inner optimization providing the meta transition dynamics [Jaderberg et al. 2019].

Algorithm Overview

The main procedure of our MBRD method is outline in Algorithm 1. In each training episode, we start with collecting state transitions with the extrinsic reward \( r^{ex} \) and features \( \rho \) and store them in the replay buffers (Lines 6-11). After that, we update the policy \( \pi_{\theta} \) and weights of the intrinsic reward \( w_\phi \) in batches given the transitions from the replay buffers (Lines 12-17). We iteratively repeat the processes above until it is timeout and return the final policy.

In more details, the inner optimization problem is solved by computing the intrinsic rewards \( R_{\text{in}} \) by Equation 3 and then updating the policy \( \pi_{\theta} \) with the objective function in Equation 4 by gradient-based method (Lines 13-14). This is straightforward because the parameterized intrinsic rewards are denser and more informative given the features. Indeed, this can be done using some standard RL techniques.

---

Algorithm 1: Motivation-Based Reward Design (MBRD)

1: Initialize intrinsic reward parameters \( w_\phi \)
2: Initialize buffer \( D \) for policy update
3: Initialize buffer \( D' \) for \( w_\phi \) update
4: repeat
5: Initialize environment at the start of an episode
6: repeat
7: \( a \sim \pi_{\theta}(a|s) \)
8: Execute \( a \) in the environment
9: Store \((s, a, s', \rho)\) in replay buffer \( D \)
10: Store \((s, a, r^{ex}, s', \rho)\) in replay buffer \( D' \)
11: until episode end.
12: if time to update then
13: Collect batch \( T \) from \( D \), and compute intrinsic reward \( R_{\text{in}} \) using \( w_\phi \) by Equation 3
14: Update policy \( \pi_{\theta} \) using \( T \) by Equation 4
15: Collect batch \( T' \) from \( D' \), and compute Monte-Carlo returns using extrinsic and intrinsic reward respectively for all \((s, a) \sim T'\)
16: Update intrinsic reward parameters \( w_\phi \) with \( T' \) by Equation 5
17: end if
18: until timeout.
19: return policy \( \pi_{\theta} \)

\[
R_{\text{in}}(s', a', \rho^t, \phi) = w_\phi \cdot \rho(s', a') \tag{3}
\]

\[
\text{• The outer optimization problem for } \phi \text{ given } \pi_{\theta}: \quad \phi = \arg \max_{\phi} J_{\text{outer}}(\phi, \pi_{\theta}), \quad \text{where} \tag{4}
\]

\[
J_{\text{outer}}(\phi, \pi_{\theta}) = E_{a \sim \pi_{\theta}} \left[ \sum_{t=0}^{\infty} \gamma^t R_{\text{in}}^\phi(s_t, a_t) \right] \tag{5}
\]
The main challenge here is how to solve the outer optimization problem, in which the best weights for the intrinsic rewards $w_i$ is updated (Lines 15-16). In Equation 4, we want to compute the parameters $\phi$ of the weights by maximizing the expected values of the extrinsic rewards $R^{ex}$ (i.e., the real rewards of the environment). However, it is challenging to do this because we may need to search the huge parameter space of $\phi$ by: firstly computing a policy $\pi_\theta$ for each $\phi$ in the inner optimization, then estimating $J_{outer}$ with $\pi_\theta$, and finally selecting the best $\phi$ with the maximum $J_{outer}$.

Against this background, we propose our novel approach to the outer optimization problem. The basic idea is to make a connect between the extrinsic reward $R^{ex}$ and the intrinsic reward $R^{in}$ under the concept of motivation. In the following section, we will describe what motivation means and how to map rewards to motivations.

**Mapping Rewards to Motivation**

We introduce a latent variable $z$ to model what behaviors are encouraged by a series of reward signals. This is called motivation because it motivates the agent towards certain behaviors. Notice that motivation is different from sub-goal because it motivates the agent towards certain behaviors. Notice that the motivations of the two virtual agents are identical. Therefore, the policy invariance can be achieved.

For a given reward function, the gradient of the expected accumulative rewards with respect to the policy parameter $\theta$ (i.e., policy gradient) matches well the meaning of motivation. Suppose the policy parameter $\theta$ is directly optimized according to the intrinsic and extrinsic rewards, we can define two virtual learning objectives as:

$$J^{ex}_{virtual}(\theta) = E_{a_i \sim \pi_\theta} \left[ \sum_{t=0}^{\infty} \gamma^t R^{ex}(s^t, a^t) \right]$$

$$J^{in}_{virtual}(\theta) = E_{a_i \sim \pi_\theta} \left[ \sum_{t=0}^{\infty} \gamma^t R^{in}(s^t, a^t; \phi) \right].$$

Here, we assume that there are two virtual agents, where one is motivated by the extrinsic rewards $R^{ex}$ and the other is motivated by the intrinsic rewards $R^{in}$. Intuitively, given some random $\phi$, the virtual agent with $R^{ex}$ and the virtual agent with $R^{in}$ will behavior differently. In other words, we say that they have different motivations.

According to the policy gradient theorem, we have:

$$\nabla_{\theta} J^{ex}_{virtual}(\theta) = E_{a_i \sim \pi_\theta} \left[ \nabla_{\theta} \log \pi_{\theta}(s, a) G^{ex} \right]$$

$$\nabla_{\theta} J^{in}_{virtual}(\theta) = E_{a_i \sim \pi_\theta} \left[ \nabla_{\theta} \log \pi_{\theta}(s, a) G^{in}_\phi \right]$$

where $G^{ex}$ and $G^{in}$ are Monte-Carlo returns of the intrinsic and extrinsic rewards respectively.

Now, we use the gradient in virtual update process to represent extrinsic and intrinsic motivations:

$$z^{ex} := \nabla_{\theta} J^{ex}_{virtual}(\theta), \quad z^{in} := \nabla_{\theta} J^{in}_{virtual}(\theta).$$

Notice that the motivations of the two virtual agents are identical if they have the same policy. On the other hand, they will result in the same policy if their motivations are identical. Therefore, the policy invariance can be achieved by minimizing the distance of the two motivations. Next, we describe how to measure the distance of two motivations.

**Distance Measure of Motivations**

The next step is to measure the distance between these motivations. This is a new problem since the scales of the extrinsic rewards and the intrinsic rewards may be different. Hence it is inappropriate to require the geometric distance of the two motivations to be as close as possible. Instead, we use the angle difference of motivations to measure the distance between motivations. Intuitively, this measures the tendency of the motivations.

Assume $\zeta$ is the angle of $z^{ex}$ and $z^{in}$. In order to shape intrinsic rewards whose $z^{in}$ should be similar with $z^{ex}$, a straightforward method is to minimize the angle $\zeta$, which is equivalent to maximizing $\cos \zeta$. However, directly maximizing $\cos \zeta$ is difficult. Therefore, we choose to maximize an approximation of $\cos \zeta$ as below:

$$\arg \min_{\phi} \zeta = \arg \max_{\phi} \cos \zeta$$

$$= \arg \max_{\phi} \frac{z^{ex} \cdot z^{in}}{||z^{ex}|| \cdot ||z^{in}||}$$

$$= \arg \max_{\phi} \frac{z^{ex} \cdot z^{in}}{||z^{in}||}.$$  \hspace{1cm} (9)

In practice, we use $(z^{ex} \cdot z^{in} - \beta ||z^{in}||)$ to approximate Equation 9 because it is easier to compute and we have

$$z^{ex} \cdot z^{in} - \beta ||z^{in}|| \propto \frac{z^{ex} \cdot z^{in}}{||z^{in}||} \propto \cos \zeta \propto \zeta$$

where $\beta$ is the tuning parameter for the regularization term.

**Optimizing Outer Objective**

Instead of optimizing the final objective of the meta-task $J_{outer}(\phi, \pi_\theta)$ by computing the meta-policy gradient $\nabla_{\phi} J_{outer}(\phi, \pi_\theta)$, which is challenging, we propose a much simpler method to optimize $\phi$ based on the above equations for measuring the motivation distance. The basic idea is to optimize $\phi$ in the direction of minimizing the distance between the intrinsic and extrinsic motivations.
Note that the policy \( \pi_\theta \) is optimized according to the intrinsic rewards. When the intrinsic and extrinsic motivations are close to each other, optimizing the policy will lead to the optimization of the expected accumulative extrinsic rewards. Therefore, we define a new objective for optimizing \( \phi \), which is simpler than optimizing \( J_{\text{outer}} \) directly as follow:

\[
J_o(\phi) = z_{\text{ex}} \cdot z_{\text{in}} - \beta ||z_{\text{in}}||
\]

\[
= \nabla_\theta J_{\text{ex}}^{\text{virtual}} \nabla_\theta J_{\text{in}}^{\text{virtual}} - \beta ||z_{\text{in}}||
\]  

(11)

where \( \nabla_\theta J_{\text{ex}}^{\text{virtual}} \) and \( \nabla_\theta J_{\text{in}}^{\text{virtual}} \) are defined in Equation 6.

The purpose of maximizing \( J_o \) is to minimize the distance between extrinsic and intrinsic motivations. Hence, we update \( J_o(\phi) \) by one step of gradient ascent as below:

\[
\nabla_\phi J_o = \nabla_\theta J_{\text{ex}}^{\text{virtual}} \nabla_\phi \nabla_\theta J_{\text{in}}^{\text{virtual}} - \beta \nabla_\phi ||z_{\text{in}}||. 
\]

(12)

where we have:

\[
\nabla_\phi \nabla_\theta J_{\text{in}}^{\text{virtual}} = \sum_{(s,a) \sim T'} \nabla_\theta \log \pi_\theta(s,a) \nabla_\phi G_{\phi}^{\text{in}} 
\]

\[
= \sum_{(s,a) \sim T'} \nabla_\theta \log \pi_\theta(s,a) 
\]

\[
\cdot \sum_{t=1}^\infty \gamma^{t-1} \nabla_\phi G_{\phi}^{\text{in}} (s_t, a_t) 
\]

\[
= \sum_{(s,a) \sim T'} \nabla_\theta \log \pi_\theta(s,a) 
\]

\[
\cdot \sum_{t=1}^\infty \gamma^{t-1} \nabla_\phi w_{\phi} \cdot \rho(s_t, a_t) 
\]

As shown in Algorithm 1, we use Equation 12 to update the intrinsic reward parameters \( \phi \). Note that the policy update (Line 14) and intrinsic reward parameter update (Line 16) processes are independent of each other in our method.

**Theorem 1.** The outer optimization problem of Equation 4 is solved by maximizing \( J_o(\phi) \) defined in Equation 11.

**Proof.** In Equation 4, the goal is to find the parameters \( \phi \) that maximizing \( J_{\text{outer}} \). Note that \( J_{\text{ex}}^{\text{virtual}} \) is equivalent to \( J_{\text{outer}} \). In what follows, we will show that the gradient \( \nabla_\phi J_{\text{in}} \) is directly proportional to the gradient \( \nabla_\phi J_{\text{ex}}^{\text{virtual}} \) and thereby the gradient \( \nabla_\phi J_{\text{outer}} \) as below:

\[
\nabla_\phi J_{\text{outer}} \propto \nabla_\phi J_{\text{ex}}^{\text{virtual}} = \nabla_\phi J_{\text{in}} 
\]

(14)

If we apply once policy update with the intrinsic rewards, which updates policy parameters \( \theta \) to \( \theta' \):

\[
\theta' = \theta + \alpha \nabla_\theta J_{\text{in}}^{\text{virtual}} 
\]

\[
= \theta + \alpha \sum_{(s,a) \sim T'} \nabla_\theta \log \pi_\theta(s,a) G_{\phi}^{\text{in}}. 
\]

(15)

Then we use extrinsic reward to maximize the expected cumulative extrinsic reward:

\[
\nabla_\phi J_{\text{ex}}^{\text{virtual}} = \nabla_{\theta'} J_{\text{ex}}^{\text{virtual}} \nabla_\phi \theta' 
\]

\[
= \nabla_{\theta'} J_{\text{ex}}^{\text{virtual}} \nabla_\phi (\theta + \alpha \nabla_\theta J_{\text{in}}^{\text{virtual}}) 
\]

(16)

\[
= \alpha \nabla_{\theta'} J_{\text{ex}}^{\text{virtual}} \nabla_\phi \nabla_\theta J_{\text{in}}^{\text{virtual}}. 
\]
poison (debuff), and -0.1 extrinsic reward otherwise. The events are $\rho$: [agent gets buff, agent gets debuff, agent wins the fight with monster, agent loses the fight with monster, agent draws the fight with monster].

We compared our method with the following state-of-the-art baselines for automatic reward design:

- **PPO** (Proximal Policy Optimization) [Schulman et al. 2017]: RL without any auxiliary rewards methods.
- **CB** (Count-Based Bonus): A method gives bonuses ($\sqrt{1/n}$) based on the number of occurrences of events.
- **PBRS** (Potential-Based Reward Shaping) [Ng, Harada, and Russell 1999]: A reward shaping method with policy invariance ensured.
- **LIRPG** (Learning Intrinsic Rewards for Policy Gradient) [Zheng, Oh, and Singh 2018]: A gradient-based method for learning intrinsic rewards.

In the grid-world experiments, the base learner (PPO) adopts a two-layer policy network with 8 units in each layer and a two-layer value function network with 32 units in each hidden layer. Each hidden layer is followed by a ReLU non-linearity. The policy and value networks are updated in every 1024 steps and one such update contains 50 optimizing epochs with batch size 1024. The discount rate $\gamma$ is 0.999 in all tests. We train two million steps in both the Foraging and Fight Monster domains, and four million steps in the Hungry-Thirsty domain. The maximum episode length is 200 for all the three domains. The hyper-parameter $\beta$ is set differently in different domains. Specifically, we set $10^{-3}$ in the domain with high-frequency game points (i.e., Hungry-Thirsty) and $10^{-3}$ in the domain with low-frequency game points (i.e., Foraging and Fight Monster).

**Overall Performance.** Figures 3(a), 3(b) and 3(c) show that our method outperformed the baselines in all the three domains with the faster convergence speed and significantly higher cumulative extrinsic rewards. This is achieved by the advantages of our method in handling RL problems with delayed reward, exploration, and credit assignment. We will analyze each of them in the following sections.

**Delayed Rewards.** In the Foraging domain, we can see from Figure 3(a) that our method has substantial advantage over the baselines. Notice that the extrinsic rewards of this domain are delayed by 10 time steps. Existing methods such as LIRPG use the overall extrinsic cumulative rewards to optimize the intrinsic reward function. Hence they are more sensitive to the delays especially with longer episode lengths. This is confirmed by our results shown in Figure 3(a). The learned intrinsic rewards for the Foraging domain is...
In the Hungry-Thirsty domain, the agent knows that drinking is equally important with eating. We can see that the agent correctly learned intrinsic rewards for the Hungry-Thirsty domain as shown in Figure 4(b). We can see that the agent correctly learned intrinsic rewards based on the motivations instead of directly assigning the credit to the correct action. Most of existing reward design methods fail to assign the credit to the correct action. As we can see from Figure 4(c), our method performs significantly better than the baselines. This is due to the fact that we compute the intrinsic rewards based on the motivations instead of directly assigning the extrinsic rewards. The learned intrinsic rewards for the Fight Monster domain is shown in Figure 4(c). We can see that the agent correctly learn that getting the buff is beneficial for fighting with the monster.

In Figures 5(a), 5(b), and 5(c), we visualize the losses in the inner and outer optimization problems as the training step increases. Notice that these losses correspond to the motivations $z_{in}$ and $z_{ex}$. As we can see from the figures, the shapes of the two losses tend to match each other. This indicates that the distance between the motivations $z_{in}$ and $z_{ex}$ becomes close to each other during the training process. This is what we expect in the two-tire optimization problems.

**Mujoco Domains**

In order to evaluate our MBRD method in more complex domains, we conducted experiments in two Mujoco domains. We slightly modified their settings to make them more challenging for automatic reward design as follow:

- **Hopper-v2**: In this domain, we only modified the way that the extrinsic rewards are given. Specifically, the
Figure 5: Actor loss of virtual update process (The left figure is the loss of the inner optimization problem using the intrinsic rewards, while the right figure is the loss of the outer optimization problem using the extrinsic rewards. The x-axis is the number of training steps and the y-axis is the value).

Figure 6: Cumulative extrinsic rewards (y-axis) with different maximum episode lengths (x-axis) in Foraging.

Figure 7: Ablation experiments in Hungry-Thirsty with different hyper-parameter of $\beta$ (i.e., $\beta = 0.01, 0.0001$, and $0$).

agent only receives the cumulative reward of the original problem at the end of a trajectory and 0 for the intermediate time steps. Hence the agent no longer gets the environment’s evaluation of the quality of each step of its action. In other words, the rewards of this problem become sparse and delayed so the reward design is important for the success of this domain. We split the overall range of the original rewards into 11 successive regions called game points $\rho$: [0 .. 10] as in Table 1. An event will be triggered if the original reward of the agent’s action is in one of the regions. Although the agent only receives the cumulative reward at the end of a trajectory, it still can observe the event at each time step. Therefore, we can compute the intrinsic rewards based on such information.

• **Swimmer-v2**: We modified the rewards of this domain similar to the Hopper-v2 domain. Here, we split the original reward of the environment into two parts: the forward reward and the control reward. The game points are specified based on the range of the forward and control reward in the original problem. In more details, we set $\rho$: [0, 1, 2, 3, 4] for the forward reward and [5, 6, 7] for the control reward as in Table 2 depending on the domain.

In the Mujoco domains, the base learner (PPO) adopts a two-layer policy network with 64 units in each layer and a two-layer value function network with 64 units in each hidden layer. The policy and value networks are updated in every 20000 steps and one such update contains 5 optimizing epochs with batch size 1024. We train three million steps and maximum episode length is 1000 in both the Hopper-v2 and Swimmer-v2 domains. The discount rate $\gamma$ is 0.99 in all tests. The hyper-parameter $\beta$ is $10^{-3}$.

The overall performance of our method is shown in Figures 1(d) and 1(e). As we can see from the figures, our method outperformed all the baselines in both domains.

In Figure 4(d), we show the intrinsic rewards for the Hopper-v2 domain learned by our method. Here, the agent learns that all game points except No. 0 and 1 are beneficial to improve extrinsic rewards in the early stage. Among
Table 1: Game Points of Hopper-v2

| Game Point No. | 0  | 1   | 2   | 3   | 4   | 5   |
|----------------|----|-----|-----|-----|-----|-----|
| Reward Range   | (-∞, -3) | [-3, -2) | [-2, -1) | [-1, -0.5) | [-0.5, 0) | [0, 0.5) |

| Game Point No. | 6  | 7   | 8   | 9   | 10  |
|----------------|----|-----|-----|-----|-----|
| Reward Range   | [0.5, 1) | [1, 1.5) | [1.5, 2) | [2, 3) | [3, ∞) |

Table 2: Game Points of Swimmer-v2

| Game Point No. | 0  | 1   | 2   | 3   | 4   |
|----------------|----|-----|-----|-----|-----|
| Forward Reward Range | (-∞, 0) | [0, 0.5) | [0.5, 1) | [1, 2) | [2, ∞) |

| Game Point No. | 5  | 6   | 7   |
|----------------|----|-----|-----|
| Control Reward Range | [−∞, −2) | [-2, -1) | [-1, 0) |

them, game points No. 6 and 7 are most useful so the intrinsic rewards corresponding to them increase most quickly. In the final stage, the agent learns that game points No. 5-8 that are beneficial. Note that the original rewards corresponding to these game points are from 0.5 to 3. This is consistent with the original reward model.

In Figure 4(e), we show the intrinsic rewards for the Swimmer-v2 domain learned by our method. In this domain, the agent quickly learns that game point No. 4 corresponding to the forward reward [2, ∞) and game point No. 7 corresponding to the control reward [−1, 0). They are indeed the key to improving the agent’s performance, which also fits the original reward model.

Related Work

In this section, we briefly review the previous work in the literature that are most related to our method.

Reward Shaping

Potential-based reward shaping (PBRS) (Ng, Harada, and Russell [1999]) ensured that the optimal policy of the original problem is not violated by the shaping reward function. Other attempts have been made to extend the potential-based shaping method to state-action shaping functions (Wiewiora, Cottrell, and Elkan [2003]) and dynamic shaping (Devlin and Kudenko [2012]). Harutyunyan et al. [2015] proposed the method of transforming arbitrary reward functions to potential-based advice, which is used in inverse RL. Suay et al. [2016], Zou et al. [2019] proposed a meta-learning algorithm based on the idea of PBRS providing an initial approximation to the value function.

Intrinsically Motivated RL

Chentanez, Barto, and Singh [2005] introduced intrinsically motivated RL using predict error as reward signals. Recently, intrinsic rewards are often used to encourage exploration, such as: “curiosity” (Houthooft et al. [2016]) Mohamed and Rezende [2015] that uses prediction error as reward signal, and “visitation counts” (Bellemare et al. [2016]) Fu, Co Reyes, and Levine [2017] that discourages the agent from revisiting the same states. These intrinsic rewards bridge the gaps among sparse extrinsic rewards, by guiding the agent to efficiently explore the environment to find the next extrinsic reward (Burda et al. 2018).

Optimal Reward Design

Singh et al. [2010] proposed the optimal reward framework which has shown that intuition alone is not always adequate to devise a good reward signal. Sorg, Lewis, and Singh [2010] proposed the policy gradient for reward design algorithm — a scalable algorithm that only works with lookahead-search based planning agents. Zheng, Oh, and Singh [2018] introduced a gradient-based method for learning intrinsic rewards for model-free RL agents. Jaderberg et al. [2019] proposed a method to build intrinsic rewards based on game points and use evolution strategies to find the optimal intrinsic reward parameters. Venkattaramanjam et al. [2019] generates internal signals by learning a distance metric to reward agents for getting closer to their target image-based goals. Colas et al. [2020] learn language-conditioned reward functions from language descriptions of autonomous exploratory trajectories respectively.

Unlike previous work that treats intrinsic rewards as a part of the policy, we extract the underlying goal of maximizing certain rewards, and shape intrinsic rewards by minimizing the distance between extrinsic and intrinsic motivations.

Conclusions

We proposed a novel method named MBRD for shaping goal-consistent intrinsic rewards. We introduced the concept of motivation which captures the underlying goal of maximizing certain rewards, and shapes the intrinsic rewards by minimizing the distance between intrinsic and extrinsic motivations. The experimental results show that the MBRD method has advantages in handling challenging RL problems such as delayed reward, exploration, and credit assignment. In addition to being directly used to shape a new intrinsic reward function, it can also be used to optimize existing reward functions, such as using human comments as extrinsic rewards to fine-tune existing reward signals. The
flexible framework of MBRD encourages more potential future works, designing new delicate methods to extract the goal of rewards may contribute to wider applications, and automatic detection for game points is also a potential research direction.
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