Study on desertification reversal factors in Maowusu sandy land in China
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Abstract: Based on the data of China's economic and social big data platform from 2000 to 2019, this paper studies and analyzes the development status and influencing factors of desertification in Maowusu sandy land in China. Based on the exploratory analysis (EFA) and the dummy variable regression model (DVRM), the research result shows that the annual precipitation is the main climate factor affecting the vegetation coverage in this area. And for every 100 mm increase in annual precipitation, vegetation coverage will increase by 10%. In addition, the annual average temperature also has a significant impact on the vegetation coverage. For every 1 °C increase in the annual average temperature, the vegetation coverage will increase by 2.5%. Analysis of policy factors shows that the policy effects of the 2005 National Desert Control Plan (2005-2010) and the 2011 National Desert Control Plan (2011-2020) etc. can respectively increase vegetation coverage by 3.4% and 4.7% compared with the base period level in 2000. The study reveals the important role of climate and policy factors in the reversion of desertification in Maowusu sandy land. The study is of great significance and value to desertification management and related policy-making in China.

1 Introduction

In order to build the forest shelter belt in northern Shaanxi, early research on desertification of Maowusu carried out field surveys of desert natural conditions and established some experimental stations. Researchers only found out that the important role of human factors through the difference of desertification degree. Since then, most scholars have used satellite remote sensing technology to move from the initial static measurement to more dynamic research [1-2]. Most of the studies suggest that the desertification of Maowusu sandy land is in a reverse situation [3-4]. The corresponding follow-up study also proves that from the 1980s to the first decade of the 21st century, the reversion of desertification in Maowusu sandy land still shows a positive development trend in anti-desertification in general [5]. Further research also uses geographic information system technology, while simultaneously showing the spatial and temporal trends of the reversal of desertification development in Maowusu sandy land, and visually proves the structural reversal of desertification [6-7]. In earlier studies of climate change in the Maowusu sandy land, the study basically reached a consistent conclusion of the trend of warming and drying [8-10]. According to this, most scholars have affirmed the important role of human factors in the reversion of desertification, but only a few researchers have analyzed the corresponding changes in vegetation coverage caused by different land-use mode, industrial structure, policy factors and other influencing factors [7]. In the 21st century, the global climate has undergone major changes, some researchers believe that the precipitation and temperature are rising in sync, and the precipitation plays a decisive role in the reversion of Maowusu desertification [11-12]. In these researches, response variables often use vegetation coverage or forest coverage to represent different degrees of desertification, and to analyze the impact of sand desertification reversion.

In recent years, it can be found that most of the studies are only based on remote sensing technology for visual display, and then through the review of the literature to obtain more subjective factors to judge the impact of sandy desertification reversal and put forward corresponding suggestions, none of which has been quantitatively analyzed and discussed of the factors affecting the reversal of it [13]. Other studies only show the influence of human factors and natural factors on desertification through a single correlation analysis. Even if some studies believe that there are only natural or human factors, they cannot be measured scientifically from a quantitative perspective, nor can they clarify the

*Corresponding author: zhangyin@bjfu.edu.cn.
interaction mechanism and role between different factors [14].

Based on above study, this paper tries to introduce some dummy variables and their interaction terms, through quantitative analysis, measures the impact of human factors and natural factors on the reversion of desertification in Maowusu sandy land, especially using the systematic method in System Engineering Theory and comparative analysis method in Public Policy Theory tries to measure the influence of the policy on desertification reversal factors to better support for desertification control decision-making and desert ecosystem management in China [15-16].

2 Data and variables

2.1 data source

This research is mainly based on the data of China's economic and social big data platform [17] and China's economic and social development statistical database [18]. According to the economic and social development statistics database of Shaanxi Province, Inner Mongolia Autonomous Region and Ningxia Hui Autonomous Region [19-20], this study selects and analyzes the data of some cities around the Maowusu sandy land. Due to the following two reasons: (1) due to the limitation of database statistics, a number of key indicators in many regions before 2000 and after 2015 are seriously missing. Considering the coverage of the selected data and the availability of data, the research period selected in this study is 2000-2015; (2) since 2000, major national ecological projects such as the project of returning farmland to forests and grasslands, and the pilot project of wind and sand source treatment in Beijing and Tianjin etc. have been carried out successively, to avoid estimation errors caused by such ecological projects, taking into account the impact of policies, the starting point of data is determined to be 2000. In addition, in 2005, the State Council approved the National Desertification Control Plan (2005-2010), and later in 2011 also approved the National Desertification Control Plan (2011-2020)[21], and issued related policy. Therefore, 2005 and 2011 were selected as important time nodes of national desertification prevention and control, and three different time periods are divided to analyze the policy impact of different time periods of desertification prevention and control projects[22-23]. In the analysis, this study chooses 2000-2015 as the research period. The study areas involved were all within the Maowusu Sandy Region, including Etuokeqi, Wushenqi, Yijinhuoluoqi, Yanchi County, Maowusu Sandy Region, including Etuokeqi, Wushenqi, Yijinhuoluoqi, Yanchi County, Yuyang District, Shenmu, Hengshian, Jingbian and Dingbian county and etc. The main data are shown in Table 1.

2.2 variable description

Based on the existing research, according to the objectives of this study, the main variables selected are as follows:

(1) Vegetation coverage (\(v_{\text{ratio}}\)): refers to the percentage of vegetation area in a region over the total land area. Vegetation coverage is an important indicator of the richness of forest resources, greening level and ecological balance. When calculating the vegetation coverage, the vegetation area includes the area of arbor forest and bamboo forest land with a canopy density of 0.2 or more, the area of shrub forest land specially stipulated by the state, the area of farmland forest network, and the forest coverage area of trees by village, house, water and roadside. It also includes the herb cover area[9]. The unit is %.

(2) Annual rainfall (\(\text{rain}\)): refers to the depth of accumulated water that falls to the horizontal plane within the statistical time of the year, if there is no leakage, no loss, and no evaporation. Its unit is mm.

(3) Annual average air temperature (\(\text{temp}\)): temperature refers to the temperature of the air. It is measured by a louver 1.5m from the ground, and its unit is Celsius (°C). The average annual temperature is the sum of the 12-month monthly average temperature divided by 12, and the monthly average temperature is the sum of the average temperature of each day of the month and divided by the number of days in the month.

(4) Logarithm of regional GDP (\(\ln\text{gdp}\)): regional GDP is the final product of a region's production activities within a certain period of time. There are three forms of expression: value form, income form, and product form. In actual accounting, it is calculated by three methods: production method, income method and expenditure method, and it reflects the regional GDP and its composition from different aspects. In this paper, according to the general practice of the general literature, the logarithmic value of regional GDP (\(\ln\text{gdp}\)) is used as an explanatory variable to analyze the impact of economic development in different regions on the reversal of desertification [24].

(5) Logarithm of the total output value of agriculture, forestry, animal husbandry and fishery in the region (\(\ln\text{inprod}\)): includes the planting industry and the industrial part of farmers' households in the total agricultural output value, among which the planting industry refers to the cultivation of food crops, cash crops and vegetables, fruits and fruits. In addition, the output value of forestry includes forest culture and management, forest products, and timber harvesting at and below the village level; and the output value of animal husbandry includes livestock, poultry raising, and hunting. Finally, the fishery output value was calculated uniformly, and the fishery output value was mainly calculated according to the production method. This article also follows the common practice in related literatures, using the logarithmic value of the total output value of agriculture, forestry, animal husbandry and fishery in the region (\(\ln\text{inprod}\)) as an explanatory variable to reflect the production level of agriculture, forestry, animal husbandry and fishery in the region [25].

Qi, a county level administration region in Mongolia, where most residents are Mongolians.
Table 1 Main data of the study on desertification reversal factors in Maowusu sandy land area from 2000 to 2015 in China

| Year | Average vegetation cover (%) (v_ratio) | Mean annual precipitation (mm)(rain) | Mean annual temperature (°C) (temp) | GDP(RMB 100 million) | Annual per capita disposable income (Yuan) | Output value of agriculture, forestry, herding and fishery (Output value of primary industry) (RMB 100 million) |
|------|---------------------------------------|-------------------------------------|-----------------------------------|----------------------|------------------------------------------|--------------------------------------------------------------------------------------------------|
| 2000 | 23.33 | 299.74 | 7.59 | 914.79 | 9952.08 | 27.17 |
| 2001 | 24.64 | 300.46 | 8.42 | 120.58 | 9985.39 | 30.18 |
| 2002 | 26.03 | 299.55 | 7.79 | 162.69 | 10060.90 | 35.35 |
| 2003 | 27.50 | 299.57 | 7.68 | 213.73 | 10068.04 | 41.44 |
| 2004 | 29.05 | 299.38 | 7.49 | 300.71 | 9969.68 | 53.27 |
| 2005 | 30.69 | 299.66 | 7.78 | 444.22 | 10011.60 | 53.13 |
| 2006 | 30.73 | 287.09 | 8.95 | 637.60 | 16186.91 | 58.01 |
| 2007 | 28.42 | 353.25 | 8.91 | 978.17 | 17561.03 | 77.18 |
| 2008 | 28.85 | 332.40 | 8.65 | 1393.60 | 18075.63 | 97.12 |
| 2009 | 30.98 | 290.72 | 9.02 | 1855.92 | 17451.51 | 103.48 |
| 2010 | 30.64 | 301.84 | 8.98 | 2363.12 | 18281.34 | 130.68 |
| 2011 | 30.98 | 276.18 | 8.84 | 2953.29 | 18472.83 | 159.24 |
| 2012 | 31.80 | 334.61 | 8.70 | 3582.15 | 17194.11 | 174.73 |
| 2013 | 29.77 | 324.28 | 9.02 | 3793.80 | 18007.57 | 194.71 |
| 2014 | 32.36 | 304.86 | 8.90 | 4039.63 | 17902.28 | 207.47 |
| 2015 | 32.38 | 341.74 | 8.96 | 3654.47 | 16993.51 | 210.00 |

Sources: Bao et al.,2008; Shaanxi Province Academy of Social Sciences,2013.

(6) Logarithm of per capita disposable income of residents in rural pastoral areas (lnp_inc): refers to the sum of residents' final consumption expenditure and savings, that is, the income that residents can use for free disposal. It includes both cash income and in-kind income. According to the source of income, disposable income includes four items: wage income, net operating income, net property income, and net transfer income [26]. For the part of residents in rural pastoral areas, that is, the disposable income of residents in rural pastoral areas, this article also uses the common practice of relevant literature, regarding the logarithm of disposable income of residents in rural pastoral areas (lnp_inc) as an explanatory variable to analyze the impact of income on desert prevention and control effects [26].

(7) Policy influencing factors (policy_1 and policy_2): since 2005 and 2011 are considered as two important time points and as two important years of national desert prevention and control policies[22], this article introduces two dummy variables, policy_1 and policy_2. The former represents the policy effect of the National Desert Control Plan (2005-2010), and the latter represents the policy effect of the National Desert Control Plan (2011-2020), and since 2000 the project of returning farmland to forests and grasslands, and the pilot project of wind and sand source treatment in Beijing and Tianjin etc. major national ecological projects have been carried out which obviously affects the ecological environment of Maowusu sandy land area, and then use them to evaluate the policy impact[27]. In the analysis, the sample data from 2000-2004 was classified as policy 0 state, and its dummy variables were assigned to policy_1 = 0 and policy_2 = 0. The sample data from 2005-2010 was classified as policy1 state and its dummy variables were assigned to policy_1 = 1 and policy_2 = 0. The final sample data from 2011-2015 is classified as policy 2 status, and its dummy variables are assigned policy_1 = 0 and policy_2 = 1. For the three policy states, the following table gives the descriptive statistical analysis results of the statistics of each variable (Table 2).
Table 2 Summary of variables

| Variables | mean | median |
|-----------|------|--------|
|          | policy0 | policy1 | policy2 | policy0 | policy1 | policy2 |
| v_ratio  | 0.26   | 0.26   | 0.32   | 0.25   | 0.3     | 0.33    |
| rain     | 310.36 | 310.36 | 320    | 318.05 | 314.5   | 319.05  |
| temp     | 8.66   | 8.66   | 8.91   | 8.96   | 9.12    | 9.37    |
| lngdp    | 11.88  | 11.88  | 14.79  | 11.9   | 13.63   | 15      |
| lnprod   | 9.19   | 9.19   | 12.07  | 9.77   | 11.06   | 12.19   |
| ln_p_inc | 7.57   | 7.57   | 9.18   | 7.55   | 8.57    | 9.32    |

Sources: (1) China's economic and social big data platform, 2013; (2) Economic and social development statistics database of Shaanxi Province, Inner Mongolia Autonomous Region and Ningxia Hui Autonomous Region, 2013.

3 Data analysis

3.1 The relationship between variables

First, this study uses the GGally package of R language to analyze the correlation of each variable, and then visually display the correlation. The final product of graphic drawing is shown in Figure 1. The graph clearly shows the general relationship between the variables through the concise form of the lower triangle, with gradient colors and pearson correlation coefficients. Among them, lngdp, lnprod, and ln_p_inc show an exceptionally strong positive correlation, and together reflect the economy characteristic factors, that is, the level and degree of economic development; and the correlation between rain and temp is relatively high, which to some extent represents the impact of natural environmental factors; in addition, the relationship between v_ratio and the other variables is not very close, here, we use factor analysis to further analyze the relationship between other variables.

Figure 1 Correlation analysis diagram

3.2 Economic and natural environmental factors analysis

Before factor analysis, the KMO and Bartlett's test is required. The results show that Kaiser-Meyer-Olkin Measure of Sampling Adequacy is 0.725, which is greater than the standard of KMO value of more than 0.6 required by factor analysis[25], which indicating that factor analysis can be carried out furtherly. First, exploratory factor analysis is performed on six variables: v_ratio, rain, temp, lngdp, lnprod, and ln_p_inc, which can be seen from the scree plot with the reference line (see Figure 2). The figure shows that when eigenvalue=1 and component number greater than 2, the scree plot shows a significant turning point and become stable, so it is safe to extract 2 factors. Second, the variance analysis of the extracted 2 factors was further conducted, and the total variance explained table of the extracted factors was presented in Table 3. It can be seen from the table that, when a factor is extracted, the extraction sums of squared loadings of the factors is 71.293, and the cumulative variance is also 71.293. When the two factors are extracted, the extraction sums of squared loadings of the factors is 15.184, the cumulative variance is 86.477, and the cumulative variance after rotation is also equal to 86.477. The extracted factors can well explain the original 6 variables. Therefore, it is reasonable and safe to extract two factors, that is preliminary named economic factors and natural environmental factors. Third, based on the above results, factor score coefficient matrix and rotated loading plots are further calculated. The specific results are shown in Table 4 and Figure 2.
Table 3 Total variance explained

| Component | Initial Eigenvalues | Extraction Sums of Squared Loadings | Rotation Sums of Squared Loadings |
|-----------|---------------------|-------------------------------------|----------------------------------|
|           | Total               | % of Variance | Cumulative % | Total               | % of Variance | Cumulative % | Total               | % of Variance | Cumulative % |
| 1         | 4.278               | 71.293       | 71.293       | 4.278               | 71.293       | 71.293       | 4.048               | 67.459       | 67.459       |
| 2         | 0.911               | 15.184       | 86.477       | 0.911               | 15.184       | 86.477       | 1.141               | 19.018       | 86.477       |
| 3         | 0.453               | 7.544        | 94.021       |                     |              |              |                     |              |              |
| 4         | 0.266               | 4.432        | 98.452       |                     |              |              |                     |              |              |
| 5         | 0.056               | 0.928        | 99.380       |                     |              |              |                     |              |              |
| 6         | 0.037               | 0.620        | 100.000      |                     |              |              |                     |              |              |

Note: Extraction method: Principal component analysis.

Table 4 Component score coefficient matrix

| Variables | Component |
|-----------|-----------|
|           | 1         | 2         |
| v_ratio   | 0.269     | -0.261    |
| rain      | -0.170    | 0.984     |
| temp      | 0.206     | 0.023     |
| lngdgp    | 0.216     | 0.022     |
| lnprod    | 0.219     | 0.043     |
| lnp_inc   | 0.232     | 0.002     |

Note: Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Normalization.

Further, see the calculation results in Table 4 that variable rain has an important influence on principal component 2 with a score coefficient of 0.984, while the other five variables, that is v_ratio, temp, lngdgp, lnprod and lnp_inc have an important influence on principal component 1 with score coefficients of 0.269, 0.206, 0.216, 0.219 and 0.232 respectively. These two principal components can also be a rough summarized as natural environmental factors (fa_nat_enviro) and economic factors (fa_economy) respectively (Figure 2), this further verifies the result of factor analysis extraction. Therefore, the factor equation can be written as following:

\[
\begin{align*}
\hat{f}_1 &= 0.269 \text{v}\_ratio - 0.170 \text{rain} + 0.206 \text{temp} + 0.216 \text{lngdgp} + 0.219 \text{lnprod} + 0.232 \text{lnp\_inc} \\
\hat{f}_2 &= -0.261 \text{v}\_ratio + 0.984 \text{rain} + 0.023 \text{temp} + 0.022 \text{lngdgp} + 0.043 \text{lnprod} + 0.002 \text{lnp\_inc}
\end{align*}
\]

Accordingly, through factor analysis, the dimension was reduced, and it was found that natural environmental factors and economic factors had important relations with vegetation coverage (v_ratio).
3.2 Regression analysis

3.2.1 Dummy variable regression

Dummy variables are an artificially quantified coding form of qualitative things, which can introduce classification and ordering into regression analysis[25]. Existing literature points out that regression analysis and analysis of variance are essentially the same type of statistical method, the difference lies in the difference between the continuity of the independent variables and the classification, and the regression analysis is more superior in the calculation process and interpretation strength. Therefore, the dummy variable regression model (DVRM) agrees with the analysis of variance and has more analytical power. In the dummy

\[ v_{ratio} = \beta_0 + \beta_1 \text{policy}_1 + \beta_2 \text{policy}_2 + \beta_3 \text{rain} + \beta_4 \text{temp} + \beta_5 \text{fa}_economy + \epsilon \]  

Table 5 shows the OLS estimation results of \( v_{ratio} \). Without any control variable, the status of \( \text{policy}_1 \) relative to policy 0 can significantly increase the \( v_{ratio} \) by 0.040 (p <0.05), and the status of \( \text{policy}_2 \) relative to policy 0 can significantly increase the \( v_{ratio} \) by 0.055 (p <0.01). After the introduction of control variable \( \text{rain} \), the above two numbers decreased to 0.039 and 0.052 respectively. Further introducing the temp control variable, the two effects continued to decrease to 0.034 and 0.047, but there were still significant effects. It can be found that in Model D, the above-mentioned effect value has been greatly improved; but after stepwise regression, it is found that the AIC value of the model controlling \( \text{fa}_economy \) is -765.23, and the AIC value of the model is -766.08 after removing the control variable[26]. Therefore, the stepwise regression method deletes the \( \text{fa}_economy \) control variable, and the analysis should still be based on model C. The revised determination coefficient of model C is 0.172. In the significance test of its regression equation, that is, the F test, the explanatory variables included in the model combined have a significant effect on the explanatory variables (p <0.05). In addition, t test results show that variable \( \text{rain} \) has a positive effect on \( v_{ratio} \) of 0.001 at a significance level of 1%, and \( \text{temp} \) has a positive effect of 0.025 on \( v_{ratio} \) at a significance level of 1%. It is worth mentioning that the two coefficients of the dummy variables, \( \text{policy}_1 \) and \( \text{policy}_2 \), mean that relative to the state of policy 0, after controlling other variables, policies 1 and 2 can increase \( v_{ratio} \) by 0.034 and 0.047, respectively. In summary, the two policies represented by dummy variables, annual precipitation (\( \text{rain} \)), and average annual temperature (\( \text{temp} \)) all have significant positive effects on vegetation coverage.

On the basis of Model C, in order to explore the influence of other factors under different policy conditions, the interaction effects of dummy variables are considered. Four interaction items are constructed through two dummy variables, \( \text{policy}_1 \) and \( \text{policy}_2 \), and two continuous variables, \( \text{rain} \) and \( \text{temp} \): \( \text{p1}_1 \text{rain} \), \( \text{p1}_1 \text{temp} \), \( \text{p2}_1 \text{rain} \), and \( \text{p2}_1 \text{temp} \). The initial model can be expressed as:

\[ v_{ratio} = \beta_0 + \beta_1 \text{policy}_1 + \beta_2 \text{policy}_2 + \beta_3 \text{rain} + \beta_4 \text{temp} + \beta_5 \text{p1}_1 \text{rain} + \beta_6 \text{p1}_1 \text{temp} + \beta_7 \text{p2}_1 \text{rain} + \beta_8 \text{p2}_1 \text{temp} + \epsilon \]  

Similarly, the variable selection is performed by stepwise regression. The AIC value of this initial model is -770.24, and the AIC value after automatically deleting the two variables \( \text{p1}_1 \text{rain} \) and \( \text{p1}_1 \text{temp} \) is -772.54. Therefore, the final model introduced the variable \( \text{p2}_1 \text{rain} \) obtained by multiplying \( \text{policy}_2 \) and \( \text{rain} \), and the variable \( \text{p2}_1 \text{temp} \) obtained by multiplying \( \text{policy}_2 \) and \( \text{temp} \). For \( \text{p2}_1 \text{rain} \), except that the observation value with a value of 1 of policy 2 is still the same as the \( \text{rain} \) value, the values of the \( \text{p2}_1 \text{rain} \) variables of the other observation samples are all 0, and the value of the variable \( \text{p2}_1 \text{temp} \) is the same. The final model can be expressed as:

\[ v_{ratio} = \beta_0 + \beta_1 \text{policy}_1 + \beta_2 \text{policy}_2 + \beta_3 \text{rain} + \beta_4 \text{temp} + \beta_5 \text{p2}_1 \text{rain} + \beta_6 \text{p2}_1 \text{temp} + \epsilon \]  

![Component plot in rotated space](image-url)
### Table 5 Summary of dummy variable regression

| Variables/Models | A    | B    | C    | D    | E    |
|-----------------|------|------|------|------|------|
| policy_1        | 0.040* | 0.039* | 0.034* | 0.047* | 0.038 |
| policy_2        | 0.055** | 0.052** | 0.047* | 0.072* | 0.226 |
| rain            | 0.001** | 0.001** | 0.001** | 0.001* | 0.226 |
| temp            | 0.025** | 0.022** | 0.038*** | 0.001** | -0.012 |
| fa_economy      |      |      |      |      | -0.039* |
| p2_rain         |      |      |      |      | 0.001** |
| p2_temp         |      |      |      |      | 0.001** |
| constant        | 0.262*** | 0.165*** | -0.023 | -0.005 | -0.001 |
| AdjustedR²      | 0.041 | 0.121 | 0.172 | 0.173 | 0.214 |
| P value         | 0.014 | 0.014 | 0.014 | 0.014 | 0.014 |

The regression results of the model are listed in Model E in the above table. As a whole, the revised determination coefficient is increased by 0.214. After adding the interaction term, the originally significant policy_2 and rain are no longer significant, and temp still maintains a strong level of significance. The remaining p2_rain, p2_temp, and policy_1 reject the null hypothesis that the coefficients are 0 at the significance levels of 1%, 5%, and 10%, respectively. This result shows that the annual average temperature still has a significant positive impact on vegetation coverage. In addition, the interaction of annual precipitation (rain) and annual average temperature (temp) under policy_2 will affect vegetation coverage in different directions.

#### 3.2.2 Regression diagnosis

First, test the normality hypothesis. The QQ diagram is shown in the lower left (Figure 3). This method plots the quantile of the normal distribution over the quantile of the residual as a scatter plot. If the error obeys the normal distribution, it will be concentrated near the 45° line. It can be seen that most of the sample points are closer to the 45° straight line, but very few sample points have large deviations. In addition, in order to understand the distribution of data more intuitively, this article also draws a histogram and a kernel density curve, as shown in the lower right figure (Figure 3). It can be seen that the distribution of the residuals does not completely conform to the form of a normal distribution, and there is a certain skewness. Because the way of visualization is more subjective, the JB test and D’ Agostino test are further selected. The JB test uses the sample estimates of the skewness and excess kurtosis of the residual term \( \{e_1, ..., e_n\} \), and then calculates the weighted average of its square as the test statistic, and its degree of freedom is 2:

\[
JB = \frac{n}{6} \left( \frac{1}{n^2} \sum_{i=1}^{n} e_i^2 \right)^3 + \frac{1}{4} \left( \frac{1}{n^2} \sum_{i=1}^{n} e_i^2 - 3 \right)^2
\]

![Figure 3 Test graph for normality](https://example.com/figure3)

Secondly, calculate the skewness and kurtosis of the v_ratio of the dependent variable, and use the sample size, skewness, and kurtosis values to calculate the JB is 2.453 and get the corresponding p value according to \(\chi_5^2(2)\) distribution. D’ Agostino test is an improved method of normal test. It designs more complex statistics and provides calculations by the official program of Stata. In the end, the p-values of the two tests were 0.293 and 0.154, so they accepted the null hypothesis of normal distribution at a significance level of 5%.
Although the model (3) deletes the \( fa_{\text{economy}} \) control variable by stepwise regression method, in order to observe the collinearity effect more intuitively, this article also uses VIF (Variance Inflation Factor) to detect, which was calculated by the multiple determinable coefficients determined by multiple explanatory variables after auxiliary regression, namely:

\[
VIF_k = \frac{1}{1 - \hat{r}_k^2} \quad (6)
\]

Generally speaking, if VIF <10 is required, the collinearity problem should not be concerned. Based on model E, four models are derived and the VIF sizes of \( \text{rain} \), \( \text{temp} \), \( \text{policy}_1 \), and \( \text{policy}_2 \) are calculated. For model (1), since no variable changes were changed to model E, it can be seen that the interaction terms of the two dummy variables and \( \text{policy}_2 \) are much larger than 10, so there is a serious collinearity problem. Next, the interactive terms of dummy variables are deleted one by one for the three models. Only after the two interactive terms are finally completely deleted, the VIF value and the square root of each variable can reach the corresponding requirements. This also shows that after variable elimination, there is no collinearity problem in model (4) or model C.

The specific test results are shown in the following table (Table 6):

| Variables | The dummy variable interaction item is not deleted | Delete the dummy variable interaction item of \( p_2_{\text{temp}} \) | Delete the dummy variable interaction item of \( p_2_{\text{rain}} \) | Delete the dummy variable interaction item of \( p_2_{\text{rain}} \) and \( p_2_{\text{temp}} \) |
|-----------|---------------------------------|-----------------|-----------------|-----------------|
| \( \text{policy}_1 \) | 1.39                            | 1.16             | 1.39             | 1.38             |
| \( \text{policy}_2 \) | 90.07                           | 15.15            | 88.91            | 1.39             |
| \( \text{rain} \)       | 1.58                            | 1.51             | 1.15             | 1.14             |
| \( \text{temp} \)       | 1.64                            | 1.38             | 1.58             | 1.15             |
| \( p_2_{\text{rain}} \) | 16.63                           | 15.27            |                 |                 |
| \( p_2_{\text{temp}} \) | 98.34                           |                 |                 | 90.29            |

As for the system bias problem of model setting, if there is a nonlinear term in the equation, the marginal effect of explanatory variable on the explanatory variable will be related to the explanatory variable itself or other explanatory variables, resulting in the missing bias of variables.

In this paper, firstly, through reset test, the nonlinear term is introduced into the equation and the significance of its coefficient is tested. In the study, the quadratic term, the cubic term and the quartic term of each explanatory variable are respectively introduced, namely

\[
y = x + \hat{\delta}_2 + \hat{\delta}_3 \hat{y}^2 + \hat{\delta}_4 \hat{y}^3 + \hat{\delta}_5 \hat{y}^4 + \hat{\mu} \quad (7)
\]

\[
y = \hat{\delta}_2 + \hat{\delta}_3 \hat{y} + \hat{\delta}_4 \hat{y}^2 + \hat{\delta}_5 \hat{y}^3 + \hat{\mu} \quad (8)
\]

The null hypothesis that the coefficient of the square of the fitted value is 0 is tested. The test results are shown in the following table (Table 7). It can be seen from Table 7 that the squared term of the fitted value (\( f_{\text{hat}}^2 \)) is not significant, and it has no explanatory power for the explanatory variables, which also shows that the model does not have setting errors.

| \( v_{\text{ratio}} \) | Coefficient | Standard error | \( t \) | \( P > t \) |
|------------------------|-------------|----------------|------|----------|
| \( f_{\text{hat}} \)   | -0.591      | 1.956          | -0.3 | 0.763    |
| \( f_{\text{hatsq}} \) | 2.786       | 3.415          | 0.82 | 0.416    |
| \( f_{\text{cons}} \)  | 0.222       | 0.276          | 0.8  | 0.423    |

In order to further test for heteroscedasticity, this article first draws a residual plot (Figure 4). It can be seen from the figure that as the fitted value of the explanatory variable changes, the variance of the disturbance term does not change significantly, but only exists slightly decreasing trend. Therefore, further using the White test, the results are shown in the following table (Table 8). In Table 8, the \( p \)-value is 0.005, indicating that the null hypothesis of homoscedasticity should be strongly rejected, and heteroscedasticity is considered to exist.
In addition, the more applicable BP test is adopted because it weakens the normal distribution assumption of the disturbance term to an independent homoscedastic distribution, but the test results show that the p-value is 0.865. Therefore, the null hypothesis of homoscedastic distribution should be accepted. This conclusion is inconsistent with the White test, but in general, if there may be a heteroscedastic distribution, we should use robust standard error. Because the ordinary standard error in the case of heteroskedasticity will greatly underestimate the true standard deviation of the coefficient, leading to wrong statistical inference. Therefore, this paper uses robust standard error to re-regress model C, and the results are shown in Table 9. From the regression results, it can be seen that even if regression is performed through the robust standard error, the four explanatory variables of policy_1, policy_2, rain, and temp all have a positive effect on v_ratio at different significance levels, and the difference between them and common standard error regression almost only exists in their values. In addition, the goodness of fit of the model is 0.193, and in the F test of the model, the p value also reaches 0.000, indicating that the overall fitness of the model is also strong.

Table 9 Summary of robust standard error regression

| Coefficient | Standard error | t | p | Significance level |
|-------------|----------------|---|---|-------------------|
| policy_1    | 0.034          | 0.019 | 1.79 | 0.076          | . |
| policy_2    | 0.047          | 0.019 | 2.47 | 0.015          | *  |
| rain        | 0.001          | 0   | 2.76 | 0.006          | **|
| temp        | 0.025          | 0.008 | 3.28 | 0.001          | **|
| Constant    | -0.023         | 0.058 | -0.4 | 0.692          |    |

| Mean of dependent variables | 0.295 | Dependent variable standard deviation | 0.099 |
|----------------------------|-------|---------------------------------------|-------|
| R²                         | 0.193 | Number of samples                     | 160   |
| F                          | 12.399 | Prob>F                                | 0     |
| AIC                        | -312.017 | BIC                                  | -296.641 |

Note: * represents the significance level of 1%; ** represents a significance level of 5%; *** represents a significance level of 10%.
4 Conclusion

Based on the data from 2000-2015 in the Shaanxi Economic and Social Development Statistics Database, the Inner Mongolia Autonomous Region Economic and Social Development Statistics Database, and the Ningxia Hui Autonomous Region Economic and Social Development Statistics Database, the analysis and research on the reversal factors of desertification in Maowusu Sandy Land in China can be concluded as follows:

(1) According to preliminary descriptive statistics, it can be found that from 2000 to 2015, the vegetation coverage of the Maowusu Sandy Land in China has maintained an upward trend, which means that the degree of desertification in the Maowusu Sandy Land has also shown a reverse trend.

(2) The logarithm of three variables that GDP in the Maowusu sandy Land, the total output value of agriculture, forestry, animal husbandry, and fishery, and the per capita disposable income of residents in rural pastoral areas can be reduced to an economic characteristic factor, but both analysis of variance and the regression analysis results show that this economic characteristic factor has no obvious effect on the desertification reversal of Maowusu sandy land.

(3) Among natural environmental factors, annual precipitation and annual average temperature have a positive effect on vegetation coverage at a significant level of 1%. The coefficient of annual precipitation means that for every 100 mm increase in annual precipitation, the vegetation coverage will increase by 10%; for every 1 degree Celsius increase in corresponding annual temperature, the vegetation coverage will increase by 2.5%. This not only confirms that the increase of temperature and precipitation has a great effect on the reversal of desertification in Maowusu Sandy Land, but also enables quantitative analysis of the impact of natural factors. It is worth noting that although the coefficient of annual precipitation is small, specifically only 0.001, this is because the annual precipitation is relatively large compared to other variables, such as the annual mean temperature data, and its standard deviation is 91.924. It is much higher than the standard deviation of the annual average temperature of 0.999. Therefore, it can be found that the relatively small coefficient of annual precipitation has a greater effect, which has a decisive effect on the desertification reversal of the Maowusu Sandy Land.

(4) Among the policy factors, two dummy variables $\text{policy}_1$ and $\text{policy}_2$, are significant at the levels of 10% and 5%, respectively. The respective coefficients of the dummy variables mean that, relative to the status of policy 0, policies 1 and 2 can increase the vegetation coverage rate by 3.4% and 4.7%, respectively, after controlling the variables of natural environment factors. It can be seen that compared with 2000, the implementation of the two plans of the National Desertification Control Plan (2005-2010) and the National Desertification Control Plan (2011-2020) and other policies and measures to combat desertification etc. has a significant effect on promoting the reversal of desertification in Maowusu Sandy Land. This also clarifies the importance of policy factors in promoting the comprehensive reversal of desertification from a quantitative perspective.

(5) Due to the strong collinearity problem, in order to maintain the robustness of the model, this article does not continue to explore the effect of the interaction of policy factors and natural factors on vegetation coverage. Future research can be based on this. Explore the differences in the effects of various natural factors on the reversal of desertification under different policy conditions, and provide more targeted and accurate recommendations for subsequent policy implementation.
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