Production of pions, kaons and protons in pp collisions at $\sqrt{s} = 900$ GeV with ALICE at the LHC

ALICE collaboration

K. Aamodt, N. Abel, U. Abeysekara, A. Abrahantes Quintana, A. Abramyan, D. Adamová, M.M. Aggarwal, G. Aglioti, D. Agostini, S. Aguilar Salazar, Z. Ahamed, A. Ahmad, N. Ahmad, S.U. Ahmad, R. Akimoto, A. Akindinov, D. Aleksandrov, B. Alessandro, R. Alfaro Molina, A. Alici, E. Almaraz Avilà, J. Alme, T. Altivi, V. Altini, S. Altinpinar, C. Andrei, A. Andronic, G. Anelli, V. Angelov, N. C. Anson, T. Anticic, F. Antinori, S. Antinori, K. Antipin, D. Ančić, P. Antonioli, A. Anzó, L. Aphecetche, H. Appelshäuser, S. Arcelli, R. Arceo, A. Arendt, N. Armetto, R. Arnaldi, T. Aronsson, J.C. arsenie, A. Asryan, M.D. Azmi, S. Bablok, M. Bach, A. Badalà, Y.W. Baek, S. Bagnasco, R. Bailhache, V. Bala, A. Baldi, A. Bärd, R. Barbera, G.G. Barnaří, L.S. Barnaby, V. Barret, J. Bartke, F. Barile, M. Basile, V. Basmanov, N. Bastid, B. Bathej, G. Batigne, B. Batyunya, C. Baumann, L.G. Bearden, B. Becker, I. Belekov, B. Bellwied, E. Belmont- Moreno, A. Beoligiani, L. Bengali, S. Bello, I. Berceanu, A. Bercreuci, E. Berdermann, Y. Berdnikov, L. Betev, A. Bhasin, A.K. Bhat, L. Bianchi, N. Bianchi, C. Bichini, J. Bielcik, J. Bielčíková, A. Bilandzic, L. Bimbòt, E. Biocoli, A. Blanco, F. Blandini, F. Blanco, D. Blau, C. Blette, M. Boccio, N. Bock, A. Bogdanov, H. Bogdanski, M. Bogolyubsky, J. Bohn, L. Boldizsár, M. Bombara, C. Bombonati, M. Bondila, H. Borel, A. Borisov, C. Bortolin, S. Bose, L. Bosio, F. Bossi, M. Botje, G. Bourdaud, J. Boyer, M. Braun, P. Braun-Munzinger, H. Bravina, M. Bregant, T. Breitner, G. Bruckner, R. Brün, E. Bruna, G.E. Bruno, D. Budnikov, H. Buesching, P. Buncic, O. Busch, Z. Buthelezi, D. Caffarri, X. Cai, H. Caines, E. Calvo, E. Camacho, A. Canto, M. Campbell, R. Cao, V. Capella, M. Capriles, S. Cecchi, Y. Cheng, Y. Chiang, J. Choi, G. Chiofalo, L. Cifarelli, F. Cindolo, J. Cleymans, O. Cobanoglu, J.-P. Colin, S. Colli, A. Colla, G. Conesa Balbastre, Z. Conesa del Valle, E.S. Conner, P. Constantini, G. Contini, J.G. Contreras, Y. Corrales Morales, T.M. Correa, M. Cortese, I. Cortés-Maldonado, M.R. Cosentino, F. Costa, M.E. Cotallico, E. Crescioli, P. Crochet, E. Cunqueiro, L. Cuevas, J. Cussonneau, A. Dainese, H. Dalla, A. Damidi, I. Das, A. Dash, S. Dashi, G.O.V. de Barrozo, A. De Caro, G. de Catellado, J. de Cuveland, A. De Falco, M. De Gaspari, J. de Groot, D. De Gruttola, N. De Marco, S. De Pasquale, R. De Remigie, R. De Roeij, G. de Vaux, H. Delagrange, Y. Delgado, G. Dellacasa, A. Deloff, V. Demanov, E. Dénès, A. Depuma, G. D’Erasmio, D. Derkach, A. Devaux, B. Di Bari, C. Di Giorgio, X. Di Liberto, A. Di Mauro, P. Di Nezza, M. Diazinas, L. Díaz, R. Díaz, T. Dietel, R. Divià, O. Djuvsland, V. Dobretsos, A. Dobrin, T. Dobrowolski, B. Döingu, I. Domínguez, D.M. Don, O. Dordic, A.K. Dubey, J. Dubuisson, L. Ducroux, P. Dupieux, A.K. Dutta Majumdar, M.R. Dutta Majumdar, D. Elia, D. Emschermann, H. Engel, A. Enozikovic, B. Espagnol, M. Estienne, S. Esumi, D. Evans, S. Evrard, G. Fuyabora, C. Fwuban, X. Favre, J. Faivre, D. Falchieri, A. Fantoni, M. Fasoli, O. Fateev, R. Farek, A. Fedunov, D. Fehlker, V. Fekete, D. Felcja, B. Fenton-Olsen, G. Feofilov, A. Fernández Téllez, E.G. Ferreiro, A. Ferretti, R. Ferrer, M.A.S. Figueredo, M. Filchagin, R. Fichet, F.M. Fiordis, E.M. Fiore, M. Flinders, X. Fodor, S. Foertsch, P. Foka, S. Fokin, F. Forni, E. Fragić, A. Fragiadiakis, U. Frankenstein, A. Frolov, T. Fuchs, P. Furano, C. Furger, M. Fusco Girard, J.J. Gardašić, S. Gadrat, M. Gagliardi, A. Gago, M. Gallio, P. Ganiotis, M.S. Ganti, C. Garabatos, C. García Trapaga, J. Gebelein, R. Gemme, M. Germain, A. Gheata, M. Gheata, B. Ghidini, P. Ghosh, G. Giraudo, T. Giubellino, E. Gladysz-Dziadus, R. Glasow, X. Glaesser, P. Glässe, A. Glenn, R. Gómez Jiménez, H. González Santos, L.H. González-Trueba, M. González-Zamora, S. Gorbonov, Y. Gorbonov, S. Gotovac, H. Gottschall, V. Grabški, R. Grajecarek, A. Grelli, A. Grigoras, C. Grigoras, V. Grigoriev, A. Grigoryan.
M. Rodriguez Calamuntzi, P. Roel, D. Röhrich, S. Román López, R. Remita, F. Ronchetti, P. Rosinsky, P. Rosnet, S. Rossegger, A. Rossili, F. Roukoutakis, S. Rousseau, C. Roy, S. Roy, A.J. Rubio-Montero, R. Ruiz, I. Rusanov, G. Russo, E. Ryabinkin, S. Sadovsky, K. Sáfrík, R. Sahoo, J. Saini, P. Saiz, D. Sakata, C.A. Salgado, R. Salgueiro Domingues da Silva, S. Salur, T. Samanta, S. Sambyal, V. Samsonov, L. Sándor, A. Sandoval, S. Sano, R. Sarto, R. Santoro, J. Sarkaruni, S. Scapparone, F. Scarlassara, R.P. Scharenberg, C. Schiaua, R. Schneider, C. Schmidt, H.R. Schmidt, K. Schossmaier, S. Schreiner, S. Schuchmann, J. Schultz, K. Schwarz, K. Schweda, G. Scioli, E. Scomparin, P.A. Scott, G. Segato, S. Senyukov, J. Seco, S. Sergi, L. Serkin, E. Serradilla, A. Sevcenco, I. Sgura, G. Shabratov, R. Shahoyan, G. Sharkov, N. Sharma, S. Sharma, K. Shigaki, M. Shimomura, K. Sijtem, Y. Sibiriak, M. Siciliani, E. Sicking, S. Siddiqui, T. Siemiareczuk, A. Silenzii, D. Silvermyr, E. Simili, G. Simonetti, R. Singh, V. Singhal, B.C. Sinha, T. Sinha, B. Sitari, M. Sitta, T.B. Skaiuli, K. Skjerdal, R. Smakal, N. Smirnov, H. Snow, C. Søgaard, A. Soloviev, H.K. Soltveit, R. Soltz, W. Sommer, C.W. Son, H. Son, M. Song, M. Soos, F. Soramell, D. Soyk, M. Spyropoulou-Stassinakis, B.K. Srivastava, J. Stachel, F. Staley, E. Star, G. Stefañek, G. Stefanini, T. Steinbeck, E. Stenlund, G. Steyn, D. Stoico, R. Stock, P. Stolpovsky, P. Strmien, A.A.P. Suáide, M.A. Subiab, A.M. Vásquez, T. Sugitate, C. Suire, M. Sumbera, T. Susa, D. Svoboda, J. Symons, A. Szanto de Toledo, I. Szarka, A. Szostak, M. Szuba, M. Talde, C. Tagridis, A. Takahara, J. Takahashi, R. Tanabe, J.D. Tapia Takak, H. Taureg, A. Tauro, M. Tavlet, G. Tejeda-Muñoz, A. Telecsa, C. Terreveli, J. Thäder, R. Tieulent, D. Thust, A. Toia, T. Tolyh, J. Torcato de Matos, H. Torii, G. Torralba, L. Toscano, F. Toscelli, A. Tournaire, 73, 74, T. Traczyk, P. Trbojević, G. Tröger, D. Truesdale, W.H. Trzaska, G. Tsledakis, E. Tsisil, T. Tsujii, A. Tumkin, R. Turrisi, A. Turvey, T.S. Tvetet, H. Tvede, K. Tymonuk, J. Uley, C. Ulldal, A. Ursas, J. Urbáj, G.M. Urcioli, G.L. Usai, A. Vacchi, M. Vala, L. Valencia Palomo, S. Valler, 44, 45, N. van der Kolk, P. Vande Vyvre, M. Vannucci, A. Vargas, R. Varga, S. Vasiliev, I. Vassiliev, M. Vasilievou, V. Vechernin, M. Venaruzzo, E. Vercellin, S. Vergara, R. Vernet, 73, M. Verweij, I. Vetlitskiy, L. Vickovic, G. Viesti, O.Vikhlyantsev, V. Villalba, O. Villalobos Baillie, A. Vinogradov, Y. Vinogradov, T. Virgili, Y.P. Viyogi, A. Vodopianov, K. Volkosh, S. Voloshin, G. Volpe, B. von Haller, D. Vranić, J. Vrlaškova, B. Vulpescu, B. Wagner, V. Wagner, L. Wallet, R. Wan, D. Wang, Y. Wang, Y. Wang, K. Wang, T. Wans, J. Wessels, J. Westhoff, J. Wiechula, J. Wilde, W. Wilk, M.C.S. Williams, N. Willis, B. Windelband, C. Xi, C. Yang, C. Yang, H. Yang, S. Yashnopolskiy, F. Yermia, Y. Yonen, Z. Yin, H. Yokoyama, I.K. Yoo, X. Yuan, V. Yurevich, I. Yushmanov, E. Zabrodin, V. Zabroda, B. Zagreev, A. Zalite, C. Zampolli, Y. Zanevsky, S. Zaporozhets, P. Zavada, H. Zhososzczuk, P. Zelnicek, A. Zenin, A. Zepeda, I. Žgura, M. Zhilov, X. Zhang, D. Zhou, S. Zhou, J. Zhou, A. Zichichi, A. Zichicki, A. Zinchenko, G. Zinovev, Y. Zoccarato, V. Zycháček, and M. Zynovyev.

Affiliation notes

1Also at Laboratoire de Physique Corpusculaire (LPC), Clermont Université, Université Blaise Pascal, CNRS-IN2P3, Clermont-Ferrand, France
2Also at Frankfurt Institute for Advanced Studies (FIAS), Johann Wolfgang Goethe-Universität Frankfurt, Frankfurt, Germany
3Now at Sezione INFN, Padova, Italy
4Now at Research Division and ExtreMe Matter Institute EMMI, GSI Helmholtzzentrum für Schwerionenforschung, Darmstadt, Germany
5Now at Institut für Kernphysik, Johann Wolfgang Goethe-Universität Frankfurt, Frankfurt, Germany
6Now at Physics Department, University of Cape Town, iThemba Laboratories, Cape Town, South Africa
7Now at National Institute for Physics and Nuclear Engineering, Bucharest, Romania
8Also at University of Houston, Texas, United States
9Now at Faculty of Science, P.J. Safárík University, Košice, Slovakia
10Now at European Organization for Nuclear Research (CERN), Geneva, Switzerland
11Now at Helsinki Institute of Physics (HIP) and University of Jyväskylä, Jyväskylä, Finland
12Now at Institut Pluridisciplinaire Hubert Curien (IPhIC), Université de Strasbourg, CNRS-IN2P3, Strasbourg, France
13Now at Sezione INFN, Bari, Italy
14Now at Institut für Kernphysik, Westfälische Wilhelms-Universität Münster, Münster, Germany
15Now at: University of Technology and Austrian Academy of Sciences, Vienna, Austria
16Also at Lawrence Livermore National Laboratory, Livermore, CA, United States
17Also at European Organization for Nuclear Research (CERN), Geneva, Switzerland
18Now at: Sección Física, Departamento de Ciencias, Pontificia Universidad Católica del Perú, Lima, Peru
19Deceased
Collaboration institutes

1 Dipartimento di Scienze e Tecnologie Avanzate dell’Università di Piemonte Orientale and Gruppo Collegato INFN, Alessandria, Italy
2 Department of Physics Aligarh Muslim University, Aligarh, India
3 Nikhef, National Institute for Subatomic Physics, Amsterdam, Netherlands
4 Physics Department, University of Athens, Athens, Greece
5 Dipartimento Interateneo di Fisica ‘M. Merlin’ and Sezione INFN, Bari, Italy
6 Sezione INFN, Bari, Italy
7 China Institute of Atomic Energy, Beijing, China
8 Department of Physics and Technology, University of Bergen, Bergen, Norway
9 Faculty of Engineering, Bergen University College, Bergen, Norway
10 Lawrence Berkeley National Laboratory, Berkeley, CA, United States
11 Institute of Physics, Bhubaneswar, India
12 School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom
13 Dipartimento di Fisica dell’Università and Sezione INFN, Bologna, Italy
14 Sezione INFN, Bologna, Italy
15 Faculty of Mathematics, Physics and Informatics, Comenius University, Bratislava, Slovakia
16 Institute of Space Sciences (ISS), Bucharest, Romania
17 National Institute for Physics and Nuclear Engineering, Bucharest, Romania
18 KFKI Research Institute for Particle and Nuclear Physics, Hungarian Academy of Sciences, Budapest, Hungary
19 Dipartimento di Fisica dell’Università and Sezione INFN, Cagliari, Italy
20 Sezione INFN, Cagliari, Italy
21 Universidade Estadual de Campinas (UNICAMP), Campinas, Brazil
22 Physics Department, University of Cape Town, iThemba Laboratories, Cape Town, South Africa
23 Dipartimento di Fisica e Astronomia dell’Università and Sezione INFN, Catania, Italy
24 Sezione INFN, Catania, Italy
25 Physics Department, Panjab University, Chandigarh, India
26 Laboratoire de Physique Corpusculaire (LPC), Clermont Université, Université Blaise Pascal, CNRS-IN2P3, Clermont-Ferrand, France
27 Department of Physics, Ohio State University, Columbus, OH, United States
28 Niels Bohr Institute, University of Copenhagen, Copenhagen, Denmark
29 The Henryk Niewodniczanski Institute of Nuclear Physics, Polish Academy of Sciences, Cracow, Poland
30 Universidad Autónoma de Sinaloa, Culiacán, Mexico
31 Research Division and ExtreMe Matter Institute EMMI, GSI Helmholtzzentrum für Schwerionenforschung, Darmstadt, Germany
Institut für Kernphysik, Technische Universität Darmstadt, Darmstadt, Germany

Wayne State University, Detroit, MI, United States

Joint Institute for Nuclear Research (JINR), Dubna, Russia

Frankfurt Institute for Advanced Studies, Johann Wolfgang Goethe-Universität Frankfurt, Frankfurt, Germany

Institut für Kernphysik, Johann Wolfgang Goethe-Universität Frankfurt, Frankfurt, Germany

Laboratori Nazionali di Frascati, INFN, Frascati, Italy

Gangneung-Wonju National University, Gangneung, South Korea

Petersburg Nuclear Physics Institute, Gatchina, Russia

European Organization for Nuclear Research (CERN), Geneva, Switzerland

Laboratoire de Physique Subatomique et de Cosmologie (LPSC ), Université Joseph Fourier, CNRS-IN2P3, Institut Poly-
technique de Grenoble, Grenoble, France

Centro de Aplicaciones Tecnológicas y Desarrollo Nuclear (CEADEN), Havana, Cuba

Kirchhoff-Institut für Physik, Ruprecht-Karls-Universität Heidelberg, Heidelberg, Germany

Physikalisches Institut, Ruprecht-Karls-Universität Heidelberg, Heidelberg, Germany

Hiroshima University, Hiroshima, Japan

University of Houston, Houston, TX, United States

Physics Department, University of Rajasthan, Jaipur, India

Physics Department, University of Jammu, Jammu, India

Helsinki Institute of Physics (HIP) and University of Jyväskylä, Jyväskylä, Finland

Bogolyubov Institute for Theoretical Physics, Kiev, Ukraine

University of Tennessee, Knoxville, TN, United States

Saha Institute of Nuclear Physics, Kolkata, India

Variable Energy Cyclotron Centre, Kolkata, India

Fachhochschule Köln, Köln, Germany

Faculty of Science, P.J. Šafárik University, Košice, Slovakia

Institute of Experimental Physics, Slovak Academy of Sciences, Košice, Slovakia

Laboratori Nazionali di Legnaro, INFN, Legnaro, Italy

Sección Física, Departamento de Ciencias, Pontificia Universidad Católica del Perú, Lima, Peru

Lawrence Livermore National Laboratory, Livermore, CA, United States

Division of Experimental High Energy Physics, University of Lund, Lund, Sweden

Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain

Instituto de Ciencias Nucleares, Universidad Nacional Autónoma de México, Mexico City, Mexico

Instituto de Física, Universidad Nacional Autónoma de México, Mexico City, Mexico

Centro de Investigación y de Estudios Avanzados (CINVESTAV), Mexico City and Mérida, Mexico

Institute for Nuclear Research, Academy of Sciences, Moscow, Russia

Institute for Theoretical and Experimental Physics, Moscow, Russia

Moscow Engineering Physics Institute, Moscow, Russia

Russian Research Centre Kurchatov Institute, Moscow, Russia

Indian Institute of Technology, Mumbai, India

Institut für Kernphysik, Westfälische Wilhelms-Universität Münster, Münster, Germany

SUBATECH, École des Mines de Nantes, Université de Nantes, CNRS-IN2P3, Nantes, France

Yale University, New Haven, CT, United States

Budker Institute for Nuclear Physics, Novosibirsk, Russia

Oak Ridge National Laboratory, Oak Ridge, TN, United States

Physics Department, Creighton University, Omaha, NE, United States

Institut de Physique Nucléaire d’Orsay (IPNO), Université Paris-Sud, CNRS-IN2P3, Orsay, France

Department of Physics, University of Oslo, Oslo, Norway

Dipartimento di Fisica dell’Università e Sezione INFN, Padova, Italy

Sezione INFN, Padova, Italy

Faculty of Nuclear Sciences and Physical Engineering, Czech Technical University in Prague, Prague, Czech Republic

Institute of Physics, Academy of Sciences of the Czech Republic, Prague, Czech Republic

Institute for High Energy Physics, Protvino, Russia

Benemérita Universidad Autónoma de Puebla, Puebla, Mexico

Pusan National University, Pusan, South Korea

Nuclear Physics Institute, Academy of Sciences of the Czech Republic, Řež u Prahy, Czech Republic

Dipartimento di Fisica dell’Università ‘La Sapienza’ and Sezione INFN, Rome, Italy

Sezione INFN, Rome, Italy

Commissariat à l’Energie Atomique, IRFU, Saclay, France

Dipartimento di Fisica ‘E.R. Caianiello’ dell’Università and Sezione INFN, Salerno, Italy

California Polytechnic State University, San Luis Obispo, CA, United States

Departamento de Física de Partículas and IGEFAE, Universidad de Santiago de Compostela, Santiago de Compostela, Spain

Universidade de São Paulo (USP), São Paulo, Brazil
Abstract. The production of \( \pi^+ \), \( \pi^- \), \( K^+ \), \( K^- \), p, and \( \bar{p} \) at mid-rapidity has been measured in proton-proton collisions at \( \sqrt{s} = 900 \text{ GeV} \) with the ALICE detector. Particle identification is performed using the specific energy loss in the inner tracking silicon detector and the time projection chamber. In addition, time-of-flight information is used to identify hadrons at higher momenta. Finally, the distinctive kink topology of the weak decay of charged kaons is used for an alternative measurement of the kaon transverse momentum (\( p_t \)) spectra. Since these various particle identification tools give the best separation capabilities over different momentum ranges, the results are combined to extract spectra from \( p_t = 100 \text{ MeV}/c \) to 2.5 GeV/c. The measured spectra are further compared with QCD-inspired models which yield a poor description. The total yields and the mean \( p_t \) are compared with previous measurements, and the trends as a function of collision energy are discussed.
1 Introduction

In pp collisions at ultra-relativistic energies the bulk of the particles produced at mid-rapidity have transverse momenta, $p_t$, below 1 GeV/$c$. Their production is not calculable from first principles via perturbative Quantum Chromodynamics, and is not well modelled at lower collision energies. This low $p_t$ particle production, and species composition, must therefore be measured, providing crucial input for the modelling of hadronic interactions and the hadronization process. It is important to study the bulk production of particles as a function of both $p_t$ and particle species. With the advent of pp collisions at the Large Hadron Collider (LHC) at CERN a new energy regime is being explored, where particle production from hard interactions which are predominantly gluonic in nature, is expected to play an increasing role. Such data will provide extra constraints on the modelling of fragmentation functions. The data will also serve as a reference for the heavy-ion measurements.

The ALICE detector [1,2] is designed to perform measurements in the high-multiplicity environment expected in central lead-lead collisions at $\sqrt{s_{NN}} = 5.5$ TeV at the LHC and to identify particles over a wide range of momenta. As such, it is ideally suited to perform these measurements also in pp collisions.

This paper presents the transverse momentum spectra and yields of identified particles at mid-rapidity from the first pp collisions collected in the autumn of 2009, during the commissioning of the LHC, at $\sqrt{s} = 900$ GeV. The evolution of particle production in pp collisions with collision energy is studied by comparing to data from previous experiments.

We report $\pi^+ , \pi^- , K^+ , K^- , p , \bar{p}$ distributions, identified via several independent techniques utilizing specific energy loss, $dE/dx$, information from the Inner Tracking System (ITS) and the Time Projection Chamber (TPC), and velocity measurements in the Time-Of-Flight array (TOF). The combination of these methods provides particle identification over the transverse momentum range $0.1$ GeV/$c < p_t < 2.5$ GeV/$c$. Charged kaons, identified via kink topology of their weak decays in the TPC, provide a complementary measurement over a similar $p_t$ range. All reported particle yields are for primary particles, namely those directly produced in the collision including the products of strong and electromagnetic decays but excluding weak decays of strange particles.

The paper is organized as follows: In Section 2, the ALICE detectors relevant for these studies, the experimental
conditions, and the corresponding analysis techniques are described. Details of the event and particle selection are presented. In Section 3, the $\pi^+, \pi^-, K^+, K^-, p$, and $\bar{p}$ inclusive spectra and yields, obtained by combining the various techniques described in Section 2, are presented. The results are compared with calculations from QCD-inspired models and the $p_t$-dependence of ratios of particle yields, e.g. K/$\pi$ and $p/\pi$, are discussed. Comparisons with data from other experiments at different energies are made and the evolution of the ratio of strange to non-strange hadrons with collision energy is discussed. Finally, in Section 4 the results are summarized.

2 Experimental setup and data analysis

2.1 The ALICE detector

The ALICE detector and its expected performance are described in detail in [1,3]. For the analyses described in this paper the following detectors are used: the ITS, the TPC and the TOF detector. These detectors are positioned in a solenoidal magnetic field of $B = 0.5$ T and have a common pseudo-rapidity coverage of $-0.9 < \eta < 0.9$. Two forward scintillator hodoscopes (VZERO) are used for triggering purposes. They are placed on either side of the interaction region, covering regions $2.8 < \eta < 5.1$ and $-3.7 < \eta < -1.7$.

2.1.1 The Inner Tracking System

The ITS is the closest of the central barrel detectors to the beam axis. It is composed of six cylindrical layers of silicon detectors. The two innermost layers are equipped with pixel detectors (SPD), followed by two layers of drift detectors (SDD) and two layers of double-sided silicon strip detectors (SSD). The innermost layer is at 3.9 cm from the beam axis, while the outer layer is at 43.0 cm.

The ITS provides high-resolution space points that allow the extension of tracks reconstructed in the TPC towards the interaction vertex, thus improving momentum and angular resolution. The four layers equipped with SDD and SSD also provide a measurement of the specific energy loss $dE/dx$. The SPD yields an on-line measure of the multiplicity by counting the number of chips that have one or more hits (fast-OR), which is included in the minimum-bias trigger logic [4]. The ITS is also used as a stand-alone tracker to reconstruct charged particles with momenta below 200 MeV/c that are deflected or decay before reaching the TPC, and to recover tracks crossing dead regions of the TPC. A detailed description of the three sub-systems can be found in [3]. The $dE/dx$ measurement in the SDD and SSD has been calibrated using cosmic ray data and pp events [5]. The 2198 ITS modules have been aligned using survey information, cosmic-ray tracks and pp data with the methods described in [6]. The fraction of active modules per layer in the present setup is around 80% in the SPD and 90% - 95% both in SDD and SSD.

2.1.2 The Time Projection Chamber

The TPC is the main tracking device. It is a large volume, high granularity, cylindrical detector with an outer radius of 2.78 m and a length of 5.1 m. The active volume extends from 0.85 m to 2.47 m in radius. It covers $2\pi$ in azimuth and $|\eta| < 0.9$ in polar angle for the full radial track length. Accepting one third of the full radial track length extends the range to $|\eta| < 1.5$. The 90 m$^3$ drift volume is filled with a Ne (85.7%), CO$_2$ (9.5%), and N$_2$ (4.8%) gas mixture. A high voltage central membrane splits the drift region in two halves, resulting in a maximal drift time of 94 $\mu$s. Each of the two read-out planes is composed of 18 inner and 18 outer chambers with a total of 159 pad rows, resulting in a total of 557 568 pads which are read out separately. The position resolution in $r\phi$ direction varies from 1100 $\mu$m to 800 $\mu$m when going from the inner to the outer radius. Along the beam axis ($z$, also the drift direction) the resolution ranges between 1250 $\mu$m and 1100 $\mu$m. A maximum of 159 clusters can be measured along a track in the TPC. For a detailed description see [7].

2.1.3 The Time-Of-Flight Detector

The TOF detector consists of 18 azimuthal sectors, each containing 91 Multi-gap Resistive Plate Chambers (MRPCs) distributed in five gas-tight modules. It is positioned at 370-399 cm from the beam axis. The region $260^\circ < \phi < 320^\circ$ at $\eta \sim 0$ is not covered in order to minimize the material in front of the Photon Spectrometer, which is not used in this analysis. The MRPC detectors are installed with a projective geometry along the beam direction, minimizing the variation of the flight path of particles across the sensitive area of the detector. Each MRPC is segmented into 96 read-out pads ($2.5 \times 3.5$ cm$^2$ size), resulting in a total of 152928 channels. Test beam results demonstrated that the intrinsic time resolution of the detector is better than 50 ps, dominated by electronic effects and the time resolution of the time-to-digital converters [8]. Results from the TOF commissioning with cosmic rays are described in references [9,11]. In the present setup, 9.6% of the readout channels were inactive due to failures in the high- or low-voltage systems or in the readout electronics. The fraction of noisy channels, identified during data taking by online monitoring and excluded from the subsequent reconstruction, was below 0.1%.

2.2 Event selection and normalization

The data presented in this paper were collected during the commissioning of the LHC at CERN in the autumn of 2009, with pp collisions at $\sqrt{s} = 900$ GeV. The collider was run with four bunches per beam, resulting in two bunch crossings per beam circulation period (89 $\mu$s) at the ALICE interaction point. The remaining two bunches per beam were not collided at ALICE, and served to estimate the contribution of beam-gas interactions. The average event rate was a few Hz, so the fraction of pile-up events was negligible.
The analysis is based on a sample of ~300k inelastic pp collisions. The online trigger selection requires a signal in either of the VZERO counters or at least one hit in either of the SPD layers. The selection was improved offline with recomputed trigger input quantities using the time average over all VZERO hits and a suppression of noisy channels. The contamination from beam-induced background is rejected offline using the timing information of the VZERO and by cutting on the correlation between the number of clusters and track segments (tracklets) in the SPD detector [12, 13]. Selected events are further required to contain a reconstructed primary vertex. The vertex reconstruction efficiency calculated via Monte-Carlo simulations is 96.5% for events with one reconstructed track and approaches unity for events with more than two tracks.

The results presented in this paper are normalized to inelastic pp collisions, employing the strategy described in [12, 13]. In order to reduce the extrapolation and thus the systematic uncertainty on the normalization, the sample of selected events used for normalization includes triggered events without reconstructed tracks or vertices. Those events still contain a small contamination from very low multiplicity beam-induced background or accidents from the trigger, which are not rejected by the selections described above. This contamination is of the order of 4% and is subtracted using the control triggers. From the analysis of empty bunch events the random contribution from cosmic rays is found to be negligible. The number of selected events is then converted to the number of inelastic collisions after correcting for the trigger efficiency, which is determined from the Monte-Carlo simulation, scaling the cross section for diffraction in the event generators.

In order to compare to previous experimental results, which are only published for the non-single-diffractive (NSD) class, in Section 3, we scale our spectra for the measured ratio \( dN/d|y|_{NSD} / dN/d|y|_{INEL} \approx 1.185 \) [12]. PYTHIA and PHOJET simulations indicate that the \( p_t \)-dependence of the ratio of spectra for NSD and inelastic collisions is less than 5% in the reported range. Particle ratios are found to be insensitive to the conversion from inelastic to non-single-diffractive events.

### 2.3 Track selection

The identified particle spectra were measured independently with the ITS, TPC and TOF, and combined in the final stage of the analysis. The rapidity range \( |y| < 0.5 \) was used for all analyses except for the kink analysis (\( |y| < 0.7 \)).

For the TPC and TOF analyses, tracks reconstructed in the TPC are used. The TPC has full acceptance for tracks with \( |y| < 0.9 \). However, shorter tracks at higher \( \eta \) can still be used for physics analysis, in particular protons with a transverse momentum of \( p_t = 400 \text{ MeV/c} \) and \( |y| = 0.5 \) which correspond to \( |y| = 1.1 \). To ensure high tracking efficiency and \( dE/dx \)-resolution, while keeping the contamination from secondaries and fakes low, tracks are required to have at least 80 clusters, and a \( \chi^2 \) of the momentum fit that is smaller than 4 per cluster. Since each cluster in the TPC provides two degrees of freedom and the number of parameters of the track fit is much smaller than the number of clusters, the \( \chi^2 \) cut is approximately 2 per degree of freedom. In addition, at least two clusters in the ITS must be associated to the track, out of which at least one is from the SPD. Tracks are further rejected based on their distance-of-closest approach (DCA) to the reconstructed event vertex. The cut is implemented as a function of \( p_t \) to correspond to about seven (five) standard deviations in the transverse (longitudinal) coordinate, taking into account the \( p_t \)-dependence of the impact parameter resolution. These selection criteria are tuned to select primary charged particles with high efficiency while minimizing the contributions from weak decays, conversions and secondary hadronic interactions in the detector material. The DCA resolution in the data is found to be in good agreement with the Monte-Carlo simulations that are used for efficiency corrections (see next Section).

Tracks reconstructed in the TPC are extrapolated to the sensitive layer of the TOF and a corresponding signal is searched for. The channel with the center closest to the track extrapolation point is selected if the distance is less than 10 cm. This rather weak criterion results in a high matching efficiency while keeping the fraction of wrongly associated tracks below 1% in the low-density environment presented by pp collisions.

The \( dE/dx \) measurements in the ITS are used to identify hadrons in two independent analyses, based on different tracking algorithms. One analysis uses the ITS-TPC combined tracking, while the other is based on ITS stand-alone tracks. The combined ITS-TPC tracking result serves as a cross-check of both the ITS stand-alone and the TPC results in the overlap region. The ITS stand-alone analysis extends the acceptance to lower \( p_t \) than the TPC or ITS-TPC analyses.

The combined ITS-TPC analysis uses the same track selection criteria as the TPC only analysis, with the additional requirement of at least four clusters in the ITS, out of which at least one must be in the SPD and at least three in SSD+SDD. This further reduces the contamination of secondaries and provides high resolution on track impact parameter and optimal resolution on the \( dE/dx \). The ITS stand-alone tracking uses a similar selection, with a different \( \chi^2 \) selection and a different DCA selection. In the current tracking algorithm, ITS clusters are assigned a larger position error to account for residual misalignment of the detector. As a result, the \( \chi^2 \) values are not properly normalized, but the selection was adjusted to be equivalent to the TPC \( \chi^2 \) selection by inspecting the distributions. The DCA cut in the ITS analysis uses the same \( p_t \)-dependent parametrization as for TPC tracks, but with different parameters to account for the different resolution.
2.4 Monte-Carlo Calculations

The efficiency and other correction factors including acceptance (jointly called efficiency in the following discussion) used in this paper are calculated from a Monte-Carlo simulation, based on over two million events produced with the PYTHIA 6.4 event generator [15] (tune D6T [16]), propagated through the detector with the GEANT3 [17] transport code. Dead and noisy channels as well as beam position and spread have been taken into account. A simulation based on the PHOJET event generator [18] is also used as a cross check.

GEANT3 is known to reproduce the absorption cross sections of hadrons incorrectly. The transport code FLUKA contains a more accurate description of these cross sections [19][21], and a dedicated simulation is used to calculate a correction to the GEANT3 efficiency calculation [22]. This is relevant mainly for antiprotons at low \(p_t\), where the correction is on the order of 10%. For other particles and at higher \(p_t\), the difference between GEANT and FLUKA calculations is negligible.

2.5 Particle Identification

The \(dE/dx\) and TOF signals are used for particle identification as a function of the momentum \(p\), whereas the final spectra are given as a function of the transverse momentum \(p_t\).

In the case of the TPC and ITS analyses, particles were identified via the specific energy loss \(dE/dx\). Unique identification on a track-by-track basis is possible in regions of momentum where the bands are clearly separated from each other. In overlapping areas, particle identification is still possible on a statistical basis using fits to the energy loss distribution in each \(p_t\)-bin. The fits are performed on the distribution of the difference between the measured and the expected energy deposition for tracks within the selected rapidity range \(|y| < 0.5\). This compensates for the very steep slope of the Bethe-Bloch in the \(1/\beta^2\) region which would make the \(dE/dx\)-distribution in a simple \(p_t\) or \(p\)-slice non-Gaussian. The calculated expected energy loss depends on the measured track momentum \(p\) and the assumed mass for the particle. The procedure is therefore repeated three times for the entire set of tracks, assuming the pion, kaon, and proton mass.

In the TPC analysis, the difference \(\left[dE/dx\right]_{\text{meas}} - \left[dE/dx(p_{id,p_{tot}})\right]_{\text{calc}}\) is used. For the ITS the difference of the measured and calculated energy deposit \(\ln\left[dE/dx_{\text{meas}}\right] - \ln\left[dE/dx(p_{id,p_{tot}})_{\text{calc}}\right]\) is taken to suppress the non-gaussian tails originating from the smaller number of \(dE/dx\) measurements.

In the case of the TOF, the identification is based on the time-of-flight information. The procedure for the extraction of the raw yields differs slightly from the one used for TPC and ITS, and is described in Section 2.5.3

2.5.1 Particle identification in the ITS

In both the ITS stand-alone and in the ITS-TPC analyses, the \(dE/dx\) measurement from the SDD and the SSD is used to identify particles. The stand-alone tracking result extends the momentum range to lower \(p_t\) than can be measured in the TPC, while the combined tracking provides a better momentum resolution.

The energy loss measurement in each layer of the ITS is corrected for the track length in the sensitive volume using tracking information. In the case of SDD clusters, a linear correction for the dependence of the reconstructed raw charge as a function of drift time due to the combined effect of charge diffusion and zero suppression is also applied [5]. For each track, \(dE/dx\) is calculated using a truncated mean: the average of the lowest two points in case four points are measured, or a weighted sum of the lowest (weight 1) and the second lowest point (weight 1/2), in case only three points are measured.

![Fig. 1. (Color online) Specific energy loss \(dE/dx\) vs. momentum for tracks measured with the ITS. The solid lines are a parametrization (from [22]) of the detector response based on the Bethe-Bloch formula.](image)

Figure 1 shows the truncated mean \(dE/dx\) for the sample of ITS stand-alone tracks along with the PHOBOS parametrization of the most probable value [23].

For the ITS stand-alone track sample, the histograms are fitted with three Gaussians and the integral of the Gaussian centered at zero is used as the raw yield of the corresponding hadron species. In a first step, the peak widths \(\sigma\) of the peaks are extracted as a function of \(p_t\) for pions and protons in the region where their \(dE/dx\) distributions do not overlap with the kaon (and electron) distribution. For kaons, the same procedure is used at low \(p_t\), where they are well separated. The \(p_t\)-dependence of the peak width is then extrapolated to higher \(p_t\) with the same functional form used to describe the pions and protons. The resulting parametrizations of the \(p_t\) dependence of \(\sigma\) are used to constrain the fits of the ln[\(dE/dx\)] distributions to extract the raw yields.

For the ITS-TPC combined track sample, a non-Gaussian tail is visible. This tail is a remnant of the tail of the
Landau distribution for energy loss. It was verified using simulations that the shape and size of the tail are compatible with the expectations for a truncated mean using two out of four samples. The tail is not as pronounced for the ITS stand-alone track sample, due to the limited momentum resolution. The distribution is fitted with a combination of a Gaussian and an exponential function for the main peak and another exponential function to describe the tail of a background peak. This functional form provides an accurate description of the peak shape for negative tracks using the kaon mass hypothesis in two different $p_t$ intervals for both ITS stand-alone tracks (right panels) and ITS-TPC combined tracks (left panels).

Efficiency correction

The raw hadron yields extracted from the fits to the $dE/dx$ distributions are corrected for the reconstruction efficiency determined from Monte-Carlo simulations, applying the same analysis criteria to the simulated events as to the data. Secondary particles from interactions in the detector material and strange particle decays have been subtracted from the yield of both simulated and real data. The fraction of secondary tracks is as determined from the Monte-Carlo simulation. This efficiency is used to correct the measured raw yields after subtraction of the contributions from secondary hadrons. The measured spectra are corrected for the efficiency of the primary vertex reconstruction with the SPD using the ratio between generated primary spectra in simulated events with a reconstructed vertex and events passing the trigger conditions.

Systematic errors are summarized in Table 1. The systematic uncertainty from secondary contamination has been estimated by repeating the full analysis chain with different cuts on the track impact parameter and by comparing the two alternative estimates outlined above. The effect of the uncertainty in the material budget has been estimated by modifying the material budget in the Monte-Carlo simulations by $\pm 7\%$, which is the present uncertainty of the material budget. The systematic contribution from the fitting procedure to the $\ln(dE/dx)_{\text{meas}} - \ln(dE/dx)_{\text{calc}}$ distributions has been estimated by varying the fit condi-

Fig. 2. (Color online) Distribution of $\ln(dE/dx)_{\text{meas}} - \ln(dE/dx)_{\text{calc}}$ measured with the ITS in the two $p_t$-ranges, 300–350 MeV/$c$ (upper panels) and 400–450 MeV/$c$ (lower panels), using the kaon mass hypothesis. The left panels show the result for ITS-TPC combined tracks, while the right panels show the ITS stand-alone result. The lines indicate fits as described in the text.
Fig. 3. (Color online) Efficiency for pions, kaons and protons for the ITS stand-alone analysis as obtained from Monte-Carlo simulations.

Table 1. Summary of systematic errors in the efficiency correction of the ITS analysis.

| systematic errors | π± | K± | p and \(\bar{p}\) |
|-------------------|----|----|----------------|
| secondary contamination | negl. | negl. | negl. |
| secondary contamination from material | < 1% | negl. | 3% |
| material budget | highest \(p_t\) bin | < 1% | < 1% | 1% |
| | lowest \(p_t\) bin | 5% | 2% | 3% |
| ITS efficiency | all \(p_t\) bins | 2% | 2% | 2% |
| | lowest \(p_t\) bin | 12% | 13% | 11% |
| \(\ln(\text{dE/dx})\) distr: fitting procedure | 1% | 5% | 3.5% |

2.5.2 Particle identification in the TPC

Particle identification is based on the specific energy deposit of each particle in the drift gas of the TPC, shown in Fig. 4 as a function of momentum separately for positive and negative charges. The solid curves show the calibration curves obtained by fitting the ALEPH parametrization of the Bethe-Bloch curve \cite{25} to the data points in regions of clear separation.

The calibration parameters have mostly been determined and tested via the analysis of cosmic rays. The pad-gain factors have been measured using the decay of radioactive \(^{83}\)Kr gas released into the TPC volume (for a detailed description see \cite{7}).

As in the case of the ITS, a truncated-mean procedure is used to determine \(\text{dE/dx}\) (60\% of the points are kept). This reduces the Landau tail of the \(\text{dE/dx}\) distribution to the extent that it is very close to a Gaussian distribution.

Examples of the \(\text{dE/dx}\) distribution in some \(p_t\) bins are shown in Fig. 5. The peak centered at zero is from kaons and the other peaks are from other particle species. As the background in all momentum bins is negligible, the integrals of the Gaussian give the raw yields.

Efficiency correction The raw hadron spectra are corrected for the reconstruction efficiency, shown in Fig. 6 determined by doing the same analysis on Monte-Carlo events. The efficiency is calculated by comparing the number of reconstructed particles to the number of charged primary particles from PYTHIA in the chosen rapidity range. For transverse momenta above 800 MeV/c the efficiency saturates at roughly 80\%. For kaons, the decay reduces the efficiency by about 30\% at 250 MeV/c and 12\% at 1.5 GeV/c. The range with a reconstruction efficiency lower than 60\% (for pions and protons) is omitted for the analysis corresponding to a low-\(p_t\) cut-off of 200 MeV/c.
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Fig. 5. (Color online) Distribution of \( \frac{dE}{dx} \) measured with the TPC for several \( p_t \)-bins showing the separation power. The solid lines are Gaussian fits to the distributions.

Fig. 6. (Color online) Efficiency of charged pions, kaons, and protons for the spectra extracted with the TPC.

MeV/c for pions, 250 MeV/c for kaons, and 400 MeV/c for protons.

Protons are corrected for the contamination of secondaries from material and of feed down from weak decays. The feed down was determined by two independent methods. Firstly, the contamination obtained from Monte-Carlo simulation was scaled such that it corresponds to the measured yield of \( \Lambda \)s in the data [24]. Secondly, the shape of the impact parameter distribution was compared to the Monte-Carlo simulation. Weak decays produce a non-Gaussian tail in the distribution of primary particles whereas secondaries from material generate a flat background [22]. The remaining difference between the methods is included in the systematic error. The correction for weak decays amounts to up to 14% and the correction for secondaries from material up to 4% for protons with 400 MeV/c < \( p_t \) < 600 MeV/c. For other particle species and other transverse momenta the contamination is negligible.

The systematic errors in the track reconstruction and in the removal of secondary particles have been estimated by varying the number of standard deviations in the distance-to-vertex cut, using a fixed cut of 3 cm instead of the variable one, and varying the SPD-TPC matching cut. Their impact on the corrected spectra is less than 5%. The influence of the uncertainty in the material budget has been examined by varying it by 7%. This resulted in the systematic errors given in Table 2. The uncertainty due to a possible deviation from a Gaussian shape has been established by comparing the multi-Gauss fit with a 3-\( \sigma \) band in well separated regions. The precision of the kink rejection is estimated to be within 3%.

The correction for the event selection bias has been tested with two event generators, PYTHIA [15, 16] and PHOJET [18] and the corresponding uncertainty is less than 1%.

2.5.3 Particle identification with the TOF

Particles reaching the TOF system are identified by measuring their momentum and velocity simultaneously.

The velocity \( \beta = \frac{L}{t_{TOF}} \) is obtained from the measured time of flight \( t_{TOF} \) and the reconstructed flight path \( L \) along the track trajectory between the point of closest approach to the event vertex and the TOF sensitive surface. The measured velocities are shown as a function of
Table 2. Summary of systematic errors in the efficiency correction in the TPC analysis.

| systematic errors                              | $\pi^{\pm}$ | $K^{\pm}$ | p and $\bar{p}$ |
|------------------------------------------------|--------------|-----------|-----------------|
| secondary contamination from material          | negl.       | negl.     | < 2%            |
| secondary contamination from weak decay        | < 4%         | -         | < 10%           |
| energy loss and absorption in material         | < 1%         | < 1%      | < 2%            |
| kink rejection                                 | negl.       | < 3%      | -               |
| non-Gaussianity of $dE/dx$ signal matching to ITS | negl.       | negl.     | negl.           |

Fig. 7. (Color online) $\beta$ of tracks of particles measured by TOF vs. their momentum.

Finally, tracks whose particle identity as determined from the TOF information is not compatible with the one inferred from the $dE/dx$ signal in the TPC within five $\sigma$ have been removed. This TOF-TPC compatibility criterion rejects about 0.6% of the tracks and further reduces the small contamination coming from tracks incorrectly associated with a TOF signal.

Fig. 8. (Color online) Distribution of the time difference between the measured TOF signal and the average of the calculated times for pions and kaons for several $p_t$-bins for positively charged particles. The fits are performed using Gaussian shapes.
For each particle species $i$, the expected time of flight $t_{\text{calc}}$ is calculated by summing up the time-of-flight increments $\Delta t_k = \Delta l_k \sqrt{p_k^2 + m_i^2/p_k}$ at each tracking step, with $p_k$ being the local value of the track momentum, $m_i$ the mass of the particle, and $\Delta l_k$ the track-length increment along its trajectory. The yields of $\pi$, K and $p$ are obtained from the simultaneous fit of the distribution of the time difference $S$ between measured $t_{\text{TOF}}$ and the average between the calculated time for pions and kaons

$$S = (t^\pi + t^K)_{\text{calc}}/2 - t_{\text{TOF}}.$$  \hspace{1cm} (1)

The symmetric treatment of kaons and pions in the definition of $S$ ensures that the kaon and pion peak are both Gaussian. Extracting the yield for different species in a simultaneous fit guarantees that the resulting number of pions, kaons and protons matches the total number of tracks in the given momentum bin.

The distribution of the variable $S$ is shown in Fig. 8 for three different transverse momentum bins for positive particles. The curves show the results of the three-Gaussian fit used to extract the raw yields. The integral of the fit result has been constrained to the number of entries in the distribution, and the means and the widths are allowed to vary within 5% and 10%, respectively, of their nominal values. The only free parameters in the fit are therefore the relative normalizations between the Gaussians.

The raw yields are extracted in different $p_t$-bins using a rapidity selection $|y_p| < 0.5$, where $y_p$ is the rapidity calculated with the proton mass. For pions and kaons, this condition results in a larger $y$-acceptance and in both cases, the fraction outside of $|y| < 0.5$ has been subtracted in each $p_t$-bin taking into account the $y$-distribution of the yields within the pions and kaons peaks.

Efficiency correction. Since the track selection used in the TOF analysis is the same as the one described in the TPC analysis (subsection 2.4), the same tracking and feed-down corrections are applied. In the case of the TOF analysis, an additional correction is needed in order to take into account the fraction of the particles reconstructed by the TPC with an associated signal in TOF. This matching efficiency includes all sources of track losses in the propagation from the TPC to the TOF (geometry, decays and interactions with the material) and its matching with a TOF signal (the TOF intrinsic detector efficiency, the effect of dead channels and the efficiency of the track-TOF signal matching procedure). The TOF matching efficiency has been derived from Monte-Carlo events as the fraction of TPC reconstructed tracks having an associated TOF signal and is shown in Fig. 8 for each hadron species. The main factors limiting the TOF matching efficiency are the loss due to geometrical acceptance ($\approx 15\%$), the number of dead or noisy channels ($\approx 10\%$) and the absorption of particles in the material of the transition radiation detector ($\approx 8\%$).

The TOF matching efficiency has been tested with data, using $dE/dx$ in the TPC to identify the particles. Good agreement between the efficiencies obtained from the data and from Monte-Carlo simulations is observed in case of pions and kaons, with deviations at the level of, at most, 3% and 6% respectively, over the full transverse-momentum range. The observed differences are assigned as systematic errors, see Table 3. In the case of protons and antiprotons, larger differences are observed at $p_t$ below 0.7 GeV/c, where the efficiency varies very rapidly with momentum. This region is therefore not considered in the final results (see Table 3).

Other sources of systematic errors related to the TOF PID procedure have been estimated from Monte-Carlo simulations and cross-checked with data. They include the effect of the residual contribution from tracks wrongly associated with TOF signals, and the quality and stability of the fit procedure used for extracting the yields. Table 3 summarizes the maximal value of the systematic errors observed over the full transverse momentum range relevant in the analysis, for each of the sources mentioned above.

2.6 Kaon Identification using their decay within the TPC

In this section, the determination of the yields of charged kaons identified by their weak decay (kink topology) inside the TPC detector is described. These tracks are rejected...
in the previously described TPC analysis. This procedure allows an extension of the study of kaons to intermediate momenta, on a track-by-track level, although in this analysis the $p_t$ reach is limited by statistics.

The kinematics of the kink topology, measured as a secondary vertex with one mother and one daughter track of the same charge, allows the separation of kaon decays from the main source of background kinks coming from charged pion decays. The decay channels with the highest branching ratio (B.R.) for kaons are the two-body decays $(1) \ K^\pm \rightarrow \mu^\pm + \nu_\mu$, (B.R. 63.55%) and $(2) \ K^\pm \rightarrow \pi^\pm + \pi^0$, (B.R. 20.66%).

Three-body decays with one charged daughter track (B.R. 9.87%) as well as three-body decays into three charged pions (B.R. 5.6%) are also detected.

The algorithm for reconstructing kinks as secondary vertices is applied inside a fiducial volume of the TPC with radius 120 cm $< R < 210$ cm in order to have a minimum number of clusters for reconstructing both the mother and daughter tracks. Inside this volume a sufficient number of kinks can be found since the $\sigma$ of kaon and pion decays are 3.7 m and 7.8 m, respectively. The mother track of the kink has been selected with similar criteria to those of the TPC tracks used for the $dE/dx$ analysis, except that the minimum required number of clusters per track is 30, because the kink mother track does not traverse the entire TPC. The relation between the number of clusters per mother track and the radius $R$ of the kink is used as a quality check of the kink reconstruction procedure.

The identification of kaons from kink topology and its separation from pion decay is based on the decay kinematics. The transverse momentum of the daughter with respect to the mother's direction, $q_t$, has an upper limit of 236 MeV/c for kaons and 30 MeV/c for pions for the two-body decay to $\mu^\pm + \nu_\mu$. The corresponding upper limit for the two-body decay $(2) \ K \rightarrow \pi^\pm + \pi^0$ is 205 MeV/c.

All three limits can be seen as peaks in Fig. 10 (a), which shows the $q_t$ distribution of all measured kinks inside the selected volume and rapidity range $|y| < 0.7$. Selecting kinks with $q_t > 40$ MeV/c removes the majority of π-decays as shown by the dashed (before) and solid (after) histograms.

The invariant mass for the decay into $\mu^\pm + \nu_\mu$ is calculated from the measured difference between the mother and daughter momentum, their decay angle, assuming zero mass for the neutrino. Figure 10 (b) shows the invariant mass for the full sample of kinks (dashed line) and for the sample after applying the preceding cuts (full line).

The masses of pions and kaons are reconstructed at their nominal values. The third peak at 0.43 GeV/c originates from the K → π + n0 decay for which the invariant mass is calculated with wrong mass assumptions for the daughter tracks. The broad structure originates from three-body decays of kaons.

At this stage, we have a rather clean sample of kaons as demonstrated in Fig. 10 (c) showing the $dE/dx$ vs. the mother momentum. Most of the tracks are within a 3.5σ band with respect to the corresponding Bethe-Block curve of kaons. The few tracks outside these limits are at momenta below 600 MeV/c (less than 5%) and they have been removed in the last analysis step.

**Efficiency and acceptance** The total correction factor includes both the acceptance of kinks and their efficiency.

![Fig. 10.](image-url)
The efficiency is the ratio of reconstructed and identified kaons divided by the number of kaons decays within the fiducial volume of the TPC to all kaons inside the same rapidity window (Fig. 11, lower part). It essentially reflects the decay probability. However, the acceptance is not the same in the low-momentum region for both charges of kaons, since the interaction cross section of the negative kaons with the ITS material is higher than that of the positive kaons. As a result, the acceptance of positive kaons is larger at low momenta.

The efficiency is the ratio of reconstructed kaons and daughters (two- and three-body decays) whose daughters are inside the fiducial volume of the TPC to all kaons inside the same rapidity window (Fig. 11, upper part). It essentially reflects the decay probability. However, the acceptance is not the same in the low-momentum region for both charges of kaons, since the interaction cross section of the negative kaons with the ITS material is higher than that of the positive kaons. As a result, the acceptance of positive kaons is larger at low momenta.

The efficiency is the ratio of reconstructed kaons divided by the number of kaons decays within the acceptance as shown in Fig. 11 (lower part), as a function of the $p_t$ (mother), separately for $K^+$ (full-triangles) and $K^-$ (open-squares). The contamination from wrongly associated kinks is also plotted for both charges (lower set of points).

The acceptance is defined as the ratio of weak decays (two- and three-body decays) whose daughters are inside the fiducial volume of the TPC to all kaons inside the same rapidity window (Fig. 11, upper part). It essentially reflects the decay probability. However, the acceptance is not the same in the low-momentum region for both charges of kaons, since the interaction cross section of the negative kaons with the ITS material is higher than that of the positive kaons. As a result, the acceptance of positive kaons is larger at low momenta.

The acceptance of kaons decaying in the fiducial volume of the TPC as a function of the kaon $p_t$ for $K^+$ (full-triangles) and $K^-$ (open-squares). Lower panel: The efficiency of reconstructed kaons from kinks as a function of the $p_t$ (mother), separately for $K^+$ (full-triangles) and $K^-$ (open-squares). The contamination from wrongly associated kinks is also plotted for both charges (lower set of points).

(Reconstruction and identification). The study has been performed for the rapidity interval $|y| < 0.7$, larger than the corresponding rapidity interval for the other studies in order to reduce the statistical errors.

The acceptance is defined as the ratio of weak decays (two- and three-body decays) whose daughters are inside the fiducial volume of the TPC to all kaons inside the same rapidity window (Fig. 11, upper part). It essentially reflects the decay probability. However, the acceptance is not the same in the low-momentum region for both charges of kaons, since the interaction cross section of the negative kaons with the ITS material is higher than that of the positive kaons. As a result, the acceptance of positive kaons is larger at low momenta.

The efficiency is the ratio of reconstructed kaons divided by the number of kaons decays with the kaon $p_t$ for the rapidity interval $|y| < 0.7$, larger than the corresponding rapidity interval for the other studies in order to reduce the statistical errors.

The acceptance of kaons decaying in the fiducial volume of the TPC as a function of the kaon $p_t$ for $K^+$ (full-triangles) and $K^-$ (open-squares). Lower panel: The efficiency of reconstructed kaons from kinks as a function of the $p_t$ (mother), separately for $K^+$ (full-triangles) and $K^-$ (open-squares). The contamination from wrongly associated kinks is also plotted for both charges (lower set of points).

The function of the kaon $p_t$ (mother), separately for $K^+$ (full-triangles) and $K^-$ (open-squares). The contamination from wrongly associated kinks is also plotted for both charges (lower set of points).

The acceptance is defined as the ratio of weak decays (two- and three-body decays) whose daughters are inside the fiducial volume of the TPC to all kaons inside the same rapidity window (Fig. 11, upper part). It essentially reflects the decay probability. However, the acceptance is not the same in the low-momentum region for both charges of kaons, since the interaction cross section of the negative kaons with the ITS material is higher than that of the positive kaons. As a result, the acceptance of positive kaons is larger at low momenta.

The efficiency is the ratio of reconstructed kaons divided by the number of kaons decays within the acceptance as shown in Fig. 11 (lower part), as a function of the $p_t$ (mother). It reaches about 60% at 0.7 GeV/$c$ and decreases gradually at higher transverse momenta, as the angle between mother and daughter tracks becomes smaller. The decay angle of kaon kinks allows their identification up to high momenta, e.g. at $p_t$ of 5 GeV/$c$ the values are between 2° and 15°.

The contamination due to random associations of primary and secondary charged tracks has been established using Monte-Carlo simulations and it is systematically smaller than 5% in the studied $p_t$-range as also shown in Fig. 11. Hadronic interactions are the main source of these fake kinks (65%).

The systematic error due to the uncertainty in the material budget is about 1% as for the TPC analysis. The quality cuts remove about 8% of all real kaon kinks, which leads to a systematic error of less than 1%. The main uncertainty originates from the efficiency of the kink finding algorithm which has an uncertainty of 5%.

3 Results

Figure 12 shows a comparison between the results from the different analyses. The spectra are normalized to inelastic collisions, as explained in Sec. 2.2. The kaon spectra obtained with various techniques, including $K^0_S$ spectra [24], are compared in Fig. 13. The very good agreement demonstrates that all the relevant efficiencies are well reproduced by the detector simulation.

The spectra from ITS stand-alone, TPC and TOF are combined in order to cover the full momentum range. The analyses from the different detectors use a slightly different sample of tracks and have largely independent systematics (mainly coming from the PID method and the contamination from secondaries). The spectra have been averaged, using the systematic errors as weights. From this weighted average, the combined, $p_t$-dependent, systematic error is derived. The combined spectra have an additional overall normalization error, coming primarily from the uncertainty on the material budget (3%, Sec. 2.2) and from the normalization procedure (2%, Sec. 2.2).

The combined spectra shown in Fig. 14 are fitted with the Lévy (or Tsallis) function (see e.g. [26,27])

$$
\frac{d^2N}{dp_t dy} = p_t \times \frac{dN}{dy} \frac{n(n-1)(n-2)}{nC(nC+m_0(n-2))} \left(1 + \frac{m_2-m_0}{nC}\right)^{-(n)}
$$

with the fit parameters $C, n$ and the yield $dN/dy$. This function gives a good description of the spectra and has been used to extract the total yields and the $\langle p_t \rangle$, summarized in Table 3. The $\chi^2$/degree-of-freedom is calculated using the total error. Due to residual correlations in the point-by-point systematic error, the values are less than 1. Also listed are the lowest measured $p_t$-bin and the fraction of the yield contained in the extrapolation of the spectra to zero momentum. The extrapolation to infinite momentum gives a negligible contribution. The systematic errors take into account the contributions from the individual detectors, propagated to the combined spectra, the overall normalization error and the uncertainty in the extrapolation. The latter is evaluated using different fit functions (modified Hagedorn [28] and the UA1 parametrization [29]) or using a Monte-Carlo generator, matched to the data for
of both spectra in the Lévy fits. The close to unity within the errors, allowing the combination (Color online) Transverse momentum spectra Fig. 12.

The ratios of $\pi^+/\pi^-$ and $K^+/K^-$ as a function of $p_t$ are close to unity within the errors, allowing the combination of both spectra in the Lévy fits. The $p_t/p$ ratio as a function of $p_t$ has been studied with high precision in our previous publication [22]. It is $p_t$-independent with a mean value of 0.957±0.006(stat)±0.014(syst). Also here we used the sum of both charges. Table 3 summarizes the fit parameters and $p_t$. The errors have been determined as for the individual fits.

Our values on yield and $\langle p_t \rangle$ given in Table 4 and 5 agree well with the results from $\bar{p}p$ collisions at the same $\sqrt{s}$ [31]. Figure 13 compares the $\langle p_t \rangle$ with measurements in pp collisions at $\sqrt{s} = 200$ GeV [32] and in $\bar{p}p$ reactions at $\sqrt{s} = 900$ GeV [31]. The mean $p_t$ rises very little with increasing $\sqrt{s}$ despite the fact that the spectral shape clearly shows an increasing contribution from hard processes. It was already observed at RHIC that the increase in mean $p_t$ at $\sqrt{s} = 200$ GeV compared to studies at $\sqrt{s} = 200$ GeV is small. The values obtained in pp collisions are lower than those for central Au+Au reactions at $\sqrt{s} = 200$ GeV [32].

The spectra presented in this paper are normalized to inelastic events. In a similar study by the STAR Collaboration the yields have been normalized to NSD collisions [32]. In order to compare these two results, the yields in Table 4 have been scaled to NSD events, multiplying by 1.185 (see Section 2.2). The yields of pions increase from $\sqrt{s}=200$ GeV compared to studies at $\sqrt{s}=25$ GeV is small. The values obtained in pp collisions are lower than those for central Au+Au reactions at $\sqrt{s}=200$ GeV [32].

The $\bar{p}/p$ ratio as a function of $\sqrt{s}$ both in pp (full symbols, [32,33,35]) and in $\bar{p}p$ (open symbols, [26,35]) collisions. For most energies, $(K^+ + K^-)/(\pi^+ + \pi^-)$ is plotted, but for some cases only neutral mesons were measured and $K^0/\pi^0$ is used instead. The $p_t$-integrated $(K^+ + K^-)/(\pi^+ + \pi^-)$ ratio shows a slight increase from $\sqrt{s}=200$ GeV ($K/\pi = 0.103 \pm 0.008$) to $\sqrt{s}=900$ GeV ($K/\pi = 0.123 \pm 0.004 \pm 0.010$) [32], yet consistent within the error bars. The results at 7 TeV will show whether
the K/π ratio keeps rising slowly as a function of \( \sqrt{s} \) or saturates.

Protons and antiprotons in Table 4 have been corrected for feed down (mainly from A), while the results from the STAR Collaboration are not. The proton spectra measured by PHENIX, on the other hand, have a lower \( p_t \)-cut of 0.6 GeV/c. This makes a direct comparison with RHIC data difficult.

Figure 17 shows a comparison of the measured pion, kaon and proton spectra with several tunes of the PYTHIA event generator [15] and with PHOJET [18]. The PYTHIA CSC 306 [39] tune provides a very poor description of the particle spectra for all species. Similar deviations were already seen for the unidentified charged hadron spectra [13]. The other PYTHIA tunes, Perugia0 [30] and D6T [19], and PHOJET give a reasonable description of the charged pion spectra, but show large deviations in the kaon and proton spectra. The measured kaon \( p_t \)-spectrum falls more slowly with increasing \( p_t \) than the event generators predict. A similar trend is seen for the proton spectra, except for PYTHIA tune D6T, which describes the proton spectra reasonably well.

The upper panel of Figure 17 shows the \( p_t \)-dependence of the K/π ratio and also the measurements by the E735 [38] and STAR Collaborations [32]. It can be seen that the observed increase of K/π with \( p_t \) does not depend strongly on collision energy.

A comparison with event generators shows that at \( p_t > 1.2 \) GeV/c, the measured K/π ratio is larger than any of the model predictions. It is interesting to note that while the spectra in the CSC tune are much steeper than the other tunes, the \( p_t \)-dependence of the K/π ratio is very similar. In the models, the amount of strangeness production depends on the production ratios of gluons and the different quark flavours in the hard scattering and on the strangeness suppression in the string breaking. The latter could probably be tuned to better describe the data. A similar disagreement between measured strangeness production and PYTHIA predictions was found at RHIC energies [10].

In the bottom panel of Figure 17, the measured p/π ratio is compared to results at \( \sqrt{s} = 200 \) GeV from the PHENIX Collaboration [41]. Both measurements are feed-down corrected. At low \( p_t \), there is no energy-dependence of the p/π ratio visible, while at higher \( p_t > 1 \) GeV/c, the p/π ratio is larger at \( \sqrt{s} = 900 \) GeV than at \( \sqrt{s} = 200 \) GeV.

Event generators seem to separate into two groups, one with high p/π ratio (PYTHIA CSC and D6T), which agree better with the data and one group with a lower p/π ratio (PHOJET and PYTHIA Perugia0), which are clearly below the measured values. These comparisons can be used for future tunes of baryon production in the event generators.

**4 Summary**

We present the first analysis of transverse momentum spectra of identified hadrons, \( \pi^+, \pi^-, K^+, K^-, p, \) and \( \bar{p} \) in pp collisions at \( \sqrt{s} = 900 \) GeV with the ALICE detector. The identification has been performed using the dE/dx of the inner silicon tracker, the dE/dx in the gas of the TPC, the kink topology of the decaying kaons inside the TPC, and the time-of-flight information from TOF. The combination of these techniques allows us to cover a broad range of momentum.

Agreement in the K/π ratio is seen when comparing to pp collisions at the Tevatron and SP06. Comparing our results with a similar measurement from the STAR Collaboration using pp collisions at \( \sqrt{s} = 200 \) GeV the shape of the spectra shows an increase of the hard component,
but we observe only a slight increase of the mean $p_t$-values. Whether the fraction of strange to non-strange particles rises with increasing $\sqrt{s}$ remains open until data at 7 TeV become available.
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The curves represent fits using a Lévy function.

**Fig. 14.** (Color online) Transverse momentum spectra of positive (top) and negative (bottom) hadrons from pp collisions at $\sqrt{s} = 900$ GeV. Grey bands: total $p_t$-dependent error (systematic plus statistical); normalization systematic error (3.6%) not shown. The curves represent fits using a Lévy function.

**Fig. 15.** (Color online) Mean $p_t$ as a function of the mass of the emitted particle in pp collisions at 900 GeV (ALICE, red solid circles, statistical and systematic errors) compared to results at $\sqrt{s} = 200$ GeV (star markers, average values of the results from the STAR and the PHENIX Collaborations [32,33]) and $p\bar{p}$ reactions at $\sqrt{s} = 900$ GeV [31] (open squares). Some data points are displaced for clarity.

**Fig. 16.** (Color online) Ratios $(K^+ + K^-)/(\pi^+ + \pi^-)$ and $K^0/\pi$ as a function of $\sqrt{s}$. Data (full symbols) are from pp collisions, (at $\sqrt{s} = 17.9$ GeV by NA49 [34,35], at $\sqrt{s} = 200$ GeV by STAR [32] and at $\sqrt{s} = 900$ ALICE, present work) and (open symbols) from $p\bar{p}$ interaction (at $\sqrt{s} = 560$ GeV by UA5 [37] and at the TEVATRON by E735 [38,39]).
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Fig. 17. (Color online) Comparison of measured pion, kaon and proton spectra at $\sqrt{s} = 900$ GeV (both charges combined) with various tunes of event generators. Statistical errors only. See text for details.
Fig. 18. (Color online) Ratios of \((K^+ + K^-)/(\pi^+ + \pi^-)\) (upper panel) and \((p + \bar{p})/(\pi^+ + \pi^-)\) (lower panel) as a function of \(p_t\) from pp collisions at \(\sqrt{s} = 900\) GeV (statistical errors only). Values from the E735 Collaboration [36] and the STAR Collaboration [32] (upper part) and from the PHENIX Collaboration [41] (lower part) also are given. The dashed and dotted curves refer to calculations using PYTHIA and PHOJET at \(\sqrt{s} = 900\) GeV.