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Abstract: In this study, a Pell-Lucas series method is introduced to solve Fredholm integral equations of the second kind. The numerical examples show that the proposed method provides highly accurate solutions. Besides, the accuracy of the solutions is checked via the residual error analysis. Finally, the numerical results obtained by using the Pell-Lucas series method are compared in the tables and figures.

Keywords: Pell-Lucas Polynomials and Series, Residual error analysis and Absolute error

1. Introduction

The differential (DEs), integral (IEs) and integro-differential equations (IDEs) occur frequently in science and engineering [1]. In general an equation, in which the unknown function is under a sign of integration, is called an integral equation [2]. Integral equations are either Fredholm or Volterra type. In this paper, the main focus is on Fredholm integral equations of the second kind. Integral equations belong to a class of functional integro-differential equations.

Most problems arising in, engineering, natural and social sciences are modelled by either linear or nonlinear integral equations. Integral equations arise naturally in physics, chemistry, biology and engineering modelled by initial value problems for a finite interval [a,b] [3]. Scientists, engineers and mathematicians have taken a keen interest in researching about integral equations, because they have a wide range of applications. Some integral equations are complex to solve using analytical methods, that is why researchers have developed numerical methods to solve integral equations that cannot be solved analytically. In literature, there are many methods for solving Fredholm integral equations. In particular Bulent and Yasin [4] presented numerical methods for solving Fredholm integral equations of the second type. They compared the results of four different techniques, which are Bernstein Piecewise Polynomials Method (BPPM), Integral Mean Value Method (IMVM), Taylor Series Method (TSM) and the Least Square Method (LSM). These methods appeared to be very useful and effective for finding approximate solutions of Fredholm integral equations of the second type.

The aim of this paper is to present a numerical method for solving the Fredholm integral equation of the second kind, using Pell-Lucas series method. The Fredholm integral equation is transformed into the fundamental matrix equation, which is then solved and the required values of the Pell-Lucas series coefficient matrix are found. This method has an advantage over other methods, because it turns the problem into a linear system of equations. Larger matrices are easily solved using computer soft wares such as MATLAB, MAPLE SOFT, and MATEMATICA.

We consider the Fredholm type integral equations are given by

$$y(x) = f(x) + \lambda \int_{a}^{b} K(x, t)y(t)dt \quad (1)$$

where $f(x)$ and $K(x, t)$ are continuous functions on the interval $a \leq x, t \leq b$ and $\lambda$ is a known constant. The solution of the Fredholm integral equation given by (1) is found numerically by

$$y(x) \approx y_N(x) = \sum_{n=0}^{N} a_n Q_n(x) \quad (2)$$

where $Q_n(x)$ is the Pell-Lucas polynomial and $a_n$ is the coefficient of the Pell-Lucas polynomial in the series defined by (2). Pell-Lucas polynomials are given by the recurrence formula

$$Q_n(x) = 2xQ_{n-1}(x) + Q_{n-2}(x)$$

or by

$$Q_n(x) = \sum_{k=0}^{\left\lfloor \frac{n}{2} \right\rfloor} 2^{n-2k} \cdot \frac{n}{n-k} \cdot \binom{n-k}{k} x^{n-2k}$$

their derivatives are written as

$$Q^{(k)}(x) = \frac{d^k}{dx^k} \left( 2xQ_{n-1}(x) + Q_{n-2}(x) \right) .$$

When $x = 1$, $Q_n(1) = Q_n$, where $Q_n$ is the $n$-th Pell-
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Lucas number. The first two Pell-Lucas polynomials are \( Q_0(x) = 2 \) and \( Q_1(x) = 2x \).

### 2. Important Matrix Relations

From the approximate solution \( y(x) \) of (1) which is given by a truncated Pell-Lucas series (2) for \( n = 0,1,2,\ldots,N \), we convert the finite series (2) to the matrix form as

\[
y(x) \equiv y_N(x) = \left[ Q_0(x) \quad Q_1(x) \quad Q_2(x) \quad \cdots \quad Q_N \right] A = Q(x) A
\]

(3)

Where, \( A = [a_0, a_1, a_2, \cdots, a_N]^T \). Using the definition of the Pell-Lucas polynomials, one obtains the matrix \( Q(x) \) as

\[
Q(x) = X(x)L
\]

(4)

The matrix relation (4) is then substituted into the matrix relation (3) to get

\[
y(x) \equiv y_N(x) = X(x)LA
\]

(5)

The \( L \) in (5) is obtained from \( L' \) which is defined as

\[
L' = \begin{bmatrix}
2 & 0 & 0 & 0 & \cdots & 0 \\
0 & 2^{1/1} & 0 & 0 & \cdots & 0 \\
2^{0} & 2^{1/1} & 2^{1/0} & 0 & \cdots & 0 \\
0 & 2^{3/1} & 0 & 2^{3/0} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 2^{N/1} & 0 & 2^{N/0} & \cdots & 2^{N/N}
\end{bmatrix}
\]

(6)

If \( N \) is even. We introduce matrix relation of a kernel function as

\[
K(x,t) = X(x)KX^T(t)
\]

(7)

where,

\[
K = \left[ k_{pq} \right] ; k_{pq} = \frac{\partial^{p+q} K(0,0)}{\partial x^p \partial t^q} ; p,q = 0,1,2,\ldots,N
\]

Using (5) the matrix relation for \( y(t) \) is obtained as

\[
y(t) = X(t)LA
\]

(8)

Substituting the matrix relations (5), (6) and (7) into Eq. (1) yields

\[
X(x)LA = f(x) + \int_a^b X(x)KX^T(t) X(t) dt LA
\]

\[
X(x)LA = f(x) + \lambda X(x)K \int_a^b X^T(t) X(t) dt LA
\]

\[
X(x)LA = f(x) + \lambda X(x)KMLA
\]

(9)

The matrix \( M \) is obtained from the calculation of the integral below,

\[
M = \int_{a}^{b} \left[ I \right] dt \int_{a}^{b} \left[ t \cdots t^N \right] dt = \int_{a}^{b} \left[ t^{i+j} \right] dt; i,j = 0,1,\ldots,N
\]

(10)

We now define \( f(x) \) using the Maclaurin series as,

\[
f(x) = X(x)F; \quad f_n = \begin{cases} f_0 & ; n = 0,1,\ldots,N \\
\frac{f^{(n)}(0)}{n!} \end{cases}
\]

(11)

Relation (10) is purely an algebraic equation which can be easily solved. The matrix relation (10) is simplified into the fundamental matrix as,
\[ X'(x)LA - \lambda X(x)KMLA = X(x)F \Rightarrow X(x)\left[ I_n - \lambda KM \right] LA = X(x)F \]

\[ \Rightarrow X^{-1}(x)X(x)\left[ I_n - \lambda KM \right] LA = X^{-1}(x)X(x)F \Rightarrow \left[ I_n - \lambda KM \right] LA = F \]  

(11)

The fundamental matrix (11) can be written in compact form as,

\[ WA = F \]  

(12)

or as an augmented matrix shown below,

\[
[W; F] = 
\begin{bmatrix}
    w_{00} & w_{01} & \cdots & w_{0N} & f_0 \\
    w_{10} & w_{11} & \cdots & w_{1N} & f_1 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    w_{N0} & w_{N1} & \cdots & w_{NN} & f_N
\end{bmatrix}
\]

The matrix relation (12) has a unique solution if and only if its determinant is not equal to zero, thus,

\[ |W| \neq 0 \Rightarrow A = W^{-1}F \]  

(13)

A is the desired coefficient matrix of Pell-Lucas polynomial, therefore the approximate solution (2) now obtained.

3. Residual Error and Absolute Error Analysis

In this section, the residual error and the classical absolute error methods are given. When we substitute solution \( y_N(x) \) into the Eq. (1), the resulting equation is approximately obtained as follows;

\[ R_N(x) = y_N(x) - \lambda \int_{a}^{b} K(x,t)y_N(t)dt - f(x) \geq 0 \]  

(14)

where \( x \in [a,b] \); \( i = 0,1,2,\ldots \) or \( R_N(x_i) \leq 10^{-k} \) such that \( k_i \) is any positive number. Taking the max to be \( 10^{-k} = 10^{-k} \), then the truncation limit \( N \) is increased until the difference \( R_N(x_i) \) at each point is smaller than the predetermined \( 10^{-k} \). If \( R_N(x_i) \rightarrow 0 \) and \( N \) is sufficiently large, then the error decreases. The accuracy of the solution can be checked and the error can be estimated by the residual function \( R_N(x) \) as expressed in \([1]\). Using the inequality \( \int_{a}^{b} R_N(x)dx \leq \int_{a}^{b} R_N(x)\|dx \) and the integral mean value theorem, the upper bound of the mean error \( \bar{R} \) is obtained as \( R_N(x) \leq \frac{\int_{a}^{b} R_N(x)\|dx}{b-a} = \bar{R} \). Besides, the absolute error is given by \( R = \|\text{Exact solution} - \text{Approximate solution}\| = |y(x) - y_N(x)| \)  

(15)

4. Numerical Examples

Example 1: Consider the following Fredholm integral equation,

\[ y(x) = x + \frac{1}{0} (xt - x^2) y(t) dt, \quad 0 \leq x,t \leq 1. \]  

(16)

The exact solution of Eq. (16) is \( y(x) = \frac{96}{73}x - \frac{36}{73}x^2 \). From Eq. (16), one obtains, \( f(x) = x \) and \( K(x,t) = xt - x^2 \) which are continuous functions in the interval \([0,1]\). To find the numerical solution for this problem, the Pell-Lucas series method is used. For \( N = 2 \), the approximate solution is given by,

\[ y(x) \approx y_2(x) = \sum_{n=0}^{2} a_n Q_n(x) \]

The fundamental matrix equation for this problem is written as,

\[ \{ I - \lambda KM \} LA = F, \text{ if } W = \{ I - \lambda KM \} L \]  

where,

\[ A = \begin{bmatrix}
    0 & 0 & 0 \\
    0 & 1 & 0 \\
    -1 & 0 & 0
\end{bmatrix}, \quad M = \begin{bmatrix}
    1 & 1 & 1 \\
    1 & 2 & 3 \\
    1 & 3 & 4
\end{bmatrix}, \quad I = \begin{bmatrix}
    1 & 0 & 0 \\
    0 & 1 & 0 \\
    0 & 0 & 1
\end{bmatrix}
\]

After performing the necessary operations on the fundamental matrix equation, the following augmented matrix is obtained;

\[
[W; F] = 
\begin{bmatrix}
    2 & 0 & 2 & 0 \\
    -1 & 4 & 3 & -2 \\
    2 & 1 & 22/3 & 0
\end{bmatrix}
\]

Solving the system of three unknowns in the above matrix yields the matrix \( A \) as:

\[ A = \begin{bmatrix}
    9/73 & 48/73 & -9/73
\end{bmatrix}^T \]

Consequently the numerical solution for Eq. (16) is obtained as;
\[ y_2(x) = \frac{9}{73}(2 + \frac{48}{73}2x + (-\frac{9}{73}(4x^2 + 2)) = \frac{96}{73}x - \frac{36}{73}x^2, \]

this is the same as exact solution.

Now, let us compare the results of the same problem presented by [4] for the same problem. The approximate solutions of the integral equation are obtained using Integral Mean Value Method (IMVM), Bernstein Piecewise Polynomials Method (BPPM), The Least Square Method (LSM), and Taylor Series Method (TSM) respectively.

\[ \phi_{IMVM}(x) = 1.397922046675241x - 0.6308106266346826x^2, \]
\[ \phi_{BPPM}(x) = 1.3150684931506849x - 0.4931506849315068x^2, \]
\[ \phi_{LSM}(x) = 0.6575342465753424x + 0.4931506849315068x^2, \]
\[ \phi_{TSM}(x) = 1.397922046675241x - 0.6308106266346826x^2, \]
\[ y_2(x) = \frac{96}{73}x - \frac{36}{73}x^2, \text{ current method.} \]

\[ N = 2; y_2(x) = 1 + \frac{15}{16}x + \frac{1}{2}x^2 \]
\[ N = 3; y_3(x) = 1 + \frac{79}{80}x + \frac{1}{2}x^2 + \frac{1}{6}x^3 \]
\[ N = 7; y_7(x) = 1 + 0.9999958664x + 0.5000000001x^2 + 0.1666666666x^3 + 0.0416666666x^4 + 0.008178323412x^5 + 0.001388888889x^6 + 0.0001984126984x^7 \]
\[ N = 11; y_{11}(x) = 0.9999999998x + 0.4999999816x^2 + 0.16666666651x^3 + 0.04166666667x^4 + 0.008333427792x^5 + 0.001388888889x^6 + 0.0001984126984x^7 + 0.00002480158730x^8 + 2.755731922 -10^6 x^9 + 2.755731922 -10^7 x^{10} + 2.505210839 -10^8 x^{11} \]

The comparisons between the exact and numerical solutions are shown in Table 1, and Figure 1. Table 2 shows the calculated absolute errors.

**Example 2:** Consider the Fredholm integral equation,

\[ y(x) = e^{-x} - x + \int_{0}^{1} xty(t)dt, \ 0 \leq x, t \leq 1. \quad (17) \]

Eq. (17) has the exact solution \( y(x) = e^{-x}. \) Now, from Eq. (17) \( f(x) = e^{-x} - x \) and \( K(x, t) = xt \) is obtained.

\( f(x) \) and \( K(x, t) \) are continuous functions on the interval \([0, 1].\) After solving Eq. (17), the numerical solutions for various values of \( N \) are:

| \( N \) | \( y_2(x) \) | \( y_3(x) \) | \( y_7(x) \) | \( y_{11}(x) \) |
|---|---|---|---|---|
| 2 | \( e^{-x} \) | \( e^{-x} - x \) | \( e^{-x} - x - x^2 \) | \( e^{-x} - x - x^2 - x^3 \) |
| 3 | \( e^{-x} - x \) | \( e^{-x} - x - x^2 \) | \( e^{-x} - x - x^2 - x^3 \) | \( e^{-x} - x - x^2 - x^3 - x^4 \) |
| 7 | \( e^{-x} - x - x^2 \) | \( e^{-x} - x - x^2 - x^3 \) | \( e^{-x} - x - x^2 - x^3 - x^4 \) | \( e^{-x} - x - x^2 - x^3 - x^4 - x^5 \) |
| 11 | \( e^{-x} - x - x^2 - x^3 - x^4 \) | \( e^{-x} - x - x^2 - x^3 - x^4 - x^5 \) | \( e^{-x} - x - x^2 - x^3 - x^4 - x^5 - x^6 \) | \( e^{-x} - x - x^2 - x^3 - x^4 - x^5 - x^6 - x^7 \) |

From these solutions, it is evident that the current method provides a more accurate solution because the numerical solution is the same as exact solution.
Example 3: Consider the following Fredholm integral equation,
\[ y(x) = f(x) + \int_0^1 (1 + xt)y(t)\,dt, \quad 0 \leq x, t \leq 1. \quad (18) \]

The exact solution of Eq. (18) is \( y(x) = \cos(x) \) From Eq. (18), one obtains, \( f(x) = \cos(x) - x \cos(1) - x \sin(1) - \sin(1) \) and \( K(x, t) = 1 + xt \) which are continuous functions in the interval \([0,1]\). The numerical results shown in Table 3, shows the effectiveness of the method as the values of \( N \) increases the numerical solution becomes closer and closer to the exact solution. Figure 2 and Figure 3 reveals that the approximate solutions are consistent with the exact solution even for the low values of \( N \). Figure 4 shows the variation of absolute errors for selected values of \( N \).

![Figure 1: Comparison between exact and numerical solutions of Example 2](image-url)

**Table 3:** Comparison of the exact and numerical solutions of Example 3

| \( x_i \) | Numerical Solution \( y_2(x_i) \) | Numerical Solution \( y_4(x_i) \) | Numerical Solution \( y_6(x_i) \) | Numerical Solution \( y_{10}(x_i) \) |
|---|---|---|---|---|
| 0 | 1.0000000000 | 1.0352469860 | 0.9991358739 | 1.000012198 |
| 0.1 | 0.9950041653 | 1.0318745160 | 0.994109042 | 0.9950169093 |
| 0.2 | 0.9800665778 | 1.0185020470 | 0.9791242678 | 0.9800796876 |
| 0.3 | 0.9553364891 | 0.9951295770 | 0.9543559648 | 0.9553502325 |
| 0.4 | 0.9210699940 | 0.9617571070 | 0.9200459951 | 0.9210753608 |
| 0.5 | 0.8775825619 | 0.9183846380 | 0.8765443587 | 0.8775973943 |
| 0.6 | 0.8253356149 | 0.8650121680 | 0.8243010556 | 0.8253056750 |
| 0.7 | 0.7648421873 | 0.8016396980 | 0.7638660859 | 0.7648567863 |
| 0.8 | 0.6967607093 | 0.7282672280 | 0.6958894945 | 0.6967191449 |
| 0.9 | 0.6216099683 | 0.6448947590 | 0.6212114646 | 0.6216165005 |
| 1.0 | 0.5403023059 | 0.5515222890 | 0.5404111767 | 0.5402954378 |

![Figure 4: Variation of absolute errors corresponding to Example 3](image-url)

**Table 4:** The comparison of absolute errors corresponding to Example 3

| \( x_i \) | \( \cos(x_i) - y_2(x_i) \) | \( \cos(x_i) - y_4(x_i) \) | \( \cos(x_i) - y_6(x_i) \) | \( \cos(x_i) - y_{10}(x_i) \) |
|---|---|---|---|---|
| 0 | 0.0352469860000000 | 0.000864126099999773 | 1.2198e-05 | 0 |
| 0.1 | 0.0368703507000000 | 0.000903261100000052 | 2.2744e-05 | 2.00e-10 |
| 0.2 | 0.0384356492000000 | 0.000942310000000002 | 3.329e-05 | 8.00e-10 |
| 0.3 | 0.0397930879000000 | 0.000980524300000063 | 3.8344e-05 | 1.50e-09 |
| 0.4 | 0.0406961130000001 | 0.001014998900000001 | 4.3668e-05 | 2.80e-09 |
| 0.5 | 0.0418020761000000 | 0.001038203199999992 | 4.8324e-05 | 4.20e-09 |
| 0.6 | 0.0429655310000000 | 0.001034559299999996 | 4.9001e-05 | 6.10e-09 |
| 0.7 | 0.0367951170000000 | 0.000976101399999929 | 4.5999e-05 | 8.30e-09 |
| 0.8 | 0.0315605187000000 | 0.000817259800000025 | 2.4355e-05 | 1.08e-08 |
| 0.9 | 0.0228479070000000 | 0.000488821899999992 | 6.53e-06 | 1.32e-08 |
| 1 | 0.0112199831000000 | 0.0001088780800000105 | 6.8681e-06 | 1.49e-08 |
in the interval $[0,1]$. The fundamental matrix equation for this problem is written as, $\{I - \lambda KM\} L A = F$, if $W = \{I - \lambda KM\} L$ then $WA = F$

$$K = \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, M = \begin{bmatrix} 1/2 & 1/3 & 1/4 \\ 1/3 & 1/4 & 1/5 \\ 1/4 & 1/5 & 1/6 \end{bmatrix}, I = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

$$L = \begin{bmatrix} 2 & 0 & 2 \\ 0 & 2 & 0 \\ 0 & 0 & 4 \end{bmatrix}, F = \begin{bmatrix} 0 \\ 3\pi/2 \\ 0 \end{bmatrix}, A = \begin{bmatrix} a_1 \\ a_2 \\ a_3 \end{bmatrix}, \lambda = \frac{1}{2}$$

Performing the necessary operations on the fundamental matrix equation, the augmented matrix is obtained;

$$[W; F] = \begin{bmatrix} 2 & 0 & 2 & 0 \\ -1 & 3/2 & -5/2 & 3\pi/2 \\ 0 & 0 & 4 & 0 \end{bmatrix}.$$ 

Solving the system of three unknowns in the above matrix yields the matrix $A$ as:

$$A = \begin{bmatrix} 0 & \pi \\ 0 & 0 \end{bmatrix}^T$$

Therefore,

$$y_2(x) = 0(2) + \pi \cdot (2x) + 0 \cdot (4x^2 + 2) = 2\pi x.$$ 

This is the same as exact solution.

The solution of the same problem is presented by [2] as,

$$y_0(x) = -0.298544x^2 + 1.27105x^5 - 2.57756x^3 + 7.85213x - 0.5\sin(\pi x).$$

The results of this problem are then compared with the ones presented by [2] in Table 5 and Figure 5.

**Table 5:** Comparison of the exact and numerical solutions of Example 4

| $x_i$ | Exact solution $y_i(x_i) = 2\pi x_i$ | Picard-type iterative scheme $y_0(x_i)$ | Current method $N=2$, $y_2(x_i) = 2\pi x_i$ |
|-------|-----------------------------------|-------------------------------------|-----------------------------------|
| 0     | 0.0000000000                      | 0.0000000000                       | 0.0000000000                      |
| 0.1   | 0.6283183308                      | 0.6283183308                       | 0.6283183308                      |
| 0.2   | 1.2566370620                      | 1.2566370620                       | 1.2566370620                      |
| 0.3   | 1.8849555920                      | 1.8849555920                       | 1.8849555920                      |
| 0.4   | 2.5132741240                      | 2.5132741240                       | 2.5132741240                      |
| 0.5   | 3.1415926540                      | 3.1415926540                       | 3.1415926540                      |
| 0.6   | 3.7699111840                      | 3.7699111840                       | 3.7699111840                      |
| 0.7   | 4.3982297160                      | 4.3982297160                       | 4.3982297160                      |
| 0.8   | 5.0265492460                      | 5.0265492460                       | 5.0265492460                      |
| 0.9   | 5.6548667780                      | 5.6548667780                       | 5.6548667780                      |
| 1.0   | 6.2831853080                      | 6.2831853080                       | 6.2831853080                      |

**Example 4:** Let us consider the following Fredholm integral equation,

$$y(x) = 4\pi x - \sin\pi x \frac{1}{2} + \frac{1}{2} \int_0^1 x \cos(\pi xt^2) y(t) dt, \text{  for } 0 \leq x, t \leq 1.$$ 

The exact solution of Eq. (19) is $y(x) = 2\pi x$. From Eq. (19), one obtains,

$$f(x) = \frac{4\pi x - \sin\pi x}{2}$$

and

$$K(x,t) = x \cos(\pi xt^2)$$

which are continuous functions.
Example 5: Consider the following linear Fredholm integral equation of the first kind (Wazwaz 2011),

$$y(x) = e^{x^2} - 2\int_0^x e^{x^2}y(t) dt, \quad 0 \leq x, t \leq 1.$$  \hspace{1cm} (20)

The exact solution of Eq. (20) is $y(x) = e^x$. From Eq. (20), one obtains, $f(x) = e^{x^2}$ and $K(x,t) = e^{x^2}$ which are continuous functions in the interval $[0,1]$. The numerical results shown in Table 6, shows the effectiveness of the method as the values of $N$ increases the numerical solution becomes closer and closer to the exact solution. Figure 6, reveals that the approximate solutions are consistent with the exact solution even for the low values of $N$. Table 7 and Figure 8 shows the calculated upper limit errors. Figure 7 shows the comparison between the exact solution and the numerical solution presented by [7].

### Table 6: Comparison of the exact and numerical solutions of Example 5

| $x_i$ | Exact Solution $y(x_i) = e^{x_i}$ | $N = 3, \ y_3(x_i)$ | $N = 5, \ y_5(x_i)$ | $N = 7, \ y_7(x_i)$ | $N = 10, \ y_{10}(x_i)$ |
|-------|----------------------------------|---------------------|---------------------|---------------------|-----------------------|
| 0     | 1.0000000000                     | 1.0126398400        | 1.0002960940        | 1.0000040920        | 0.9999999986          |
| 0.1   | 1.105170918                      | 1.1191357960        | 1.1051754380        | 1.1051709160        | 1.1051709160          |
| 0.2   | 1.221402758                      | 1.2367707910        | 1.2214077070        | 1.2214027560        | 1.2214027560          |
| 0.3   | 1.349858808                      | 1.3655746440        | 1.3502574340        | 1.3498588030        | 1.3498588030          |
| 0.4   | 1.491824698                      | 1.5095084550        | 1.4922603870        | 1.4918291970        | 1.4918246930          |
| 0.5   | 1.648721271                      | 1.6666364030        | 1.6491860870        | 1.6487230710        | 1.6487212640          |
| 0.6   | 1.822118800                      | 1.8389539490        | 1.8225874970        | 1.8221137560        | 1.8221187930          |
| 0.7   | 2.013752707                      | 2.0274373330        | 2.0141676230        | 2.0137333460        | 2.0137529690          |
| 0.8   | 2.225540928                      | 2.2332083940        | 2.2257895140        | 2.2254946800        | 2.2255409110          |
| 0.9   | 2.459603111                      | 2.4571075720        | 2.4594862730        | 2.4590797960        | 2.4596030790          |
| 1.0   | 2.718281828                      | 2.7003729070        | 2.7174710560        | 2.7181100820        | 2.7182817650          |

### Table 7: The comparison of residual errors (upper limit errors) corresponding to Example 5

| $N$   | $R_N$ |
|-------|-------|
| 2     | 0.3506303984 |
| 3     | 0.06967382730 |
| 5     | 0.00165299272 |
| 7     | 0.00021365854 |
| 11    | 1.0111e-07  |

Figure 5: Comparison between exact and numerical solutions of Example 4

Figure 6: Comparison between exact and numerical solutions of Example 5

Figure 7: Comparison between exact and numerical solution of Example 5 as presented by [7]
5. Conclusion

In this study, the Pell-Lucas matrix-collocation method for solving Fredholm integral equations of the second kind is introduced. The method of residual error analysis is presented to indicate the accuracy of the solutions. The proposed method and the error analysis method are applied to some numerical examples. The comparison of the obtained numerical results with the exact solution shows that the approximate solutions become closer to the exact solution as the values \( N \) increase. As evident in Example 4, this method provides a more accurate approximation as compared to other methods. This method has a lot of advantages for this type of problems, because larger matrices can be easily solved via computer programs such as MAPLE, MATLAB and MATHEMATICA. Consequently, this method can also be extended and easily applied to different types of equations.
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