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Abstract. Queueing system with limited processor sharing, which operates in the Markovian random environment, is considered. Parameters of the system (pattern of the arrival rate, capacity of the server, i.e., the number of customers than can share the server simultaneously, the service intensity, the impatience rate, etc.) depend on the state of the random environment. Customers arriving when the server capacity is exhausted join orbit and retry for service later. The stationary distribution of the system states (including the number of customers in orbit and in service) is computed and expressions for the key performance measures of the system are derived. Numerical example illustrates possibility of optimal adjustment of the server capacity to the state of the random environment.
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1 Introduction

Processor sharing discipline is widely applied for modelling and analysis of communication systems and networks. For references and examples of real world applications, the recent papers \cite{1, 2} can be recommended along with the known surveys \cite{3, 4}. Generally speaking, a processor can be shared by infinitely many users. However, in many applications, especially to wireless communication networks, too small share of the bandwidth of the channel assigned to a customer may lead to poor service and its termination due to too long service. Therefore, the limited processor sharing is often considered. This kind of processor sharing suggests that the maximal number of users who obtain service simultaneously is fixed. This number is called as the server capacity. Customers arriving when capacity of the server is not exhausted immediately start service with the rate inversely proportional to the number of customers in service.

The model considered in this paper has the following features previously not addressed or only partially addressed in the relevant literature.

* Corresponding author.
1) It is usually assumed that an arriving customer can be lost or queued to the
finite or infinite buffer if the capacity of the server is exhausted. In our paper,
we assume a more realistic in application to wireless networks scenario that
such the arriving customer virtually moves to so-called orbit from which he/she
makes the repeated attempts (retrials) to obtain service after the random time
intervals. It is well-known that the phenomenon of retrials is typical in wireless
communication networks and that analysis of retrial queueing models is more
difficult comparing to the queues with buffers, see, e.g., [5].

2) The customers in service can be impatient. They may leave the server
before service completion after an exponentially distributed amount of time the
parameter of which depends on the number of customers in service.

3) We assume that the system operates in the random environment (RE).
This means that the parameters of the system (pattern of the arrival rate, ca-
pacity of the server, intensities of service and impatience rate, etc.) depend on
the state of the RE. They instantaneously change their values at the moment
of a jump of the RE to another state. As special case, our model includes the
systems with processor sharing and unreliable servers, see, e.g., [1, 2, 6]. Consider-
eration of the system operating in the RE is important for potential applications
in wireless networks because the server capacity and other parameters can be
changed due to redistribution of the system resources among the existing servers
due to many reasons, including the users mobility, noise in radio-channel, etc.
We assume that the behavior of the RE does not depend on the state of the
system while such a dependence is suggested in [7]. However, in that paper ca-
pacity of the system does not depend on the state of the RE while we allow such
a dependence.

4) As well as in [2], we assume quite general model of arrival process, namely,
Markovian arrival process, while the overwhelming majority of existing papers
deal with the stationary Poisson arrival process. Model considered in [8] assumes
the batch Markovian arrival process. However, the number of customers, which
can get service simultaneously, is not limited in that paper.

2 Mathematical model

We consider a retrial single-server queueing system with limited server (proces-
sor) sharing discipline.

All system parameters depend on the state of the RE. The RE is defined by
the stochastic process \( r_t, t \geq 0 \). This process is an irreducible continuous-time
Markov chain with finite state space \( \{1, 2, \ldots, R\} \) and the infinitesimal generator
\( H \).

The structure of the system under study is presented in Figure 1.

Arrival of customers to the system is described by the process which is a slight
generalization of the well-known Markovian Arrival Process (MAP) introduced
in [9]. Arrival are governed by the underlying process \( \{r_t, \nu_t\}, t \geq 0 \), where \( r_t \)
is the state of the RE and the process \( \nu_t \) with finite state space \( \{0, 1, \ldots, W\} \) is
defined as follows. Under the fixed state \( r \) of the RE the process \( \nu_t \) behaves as an
irreducible continuous-time Markov chain. The sojourn time of this chain in the state \( \nu \) is exponentially distributed with the positive finite parameter \( \lambda^{(r)}_\nu \). When the sojourn time in the state \( \nu \) expires, with probability \( p^{(r)}_\nu(\nu,\nu') \) the process \( \nu_t \) jumps to the state \( \nu' \) without generation of a customer, \( \nu,\nu' = 0, W, \nu \neq \nu' \). With probability \( p^{(r)}_1(\nu,\nu') \), the process \( \nu_t \) jumps to the state \( \nu' \) with generation of a customer, \( \nu,\nu' = 0, W, \nu \neq \nu' \).

The behavior of the arrival process under the fixed state \( r \) of the RE is completely characterized by the matrices \( D^{(r)}_0 \) and \( D^{(r)}_1 \) defined by the entries
\[
(D^{(r)}_0)_{\nu,\nu'} = -\lambda^{(r)}_\nu, \nu = 0, W, \quad (D^{(r)}_0)_{\nu,\nu'} = \lambda^{(r)}_\nu p^{(r)}_0(\nu,\nu'), \quad \nu,\nu' = 0, W, \nu \neq \nu',
\]
\[
(D^{(r)}_1)_{\nu,\nu'} = \lambda^{(r)}_\nu p^{(r)}_1(\nu,\nu'), \quad \nu,\nu' = 0, W, \quad r = 1, R.
\]

The average arrival rate \( \lambda^{(r)} \) under the fixed state \( r \) of the RE is given as
\[
\lambda^{(r)} = \theta^{(r)} D^{(r)}_1 e
\]
where \( \theta^{(r)} \) is the invariant vector of the stationary distribution of the Markov chain \( \nu_t, t \geq 0 \), under the fixed state \( r \). The vector \( \theta^{(r)} \) is the unique solution to the system \( \theta^{(r)} D^{(r)}(1) = 0, \theta^{(r)} e = 1 \). Here and in the sequel \( 0 \) is the zero row vector and \( e \) is the column vector of appropriate size consisting of ones.

Let us introduce the following matrices: \( \tilde{D}_1 = \text{diag}\{D^{(r)}_1, r = 1, R\} \), \( \tilde{D}_0 = H \otimes I_{W + 1} + \text{diag}\{D^{(r)}_0, r = 1, R\} \), where \( \text{diag}\{\ldots\} \) denotes the diagonal matrix with the diagonal entries listed in the brackets.

The averaged (over all states of the RE) intensity of input flow of customers \( \lambda \) is defined as \( \lambda = \theta \tilde{D}_1 e \) where the vector \( \theta \) is the unique solution of the system
\[
\theta(\tilde{D}_0 + \tilde{D}_1) = 0, \quad \theta e = 1.
\]

The squared coefficient of variation \( c_{\text{var}} \) of intervals between successive arrivals is given as \( c_{\text{var}} = 2\lambda \theta (-\tilde{D}_0)^{-1} e - 1 \). The coefficient of correlation \( c_{\text{cor}} \) of two successive intervals between arrivals is given as \( c_{\text{cor}} = (\lambda \theta (-\tilde{D}_0)^{-1} \tilde{D}_1 (-\tilde{D}_0)^{-1} e - 1) / c_{\text{var}} \).
Under the fixed state $r$ of the RE, up to $N^{(r)}$ customers can obtain service simultaneously. We call the number $N^{(r)}$ as server capacity under the state $r$ of the RE, $r = \overline{1,R}$. Without the loss of generality, let us assume that the states of the RE are enumerated in ascending order of the server capacity, i.e.,

$$0 \leq N^{(1)} \leq N^{(2)} \leq \cdots \leq N^{(R)}.$$

We permit that the server capacity can be equal to 0 under some states of the RE. This allows us to consider the model with server breakdowns as the partial case of the model under study and use the presented below results for analysis of the model with server breakdowns.

If during an arbitrary customer arrival epoch the number of customers in service is less than $N^{(r)}$, the customer is admitted and starts obtaining service immediately. Otherwise, with probability $q^{(r)}$, $0 \leq q^{(r)} \leq 1$, the arriving customer joins orbit and retries later or leaves the system permanently with the complimentary probability. Each customer from orbit makes the repeated attempts (retrials) to obtain service after an exponentially distributed with the parameter $\gamma^{(r)}$, $0 \leq \gamma^{(r)} < \infty$, time. If the attempt will be successful, i.e. if the number of customers in service is less than $N^{(r)}$, the retrial customer is accepted for service. Otherwise, the retrial customer returns to the orbit with probability $q^{(r)}$ or leaves the system permanently with the complimentary probability.

The service rate of each customer depends on the number of customers that obtain service. Under the fixed state $r$ of the RE, the service rate of each customer is $\mu^{(r)}_n$ where $0 \leq \mu^{(r)}_n < \infty$ if $n$ customers are obtaining service simultaneously, $n = \overline{1,N^{(r)}}$. For the sake of mathematical generality, in our analysis we do not impose any special restrictions on dependence of values $\mu^{(r)}_n$ on $n$. However, it looks realistic to assume that the increase of the number $n$ of simultaneously serviced customers implies the decrease of the individual service rate, i.e., for each state $r$ of the RE, the following inequalities are satisfied: $\mu^{(r)}_1 \geq \mu^{(r)}_2 \geq \cdots \geq \mu^{(r)}_{N^{(r)}/2}$. The most popular in the literature form of dependence of the intensity $\mu^{(r)}_n$ on $n$ is: $\mu^{(r)}_n = \mu^{(r)} n^{-\alpha}$, where $\mu^{(r)}$ is the fixed constant characterizing the total service rate under the state $r$ of the RE. This popular dependence satisfies our assumption as a very particular case.

The customers obtaining service can be impatient, i.e., a customer can leave server without completing service. We assume that the individual customer's intensity of impatience also depends on the number of customers in service and if there are $n$ customers in service, each customer leaves the server due to impatience after an exponentially distributed with the parameter $\beta^{(r)}_n$ time, $\beta^{(r)}_n > 0$. After leaving the server due to impatience, a customer joins the orbit with probability $a^{(r)}$ or leaves the system permanently with the complimentary probability.

Because the server capacity depends on the state of the RE, the transition of the RE from one state to another one may lead to decreasing the server capacity. We assume that in the case where $n$ customer obtain service during the epoch of the transition of the RE from the state $r$ to the state $r'$, $r' < r$, and $n > N^{(r')}$, i.e. the "new" server capacity is less that the number of customers in service, then
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$n - N^{(r')}$ customers are forced to terminate service. If the customer is forced to terminate service, he/she leaves the system permanently with probability $1 - p^{(r')}$, $r = \frac{2}{R}$, or joins orbit with the complimentary probability. If the transition of the underlying process of the RE leads to increasing the server capacity, the number of customers that obtain service at the epoch of transition does not change.

Our goal is to analyse the stationary behavior of the described queueing model under the fixed parameters of the RE and system having in mind a possibility of further use of the results of analysis for various managerial purposes, e.g., adjusting the values of capacities $N^{(r)}$ to the corresponding arrival rates and requirements to the maximal admissible value of a customer loss probability.

### 3 Process of system states and its stationary distribution

Let $i_t, i_t \geq 0$, be the number of customers in orbit, $r_t, r_t = \frac{1}{R}$, be the state of the RE, $n_t, n_t = \frac{0}{N^{(r')}}$, be the number of customers in service, $\nu_t, \nu_t = \frac{0}{W}$, be the state of the second component of the underlying process of customers arrivals at the moment $t$, $t \geq 0$.

It is easy to see that the process $\xi_t = \{i_t, r_t, n_t, \nu_t\}, t \geq 0$, is the four dimensional irreducible Markov chain.

We enumerate all states of the Markov chain $\xi_t, t \geq 0$, in the lexicographic order of the components $(i, r, n, \nu)$. Let us call the set of the states having value $(i, r)$ of the two first components of the Markov chain as the macro-state $(i, r)$.

Let $A$ be the generator of the Markov chain $\xi_t, t \geq 0$. It is formed by the blocks $A_{i,j},$ consisting of the matrices $(A_{i,j})_{r,r'}$ that define (except the diagonal entries of the matrix $A_{i,i}$) the intensities of the transitions of the Markov chain $\xi_t, t \geq 0$, from the macro-state $(i, r)$ to the macro-state $(j, r')$, $r, r = \frac{1}{R}$. The diagonal entries of the matrix $A_{i,i}$ are negative. The modulus of each element defines the intensity of departing from the corresponding state of the Markov chain $\xi_t, t \geq 0$.

Let us introduce the following notation.

- $I$ is an identity matrix, $O$ is a zero matrix of appropriate dimension;
- $\otimes$ is the symbol of Kronecker’s product of matrices;
- $\bar{W} = W + 1$;
- $\bar{N} = \max\{N^{(R)} - N^{(1)}, 1\}$;
- $E_r^-, r = \frac{1}{R}$, is the square matrix of size $N^{(r)} + 1$ with all zero entries except the subdiagonal entries $(E_r^-)_{n,n-1}, n = \frac{1}{N^{(r)}},$ which are equal to 1;
- $\hat{I}_r, r = \frac{1}{R}$, is the diagonal matrix of size $N^{(r)} + 1$ having the form $\hat{I}_r = \text{diag}\{0, \ldots, 0, 1\}$;
- $E_r^+, r = \frac{1}{R}$, is the square matrix of size $N^{(r)} + 1$ with all zero entries except the overdiagonal entries $(E_r^+)_{n,n+1}, n = \frac{0}{N^{(r)} - 1},$ which are equal to 1;
- $M_r, r = \frac{1}{R}$, is the diagonal matrix of size $N^{(r)} + 1$ having the form $M_r = \text{diag}\{n \mu_n^{(r)}, n = \frac{0}{N^{(r)}}\}$.
The generator

Lemma 1. The generator $A$ has the following block structure:

$$A = \begin{pmatrix}
A_{0,0} & A_{0,1} & A_{0,2} & \ldots & A_{0,N} & O & O & \ldots \\
A_{1,0} & A_{1,1} & A_{1,2} & \ldots & A_{1,N} & A_{1,N+1} & O & \ldots \\
O & A_{2,1} & A_{2,2} & \ldots & A_{2,N} & A_{2,N+1} & A_{2,N+2} & \ldots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}. \tag{1}$$

The non-zero blocks $A_{i,j}$, $i,j \geq 0$, are defined as follows:

- $A_{i,i} = (A_{i,i})_{r,r'}, r, r' = \overline{1,R}$, $i \geq 0$, where
  
  $$(A_{i,i})_{r,r} = I_{N(r)+1} \otimes D_0^{(r)} + ((1 - q^{(r)})\hat{I}_r + E_r^+) \otimes D_1^{(r)} - (M_r(I - E_r^-) + B_r(I - (1 - a^{(r)})E_r^-) + i\gamma^{(r)}(I_{N(r)+1} - q^{(r)}\hat{I}_r)) \otimes I_W + (H)_{r,r'}I_{N(r)+1}W,$$

  $$(A_{i,i})_{r,r'} = (H)_{r,r'}Z_{r,r'}^{(0)} \otimes I_W, \ r' < r, \ (A_{i,i})_{r,r'} = (H)_{r,r'}P_{r,r'} \otimes I_W, \ r' > r.$$

- $A_{i,i+n} = A_n^+ = (A_n^+)_{r,r'}, r, r' = \overline{1,R}, \ i \geq 0$, where

  $$(A_n^+)_{r,r} = \delta_{n,0}(q^{(r)}\hat{I}_r \otimes D_1^{(r)} + d^{(r)}B_rE_r^- \otimes I_W), \ n = \overline{1,N},$$

  $\delta_{i,j}$ indicates the Kronecker delta,

  $$(A_n^+)_{r,r'} = (H)_{r,r'}Z_{r,r'}^{(n)} \otimes I_W, \ r = \overline{1,R}, \ r' = \overline{r+1,R}, \ n = \overline{1,N},$$

  $$(A_n^+)_{r,r'} = O, \ r = \overline{1,R}, \ r' = \overline{r+1,R}, \ n = \overline{1,N},$$

  $\delta_{i,i-1} = \text{diag}(i\gamma^{(r)}((1 - q^{(r)})\hat{I}_R + E_r^+) \otimes I_W, \ r = \overline{1,R}), \ i \geq 1.$
Proof of the lemma is performed by means of analysis of the intensities of all possible transitions of the Markov chain $\xi_t$ during the time interval having infinitesimal length. Existence of $\hat{N} + 1$ non-zero block diagonals in the matrix $A$ is explained by the fact that the number $\hat{N}$ (the maximal difference of the system capacities under various states of the RE, if this difference is not equal to zero, or 1, otherwise) defines the maximal number of customers that can join orbit simultaneously due to a customer arrival when the number of customers in service is equal to the server’s capacity or due to the service forced termination caused by the reduction of the server capacity.

Analysis of the Markov chain having the generator $A$ defined by Lemma 1 is non-trivial due to two essential reasons. The first reason is that the matrix $A$ is not the block-tridiagonal. The second reason is that this matrix does not have Toeplitz-like structure, i.e. the form of the blocks $A_{i,j}$ depends not only on the difference $j - i$ but depends on $i$ and $j$ separately. Fortunately, the Markov chains, which have the generator in form (1), are known in the literature.

**Lemma 2.** The Markov chain $\xi_t$, $t \geq 0$, belongs to the class of continuous-time asymptotically quasi-Toeplitz Markov chains (AQTMC), see [10].

To prove this lemma, it is required to verify that the following limits exist:

$$Y^{(0)} = \lim_{i \to \infty} R_i^{-1} A_{i,i-1}, \quad Y^{(1)} = \lim_{i \to \infty} R_i^{-1} A_{i,i} + I,$$

$$Y^{(n)} = \lim_{i \to \infty} R_i^{-1} A_{i,i+n-1}, \quad n = 2, \hat{N} + 1,$$

where $R_i$ is a diagonal matrix with the diagonal entries which are defined as the moduli of the corresponding diagonal entries of the matrix $A_{i,i}, i \geq 0$.

By the direct calculation of these limits, it is possible to show that they exist and the matrices $Y^{(n)}, n = 0, \hat{N} + 1$, have the following form:

- $Y^{(0)} = \text{diag}\{Y_1^{(0)}, \ldots, Y_R^{(0)}\}$, where

$$Y_i^{(0)} = \begin{cases} O, & \text{if } \gamma^{(r)} = 0, \\ E_r^+ \otimes I_W, & \text{if } \gamma^{(r)} > 0, q^{(r)} = 1, \\ (E_r^+ + \hat{l}_r) \otimes I_W, & \text{if } \gamma^{(r)} > 0, q^{(r)} \neq 1; \end{cases}$$

- $Y^{(1)} = \{Y^{(1)}\}_{r,r', r, r' = \infty R}$, where

$$(Y^{(1)})_{r,r'} = R_1^{(r)}(A_{0,0})_{r,r'} + \delta_{r,r'} \delta I_r \otimes I_W, \quad \text{if } q^{(r)} = 1, \gamma^{(r)} > 0,$$

$$(Y^{(1)})_{r,r'} = R_2^{(r)}(A_{0,0})_{r,r'} + \delta_{r,r'} \delta I_N^{(r)+1} \otimes I_W, \quad \text{if } \gamma^{(r)} = 0,$$

$$(Y^{(1)})_{r,r'} = O, \quad \text{if } q^{(r)} \neq 1, \gamma^{(r)} > 0, r, r' = \infty R,$$

$$R_1^{(r)} = \hat{l}_r \otimes ((\mu^{(r)} + \beta^{(r)}_{N^{(r)}})N^{(r)} - (H)_{r,r})I_W + \Sigma_0^{(r)} - (1 - q^{(r)})\Sigma_1^{(r)} - 1, r = \infty R,$$

$$R_2^{(r)} = ((M_r + B^{(r)}) \otimes I_W + I_N^{(r)} \otimes (\Sigma_0^{(r)} - (H)_{r,0}I_W) - (1 - q^{(r)})\hat{l}_r \otimes \Sigma_1^{(r)} - 1, r = \infty R,$$

$$\Sigma_0^{(r)} = \text{diag}\{(-D_0^{(r)})_{l,l}, l = 0, W\}, \quad \Sigma_1^{(r)} = \text{diag}\{(D_1^{(r)})_{l,l}, l = 0, W\}.$$
\begin{align*}
\bullet \ Y^{(n)} &= (Y^{(n)})_{r,r',n} = \frac{1}{1, R}, n = \frac{2}{2}, N + 1, \text{ where} \\
(Y^{(n)})_{r,r',n} &= \begin{cases} 
R_1^{(r)} A_{n-1}^{+, \gamma}, & \text{if } q^{(r)} = 1, \gamma^{(r)} > 0, \\
R_2^{(r)} A_{n-1}^{-, \gamma}, & \text{if } q^{(r)} = 0, \\
O, & \text{if } q^{(r)} \neq 1, \gamma^{(r)} > 0.
\end{cases}
\end{align*}

It is possible to verify that the matrices $Y^{(n)}$, $n = 0, N + 1$, are sub-stochastic while their sum is the stochastic. According to definition of $AQTMC$, this means that the Markov chain $\xi_t$ belongs to the class of $AQTMC$. Lemma 2 is proven.

Therefore, it is possible to apply the theory of $AQTMC$ from [10] for analysis of the Markov chain $\xi_t$. First of all, it is necessary to obtain the conditions on the system parameters which guarantee existence of the steady state distribution (the ergodicity) of the Markov chain $\xi_t$. According to [10], the sufficient condition of the ergodicity of the chain is the fulfillment of the following inequality:

\begin{equation}
y Y^{(0)} e > y \sum_{n=2}^{\tilde{N}+1} (n-1) Y^{(n)} e
\end{equation}

where the vector $y$ is the unique solution to the system

\begin{equation}
y \sum_{n=0}^{\tilde{N}+1} Y^{(n)} = y, \ ye = 1.
\end{equation}

If the customers from orbit are persistent for all states of the $RE$, i.e. $q^{(r)} = 1, r = \frac{1}{1, R}$, the procedure for verifying the existence of the steady state distribution is the following. Because system (3) is the finite system of the linear algebraic equations, its solving on computer is not the difficult task. By substituting the obtained solution to inequality (2), one can easily check whether or not the steady state distribution exist under these values of the system parameters.

If customers from orbit non-persistent ($q^{(r)} \neq 1$) at least for one state $r$ of the $RE$ such as $\gamma^{(r)} \neq 0$, the following statement is true.

**Lemma 3.** If customers from orbit not absolutely persistent ($q^{(r)} \neq 1$) at least for one state $r$ of the $RE$ such as $\gamma^{(r)} \neq 0$, then the Markov chain $\xi_t$ is ergodic for any set of the system parameters.

**Proof** is implemented by analogy with Theorem 2 from [11].

In the sequel, we assume that the ergodicity condition is fulfilled. Then, the following stationary probabilities exist:

\[
\pi(i, r, n, \nu) = \lim_{t \to \infty} P\{i_t = i, r_t = r, n_t = n, \nu_t = \nu\},
\]

\[
i \geq 0, r = \frac{1}{1, R}, n = 0, N^{(r)}, \nu = 0, W.
\]

Let us form the row-vectors $\pi_i$ as follows:

\[
\pi(i, r, n) = (\pi(i, r, n, 0), \pi(i, r, n, 1), \ldots, \pi(i, r, n, W)),
\]
\[ \pi(i, r) = (\pi(i, r, 0), \pi(i, r, 1), \ldots, \pi(i, r, N^{(r)})), \quad r = 1, \ldots, R, \]
\[ \pi_i = (\pi(i, 1), \pi(i, 2), \ldots, \pi(i, R)), \quad i \geq 0. \]

It is well known that the vectors \( \pi_i, \quad i \geq 0, \) satisfy the system
\[ (\pi_0, \pi_1, \ldots)A = 0, \quad (\pi_0, \pi_1, \ldots)e = 1. \]

System (4) is infinite. Therefore, its solution is a difficult problem. However, this problem can be successfully solved using the numerically stable algorithm developed in [10].

4 Performance measures

Having computed the vectors of the stationary probabilities \( \pi_i, \quad i \geq 0, \) it is possible to compute a variety of the performance measures of the system.

The average number of customers in the service area is
\[ N = \sum_{i=0}^{\infty} \sum_{r=1}^{R} \sum_{n=0}^{\infty} n \pi(i, r, n)e. \]

The average number of customers in orbit is
\[ L = \sum_{i=1}^{\infty} i \pi_i e. \]

The intensity of output of successfully serviced customers is
\[ \lambda_{out} = \sum_{i=0}^{\infty} \sum_{r=1}^{R} \sum_{n=1}^{\infty} n \mu_n^{(r)} \pi(i, r, n)e. \]

The intensity of flow of customers who leaves the server due to impatience is
\[ \lambda_{imp} = \sum_{i=0}^{\infty} \sum_{r=1}^{R} \sum_{n=1}^{\infty} n \beta_n^{(r)} \pi(i, r, n)e. \]

The probability that a customer arrives to the system when the server already reached its capacity and leaves the system is
\[ P_{ent} = \frac{1}{\lambda} \sum_{i=0}^{\infty} \sum_{r=1}^{R} (1 - q^{(r)}) \pi(i, r, N^{(r)}) D_1^{(r)} e. \]

The probability that a customer leaves the system forever due to impatience is
\[ P_{imp} = \frac{1}{\lambda} \sum_{i=0}^{\infty} \sum_{r=1}^{R} (1 - a^{(r)}) \sum_{n=1}^{N^{(r)}} n \beta_n^{(r)} \pi(i, r, n)e. \]

The probability of customers loss due to the decrease of the number of servers caused by change of the state of the RE is
\[ P_{RE} = \frac{1}{\lambda} \sum_{i=0}^{\infty} \sum_{r=1}^{R} \sum_{r'=1}^{r-1} (1 - p^{(r)(H)})_{r, r'} \sum_{n=N^{(r')}}^{N^{(r)}+1} (n - N^{(r')}) \pi(i, r, n)e. \]

The probability that an arbitrary customer from orbit makes an attempt to receive service when the server capacity is exhausted and permanently leaves the system is
\[ P_{retry} = \frac{1}{\lambda} \sum_{i=1}^{\infty} \sum_{r=1}^{R} i \gamma^{(r)} (1 - q^{(r)}) \pi(i, r, N^{(r)}) e. \]

The loss probability of an arbitrary customer is
\[ P_{loss} = 1 - \frac{1}{\lambda} \frac{\lambda_{out}}{\lambda} = P_{retry} + P_{imp} + P_{ent} + P_{RE}. \]
5 Numerical example

Let us consider the queueing system that operates in the RE having three states \((R = 3)\) with the generator \(H = \begin{pmatrix} -0.06 & 0.04 & 0.02 \\ 0.0002 & -0.0005 & 0.0003 \\ 0.0004 & 0.0005 & -0.0009 \end{pmatrix}\) and stationary distribution given by the vector \(\psi = (0.00439, 0.6735, 0.32211)\).

We assume that the server doesn’t work (is broken, takes vacation, etc.) during the RE’s stay in state 1.

Under state 2 of the RE, the server can serve up to 10 customers simultaneously. When there are \(n\) customers on service, the service intensity of one customer is determined as \(\mu_n^{(2)} = \frac{10.0 - 0.3n}{n} = \frac{10}{n} \in [1, 10].\)

Under state 3 of the RE, the server can serve up to 15 customers simultaneously. When there are \(n\) customers on service, the service intensity of one customer is determined as \(\mu_n^{(3)} = \frac{20.0 - 0.3n}{n} = \frac{20}{n} \in [1, 15].\)

The individual intensities of impatience are given by \(\beta_n^{(2)} = 0.03n, \beta_n^{(3)} = 0.04n.\)

To define the arrival flow under various states of the RE, we consider the MAP arrival flow that defined by the matrices

\[ D_0 = \begin{pmatrix} -1.35164 & 0 \\ 0 & -0.04387 \end{pmatrix}, D_1 = \begin{pmatrix} 1.34265 & 0.00899 \\ 0.024435 & 0.019435 \end{pmatrix}. \]

This arrival flow has the coefficient of correlation \(c_{\text{corr}} = 0.2\) and the coefficient of variation \(c_{\text{var}} = 12.34.\)

We assume that under state 1 of the RE the arrival flow is defined by the matrices \(D_0^{(1)} = 2D_0\) and \(D_1^{(1)} = 2D_1,\) under state 2 of the RE the arrival flow is defined by the matrices \(D_0^{(2)} = 5D_0\) and \(D_1^{(2)} = 5D_1,\) under state 3 of the RE the arrival flow is defined by the matrices \(D_0^{(3)} = 8D_0\) and \(D_1^{(3)} = 8D_1.\) The intensities of arrivals are \(\lambda^{(1)} = 2, \lambda^{(2)} = 5,\) and \(\lambda^{(3)} = 8,\) correspondingly.

The rest of the system parameters are as follows: \(q^{(1)} = 0.95, a^{(1)} = 0.5, \gamma^{(1)} = 0.2; q^{(2)} = 0.9, a^{(2)} = 0.4, p^{(2)} = 0.6, \gamma^{(2)} = 0.2; q^{(3)} = 0.9, a^{(3)} = 0.4, p^{(3)} = 0.7, \gamma^{(3)} = 0.2\).

As the main performance measure of the system, we will consider the loss probability of an arbitrary customer \(P_{\text{loss}}.\) The goal of the experiment is to find the values of the server capacities \(N^{(2)}\) and \(N^{(3)}\) which provide the minimal value of this probability. To this end, we will compute the values of this probability for various combinations of \(N^{(2)}\) and \(N^{(3)}\) from the set \(N^{(2)} = 1, \ldots, 10\) and \(N^{(3)} = 1, \ldots, 15.\) Note, that because service is not provided when the RE stays in state 1 we have \(N^{(1)} = 0.\)

It is clear that the problem of choosing the optimal combination of \(N^{(2)}\) and \(N^{(3)}\) is not trivial. If these values are chosen be small, the probabilities of customers loss upon arrival \(P_{\text{ent}}\) or retrial \(P_{\text{retry}}\) may be high. This is confirmed by Figure 2.

If the values of \(N^{(2)}\) and \(N^{(3)}\) are chosen be large, the probabilities of customers loss upon arrival or retrial essentially decrease. However the probabilities
of customers loss due impatience $P_{imp}$ and due to the decrease of the server capacity $P_{RE}$ grow. This is confirmed by Figure 3. The loss probability $P_{loss}$ of an arbitrary customer is the sum of the probabilities $P_{ent}$, $P_{retry}$, $P_{imp}$, and $P_{RE}$. The surface giving dependence of $P_{loss}$ on $N^{(2)}$ and $N^{(3)}$ is presented in Figure 4.

It is evidently seen from Figure 4, that there exit the points $(N^{(2)}, N^{(3)})$ providing some trade-off in situation when the summands in expression (5) for probability $P_{loss}$ demonstrate the opposite behavior when $N^{(2)}$ and $N^{(3)}$ increase and decrease. The minimal value of the loss probability $P_{loss} = 0.0177847$ is reached for $N^{(2)} = 5$ and $N^{(3)} = 7$. If we do not control capacity of the server and accept all customers for each state of the $RE$ (up to 10 when the $RE$ is in state 2 and up to 15 when the $RE$ is in state 3), then $P_{loss} = 0.022658$. Therefore, admission for simultaneous service of less customers than the maximally possible allows essentially decrease the customer loss probability.
6 Conclusion

A retrial queueing system with limited processor sharing discipline and impatient customers, which operates in the $RE$, is analysed. An arbitrary dependence of the individual service and impatience rates on the number of customers in service is allowed. The behavior of the system is described by the multi-dimensional asymptotically quasi-Toeplitz Markov chain. Expressions for key performance measures of the system are presented. Feasibility of the described algorithmic results is numerically illustrated. It is shown that the results can be used for the optimal adjustment of capacity of the server at each state of the $RE$.
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