An unmodified graphene foam chemical sensor based on SVM for discrimination of chemical molecules with broad selectivity
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Compared to conventional chemical sensors, this paper presented a chemical sensor system with broad selectivity for a variety of molecules without any surface modification. The system consisted of an unmodified graphene foam as the sensing element, an electrical resistance time domain detection system and a Support Vector Machine (SVM) identification system. The chemical sensor adopted 3D graphene foam to increase the reaction area and improve the sensitivity for detecting target molecules. The electrical resistance time domain detection system was constructed to record the graphene resistance curve in real time with different molecules. Based on the diverse shapes of the electrical resistance curves, SVM was used to extract features of each resistance curve and discriminate the corresponding molecules via pattern recognition of each resistance curve without any graphene modification. As validation experiments, six kinds of chemical molecules (chloroform, acetone, ether, toluene, ethyl benzene and methanol) have been tested. The discrimination accuracy for each molecule could be above 98% which showed a broad selectivity for a variety of molecules. Furthermore, through theoretical calculation with the first principle, we concluded that different band structures of the graphene caused by different molecules were the mechanism for the graphene chemical sensor system to discriminate chemical molecules with selectivity. This work may present a new strategy for research and application for graphene chemical sensors.

1. Introduction

Graphene, composed of carbon atoms arranged in a honeycomb lattice, has attracted widespread attention due to its high surface-to-volume ratio, two-dimensional structure, and excellent electrical, optical and mechanical properties.1-4 Owing to these characteristics, numerous chemiresistors,5-7 field-effect transistors8,9 and other chemical sensors based on graphene have been studied and reported.10,11 Our group also has done some research on graphene materials and graphene sensors including graphene preparation,12 graphene FET,13 graphene pH sensors14 and graphene SPR sensors.15

Selectivity is one of the fundamental characteristics of sensors. In order to construct graphene sensors with selectivity, most biochemical sensors need to perform surface modification of graphene, including doping with some elements or attaching chemical groups, metal nanoparticles,16,17 enzymes or biomolecules polymers etc.18,19 Therefore, surface modification is a common strategy to fabricate a bio-chemical sensor with selectivity. However, through theoretical simulation of the interaction between molecules and graphene, some researchers have found that interactions between molecules and graphene have different effects on the electrical properties of graphene, which may have provided a theoretical support for fabricating unmodified graphene sensors with selectivity.20-22 Without any surface modification, Dobrokhотов et al. reported a vapor chemiresistor for recognition of acetone, ethanol, and toluene, which processed the response data of chemiresistor with a fast Fourier transform and quadratic discriminant analysis.23 Rumyantsev et al. reported a graphene transistor which used low frequency noise spectra as an additional sensing parameter to enhance selectivity for gas sensing.24,25 Eric C. Nallon et al. fabricated a chemical vapor sensor which utilized Principle Component Analysis (PCA) to obtain selectivity for a variety of molecules.26 In order to increase active surface area and improve the sensitivity, the chemical vapor sensors were created by performing standard photolithography to define interdigitated electrode contacts which increased the difficulty for sensor design in some degree.

Since a porous carbon network has the same excellent performance as two-dimensional graphene, 3D graphene foam is the perfect morphology to increase the active surface area and has also been attractive for chemical or biological sensor design.27,28 Meanwhile, considering the resistance measurement...
is a simple but effective method in chemiresistor research, we have constructed a graphene chemical sensor (GCS) system consisting of an unmodified 3D graphene foam as the sensing element and an electrical resistance time domain detecting system (ERTDS) to record the GCS resistance response curve for a variety of chemical molecules including chloroform, ether, acetone, methanol, toluene and ethyl benzene. Based on diverse shape of response curves, support vector machine (SVM), a kind of pattern recognition method was used to classify the resistance curves and subsequently discriminate target molecules with selectivity. Since different molecules could induce different resistance curves, the GCS system has demonstrated desirable capability for discrimination of target chemical molecules with broad selectivity. The results have also exhibited other advantages such as simple operation, low cost, rapid response and recovery and high reproducibility.

2. Experimental section

2.1 Materials and apparatus

Three dimension graphene foam with size of 50 mm × 50 mm was purchased from 6Carbon Technology (Shenzhen, China). Glass substrate with indium tin oxide (ITO) electrodes as a substrate for GCS was purchased from Hua Nan Xiang Cheng Ltd. (Shenzhen, China). Silver conductive paint was purchased from CAIG Laboratories Inc. (CW-200, USA). Chloroform, ether, acetone, methanol, toluene and ethyl benzene are all analytical grade.

The 3D graphene foam characterization was carried out by a confocal Raman microscopy (SPEX-1403, SPEX). The morphologies of the 3D graphene were characterized by scanning electron microscopy (SEM, FEI Nova Nano450). A homemade ERTDS was used to record the graphene resistance curve in real time. With reference to the previous work, we designed a vapor generation system (VGS) to generate analytic molecules. All the experiments were carried out at experimental room conditions.

2.2 Fabrication of GCSs and VGS

The GCSs were designed by 3D graphene foam as shown in Fig. 1.

The graphene foam was prepared by typical chemical vapor deposition (CVD) on foam nickel substrate. In briefly, graphene films were precipitated on the surface of the nickel foam by CVD method. The nickel skeleton was etched away by FeCl₃ after a thin layer of poly(methyl methacrylate) (PMMA) was deposited on the surface of the graphene films as a support. Finally, the PMMA support was removed by hot acetone to obtain 3D graphene foam. Glass substrate with ITO electrodes was cleaned for 5 minutes by ultrasonic wave in deionized water. The size of the glass substrate was 20 mm × 10 mm and the size of each ITO electrode was 20 mm × 2 mm. A piece of graphene foam with size of 10 mm × 5 mm was adhered on the ITO electrodes by silver conductive paint. Drying for 12 hours at room temperature, the silver conductive paint was solidified and the GCS was completed for measurement.

2.3 Electrical resistance time domain detection system

The adsorption and desorption of molecules on the interface of graphene could change the electrical resistance of the graphene. An ERTDS was constructed to detect the electrical resistance of the GCS. Since graphene foam has its intrinsic electrical resistance and tiny fluctuant resistance would generated by adsorption and desorption of molecules on the interface of graphene, a Wheatstone bridge circuit and an instrument amplifier were utilized to amplify the tiny fluctuant resistance (ΔR) of GCSs to a voltage signal as shown in Fig. 1. The amplified voltage signal was converted to digital signal collected by an analog-to-digital (A/D) conversion module and acquired by a micro control unit. In order to extract features of the GCSs resistance correctly, the precision of the A/D module was 12 bit and the sampling speed of the A/D module was more than 1 kbit per s. For each experiment, the intrinsic resistance of the GCS
resistance curve \( R(t) \) of GCS response for chemical molecule was shown in Fig. 3.

In Fig. 3(a), baseline represented the graphene resistance without chemical samples. For the purpose of making the feature extraction standardization, each resistance value of GCSs has been normalized through normalizing the baseline average to zero. Therefore, the y-axis represented relative resistance of GCSs in Fig. 3. At the “Add sample” point, chemical sample was dropped on the surface of graphene foam. The resistance of GCS ascended quickly and then recovered to a stable value. The first data point, after which the variance of the consecutive 100 data points was less than 1, was regarded as the “End point” of the whole reaction. For each resistance curve, the following features were extracted to form a feature vector \( (S_A, R_{\text{max}}, T_A, R_{\text{avg}}, S_D, T_{\text{rec}}, T_{\text{res}}, A_{\text{rec}}) \). \( S_A \) indicates the ascending speed of the GCSs to chemical samples. It was obtained by calculating the slope between the third data point after “Add sample” as shown in Fig. 3[b]. \( R_{\text{max}} \) is the difference between the maximum relative resistance value and the average resistance of the baseline. \( T_A \) is ascending time from “Add sample” point to maximum relative resistance point. \( R_{\text{avg}} \) is average resistance during ascending time. \( S_D \) means descending speed as shown in Fig. 3[c]. \( T_{\text{rec}} \) is recovery time from maximum relative resistance point to “End point”. \( T_{\text{res}} \) is the whole response time from “Add sample” point to “End point”. \( A_{\text{rec}} \) is the area of the whole response curve which was shown as gray area in Fig. 3[a].

2.4 Targets discrimination algorithm

The real-time resistance curve was used for targets discrimination based on pattern recognition. The algorithm for chemical targets discrimination is composed of Data Preprocessing (DPP), Machine Learning (ML) and Targets Identification (TI) as shown in Scheme 1.

2.4.1 Data preprocessing. DPP was utilized to obtain normalized feature vectors from the resistance curve of the GCS. For training samples (step 1), the extracted feature vectors were normalized to generate a hyperplane model by machine learning module (step 2). For predicating targets, the feature vectors were also extracted and normalized to obtain predication vectors (step 3). Feature vectors extraction is key process of selecting a subset of features for model construction. A typical scheme 1: Targets discrimination algorithm for GCS system.

![Scheme 1](image)

2.4.2 Machine learning. ML is a field of scientific study that concentrates on iterative algorithms, which are operated to build a model from training data and using that model to make predictions for unseen samples. In this work, LIBSVM, a software package developed by professor Lin\(^3\) was used to implement machine learning process. The main purpose of machine learning in this work is to find an optimal hyperplane model to distinguish different samples by using training vectors which have been obtained in DPP.

2.4.3 Targets identification. For prediction targets, feature vectors were also extracted firstly and normalized to form prediction vectors as described in DPP. The prediction vectors and the hyperplane model generated in ML were simultaneously inputted into a prediction function of SVM to export the predication results (step 4). The predication results could provide a probability distribution of one prediction target in all training samples.

3. Results and discussion

3.1 Characterization of 3D graphene foam

The morphology of the 3D graphene foam was characterized by a SEM (ZEISS, SUPRATM-55). As shown in Fig. 4(a), the graphene foam has exhibited an excellent 3D interconnected networks and macroporous structure with the pore diameter \( \sim 200 \) to 300 \( \mu \)m which could offer a much larger specific surface area than 2D graphene films. In addition, the thin graphene scaffold contained many ripples and wrinkles on its surface due to CVD growth on nickel substrate, which further increased the specific surface area of graphene. The Raman spectrum of 3D graphene foam has been demonstrated in Fig. 4(b). The Raman spectra...
present two prominent characteristic peaks at 1584.9 and 2722.2 cm\(^{-1}\) corresponding to the G and 2D band of graphene respectively. The intensity ratio of G and 2D band indicates that the graphene foam is composed of few layer graphene.

3.2 Time domain resistance measurement

The GCSs real-time response was investigated by measuring the fluctuant resistance via the constructed ERTDS upon exposure to 6 kinds of chemically diverse analytes: chloroform, acetone, ether, toluene, ethyl benzene and methanol as shown in Fig. 5.

Notably, although the response curves of the GCSs to each samples showed diverse shapes, all the shapes shared a common characteristic, which is all of them have the ascending and then descending process. The ascending process may indicate adsorption reaction of chemical molecules on the interface of graphene and the descending process may result from desorption of molecules from graphene in consideration of volatility of the chemical molecules. Based on this common characteristic, the feature vectors \((S_A, T_A, \bar{R}_{avg}, R_{max}, S_D, \bar{T}_{rec}, T_{res}, A_{res})\) of each curve were extracted and the elements in each feature vector were divided into 3 groups: vector 1 \((S_A, T_A, \bar{R}_{avg})\) reflected the ascending features, vector 2 \((R_{max}, S_D, \bar{T}_{rec})\) were descending features and vector 3 \((T_{res}, A_{res}, R_{max})\) represented the overall characteristics of the reaction curves.

3.3 Classification accuracy

The GCSs system created a generalized model through machine learning with 156 sets of known data firstly as described previously in this paper. Then, unseen samples were measured and the model was used to predict their class by SVM method. Considering the adsorption and desorption process of molecules on graphene surface, we investigated the relationship between classification accuracy and interaction process of chemical molecules on graphene surface. Fig. 6(a) shows the classification results based on vector 1 \((S_A, T_A, \bar{R}_{avg})\) which obtained during adsorption process of molecules and graphene. Fig. 6(b) has shown the classification results by vector 2 \((R_{max}, S_D, \bar{T}_{rec})\) which reflected desorption process. Fig. 6(c) is predictive results via vector 3 \((T_{res}, A_{res}, R_{max})\).

Firstly, it has been shown obviously from Fig. 6 that molecules with benzene ring structure including ethyl benzene and toluene can be easily separated from other molecules. Combined with time domain resistance curve in Fig. 6, it has also been demonstrated that benzene ring structure of molecules has obvious influence on the reaction time and the conductivity of the GCSs. We concluded this result was related with the \(\pi-\pi\) stack between benzene ring of molecules and six-member ring of graphene films.

Secondly, considering classification time is a very important parameter for GCSs system, we noted from Fig. 6 that only from desorption of molecules from graphene in consideration of volatility of the chemical molecules. Based on this common characteristic, the feature vectors \((S_A, T_A, \bar{R}_{avg}, R_{max}, S_D, \bar{T}_{rec}, T_{res}, A_{res})\) of each curve were extracted and the elements in each feature vector were divided into 3 groups: vector 1 \((S_A, T_A, \bar{R}_{avg})\) reflected the ascending features, vector 2 \((R_{max}, S_D, \bar{T}_{rec})\) were descending features and vector 3 \((T_{res}, A_{res}, R_{max})\) represented the overall characteristics of the reaction curves.

3.3 Classification accuracy

The GCSs system created a generalized model through machine learning with 156 sets of known data firstly as described previously in this paper. Then, unseen samples were measured and the model was used to predict their class by SVM method. Considering the adsorption and desorption process of molecules on graphene surface, we investigated the relationship between classification accuracy and interaction process of chemical molecules on graphene surface. Fig. 6(a) shows the classification results based on vector 1 \((S_A, T_A, \bar{R}_{avg})\) which obtained during adsorption process of molecules and graphene. Fig. 6(b) has shown the classification results by vector 2 \((R_{max}, S_D, \bar{T}_{rec})\) which reflected desorption process. Fig. 6(c) is predictive results via vector 3 \((T_{res}, A_{res}, R_{max})\).

Firstly, it has been shown obviously from Fig. 6 that molecules with benzene ring structure including ethyl benzene and toluene can be easily separated from other molecules. Combined with time domain resistance curve in Fig. 6, it has also been demonstrated that benzene ring structure of molecules has obvious influence on the reaction time and the conductivity of the GCSs. We concluded this result was related with the \(\pi-\pi\) stack between benzene ring of molecules and six-member ring of graphene films.

Secondly, considering classification time is a very important parameter for GCSs system, we noted from Fig. 6 that only
a subset of all features may identify target molecules, which make it feasible to shorten the detection time of GCSs and subsequently improve the classification speed. According to the feature emerging sequence during reaction process, we divided the reaction into four stages. Stage 1 represented the response speed of GCS to chemical molecules and only \( S_A \) could be obtained. At the end of stage 2 which meant the ascending process was finished (\( S_A, T_A, R_{avg}, R_{max} \)) could be generated. Stage 3 added feature of \( S_D \) which may reflect the desorption speed of molecules resulted from volatilization. Stage 4 represented that the reaction was finished and all the features could be obtained. Fig. 7(a) showed the predictive accuracy at each stage. It has been clearly demonstrated from Fig. 7(a) that the predictive accuracy was larger than 90% at the end of stage 2. Fig. 7(b) has given the predictive accuracy for each chemical molecule at stage 2 and stage 4 respectively. We can found from Fig. 7 that desired predictive accuracy could be achieved only through adsorption process of chemical molecules on graphene surface, which could reduce the classification time by about half according to the time domain resistant curves.

Thirdly, we investigated the misjudgement rate for each chemical molecule as shown in Table 1. The most encountered misclassifications were chloroform as acetone, and toluene as ethyl benzene. From the time domain resistance curves in Fig. 5, it can be also found that the curve shapes of chloroform and acetone were similar, as well as the curve of toluene and ethyl benzene in ascending stage. We concluded that this misjudgement results were related with the molecule structure of the chemical molecules.

Finally, we investigate the relationship between classification accuracy and concentration of the analytic molecules. As described of the VGS, the concentration of the detection vapor could be changed by controlling the volume of the solvent added to the vapor generate chamber. When the volume of solvent added to the VGS was 100 \( \mu \)L, 50 \( \mu \)L and 10 \( \mu \)L, the concentration of the vapor could be estimated at about 150 ppm, 75 ppm and 15 ppm for acetone and chloroform. The corresponding response curves were shown in Fig. 8.

As shown in Fig. 8, the resistance curves changed significantly as the concentration changes. However, the accuracy of identification was not significantly reduced until the concentration of analytic molecules was as low as 10 \( \mu \)L as shown in Fig. 9. This was due to the fact that the resistance curves of the various concentrations of the sample were used as training samples for machine learning, so that the recognition accuracy was kept high. However, when the sample concentration is very low, the error effect is more obvious than that of the high concentration samples, which leads to the decrease of recognition accuracy.

### Table 1  Accuracy and misjudgment of predicted results of each chemical molecule

| True samples | Stage | Chloroform | Ether | Acetone | Toluene | Ethyl benzene | Methanol |
|--------------|-------|------------|-------|---------|---------|---------------|---------|
| Chloroform   | Stage 2  | 98.22      | 0.02  | 1.76    | 0       | 0             | 0       |
|              | Stage 4  | 98.35      | 0.36  | 1.29    | 0       | 0             | 0       |
| Ether        | Stage 2  | 0          | 100   | 0       | 0       | 0             | 0       |
|              | Stage 4  | 0          | 100   | 0       | 0       | 0             | 0       |
| Acetone      | Stage 2  | 1.02       | 0.37  | 98.61   | 0       | 0             | 0       |
|              | Stage 4  | 0.085      | 0.005 | 99.91   | 0       | 0             | 0       |
| Toluene      | Stage 2  | 0          | 0     | 0       | 91.75   | 8.25          | 0       |
|              | Stage 4  | 0          | 0     | 0       | 100     | 0             | 0       |
| Ethyl benzene| Stage 2  | 0          | 0     | 0       | 0       | 100           | 0       |
|              | Stage 4  | 0          | 0     | 0       | 0       | 100           | 0       |
| Methanol     | Stage 2  | 0          | 0     | 0       | 0       | 0             | 100     |
|              | Stage 4  | 0          | 0     | 0       | 0       | 0             | 100     |
curves, we have tried to explore the interaction between chemical molecules and graphene by the first principle.\textsuperscript{38,39} The system of chloroform molecule adsorbing on graphene surface was studied as an example. The effects of band structure and the adsorption distance to the conductive properties of graphene are discussed. All the calculations were performed by using Vienna Ab initio Simulation Package (VASP) with the projector augmented wave (PAW) basis sets.\textsuperscript{40,41} The generalized gradient approximation (GGA) with the Perdew–Burke–Ernzerhof (PBE) exchange-correlation functional was utilized to calculate the band structure of graphene based on the density functional theory.\textsuperscript{42}

The adsorption system was composed by a 4 × 4 graphene super cell (32 C atoms) and a chloroform molecule as shown in Fig. 10. The H atom of chloroform molecule was supposed to be adsorbed at the top site of the graphene surface, i.e., the H atom was directly placed above the C atom of the graphene, which was considered as the most stable style. The vacuum space was set to 20 Å in order to avoid the interferences induced by the periodic boundary conditions.

The band structure has been calculated with the distance between the chloroform molecule and the graphene surface in the region of 1.0–3.0 Å. It is well known that the pure graphene has high conductivity due to its zero band gap.\textsuperscript{43} However, it is obvious in Fig. 11(a) that band gap was opened near the Fermi energy when chloroform molecule was adsorbed to the graphene, which means that the conductivity of the adsorption system was reduced compared with pure graphene. In addition, the value of the band gap reduced quickly with the increase of adsorption distance as shown in Fig. 11(b). Therefore, it can be concluded that the relative resistance of the graphene will increase with the chloroform molecule adsorbing on the graphene and decrease with desorption of chloroform molecule from the graphene. This conclusion was in consistent with the relative resistance curve in Fig. 5(b) including adsorption and desorption process. Different adsorbed molecules will induce different band structure of the graphene and subsequently result in diverse resistance curve shapes. This is the theoretical mechanism for GCSs to discriminate chemical molecules with broad selectivity by time-domain resistance curves.

4. Conclusions

According to different response curves of adsorption and desorption for chemical molecules on the interface of graphene, a chemical sensor based on unmodified 3D graphene foam was constructed to discriminate target molecules with broad selectivity through pattern recognition of time-domain resistance curves but not surface modifications. The results showed that the predictive accuracy could be above 98% for six kinds of chemical molecules which exhibited excellent broad selectivity. Compared with the existing work,\textsuperscript{6,25,26} which use two-dimensional graphene with a complex electrode and low frequency noise spectra, our chemical sensor was much easier for fabrication with high classification accuracy. Furthermore, based on the first principle, we found that the electrical characteristics could be changed by the distance between molecules and graphene surface, which have provided a possible theory explanation why pattern recognition could be used to make GCS be selectivity. This work may have presented a new strategy for design of graphene chemical sensors. The future researches of this work in our group include new algorithms for targets discrimination in mixture compounds and optimization of theoretical calculation, which both will undoubtedly be more meaningful for chemical sensor designation with graphene.
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