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Abstract

This work introduces a neuro-symbolic agent that combines deep reinforcement learning (DRL) with temporal logic (TL) to achieve systematic zero-shot, i.e., never-seen-before, generalisation of formally specified instructions. In particular, we present a neuro-symbolic framework where a symbolic module transforms TL specifications into a form that helps the training of a DRL agent targeting generalisation, while a neural module learns systematically to solve the given tasks. We study the emergence of systematic learning in different settings and find that the architecture of the convolutional layers is key when generalising to new instructions. We also provide evidence that systematic learning can emerge with abstract operators such as negation when learning from a few training examples, which previous research has struggled with.

1 Introduction

Systematic generalisation (also called combinatorial generalisation [Lake 2019]) concerns the human ability of compositional learning, that is, the algebraic capacity of understanding and executing novel utterances by combining already known primitives [Fodor and Pylyshyn 1988; Chomsky and Lightfoot 2002]. For instance, once a human agent understands the instruction “get wood” and the meaning of “iron”, they will understand the task “get iron”. This is a desirable feature for a computational model, as it suggests that once the model is able to understand the components of a task, it should be able to satisfy tasks with the same components in possibly different combinations. The ability of neural-based agents to learn systematically and generalise beyond the training environment is a recurrent point of debate in machine learning (ML). In the context of autonomous agents solving human-given instructions, deep reinforcement learning (DRL) holds considerable promise [Co-Reyes et al. 2019; Luketina et al. 2019]. Previous studies have shown that DRL agents can exhibit some degree of systematic generalisation of natural language (Yu, Zhang, and Xu 2018; Bahdanau et al. 2019; Hill et al. 2021). In parallel, frameworks based on structured or formal languages to instruct DRL agents are also gaining momentum [Yuan et al. 2019; De Giacomo et al. 2019; Icarte et al. 2019]. Formal languages offer several desirable properties for RL including unambiguous semantics, and compact compositional syntax, which is particularly relevant when targeting safety-aware applications [Alshiekh et al. 2018; Jothimurugan, Alur, and Bastani 2019; Simão, Jansen, and Spaan 2021]. However, works with formal languages have traditionally focused on solving training instructions [Icarte et al. 2018; Hasanbeig et al. 2021; Hammond et al. 2021] or rely on new policy networks when tackling novel instructions [Kuo, Katz, and Barbu 2020], with its associated computational burden.

In order to progress towards agents that execute zero-shot, i.e., unseen, formal instructions it is desirable to design frameworks that facilitate the emergence of systematic learning in DRL. There exists substantial evidence that DRL agents can learn systematically only when the right drivers are present [Lake 2019; Mao et al. 2019]. Unfortunately, the focus on learning from natural instructions has hindered the study of drivers for systematicity with logic operators, e.g., negation or disjunction. Only [Hill et al. 2020] provides evidence of DRL agents with some degree of systematicity facing negated zero-shot instructions. This work suggests that systematic learning can emerge from as few as six instructions when handling positive tasks, but that a much larger number of instructions (∼ 100) is a major requirement when aiming abstract operators such as negation. This constraint would be a strong burden for DRL agents, meaning they could only generalise abstract concepts when rich and diverse environments are available.

Contribution In this work we aim to answer the question: can systematic learning emerge in DRL agents with abstract operators when learning from a few (∼ 6) examples? Specifically, we make the following contributions:

• We introduce a novel neuro-symbolic (NS) framework aiming for agents that exhibit systematic generalisation. In this framework, a formal language aids neural-based agents that target zero-shot instructions, while the symbolic module facilitates generalisation to longer than training instructions.

• We provide evidence of emergent systematic generalisation with abstract operators – including negation – from six training instructions.

• We find that the architecture of the convolutional layers (c.l.) – a background feature in previous literature – can be key to generalise with zero-shot tasks.
2 Systematic generalisation of formal tasks

We train agents that execute instructions expressed in temporal logic (TL) and operate in partially observable (p.o.) environments. Our target is to assess whether systematic learning is emerging in such environments while stressing that the CNN architecture is key facilitating generalisation when the variety on training examples is limited. This section briefly introduces the concepts needed to present our work.

Reinforcement Learning. In RL p.o. environments are typically modelled as a POMDP.

Definition 1 (POMDP). A p.o. Markovian Reward Decision Process is a tuple \( M = \langle S, A, P, R, Z, O, \gamma \rangle \) where (i) \( S \) is the set of states \( s, s', \ldots \); (ii) \( A \) is the set of actions \( a, a', \ldots \); (iii) \( P (s'|s, a) : S \times A \times S \to [0, 1] \) is the (probabilistic) transition function. (iv) \( R(s, a, s') : S \times A \times S \to \mathbb{R} \) is the Markovian reward function. (v) \( Z \) is the set of observations \( z, z', \ldots \). (vi) \( O(s, a, s') : S \times A \times S \to Z \) is the observation function. (vii) \( \gamma \in [0, 1] \) is the discount factor.

At every timestep \( t \), the agent chooses an action \( a_t \in A \) updating the current state from \( s_t \) to \( s_{t+1} \in S \) according to \( P \). Then, \( R_t = R(s_t, a_t, s_{t+1}) \) provides the reward associated with the transition, and \( O(s_{t}, a_t, s_{t+1}) \) generates an observation \( o_{t+1} \) that will be provided to the agent. Intuitively, the goal of the learning agent is to choose the policy \( \pi \) that maximize the expected discounted reward from any state \( s \). Given the action-value function \( Q^\pi(s, a) = E[R_t|s_t = s, a] \), RL searches for an optimal policy whose actions are determined by the optimal action-value function \( Q^\pi(s, a) = \max_a Q^\pi(s, a) \). For more detail we refer to Sutton and Barto (2018).

Solving tasks in temporal logic. Temporal Logic is commonly used to express (multi-task) temporally extended goals (Huth and Ryan 2004). Intuitively, this means that goals in TL are naturally modelled as non-Markovian, as the evaluation of a formula in TL depends on the whole history of states and actions, which we will refer to as traces \( \lambda, \lambda', \ldots \). Then, a p.o. problem where RL is used to solve TL goals (an RL-TL problem) is modelled as a POMDP (Huth and Ryan 2004). Intuitively, this means that goals in Toro Icarte et al. (2018) for references).

3 Solving zero-shot instructions in TTL

We present a framework to tackle complex zero-shot temporal specifications by relying on 3 components detailed in this section: 1) a formal language, whose atoms are designed to facilitate the systematic learning of a neural-based module; 2) a symbolic module, whose role is to decompose specifications into sequences of simpler tasks, and to guide a neural module on the current task to execute; 3) a neural module consisting of a DRL agent designed to learn systematically from the tasks fed by the symbolic module.

3.1 Task temporal logic

We start by defining a novel TL language whose atomic components are used to train a DRL algorithm. Task temporal logic (TTL) is an expressive, learning-oriented TL language interpreted over finite traces, i.e., over finite episodes. Given a set \( AT \) of atomic tasks \( \alpha, \beta, \ldots \), the syntax of TTL is defined as follows:
Definition 2 (TTL). Every formula $\phi$ in TTL is built from atomic tasks $\alpha \in AT$ by using negation "$\sim$" (on atoms only), sequential composition "$\cdot$" and non-deterministic choice of atoms "$\lor$" and formulae "$\cup$":

$$T ::= \alpha \mid \alpha \sim \mid \alpha \lor \alpha$$

$$\phi ::= T \mid \phi \lor \phi \mid \phi \cup \phi$$

Intuitively, an atomic task $\alpha$ corresponds to a reachability goal in the TL literature, in the sense that the fulfillment condition associated with $\alpha$ will eventually hold. Task $\alpha \sim$ encapsulates a special form of negation; informally it means that something different from $\alpha$ will eventually hold. Choosing this form of negation allows us to contrast our results with those of previous studies of this operator in natural language (Hill et al. 2020). Note that the negation symbol is intentionally positioned after the atomic task. We found that this feature helps during training with visual instructions, as it forces the neural module (Sec. 3.3) to process the same feature helps during training with visual instructions, as it forces the neural module (Sec. 3.3) to process the same

Example 1. The specification "get something different from grass, then collect grass and later use either the workbench or the toolshed" can be expressed in TTL as:

$$\phi \triangleq (\text{grass }\sim) \land (\text{workbench }\cup \text{toolshed})$$

TTL is designed to be expressive enough to encapsulate both the tasks described in (Andreas, Klein, and Levine 2017), a popular benchmark in the RL-TL literature (León and Belardinelli 2020; Toro Icarte et al. 2018; De Giacomo et al. 2019), and the negated instructions from studies about negation in natural language (Hill et al. 2020), i.e., encapsulating "not wood" as "get something different from wood".

Remark. As a foundational work assessing the ability of learning agents to generalise abstract operators with unseen instructions, we intentionally restricted TTL syntax with atomic operators to negation and disjunction. This allows to carefully study the ability of DRL agents to generalise with these two important operators.

3.2 The Symbolic module

Given an instruction $\phi$ in TTL, the first task of the symbolic module (SM), detailed in Algorithm 1, is to decompose the instruction into lists of atomic tasks for the neural module (NM). Intuitively, the SM transforms a POMRDP into a progression of POMDPs, which is a well-known procedure in the literature on RL with TL specifications (Brafman, De Giacomo, and Patrizi 2018). In particular, a task extractor $E$ transforms $\phi$ into the set $K$ of all sequences of tasks $T$ that satisfy $\phi$. As standard in the literature (Andreas, Klein, and Levine 2017; Kuo, Katz, and Barbu 2020), we assume that the SM has access to an internal labelling function $L_T : \mathcal{Z} \rightarrow 2^{AP}$, which maps the agent’s observations into sets of atoms in $AP$. Note that this $L_T$ might differ from the labelling $L$ originally defined in Sec. 2.1 since $L$ maps states to sets of atoms. For our approach to be effective, observations have to contain enough information to decide the truth of atoms, so that both the agent’s internal and the model’s overall labelling functions remain aligned. Given $L_T$ and the sequences of tasks in $K$, a progression function $\mathcal{P}$ selects the next task from $K$ that the NM has to solve. Once a task is solved, $\mathcal{P}$
updates $K$ and selects the next task. This process is repeated until $\phi$ is satisfied or the time limit is reached. We include the pseudocode for $P$ and $K$ subroutines in Appendix B.

In order to transmit the current task to the TM, the SM expands observation $z$ with the TTL formula of $T$. In the current context $z$ is a square visual input with a fixed perspective. This is expanded either by adding extra rows to $z$ containing $T$ (see Figure 1 center) or providing $T$ in a separated “language” channel (see Figure 1 right). During the episode the SM also generates an internal reward signal that guides the NM to solve $T$:

$$R_I(p_t) = \begin{cases} 
    d & \text{if } p_t = 0, \text{ where } d < 0; \\
    i & \text{if } p_t = p_\alpha, \text{ for } \alpha \text{ occurring in } T \text{ and } T \neq \alpha \sim, \text{ or if } p_t \neq p_\alpha, \text{ for } \alpha \text{ occurring in } T \text{ and } T \equiv \alpha \sim, \text{ where } i \geq 0; \\
    c & \text{otherwise, where } c < < d.
\end{cases}$$

where $L_I(z_t) = p_t$ for any time step $t$. Intuitively, the NM is rewarded when an event detector ($L_I$) fires a signal that satisfies the current task, and penalised when $L_I$ signals an event not related to $T$. A small penalisation is also given at each time step to induce the agent to promptly solve $T$.

We now illustrate the inner working of the SM.

**Example 2.** Consider one of the complex specifications used in Sec. 4: $\phi_1 = (\langle \text{wood}; \text{grass}\rangle \cup \langle \text{iron}; \text{axe}\rangle); \text{workbench}; (\langle \text{toolshed} \sim \rangle)$. Given $\phi_1$, the task extractor $E$ outputs set $K = \{\langle \text{[wood]}; \text{[grass]}\rangle, \langle \text{workbench}\rangle, \langle \text{toolshed} \sim \rangle\}$ with two available sequences of tasks. Set $K$ is forwarded to the progression function $P$ and since we have two lists with different initial elements, both positive, $P$ selects $\langle \text{wood} \lor \text{iron}\rangle$ as task $T$ to extend the next observations. The NM iterates with the environment using the extended observations as input. At each iteration, functions $L_I$ and $R_I$ respectively evaluate the progression of $T$ and reward the NM until $T$ is satisfied. In our example, if the NM got wood, the second sequence and $\text{[wood]}$ are discarded and the next task becomes $\text{[grass]}$. This process is repeated until $K$ is empty or the time limit is reached.

### 3.3 The Neural module

The neural module consists of a DRL algorithm that learns to execute TTL tasks. We use A2C, a synchronous version of the algorithm introduced by Mnih et al. (2016). The NM is trained in procedurally generated maps, using a fixed perspective which is known to help agents with generalisation (Mac et al., 2019). All the agents share the same hyperparameters (detailed in Appendix A) but differ on the CNN architecture.

**CNN architecture.** We study architectures with convolutional layers followed by a fully connected (f.c.) layer (Goodfellow et al., 2016) and a recurrent layer (an LSTM from Gers, Schmidhuber, and Cummins, 2000). In preliminary studies, we observed that agents with different f.c. and recurrent layer configurations can exhibit similar generalisation abilities. However, as detailed in Sec. 4 different convolutional configurations yield significantly different results. Particularly, while all the convolutional architectures we test achieve a similarly good performance with training instructions, only specific configurations correctly execute zero-shot tasks. We find that the ability to generalise is correlated to the degree of alignment between the CNN architecture and the environment. In our gridworld settings, we say that a CNN is weakly aligned (WA) with an environment when the kernel dimensions and stride size are factors of the tile resolution. If a CNN is WA and the two first dimensions (length and width) of its visual embedding correspond to the number of input tiles in the original observation, we say that this CNN is strongly aligned (SA). Note that the number of channels of the output, i.e., the third dimension of the embedding, does not influence the alignment. Last, when a CNN is not WA or SA, we say it is not aligned (NA). When aiming systematic learning from $\sim$6 training instructions, we find that only SA networks (when giving visual instructions) or SA and WA networks (when instructions are given in a separated channel) correctly execute zero-shot tasks.

### 4 Experiments

We evaluate our framework in procedurally generated gridworlds. The first setting (Figure 1 left) is designed along the lines of a Minecraft-inspired (Minecraft for sort) benchmark widely used in RL-TL (Andreas, Klein, and Levine, 2017; Toro Icarte et al., 2018; De Giacomo et al., 2019), which we adapt to match the 2D maps from Hill et al. (2020) (the last study about negation). The action set consists of 4 individual actions: Up, Down, Left, Right, that move the agent one tile in the given direction. In this setting each tile has a resolution of 9x9x1 values. The DRL algorithm receives the observation extended with visual instructions depicting the target objects (Figure 1 center). We also evaluate the agents in the popular MiniGrid benchmark (Chevalier-Boisvert, Willems, and Pal, 2018), depicted in Figure 1 right. Here each tile has a resolution of 8x8x3 values, and the action set is Move forward, Turn left, Turn right. In this benchmark instructions are given through a separated language channel.

For each setting we test four different CNN configurations. The first two are common architectures from the literature: Atari-CNN (Mnih et al., 2015; 2016) which is NA with Minecraft and WA with MiniGrid, and ResNet (Espeholt et al., 2018; Hill et al., 2020) WA with Minecraft and NA with MiniGrid. We contrast these networks with different architectures designed to be SA with each environment and that we refer to as Env-CNN. Last, for each environment we also test the performance of the same Env-CNNs, but when the c.l. are frozen during training, i.e., the c.l. use randomly initialized features. We refer to these networks as Env-CNNRF. Schemes of the architectures are given in Appendix A.

In every setting we refer to the global set of objects as $X'$. $X'$ is split into training ($X_1$), validation ($X_2$) and test sets ($X_3$) where $X = \cup X_1 \cup X_2 \cup X_3$, $X_1 \cap X_2 = \emptyset$, $X_1 \cap X_3 = \emptyset$, and $X_2 \cap X_3 = \emptyset$. We contrast the results of learning with training sets of different size that we refer to as small ($|X_1| = 6$) and large ($|X_1| = 20$). In Minecraft, agents are trained with objects from $X_1$ only. In MiniGrid, where agents require to ground words to objects, we train the agents with positive instructions from $X'$, while instructions concerning the negation or disjunction operators refer only to objects in $X_1$. Agents
are trained with atomic tasks $T$. At each episode the agent navigates receiving rewards according to $T$. The episode ends when the agent receives a positive reward (meaning that $T$ is satisfied) or the time limit is reached. During training we periodically evaluate the performance of the agents with the corresponding validation set $X_2$, that we use to select the best learning weights in each run. Further details about object set generation, rewards, environment mechanics and training and validation plots are included in Appendix A.

**Results about systematic learning.** Table 1 presents the raw reward results in $X_1$ and $X_2$ with the different CNNs. Note that “train” refers to results with objects from $X_1$ but with the weights that achieve the best rewards in $X_2$. Consequently, all the networks can accumulate higher rewards in training if we let them overfit. Results in Table 1 alone do not yield a strong correlation between the alignment of the CNN and the generalisation ability. Yet, as anticipated in Sec. 2 this correlation becomes evident when evaluating whether the networks are actually following the test instructions. Table 2 shows the results in a particular set that we call binary choice maps (BCMs). Here maps have only two objects (except in “disjunction 2 choices”, with four), one granting a positive reward ($i = +1$) the other a penalisation ($c = -1$). In “disjunction 2 choices” two objects penalise, and two provide a reward. Since agents are always trained with reliable instructions pointing to objects that grant a positive reward, an agent that is correctly generalising to zero-shot instructions should collect significantly higher rewards with reliable instructions than with deceptive ones (i.e., the later instructions point to objects that penalise). Roughly, agents should accumulate with reliable instructions two times greater rewards than when given deceptive instructions to show similar generalisation to the experiments in previous studies about negation with 100 training instructions (Hill et al. 2020). The first strong pattern that we extract from Table 2 is that only architectures with some form of alignment (WA and SA) give evidence of systematic learning when no more than six training instructions are available. NA architectures show minimal to none generalisation (e.g. better performance with deceptive instructions than with reliable) in all the small settings. With 20 objects, NA architectures also fail when instructions are visual (Minecraft) while struggling with the disjunction operator when instructions come in a dedicated channel (minigrid). In the latter setting, architectures with some alignment (WA) show good generalisation performance. Yet, when instructions are visual they only learn to generalise positive and negative instructions, and exclusively in the large setting. Notably, architectures that are strongly aligned (SA) show good generalisation even when the weights of the c.l. are not trained (Env-CNNRF), further evidencing the high influence of the architecture in how the agent generalises. Remarkably, the Env-CNN (the fully trained SA architecture) is the only configuration that systematically achieves a performance greater than 1 (the performance of a random agent) with reliable instructions while getting less than 1 with deceptive instructions across all the settings. That is, SA architectures are the only configurations that have systematically learnt to generalise from the training instructions to guess not only the desired objects, but also which undesired items should be avoided according to the test instruction.

Last, we highlight that in preliminary studies we also explored additional overfitting-prevention methods, including dropout and autoencoders, to help NA networks. However, the results do not vary from the ones obtained by the train-validation-test set division that we carry here and that evidence the benefits of using architectures that are aligned with its environment. We only include the disjunction test where agents struggled the most, due to space constrains, additional results are included in Appendix C.

**Generalisation with TTL formulae.** We last evaluate the performance of the same agents trained with atomic tasks $T$ when executing complex instructions given as TTL formula $\phi$ that refer to zero-shot objects. Table 3 shows the average reward and number of actions needed in 200 maps executing complex instructions from Appendix A. In line with the results with TTL tasks from Table 1 we see that a stronger alignment yields better the final performance (i.e., SA$>$WA$>$NA accumulated reward).

---

Figure 1: **Left.** Example of a procedurally generated test map (left) in the Minecraft with its corresponding extended observation (center) when the agent’s task is to get either iron or an axe (top row). Tasks are specified in the top row of the extended observation in this setting by depicting the object itself. **Right.** A MiniGrid map where the task is to reach an object different from the grey ball. Instructions are given on a separated channel. Here objects are combinations of shapes and colors.
Table 1: Results from 500 binary choice maps with zero-shot instructions. In ‘Reliable’ higher is better while in ‘Deceptive’ lower is better. Agents show a stronger systematic generalisation the bigger the difference between respective reliable and deceptive instructions. Positive and negative labels refer to atomic positive or negative instruction respectively pointing to one of the two objects present. In disjunction 2 choices the instructions refers to two objects, but only the second is present in the map. Disjunction 2 choices points to two objects in a map with 4 items. Results are bolded where performance with reliable instructions is greater or equal than two times the respective performance with deceptive instructions.

| Minecraft | Atari-CNN (NA) | ResNet (WA) | Env-CNN\textsubscript{minecraft} (SA) | Env-CNN\textsubscript{minecraft} (SA) |
|-----------|----------------|-------------|-------------------------------------|-------------------------------------|
| \(|X_1|\)   | Train          | Test        | Train                               | Test                                |
| 6         | 3.04(0.12)     | 2.57(0.21)  | 3.24(0.49)                         | 2.72(0.22)                         |
| 20        | 3.11(0.14)     | 3.06(0.08)  | \textbf{4.52}(0.44)                 | 2.14(0.50)                         |

| Minigrid   | Atari-CNN (WA) | ResNet (NA) | Env-CNN\textsubscript{minigrid} (SA) | Env-CNN\textsubscript{minigrid} (SA) |
|-----------|----------------|-------------|-------------------------------------|-------------------------------------|
| \(|X_1|\)   | Train          | Test        | Train                               | Test                                |
| 6         | \textbf{4.02}(1.09) | \textbf{3.96}(0.85) | 3.98(0.93)                         | 3.55(0.69)                         |
| 20        | 6.19(0.75)     | 3.33(1.06)  | \textbf{5.60}(0.99)                 | \textbf{7.31}(0.50)                 |

Table 2: Results from 500 binary choice maps with zero-shot instructions. In ‘Reliable’ higher is better while in ‘Deceptive’ lower is better. Agents show a stronger systematic generalisation the bigger the difference between respective reliable and deceptive instructions. Positive and negative labels refer to atomic positive or negative instruction respectively pointing to one of the two objects present. In disjunction 2 choices the instructions refers to two objects, but only the second is present in the map. Disjunction 2 choices points to two objects in a map with 4 items. Results are bolded where performance with reliable instructions is greater or equal than two times the respective performance with deceptive instructions.

| Minecraft | \(|X_1|\) | Atari-CNN (NA) | ResNet (WA) | Env-CNN\textsubscript{minecraft} (SA) | Env-CNN\textsubscript{minecraft} (SA) |
|-----------|--------|----------------|-------------|-------------------------------------|-------------------------------------|
| Instruction |       | Reliable       | Deceptive   | Reliable                             | Deceptive                           |
| Positive 6 | 3.89(0.12) | 3.92(0.09)     | 3.72(0.49) | 3.42(0.81)                         |                                     |
| 20        | 4.14(0.07) | 4.16(0.09)     | \textbf{3.30}(1.83) | \textbf{1.10}(1.38)                 |                                     |
| Negative 6 | 3.82(0.18) | 3.81(1.10)     | 3.52(0.52) | 3.49(0.68)                         |                                     |
| 20        | 3.94(0.13) | 3.97(0.09)     | \textbf{3.09}(1.73) | \textbf{1.26}(0.93)                 |                                     |
| Disjunction 6 | 2.56(0.23) | 2.59(0.57)     | 2.29(0.12) | 2.51(0.69)                         |                                     |
| 2 choices | 20     | 2.63(0.23)     | 2.68(0.57) | 2.16(0.12) | 2.23(0.69) | \textbf{2.53}(4.79) | \textbf{0.57}(0.29) | 2.54(0.67) | 1.37(0.06) | 2.82(0.67) | 1.07(0.90) |

| Minigrid   | \(|X_1|\) | Atari-CNN (WA) | ResNet (NA) | Env-CNN\textsubscript{minigrid} (SA) | Env-CNN\textsubscript{minigrid} (SA) |
|-----------|--------|----------------|-------------|-------------------------------------|-------------------------------------|
| Instruction |       | Reliable       | Deceptive   | Reliable                             | Deceptive                           |
| Negative 6 | 2.83(0.96) | 0.44(0.25)     | 3.02(1.37) | 2.97(1.39)                         |                                     |
| 20        | 2.77(0.79) | 0.34(0.10)     | \textbf{5.05}(1.27) | \textbf{0.20}(0.10)                 |                                     |
| Disjunction 6 | 4.21(0.46) | 0.84(0.50)     | 4.02(0.39) | 3.68(0.59)                         |                                     |
| 2 choices | 20     | 3.42(0.97)     | 1.14(0.48) | \textbf{5.03}(0.59) | \textbf{1.75}(0.77)                 |                                     |
| Disjunction 6 | 2.83(0.93) | 0.90(0.41)     | 3.52(0.79) | 3.86(1.30)                         |                                     |
| 2nd choice | 20     | 2.11(1.42)     | 1.06(0.32) | 2.60(0.74) | 2.37(1.03) | \textbf{1.68}(1.25) | \textbf{0.75}(0.27) | 2.81(0.79) | 0.88(0.55) | 1.91(0.76) | 1.28(0.4) |

5 Related work

This work bridges the fields of systematic generalisation with formal methods in RL. Here we include the most relevant literature from each field to this research:

**Systematic Generalisation.** Generalisation beyond training instructions has been widely studied in the RL literature. For instance, [Oh et al. (2017)] presents a framework that relies on hierarchical RL and task decomposition of instructions in English to enhance generalisation in DRL. Later work from [Mao et al. (2019)] introduces a neuro-symbolic concept learner that jointly learns visual concepts, words, and semantic parsing of sentences from natural supervision. [Yu, Zhang, and Xu (2018)] present a model that reports strong generalisation in a 2D environment that is aimed at language understanding for positive instructions. Closer to our line of work, there is growing literature focused on finding the right drivers, e.g., fixed perspectives and varied training data, enabling systematic learning from natural language instructions (see e.g., Smolensky (1988); Bahdanau et al. (2019); Lake (2019)). Recent work [Hill et al. (2020)] suggests that systematic generalisation is not a binary question, but an emergent property of agents interacting with a situated environment (McClelland et al. 2010) and explores the drivers that enable agents generalise an abstract operator such as negation. We expand the state of this line of works by first, providing evidence that systematic learning can emerge with logic operators from as few examples as with positive instructions, second, giving evidence that the CNN architecture is a key driver—that previous research was oblivious about—towards generalisation.

**Reinforcement Learning and Temporal Logic.** Training autonomous agents to solve multi-task goals expressed in temporal logic is drawing growing attention from the research community. Examples include following instructions
Table 3: Results from a set of 200 maps with zero-shot complex instructions, i.e., longer than training instructions composed by various zero-shot tasks. Steps refers to the number of actions per instruction needed by the agents (a random walker requires 110 steps in average). The highest value over all networks is bolded.

| $|X_1|$ | Atari-CNN (NA) | ResNet (WA) | Env-CNN_minecraft (SA) | Env-CNN_ref_minecraft (SA) |
|------|----------------|-------------|------------------------|---------------------------|
| 6    | 2.45 (0.25)   | 26.28 (4.96) | 2.68 (0.65)            | 49.26 (28.89)             |
| 20   | 2.99 (0.21)   | 20.96 (1.50) | 3.49 (0.68)            | 27.36 (5.20)              |
|      | 3.08 (1.49)   | 49.1 (25.79) | 7.45 (3.36)            | 32.84 (6.79)              |
|      | 2.74 (1.78)   | 56.51 (22.87)| 5.49 (1.21)            | 38.18 (9.66)              |

expressed as TL formulae by using logic progression and RL (Littman et al. 2017; Andreas, Klein, and Levine 2017), tackling continuous-action environments (Yuan et al. 2019), multi-agent systems (Leon and Belardinelli 2020) and studies on the applicability of different TL languages (Camacho et al. 2019). Complex goals expressed as temporal formulae can also be easily decomposed by using other techniques, including finite state automata (De Giacomo et al. 2019; Icarte et al. 2018) and progression (Toro Icarte et al. 2018). Consequently, those works focus on solving non-Markovian models by extending the state space in a minimal form (to minimally impact the state space) so that the RL agent learns from an equivalent Markovian model, where an optimal behavior is also optimal in the original system (Bacchus, Boutilier, and Grove 1996; Brafman, De Giacomo, and Patrizi 2018). A drawback of the mentioned literature is their exclusive focus on learning to solve training tasks. For this reason [Kuo, Katz, and Barbu 2020] targets generalisation of temporal logic instructions with DRL at the expense of requiring an additional neural network for each new symbol or object encountered. Our work advances the state of the art by presenting a framework that can execute zero-shot TL formulae while relying on a single neural network.

### 6 Discussion and conclusions

We present a framework that can execute unseen formal instructions while learning from a limited number of instructions. With respect to generalisation, an obvious limitation of our work is the use of regular gridworlds in our experiments. However, this does not lessen our contribution since previous closely-related work have struggled to provide evidence of generalisation with abstract operators. Using the same form of negation, we find that the CNN architecture plays a key role when learning from limited examples. Still, we observe that the ResNet used in [Hill et al.] shows evidence of generalising negation with 20 instructions in both settings. This also contrasts with [Hill et al.] where the ResNet performed barely better than random when trained with 40 negated instructions. We find that this difference comes from our use of a validation set, not common in RL literature and consequently not present in [Hill et al.]. We provide empirical evidence in Appendix D.

With respect to formal methods and RL (FM-RL) literature, we use a language that is less expressive than the latest contributions in the field. This constraint was needed to carry a careful experimental evaluation of the systematic learning with the different types of instructions. Given the positive results, more expressive languages can be used in future iterations. Nevertheless, we present the first framework that, leveraging on a learning-oriented syntax and the compositional structure of logical formulae, is capable of executing zero-shot complex formulae in temporal logic while relying on a single network. As anticipated in Sec. 5, this contrasts with dominant methods in the FM-RL literature that rely on a new policy network per task (e.g., De Giacomo et al. 2019; Icarte et al. 2019) or a new network per word (Kuo, Katz, and Barbu 2020).

Concluding remarks. We presented a foundational study that acts as a bridge between the areas of DRL, FM and systematic generalisation. Our framework demonstrates the possibility of generalise to unseen multi-task TL formulae, where future works may applying more sophisticated symbolic modules such as reward machines or automata. We have empirically proved that systematic learning can emerge with abstract operators such as negation from as few as 6 instructions. Hence, we plan exploring more expressive language without requiring large numbers of training instructions for new symbols. In the context of generalisation, it has been demonstrated that convolutional layers play in how agents generalise. In our case, exploiting prior-knowledge of the environment – the tile resolution of the gridworld – was key to achieve better agents. Our findings suggest that when aiming generalisation in real-world environments, where prior-knowledge cannot be directly applied, it may be worth finding a suited CNN architecture rather than simply training a generic configuration. Literature on meta-learning and evolutionary techniques (Elsken et al. 2019; Song et al. 2020) provide methods to automatically search well-suited architectures and could be beneficial for future works targeting generalisation.
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A  Experiment details

Here we provide further details about the experimental setting and training procedure.

A.1  Architecture configurations

Figure 2 includes schemes of the neural network architectures from Section 4. On the left, we see the general setting for Minecraft, where tasks instructions are embedded within the observation, and MiniGrid, where instructions are given in a separated channel. Note that we intentionally use a significantly different number of channels in the last layers with Env-CNN subnetworks. We do this to evidence that the number of channels in the visual embedding does not affect the ability of SA architectures to generalise training instructions. In Sec 4 we observed that both SA architectures show good generalisation performance in their respective settings.

A.2  Environment

Map generation. Training maps are procedurally-generated with a random number of objects that range from 2 to 8, there are no restrictions on the number of objects on a training map that can be the same as long as one of the objects solves the current task. As explained in the main text, the action set consists of 4 individual actions in Minecraft: Up, Down, Left, Right, that move the agent one slot from its current position according to the given direction; and 3 actions in MiniGrid: Forward, Turn Left, Turn Right. If the agent moves against a wall, its position remains the same. Note that moving against walls is discouraged by the internal reward function that provides a negative reward at each timestep if the agent has not solved the current task.

Instruction generation. Instructions are procedurally generated with objects from the corresponding set. For instance, with the small setting we have 6 different objects, meaning that agents are learning the negation operator from 6 training instructions. Consequently, the total number of training instructions in the small setting is 42 (6 positive, 6 negative and 30 disjunctions—we do not instruct disjunctions with the same object twice–).

Object-set generation. In the Minecraft-inspired environment, we procedurally generate objects as a random matrix of 9x9 values. Small and large training sets use 6 to 20 procedural objects as described in the main text. For validation and test sets we use 6 objects respectively. In MiniGrid, objects are not procedural values but compositions of colors, e.g., red, and shapes, e.g., key. Here the small set uses 2 shapes and 3 colors while training with negative instructions and disjunction. In validation we use an additional shape combined with training colors. In test we use 2 new colors, the validation shape and a new test shape. In the large setting, training has 4 shapes and 5 colors, an additional shape with training colors for validation, and 2 new colors with a test shape and the validation shape in test.

Rewards. In both settings the agents received a penalisation of -1 when reaching an object that does not satisfy the task, and +1 when the opposite occurs. We explored different penalisation values per time-step to stop the agents from local-optima policies, e.g., not reaching any object, while still making beneficial avoiding undesired objects when possible. We did a grid-search in the range $[-0.01, -0.2]$ and achieved the best results with -0.1 in Minecraft and -0.05 in MiniGrid.

A.3  Training hyperparameters and plots

The A2C algorithm uses a learning rate of $8e^{-5}$, this value for the learning rate is the one that gave us the best results when doing grid search between $1e^{-5}$ and $1e^{-3}$, except for the ResNet that shows better results with the value of $2e^{-5}$ that we use in the experiments. The entropy and value loss regularization terms are $1e^{-3}$ (best results we found in the range $[1e^{-4}, 0.0]$ and 0.5 (as in [Mnih et al. 2016]) respectively. The expected-reward discount factor is 0.99, which is typical value for this term. Batch size is set to 512 values, which gives the best results in the range of $(128, 2048)$.

Figure 3 shows the training and validation plots of the runs evaluated in Sec. 4. For each run we selected the weights that achieve the peak performance in the validation set.

A.4  Hardware

The various architectures were trained on computing clusters with GPUs such as Nvidia Tesla K80, Tesla T4 or TITAN Xp. We employed Intel Xeon CPUs and consumed 7 GB of RAM per 5 independent runs working in parallel. Each experiment typically takes 2 days to train on this hardware. All the results presented in the main text and supplementary material are obtained from the aforementioned five independent runs per experiment.

A.5  Complex instructions

Table 4 contains the five complex instructions that we use to test our agent. The first two are the hardest specifications obtained from the aforementioned five independent runs per 5 independent runs working in parallel. Each experiment typically takes 2 days to train on this hardware. All the results presented in the main text and supplementary material are obtained from the aforementioned five independent runs per experiment.

B  Symbolic Module

In this section we include the pseudo-code of the of the symbolic module, whose procedures are explained in Sec. 3.2 of the main text.

Algorithm 1 in the main text details the Symbolic Module (SM), which given a TTL instruction $\phi$, decomposes the instruction into atomic tasks $T$ to be solved by the Neural Module (NM). Algorithm 2 details the extractor $E$, an internal function of the SM that given the instruction formula generates a set $K$ of sequences of tasks that satisfy $\phi$. Algorithm 3 refers to the progression function $P$, which updates $K$ according to the true evaluation $p$ given by the internal labelling function $L_I$ that indicates to the SM how the previous task was solved.
Disjunction 2 choices, both objects are present in the map. “Disjunction 1st choice” refers to those where only the first object within the instruction is present in the map. “Disjunction 2nd choice” is a similar setting with the second object. In “Disjunction 2 choices” both objects are present in the map. As detailed in the main text, agents learning compositionally should be able to follow the zero-shot formulae and consequently do well with reliable instructions while poorly with deceptive ones.

C Disjunction results

This section includes the results with disjunction anticipated in Sec. 4.

Table 5 shows the results of the different architectures when following reliable, i.e., pointing to the right object, and deceptive, i.e., pointing to the wrong object, zero-shot instructions with a non-deterministic choice. Instructions labelled “Disjunction 1st choice” refer to those where only the first object within the instruction is present in the map. “Disjunction 2nd choice” is a similar setting with the second object. In “Disjunction 2 choices” both objects are present in the map. As detailed in the main text, agents learning compositionally should be able to follow the zero-shot formulae and consequently do well with reliable instructions while poorly with deceptive ones.

D The struggle with negated instructions

This section section aims to bring light to an apparent contradiction between our empirical results and those from the state-of-the-art about generalisation with negation (Hill et al. 2020).

In particular, consider the TTL task copper ∼, which intuitively means “get something different from copper”. When agents overfit they no longer interpret the negation operator as a separated element, but rather as if the operator was part of the object’s name. Consequently, for an overfitting agent, copper ∼ is a single word that represents all the objects of the training set except copper. This overfitting phenomena produces policies that, when facing non-training objects, are no longer able to interpret negation correctly, leading to a behavior different from what an agent learning systematically is expected to do. We find that this phenomena, first described in Hill et al. (2020), happens only after agents overfit to the training set. This means that through a validation set, we can perform early stopping – as we do in Sec. 4 – and use policies that correctly generalise to new instructions without requiring a larger number of training instructions.

Table 6 presents the results of an ablation study about the use of a validation set with a ResNet agent trained until convergence in the Minecraft large training set. We see that there is little difference with positive instructions, but results are completely opposite in the case of negated tasks, that go from an agent correctly generalising negation – when applying a validation set and early stopping – to one that does the opposite from what the specification requires – when no validation set is used –. Consequently, the struggle with negated instructions in previous research seems to be motivated by the different ways deep learning overfits when learning different abstract operators.

E Requirements for Logical Operators

Below we include additional details about the requirements we faced when aiming a neuro-symbolic agent that gener-
Figure 3: Train and validation plots with the different population sizes and 5 independent runs. Light colors refer to performance with training objects, whereas dark refer to validation objects. Lines refer to the median while shaded areas represent the 25-75 quartile difference.
We believe the difference was caused because affirmative
when learning positive and negative instances concurrently
formulas are represented with one symbol, e.g., “get wood”
put processed by the convolutional layer. Thus, the order is
the specification as a whole, as part of the observational in-
concurrently, while, when placed otherwise, the agent focus
training. Specifically, placing the negation symbol after the
the negation operator impacted on the agent’s behavior in
We believe that this result is not related to linguistic pro-
3 in the Minecraft-inspired environment.

| Minecraft | | | | |
|---|---|---|---|---|
| Instruction | | | | |
| Disjunction 6 | 3.39 (0.10) | 2.12 (0.02) | 2.89 (0.30) | 2.04 (0.09) |
| 1st choice 20 | 3.60 (0.00) | 2.18 (0.03) | 2.67 (1.20) | 1.77 (1.03) |
| Disjunction 6 | 3.25 (0.23) | 2.13 (0.03) | 2.83 (0.48) | 2.02 (0.17) |
| 2nd choice 20 | 3.60 (0.09) | 2.17 (0.02) | 2.89 (1.28) | 1.65 (0.20) |
| Disjunction 6 | 2.56 (0.23) | 2.59 (0.57) | 2.29 (0.12) | 2.51 (0.69) |
| 2 choices 20 | 2.63 (0.23) | 2.68 (0.57) | 2.16 (0.12) | 2.23 (0.69) |

| Minigrid | | | | |
|---|---|---|---|---|
| Instruction | | | | |
| Disjunction 6 | 2.48 (0.57) | 0.93 (0.30) | 3.73 (0.61) | 3.64 (1.29) |
| 1st choice 20 | 2.99 (0.86) | 1.01 (0.36) | 6.14 (0.82) | 1.49 (0.83) |
| Disjunction 6 | 2.83 (0.93) | 0.90 (0.41) | 3.52 (0.79) | 3.86 (1.30) |
| 2nd choice 20 | 2.11 (1.42) | 1.06 (0.32) | 2.60 (0.74) | 2.37 (1.03) |
| Disjunction 6 | 4.21 (0.46) | 0.54 (0.50) | 4.02 (0.39) | 3.68 (0.59) |
| 2 choices 20 | 3.42 (0.97) | 1.14 (0.48) | 5.03 (0.59) | 1.75 (0.77) |

Table 4: Complex instructions used in Table 3 in the main text. The 6 objects included in these instructions belong to the test set \( \mathcal{X}_2 \) in the Minecraft-inspired environment.

Table 5: Complete results in BCMs with disjunctions. Results are bolded where performance with reliable instructions is greater or equal than two times the respective performance with deceptive instructions.

| \( |X_1| \) | Atari-CNN (NA) | ResNet (WA) | Env-CNN\text{\_minecraft} (SA) | Env-CNN\text{\_RFminigrid} (SA) |
|---|---|---|---|---|
| | Reliable | Deceptive | Reliable | Deceptive | Reliable | Deceptive | Reliable | Deceptive |
| Disjunction 6 | 2.48 (0.57) | 0.93 (0.30) | 3.73 (0.61) | 3.64 (1.29) | 2.09 (1.20) | 0.95 (0.64) | 2.61 (0.58) | 0.39 (0.06) |
| 1st choice 20 | 2.99 (0.86) | 1.01 (0.36) | 6.14 (0.82) | 1.49 (0.83) | 2.61 (0.58) | 0.95 (0.64) | 2.99 (0.77) | 1.31 (0.34) |
| Disjunction 6 | 2.83 (0.93) | 0.90 (0.41) | 3.52 (0.79) | 3.86 (1.30) | 1.68 (1.25) | 0.75 (0.27) | 2.81 (0.79) | 0.88 (0.55) |
| 2nd choice 20 | 2.11 (1.42) | 1.06 (0.32) | 2.60 (0.74) | 2.37 (1.03) | 1.81 (0.52) | 0.50 (0.08) | 1.91 (0.76) | 1.28 (0.42) |
| Disjunction 6 | 4.21 (0.46) | 0.54 (0.50) | 4.02 (0.39) | 3.68 (0.59) | 2.67 (1.49) | 0.79 (0.54) | 4.06 (0.74) | 0.63 (0.44) |
| 2 choices 20 | 3.42 (0.97) | 1.14 (0.48) | 5.03 (0.59) | 1.75 (0.77) | 3.13 (0.47) | 0.37 (0.09) | 2.72 (0.97) | 1.58 (0.38) |

is represented as "wood"; while negation is represented by
two symbols, e.g., "get an object different from wood" as
"wood ~". By placing the negation operator after the object
we force the neural network to "observe" the first two inputs
to differentiate affirmative tasks from negative ones. An
alternative approach that could have a similar effect is adding an
explicitly positive operator so that both negative and positive
formulas have the same length.

E.1 Negation

When learning positive and negative instances concurrently
using visual instructions, we noticed that the position of
the negation operator impacted on the agent’s behavior in
training. Specifically, placing the negation symbol after the
negated object helps the agent to learn both types of instances
currently, while, when placed otherwise, the agent focus
only on the positive tasks first, which can lead to saddle
points.

We believe that this result is not related to linguistic pro-
cessing. Note that all of our architectures in Minecraft process
the specification as a whole, as part of the observational input
processed by the convolutional layer. Thus, the order is
not important from the point of view of temporal processing.
We believe the difference was caused because affirmative
formulas are represented with one symbol, e.g., "get wood"
alises the negation and non-deterministic choice operators.

E.2 Non-deterministic Choice

Training the agent to effectively learn non-deterministic
choice \( \cup \) required episodes where only one of the two dis-
juncts of the non-deterministic choice was present, as well as
some other episodes with the two objects present simultane-
ously. Intuitively, if we have the instruction "get axe or get
gold", there should be training episodes where gold is present
in the map, but there are no axes, and similarly, other maps
where there are axes, but there is not gold. This prevents the
Table 6: Results from a ResNet in the Minecraft setting when using a validation set or not, i.e., the latter are the results from an agent that is overfitting to the training set. We see that the different behaviours with positive and negative when the agent is overfitting align with the results from Hill et al. (2020). Results are bolded where performance with reliable instructions is greater or equal than two times the respective performance with deceptive instructions.

| Positive instructions | Reliable - No validation | Deceptive - No validation | Reliable - Validation | Deceptive - Validation |
|-----------------------|--------------------------|---------------------------|-----------------------|------------------------|
| 3.08(1.02)            | 1.34(0.65)               | 3.30(0.49)                | 1.10(0.81)            |
| Negated instructions  | 1.18(0.46)               | 1.61(0.72)                | 3.09(0.49)            | 1.26(0.93)             |

Algorithm 2: Extractor function that obtains the list-of-lists with the possible sequences of tasks.

1: Function \( E \), Input: \( \phi \)
2: Initialize the list \( K \) with an empty sequences of tasks \( Seq_0 \)
3: for each atomic task \( T \in \phi \) do
4: if \( T \) is not a non-deterministic choice then
5: for all \( Seq \in K \) do
6: \( Seq.append(T) \)
7: end for
8: else
9: Save the first element: \( FC \leftarrow T[0] \)
10: Save the last element: \( SC \leftarrow T[-1] \)
11: \( Nseqs \leftarrow length(K) \)
12: for all \( Seq \in K \) do
13: Generate a clone: \( Seq' \leftarrow Seq \)
14: \( K_.append(Seq') \)
15: end for
16: for \( i \) in range(length(\( K \))) do
17: if \( i < Nseqs \) then
18: \( K[i].append(FC') \)
19: else
20: \( K[i].append(SC') \)
21: end if
22: end if
23: end for
24: end if
25: return \( K \)

Algorithm 3: Progression function that returns the next task to be solved.

1: Function \( P \), Input: \( K, p \)
2: if \( p \neq \emptyset \) then
3: for all \( Seq \in K \) do
4: if \( p \) fulfills \( Seq[0] \) then
5: \( Seq.pop(Seq[0]) \)
6: else
7: \( K.pop(Seq) \)
8: end if
9: end for
10: end if
11: \( T \leftarrow \emptyset \)
12: if \( K \) is not \( \emptyset \) then
13: Select the head \( T \) of a sequence in \( K \):
14: if \( T \equiv \alpha \) then
15: //Aiming to form a non-deterministic choice
16: for all \( Seq \in K \) do
17: if \( T =: Seq[0] \) then
18: continue
19: else if \( Seq[0] \equiv \alpha \) then
20: \( T \leftarrow T \lor Seq[0] \)
21: return \( T \)
22: end if
23: end for
24: end if
25: end if
26: return \( T \)

**Definition 4.** Translation \( \tau \) from \( TTL \) to \( LTL_f \) is defined as follows:

\[
\begin{align*}
\tau(\alpha) &= \diamond p_\alpha, \text{ where } p_\alpha \text{ is the fulfillment condition associated with task } \alpha \\
\tau(\alpha \sim) &= \diamond(\lor \beta \land p_\beta) \land \neg p_\alpha) \\
\tau(\alpha \lor \alpha') &= \tau(\alpha) \lor \tau(\alpha') \\
\tau(T \lor T') &= \tau(T) \lor \tau(T') \\
\tau(T; T') &= \begin{cases} 
\phi(p_\alpha \land \tau(T)) & \text{if } T = \alpha \\
\phi((\lor \beta \land p_\beta) \land \neg p_\alpha) \land \tau(T) & \text{if } T = \alpha \sim \\
\phi((\lor \beta \land p_\beta) \land (\lor \beta) \land \neg p_\alpha) \land \tau(T) & \text{if } T = \alpha \lor \alpha' \\
\tau(T_1; (T_2; T')) & \text{if } T = T_1; T_2 \\
\tau((T_1; T') \lor (T_2; T')) & \text{if } T = T_1 \lor T_2 
\end{cases}
\end{align*}
\]

We immediately prove that translation \( \tau \) preserve the interpretation of formulae in \( TTL \).

**Proposition 1.** Given a model \( N \) and trace \( \lambda \), for every agent from biasing with the object that appears either in the first or second position of the instruction. Additionally, the agent should also interact with episodes where both objects are present. Otherwise, the policy network of the agent will allocate a similarly high probability to go after the two objects, instead of to the one that is closer or "safer", i.e., far from non-desired objects.

**F Translating TTL into \( LTL_f \)**

It can be easily inferred that our task temporal logic (TTL) is a fragment of the more popular linear-time temporal logic over finite traces (\( LTL_f \)) (Baier and Katoen, 2008). The syntax of \( LTL_f \) is defined as follows:

\[
\varphi ::= p \mid \neg \varphi \mid \varphi_1 \land \varphi_2 \mid \Diamond \varphi \mid \varphi_1 \lor \varphi_2
\]

Note that both TTL and \( LTL_f \) are defined over finite traces. Below we provide truth-preserving translations of TTL into

\[ LTL_f. \]

\[ \text{Algorithm 2: Extractor function that obtains the list-of-lists } \]

\[ \text{Algorithm 3: Progression function that returns the next task to be solved.} \]

**Definition 4.** Translation \( \tau \) from \( TTL \) to \( LTL_f \) is defined as follows:

\[
\begin{align*}
\tau(\alpha) &= \diamond p_\alpha, \text{ where } p_\alpha \text{ is the fulfillment condition associated with task } \alpha \\
\tau(\alpha \sim) &= \diamond\left((\lor \beta \land p_\beta) \land \neg p_\alpha\right) \\
\tau(\alpha \lor \alpha') &= \tau(\alpha) \lor \tau(\alpha') \\
\tau(T \lor T') &= \tau(T) \lor \tau(T') \\
\tau(T; T') &= \begin{cases} 
\phi(p_\alpha \land \tau(T)) & \text{if } T = \alpha \\
\phi((\lor \beta \land p_\beta) \land \neg p_\alpha) \land \tau(T) & \text{if } T = \alpha \sim \\
\phi((\lor \beta \land p_\beta) \land (\lor \beta) \land \neg p_\alpha) \land \tau(T) & \text{if } T = \alpha \lor \alpha' \\
\tau(T_1; (T_2; T')) & \text{if } T = T_1; T_2 \\
\tau((T_1; T') \lor (T_2; T')) & \text{if } T = T_1 \lor T_2
\end{cases}
\end{align*}
\]

We immediately prove that translation \( \tau \) preserve the interpretation of formulae in \( TTL \).

**Proposition 1.** Given a model \( N \) and trace \( \lambda \), for every
In the main body of this work we stated that TTL is a fragment of LTL$_f$, and supported such claim by explaining that translations $\tau_1$ and $\tau_2$ preserve the interpretation of formulae in TTL. We include now a detailed proof for this claim:

**Proposition 2.** Given a model $\mathcal{N}$ and trace $\lambda$, for every formula $T$ in TTL,

$$(\mathcal{N}, \lambda) \models T \iff (\mathcal{N}, \lambda) \models \tau(T)$$

**Proof.** The proof is by induction on the structure of formula $T$. The base case follows immediately by the semantics of TTL and LTL$_f$.

As for the induction step, the case of interest is for formulae of type $T; T'$. In particular, consider the case for $T = \alpha$. We then have that $(\mathcal{N}, \lambda) \models \alpha; T'$ iff for some $0 \leq j < |\lambda|$, $(\mathcal{N}, \lambda[0, j]) \models \alpha$ and $(\mathcal{N}, \lambda[j + 1, |\lambda|]) \models T'$. By induction hypothesis, this is equivalent to $(\mathcal{N}, \lambda[0, j]) \models \diamond p_{\alpha}$ and $(\mathcal{N}, \lambda[j + 1, |\lambda|]) \models \tau(T')$. Finally, this is equivalent to $(\mathcal{N}, \lambda) \models \diamond(p_{\alpha} \land \tau(T'))$. The other cases are dealt with similarly.

Finally, the case for $T \cup T'$ follows by induction hypothesis and the distributivity of $\diamond$ over $\lor$. $\square$