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A central dogma in immunology is that antibody specificity is a function of the variable (V) region. However serological analysis of IgG1, IgG2a, and IgG2b switch variants of murine monoclonal antibody (mAb) 3E5 IgG3 with identical V domains revealed apparent specificity differences for Cryptococcus neoformans glucuronoxylomannan (GXM). Kinetic and thermodynamic binding properties of mAbs 3E5 to a 12-mer peptide mimetic of GXM revealed differences in the affinity of these mAbs for a monovalent ligand, a result that implied that the constant (C) region affects the secondary structure of the antigen binding site, thus accounting for variations in specificity. Structural models of mAbs 3E5 suggested that isotype-related differences in binding resulted from amino acid sequence polymorphisms in the C region. This study implies that isotype switching is another mechanism for generating diversity in antigen binding and that isotype restriction of certain antibody responses may reflect structural constraints imposed by C region on V region binding. Furthermore, isotype affected the polyreactivity of V region identical antibodies, implying a role for C region in determining self-reactivity.

Antibodies are heterodimeric proteins composed of two heavy (H)2 and two light (L) chains. Each H and L chain contains a V domain that when combined defines the antigen (Ag) binding site. In the mammalian genome, there are five major classes of heavy constant (CH) domains that determine Ab isotype. These are usually assumed to have effector functions without directly affecting the Ag binding affinity and/or specificity. However, the CH domains are known to contribute to the apparent affinity through avidity effects that result from the polyvalent nature of certain immunoglobulins (Ig) classes. Hence, the classical view of Ig function is that the V domains are solely responsible for Ab affinity and specificity, whereas the C region is responsible for the biological properties such as complement activation, Fc receptor binding, avidity, and serum half-life (1). This concept posits that when B cells switch from one CH region to another, the avidity and effector functions of an Ab change without altering the specificity for the antigen (2). However, V region-identical Abs have been reported to manifest differences in the magnitude of binding to Ag, fine specificity, and idiotypic (Id) recognition (3–7), thus challenging this central immunological dogma.

A critical condition for Ab-Ag binding is the formation of a specific complex between the Ab and the Ag. Understanding the interaction of these two biological macromolecules requires detailed knowledge of the structure and functional characteristics of the complex. The structure of the Ab-Ag complex can be described using x-ray crystallography and computer-generated structural models. The functional activity can be described by the kinetic rate constants (k_{on/off}), equilibrium constants (K), and thermodynamic parameters of the binding complex. The equilibrium constant is related to the Gibbs free energy of binding (ΔG) by the relationship ΔG = −RTlnK = ΔH − TΔS. A net negative change in ΔG indicates successful binding interactions, and the magnitude of this change directly determines the binding affinity. ΔG involves and is modulated by two other thermodynamic parameters, the enthalpy change (ΔH) and the entropy change (ΔS) (8, 9). Enthalpy describes heat changes resulting from molecular interactions at the binding site involving electrostatic, hydrophobic, hydrogen bonds, and van der Waals intermolecular interactions, whereas entropy changes reflect the net conformational, stereoechemical, and structural perturbations that occur within the interacting entities or in the surrounding solvent molecules (8, 9).

Our previous studies using a family of mouse-human chimeric (ch) Abs and two families of murine IgG isotype switches demonstrated that isotype contributes to Ab fine specificity differences for multivalent Ags by showing differences in binding and Id recognition for these mAbs to their Ags (7, 10). Those studies relied entirely on serological methods to investigate binding differences. To formally prove the notion that the CH region affects binding to a monovalent ligand, we have used surface plasmon resonance (SPR) in a Biacore system. SPR allows measurements of the formation and dissociation of com-
plexes, in real time and in a label-free environment. Using SPR analysis we determined the kinetic and thermodynamic constants for the interaction of V region-identical IgG1, IgG2a, IgG2b, and IgG3 with a monovalent Ag in the form of peptide mimetic. The binding kinetics are best described by a two-state bimolecular association model consistent with an Ab and Ag encounter step followed by a docking step, which may include conformational rearrangements. Consequently, the results presented here indicate kinetic and thermodynamic variations that imply diverse Ab-Ag interactions within IgG molecules expressing different CH₄ regions but identical V regions.

**EXPERIMENTAL PROCEDURES**

**mAbs and Peptides**—GXM-binding mAb 3E5 (IgG₃) was produced by a hybridoma isolated from a mouse immunized with a GXM-tetanus toxoid conjugate vaccine (11). The IgG₁, IgG₂a, and IgG₂b switch variants of 3E5 IgG₃ were generated in vitro by sib selection (12). Members of the mAb 3E5 family share identical V₄₄ and V₅₄ sequences (7). All murinem mAbs were purified by protein A or G affinity chromatography (Pierce) from hybridoma culture supernatants and dialyzed against PBS. mAb concentration was determined by ELISA and Bradford measurements. All Abs were tested by PAGE to verify their integrity and correct molecular weight. mAbs 3E5 were analyzed by MALDI-TOF (matrix-assisted laser desorption ionization time-of-flight) mass spectrometry at the Laboratory for Macromolecular Analysis, Albert Einstein College of Medicine, to confirm the absence of mAb aggregates (7, 13). Peptide mimetic P1 (SPNQHTPPWMLK) (7) was synthesized and biotinylated by the Laboratory for Macromolecular Analysis, Albert Einstein College of Medicine.

**Generation of Fabs**—Fabs were generated from mAbs 3E5 IgG₂a and 3E5 IgG₃. mAb 3E5 IgG₂a was dialyzed against 20 mM Na₂PO₄, 10 mM EDTA, pH 7.0, and 0.8 mM dithiothreitol with an 1:1 mixture of N-ethyl-N’-(dimethylaminopropyl)-carbodiimide (Pierce) and ethylenediamine (Sigma-Aldrich), pH 8.5. mAb 3E5 IgG₃ was dialyzed against 20 mM Tris-NaCl, pH 7.4, and 0.8 mM dithiothreitol before enzymatic digestion. Papain digestion was carried out overnight at room temperature in 20 mM Na₂PO₄, 10 mM EDTA, pH 7.0, and 0.8 mM dithiothreitol with an E:S ratio of 1:20. mAb 3E5 IgG₃ was digested against 20 mM Tris- NaCl pH 7.4, before enzymatic digestion. Papain digestion was carried out overnight at room temperature in 20 mM Tris- NaCl, pH 7.4, and 0.8 mM dithiothreitol with an E:S ratio of 1:20. After digestion, Fab molecules from both mAbs were purified by protein A affinity chromatography (Pierce) and dialyzed against at least two changes of PBS.

**GXM-3E5 mAbs Binding ELISA at Different pHs**—Polymeric plates were coated with a 5 μg/ml solution of GXM in PBS, incubated 1.5 h at 37 °C, and blocked overnight at 4 °C with 1% BSA in PBS. mAbs 3E5 were added at 50 μg/ml in 0.2 M phosphate buffer at pH ranging from 4.4 to 10.4 and serially diluted. The plates were incubated for 1.5 h at 37 °C. mAb binding was determined with alkaline-phosphatase-conjugated goat anti-mouse κ (Southern Biotech) and p-nitrophenyl phosphate substrate by measuring absorbance at 405 nm.

**GXM-3E5 mAbs Binding ELISA in Ethanol**—Polymeric plates were coated with a 5 μg/ml solution of GXM in PBS, incubated 1.5 h at 37 °C, and blocked with 1% BSA in PBS. mAb was added at 50 μg/ml in 5% ethanol, 1% BSA. Serial dilutions were made, and plates were incubated for 1.5 h at 37 °C. mAb binding was determined as above.

**Kinetic and Thermodynamic Parameters of Ag-Ab Formation**

**Polyreactivity ELISA**—mAbs 3E5 were screened for polyreactivity against a panel of antigens by ELISA. Polystyrene plates were coated overnight at 4 °C with actin (Sigma), tubulin (ICN), and thyroglobulin (Sigma) at 5 μg/ml in bicarbonate buffer, pH 9.6, and with double-stranded DNA (Sigma) and single-stranded DNA (Sigma) at 100 μg/ml in sodium citrate buffer, pH 6.0. Plates were blocked with 1% BSA in TBS for 2 h at 4 °C. mAbs were added at 50 μg/ml in 1% BSA/TBS and serially diluted. Plates were incubated overnight at 4 °C. mAbs binding was determined with alkaline-phosphatase-conjugated goat anti-mouse κ (Southern Biotech) and p-nitrophenyl phosphate substrate by measuring absorbance at 405 nm.

**Immobilization of 3E5 mAbs onto CM5 Chips**—The Biacore 3000 system and research grade sensor chip CM5 (Biacore) were used. mAbs and Fabs were immobilized on the surface of a CM5 chip through primary amino groups using reactive esters. The carboxylated matrix was first activated with 70 μM of a 1:1 mixture of N-ethyl-N’-(dimethylaminopropyl)-carbodiimide (Pierce) and ethanolamine (Sigma-Aldrich), pH 8.5.

**Biacore Binding Assays**—Peptide mimetic of GXM P1 was used to analyze the kinetic and thermodynamic parameters of the mAbs utilized in this study. This peptide was recovered from a peptide phase display library screened with 3E5 IgG₃, and it has been previously shown to bind all mAb 3E5 isotypes (7). The interaction of the mAb-peptide complexes was analyzed at 10, 15, 20, 25, 30, and 35 °C. Peptide P1 was tested at concentrations ranging from 1.56 to 200 μM at high flow rate (100 μl/min) in 0.2 mM KH₂PO₄/KH₂PO₄, pH 6.5, 150 mM KCl, and 0.05% P20. At the end of the dissociation phase, the surface was regenerated by injecting 50 μl of 50 mM ethanolamine in 50% ethylene glycol (Sigma-Aldrich) and 50 μl of 10 mM HCl. Nondonorivated flow cells served as a reference surface. The continuous flow ensured that no changes in analyte concentration occurred during the measurements. The availability of a constant free analyte concentration is particularly important for the determination of kinetic parameters. By using one of the flow channels as an in-line reference, a control is obtained on the same sample aliquot, eliminating the variations that occur with separate reference and sample measurements. Kinetic data were interpreted with BIAevaluation 4.1 software. Data for each group were analyzed globally using a two-state model to obtain the individual forward (k₊₁, k₊₂) and reverse (k₋₁, k₋₂) rate constants. The rate constants for each global fit were used to calculate the equilibrium constant (Kₑ).

\[ Kₑ = \frac{k₊₁}{k₋₁} \]  
\[ Kₑ = \frac{k₊₂}{k₋₂} \]  
\[ Kₑ = Kₑ(1 + Kₑ) \]

The Gibbs free energy changes (ΔG) were calculated from the equilibrium constants.
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FIGURE 1. Analysis of the association and dissociation rates constants by SPR. Van’t Hoff plots of the rate constants $k_{+1}$ (A), $k_{-1}$ (B), $k_{+2}$ (C), and $k_{-2}$ (D) for mAbs 3E5 binding to peptide P1. All data points were obtained from the BIAevaluation 4.1 software using a two-state model. Lines represent the best fit to a linear regression using a 95% confidence interval. Errors bars were calculated using propagation of error for S.E. of each assay.

$\Delta G_1 = -RT \ln K_{a1}$  
$\Delta G_2 = -RT \ln K_{a2}$  
$\Delta G = -RT \ln K_{a} = \Delta G_1 + \Delta G_2$  
$\Delta G = \Delta H - T \Delta S$

By rearranging the equations above, we can rewrite the relationship into

$\ln K_a = -\Delta H/RT + \Delta S/R$  
(Eq. 8)

By measuring $K_a$ as a function of temperature, one can draw a plot of $\ln K_{a1}$ (1/$K_{a1}$) versus 1/T. Ideally, this plot, known as a van’t Hoff plot, should yield a straight line with a slope of $-\Delta H/R$ and an intercept $\Delta S/R$. Enthalpy changes ($\Delta H$) were calculated from the slope of the van’t Hoff plot. Entropy changes ($\Delta S$) were calculated from the equation $\Delta G = \Delta H - T \Delta S$ by substituting the values of $\Delta G$ (from $\Delta G = -RT \ln K_a$) and assuming $\Delta H$ is constant with temperature. Equilibrium affinity constants were calculated without considering the errors of the rate constants.

Molecular Modeling—The variable domains of the heavy and light chains of mAbs 3E5 IgG1, IgG2a, IgG2b, and IgG3 sequences are identical. Thus, only one set of sequences corresponding to the $V_H$ and $V_L$ sequences of 3E5 IgG1, with accession numbers AAT81538 and AAT81540, were downloaded from GenBank$^\text{TM}$ (14). Each sequence was used to scan the Protein Data Bank (15) using PSI-BLAST (16) with default parameters. PSI-BLAST outputs were filtered using BlastProfiler (17) to select templates with the highest sequence coverage and high sequence identity. Selected templates were inspected manually to choose those with the highest crystallographic quality. The models were built with MODELLER (18, 19), combining two experimental structures as templates for each sequence. A common structure for all sequences (Protein Data Bank code 2h1p), was used as template for $V$ and $C$ regions of both the $L$ and $H$ chains and a specific template for the $C_{H1}$ domain depending on the Ab isotype (Protein Data Bank codes 1sbs, 1jgu, 2cgr, and 1pz5 for IgG1, IgG2a, IgG2b, and IgG3, $C_{H1}$ domain, respectively). The 2h1p structure corresponds to the experimental three-dimensional structure of anti-GXM mAb 2H1 with peptide mimetic of GXM PA1. The average sequence identity between target sequences and templates was greater than 90%, assuring high quality models (19). Five models were generated for each mAb, and the one with lowest energy (according to MODELLER energy function) was selected and further analyzed with PROSA-II (20) and PROCHECK (21) to determine the quality of the models.

Identifying “Highly Connected” Regions—Structural models were submitted to the SARIG (structural analysis of residue interaction graphs) server (22). The SARIG server converts protein structures into residue interaction graphs (RIGs) in which amino acid residues serve as the nodes of the graph and their interatomic contacts with each other are the graph edges. SARIG analyzes the so-called closeness of the residue(s). Closeness is a property that measures how close each node (or residue) is to all other nodes in the network. The distance is defined as the length of the shortest path between the two nodes. Closeness values are expressed in Z-scores and thus are standardized by the standard deviation from the mean value calculated for each protein structure. It was shown that functionally important residues typically have high closeness values. Residues with high closeness values, i.e. highly connected ones, may interact directly or through intermediates (allostery) with other residues of the protein.

RESULTS

One-step Versus Two-step Kinetic Models—We chose the two-state model based on the proposal that these mAbs may have changes in their Fab structure or Ig surface properties, which could be a result of binding to Ab (7). The two-step model fitted better than one-step model to our experimental data (Fig. 1S in supplemental data, and data not shown) and it has been shown to be a more precise representation of Ab-Ag interactions (23, 24). The simulated curves generated with the two-state model were almost identical to the experimental curves (data not shown). In addition, we found that the Langmuir one-step binding model was not applicable because of the higher apparent affinity obtained with intact IgG. Thus, binding kinetics indicates that mAbs 3E5-P1 complexes are best described by a two-state model,
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This model allows the estimation of two forward rates constants ($k_{+1}$, $k_{+2}$) and two reverse rate constants ($k_{-1}$, $k_{-2}$). The rate constants $k_{+2}$ and $k_{-2}$ are not true on- and off-rate constants but rather are the rates of monomolecular complex conversion between the docked and undocked form. The rate constants $k_{+2}$ and $k_{-2}$ modulate the observed on- and off-rates when they become rate-limiting, i.e. when $k_{+2} < k_{+1}$ or $k_{-2} < k_{-1}$ (25). The fitting of sensorgram data to a two-state model (supplemental data, Fig. 1S) is significantly better than to a one-step model based on low and evenly distributed residuals, low $\chi^2$ (<1), and visual inspection of the binding curves. This fitting is not attributable to heterogeneity of the IgG sample or to nonspecific interactions, because all mAbs were obtained from hybridoma culture supernatant, affinity-purified, and tested for GXM binding by ELISA. PAGE and mass spectrophotometry were used to verify mAb integrity and to discard the possibility that some of our results were due to the presence of mAb aggregates.

Effect of Antibody Subclass on the Kinetic and Equilibrium Rate Constants—SPR analysis revealed differences between the binding kinetics of the mAbs 3E5-P1 complexes that were also observed throughout the temperature range studied. Examination of the dissociation equilibrium constants and individual rate constants indicates that all four Abs and the two Fabs exhibited different kinetic and thermodynamic properties on binding. These changes were also observed with variation in temperature. Furthermore, the magnitude of the temperature effect was characteristic for each Ab-peptide complex (Figs. 1 and 2). Rate and equilibrium constants also revealed that the variation in temperature had different impacts on the encounter and docking steps.

Slightly different results were observed for the effect of temperature on the association and dissociation rates of mAb 3E5-P1 complex formation with the different isotypes. For all complexes, the encounter forward rate constant ($k_{+1}$) decreased at higher temperatures (Fig. 2A). Fig. 1C shows that for 3E5 IgG1-P1, IgG2a-P1, and IgG2b-P1 complexes, the docking association rate constant ($k_{+2}$) decreased at high temperatures, whereas for 3E5 IgG2 Fab IgG2a and Fab IgG3 the magnitude of this parameter increased. The curves for the encounter reverse rate constant ($k_{-1}$) increased at higher temperatures for 3E5 IgG1-P1, IgG2a-P1, and IgG3-P1 complexes, whereas for Fab 3E5 IgG2a-P1 complex a decrease of $k_{-1}$ was observed. For 3E5 IgG2b-P1 and Fab 3E5 IgG3-P1 complexes, the data most closely fit a curvilinear regression, and therefore these interactions appeared to be more complex (Fig. 1B). The plots for docking reverse rate constant ($k_{-2}$) showed a decrease with a temperature increase for 3E5 IgG2a-P1, IgG2b-P1, and Fab IgG1-P1 complexes, whereas $k_{-2}$ increased with temperature for the remaining complexes (Fig. 1D). However, quantitatively the individual rate constants showed differential response to temperature, with variations on the amount of these decreases between mAbs 3E5-P1 complexes.

The differences in the rate constants for these complexes accounted for the variations observed in the equilibrium rate constants. The affinity of mAbs 3E5 for peptide P1 calculated from the van’t Hoff plots decreased at higher temperatures, except for Fab 3E5 IgG2a, in which affinity for the peptide increased (Fig. 2A). The equilibrium constants for the encounter steps ($K_{a1}$) for these complexes decreased as temperature increased, except for the 3E5 Fab IgG2a-P1 complex, where $K_{a1}$ increased (Fig. 2B). For the IgG2a-P1 complex, the decrease of $k_{-1}$ (Fig. 1C) as a function of temperature may contribute to the temperature increase of $K_{a1}$. Also, it is noticeable that the van’t Hoff plots for the encounter association constant $K_{a1}$ were approximately parallel to those for the overall affinity constants $K_A$ (Fig. 2A). In contrast, the docking equilibrium constants ($K_{a2}$) were relatively insensitive to changes in temperature for
all complexes (Fig. 2C), with the exception of the Fab 3E5 IgG_{2a}-P1 complex where this parameter decreased at lower temperatures. The $K_{oc}$ of the Fab 3E5 IgG_{3b} also decreased initially at lower temperatures but increased again at temperatures below 15 °C (288 K) (Fig. 2C). The decrease of overall affinity with increasing temperatures reflects a primary temperature-related reduction in the encounter equilibrium constants of the mAbs 3E5-P1 complexes except for the Fab 3E5 IgG_{2a}-P1 complex. For this complex, the increase in overall affinity reflects a temperature-related increase in the encounter equilibrium constant.

The $k_{+1}/k_{-1}$ ratio is a sensitive indicator of favorable docking (23, 26). Throughout the range of temperatures studied, this ratio is $<1$ (supplemental data, Table 2S) suggesting that all mAb 3E5-P1 complexes are more likely to remain at the encounter step than to dock. In addition, $k_{+1} > k_{-1}$ for all mAbs 3E5 binding to P1 at the entire range of temperature, thus increasing the time required for the complexes to reach equilibrium and making the docking step rate-limiting. Because of the slower docking and faster dissociation of the encounter complex, the apparent association rate constant for the mAbs 3E5-P1 interactions appeared to be much slower than it is. The reaction rates can be modified through the action of long range electrostatic forces, which can maneuver a protein complex into a different configuration, a phenomenon known as electrostatic steering (27, 28). The stability of the encounter complex is proportional to $1/k_{-1}$ (Fig. 3A), whereas the relative overall impact on electrostatic steering from the changes in rate constants due to the associated $C_{\text{H}}$ regions is related to the product of $k_{+1}/k_{-1}$ (Fig. 3B). The overall stability for mAbs 3E5-P1 complexes are similar (Fig. 3A), thus suggesting that the proportion of the complexes within the steering region is comparable for each isotype. In addition, there is an overall increase in the electrostatic steering of Fab 3E5 IgG_{2a} relative to the intact molecule (Fig. 3B), and thus this complex will form an encounter complex faster. In contrast, there was an overall decrease in the electrostatic steering for the Fab 3E5 IgG_{3b} relative to the parental mAb (Fig. 3B), and thus this complex will form an encounter complex more slowly than 3E5 IgG_{3b}.

Antibody Subclass Has Different Effects on the Thermodynamic Parameters—The variation in the relative responses reflects differences in the encounter and docking rate constants for the different mAb 3E5-P1 complexes. $\Delta G$ decreases with temperature for Fab 3E5 IgG_{2a}-P1 complex while increasing for the remaining complexes (Fig. 4A). When the encounter and docking energies of binding, $\Delta G_1$ and $\Delta G_2$, respectively, are considered individually, a similar trend of $\Delta G_1$ (Fig. 4B) with respect to $\Delta G$ is noticeable (Fig. 4A). In contrast, the binding energies of docking ($\Delta G_2$) are relative constant throughout the temperature range examined (Fig. 4C), with a slight decrease at high temperatures for Fab 3E5 IgG_{2a}-P1 and Fab 3E5 IgG_{3b}-P1 complexes. From these data, we can establish that for all of these interactions most of the free energy changes come from the encounter step ($\Delta G_1$). Also, the differences in $\Delta G$ ($\Delta \Delta G$) for the mAbs 3E5-P1 interactions with respect to
The parental 3E5 IgG3 increased with higher temperatures (supplemental data, Fig. 2S). Furthermore, if we compare the difference of energy of the encounter and docking steps of 3E5 IgG2a with the parental 3E5 IgG3, there is an overall increase in the binding energies at all temperatures for the docking step (ΔG° > 0.5 kcal/mol) (supplemental data, Fig. 2S), indicating that the associated CH region of an Ab can affect the energy of binding. This favoring in energy includes its Fab counterpart, Fab 3E5 IgG2a, in which both CH1 and CH2 have become more favorable than the paternal 3E5 IgG3. Free energy loss is observed for the Fab 3E5 IgG3 (ΔG° > 0.5 kcal/mol) with respect to the parental 3E5 IgG3, with most of this loss coming from the encounter step (ΔG1) (supplemental data, Fig. 2S). The binding energy differences for the transition states for the mAbs 3E5-P1 complexes revealed that the γ1, γ2a, and γ2b C1H regions have more favorable activation energy for the transition state than that of γ3 C1H domains, with the exception of Fab 3E5 IgG3, where the binding energy (ΔG° > 0.5 kcal/mol) and the activation energy of the transition state (ΔG‡ > 0.5 kcal/mol) increased relative to the parental mAb (supplemental data, Fig. 3S).

The changes in the entropy of association (ΔS) (Fig. 4D) for the mAbs 3E5 to P1 follow a pattern similar to that of ΔG (Fig. 4A). We observed that for all mAbs 3E5 complexes, except Fab 3E5 IgG2a, ΔS decreased at higher temperatures with Fab 3E5 IgG2a being the highest. For all mAbs, except Fab 3E5 IgG2a, a favorable ΔS was complemented by a favorable ΔH (supplemental data, Table 1S). For the Fab 3E5 IgG2a an unfavorable ΔH was compensated by a favorable ΔS (supplemental data, Table 1S).

Molecular Modeling—In the absence of experimental structures, comparative protein structure modeling can be used to generate three-dimensional models for Abs and to put in a structural context the experimental observations and changes in biophysical properties. The three-dimensional structures of the Fab domains from the different 3E5 IgG subclasses have been modeled based on the x-ray structure of the highly homologous anti-GXM mAb 2H1 (Fig. 5A). At such a high level of sequence identity (>90%) comparative modeling can deliver a three-dimensional model with competitive accuracy to the resolution of a medium x-ray crystallographic solution (19).

Three regions of structural differences (identified as regions A, B, and C) were observed within the CH1 domain of 3E5 IgG isotypes (Figs. 5B and 6, A–C). Residues in these regions may form interchain and/or solvent electrostatic or hydrophobic interactions that differed between isotypes. Of particular importance are Asp180 and Thr183, in regions A and B, respectively, because of their location at regions that have highly connected interactions. Furthermore, these two amino acids are not only important for their ability to form hydrogen bonds but also because they are located within an area of high electrostatic interactions between amino acids that could affect the structure of the Ag binding site (Fig. 5).

The changes in the entropy of association (ΔS) (Fig. 4D) for the mAbs 3E5 to P1 follow a pattern similar to that of ΔG (Fig. 4A). We observed that for all mAbs 3E5 complexes, except Fab 3E5 IgG2a, ΔS decreased at higher temperatures with Fab 3E5 IgG2a being the highest. For all mAbs, except Fab 3E5 IgG2a, a favorable ΔS was complemented by a favorable ΔH (supplemental data, Table 1S). For the Fab 3E5 IgG2a an unfavorable ΔH was compensated by a favorable ΔS (supplemental data, Table 1S).

Molecular Modeling—In the absence of experimental structures, comparative protein structure modeling can be used to generate three-dimensional models for Abs and to put in a structural context the experimental observations and changes in biophysical properties. The three-dimensional structures of the Fab domains from the different 3E5 IgG subclasses have been modeled based on the x-ray structure of the highly homologous anti-GXM mAb 2H1 (Fig. 5A). At such a high level of sequence identity (>90%) comparative modeling can deliver a three-dimensional model with competitive accuracy to the resolution of a medium x-ray crystallographic solution (19).

Three regions of structural differences (identified as regions A, B, and C) were observed within the CH1 domain of 3E5 IgG isotypes (Figs. 5B and 6, A–C). Residues in these regions may form interchain and/or solvent electrostatic or hydrophobic interactions that differed between isotypes. Of particular importance are Asp180 and Thr183, in regions A and B, respectively, because of their location at regions that have highly connected interactions. Furthermore, these two amino acids are not only important for their ability to form hydrogen bonds but also because they are located within an area of high electrostatic interactions between amino acids that could affect the structure of the Ag binding site (Fig. 5).
It is notable that the SARIG calculations do not show the Ag binding site as a highly connected one. Hence, the few differences observed in the homology models of different mAbs in the CH1 domain, may have rather significant impact in the Ag binding site.

Ethanol and pH Affect Binding Patterns of mAb 3E5—Because molecular modeling predicted that there were no significant changes in conformation of the V region of these mAbs, we considered whether the observed residue changes in the CH1 regions and the consequent perturbations in the solvent environment would translate into changes in affinity for Ag. The premise for these studies was to obtain supporting evidence for the concept that sequence differences in the CH1 domain of IgG isotypes could result in structural changes that propagated into the V region and altered binding properties. For that purpose we tested the effect of pH and ethanol in the binding of the mAbs 3E5 to GXM. We examined the areas of greatest variability in the various CH1 regions and hypothesized that changing the solvent and/or pH would perturb local interactions and result in differences in Ag binding for the various 3E5 IgG subclasses. These residues could possibly interact with water molecules or form hydrophobic or electrostatic interactions.

We used pH to perturb the charged interactions predicted by molecular modeling in the CH1 domain. We observed that mAbs 3E5 were able to bind to GXM at different pHs at room temperature. However, for 3E5 IgG1 there was a decrease in binding relative to the other isotypes as the pH increased (Fig. 7, A and B). The pH changes may have a stronger influence in the electrostatic and hydrophobic interactions in the Ab combining site and/or its surroundings, thus resulting in pH-mediated conformational changes. This finding also correlates with the higher $\Delta G_1$ for 3E5 IgG1 with respect to the other isotypes, suggesting that this mAb forms more electrostatic and hydrophobic interactions at the binding site that could be easily disturbed by changes in pH. It is noteworthy that there was little or no difference between the binding curves of the four IgG subclasses at the pH used for Biacore analysis.

The binding of 3E5 IgG subclasses to GXM in ethanol (Fig. 7 C) was different from that observed under buffer conditions (7). There was an increase in the relative binding affinity, where IgG1b > IgG2a > IgG3 > IgG1 to GXM (Fig. 7 C). Ethanol changes the polarity and dielectric constant of the environment and decreases protein solubility. The change toward GXM binding was expected to come from changes caused by the removal of solvent molecules from the Ag binding site and its surroundings. This could cause polar groups that were exposed to become buried inside the protein consequently changing the IgG electrostatic and hydrophobic surface properties of IgGs. Since these mAbs have identical V regions, the contribution to these effects must originate from the differences of side chains in the CH domains. These results correlate with the binding entropies, where 3E5 IgG1 has the most favorable $\Delta S$ (Fig. 4D), likely because of changes in the hydrophobic interactions.
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**FIGURE 7.** Binding profiles of the mAbs 3E5 to GXM as a function of pH at two different concentrations by ELISA. Panels A and B correspond to 0.6 and 1.9 μg/ml mAbs 3E5, respectively. Each bar represents a different pH of the binding buffer. C, binding profiles of the mAbs 3E5 in 5% ethanol to bound GXM on an ELISA plate. The inset shows the binding of 3E5 mAbs in TBS-1% BSA buffer conditions to bound GXM. Data represent the mean ± S.D. of three measurements.

**mAbs 3E5 Exhibit Polyreactive Characteristics**—The polyreactive properties of the 3E5 IgG switch variants were measured by a panel of antigens consisting of actin, tubulin, thyroglobulin, single-stranded DNA, and double-stranded DNA (Fig. 8). Polyreactivity was evident among these mAbs, showing differences in binding reactivity with the Ags used for the study. All mAbs show some degree of binding to thyroglobulin (Fig. 8A), whereas only IgG3 shows binding reactivity for tubulin (Fig. 8C). In addition, the studied cross-reactants are not related to the capsular polysaccharide, GXM, thus showing that cross-reactivity does not only occur with closely related molecules.

**DISCUSSION**

For isotype-switched variant Abs with identical V regions to have different thermodynamic parameters in their interaction with a peptide, one must conclude that the molecular interactions between the peptide and the Ab paratope differ depending on the constant region. Different molecular interactions in turn imply different forms of complexes and thus differences in fine specificity. Consequently, mAbs with identical V regions differing in isotype can manifest variations in their fine specificity and functional affinity as a consequence of their associated CH region.

The binding of mAbs 3E5 to a peptide mimetic of GXM are interactions of relatively low binding affinity, but the ability of the four IgG subclasses to discriminate among peptides indicates high specificity for these mAbs. Interestingly, these mAbs not only can bind to GXM-derived oligosaccharides and peptides that are mimetics of GXM with high specificity but they also bind to unrelated antigens, making this IgG set polyreactive or cross-reactive. Furthermore, the polyreactivity of a given V region is a function of its associated CH region. Affinity was also influenced by C1 region, as Fab 3E5 IgG3 had the lowest binding affinity within this set of mAbs. In contrast, Fab 3E5 IgG2a had a higher affinity than the intact 3E5 IgG2a or the parental 3E5 IgG3. These observations suggest that structural differences in the CH1 domain are responsible for the differences in affinity constants and, consequently, for variations in Ag binding. The mechanism for this effect could involve transforming the structure of the binding site into a more kinetically competent form in mAbs with higher binding affinities (29). In this regard, it has been shown that segmental flexibility is controlled by the CH1 domain and the hinge regions of Abs (30, 31). However, binding differences due to the hinge do not explain the higher binding affinity obtained with Fab 3E5 IgG2a. In the case of Fab 3E5 IgG3, this molecule could be less flexible or have fewer interactions with the solvent, thus reducing the hydrophobic interactions and increasing the “hydrophobic effect,” resulting in increased entropy.

The small structural variations predicted by the homology models of the Fab of mAbs 3E5 support our thesis that differences in fine specificity result from minor changes in the neighboring amino acid residues of the CH1 region. Consistent with this notion, homology modeling revealed that the Fab structures of mAbs 3E5 were very similar, and structural differences were expected to be below the level of x-ray crystallography resolution. This supports the use of a thermodynamic solution to approach differences in Ab-Ag complex formation as a function of isotype. The homology models identified three regions in the CH1 domain that potentially caused structural differences in the mAbs 3E5. The differences in CH1 domains could develop in structural isomers that could alter the association rates at which the Ab-Ag complex is formed. Thus, fine specificity differences might arise from even the minor variations in the side chains of the CH1 domains, probably by structuring the Ab binding site into a more kinetically competent form. In addition, it is known that flexible side chains of polar and charged residues, such as Asp, Lys, Asn, Arg, and Ser, play an important role in binding (32). The homology models revealed that the three regions demonstrating structural differences involved at least one or more of these amino acids that could participate...
in the formation of electrostatic and hydrophobic interactions. Among the three regions, Asp$^{180}$ and Thr$^{183}$ in regions A and B, respectively, present in the CH1 domain of IgG1 and IgG2a isotypes, are of particular interest because of their ability to form hydrogen bonds. Furthermore, analysis of residues connectivity revealed that these amino acids are within a highly connected region. Highly connected areas were related to functionally important regions of proteins where a network of long range interactions between amino acids modulate direct or allosteric communications between proteins (22, 33, 34). Thus, the alterations in fine specificity and affinity observed for these mAbs could be a result of long range electrostatic interactions resulting from differences in the microenvironment of the binding site due to the associated C$_{141}$.

Environmental variations such as in pH and ionic strength can lead to the redistribution of conformational states. Desolvation also plays a key role in determining the effect of electrostatics by counteracting the favorable electrostatics interactions formed between the Ag and Ab (40). The reactivity of mAbs 3E5 was not affected by small amounts of ethanol as a solvent. However, the affinity of binding in the alcoholic solutions increased relative to that observed in buffer without ethanol. This suggests that in the presence of ethanol more favorable hydrophobic interactions are formed between the Ab-Ag binding site and the solvent. Furthermore, by decreasing the pH, we observed a significant reduction in the binding of mAb 3E5 IgG$_1$ to GXM relative to the other isotypes. For this isotype, pH may have a greater influence on the alternation between a compact and a more open conformation, resulting in a “conformational switch” that affects Ag binding specificity. This also suggests that there are more interactions of polar and charged amino acids with the solvent occurring for 3E5 IgG$_1$ than for the other isotypes. Differences in the pH dependence of binding for the different isotypes raises the intriguing possibility of isotype-related differences in binding affinity and specificity for Ab-Ag complexes in acidic compartments such as phagosomes.

The ability of the immune system to produce Abs with different specificities through class switch recombination may be advantageous to the host in providing an additional source of diversity in the Ab response. Thus, the immune response could be enhanced by expressing a different isotype. This notion is supported by immunization studies with oxazolin, where upon antigen binding isotype-specific patterns arise, a feature observed only in autoimmune diseases (41). Amplification of the Ab immune response through isotype switching could conceivably allow for the formation of certain V region combinations that are self-reactive, which are not eliminated through the negative selection processes because of their low affinities. Thus, isotype switching could be a way to generate antibodies with wider specificity that still conserve their ability to bind to the original Ag and provide a way to manage the continuous genetic variation of pathogens, as well as facilitating the rapid recruitment of protective Abs against pathogens such as Cryptococcus neoformans, Streptococcus pneumoniae, and influenza virus.
The plasticity of the paratope site of an anti-carbohydrate Ab could allow for a convergence of specificities of Abs recognizing a common subset of antigenic determinants (9). Thus, rather than having to generate a new Ab with a different specificity, through a change of isotype combined with plasticity of the binding site, a “fit” to the Ag can be induced by isotype switching. This can be of particular importance for multivalent Ags, such as GXM, in which Ags with the same V region and different Ch region may recognize slightly different epitopes according to microenvironment variations induced by the associated Ch chain. This in turn would increase the heterogeneity of the Ab combining site and may be important for the development of Ab cross-reactivity and for Id networks; consequently, it could play a major role in immunoregulation of the humoral response. Reitan and Hannestad (42, 43) demonstrated that the anti-Id activity and for Id networks; consequently, it could play a role in the establishment of natural tolerance.

For the modeled structures, we assumed that the peptide-bound structures for the Fab of these mAbs were very similar, with only slight alterations in a few side chains. This supported the notion of Ab multispecificity due to the formation/change of hydrogen bonds or/salt bridges rather than by hydrophobic interactions. Polyspecificity is also a characteristic observed in auto-Abs (44). Polyreactive antigen binding B cells, which can bind to and process endogenous host antigens from peripheral tissues and are found in the thymus, may contribute to immunological tolerance. If this turns out to be the case, then the B cell repertoire would have a dual function: high affinity Ags to protect against foreign invaders and low affinity polyreactive Ag-binding B cells to protect against autoimmune diseases by contributing to immunological tolerance. The recruitment of B cells expressing low affinity, polyreactive Ags may also reinforce self-tolerance in a constantly renewing B lymphocyte (45).

Our study suggests another way of generating immune diversity. As such, the immunological memory could be affected to determine the course of the secondary response by Ags with identical V regions but different isotype, giving origin to higher or lower memory response depending on isotype. Given that isotype could affect specificity, Ag binding to the B cell receptor could directly trigger clonal expansion of isotype-restricted Ag-specific B cells. Consequently, the well known isotype restriction of anti-polysaccharide and anti-viral responses may reflect isotype-related effects on Ab specificity for an Ag.
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