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Abstract—We present “PATRED”, a technique that uses the addition of redundant information to facilitate the detection of specific, generally described patterns in line-charts during the visual exploration of the charts. We compared different versions of this technique, that differed in the way redundancy was added, using nine distance metrics (such as Euclidean, Pearson, Mutual Information and Jaccard) with judgments from data scientists which served as the “ground truth”. Results were analyzed with correlations ($R^2$), F1 scores and Mutual Information with the average ranking by the data scientists. Some distance metrics consistently benefit from the addition of redundant information, while others are only enhanced for specific types of data perturbations. The results demonstrate the value of adding redundancy to improve the identification of patterns in time-series data during visual exploration.

Index Terms—Visual Data Redundancy, Pattern recognition, Information Theory, Machine Learning, Visualizations

1 INTRODUCTION

Data science practitioners routinely explore the models they develop [37], using visualizations to understand and to improve them. Data practitioners, in general, often scrutinize key structures of time-series visualizations [5] to search for specific patterns [1], to discover motifs [15], to detect anomalies and outliers and to predict [15].

The identification of patterns and motifs in time-series visualizations is complex, because events differ in properties, such as their evolution over time, the magnitude of changes, or the exact shapes of the patterns [15]. However, despite the complexity, people still try to identify specific patterns in visualized data [15]. For example, when inspecting visualizations of stock trading or other financial time-series [36], analysts can point to events that seem to match a specific pattern, such as episodes of “pump and dump” in crypto-currency markets. These are market manipulation events that consist of artificially inflating the price of an owned security (in this case a crypto-currency) and then selling it at a much higher price [21]. Figure 1 shows the hourly price for Vibe from September 9 to 11, 2018. As can be seen, orders are scarce during the hours before the pump and suddenly grow when the scheme begins. The sudden increase in volume is a pattern that resembles a classical pump and dump episode, including the fact that the volume quickly returned to the initial level (the dump) [21]. In general, analysts may look for and try to identify various patterns, with the specifics depending on the data domains (e.g. cardiology, finance, intrusion detection, etc.). In particular, in the financial area, 53 different time-series patterns were reported in the literature [36].

Large time series can contain hundreds of different patterns, so it may be necessary to support interactive visual analyses and exploration [18]. One of the main challenges in the Visual exploration of patterns in time-series is the efficient search for patterns that are similar (i.e. low distance) to a specific motif [18]. We explore the effects of adding redundancy to the displayed data on the ability to detect patterns in data series, given an user-created input that resembles the pattern. We also aim to determine which distance metrics which support similarity detection benefit more from redundancy.

To support the visual exploration process, we developed “PATRED” (from “PAtterns” and “REDundancy”), a technique that uses redundant visual information to improve the detection of specific patterns or motifs in time-series line-charts visualizations. We compared different versions of this technique that differed in the way redundancy was added. We also introduced perturbations in the exemplar data sets and created somewhat different data. We used nine methods (such as Pearson correlations, Mutual Information and Jaccard) to compute the relation between the exemplar data and the displayed data for the different redundancy - perturbation combinations. Judgments from data scientists served as the “ground truth” to which we compared the output from the different methods.

The results showed that distance metrics which are based on data groupings (e.g. Mutual Information, Jaccard, Dice, Cosine) consistently had higher $R^2$ and F1 score values with PATRED than without PATRED when predicting data scientists’ judgments.

Fig. 1. Vibe prices and volume from coincheckup.com
Metrics which are based on distances between individual data points (e.g. Pearson, Euclidean, Manhattan) benefited much less from the added redundancy.

To use this method, and to start the exploration process, practitioners first need to provide PATRED with rough examples of the pattern(s) they are interested in (see Figure 2), for instance by sketching the pattern. PATRED then adds redundancy to both the data from the pattern examples and the explored data. It then computes the distance metrics between the examples and the data set to identify the groups with the lowest distance metric.

PATRED can be used in various types of exploratory data analysis such as i) pattern definition, pattern localization and pattern/motif discovery, ii) relation seeking and pattern comparisons, iii) identification of unusual patterns (anomaly detection), and iv) support for clustering analyses. In this paper we will focus on i. Tasks of types ii,iii and iv will be addressed in future work.

In section 2 below, we present a short overview of relevant work in this area and provide some background on Information Theory. In section 3 we review different methods for measuring similarities/distances between variables which can be used to identify patterns. In section 4 we describe our method, using redundant visual information to search for patterns. In section 5 we describe a study we conducted with data scientists who ranked similarities between charts. In section 6 we compare different approaches, applying the method to different cases and show why we recommend to include it in the pattern recognition tool box. In section 7 we summarize the results and limitations. In section 8 we provide some conclusions and discuss future work and practical applications of our approach in data science and data exploration.

2 BACKGROUND AND RELEVANT WORK

We first present a short overview of relevant work in this area and provide some background on patterns, Information Theory and other related concepts that will be used in the following sections.

2.1 Patterns

Pattern identification in line charts involves the simultaneous consideration of multiple data-points and sometimes the whole chart. Data practitioners interpret the data behavior and assign a pattern to the visualized data, based on their understanding of the visualization. Different people may see different patterns in the same set of data.

The purpose for which the data is analyzed and the data practitioners’ goals determine the patterns they look for in a given situation. Patterns will frequently be described in a general, inexact manner, rather than with precise specifications.

2.2 Visualization and Information Theory

A communication or transmission channel is the physical medium through which information is transmitted, such as telephone lines, or atmosphere in the case of wireless communication. Engineers and researchers aim to maximize the proportion of the entropy of the output that reflects information from the input. This is the Mutual Information between the input and the output of the channel.

It is possible to use Information Theory to describe the visualization process by referring to the data transformation, the visualization and the human as components of a communication channel. In the upper part of Figure 3 we show a diagram of the basic communication system considered by Shannon, referring to the Data Transformation as the Transmitter, the Visualization as the Channel and the Human Visual and Cognitive Systems as the Receiver. Similarly, the process of interacting with information visualizations can be viewed as a virtual communication channel, composed of a series of channel segments, from the data source to the human viewer. The bottom part of Figure 3 depicts this virtual information channel, where its last segment is the human (before the destination), and the visualization is the source. The data transformation segment can be just a simple aggregation process or a more complex process which includes algorithms such as t-SNE (t-distributed stochastic neighbor embedding) or PCA (Principal Component Analysis).

The application of Information Theory to visualizations and related topics is not new. For instance, introduced a framework for exploring multivariate data sets to guide users through the multivariate data exploration process, using the concept of Mutual Information. Shannon’s entropy has also been mentioned as one of the best ways to evaluate human interaction with visualizations. It is possible to explain a number of phenomena in visualizations with Information Theory.

Other studies examined different methods to identify similarity between images and charts, using correlations and mutual entropy.
In the next section we will discuss several distance metrics to enable detection of relations and similarity between variables, using Mutual Information, Pearson correlations and other metrics.

3 DISTANCE METRICS FOR SIMILARITY DETECTION BETWEEN VARIABLES

The evaluation of the relation between two or more random variables has been studied for more than a century by researchers such as Galton, Pearson and others [33], leading to the development of numerous metrics [38]. For instance, the R package philentropy alone can compute 46 different distance and similarity metrics (i.e. distance is the complement of similarity) and 50 are mentioned in [7], grouped in different distance families. Known methods are Manhattan and Euclidean distances ($L_p$ Minkowski family), Cosine (Inner Product family), Jaccard and Dice similarities (Intersection Family), Pearson correlation (Squared Euclidean family) and Mutual Entropy (Shanon Entropy family). Additional details regarding the Manhattan, Euclidean, Cosine, Jaccard, Dice and Pearson distances can be found in the Appendix.

Two important similarity metrics are based on information theory and belong to the Shannon’s entropy family. They are the Normalized Mutual Information (NMI) and the relative entropy or Kullback-Leibler divergence (KL) [14]. The term entropy is a measure of information [32]. For any probability distribution $p(x)$ [14], the entropy is defined as Equation 1 below:

$$ Entropy \, H(X) = -\sum_{i=1}^{N} p(x_i) \log p(x_i) \quad (1) $$

Where $i$ is the bin number, $N$ is the number of populated bins, and $p(x_i)$ is the proportion of data falling into the i-th populated bin, subject to the condition $\Sigma p(x_i) = 1$. The number $N$ is determined by the size of the the histogram bins used to compute the Probability Density Function (PDF) from the observed data [25], see Figure 4 for a simple example of histogram bins. The log is to base 2 and entropy is expressed in bits. If the PDF is peaked, the data is predictable and the information entropy is low. If the PDF is uniform, the data is unpredictable, and the information entropy is high.

Mutual Information, an expansion of the entropy concept, is the amount of information one random variable conveys about another random variable [14]. It measures the generic association between two variables, such as the input and output of a communication channel [34]. Equation 2 shows the relation of the Mutual Information between two variables $I(X,Y)$, the entropy of each variable $H(X)$ and $H(Y)$, and their joint entropy $H(X,Y)$ [14].

$$ I(X,Y) = H(X) + H(Y) - H(X,Y) \quad (2) $$

Since the Mutual Information (or Mutual Entropy) can be any positive number, it is useful to normalize it to obtain a value in the interval [0, 1]. Equation 3 provides a definition of $NMI(X,Y)$.

$$ Normalized(MI) \, NMI(X,Y) = \frac{I(X,Y)}{\sqrt{H(X)H(Y)}} \quad (3) $$

When $NMI(X,Y)$ increases from 0 to 1, the similarity or relation between between $X$ and $Y$ moves from fully dissimilar/independent to fully similar/dependent. This is analogous to the behavior of the Pearson correlation coefficient, where its value is 0 for fully dissimilar/independent variables and 1 (or -1) for fully dependent variables. Mutual Information [14] is less intuitive than the Pearson correlation, but it is more robust to effects of outliers [13] and can help to detect non-linear associations.

Other methods, such as such as Taylor Diagrams (that evaluate the similarity or lack of similarity between time series, using Pearson Correlations and Standard Deviations) [35] and Mutual Information Diagrams (MID) [13] combine two or more metrics to detect similarity.

The Variation of Information (VI) between two variables $X$ and $Y$ is defined in Equation 4.

$$ VI(X,Y) = H(X) + H(Y) - 2I(X,Y) \quad (4) $$

It was used in [13] to create Mutual Information Diagrams (MID) (see Figure 5), a visual method using two-dimensional plots that succinctly show the relations between two or more random variables. Variation of Information (VI) uses entropies and mutual entropies (Equation 4) instead of standard deviations and correlations. VI is used to derive triangle inequalities to generate a polar coordinates plot, using $H(Y)$, $H(X)$ and VI, which can be used to evaluate the similarity between variables. The MID of a data set with itself is a point $P_o$, on the horizontal axis, which can be used as a reference point. In Figure 5 we expect that the distances $V_1$ between $P_1$ and $P_0$ and $V_2$ between $P_2$ and $P_0$ should be short when the data sets $Y_2$ and $Y_1$ are similar to $Y_o$. Distance metrics based on Mutual Information are best evaluated with MID distances [13].

The Kullback-Leibler divergence (KL) is calculated with Equation 5. Because it is the divergence of two probability distributions $X$ and $Y$, it is also named Cross Entropy of $X$ and $Y$ [14]. Since the KL divergence is not symmetric, the Jensen-Shannon divergence (JSD) is often used instead. JSD is a symmetrized and smoothed version of the KL divergence. It is calculated with Equation 6 where $M = \frac{1}{2}(X + Y)$.

$$ KL(divergence) \, D(X||Y) = H(X,Y) - H(X) \quad (5) $$

$$ JSD(X||Y) = \frac{1}{2}[D(X||M) + D(Y||M)] \quad (6) $$

Fig. 4. Illustration of multiple bins used to calculate entropy. If data is divided only along the y axis, as in A and B, the entropy for A and B is the same. In C and D, the data is divided along both the x and y axes, and it is possible to differentiate between different structures in the data. This type of bins configuration helps when comparing images with different methods.
4 OVERALL APPROACH

Our approach has two main components: we add redundancy to maximise the similarity that should be detected and use this to compute distances between images, rather than between time-series.

4.1 Adding redundancy to maximise similarity

We consider the process of identifying patterns within the data as two virtual communication channels that are connected through a decoder. The decoder tries to detect the similarity between the charts, as depicted in Figure 6, where both inputs are visualizations of data sets: on the left is the visualization of a pattern to be searched and on the right is the visualization of a larger data set to be explored, in which we expect to find the pattern. In Information Theoretic terms, for the decoder to detect similarity between the charts, it needs to detect high Mutual Information between them.

Similar to what happens with physical communication channels, where undesirable disturbances (noise) can occur across the communication channel [8], visualizations can contain noise, caused by bias or by the complexity of the visualization. Noise can cause errors in the decoding of the “messages”. In our case, this means identifying incorrect patterns or failing to identify correct patterns.

As mentioned above, engineers and researchers aim to maximise the proportion of the entropy of the output that reflects information from the input [34].

In our context, this means adjusting the data to maximise the similarity (Mutual Information), or minimize the distance, between the sought pattern and the inspected data set (see Figure 6).

This “added redundancy” technique can also be used in other domains. One example is [27], where Information Theory concepts and redundancy were used to deal with ”semantic noise”, which is not disturbing the data signal but rather the meaning or message, transmitted with the signals.

4.2 Adding redundancy to improve the distance metrics

The addition of data values that are implicit in the rest of the data weakens the effects of visual noise. This is the basis for our first principle for redundancy design: it should be simple to recover the original pattern from the added data, to assure that the added data values are implicit in the original data.

A second point to consider is that our goal is to maximise the similarity (i.e. minimize the distance) between Y and X by adding entropy [34]. Given that no probability distribution can have a larger entropy than the uniform distribution, we should maximise the uniformity of the redundant data. Therefore our second principle for redundancy design is to maximise the uniformity of the redundant data.

The performance of the pattern detection can be improved. As with images and language, which are highly redundant, it is possible to add data points that are implicit in the existing data, thereby making the data more robust with respect to the effects of noise. Figure 7 depicts a very simple example of such a redundancy, where data points P_3 and P_4 are co-linear with P_1 and P_2. When a line is drawn between P_1 and P_2, P_3 and P_4 are invisible to the viewer, but for calculating the visual information, the addition of data points between P_1 and P_2 is helpful.

This example is from [27], where Information Theory concepts and redundancy were used to deal with ”semantic noise”, which is not disturbing the data signal but rather the meaning or message, transmitted with the signals.

The addition of data values that are implicit in the rest of the data weakens the effects of visual noise. This is the basis for our first principle for redundancy design: it should be simple to recover the original pattern from the added data, to assure that the added data values are implicit in the original data.

A second point to consider is that our goal is to maximise the similarity (i.e. minimize the distance) between Y and X by adding entropy [34]. Given that no probability distribution can have a larger entropy than the uniform distribution, we should maximise the uniformity of the redundant data. Therefore our second principle for redundancy design is to maximise the uniformity of the redundant data.
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The usual way to compute the distance between two time-series is
which the same line segments have width. The two axes were divided
adding 2-dimensional redundancy, as will be discussed later.

Mutual Information is used to align ultrasound and x-ray images
in other visualization domains. For instance, in medical imaging,
we can be computed, using the methods mentioned above.

In our study, we used three combinations of information
redundancy:
1) N redundancy without noise, (where N redundancy means N aligned equidistant points between each pair of adjacent data points) for N in {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 50, 75 and 100}.
2) Area line - 10 copies of N redundancy + vertical shifts of 0.01, for N in {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 50, 75 and 100}.
3) Cloud - (added random uniform noise \( \eta \) in [0,0.025], [0,0.1], [0,0.2], for N in {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 50, 75 and 100}.

Another option is to add width to each line plot, as seen in C
and D in Figure 9 and then to compute the distance between two images (C and D). The two axes were divided into 16 bins, so we have a 16 X 16 matrix of squares for the purpose of comparing the images. Note that not all distance metrics may benefit from
adding 2-dimensional redundancy, as will be discussed later.

According to our first principle, to be able to fully recover the
original data from the added data, the redundancy configuration
must be consistent with the visual geometry of the data. Based
on this, two straightforward redundancy configurations would be:
a) aligned equidistant points between each pair of adjacent data points and b) copies of a) with vertical shifts (generating broad lines between each original data point) (Figure 8 b and e). There are other, more complex, alternatives for redundancy configuration, but these are outside the scope of this study.

In some cases it can help to add some uniform noise to the
redundancy configurations, which makes the line chart look like a "cloud", aligned with the lines of the original chart. This type of "cloud" redundancy may resemble the internal representations of the target patterns (attentional templates) that are sought [20], which are coarse and not very precise. We will refer to this kind of redundancy as cloud redundancy (see Figure 10 for two examples).

In our study, we used three combinations of information redundancy:
1) N redundancy without noise, (where N redundancy means N aligned equidistant points between each pair of adjacent data points) for N in {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 50, 75 and 100}.
2) Area line - 10 copies of N redundancy + vertical shifts of 0.01, for N in {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 50, 75 and 100}.
3) Cloud - (added random uniform noise \( \eta \) in [0,0.025], [0,0.1], [0,0.2], for N in {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 50, 75 and 100}.

In order to compare the influence of the redundancy configur-
ations on the results obtained with different distance metrics, we asked experienced Data Scientists to rank the visual similarities between time-series which had several controlled data perturbations. In the following subsections we describe the data perturbations scenarios and the survey with the Data Scientists.

In this section we used randomized selections of data from
nasdaq.com/market-activity/quotes/historical related to Apple
daily traded volume between the dates: February 11, 2016 and
September 12, 2017.
5.1 Data perturbations scenarios

We aimed to evaluate the effects from adding redundancy on the performance of pattern similarity detection tasks with different perturbations of the original data. The different perturbations of the original data were used to control the distance between two data sets. The starting point are two identical data sets, and we modify one of them by adding disturbances in the data. An example is shown in Figure 11, where the chart in the top left corner is the original data set and the other six charts depict the different data perturbations we used.

![Figure 11. Six examples of data perturbations used for the similarity tests](image)

We applied three types of perturbations to the data: 1) Added noise, 2) Added outliers and 3) Data Shift. Noise is the most common case of data perturbation, and we introduced uniform random noise with values $[-1, 1]$ to the original signal. Outliers are another common case, and different distance metrics may respond differently to them (e.g. Pearson is highly affected by Outliers). Data shifts are also frequent. In them, some sectors of the patterns remain the same and the rest are different. As benchmarks, we added three charts that were very different from the original data sets: Straight Line, Zigzag and Random Noise. Twelve data sets were created based on three randomly selected data sets of 6, 11, 16 and 21 data consecutive daily observations from NASDAQ. For each of the data sets, we introduced six types of data perturbations plus three charts with independent data sets (Straight Line, Zigzag and Random Noise). The types of perturbations that were used are summarized in Table 1. These scenarios are not exhaustive, but they cover a large part of the real world cases.

Figure 12 depicts the twelve charts for the 12 data sets with the different types of modifications. We aimed to determine how well each method assesses the similarities between the original charts and their modified versions.

5.2 Data Science Practitioners as benchmark

We conducted a survey with 13 experienced data scientists from the AI department in a gaming company. All of them had 3+ years of experience with M.Sc. or Ph.D. degrees. The survey was based on the data sets depicted in Figure 12 to compare the output from the different combinations of distance metrics and data redundancy to the data scientists’ evaluations. We aimed to have a comparison benchmark for the “True” values of visual similarity judgements.

The survey was anonymous and the data scientists did not have a time limit to provide their answers. They only ranked the similarity (1 to 9) for each of the different charts with perturbations. For each type of chart, we showed two rows with charts. In the first row we showed copies of the original chart and in the second row we showed the charts with the added data perturbations which needed to be ranked from 1 to 9. This was done to have the same conditions when comparing the charts with perturbations with the respective original version. Each row of charts was randomly ordered so that there was no relation between the similarity and the position of the chart in the row. The data scientists completed the survey task at their discretion, but were asked to do so in maximum one day. Some data scientists returned the filled survey after a couple of hours and some on the next day.

With the goal of analysing the visual similarity judgements and comparing them with the distance metrics for the different types of redundancy, we computed the average ranking per data perturbation for each of the 12 charts for all the data scientists.

6 Comparison of the different redundancy types using different distance metrics

In this section we compare the different types of redundancy for 9 distance metrics using 3 approaches:

1) Computing the $R^2$ coefficient of linear regressions per distance metric and redundancy type vs. the means of the Data Scientists rankings

2) Computing the F1 score results for the top ranking (1) per distance metric and redundancy type vs. the rankings by the Data Scientists

3) Computing the Mutual Information between the resulting rankings of each combination of distance metric and redundancy type and the average rankings by the Data Scientists

We used the following distance metrics: Euclidean/Manhattan, Cosine, Jaccard, Dice, Mutual Information (with Mutual Information Diagrams), Jensen-Shannon divergence and Pearson (Note: in the case of time series, the Euclidean distance is equivalent to the Manhattan distance, so we refer to both in all figures below as Man/Euc).

6.1 Using $R^2$ to compare different redundancy methods vis a vis the DS ranking

For comparing the different combination of distance metrics and redundancy types, we used as benchmark the similarity rank for each modified chart we received from the data scientists survey. Our goal, in this subsection, is to test how well the methods for detecting pattern similarity predict the data scientists’ rankings. This can be done by running linear regressions between the ranking by the data scientists and the ranking resulting from each combination of distance metrics and redundancy types and selecting the best of the predictions (with the higher $R^2$).

For each of the 12 data sets (Original chart) and the 9 perturbations mentioned above we normalized the distances taken from the MIDs (MIDs) and converted the similarity measures to distance measures ($distance = 1 - similarity$). After normalizing the distances for the different metrics, we transformed the scale,
| Type        | Data Perturbation on the pattern                                                                 |
|------------|--------------------------------------------------------------------------------------------------|
| Outliers   | Interchange of 2 rows: interchanged 2 rows of the data without changing values.                  |
|            | Added 2 outliers: added 2 values that were 3 sd above the mean of the data set, without changing the order of the data. |
|            | Added one outlier at the beginning of the data set (3 sd above the mean).                        |
|            | Added one outlier in the middle of the data set (3 sd above the mean).                           |
| Shift      | Shifted the data set 2 periods right, and replaced the data for the two initial periods with the last 2 periods. |
| Noise      | Added uniform random noise to the data.                                                          |
| Benchmark  | Replaced the data with a straight line.                                                          |
|            | Replaced the data with a Zigzag line.                                                            |
|            | Replaced the data with random uniform noise.                                                     |

**TABLE 1**

9 types of perturbation used to test the pattern rankings

| Chart | Original chart | 2 rows interchange | 2 Outliers | Outlier at the beginning | Outlier in the middle | 2 periods right shift | Original + noise | Straight line | Zigzag line | Random noise |
|-------|----------------|--------------------|------------|--------------------------|-----------------------|---------------------|-----------------|--------------|-------------|--------------|
| 1     | ![Chart 1](chart1.png) | ![Chart 2](chart2.png) | ![Chart 3](chart3.png) | ![Chart 4](chart4.png) | ![Chart 5](chart5.png) | ![Chart 6](chart6.png) | ![Chart 7](chart7.png) | ![Chart 8](chart8.png) | ![Chart 9](chart9.png) | ![Chart 10](chart10.png) | ![Chart 11](chart11.png) | ![Chart 12](chart12.png) |
| 2     | ![Chart 13](chart13.png) | ![Chart 14](chart14.png) | ![Chart 15](chart15.png) | ![Chart 16](chart16.png) | ![Chart 17](chart17.png) | ![Chart 18](chart18.png) | ![Chart 19](chart19.png) | ![Chart 20](chart20.png) | ![Chart 21](chart21.png) | ![Chart 22](chart22.png) | ![Chart 23](chart23.png) | ![Chart 24](chart24.png) |
| 3     | ![Chart 25](chart25.png) | ![Chart 26](chart26.png) | ![Chart 27](chart27.png) | ![Chart 28](chart28.png) | ![Chart 29](chart29.png) | ![Chart 30](chart30.png) | ![Chart 31](chart31.png) | ![Chart 32](chart32.png) | ![Chart 33](chart33.png) | ![Chart 34](chart34.png) | ![Chart 35](chart35.png) | ![Chart 36](chart36.png) |
| 4     | ![Chart 37](chart37.png) | ![Chart 38](chart38.png) | ![Chart 39](chart39.png) | ![Chart 40](chart40.png) | ![Chart 41](chart41.png) | ![Chart 42](chart42.png) | ![Chart 43](chart43.png) | ![Chart 44](chart44.png) | ![Chart 45](chart45.png) | ![Chart 46](chart46.png) | ![Chart 47](chart47.png) | ![Chart 48](chart48.png) |
| 5     | ![Chart 49](chart49.png) | ![Chart 50](chart50.png) | ![Chart 51](chart51.png) | ![Chart 52](chart52.png) | ![Chart 53](chart53.png) | ![Chart 54](chart54.png) | ![Chart 55](chart55.png) | ![Chart 56](chart56.png) | ![Chart 57](chart57.png) | ![Chart 58](chart58.png) | ![Chart 59](chart59.png) | ![Chart 60](chart60.png) |
| 6     | ![Chart 61](chart61.png) | ![Chart 62](chart62.png) | ![Chart 63](chart63.png) | ![Chart 64](chart64.png) | ![Chart 65](chart65.png) | ![Chart 66](chart66.png) | ![Chart 67](chart67.png) | ![Chart 68](chart68.png) | ![Chart 69](chart69.png) | ![Chart 70](chart70.png) | ![Chart 71](chart71.png) | ![Chart 72](chart72.png) |
| 7     | ![Chart 73](chart73.png) | ![Chart 74](chart74.png) | ![Chart 75](chart75.png) | ![Chart 76](chart76.png) | ![Chart 77](chart77.png) | ![Chart 78](chart78.png) | ![Chart 79](chart79.png) | ![Chart 80](chart80.png) | ![Chart 81](chart81.png) | ![Chart 82](chart82.png) | ![Chart 83](chart83.png) | ![Chart 84](chart84.png) |
| 8     | ![Chart 85](chart85.png) | ![Chart 86](chart86.png) | ![Chart 87](chart87.png) | ![Chart 88](chart88.png) | ![Chart 89](chart89.png) | ![Chart 90](chart90.png) | ![Chart 91](chart91.png) | ![Chart 92](chart92.png) | ![Chart 93](chart93.png) | ![Chart 94](chart94.png) | ![Chart 95](chart95.png) | ![Chart 96](chart96.png) |
| 9     | ![Chart 97](chart97.png) | ![Chart 98](chart98.png) | ![Chart 99](chart99.png) | ![Chart 100](chart100.png) | ![Chart 101](chart101.png) | ![Chart 102](chart102.png) | ![Chart 103](chart103.png) | ![Chart 104](chart104.png) | ![Chart 105](chart105.png) | ![Chart 106](chart106.png) | ![Chart 107](chart107.png) | ![Chart 108](chart108.png) |
| 10    | ![Chart 109](chart109.png) | ![Chart 110](chart110.png) | ![Chart 111](chart111.png) | ![Chart 112](chart112.png) | ![Chart 113](chart113.png) | ![Chart 114](chart114.png) | ![Chart 115](chart115.png) | ![Chart 116](chart116.png) | ![Chart 117](chart117.png) | ![Chart 118](chart118.png) | ![Chart 119](chart119.png) | ![Chart 120](chart120.png) |
| 11    | ![Chart 121](chart121.png) | ![Chart 122](chart122.png) | ![Chart 123](chart123.png) | ![Chart 124](chart124.png) | ![Chart 125](chart125.png) | ![Chart 126](chart126.png) | ![Chart 127](chart127.png) | ![Chart 128](chart128.png) | ![Chart 129](chart129.png) | ![Chart 130](chart130.png) | ![Chart 131](chart131.png) | ![Chart 132](chart132.png) |
| 12    | ![Chart 133](chart133.png) | ![Chart 134](chart134.png) | ![Chart 135](chart135.png) | ![Chart 136](chart136.png) | ![Chart 137](chart137.png) | ![Chart 138](chart138.png) | ![Chart 139](chart139.png) | ![Chart 140](chart140.png) | ![Chart 141](chart141.png) | ![Chart 142](chart142.png) | ![Chart 143](chart143.png) | ![Chart 144](chart144.png) |

Fig. 12. Twelve charts for the 12 data sets with 9 types of data perturbation
so that the minimum metric would be 1 and the maximum 9. We applied "PATRED" to each of the distance metrics with different numbers of redundancy points as mentioned above.

Figure 13 shows the effects of the redundancy configurations on the correlations with the data scientists’ ratings $R^2$ for each one of the distance metrics. The sparklines on the right show the shape of the variation of $R^2$ for different numbers of redundancy points per line segments ([0,100]) together with cloud redundancy with different $\eta$ values. The shaded cells indicate the row with the best values. Not all the distance metrics were equally influenced by adding redundancy. Below we summarize the effects of the different types of redundancy on the correlations.

- Redundancy did not help to improve $R^2$ for the Pearson and Man/Euc metrics. $R^2$ decreased after adding the first redundancy point.
- All other metrics improved their $R^2$ after adding 1 redundancy points, reaching the maximum at different numbers of redundancy points.
- For the Mutual Information and Jaccard metrics, the arealine redundancy had the best performance.
- For the JSD and Dice metrics, the arealine redundancy had slightly lower performance.
- All metrics reached a steady state after a relatively low number of redundancy points.
- The Man/Euc and Pearson metrics are not appropriate for use with arealine redundancy as they can only work with vectors which have the same number of data points, and which are paired in a specific order (which is not the case with areas which use squared bins).

Figure 14 shows the correlations between the rankings with the different best performing distance metrics. The blue cells group indicates the highly correlated distance metrics.

6.2 Using the F1 score to compare different redundancy methods for the extreme cases

In the previous analysis we compared the results for each of the ranks, without focusing on the extreme cases, when the charts are very similar or very different. Here we focus on the case when the rank is 1 and compare the different combinations of distance metrics and redundancy types from that perspective, using the F1 score, which is the harmonic mean of precision and recall. Precision answers the question of "what proportion of predicted positives are truly positive?", and Recall answers the question of "what proportion of actual positives are correctly classified?". It is easy to compute the two measures for binary classifications such as the top (1) rank. We did this by generating the confusion matrix for each of the cases, and we grouped the results into two groups: a) rank = 1 and rank $\neq 1$. Then we computed the harmonic mean of the precision and recall values to get the F1 scores.

Figure 15 shows the effect of the redundancy types on the F1 score. Below we summarize the behavior of F1 for the distance metrics with the different types of redundancy. For the Cosine, Dice, Jaccard and Pearson distance metrics, adding redundancy lowered the F1 score. Redundancy improved the F1 score for JSD (with area line), Manhattan/Euclidean (with equidistant points) and MI (with cloud).

6.3 Using Normalized Mutual Entropy of sequences to compare the redundancy types with DS ranked charts

The data scientists’ rankings and the rankings computed with the different distance metrics are all sequences (from 1 to 9), so it is possible to compare the rankings by calculating the average Normalized Mutual Information of the sequences for all the charts. The method that most resembles the data scientists’ rankings will have the highest Mutual Information. We used the “DescTool” R package to compute the normalized Mutual Information for the different methods. As can be seen in Figure 16 redundancy helped
to improve the Normalized Mutual Information for sequences for all methods, except Pearson.

7 Summary of the Comparison between the Redundancy Types, Distance Metrics and Limitations

7.1 Summary

We compared the similarity results for several distance metrics with and without redundancy (created with different redundancy types) to the "ground truth" that was based on data scientists' similarity judgements of visualizations of the same data sets. The Mutual Information, JSD, Jaccard, Dice and Cosine distance metrics had consistently higher $R^2$ and NMI values for sequences with redundancy than without it (sometimes the addition of only a single redundant data point raised the correlation). These distance metrics use data groupings to evaluate the similarity between data sets. The information theoretic methods (Mutual Information and JDS) use bins. Jaccard, Dice and Cosine use matrix calculations, applied to all matrix members concurrently. When we add redundant data points, they "integrate" with the original data, improving the Mutual Information to a certain point.

The Pearson, Euclidean and Manhattan methods use distances between corresponding pairs of individual data points or with the mean of the data-set. In this case, redundant additional data points can cause an increase in the sum of the differences (because we add more pairs of data points), possibly increasing the total distance between the data sets, which sometimes has a negative impact on
the distance metrics.

Some distance metrics provide more or less similar results as can be seen with the cross-correlations between the different distance metrics rankings shown in Figure 14.

Although redundancy had a lower effect on the F1 values for the top ranking (1), it still consistently helped the Shanon Entropy family methods (MI and JSD).

The different data perturbation had different effects, as shown in Figure 17. Perturbations that change the position of the data points, such as shifting or interchanging, had the strongest negative impact on the different methods for measuring similarity. When the data perturbation involved only a single outlier in the middle of the pattern, most distance metrics improve already after adding one redundancy point. The exception was Pearson, which improves after adding more redundancy points.

7.2 Limitations

The added redundancy approach can help in the search for visual patterns, but it has some limitations. First, we only tested specific line charts and with specific data perturbations, and a wider range of displays and data changes should be studied. Also, additional distance metrics should be studied. Finally, redundancy can be added in additional ways, and these, too should be studied.

8 CONCLUSION AND DIRECTIONS FOR FUTURE RESEARCH

8.1 Conclusions

Overall results indicate that adding visual redundancy to displayed data can help to detect similarities and differences between visualized patterns when using Intersection, Inner Product and Shannon’s entropy family distances. Adding visual redundancy may not improve similarity detection when using distances from the Squared $L_2$ and $L_p$ Minkowski families, because these families of metrics are based on sums of distances between pairs of corresponding points in the two data sets. When redundant data is added, the sums of distances increase. This is not the case for the Intersection, Inner Product and Shannon’s families where the metrics are mainly calculated at the whole data set level. However, for specific types of data perturbations (e.g. outliers positioned within the pattern) the Squared $L_2$ and $L_p$ Minkowski methods could also be enhanced with redundant data.

8.2 Example of practical use

Figure 18 shows, for illustration, nine instances of similar motifs were identified when adding redundancy. The searched motif is of type Wedge Falling [36]. In this case we had the coordinates of the seven points of the pattern from [36] and applied the 100 redundancy method for both the searched pattern and the data. If the sought pattern or motif is an expected pattern, then it should be digitized, either directly by providing the coordinates of each data point (as we did here) or by using a tablet, as depicted in Figure 2. In our study, each time unit was of one day, and the total pattern is of 6 days (or 7 data points). Each 7-days period in the data was normalized before performing the Mutual Information computations. When looking for the same pattern for longer time units (e.g. weeks or months), one needs to smooth the data before doing the data redundancy and mutual information calculations. Figure 19 shows another way of looking at the identified patterns in the data, using a Mutual Information Diagram (MID), which can help to visually identify clusters. Here we sorted the charts according to their Variation of Information (VI) and show their location in the MID for the top (most similar) and bottom (least similar) to the searched pattern.

8.3 Future directions

In this study we focused on pattern search and identification, using data redundancy that is consistent with the visual geometry of the data. The geometric consistency of the redundancy makes it possible to recover the original data fully, minimizing the added noise. One feasible future direction is to implement other geometries such as triangles.

This work can be expanded into several directions. The first is related to the identification of associations between variables, when the relation between them is not linear. A second direction for future research is anomaly detection in multi-variate variable time series by trying to identify what is causing strong decreases of Mutual Information when moving along the time axis or while moving along a radial axis for 2D images.

To summarize, the adding of "redundant visual information" can provide significant benefits when analysing patterns in the data, and it opens some promising new directions for further research.

9 APPENDIX

The simplest two distance metrics between variables are the Manhattan and Euclidean distances [24]. Manhattan distance (Equation 7) calculates the distance between vectors on all dimensions, while Euclidean distance (Equation 8) measures the geometric distance between the two vectors. The Euclidean distance is sensitive to extreme values, i.e., outliers, in the variables [19], [22], [24].

$$Manhattan\ Dist_{Mind}(X, Y) = \sum_{i=1}^{N} |X_i - Y_i|$$ (7)
$$Euclidean\ Dist_{Euc}(X, Y) = \sqrt{\sum_{i=1}^{N} (X_i - Y_i)^2}$$ (8)

The Cosine distance (Equation 9) uses the dot product operator from linear algebra [24] and is equal to the cosine between two vectors [24]. It is a common measure in information retrieval research [30].

$$Cosine\ d_{Cos}(X, Y) = 1 - \frac{X \cdot Y}{|X| \cdot |Y|}$$ (9)

The Jaccard distance (Equation 10) is broadly used in computing string similarities [24]. The terms within $|\cdot|$ mean the number of elements that are shared and the total number of distinct elements. The measure compares members for two sets to see which members are shared and which are distinct. It is a measure of the similarity of two sets of data, with a range between 0 and 1. For two identical sets, the distance will be 0; when they are completely different (no common elements) the distance will be 1. The measure is easy to interpret, but it may be sensitive to small sample sizes and may give erroneous results [17].

$$Jaccard\ distance\ d_{JC}(X, Y) = 1 - \frac{|X \cap Y|}{|X \cup Y|}$$ (10)

The Jaccard distance has an intuitive interpretation, which links it to Mutual Information. Its similarity complement (1 - $d_{JC}$) is
related to the measure of the probability that an element of at least one of two sets is an element of both, and thus is a reasonable measure of similarity or the intersection between the two \[^{25}\]. The Dice distance (Equation \[^{11}\]) is similar to the Jaccard measure and is also used in information retrieval \[^{24}\].

\[
\text{Dice distance } d_{\text{Dice}}(X, Y) = 1 - \frac{2|X \cap Y|}{|X| + |Y|} \quad (11)
\]

The Pearson correlation coefficient \(r\), in the Squared \(L_2\) family, Equation \[^{12}\] is often used to quantify the strength of the association between 2 variables, and its sign tells the direction of this association \[^{16}\].

\[
\text{Pearson } S_r(X, Y) = \frac{\sum_{i=1}^{N}(X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{N}(X_i - \bar{X})^2} \sqrt{\sum_{i=1}^{N}(Y_i - \bar{Y})^2}} \quad (12)
\]

Since the Pearson coefficient \(r\) is a similarity measure with values between -1 and 1, it is necessary to transform it into a
Fig. 19. Mutual Information Diagram, showing the position of the most similar and least similar patterns to the Wedge Falling motif shown in Figure 18. P, O is the position of the Wedge Falling pattern. The other points are for the identified patterns in the data, where the number is the starting point of the pattern in the data.

normalized distance as in Equation [13]

$$d_{r} = (1 - r) / 2$$

Pearson correlation and distance are very intuitive, and they can easily be used to evaluate linear associations. It is best for continuous, normally distributed data, but it is strongly affected by extreme values [11].
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