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ABSTRACT Servo systems driven by a permanent magnet linear synchronous motor (PMLSM) are often affected by uncertain disturbances, such as magnetic resistance, friction, and external disturbances, which increase tracking errors and reduce motion accuracy. Traditional control methods may have difficulty to achieve satisfactory control performance in terms of tracking accuracy and disturbance rejection. In this paper, we propose an internal model control PID method based on a model linear extended state observer, which is termed as IMC-PID-MLESO method. With this method, the nominal model parameters of the PMLSM servo system are obtained via system identification. The model linear extended state observer (MLESO), with known parameter information, is designed to improve the estimation accuracy for the system states and total unknown uncertainties. As the uncertainties are compensated in the feedback control law, the PMLSM servo system model is transformed into a known nominal model. Based on the nominal model, the IMC-PID feedback controller is designed to ensure satisfactory performance on disturbance rejection and tracking error reduction. Simulation and experimental results show that the IMC-PID-MLESO method can effectively improve the position tracking accuracy of the PMLSM servo system and rapidly suppress the system disturbance.

INDEX TERMS Disturbance suppression, internal model control, permanent magnet linear synchronous motor, tracking accuracy, uncertainties.

I. INTRODUCTION

Permanent magnet linear synchronous motor (PMLSM) servo systems directly drive the mechanism for linear motion in modern industrial automation equipment, such as numerical control machines, industrial robots, laser machining systems, and semiconductor packaging systems. PMLSM servo systems are widely used as they offer a large thrust, fast response, and high precision [1]–[3]. However, uncertain disturbances, such as friction, magnetic resistance, and external disturbances directly affect the motion of a PMLSM without attenuation, leading to substantial tracking errors and complex disturbances during motor movements. This increases the difficulty of controlling the PMLSM servo system and degrades the operational performance [4], [5]. With increasingly stringent requirements in terms of operational efficiency and machining quality, simultaneous reduction in motion tracking errors and disturbances has become a key technical requirement.

Some advanced nonlinear control methods are used to deal with model uncertainties and disturbances, such as model predictive control [6], [7], disturbance observer-robust control [8], sliding mode control [9], [10], adaptive neural network [11], [12], composite anti-disturbance control [13], and so on. However, these methods are more complex and have difficulty to be implemented for motor servo system. At present, the proportional-integral-derivative (PID) controller, which has a simple structure, high practicability, and an independent controlled object model, is the mainstream control strategy for motor servo systems [14]. However, with the development of high-end electronic manufacturing equipment and precision testing equipment, the requirements for motor motion control performance are becoming increasingly stringent, and the traditional PID control structure cannot achieve satisfactory control results [15]. In the past, the combination of PID and advanced control methods and PID parameter optimization are always the research hotspots in the field of...
control engineering. On the one hand, some nonlinear PID control strategies, such as fractional PID [16], [17], neural network PID [18], [19], neural fuzzy PID [20], [21], and particle swarm optimization PID [22], [23] have been proposed. On the other hand, it is particularly important to adjust the PID controller parameters appropriately, using methods such as the well-known Ziegler–Nichols (ZN) tuning rule [24], $H_\infty$ robust optimization design [25], internal model control (IMC) principle [26], and other parameter adjustment methods [27], [28]. Among these, PID controllers based on the IMC principle are recognized as the simplest and most effective controllers for tuning [29], [30]. In particular, when the model of the controlled object is ideal and external disturbances are absent, the internal model control PID (IMC-PID) controller can achieve satisfactory target instruction tracking performance. However, the PMLSM itself has strong nonlinearity and coupling, which causes accurate modeling of the system to be difficult. Hence, modeling errors and un-modeled dynamics are inevitable, and changes in load resistance result in additional external disturbances [31], [32]. As IMC-PID is a single degree-of-freedom control strategy, it is difficult to improve the tracking and disturbance rejection performance of a PMLSM servo system. Therefore, it is necessary to design an effective control strategy to improve the disturbance rejection ability of PMLSM servo systems, and without sacrificing the precision tracking performance of the IMC-PID controller.

Among the disturbance rejection methods, active disturbance rejection control (ADRC), a new type of strong anti-interference control technology based on nonlinear PID, has been widely studied for position tracking and disturbance rejection of motor servo systems [33], [34]. ADRC does not require a precise mathematical model of the controlled object, as its core idea is to build an extended state observer (ESO) to estimate the total uncertain disturbances both inside and outside the system in real-time, and to compensate for the disturbance dynamically. Thus, the controlled object model is transformed into integral series standard form. However, the conventional ADRC method involves nonlinear links, which complicates the settings and necessitates several parameter adjustments [35]. The linear active disturbance rejection control (LADRC) structure uses the mathematical form of a linear ESO (LESO), making ADRC widely usable in engineering applications [36]. For systems with parameter uncertainties and disturbances, some ESO-based control methods have been studied. For example, a practical ADRC algorithm for hydraulic servo system without resorting to the identification model was developed in [37], which achieved good control responses. A compound control strategy that combines ADRC and velocity compensation for electro-hydraulic position servo control system was proposed in [38], which improved the anti-interference ability and control precision of the system. The ESO-based control method had been well implemented in these complex systems, which provided valuable experience for application in motor control occasions.

In recent years, many scholars have designed effective control methods for motor servo systems based on LADRC [39]–[41]. In [39], LADRC was used for disturbance control of a permanent magnet synchronous generator to improve the tracking accuracy of the servo system. In [40], an LADRC method for measuring delay compensation of permanent magnet synchronous motor (PMSM) current loop was proposed; this method improves the disturbance suppression performance under the dead-time effect. In [41], a control strategy based on fractional order ESO was proposed for a PMSM position servo system; this strategy improves the motion accuracy and disturbance rejection ability. It can be seen from the existing research work that adding known model information into ESO design can reduce observation burden and improve estimation accuracy of system states [42], [43]. In [44], an ADRC scheme based on model compensation for PMSM speed regulation system was proposed, which improved the estimation accuracy of the total disturbances. In [45], the identified disturbance model was compensated to ADRC, which had stronger anti-interference ability of PMSM speed control system.

In [46], a compound control method combining IMC and ESO was proposed to improve the set-point tracking performance and disturbance rejection ability of a PMSM servo system. However, the identified model parameters were not fully utilized in designing the ESO in [46], and parameter setting of ESO was directly transplanted the traditional bandwidth setting rules, which was not rigorous. In addition, the PMLSM servo system is more sensitive to disturbances than PMSM servo system, so the ESO design method should be further developed with stronger disturbance estimation ability. Hence, to achieve simultaneous tracking error compensation and disturbance suppression in PMSLM servo systems, in this study, the advantages of IMC and LADRC are combined, and an internal model control PID based on the model linear extended state observer (IMC-PID-MLESO) is proposed. This method involves system identification to obtain the nominal model parameters of a PMLSM servo system and uses a model linear expansion state observer (MLESO) that integrates known parameter information to improve the estimation accuracy for the unknown total uncertainties. On the basis of compensating for the unknown total uncertainties, the PMLSM servo system model is transformed into a known nominal model, and the IMC-PID feedback controller of this model is designed accordingly. The contributions of this work can be summarized as follows:

1. The design of MLESO and its parameter tuning can make full use of the known model information. The complex PMLSM servo system model can be transformed into a known nominal model, which is perfectly combined with the IMC-PID controller design method.

2. The proposed control method can ensure the BIBO stability of the system and have good tracking performance. Simulation and experiment show that the method can suppress the disturbances of PMLSM servo system quickly and has smaller tracking error.
The remainder of this paper is organized as follows. In Section II, the modeling process of the PMLSM servo system is introduced. In Section III, the control strategy for the PMLSM servo system is described, including the MLESO design, nominal model transformation process, IMC-PID controller design, and stability proof of the closed-loop system. Section IV compares the results of simulation analyses for the relevant methods, with respect to the identified nominal model. Section V describes the dSPACE experimental system of the PMLSM platform and presents the verification of the effectiveness of the proposed method. Finally, the conclusions are presented in Section VI.

II. MATHEMATICAL MODEL OF PMLSM SERVO SYSTEM

The PMLSM is vulnerable to various disturbances during its operation, which negatively affect the mover. The structure of a PMLSM without an iron core is shown in Fig. 1.

Ignoring the influence of eddy currents and hysteresis loss and assuming that the three-phase current is sinusoidal, the mathematical model of the PMLSM is established in the d−q coordinate system and is expressed as

\[
\begin{align*}
\dot{u}_d &= R_i d + L_q i_d - \frac{\pi v}{\tau} L_q i_q \\
\dot{u}_q &= R_i q + L_q i_q + \frac{\pi v}{\tau} (L_d i_d + \psi_{PM}) \\
F_e &= \frac{3\pi}{2\tau} [\psi_{PM} i_q + (L_d - L_q) i_d i_q]
\end{align*}
\]  

(1)

where \( R \) is the winding resistance of the mover, \( i_d, i_q, u_d, u_q, L_d, \) and \( L_q \) are the current, voltage, and inductance of the \( d \) and \( q \) axes, respectively, \( \psi_{PM} \) is the flux linkage of the permanent magnet, \( v \) is the speed of the mover, and \( \tau \) is the motor pole distance, and \( F_e \) is the electromagnetic thrust.

Because the air gap of the linear motor is large, it is generally considered that the inductances in the \( d \) and \( q \) axes are the same, that is, \( L_d = L_q = L \). In the vector control mode, the reference input current in the \( d \) axis is \( i_d = 0 \). Hence, the expression of electromagnetic thrust can be simplified as

\[
F_e = K_f i_q
\]

(2)

where \( K_f \) is the thrust coefficient, \( K_f \approx 3\pi n_p \psi_{PM} / (2\tau) \). If external uncertainties such as load disturbance and environmental noise are not considered, the mechanical motion equation of the PMLSM can be expressed as

\[
F_e = M \ddot{x} + B \dot{x} + F_d
\]

(3)

where \( M \) is the moving mass of the mover, \( B \) is the coefficient of viscous friction, and \( F_d \) is the internal multiple disturbing force of the motor, including sliding friction and magnetic resistance. In the analog current loop, we have \( i_d = K_q u \), where \( i_d \) is the reference input current in the \( q \) axis, and \( K_q \) is the scaling factor. According to its response characteristics, we approximate the current loop as a unit proportional link, combining (2)–(3), and let \( a_0 = B/M, b_0 = K_f K_q/M \). Finally, the dynamic equation of the PMLSM servo system with the current loop is obtained as follows

\[
\dot{x} = -(a_0 + \Delta a) \dot{x} + (b_0 + \Delta b) u = -a \dot{x} + bu
\]

(4)

where \( a = a_0 + \Delta a, b = b_0 + \Delta b, x \) is the movement displacement of the PMLSM, \( u \) is the control input voltage, and \( \Delta a \) and \( \Delta b \) are the parameter uncertainties of \( \dot{x} \) and \( u \) introduced by multiple disturbing forces \( F_d \), respectively. Here, \( -\Delta a \dot{x} + \Delta bu \approx -F_d/M \) is defined.

III. CONTROL STRATEGY OF PMLSM SERVO SYSTEM

A. MLESO DESIGN AND NOMINAL MODEL MODIFICATION

As the concept of total uncertainties \( f \) in LADRC include both known and unknown disturbances. For PMLSM servo system (4), \( f = -a \dot{x} + (b - \hat{b}) u + w \), where \( \hat{b} \) is the estimated value of \( b \), \( w \) is external unknown uncertainties. The time derivative of function \( f \) is bounded because the speed of disturbance change cannot be infinitely fast in any real physical system. We define that the total unknown uncertainties is

\[
h = -(a - a_0) \dot{x} + (b - b_0) u + w = f + a_n \dot{x} + (\hat{b} - b_n) u
\]

where \( a_n \) and \( b_n \) are the nominal values of parameters \( a \) and \( b \), respectively, which are obtained via system identification. It can be seen that the time derivative of function \( h \) is bounded. Let the system state variables be \( x_1 = x, x_2 = \dot{x}, \) and \( x_3 = h \). Then, the state space equation of the PMLSM servo system (4) in the extended state is

\[
\begin{bmatrix}
\dot{X} \\
X
\end{bmatrix} =
\begin{bmatrix}
\dot{X} \\
X
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
0 & -a_0 & 1 \\
0 & 0 & 0
\end{bmatrix} \cdot
\begin{bmatrix}
0 \\
b_n \\
0
\end{bmatrix}
\]

(5)

where \( x_1 = x, x_2 = \dot{x}, \) and \( x_3 = h \). According to system (5), the third-order MLESO can be designed as

\[
\begin{bmatrix}
\dot{X} \\
\dot{X} \\
\dot{X}
\end{bmatrix} =
\begin{bmatrix}
\dot{X} \\
\dot{X} \\
\dot{X}
\end{bmatrix} =
\begin{bmatrix}
A & Bu + E \hat{h} \\
C \\
0 & 1 & 0
\end{bmatrix}
\]

(6)

where \( \hat{X} = [\hat{x}_1 \hat{x}_2 \hat{x}_3]^T \) is the state estimation vector of \( X, L = [l_1 l_2 l_3]^T \) is the observer gain vector. The state estimation error is

\[
\hat{X} - \hat{X} = (A - LC) (X - \hat{X}) + E \hat{h}
\]

(7)
To ensure that the estimation error can converge to zero, the matrix \( A - LC \) must be Hurwitz. In order to satisfy this condition, let the characteristic polynomial of the matrix be

\[
|sI - (A - LC)| = (s + w_o)^3
\]

From (8), the following tuning rules are obtained

\[
l_1 = 3w_o - a_n; l_2 = 3w_o^2 - 3w_o a_n + a_n^2; l_3 = w_o^3
\]

By (9) and (12), we have

\[
\begin{align*}
\dot{x}_1 &= \ddot{x}_2 - (3w_o - a_n) \dot{x}_1 \\
\dot{x}_2 &= \ddot{x}_3 - a_n \dot{x}_2 - (3w_o^2 - 3w_o a_n + a_n^2) x_1 \\
\dot{x}_3 &= \ddot{x}_4 - w_o^3 \dot{x}_4 \\
\end{align*}
\]

where \( \dot{x}_i = x_i - \dot{x}_i, i = 1, 2, 3 \). To prove the convergence of the MLESO, the following two assumptions are used.

**Assumption 1:** There exists \( T_1 > 0 \), when \( t > T_1 \) such that

\[
|\dot{h}| \leq \delta, \delta > 0.
\]

**Assumption 2:** There exists \( T_2 > 0 \), when \( t > T_2 \) such that system (10) enters a steady state, that is, \( \dot{x}_1 = \dot{x}_2 = \dot{x}_3 = 0 \).

Combining Assumption 1 and Assumption 2, the following formula is obtained:

\[
|\ddot{x}_1| \leq \frac{\delta}{w_o}; |\ddot{x}_2| \leq \frac{3|a_n|/w_o|\delta}{w_o^2}; |\ddot{x}_3| \leq \frac{3\delta}{w_o}.
\]

Let \( \sigma_1 = \delta/w_o^3 \), \( \sigma_2 = |3 - a_n/w_o|\delta/w_o^2 \), \( \sigma_3 = 3\delta/w_o \). Then, we obtain the following theorem.

**Theorem 1:** Consider the system described by (6), which satisfies Assumption 1 and Assumption 2. Then, there is a large enough positive number \( w_o \) such that state estimation error \( |\ddot{x}_i(t)| \leq \sigma_i, i = 1, 2, 3, \) where \( \sigma_i = \alpha(1/w_o^i), i = 1, 2, 3, c \) is a positive integer.

**Remark 1:** According to Theorem 1, the state estimation error of MLESO is related to \( w_o \). When \( w_o \) is larger, the state estimation error \( \ddot{x}_i \) is smaller, and the observation response is faster. However, in an actual system, \( w_o \) is limited by the measurement noise and other factors. If \( w_o \) is excessively large, high-frequency noise disturbances will be introduced into the system, and degrading the quality of the state estimation variables.

The estimated total unknown uncertainties \( \dot{x}_3 \) are dynamically compensated in the control law, as follows

\[
u = u_0 - \ddot{x}_3 \]

where \( u_0 \) is the initial control value calculated using the error feedback controller. We choose an appropriate observer bandwidth \( w_o \) to ensure that \( \ddot{x}_3 \) can be accurately estimated \( h \), then

\[
\ddot{x} = -a_n x_2 + x_3 + b_n u_0 - \dot{x}_3 \approx -a_n \ddot{x} + b_n u_0 \]

Therefore, through real-time estimation of the MLESO and based on the dynamically compensated control law, the PMLSM servo system model (4) is approximately transformed into the nominal model (13).

**Figure 2. Transformation process of controlled object model.**

**Figure 3. Block diagram of IMC control structure.**

**Remark 2:** Compared with the traditional LADRC, the proposed method has the following advantages: 1) The nominal model information obtained via the identification is fully utilized, which can improve the control performance of LADRC; 2) The upper limit of the bandwidth of the observer in the actual system is restricted, and it is more feasible to transform the controlled object model into a nominal model than to transform it into a standard integral series form.

**B. DESIGN OF IMC-PID CONTROLLER BASED ON MLESO**

Hence, the transfer function model between the voltage and displacement of the PMLSM servo system and its nominal model are

\[
G(s) = \frac{b}{s^2 + a_n s}; \quad G_n(s) = \frac{b_n}{s^2 + a_n s}
\]

From (6) and (9), the frequency domain representation of MLESO is as follows (15), as shown at the bottom of the next page.

The transformation process is shown in Fig. 2.

In Fig. 2, \( G_i(s) \) is the transfer function model between the voltage and the estimated displacement of MLESO. The IMC principle is used to design the IMC-PID feedback controller, and its control structure is shown in Fig. 3.

In Fig. 3, the IMC controller \( C_{inc}(s) \) can be designed as follows

\[
C_{inc}(s) = \frac{f(s)}{G_n(s)}
\]

where \( f(s) \) is the internal model filter, which is expressed as

\[
f(s) = \frac{2\lambda s + 1}{(\lambda s + 1)^2}
\]

where \( \lambda \) is the filter parameter. The filter satisfies the following conditions [23]

\[
\lim_{s \to 0} \{[1 - f(s)] G_n(s)\} = 0
\]
The closed-loop system transfer function is given as follows

\[
\hat{x}_1 (s) = \frac{C_{imc} (s) G_t (s)}{1 + C_{imc} (s) [G_t (s) - G_n (s)]} r (s) \tag{19}
\]

In the ideal case, there is \( G_t (s) = G_n (s) \). Thus, the expected output of the system is

\[
x_{1d} (s) = f (s) r (s) \tag{20}
\]

Therefore, the closed-loop performance of the IMC-PID controller will be similar to the IMC filter. The desired closed-loop response can be obtained by selecting appropriate IMC filter parameters. The IMC-PID controller is expressed as

\[
G_{pid} (s) = \frac{f (s)}{[1 - f (s)] G_n (s)} = k_p + k_i \frac{1}{s} + k_d s \tag{21}
\]

where \( k_c, k_i \) and \( k_d \) are the proportional, integral and differential coefficients, respectively. From (24), the parameter setting rules of the IMC-PID controller are obtained as follows

\[
k_p = \frac{2\lambda a_n + 1}{\lambda^2 b_n}; k_i = \frac{a_n}{\lambda^2 b_n}; k_d = \frac{2}{\lambda b_n} \tag{22}
\]

The nominal parameters \( a_n \) and \( b_n \) of the system are obtained by model identification, so the proposed method only needs to adjust two control parameters, i.e., the observer bandwidth \( w_o \) of MLESO and filter parameter \( \lambda \) of IMC-PID. The structure of the proposed IMC-PID-MLESO of the PMLSM servo system is shown in Fig. 4. In the expected case, the IMC-PID-MLESO equivalent control structure is obtained, as shown in Fig. 5.

Finally, the initial control value calculated by the IMC-PID controller is

\[
u_0 (s) = G_{pid} (s) [r (s) - \hat{x}_1 (s)] \tag{23}
\]

\[
\begin{align*}
\hat{x}_1 (s) &= \frac{(3w_o - a_n) s^2 + 3w_o^2 s + w_o^3}{(s + w_o)^3} y (s) + \frac{b_0 s}{(s + w_o)^3} u (s) \\
\hat{x}_2 (s) &= \frac{(3w_o - 3w_o a_n + a_n^2) s^2 + w_o^3}{(s + w_o)^3} y (s) + \frac{b_0 (s + 3w_o - a_n) s}{(s + w_o)^3} u (s) \\
\hat{x}_3 (s) &= \frac{w_o^3}{(s + w_o)^3} y (s) - \frac{b_0 w_o^3 s}{(s + w_o)^3} u (s)
\end{align*}
\tag{15}
\]

Remark 3: Based on (11), the estimation error of the state velocity will be considerably larger than the displacement estimation error when \( w_o \) is sufficiently large. Thus, the use of velocity estimation signal is debatable. Unlike the LADRC method, the IMC-PID-MLESO method designed in this study only takes the displacement estimation variable as the feedback signal of the controller in (23), to avoid the lag effect of the speed estimation signal.

C. STABILITY ANALYSIS

This part analyzes the bounded-input bounded-output (BIBO) stability of IMC-PID-MLESO closed-loop control system. The following theorem is given.

Theorem 2: When the state estimation error of the MLESO is bounded, that is, \( |\hat{x}_1 (t)| \leq \sigma_i, \sigma_i > 0, i = 1, 2, 3 \), there exists a filter parameter \( \lambda > 0 \) for any bounded input \( r \), such that the closed-loop system composed of IMC-PID-MLESO is bounded-input bounded-output stable.

Proof: From (20), the expected output of the system is

\[
x_{1d} = 2\lambda \hat{r} + r - \lambda^2 \hat{x}_{1d} - 2\lambda \hat{x}_1 \tag{24}
\]

The expected error between the actual and expected output of system (6) is defined as \( \varepsilon_1 = x_1 - x_{1d} \). From (22), we have

\[
\lambda^2 \hat{x}_{1d} = 2\lambda \Delta \hat{r} + \Delta r \tag{25}
\]

where \( \Delta r = r - x_{1d} \). Hence,

\[
\varepsilon_1 = \varepsilon_1 - \hat{\varepsilon}_1 - \Delta r \tag{26}
\]

The intermediate error variable is designed as \( \nu = a_n \varepsilon_1 + \hat{\varepsilon}_1 = x_2 - x_{2d} \). Let

\[
\varepsilon_2 = \nu + \frac{1}{\lambda} \int \nu dt = \hat{\varepsilon}_1 + \frac{\lambda a_n + 1}{\lambda} \varepsilon_1 + \frac{a_n}{\lambda} \int \varepsilon_1 dt \tag{27}
\]

Then, the transfer function model between \( \varepsilon_2 \) and \( \varepsilon_1 \) is

\[
G_\varepsilon (s) = \frac{\lambda s}{(s + a_n) (\lambda s + 1)} \tag{28}
\]
Because \( G_\varepsilon(s) \) is stable, when \( \varepsilon_2 \) is bounded-output stable, \( \varepsilon_1 \) is also bounded-output stable. The derivative of \( \varepsilon_2 \) is
\[
\dot{\varepsilon}_2 = \dot{v} + \frac{v}{\lambda} = \dot{x}_2 - \dot{x}_2d + \frac{a_n\varepsilon_1 + \dot{\varepsilon}_1}{\lambda} = \gamma_1 + \gamma_2 + \gamma_3
\]
where
\[
\gamma_1 = -b_n\left(k_p\varepsilon_1 + k_i \int \varepsilon_1 dt + k_d\dot{\varepsilon}_1\right) + \frac{a_n\varepsilon_1 + \dot{\varepsilon}_1}{\lambda}
\]
\[
\gamma_2 = b_n\left(k_p\Delta r + k_i \int \Delta rd + k_d\Delta \dot{r}\right) - a_n\dot{x}_2 - \dot{x}_2d
\]
\[
\gamma_3 = b_n\left(k_p\tilde{x}_1 + k_i \int \tilde{x}_1 dt + k_d\dot{\tilde{x}}_1\right) + \tilde{x}_3
\]
By simplifying (32) further, we obtain
\[
\gamma_1 = -\frac{1}{\lambda}\varepsilon_2 \quad (30)
\]
\[
\gamma_2 = 0 \quad (31)
\]
From Theorem 1, we have
\[
\gamma_3 \leq b_n\left(k_p\sigma_1 + k_i \int \sigma_1 dt\right) + \sigma_3 = \sigma \quad (32)
\]
Then,
\[
\dot{\varepsilon}_2 \leq -\frac{1}{\lambda}\varepsilon_2 + \sigma \quad (33)
\]
Solving (33), we have
\[
\varepsilon_2(t) \leq e^{-\frac{1}{\lambda}t_1} \left[ \int_0^t \sigma e^\frac{\sigma}{\lambda} \frac{1}{\lambda} dx + \varepsilon_2(T_1) \right] \leq \varepsilon_2(T_1) e^{-\frac{T_2}{\lambda}} + \lambda \sigma \left(1 - e^{-\frac{T_2}{\lambda}}\right) \quad (34)
\]
Then,
\[
|\varepsilon_2(t)| \leq |\varepsilon_2(T_1)| + \lambda \sigma = \sigma_4 \quad (35)
\]
Therefore, for an arbitrary bounded input \( r \), the closed-loop system composed of IMC-PID-MLESO is BIBO stable. This completes the proof of Theorem 2. In addition, decreasing \( \lambda \) or increasing \( w_c \) can reduce the tracking error.

**Remark 4:** It can be seen from (13) that the transformed model is an observable and controllable linear time-invariant system, so the BIBO stability is consistent with the asymptotic stability. Therefore, when the system is BIBO stable, the controller can obtain good tracking performance.

### IV. SIMULATION RESULTS

The system identification for the PMLSM servo system model is conducted through a sinusoidal frequency sweep experiment, and the nominal values of system (8) are \( a_n = 7.655 \), \( b_n = 2.57 \). To verify the control performance of the IMC-PID-MLESO, its control results are compared with those of the IMC-PID (without MLESO) and LADRC. For a fair comparison, the MLESO and LESO have the same observer bandwidth, that is, \( w_o = 150 \), while the controller bandwidth of LADRC is \( w_c = 200 \). IMC-PID-MLESO and IMC-PID have the same filter parameter, that is, \( \lambda = 0.005 \). The aforementioned methods are simulated and analyzed in the MATLAB environment.

#### A. SIMULATION OF EXTERNAL DISTURBANCE SUPPRESSION

After the steady state of reaching the target value, external disturbances are applied, as shown in Fig. 6(a) and 6(b). The action time of the step disturbance voltage is 2–3s and the amplitude is \(-1\)V. The action time of the sinusoidal disturbance voltage is 1–3s, and the amplitude is \(-1\)V. The corresponding disturbance tracking errors obtained via simulation are shown in Fig. 7(a) and 7(b).

It can be seen that the proposed IMC-PID-MLESO method could rapidly suppress the disturbance and that its disturbance rejection performance is clearly superior to that of IMC-PID and LADRC.

#### B. TRACKING RESPONSE OF REFERENCE INPUT

First, the nominal model is assumed to be ideal, that is, \( G_\alpha(s) = G(s) \). The trajectory planning signal has the following parameters: Stroke \( s_t = 10\text{mm} \), maximum velocity \( v_{\text{max}} = 0.1\text{m/s} \), and maximum acceleration \( a_{\text{max}} = 10\text{m/s}^2 \). These values are taken as the reference input for set-point tracking. A constant external input voltage disturbance with the amplitude of \(-1\)V is added at \( t = 2.5\text{s} \). The tracking error of the system is shown in Fig. 8.

Fig. 8 shows that in the ideal model, the dynamic tracking performance of IMC-PID and IMC-PID-MLESO is almost...
It can be seen from Figs. 9–12 that IMC-PID-MLESO achieves the best tracking performance for the four parameter uncertainties with the given reference input. Moreover, it can quickly reach the target value, which indicates that it can suppress internal parameter disturbances effectively. The adjustment process for IMC-PID is relatively slow, while LADRC has a large tracking error. In addition, for external voltage disturbances, IMC-PID-MLESO exhibits a smaller disturbance error and shorter disturbance rejection time than IMC-PID and LADRC.

C. TRACKING RESPONSE OF SINUSOIDAL SIGNAL

With a sinusoidal signal having the amplitude of 5mm and frequencies of 2.5Hz and 5Hz as the reference input, the tracking error curves for the ideal model are obtained via simulation, as shown in Fig. 13. Keeping the reference input and control parameters unchanged, parameter uncertainties of $a = 0.8a_n$ and $b = 0.8b_n$ are introduced, and the tracking error curves are shown in Fig. 14.

Fig. 13 shows that in the ideal model, the tracking performance of LADRC is poor, while the tracking errors of IMC-PID and IMC-PID-MLESO are highly consistent. Fig. 14 shows that when the parameter uncertainty is introduced, the tracking performance of IMC-PID deteriorates slightly, while IMC-PID-MLESO continues to perform satisfactory control.

In summary, the simulation results show that a PID controller based on the IMC principle can achieve satisfactory tracking control performance but cannot suppress disturbances effectively. In comparison, LADRC has significantly
better disturbance rejection ability, but its tracking performance is unsatisfactory. The proposed IMC-PID-MLESO method can achieve satisfactory tracking performance and disturbance rejection simultaneously, which is suitable for the motion control of PMLSM servo systems.

V. EXPERIMENTAL VERIFICATION

To verify the control performance of the IMC-PID-MLESO for PMLSM servo systems, an experimental platform with a PMLSM servo system based on dSPACE is built in this study, as shown in Fig. 15. In the experiment, a dSPACE DS2655-7K160 controller and a PMLSM with an AUM5-S1 series brushless iron core and an Akribis ASD 240-0418 driver are used. The absolute grating ruler of the experimental platform is an HEIDENHAIN AK LIC411, the feedback resolution is 1 µm, and the sampling frequency is 1 kHz. To verify the effectiveness of the proposed method, the disturbance rejection and tracking performance of IMC-PID-MLESO is compared with that of IMC-PID and LADRC under the same conditions.

A. DISTURBANCE SUPPRESSION

Under steady-state conditions, the disturbance voltage signals shown in Fig. 6(a) and 6(b) are applied as the external disturbance. The experimental results for the tracking error and control input are shown in Figs. 16 and 17. The maximum tracking error ($\text{Max}|e|$), integral absolute value of the tracking error (IAE), and total variation (TV) in the control input are used as control performance evaluation indexes. The results are shown in Table 1.

It can be seen from Figs. 16 and 17 and from Table 1 that for IMC-PID-MLESO, the $\text{Max}|e|$, IAE, and TV are the smallest under the external step disturbance and that the IAE is 75.7% and 62.9% lower than those of IMC-PID and LADRC, respectively. The $\text{Max}|e|$, IAE, and TV of IMC-PID-MLESO are also the smallest under the external sinusoidal disturbance, and the IAE is 54.0% and 42.1% lower than those of IMC-PID and LADRC, respectively. This shows that IMC-PID-MLESO has the strongest disturbance rejection ability.

B. TRACKING DIFFERENT MOTION STROKES

The friction force of the PMLSM changes depending on the situation of the guide rail, which, in turn, leads to changes in the internal parameters. In this study, keeping the control parameters unchanged, set-point tracking is performed with different stroke lengths, corresponding to the simulation analysis of the uncertain internal parameters of the PMLSM servo system. The maximum stroke used for the experimental...
platform is 40mm, and the motion strokes of the PMLSM are set as $s_t = 10\text{mm}$, $20\text{mm}$, and $30\text{mm}$, with a maximum speed $v_{\text{max}} = 0.2\text{m/s}$ and maximum acceleration $a_{\text{max}} = 10\ \text{m/s}^2$. The experimental results are shown in Figs. 18–20. The setting time (ST), overshoot (OS) and IAE are used as the control performance evaluation indexes, and the results are shown in Table 2.

According to Figs. 18–20 and Table 2, the ST of IMC-PID-MLESO is the smallest. Compared with IMC-PID and LADRC, the ST of IMC-PID-MLESO is reduced by 19.5% and 61.3% for the 10mm stroke, 26.2% and 58.3% for the 20mm stroke, and 14.2% and 68.4% for the 30mm stroke, respectively. The OS and IAE of IMC-PID-MLESO are also the smallest, while those of LADRC are the largest. The speed tracking performance of IMC-PID-MLESO is better than IMC-PID and LADRC. With the increase of stroke, the speed tracking performance of IMC-PID deteriorates obviously. The control input curve of the proposed method is relatively stable without oscillation. This proves that the proposed controller achieves satisfactory set-point tracking performance.

C. TRACKING SINUSOIDAL SIGNALS

Sinusoidal signals with four different amplitudes and frequencies are used as input in the experiment. The following four cases are considered—Case 1: 5mm amplitude and 2.5Hz frequency; Case 2: 5mm amplitude and 5Hz frequency; Case 3: 10mm amplitude and 2.5Hz frequency; Case 4: 10mm amplitude and 5Hz frequency. Fig. 21 shows the experimental...
TABLE 2. The control performance indexes under different strokes.

| Method      | s₁=10mm |         |         |         | s₂=20mm |         |         |         | s₃=30mm |         |         |
|-------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
|             | ST (s)  | OS (mm) | IAE (10⁻⁵) |         | ST (s)  | OS (mm) | IAE (10⁻⁵) |         | ST (s)  | OS (mm) | IAE (10⁻⁵) |
| IMC-PID     | 0.302   | 0.094   | 1.47    |         | 0.343   | 0.116   | 1.99    |         | 0.353   | 0.126   | 2.50    |
| LADRC       | 0.628   | 0.121   | 2.56    |         | 0.607   | 0.148   | 2.80    |         | 0.959   | 0.131   | 3.76    |
| IMC-PID-MLESO | 0.243  | 0.035   | 1.22    |         | 0.253   | 0.055   | 1.65    |         | 0.303   | 0.068   | 2.00    |

TABLE 3. The control performance indexes under different cases.

| Method      | Case 1 |         |         |         | Case 2 |         |         |         |         | Case 3 |         |         |         | Case 4 |         |         |
|-------------|--------|---------|---------|---------|--------|---------|---------|---------|---------|--------|---------|---------|---------|--------|---------|---------|
|             | SD     | IAE     |         |         | SD     | IAE     |         |         | SD     | IAE     |         |         | SD     | IAE     |         |         |
| IMC-PID     | 0.031  | 0.053   |         |         | 0.069  | 0.123   |         |         | 0.053  | 0.094   | 0.133   | 0.240   |         |         |         |         |
| LADRC       | 0.064  | 0.091   |         |         | 0.093  | 0.141   |         |         | 0.077  | 0.127   | 0.111   | 0.178   |         |         |         |         |
| IMC-PID-MLESO | 0.023  | 0.033   | 0.045   | 0.076   | 0.027  | 0.048   | 0.037   | 0.062   |         |         |         |         |         |         |         |         |

**FIGURE 21.** Sinusoidal tracking experiment under different cases: (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4.

Curves of tracking error in the tracking stability stage of 1–3s with the control parameters unchanged. Table 3 shows the standard deviation (SD) and IAE of the three control methods in the different cases.

Fig. 21 and Table 3 show that the tracking performance of LADRC is worse than that of IMC-PID and IMC-PID-MLESO. The tracking performance of IMC-PID deteriorates significantly with increasing amplitude or frequency. However, IMC-PID-MLESO remains unaffected by changes in the friction force during sinusoidal tracking and adapts to the amplitude and frequency changes of the input signal. Thus, it achieves satisfactory tracking performance and control robustness.

**VI. CONCLUSION**

A new method termed IMC-PID-MLESO for PMLSM servo systems was proposed herein to improve the position tracking performance and disturbance rejection ability simultaneously. The control structure of the method incorporates the identified model parameter information into the MLESO design to reduce the estimation burden associated with the total unknown uncertainties and improve the estimation accuracy. Based on the dynamic compensation of the total unknown uncertainties, the PMLSM plant model was transformed into the nominal model of the system. The IMC-PID feedback controller could then perform the closed-loop position control, thereby improving the system stability. Simulation results showed that the proposed method can achieve satisfactory disturbance rejection and position tracking performance simultaneously. For verification, experiments were conducted on a designed experimental platform. The experimental results verify that the IMC-PID-MLESO method has a stronger disturbance rejection ability and higher tracking accuracy than that of the IMC-PID and LADRC.
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