Robustness of electronic screening effects in electron spectroscopies: example of V$_2$O$_5$
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In bulk and low-dimensional extended systems, the screening of excitations by the electron cloud is a key feature governing spectroscopic properties. Widely used computational approaches, especially in the framework of many-body perturbation theory, such as the GW approximation and the resulting approximate Bethe-Salpeter equation, are explicitly formulated in terms of the screened Coulomb interaction. In the present work we explore the effect of screening in absorption and electron energy loss spectroscopy, concentrating on the effect of local distortions on the screening and elucidating the resulting changes in the various spectra. Using the layered bulk oxide V$_2$O$_5$ as prototype material, we show in which way local distortions affect the screening, and in which way changes in the screening impact electron energy loss and absorption spectra including excitons. We highlight cancellations that make many-body effects in the spectra very robust with respect to structural modifications, while the band structure undergoes significant changes and the nature of the excitations may also be affected. This yields insight concerning the structure-properties relations that are crucial for the use of V$_2$O$_5$ as energy storage material, and more generally, that may be used to optimize the analysis and the calculation of electronic spectra in complex materials.

I. INTRODUCTION

Electronic excitations determine materials properties and functionalities that are crucial for a wide range of technological applications. Their theoretical analysis and prediction can therefore accelerate the discovery and design of materials with tailored properties. However, this remains a challenging problem for two main reasons: the effect of the electronic interactions and the inherent complexity of real materials. On the one hand, the electron-electron interaction strongly affects the excitation spectra of materials with respect to an independent-particle picture. The Coulomb interaction is, in particular, at the origin of the collective excitations of the electronic charge, known as plasmons, and it is responsible for the formation of bound electron-hole pairs, termed excitons. Plasmons and excitons characterise the dielectric and optical properties of materials and play a key role as energy carriers for all energy conversion and storage technologies. They are the central objects of plasmonics and excitonics, respectively, where their study is of fundamental importance in order to improve the efficiency of optoelectronic devices while reducing their size. On the other hand, real materials differ in several ways from the ideal picture of perfectly periodic crystals that is usually assumed in the theoretical simulation of electronic excitation spectra. Besides the thermal motion of the atoms around their equilibrium positions, or the presence of defects such as vacancies and impurities, static atomic displacements and tiltings can make the atomic local environment different from the macroscopically averaged crystal structure that is determined from X-ray diffraction (XRD) data. Especially in transition metal compounds, where the electrons remain tightly localised around the ions, the electronic properties can be strongly affected by different local environments due to positional or magnetic symmetry breaking.

In this context, vanadium pentoxide V$_2$O$_5$ is a particularly interesting case. It is an attractive material for a wide range of environmental applications, such as decontamination treatment, gas sensing, supply of clean and renewable energy (including photocatalysis and photovoltaics), energy storage (for rechargeable lithium-ion batteries), and smart windows (thanks to its electrochromic properties). V$_2$O$_5$ has a peculiar layered crystal structure. The layers, stacked along the z direction, are made of ladder structures with V-O zigzag chains forming the legs along the y direction which are connected by V-O-V rungs along x (see Fig. 1). Besides the chain O$_c$ atoms in the legs and bridge O$_b$ atoms in the rungs, a third kind of oxygen atoms, called vanadyl oxygen O$_v$, are located just above or below the V atoms. The resulting basic units are VO$_5$ pyramids formed by a vanadium atom and its five nearest oxygen neighbors (see Fig. 1). In each layer, pairs of VO$_5$ pyramids point along the $+z$ direction, alternating with pairs of pyramids pointing in the opposite $-z$ direction. VO$_6$ octahedra, which are more common in other vanadates, can be formed, although strongly distorted, only by adding to the group also another O$_v$ atom from a neighboring pyramid.

The peculiar crystal structure of V$_2$O$_5$ is directly reflected into its electronic properties. Its low-dimensional nature is revealed by the weakly dispersing top-valence and bottom-conduction bands, which are separated by a relatively large indirect gap [see Fig. 1(c)]. Consistently with the ionic picture of a $d^3$ configuration, the valence band is mainly occupied by O 2$p$ electrons, while the
Conduction band is mainly due to V 3d states [as shown by the projected density of states (PDOS) in Fig. 1c]. However, O 2p and V 3d orbitals are also strongly hybridized. The V-O atomic distances determine the size of the bonding-antibonding splitting, which is larger for the short V-O_b and V-O_c bonds, and smaller for the longer V-O_v bonds (see Tab. I). The antibonding interactions also depend on the V 3d orbital symmetry. As analyzed in Refs. 22,23, the V d_xy orbitals have the weakest interaction with the nearest oxygen. In particular, the d_xy orbitals on the two vanadium atoms across a V-O_b-V rung that have equal parity are odd with respect to the m_z mirror plane passing through the bridge O_b. Hence, this d_xy pair has no interaction with the O_b p_y orbital and is orthogonal to both O_b p_z and O_b p_x orbitals. This structural peculiarity gives rise to a split-off band separated from the remaining conduction bands.

A strong interplay between atomic displacements and electronic properties is therefore expected in V_2O_5. Indeed, Eyert and Höck25 have shown that a hypothetical V_2O_5 crystal structure built from regular VO_6 octahedra, instead of the strongly distorted ones of the real structure, yields a metallic band structure. This strong sensitivity has also important practical consequences for lithium-ion batteries. While the processes of Li intercalation and delithiation do not modify V_2O_5 lattice parameters substantially, they perturb the local structure of the neighboring V_2O_5 pyramids, causing considerable band structure changes and a degradation of the electrochemical performance26,27. Moreover, charge carriers in V_2O_5 are interpreted as small polarons,28,29 i.e. the combination of electrons and accompanying lattice distortions, which hinders electronic and ionic mobilities. Addressing these issues is critical to enhance the performance of V_2O_5 as a clean energy functional material.

The following question, therefore, assumes special importance for the physics of V_2O_5: If the atoms of V_2O_5 are slightly displaced away from the equilibrium positions of the crystal structure determined from XRD data, what is the effect on the electronic properties and the excitation spectra? And are all properties affected in the same manner? If not, are there pieces of information that one could transfer from the ideal material to more complex structures, and can we understand why?

In the present work, we contrast two different kinds of spectroscopy: optical absorption and electron energy loss spectroscopy (EELS), which are popular experimental techniques to determine, respectively, the excitonic and plasmonic properties of materials. Addressing this question at the specific example of V_2O_5 holds a more general relevance, concerning the impact of structural distortions on dielectric screening and many-body effects due to the electron-electron and electron-hole interactions.

The present paper is organized as follows. Sec. II summarizes the methodology and the computational parameters that have been employed for this study. The excitation spectra of V_2O_5 in its ideal crystal structure are first analysed in Sec. III A. The impact of prototypical atomic displacements on the absorption spectrum, the dark excitons, and the loss function is then investigated in Sec. III B. Finally, Sec. IV discusses the role of screening in various places and the importance of canceling of different contributions, while conclusions are drawn in Sec. V.

II. METHODOLOGY

A. Theoretical background

Electronic excitations spectra30 of V_2O_5 have been calculated using linear-response time-dependent density functional theory31,32 (TDDFT) and the Bethe-Salpeter equation33 (BSE) in the framework of many-body perturbation theory34 (MBPT).

Within TDDFT, the density-density response function
\( \chi \) is obtained as a solution of the Dyson-like equation:

\[
\chi = \chi_0 + \chi_0(v_c + f_{xc})\chi,
\]

where \( \chi_0 \) is the independent-particle response function built with Kohn-Sham (KS) orbitals and energies, \( v_c \) is the Coulomb interaction, and \( f_{xc} \) is exchange-correlation (xc) kernel that is the functional derivative of the KS xc potential with respect to the density. The simplest approximation is the random-phase approximation (RPA) that sets \( f_{xc} = 0 \).

In reciprocal space, the response functions and the xc kernel are matrices in the reciprocal lattice vectors \( \mathbf{G} \) and \( \mathbf{G}' \), and functions of the frequency \( \omega \) and the first-Brillouin-zone wavevector \( \mathbf{q} \). The Coulomb interaction \( v_c(\mathbf{q} + \mathbf{G}) = 4\pi|\mathbf{q} + \mathbf{G}|^{-2} \). From the response function \( \chi \) one can directly evaluate the inverse microscopic dielectric function:

\[
\epsilon^{-1}_{G,G'}(\mathbf{q},\omega) = \delta_{G,G'} + v_c(\mathbf{q} + \mathbf{G})\chi_{G,G'}(\mathbf{q},\omega),
\]

and the macroscopic dielectric function from the averaging procedure:\[41,42\]

\[
\epsilon_{M}(\mathbf{q},\omega) = \frac{1}{\epsilon^{-1}_{G=G'=0}(\mathbf{q},\omega)}. \tag{3}
\]

Eq. (3) takes into account crystal local field effects (LFEs), because the dielectric matrix is inverted before the macroscopic average \( \mathbf{G} = \mathbf{G}' = 0 \) is taken. Neglecting LFEs would simply lead to:

\[
\epsilon_{M}(\mathbf{q},\omega) \approx \epsilon_{G=G'=0}(\mathbf{q},\omega). \tag{4}
\]

The optical absorption spectrum is given by the long-wavelength limit: \( \epsilon_{G}(\omega) = \lim_{\mathbf{q}_{\to 0}} \text{Im} \epsilon_{M}(\mathbf{q},\omega) \), whereas the loss function measured by EELS as a function of the momentum transfer \( \mathbf{q} \) is given by \(-\text{Im} \epsilon^{-1}_{M}(\mathbf{q},\omega)\). By expressing the loss function in terms of the real and imaginary parts of the dielectric function \( \epsilon_{M}(\mathbf{q},\omega) = \epsilon_{1}(\mathbf{q},\omega) + i\epsilon_{2}(\mathbf{q},\omega) \), one has:

\[
-\text{Im} \epsilon^{-1}_{M}(\mathbf{q},\omega) = \frac{\epsilon_{2}(\mathbf{q},\omega)}{[\epsilon_{1}(\mathbf{q},\omega)]^2 + [\epsilon_{2}(\mathbf{q},\omega)]^2}. \tag{5}
\]

Peaks of the loss function which match zeros of the real part of the dielectric function \( \epsilon_{1}(\mathbf{q},\omega) \) correspond to plasmon resonances.

Within MBPT, the quasiparticle (QP) addition and removal energies that form the band structures of materials can be obtained from the poles of the one-particle Green’s function \( G(\mathbf{r},\mathbf{r}',\omega) \). The effects of the electron-electron interaction beyond the Hartree approximation are encoded in the self-energy \( \Sigma_{xc}(\mathbf{r},\mathbf{r}',\omega) \). In the GW approximation (GWA), \( \Sigma_{xc}(\omega) \) is given by the convolution between \( G(\omega) \) and the screened Coulomb interaction \( W(\omega) = \epsilon^{-1}(\omega)v_c \), evaluated in the RPA. In the \( G_0W_0 \) scheme, the KS Green’s function is used to build the RPA \( W_0 \) and the self-energy. Moreover, usually the QP energies \( E_{nk} \) are obtained as first-order perturbative corrections to the KS eigenvalues \( \epsilon_{nk} \):

\[
E_{nk} = \epsilon_{nk} + Z_{nk} \langle \varphi_{nk} | \Sigma_{xc} | \varphi_{nk} \rangle - V_{xc} \langle \varphi_{nk} | \varphi_{nk} \rangle, \tag{6}
\]

where \( \varphi_{nk} \) are KS orbitals and the QP renormalization factors are \( Z_{nk} = \left[ 1 - \left( \frac{\partial \Sigma_{xc}(\omega)}{\partial \epsilon_{nk}} \right)_{\epsilon_{nk}} \right]^{-1} \). Alternatively, QP energies and orbitals entering the GW self-energy are calculated self-consistently, notably within the quasiparticle self-consistent GW (QSGW) scheme.\[43,44\] While the QSGW results do not depend on the KS starting point, the calculations are computationally much more expensive than the \( G_0W_0 \) ones.

In principle, one can obtain also response properties exactly in MBPT, by solving the Bethe-Salpeter equation. Approximations are available that yield exciton properties of materials accurate.\[45,46\] In particular, in the GWA with a statically screened Coulomb interaction \( W \), the BSE can be reformulated as an electron-hole (excitonic) Hamiltonian problem: \( H_{xc}A_{\lambda} = E_{\lambda}A_{\lambda} \). In the basis \( \{|\mathbf{r}c\rangle \} \) of resonant transitions between occupied \( \mathbf{r}c \) and unoccupied states \( \mathbf{e}k \), and neglecting the coupling with antiresonant transitions (Tamm-Dancoff approximation), the excitonic Hamiltonian reads:

\[
\langle \mathbf{v}c\k | H_{xc} | \mathbf{v}'c'k' \rangle = E_{\mathbf{v}c\k} \delta_{\mathbf{v}c\k} - \delta_{\mathbf{v}c\k} + \langle \mathbf{v}c\k | W | \mathbf{v}'c'k' \rangle. \tag{7}
\]

Here \( E_{\mathbf{v}c\k} = E_{\mathbf{e}k} - E_{\mathbf{v}c} \) are the GWA transition energies between occupied and empty states, while the electron-hole interaction matrix elements are the sum of the attractive direct electron-hole interaction \( -W \) and the repulsive electron-hole exchange interaction \( \tilde{v}_c \) given by the microscopic components (i.e., \( \mathbf{G} \neq 0 \)) of the bare Coulomb interaction. In the Tamm-Dancoff approximation, which is usually a good approximation for semiconductors and insulators,\[47\] the optical absorption spectrum is obtained from the eigenvectors \( A_{\lambda}^{\mathbf{v}c\k} \) and eigenvalues \( E_{\lambda} \) of the excitonic hamiltonian as:

\[
\epsilon_{\lambda}(\omega) = \lim_{\mathbf{q} \to 0} \frac{8\pi^2}{\Omega \Omega'} \sum_{\lambda} \left| \sum_{\mathbf{v}c\k} A_{\lambda}^{\mathbf{v}c\k} \rho_{\mathbf{v}c\k}(\mathbf{q}) \right|^2 \delta(\omega - E_{\lambda}), \tag{8}
\]

where \( \Omega \) is the crystal volume, and the oscillator strengths are \( \rho_{\mathbf{v}c\k}(\mathbf{q}) = \int \varphi_{\mathbf{v}c\k}(\mathbf{r}) e^{-i\mathbf{q}\cdot\mathbf{r}} \varphi_{\mathbf{v}c\k}(\mathbf{r}) d\mathbf{r} \). With respect to the independent-particle approximation where the electron-hole interactions are neglected, peaks in the BSE absorption spectra are located at the exciton energies \( E_{\lambda} \), instead of \( E_{\mathbf{v}c\k} \), and have modified intensities resulting from the mixing of the oscillator strengths that are modulated by the excitonic coefficients \( A_{\lambda}^{\mathbf{v}c\k} \). In this context, the exciton binding energy is defined as the energy difference between the minimum direct gap energy \( E_{\mathbf{v}c\k} \) and the exciton energy \( E_{\lambda} \). Supposing that in the \( \mathbf{q} \to 0 \) limit the oscillator strengths \( \sum_{\mathbf{v}c\k} A_{\lambda}^{\mathbf{v}c\k} \rho_{\mathbf{v}c\k} \) are approximately proportional to \( 1/E_{\lambda} \), Eq. (8) reduces to \( \epsilon_{\lambda}(\omega) \propto JDOS(\omega) \), with the joint density of states \( JDOS(\omega) = \frac{2}{\pi \omega} \sum_{\lambda} \delta(\omega - E_{\lambda}) \).

### B. Computational details

In our calculations, the ideal crystal structure of \( \text{V}_2\text{O}_5 \), which is shown in Fig. 1, has a \( \text{Pmnm} \) orthorhombic
symmetry with 14 atoms per unit cell, and the experimental lattice parameters\(^{21}\) \(a = 11.512\,\AA\), \(b = 3.564\,\AA\), and \(c = 4.368\,\AA\). This reference crystal structure will be compared to less symmetric unit cells, where the atomic positions have been displaced, as detailed in Sec. IIIB. In all simulations we have used norm-conserving Troullier-Martins\(^{50}\) pseudopotentials, including 3s and 3p semicore states for vanadium in the valence (total of 112 electrons), which have been already validated in previous studies on vanadates\(^{51-52}\). The KS ground-state calculation, in the local density approximation (LDA), converged with an energy cutoff of 100 Hartree and a \(4 \times 4 \times 4\) \(k\)-point grid.

TDDFT calculations were performed within the RPA using 145 conduction and 41 valence bands. When comparing to the loss function calculated with the computationally more expensive BSE (Fig. 2) we have used \(4 \times 4 \times 4\) \(k\)-point grid; for the comparison of the calculated loss function to experiment (Fig. 3) we have used a \(6 \times 6 \times 6\) \(k\)-point grid, and a \(8 \times 8 \times 8\) \(k\)-point grid to see the fine differences between the loss functions of ideal and distorted structures (Fig. 5). The \(k\)-point convergence study is reported in the Supplementary Material\(^{53}\) (SM).

In the perturbative GW calculations, the dielectric matrix within a cutoff energy of 4.9 Hartree was computed within the RPA with LDA energies that were scissor-corrected to match the \(G_0W_0\) band gap at the \(\Gamma\) point, using a \(4 \times 4 \times 4\) \(k\)-point grid and 350 bands, while the self-energy required 700 bands and 52 Hartree cutoff energy.

The BSE spectra have been obtained with a \(4 \times 4 \times 4\) \(k\)-point grid, with 15 valence and 16 conduction bands for absorption spectra (resulting in the converged spectra up to 7 eV), and 41 valence and 60 conduction bands for EELS spectra that were converged up to 23 eV. The BSE hamiltonian, Eq. (3), has been built, following the standard approach, using results from the perturbative GW calculations (with LDA wave functions and scissor corrected LDA energies) and a statically screened interaction \(W\) calculated in RPA with scissor-corrected LDA energies. In Ref.\(^{54}\) the BSE hamiltonian for the ideal \(V_2O_5\) crystal structure was built on the basis of an expensive QSGW calculation. The computational scheme employed here slightly reduces the exciton binding energy (e.g. from 1.0 eV to 0.8 eV in the case of the bright exciton, see first row of Tab. IV) However, most importantly, it gives the same physical picture of excitonic effects and makes the study at the same time meaningful and computationally feasible for the several distorted crystal structures analysed in the present work. More in general, all computational ingredients have been checked in this sense, where we could benefit from our results in Ref.\(^{54}\) which contains a detailed analysis of the sensitivity of the absorption spectra with respect to the ingredients and computational choices in the BSE. We used this to set the frame which allows us in the present work to make comparisons that are significant, but obtained at a reasonable computational cost. App. A1 and App. A2 discuss in detail, respectively, the \(k\)-point convergence and the validity of the scissor correction approximation. A 0.15 eV Gaussian broadening was applied to the energy loss spectra and 0.1 eV to the absorption spectra. LDA and GW calculations were carried out with ABINIT\(^{55}\) while the DF\(^{56}\) and EXC codes\(^{57}\) were used for TDDFT and BSE calculations, respectively.

### III. RESULTS

#### A. Spectra of the ideal crystal

Absorption spectra of the ideal \(V_2O_5\) crystal structure have been recently investigated in Ref.\(^{53}\) by us. Here we summarize the main findings and we refer to Ref.\(^{53}\) for a more extended discussion.

Our BSE calculations in Ref.\(^{54}\) showed that the first peak at the onset of the absorption spectra is a tightly bound exciton, which is characterised by a large average electron-hole distance. The properties of this exciton are therefore in contrast with the textbook picture of the Frenkel exciton model, where a large exciton binding energy is associated with a strong localisation of the electron-hole pair\(^{55}\). We explained this unusual behavior by means of a tight-binding model representing the charge transfer nature of the exciton that stems from electron-hole transitions within the V-O\(_5\)-V rungs having a mirror symmetry. The solution of the model gives an exciton wavefunction localised in the \(y\) and \(z\) directions but delocalised along \(x\). Within the model, in this direction its extension is much larger than the V-O\(_5\) distance and does not depend on the strength of the electron-hole interaction.

The BSE calculation also revealed the presence of a pair of dark excitons (one for each V-O\(_5\)-V rung in the unit cell) below the onset of the optical spectrum. Even though they have a negligible dipole oscillator strength and therefore are not visible in the absorption spectrum, dark excitons play an important role in disexcitation processes like as phonon-assisted luminescence and light emission\(^{55}\). In \(V_2O_5\) the dark excitons result from the same charge transfer transitions within the V-O\(_5\)-V rungs as the bright excitons at the optical onset and are described by the same tight binding model. These excitons are dark because of the destructive interference of single-particle transitions that are instead individually bright. Our tight-binding model showed that this is a consequence of the peculiar crystal symmetry of \(V_2O_5\). Therefore, of particular interest here is what happens to the dark excitons when the structure is distorted and the symmetry broken.
2. Electron energy loss spectra

While Ref.\textsuperscript{54} dealt with the exciton properties and the absorption spectrum of V$_2$O$_5$, here we also investigate its loss function. Its analysis provides a significant complementary viewpoint on the impact of local atomic distortions on many-body effects. Indeed, the loss function is dominated by plasmon excitations, which are usually associated with the long-range nature of the Coulomb interaction. Moreover, EELS allows for the study of the wavevector dependence of the electronic excitations, well beyond the dipole limit probed by optical spectroscopy.

The top panels of Fig. 2 compare the loss functions in the long-wavelength limit $-\text{Im}\epsilon_M^{-1}(q \to 0, \omega)$ calculated from the solution of the BSE with the spectra obtained within the GW independent-particle approximation (IPA) and the RPA of TDDFT. While in the latter the independent-particle energies in $\chi_0$, see Eq. (1), are KS eigenvalues in the LDA, in the GW-IPA they are corrected by a rigid scissor that opens the band gap, simulating the GW corrections. The GW-IPA, however, completely neglects electron-hole interactions.

In comparison to the absorption spectra, excitonic effects are less prominent in the loss function. In the $x$ and $y$ directions, the GW-IPA spectra are mainly a blueshift of the RPA spectra, as an effect of the GW band-gap opening. Electron-hole interactions in the BSE have two main effects: they make the main peak at 11 eV broader, and they induce a redshift that partially compensates the difference between RPA and GW-IPA at the onset of the spectra. As a result of these cancellations, RPA spectra are much more similar to BSE than GW-IPA spectra. Most importantly, excitonic effects do not create new strong peaks within the band gap, since the dominant excitonic peaks in the absorption spectra are strongly renormalized, and become insignificant, in the EELS. In the $z$ direction, besides those global shifts, a redistribution of spectral weight is also apparent between GW-IPA spectra on one side and RPA and BSE spectra on the other side. This is a manifestation of crystal local fields that will be analysed more in detail in the following. In any case, here we can already conclude that the main features in the loss function in V$_2$O$_5$ are adequately described at the level of the RPA, which will therefore also be adopted to investigate the dispersion of the loss function as a function of the momentum transfer.

From the analysis of the RPA and BSE loss functions in terms of the real and imaginary parts of the dielectric...
Im\epsilon_1(q_\omega) as a function of momentum transfer q in the 3 cartesian directions, computed within TDDFT-RPA with (solid lines) and without (dashed lines) crystal local field effects, and comparison to EELS experimental data\textsuperscript{[22]} (black dots). A vertical offset has been added to the spectra for improved clarity. The size of the theoretical or experimental momentum transfer is reported next to each spectrum.

function shown in the middle and bottom panels of Fig. 2 we find that the 11 eV peak in the loss functions corresponds to a zero of \epsilon_1(q \rightarrow 0, \omega). Therefore it can be ascribed to a collective plasmon resonance rather than to an interband electron-hole excitation\textsuperscript{[22]}. The spectral features at lower energies in the loss function are instead associated to peaks of \epsilon_2(q \rightarrow 0, \omega) and can therefore be considered to stem from interband transitions between the top-valence O 2p bands and the V split-off conduction bands. Finally, the very broad peak at larger energies around 23 eV matches a minimum of \epsilon_1(q \rightarrow 0, \omega), which however never crosses the zero axis. We can therefore assign it to a plasmon that is strongly damped by the interaction with single-particle excitations. While the plasmon at 11 eV is due to excitations of O 2p electrons into the V 3d empty bands, the broad plasmon at 23 eV is due to excitations to higher energy empty bands.

Fig. 3 shows the RPA loss function \text{-Im\epsilon_1(q, \omega)} for several momentum transfers q along the 3 cartesian directions, calculated with or without the inclusion of local field effects (LFEs) over an extended energy range. The calculations are compared to the experimental EELS spectra of Ref. \textsuperscript{[22]}. For x and y directions, LFEs affect the spectra especially at large energies and have a stronger impact for increasing size of the momentum transfer. In the z direction, which is perpendicular to the V_2O_5 layers, the inhomogeneities are larger. Therefore, LFEs are much stronger, inducing essentially a blueshift of the spectra. As a result, the spectra along z are much more affected by LFE than the spectra along the in-plane x and y directions where the inhomogeneity is smaller. For the momentum transfers and in the whole energy range for which experimental results are available, the agreement with the calculated spectra is very good. Both the simulations and the experiment in the x and y directions display a main peak at \sim 11 eV. The main peak is preceded by smaller spectral features and an onset located at \sim 3 eV. All the peaks show little dispersion as a function of momentum transfer reflecting the localised character of the electronic excitations. The intensity of the main peak at \sim 11 eV turns out to be systematically larger in the calculations than in the experiment. We note that the momentum resolution in the EELS experiment\textsuperscript{[22]} is as large as 0.05-0.06 Å\textsuperscript{-1}. Therefore, the resulting intensity of the measured peaks may have been strongly reduced in the experiment as a consequence of the angular integration. As a matter of fact, it is plausible that the experimental spectra for q along x and y in reality also contain contributions coming from the out-of-plane z direction, where at the same energy loss the calculated loss function does not display any intense feature. This also calls for further measurements with improved angular resolution, also for momentum transfers q along z, where experimental data are presently not
In the following, we show spectra obtained in the ideal crystal structure with those obtained by slightly displacing the atoms of $\text{V}_2\text{O}_5$ inside the unit cell. The displacements we have chosen were inspired by related observations, in particular, phonon modes. However, it is important to stress that we do not claim that our distorted structures would correspond to crystals that are closer to realistic samples than the ideal structure, not least because we keep the unit cell unchanged. Instead, they may be considered to be prototype distortions that allow us to analyse representative effects on absorption and loss function, both in view of the effects of distortions that are observed in applications based on nanostructured $\text{V}_2\text{O}_5$, and to draw general conclusions about the impact of local distortions in different kinds of spectroscopy.

1. Away from the ideal crystal

We consider deformations of the crystal structure of $\text{V}_2\text{O}_5$ from the experimental X-ray diffraction (XRD) position\cite{ref} along the phonon modes calculated in Ref. \cite{ref}. In the following, we show spectra obtained in the structures distorted along three representative vibrational modes: $B_{1g}^1$, $B_{1u}^1$, and $B_{2g}^5$.

While the $B_{1g}^1$ mode contains only displacements along the $y$ direction, notably for V and O, atoms, both the $B_{1u}^1$ and $B_{2g}^5$ modes contain $x$ and $z$ motions. In particular, the $B_{1u}^1$ mode mainly corresponds to a stretch of the V-O$_b$ bond, while $B_{2g}^5$ is a V-O$_g$ bond-stretch mode with a motion of the $O_b$ atoms opposite to each other\cite{ref}. The phonon frequencies, $\omega_n$, of these modes are: 147 cm$^{-1}$ for $B_{1g}^1$, 963 cm$^{-1}$ for $B_{2g}^5$ (from Raman spectroscopy data\cite{ref} and 570 cm$^{-1}$ for $B_{1u}^1$ (from infrared spectroscopy\cite{ref}). While these phonons except for $B_{1g}^1$ are not contributing significantly to the thermal motion, they may still have an effect via the zero-point motion electron-phonon coupling band gap and exciton renormalization. The characteristic length of a phonon mode $v$, $l_v = \sqrt{\hbar/2M\omega_v}$, is about 0.08 Å for the $B_{2g}^5$ mode and 0.11 Å for the $B_{1u}^1$ mode. (In the chosen modes, the maximum displacement corresponds to the O atom, so we used the O mass in these order of magnitude estimates.) These are comparable in magnitude to the arbitrarily chosen amplitudes here. However, beside possible zero-point motion corrections, within this work we are primarily concerned with the static local distortions, which may arise for various reasons, including sample preparation or nanostructuring. Therefore, within a reasonable range, the amplitudes of displacements are chosen arbitrarily conserving the relative motion of atoms along the corresponding phonon modes. For the $B_{1g}^1$ and $B_{2g}^5$ modes we have also considered a small and a large distortion (for each structure the largest displacements $d_{\text{max}}$ are indicated in the first column of Tab. \cite{ref}. For the distortions that we have examined in the present work, the bond length changes are reported in Tab. \cite{ref}. All the atomic positions of the deformed structures are listed in the SM\cite{ref}. The visualization of phonon modes can be found in Ref.\cite{ref}.

2. Effects of distortions on the band structure

Fig. \cite{fig} shows the LDA band structures of the ideal and distorted structures in the regime of the largest atomic displacements. The LDA band gap\cite{ref} of the ideal structure is 1.8 eV. In the $B_{1g}^1$ case (left-most panel) the band structure almost entirely overlaps that of the ideal $\text{V}_2\text{O}_5$
crystal. In all the other cases, instead, the band structure is strongly affected, with the band dispersions that are largely modified everywhere. As a consequence the LDA indirect band gap is reduced and goes from 1.74 eV for the $B_{1g}$ to 1 eV for $B_{1u}$ and 0.65 eV for $B_{2g}$ case. The changes are the largest for the $B_{1g}$ case (third panel in Fig. 4), where the two narrow bottom conduction bands are split everywhere across the Brillouin zone. The bands around the band gap therefore turn out to be very sensitive to the V-O bond stretch, distinctive of the $B_{1g}$ phonon mode, and, to a smaller extent, to the V-O$_c$ bond stretch, associated to $B_{1u}$ phonon mode. They are instead quite stable with respect to displacements along $y$ of the O$_v$ atoms ($B_{1g}$ mode). In the next section, we will examine how these modifications of the band structures due to the crystal deformations are reflected into changes of the optical properties.

3. Absorption spectra of the distorted crystal

For both GW and BSE calculations, an expensive part of the computation is the evaluation of the screened Coulomb interaction $W$. In principle, its calculation should be repeated for each of the different distorted structures. In Fig. 5 we analyse a possible shortcut for the BSE absorption spectra of the structure with the largest distortion for the $B_{2g}$ mode. It is interesting to examine here this specific case more in detail since its band structure is the most affected by the crystal deformation.

In particular, we assess the possibility to employ the screened Coulomb interaction $W_{\text{ideal}}$ of the ideal structure instead of $W_{\text{dist}}$ of the distorted structure. The spectra remain very similar (compare blue and orange spectra): using $W_{\text{ideal}}$ at the place of $W_{\text{dist}}$ does not alter significantly the absorption spectra of the $B_{2g}$ distorted structure. On the basis of these observations, we can conclude that we can safely calculate the absorption spectra of all the other distorted crystal structures (where the changes in the band structures are smaller than for the $B_{2g}$ case) using the screened interaction $W_{\text{ideal}}$ of the ideal crystal structure. We will analyse and explain these observations in detail in Sec. IV.

![FIG. 5: The absorption spectra, in the 3 cartesian polarization directions, (left) x, (middle) y and (right) z, of the crystal structure distorted along the $B_{2g}^5$ mode, for the case of the largest displacements using the BSE with $W_{\text{ideal}}$ (orange lines) or the screened interaction $W_{\text{dist}}$ of the distorted structure (blue lines).](image)

| Structure   | V-O$_b$ | V-O$_{a2}$ | V-O$_{c3}$ | V-O$_{c1}$ |
|-------------|---------|------------|------------|------------|
| Ideal       | 1.78    | 2.02       | 1.88       | 1.58       |
| $B_{1g}$    | $d_{\text{max}} = 0.03$ Å | 1.78 | 2.02 | 1.86 | 1.89 | 1.58 |
| $B_{1u}$    | $d_{\text{max}} = 0.02$ Å | 1.77 | 1.79 | 1.99 | 2.05 | 1.88 | 1.58 |
| $B_{1u}$    | $d_{\text{max}} = 0.12$ Å | 1.72 | 1.84 | 1.85 | 2.19 | 1.87 | 1.89 | 1.58 |
| $B_{2g}$    | $d_{\text{max}} = 0.04$ Å | 1.72 | 1.83 | 2.02 | 1.88 | 1.58 |
| $B_{2g}$    | $d_{\text{max}} = 0.13$ Å | 1.63 | 1.92 | 2.00 | 2.04 | 1.88 | 1.57 | 1.59 |

**TABLE I:** Bond lengths of the ideal and distorted V$_2$O$_5$ structures (in Å). In the ideal structure, for each kind of bond, the length values are all the same. In the distorted structures, instead, they are not all equivalent anymore: the shortest and longest atomic distances for each kind of bond are therefore reported.
largely visible: the BSE spectra (solid lines) actually follow the same trends of the GW spectra. The redshifts of the energies of the first bright excitons, see Tab. 12, are the combined effect of two changes: the shrinkage of the GW direct band gap and the reduction of the exciton binding energy. We find that the band gap change gives the largest contribution to the spectral redshift, while the binding energies of both the lowest energy bright and dark excitons remain comparatively more stable. We will analyse the origin of these changes more in detail in Sec. IV.

For the $B_{1u}^5$ and $B_{2u}^6$ modes, the BSE spectra (orange solid lines) in the $y$ direction also develop a tail on the low energy side of the first prominent peak (see orange arrows). This points to the fact that the lowest energy exciton that is perfectly dark in the ideal $V_2O_5$ structure (see black arrows) has some non-vanishing oscillator strength in the $y$ direction in these distorted structures.

This lowest energy exciton in the $y$-polarization shifts to 2.3 and to 2.7 eV when applying the $B_{2u}^5$ and $B_{1u}^5$ phonon distortions respectively. The $\epsilon_2$ for these two excitons is about 25 and 13 times smaller than for the first bright exciton in this polarization for the perfect crystal, and this is for phonon amplitudes that are still somewhat larger than our estimate of the corresponding phonon length scale $l_{B_{2u}^5}$ and $l_{B_{1u}^5}$ from zero-point-motion. However, this is still compatible with the 2 orders of magnitude lower absorption at the 2.3 eV onset than for the bright exciton near 3 eV. in Ref. 67. Thus, the often quoted lower band gap extracted from the onset

![Figure 6: Absorption spectra of the distorted crystal structures (orange and blue lines) compared to the absorption spectra in the $V_2O_5$ ideal structure (gray lines). The spectra are obtained from the solution of the BSE (solid lines) and from the GW-IPA (dashed lines), where e-h interactions are neglected. The $d_{\text{max}}$ values are the largest atomic displacement in the unit cell with respect to the ideal crystal (see Tab. I). For the $B_{1u}^5$ and $B_{2u}^6$ phonon modes both a small (blue lines) and large (orange lines) displacement are considered. The arrows for the structures distorted along the $B_{2u}^5$ and $B_{1u}^5$ modes indicate the lowest exciton energy, which is perfectly dark in the ideal $V_2O_5$ structure (black arrows), but not in the $y$ direction in the distorted structures (orange arrows).]
of absorption could plausibly be ascribed to brightening of the dark exciton by zero-point motion electron-phonon renormalization of the exciton. While this is clearly not a complete calculation of the exciton-phonon coupling effect, it is still a plausible reason for the lower onset of absorption near 2.3 eV. Alternatively, indirect band gap excitons could also contribute again by electron phonon coupling.

4. Brightening of the dark excitons

The oscillator strength of each exciton $\lambda$ is given in Eq. 6 by the square modulus of the sum over transitions $\mathbf{k} \rightarrow \mathbf{c}\mathbf{k}$ of the products $A_{\mathbf{c}\mathbf{k}}^{\mathbf{k}\mathbf{c}} \rho_{\mathbf{c}\mathbf{k}}$. Therefore, in order to understand how the dark exciton of the ideal V$_2$O$_5$ structure becomes bright for the $y$ polarization direction in the crystal structures distorted along the $B_{1u}$ and $B_{2g}$ modes, we analyse the contributions $A_{\mathbf{c}\mathbf{k}}^{\mathbf{k}\mathbf{c}} \rho_{\mathbf{c}\mathbf{k}}$ to the exciton oscillator strength. As shown in Ref. 24, in the ideal crystal structure the dark exciton is the result of the destructive interference of contributions $A_{\mathbf{c}\mathbf{k}}^{\mathbf{k}\mathbf{c}} \rho_{\mathbf{c}\mathbf{k}}$ stemming from $\mathbf{k}$ points that are equivalent by symmetry, each term $A_{\mathbf{c}\mathbf{k}}^{\mathbf{k}\mathbf{c}} \rho_{\mathbf{c}\mathbf{k}}$ being separately different from zero. Fig. 1 represents the individual contribution $|A_{\mathbf{c}\mathbf{k}}^{\mathbf{k}\mathbf{c}} \rho_{\mathbf{c}\mathbf{k}}|$ in the band structure plot for the distorted V$_2$O$_5$ structures. There we consider specifically the $y$ polarization of matrix elements for the lowest energy exciton. Each transition $\mathbf{c}\mathbf{k} \rightarrow \mathbf{c}\mathbf{k}$ is represented by a pair of orange circles, one in a valence band and the other in a conduction band, at the same $\mathbf{k}$ point. The size of the circle is proportional to the weight of each contribution. We find that there are many contributions different from zero, mainly involving the top-valence and bottom-conduction bands. The $B_{1u}$ structure (left-most panel in Fig. 1), where the exciton remains dark, is the closest to the ideal structure. In particular, it preserves the inversion symmetry. The $B_{1u}$ and $B_{2g}$ distorted structures (see second and third panels Fig. 1), instead, only preserve the $m_\pi$ reflection symmetry with respect to the $y$ axis. In these two distorted structures the individual contributions $|A_{\mathbf{c}\mathbf{k}}^{\mathbf{k}\mathbf{c}} \rho_{\mathbf{c}\mathbf{k}}|$ become larger than in the ideal case and, in addition, stem from high-symmetry $\mathbf{k}$ points (e.g. $X$, $Z$, $T$ and $\Gamma$). Notably, in the ideal and $B_{1u}$ structures $|A_{\mathbf{c}\mathbf{k}}^{\mathbf{k}\mathbf{c}} \rho_{\mathbf{c}\mathbf{k}}|$ is zero at the $\Gamma$ point, which is not equivalent by symmetry to other $\mathbf{k}$ points in the first Brillouin zone. Interestingly, in $x$ direction, instead, the corresponding $|A_{\mathbf{c}\mathbf{k}}^{\mathbf{k}\mathbf{c}} \rho_{\mathbf{c}\mathbf{k}}|$ in the distorted crystal structure remain similar to the ideal case and come from the same part of the Brillouin zone (see SM23).

To illustrate the cancellation, associated with the inversion symmetry $\mathbf{k} \rightarrow -\mathbf{k}$, of the individual contributions in the resulting absorption spectrum, we have divided the Brillouin zone in two half volumes, either containing a $\mathbf{k}$ point or its corresponding $-\mathbf{k}$. We have then restricted the sum over $\mathbf{k}$ points in Eq. 6 to either half of the Brillouin zone. In the ideal crystal structure, the two semi-sums are small, but still different from zero (see the rightmost histograms in Fig. 7). However, they are equal and with an opposite sign, which implies that they cancel when summed together, giving rise to the dark exciton with negligible oscillator strength. This holds true also for the $B_{1g}$ case, whereas in the $B_{2g}$ and $B_{1u}$ dis-

| Structure | Optical onset | Direct bandgap | $E_b$ bright | $E_b$ dark |
|-----------|--------------|---------------|-------------|------------|
| Ideal    | 3.4          | 4.2           | 0.8         | 1.3        |
| $B_{1u}^1$ | 3.4          | 4.2           | 0.8         | 1.3        |
| $B_{1u}^3$ | 3.1          | 3.8           | 0.7         | 1.1        |
| $B_{2g}^5$ | 3.4          | 4.1           | 0.7         | 1.1        |
| $B_{1u}^6$ | 2.7          | 3.3           | 0.6         | 1.0        |

TABLE II: Energy of the first bright exciton (termed "Optical onset") for $x$ polarization from BSE calculation, smallest direct band gap from scissor-corrected LDA and exciton binding energy (in eV) of the lowest energy bright and dark excitons for the ideal and distorted V$_2$O$_5$ structures.
torted structures (see two leftmost histograms in Fig. 7) the semi-sums have much larger intensities, and, most importantly, they have the same sign. As a result, in these distorted structures the dark exciton becomes visible at the onset of the absorption spectra. In particular, for the $B_{1u}^5$ structure the real and imaginary parts have the largest intensity, which also explains why the corresponding peak has a larger intensity in the spectrum.

5. Electron energy loss spectra of the distorted crystal

Fig. 8 shows the RPA loss functions for several momentum transfers along the 3 cartesian directions calculated in the structure distorted along the $B_{2g}^6$ mode, where the effect on the absorption spectrum is the largest. These loss functions are compared to the corresponding spectra calculated in the ideal $V_2O_5$ crystal structure. For all the momentum transfers, the spectra of the distorted structure remain very similar to the ideal case. In particular, the plasmon resonances at 11 and 23 eV are not strongly affected by the local distortions: we observe a small redshift by 0.5 eV and a minor reduction of intensity of the peaks. The largest modifications occur in the low-energy region, for $\omega < 10$ eV, where the peaks with lower intensity are associated to spectral features $\epsilon_2$ and therefore undergo similar changes as in the absorption spectra. In other words, while the absorption spectra are largely modified by the structural distortions, mainly through changes in the underlying band structure, the loss function spectra are much more stable. We can understand this striking difference between the two excitation spectra by the fact that plasmons are collective excitations of the electronic charge that are mainly linked to properties of the global environment like the average electron density and are much less sensitive to changes of bond lengths. In the next section, we will therefore analyse more in detail the origin of the changes in the absorption spectra.

IV. DISCUSSION

Our main focus of interest here is to analyze the effect of structural distortions on the many-body effects in the spectra. We consider in particular the representative case of the structure distorted according to the $B_{2g}^6$ mode with the larger atomic displacement of 0.13 Å.

A. Screening in the short- and long-range

On the level of the GW approximation, the effective interaction entering both the self-energy and the electron-hole interaction is the screened Coulomb interaction $W$. The computation of the screening is the most expensive part of the calculations, and at the same time, the interpretation of changes in screening upon changes in the material is not straightforward. It is therefore worthwhile to examine it more in detail. Fig. 9 shows the static macroscopic dielectric constant $\epsilon_M(q, \omega = 0)$, defined in Eq. 1, that screens the Coulomb interaction in momentum space. $\epsilon_M$ takes different values for the same...
or similar $|q|$; this is due to the inhomogeneity and the anisotropy of $V_2O_5$. Especially the anisotropy explains the peculiar shape of the distribution, since the screening perpendicular to the planes is significantly weaker than the in-plane screening. As one would expect, at large $|q|$, where short distances are probed, any dielectric function tends to 1 and therefore the distorted and undistorted systems give similar values. Moreover, the dependence on the direction of $q$ is weak. At smaller $q$ screening increases, and with this, a stronger direction dependence arises and distorted and undistorted results start to differ. This is particularly clear between 0.2 and 0.05 Bohr$^{-1}$. The curve seems to drop at $q \to 0$, but this is merely due to the fact that we show here a particular direction of $q$, namely (1,2,3) in reciprocal lattice units. The figure suggests that results will be most affected by the changes in screening upon distortion when they are dominated by smaller $q$, hence, by larger distances. It is therefore interesting to analyse the role of distortions in the GW and BSE results.

B. Consequences of the screening

1. In the GW quasiparticle corrections

The changes in the GW QP corrections - see Eq. (4) - can come through changes of the wavefunctions used in the calculations of matrix elements, changes of Kohn-Sham energies in the one-body Green’s function, and the changes of the screening observed above. In Tab. III we first compare the main matrix elements at the $\Gamma$ point that result from the GW calculation for the top valence (tv) and bottom conduction (bc) states, for the ideal and distorted structures, see rows (1) and (2), respectively. In the table, the GW matrix elements are broken up into the different contributions adding up in Eq. (4), which we analyse separately.

In the third column, the KS energies $\varepsilon_{nk}$ are given, with the noteworthy distortion-induced changes consistent with the band structure in Fig. 3. The bare exchange matrix elements ($\Sigma_n^x$), which depend only on wave functions, are shown in the fifth column. The distortions lead to an upshift of the valence band and a downshift of the conduction band by about 0.2 eV, which represents only 1 and 2% of ($\Sigma_n^x$) for the valence and conduction state, respectively. The increased exchange of the conduction state points to an on average stronger overlap of conduction and valence states upon distortion, which may stem from a slight average delocalization of the valence state that would explain its reduced exchange matrix element. Screening enters the correlation contribution ($\Sigma_c(\varepsilon_{nk})$) to the self-energy in the sixth column. This contribution can be split into an overall downwards shift due to the short-range Coulomb hole, and a contribution that reduces the exchange downshift, i.e., an upshift, which is dominant for the valence band where exchange is stronger. The cancellations result in a correlation contribution that exhibits changes of similar magnitude as the bare exchange, in spite of the changed screening. The energy dependence of the self-energy, measured by the quasiparticle renormalization factor $Z_{nk}$ in the seventh column, is marginally affected. The resulting total self-energy matrix element of the conduction state does not reflect any significant changes upon distortion, whereas the valence band self-energy changes by about half an eV. However, the matrix elements of the KS potential ($V_{xc}$) in the forth column show the very same trends, which means that the final quasiparticle correction $E_{nk} = \varepsilon_{nk}$ changes by less than 0.1 eV. It is very important to stress that there is indeed a noteworthy change of the valence band energy due to changes in the xc effects upon distortions, but that this change is already captured by the Kohn-Sham potential.

The main computational effort in the GW calculation is the evaluation of screening. The row (3) of Tab. III shows the results obtained using the distorted structure, but with $W_{\text{ideal}}$ computed in the ideal crystal. Being able to use $W_{\text{ideal}}$ throughout would indeed constitute a significant computational gain. Therefore, we now compare rows (2) and (3). In order to evaluate directly the quality of the approximation, one has to check the matrix element of the correlation self-energy ($\Sigma_c(\varepsilon_{nk})$) in the sixth column of Tab. III. The calculation using the $W_{\text{ideal}}$ captures about 70% of the effect of distortion on the valence band, whereas it overestimates the distortion effects by about 50% on the conduction band. In other words, the distortion effects are captured to a significant extent, though not with high precision. It should be noted, however, that the differences here are of the order of 0.1-0.2 eV, which starts to be in the range of the precision of the GW calculation itself. Moreover, as pointed
TABLE III: Individual contributions to the GW QP corrections - see Eq. (4) - for the top-valence (tv) and bottom conduction (bc) bands at $k = \Gamma$ for the ideal $V_2O_5$ and the crystal structure distorted along the $P_{bc}^g$ mode with largest atomic displacement $d_{\text{max}} = 0.13$ Å. For the distorted structure two calculations are compared: using the screened Coulomb interaction $W$ calculated either in the distorted structure $W_{\text{dist}}$ (second row) or in the ideal structure $W_{\text{ideal}}$ (third row).

| Structure          | Band | $\varepsilon_{nk}$ | $(\Sigma_{nk})$ | $|\Sigma_{nk}(\varepsilon_{nk})|$ | $Z_{nk}$ | $E_{nk} - \varepsilon_{nk}$ | $E_{nk}$ |
|--------------------|------|---------------------|-----------------|----------------------------------|--------|----------------------|--------|
| 1 Ideal            | tv   | 1.78                | -19.88          | -24.24                           | 4.02   | 0.78                 | -0.27  |
|                    | bc   | 4.14                | -22.30          | -14.22                           | -5.57  | 0.77                 | 1.95   |
| 2 Distorted (with $W_{\text{dist}}$) | tv   | 2.42                | -19.51          | -23.97                           | 4.32   | 0.77                 | -0.17  |
|                    | bc   | 3.73                | -22.34          | -14.41                           | -5.40  | 0.77                 | 1.95   |
| 3 Distorted (with $W_{\text{ideal}}$) | tv   | 2.42                | -19.51          | -23.97                           | 4.16   | 0.77                 | -0.22  |
|                    | bc   | 3.73                | -22.34          | -14.41                           | -5.32  | 0.77                 | 2.02   |

out above, the final QP correction $E_{nk} - \varepsilon_{nk}$ is very well described even by a fully ideal calculation, thanks to the fact that the effects of distortion is already well captured in the Kohn-Sham calculation.

2. In the BSE calculations

In the BSE calculation of the exciton the e-h interaction has no Kohn-Sham counterpart, and one would therefore not expect cancellations. This would mean that distortions could lead to major changes and require a re-calculation of $W$. Indeed, the optical gaps and exciton binding energies in Table III show that distortions can induce significant changes. The distortion of 0.13 Å along the $P_{bc}^g$ mode leads to a 0.9 eV decrease of the direct band gap at the $\Gamma$ point: it is accompanied by a decrease of the energy of the first bright exciton of 0.7 eV, which means, the binding energy of the bright exciton decreases by 0.2 eV, from 0.8 to 0.6 eV. The binding energy of the dark exciton shows a similar decrease of 0.3 eV. This is a relatively moderate change of the binding energy, and one might want to conclude quickly that the excitons do not feel the distortion strongly.

However, a closer look incites to be cautious. We first consider the matrix elements of $W$ calculated using the exciton wavefunction in a state $\lambda$:

$$\langle W_\lambda \rangle = \sum_{v'k'c} A_{\lambda v'k'} A_{\lambda'v'c'k'}. \quad (7)$$

The rows and columns of Tab. IV identify the possible choices, respectively, for the eigenvectors $A_{\lambda v'k'}$ and the matrix elements $\langle v'k'|W|v'c'k' \rangle$ that enter Eq. (7). In the row 1, the expectation value (7) is calculated using the eigenvectors $A_{\lambda v'k'}$, for the bright and dark excitons, obtained from the excitonic hamiltonian of the ideal structure. In the row 2, instead, the excitonic eigenvectors $A_{\lambda v'k'}$ are calculated in the distorted structure (where the excitonic hamiltonian contains a screened interaction $W$ that is also calculated in the distorted structure). In third column, named $\langle W_{\lambda}\rangle_{\text{ideal}}$, the matrix elements $\langle v'k'|W|v'c'k' \rangle$ of the screened Coulomb interaction calculated in the ideal structure enter Eq. (7). In the forth column $\langle W_{\lambda}\rangle_{\text{dist}}$, instead, they are the matrix elements $\langle v'k'|W|v'c'k' \rangle$ calculated in the distorted structure.

We first consider the difference $\langle W_{\lambda}\rangle_{\text{ideal}}$-$\langle W_{\lambda}\rangle_{\text{dist}}$ between rows 1 and 2. This expectation value difference should give a rough estimate of the change of exciton binding energy, and indeed, in the case of the dark exciton the distortion decreases $\langle W_{\lambda} \rangle$ from 1.9 to 1.6 eV, i.e., by 0.3 eV, right the decrease from 1.3 to 1.0 eV of the binding energy $E_b$ (see last column of Tab. IV). However, the same is not true for the bright exciton: here $\langle W_{\lambda} \rangle$ decreases as much as 0.7 eV (from 1.7 to 1.0 eV), which is almost four times the 0.2 eV decrease of the binding energy. This indicates that there is a significant change in the bright exciton wave function $A_{\lambda v'k'}$, although this cannot be detected in its binding energy.

Tab. IV also compares $\langle W_{\lambda} \rangle$ from Eq. (7) with the direct gap $E_g$ (sixth column) and the effective gap $E^{\text{eff}}_{\lambda}$ (fifth column), defined as:

$$E^{\text{eff}}_{\lambda} = \sum_{v'k} |A_{\lambda v'k'}|^2 (E_{v'k} - E_{v'k}), \quad (8)$$

i.e., the expectation value of the conduction-valence energy difference in the excitonic state of interest. Indeed, neglecting the weak local field effects, the exciton binding
energy is given by:

\[ E_b = E_g - (E_{\text{exf}} - \langle W_\lambda \rangle), \tag{9} \]
rather than by \( \langle W_\lambda \rangle \) alone. Even for our low-lying excitons, the difference between the minimum direct gap \( E_g \) and the effective gap \( E_{\text{exf}} \) can be significant: it is 0.8 eV for the bright exciton in the ideal structure, as the row 1 of Table 4 shows. In order to understand the change in binding energy upon distortion, we therefore also have to examine the change of effective gap.

The distortion decreases both \( E_g \) and \( E_{\text{exf}} \) of the dark exciton by 1 eV (compare rows 1 and 2), meaning that the change in binding energy \( E_b \) of the dark exciton is indeed due to a change in \( \langle W_\lambda \rangle \) [see Eq. (4)]. \( E_{\text{exf}} \) of the bright exciton, instead, decreases by as much as 1.5 eV, which cancels to a large extent the 0.7 eV decrease of the bright \( \langle W_\lambda \rangle \), adding to a similar change in binding energy as for the dark exciton, but with a different interpretation: visibly, the nature of the bright exciton is significantly affected by the distortion.

Again, it is interesting to examine whether this change is due to a change of screening. Table 4 therefore compares \( \langle W_\lambda \rangle \), calculated by using the matrix elements \( \langle v(c^\dagger)W \rangle \) in the ideal (third column) or the distorted (fouth column) structure. For the exciton wavefunction \( A^{vck}_\lambda \), in Eq. 7 we also use the result of the excitonic Hamiltonian constructed with the QP electronic structure of the distorted system and with either the screened interaction \( W_{\text{dist}} \) of the distorted structure (row 2) or \( W_{\text{ideal}} \) of the ideal structure (row 3). We conclude this part by noting that the change of \( W(r,r') \) due to distortion has negligible impact on the exciton and can safely be neglected, confirming that one can use the screened Coulomb interaction calculated in the ideal system. This stability is even more pronounced than in the case of the self-energy, maybe due to the fact that the exciton probe shorter distances. This suggests that when studying bound excitons in systems with defects, disorder and at finite temperature, the screened Coulomb interaction of the ideal structure can be used, which will increase the feasibility of such studies.

We have analysed the electron excitation spectra of \( \text{V}_2\text{O}_5 \) and investigated in detail the different impact of structural deformations on the optical and dielectric properties of \( \text{V}_2\text{O}_5 \). While excitons in optical absorption spectra are sensitive to the local atomic environment, especially through modifications of the band structure, plasmons in loss function spectra see mainly the global environment and are less affected by local distortions. In particular, we have shown that the modifications in the optical spectra are due to counteracting changes. The impact of the structural distortion on the effect the electron-electron interaction on the band structure is the result of cancellations, to a very large extent, between the changes of the GW self-energy and of the Kohn-Sham \( \text{xc} \) potential. As a result, the main effect of the distortion is already captured at the level of the Kohn-Sham band structure. Similarly, the change in the effective band gap largely compensates the change in the electron-hole interaction in the BSE exciton hamiltonian. As a result the exciton binding energy turns out to be less affected, even though the nature of the exciton can be significantly impacted by the local distortion. Finally, our results show that, and why, for the simulation of excitons in materials with low-symmetry crystal structures, or in presence of disorder, the screened Coulomb interaction of a higher-symmetry structure can be used, promising a large computational gain.
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FIG. 10: Spatial distribution of the wavefunction $|\Psi_\lambda(r_h, r_e)|^2$ of the lowest energy dark (upper panels) and bright excitons in $y$ polarization (bottom panels) for fixed position of the hole $r_h$ close to a bridge oxygen $O_b$ atom (light blue dot): distorted crystal structure along the $B'_{2g}$ mode (left panels) and ideal crystal structure (right panels). The isosurface value corresponds to 2% of the maximum.
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Appendix A: Additional computational information

It is useful to look closer to two aspects of the calculations in order to combine efficiency and accuracy.

1. k-point convergence

It is important to note that the precision required depends very much on the feature of interest. The convergence with the k-point grid is a particularly good example for this point, and since it has not been treated exhaustively in Ref.[54], we will give details here. The upper panel of Fig. [11] shows the k-point grid convergence of the absorption spectrum in the BSE, here calculated using only 7 occupied and 4 unoccupied bands. Clearly, the main peak is unchanged whether a $6 \times 6 \times 6$ or a $8 \times 8 \times 8$ grid is used, and it is already very well described using a $4 \times 4 \times 4$ grid. This quite coarse grid yields hence absorption spectra that can be discussed safely. Instead, using the same grid is more delicate when it comes to details of the JDOS, which is not a measurable quantity, but which is sometimes used for discussion, such as in Ref.[54]. Therefore, we show in the present article the convergence of the JDOS in Fig. [11]. While, as in the case of the spectrum, the main peaks of the JDOS are well identified by the coarsest k-point grid, the slope on the low-energy side ($< \sim 3.7$ eV) of the main peak is changing slowly but noticeably with the grid size, in particular at the onset. This finding, which is closely related to the convergence difficulties pointed out in [54], is independent of the number of bands used, as a comparison of middle and lower panels shows. This delicate behavior of the onset is true only in the BSE JDOS: the analogous changes in the GW-IPA JDOS can hardly be seen. Such a convergence problem in the BSE may be explained by a situation where states $\lambda$ have coefficients $A_{\lambda k}$ that are a very narrow distribution with $k$, narrower than the difference between k-points of the grid. When one uses a discrete k-point grid, $W(q)$ is supposed to be constant with $q$ over each grid interval or, as it is routinely done for the point $q = 0$, one replaces $W(q)$ by the average, i.e., an integral over the interval. This leads to an overestimation of the contribution of the long-range part of the screened Coulomb interaction$^{70}$. The error is not noticeable in simple semiconductors, but can play a role in materials such as the present one, where the electron-hole interaction is very strong. Narrow distribution of coefficients occur in the electron-hole continuum, whereas bound excitons have a broader k-distribution (see, e.g., Fig. 4). When the distribution is broader than the intervals of the k-grid, the piecewise treatment of $W(q)$ is justified. Since the intensity of the bright excitonic states is much larger than that of unbound states, this explains why the spectrum converges quickly. Moreover, contrary to the spectrum, in the JDOS the weight of discrete states should tend to zero with increasing number of k-points. One can therefore safely discuss the absorption spectrum with a $4 \times 4 \times 4$-grid, but not the entire JDOS, especially in the region of the onset between 2.5 and $\sim 3.7$ eV. Indeed, the presence of a number of bound excitons over a large spectral range, whose energy is stable with the k-point sampling, is confirmed even by the larger grids, which explains the stability of the spectrum and, despite the convergence issue, confirms the conclu-
FIG. 11: Convergence with respect to the Brillouin zone sampling of spectral features of V$_2$O$_5$ in the ideal crystal structure. Upper panel: BSE absorption spectra along $x$ polarisation direction. Middle and lower panel: JDOS of BSE and GW-IPA for different grids. Middle panel, 7 occupied bands and 4 unoccupied bands. Lower panel: 13 occupied and 10 unoccupied bands.

1. Conclusions of Ref.[2] concerning the difficulty to determine the onset of the continuum.

2. Scissor-correction approximation

The spectra in Fig. 12 are calculated within the GW-IPA, using different ingredients, for the ideal V$_2$O$_5$ (dashed lines) and the structure with the largest distortion for the $B_{2g}^6$ mode (solid lines). In the full calculation (blue curves) the spectra are obtained taking into account the GW corrections (see Eq. (4)) for all the bands and $k$ points included in the response function. Alternatively, the GW corrections have been approximated in the spectra (green curves) by a rigid scissor correction for the conduction states, equal to the GW band gap opening at the $\Gamma$ point. We find that the effect of the scissor correction approximation with respect to the full calculation is small. In both cases we find QP corrections with a spread of 0.3-0.4 eV over the different states, but without a clear tendency, such that a large part of the effect averages out in the spectrum. Since the main peaks in the absorption spectrum are less sharp in the distorted than in the ideal structure, this averaging out of the difference with respect to a simple scissor correction is even more efficient. Most importantly, however, the error due to the scissor is in all cases much smaller than the difference between the spectra for the distorted and ideal structures.

In Fig. 12 we also verify, for the GW-IPA spectra of the distorted structure, the use of the screened Coulomb interaction $W_{\text{ideal}}$ of the ideal structure instead of $W_{\text{dist}}$ of the distorted structure. The comparison is excellent for both the spectra with the full GW corrections (compare blue and orange solid lines) and the spectra obtained with the corresponding scissor corrections (compare green and purple solid lines).
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