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Abstract

Since a Pervasive Games Based Learning System (PGBLSs) is considered as technology enhanced learning system, it becomes important to enhance the development process. Despite the growing presence of mobile devices and the wireless network communication technologies, users needs satisfaction is particularly challenging due to problems arising from the highly dynamic environments in which services will operate. We propose, in this paper, a semantic model driven requirements engineering process in order to improve the development of PGBLSs. This model is based on an ontology of requirements (RO) as a powerful formalism to assist requirements’ analysts for fulfilling changing requirements in PGBLSs dynamic contexts. In such environments, analysts have to establish the relative priorities of requirements for resolving conflicting requests. For this issue, a requirements analysis technique is also proposed.
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1. Introduction

PGBLSs were born in the interplay of several subsystems. As such, a PGBLS includes the pervasive computing trend which aims to open up the design space of games by expanding the contractual magic circle of play spatially, temporally or socially [1]. Thus, pervasive games (PG) constitute the central stone of a PGBLS. Within a PG, a player may have effective and interactive experiences that motivate and engage her/him in the learning process by putting him/her into virtual environment of learning.

PGBLSs demand operating in highly dynamic environments and adapting to the current and changing requirements of the user’s context. In general terms, context can be seen as being “any information used to characterize the situation of an entity. “An entity is a person, place or object that is considered relevant to the interaction between a user and an application, including the user and the application themselves”[2]. Context information does not only describe static invariants aspects, but also it is characterized by frequent changes and dynamic information. As we move into a new era of dynamic context, more attention is needed to support the requirements of PGBL systems and allow their evolution at runtime. Once a set of new PGBLSs requirements are identified, it is difficult to implement all of them due to time, resource and budget constraints. PGBLSs requirements should often be implemented in stages, and their analysis helps determining which ones should be implemented first. A function can always be added and the user interface enhanced. Some requirements are critical for the success of the system. Hence, requirements should be analyzed so that the ones that are most likely to achieve customer’s satisfaction can be selected for implementation.

Due to the emergence of studies on technology enhanced learning systems, the capacity to build pervasive games
based learning systems that process dynamic context information and adapt the knowledge to meet the requirements of users, has attracted the attention. This paper intends to use an ontology of requirements within the requirements engineering process which is suitable for continually updating the user’s changing requirements.

The rest of this paper is organized as follows: the second section presents background and motivation. Section three presents the related works. Section four presents the application of RE process. Finally the fifth section reports on the progress and the future works.

2. Background and Motivation

2.1. Requirements Engineering (RE)

A requirement prescribes a property judged necessary for a system. The IEEE Standard Glossary of Software Engineering Terminology [3] defines a requirement as:

1. A condition or capability needed by a user to solve a problem or achieve an objective.
2. A condition or capability that must be met or possessed by a system or system component to satisfy a contract, standard, specification, or other formally imposed documents.
3. A documented representation of a condition or capability as in (1) or (2).

The term requirement has a strong meaning in the Requirements Engineering literature (RE). Requirements Engineering (RE) is the first fundamental step of any project of system development. According to GTIE (Working Group on Requirements Engineering) of the AFIS (French Association of Systems Engineering) [4], RE means all activities to discover, analyze, validate and evolve a set of a system’s requirements. RE is essentially based on communication between different participants. The main objective is to enable a common understanding by the various project stakeholders, to design the system. Stakeholders are people, organizations, or objects that are directly or indirectly involved with the project. They can either affect or be affected by the project or the system, which means they are important to identify. In general, this understanding is represented in the form of written and graphical models, corresponding to the requirements specification.

The elicitation of the requirements consists on the collection, capture, discovery and development of requirements from a variety of resources including human stakeholders. The analysis focuses on reviewing and the understanding of the elicited requirements and their appraisal for quality in terms of accuracy, completeness, clarity and consistency. The result of this step is a set of identified requirements but that are not yet formal. The specification is the registration and the documentation of requirements so that they are usable by stakeholders, in particular, by developers who need to design and build the system. It is to establish the final list of requirements by organizing them according to categories. The validation is the confirmation of the quality of requirements and their compliance with the needs and desires of stakeholders. The requirements are tested using a prototype. Finally, a validation of the quality attributes of those requirements (consistency, accuracy, completeness, wholeness) must be conducted.

Since PGBLSs requirements often evolve, then the only way to guarantee the success of the requirements’ definition process is to embrace these changes throughout the different stages of the development life cycle. Unfortunately, traditional RE process takes place only once prior to the start of development. Thus, changing requirements risk to increase the cost of development or to be undoable. For this reason, Agile Software Development has attracted our attention. Hence, surveying the potential of bringing them together will undoubtedly benefit PGBLSs requirements’ definition.

2.2. Agile RE

Agile RE is able to embrace continuous changes in requirements and accommodate the growing context evolution. Agile RE supports the principal ideas behind traditional requirements engineering but it differentiates in a preference for various techniques. The techniques used in the elicitation phase are much like those of the traditional development. However in agile, the elicitation process is performed iteratively and continuously, before each development iteration, accentuating the communication of the elaborated requirements with the customer. Similar to the traditional methodology, the analysis phase in Agile checks the requirements for completeness, consistency, essentiality, and feasibility. This is achieved through conducting JADS [5] for all the involved stakeholders to prioritise the already made user stories and to sort out any conflicts/omissions, if any, in the requirements. In Agile, prioritisation takes place before each iteration, and not just one time, as in the traditional approach, before the development starts. Unlike traditional development that prioritizes requirements based on many criteria (i.e. risks, cost, implementation dependencies, business value, and time), the agile approach prioritizes requirements based mostly on the highest business value they deliver.

The basic idea of Agile specification phase is to guide the developing team to build models that resolve the problems of design without the need to overbuild these models [6]. However, traditional development keeps all the models, at the different levels of abstractions, to become a part of the system documentation, and that needs to be kept up-to-date with any future alterations. Agile methods [7] use frequent review meetings and various tests to validate requirements. However, the main difference between traditional and agile development in requirements validation is the strong emphasis placed on testing in the agile methods.

2.3. Agile Requirements modelling techniques
Generally requirements can be regarded “as a specification of what should be implemented” [8]. They indicate what players really want, the functionalities that a system is supposed to provide to satisfy the customers, the constraints of the system etc. Such a clear understanding of the player’s priorities helps the development team better meet player needs. The study of literature shows different requirement analysis methods [9]. As an example, we can list:

Numerical Assignment Technique (NAT)/ MoScoW: Numerical Assignment is fundamental technique for requirement analysis in which several groups of requirements analysis are made and then requirements are assigned to one of these groups on the bases of their priority. The number of groups can vary, but in practice, three groups are very common (e.g. critical, standard, optional). When using numerical assignment, it is important that each group represents something that the stakeholders can relate to (e.g. critical, standard, optional), for a reliable classification. The result of numerical assignment is requirements analyzed on an ordinal scale. However, the requirements in each group have the same priority, which means that each requirement does not get a unique priority.

In MoScoW technique, the requirements are classified into four groups depending on the importance of the functional requirements [10]:

M: MUST have this. It is the highest priority and without it the project considered a failure.
S: SHOULD have this requirement if possible. Customer satisfaction depends on this requirement. But we cannot say its absence causes a project to fail.
C: COULDN’T have this requirement if it doesn’t affect anything else.
W: WON’T have the requirement this time but WOULD like to in the future.

This technique helps understanding customer needs. The problem with this method is the difficulty of distinguishing the terms “Must” and “Should” as they both express a customer preference or desire.

Analytical Hierarchical Process (AHP): In AHP the candidate requirements are compared pair wise, and to which extent one of the requirements is more important than the other requirement. The total number of comparisons to perform with AHP are \( n \times (n-1)/2 \) (where \( n \) is the number of requirements) at each hierarchy level, which results in a dramatic increase in the number of comparisons as the number of requirements increases.

Value Oriented Analysis (VOP): The first step in setting up a value oriented analysis process is to establish a framework for identifying the business’s core values and the relative relationships among those values. VOP uses the relationships that exist between core business values to assess and prioritize requirements and ensure their traceability. The VOP framework establishes a mechanism for quantifying and ordering requirements for an application increment, a prototype, or a software requirements specification. Company executives identify the core business values and use a simple ordinal scale to weight them according to their importance to the organization.

Hundred Dollar Method/ Cumulative Voting (CV): each stakeholder is given a constant amount (e.g. 100, 1000 or 10000) of imaginary units (for example monetary) that he or she can use for voting in favor of the most important issues [11]. In this way, the amount of money assigned to an issue represents the respondent’s relative preference (and therefore analysis) in relation to the other issues. The points can be distributed in any way that the stakeholder desires. Each stakeholder is free to put the whole amount given to him or her on only one issue of dominating importance. It is also possible for a stakeholder to distribute equally the amount to many of, or even to all of the issues.

Planning Game (PG): In planning game (also called PG) requirements are first elicited from the users, and written on story board. Then these requirements are analyzed by stakeholders into three different piles: 1. those requirements without which the software will not work/perform 2. Those requirements that are less important but give noteworthy business worth, and 3. Those requirements that would be good to have [12]. At the same time engineers calculate the time needed to develop each requirement and hence distribute the requirements on the bases of risk into three groups 1. Those that they can approximate accurately, 2. Those that they can approximate logically fine and 3. Those that they cannot approximate at all.

Considering specific aspects of PGBLSs domain is necessary. Among those aspects, learning and entertainment outcome is the most important one. Our research focus on Agile requirements modeling techniques but the principal issue is how to associate the value in order to prioritize the requirements. For this aim we consider using Game theory in the analysis phase.

2.4. Ontological Engineering

Ontology is among the concepts of the proposed solution in this research. The word ontology comes from the Greek ontos being) and logos (word). It denotes the science of being and the descriptions for the organization, designation and categorization of existence [13]. Carried over to computer science in the field of artificial intelligence and information technology, an ontology is understood as a representational artifact for specifying the semantics or meaning about the information or knowledge in a certain domain in a structured form [14]. In fact, ontologies provide a formal representation of knowledge and the relationships between concepts. It can be used for both, describing requirements specification documents [15, 16] and formally representing requirements knowledge [16, 17]. In contrast to traditional knowledge-based approaches, e.g. formal specification languages, ontologies seem to be well suited for an evolving approach to the specification of requirements and domain knowledge [17]. Moreover, ontologies can be used to support requirements management and traceability [15, 17]. Automated validation and consistency checking are considered as a potential benefit compared to semi-formal or informal approaches providing no logical formalism.
3. Related works

In this section, the most promising RE related areas are explored. However, there has been little work in requirements engineering for game development. Callele’s research [18] is considered one of the first works to address these issues. He suggests that the majority of problems found in game development are due to inadequate requirements engineering between the pre-production and production phases. Alves discussed requirements engineering challenges and concluded that RE is highly relevant for mobile games industry [19]. She reported a study conducted at Meantime, a mobile game developing company based in Recife, Brazil.

Applying RE in the pervasive systems field is still full of plenty rich research areas. Miguel et. al. [20] studied the applicability of three Requirement Engineering (RE) techniques (Use Cases [21], Viewpoints [22], and Goal-Oriented [23]) for the specification of collaborative systems and paying special attention to the awareness requirements. In order to carry out their study, they specify some awareness requirements of a real system (Google Docs) [24]. Geisser and al. [25] focus on the distributed software engineering tasks. Traditional methods of requirement engineering support collocated scenarios. The paper presents a cost-effective, adaptable and evaluation concept for requirement engineering in distributed environment. They develop a tool “TraVis” for visualizing and analyzing requirements in distributed settings. The experimented design explains and discusses many aspects of data collection. The data analysis phase covers a statistical analysis of the quantitatively measured data.

Sitou and Spanfelner [26] presented a model based on requirements engineering to analyze and specify the basic behavior of the system and the adaptive behavior based on the needs of the customers. The approach is based on the elicitation, analysis and specification of different parts of the context adaptive systems. The model enriches the context with aspects of participants, activities, changing behavior change, etc. This model consists of a user model, a task model, a domain model, a platform model, a model of dialogue and a presentation template.

Alharthi and al. [27] aimed to identify country and/or culture specific as well as common requirements for e-Learning systems, and to construct a framework for analysis of the diversity aspects such as culture and technical as well as sustainability aspects (environmental, technical, educational, social, etc). The framework contributed to the RE process for development and improvement of e-Learning systems, which might improve the overall sustainability of online and on campus teaching and learning activities.

These works, among others, have contributed to the definition of the requirements either in game development, in pervasive services or in learning systems by applying some or all RE concepts’.

The main contribution of our proposal is to apply RE process i.e., elicitation, analysis, specification and validation on one PGBLS which relates those three fields.

4. Proposed RE process

We aim to take advantage of ontologies and propose mechanisms and techniques to use them in a guided approach in order to define and analyze PGBLSs requirements. Our ontology of requirements is intended to reduce the ambiguity of needs and avoid incomplete requirements definition. In this context, Castaneda et al [28] describe the benefits and challenges of using ontologies in the process of requirements engineering (RE). This is exactly the basis of our approach. Indeed, RE imposes a systematic series of activities to be conducted on requirements. It contains the activities of elicitation, analysis, specification, validation and management [29]. Our approach takes those activities [30] but adapts them for the definition of PGBLSs requirements.

4.1. Requirements elicitation

The elicitation of requirements consists on the collection, the capture, the discovery and the development of requirements from a variety of resources including human stakeholders. To do this, we suggest reviewing the literature to study the areas of learning systems and pervasive games. The result of this step consists of a first set of textual PGBLSs requirements. Since the PGBLSs is characterized by the overlapping of two areas: Pervasive games and learning, we have broken the requirements into three categories of requirements which are pervasiveness requirements, games requirements and learning systems requirements. Literature review was conducted to get requirements for the development of PGBLSs. Unfortunately, no publications dealing with requirements for PGBLSs could be found in scientific literature. Instead, a list of PGBLSs influencing factors could be identified, which have an effect on the learning success and motivation of players like the works of [31], [32], [33], [34], [35], [36]. To automatically document the elicited requirements, we have used a corpus. A corpus is a collection of documents [37]. Our corpus is collected from the aforementioned researches. Figure 2 presents the PGBLSs knowledge corpus.
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4.2. Requirements analysis

Some requirements are critical for the success of the system. Hence, requirements should be analyzed so that the ones that are most likely to achieve customer satisfaction can be selected for implementation. PGBLSs development organizations often must deal with requirements that tend to evolve quickly. Rapid changes in competitive threats, player preferences and development technology make pre-specified requirements inappropriate. Agile methods that seek to address the challenges in such dynamic contexts have gained much interest among practitioners and researchers. Table 1 outlines a number of different analysis techniques. We, then, categorized the requirement analysis techniques according to a number of criteria such as ease of use, required completion time, reliability of results, etc. Those ranks accorded to the various techniques are based on a literature study [9] [10] [11] [12].

Table 1. Comparison of different analysis techniques

| Technique                        | Ease of use | Total Time Taken | Scalability | Accuracy | Total Number of Comparisons |
|----------------------------------|-------------|------------------|-------------|----------|-----------------------------|
| Numerical Assignment Technique (NAT) | 6           | 6                | 5           | 6        | 1                           |
| Analytical Hierarchic            | 5           | 5                | 6           | 5        | 3                           |

Outcome of the table says that VOP is supposed to be the best method for prioritizing software requirements. It is an easy method, it gives one of the most accurate results, and it is rather comfortable to handle even if there are many more requirements. In most questions’ PG was located in the middle, neither the best nor the worst techniques. The worst candidate is NAT. However, this order of the requirement analysis techniques obtained is not a global one as rankings can be reordered if criterion weights are assigned differently. Nevertheless, the technique and formulae used here to compare among different analysis techniques can be used in any scenario with appropriate criterion weights suitable for that scenario. In general, requirements can be analyzed taking many different aspects into account. An aspect is a property or attribute of a project and its requirements that can be used to prioritize requirements. Common aspects are importance, penalty, cost, time, and risk [6]. Often, the aspects interact and changes in one aspect could result in an impact on another aspect [7]. However, in the field of PGBLSs, requirements are changing following the highly dynamic environments. In the user context, users can specify their preferences along with their context. For example, a player may specify that whenever she/he looking around in the museum and trying to locate exhibits (Museum Scrabble game), she/he would like that the query processor takes into account the chosen topic and the available hints. Besides, Game Theory [38] is a mathematical tool that describes and analyzes behaviours in strategic situations. It is usually used to predict the outcome of complex interactions among rational entities. We propose a game theory based approach to resolve Users Requirements conflicts in the context of PGBLSs. Table 2 illustrates a manual analysis of three different requirements with Game Theory concepts.

Table 2. Manual analysis of PGBLSs requirements with Game Theory concepts

| Technique                        | Rank according |
|----------------------------------|----------------|
| Numerical Assignment Technique (NAT) | 2              |
| Value Oriented Analysis (VOP)    | 2              |
| Cumulative Voting (CV)           | 4              |
| Planning Game (PG)               | 1              |

Figure 1. PGBLSs knowledge corpus
## Requirements

**list definition**

| Learning requirement | Players | Strategies | Information | payoffs | Rationality | Common knowledge |
|----------------------|---------|------------|-------------|---------|-------------|------------------|
| Learners perform activities to create an outcome using an environment in which there are learning objects and services. (requirement conforms IMS LD standard) | Learners | Learning activities | A complete description of the possible activities, the outcomes for each activity and the available objects and services in the environment. | Learning outcomes | Calculate which activities will maximize their learning outcomes. | Each learner/user/player knows the set of learner/user/player, strategies and payoffs from all possible combinations of strategies: call this information ‘X’. Common knowledge means that each learner/user/player knows that all learner/user/player know X, that all learner/user/player know that all learner/user/player know X, and so on... |

| Pervasiveness requirement | Users | Social strategies, spatial strategies, temporal strategies | A complete description of the social, spatial and temporal aspects. | Services outcomes | Calculate which strategies will maximize their services outcomes. |
|---------------------------|-------|-----------------------------------------------------|-------------------------------------------------|-------------------|--------------------------------------------------|
| Users need to expand the contractual magic circle of the system socially, spatially or temporally. | Users | Social strategies, spatial strategies, temporal strategies | A complete description of the social, spatial and temporal aspects. | Services outcomes | Calculate which strategies will maximize their services outcomes. |

| Game requirement | Players | Options specific to the game | A complete description of the information available to players at each decision made. | Entertainment outcomes | Calculate which options will maximize their entertainment outcomes. |
|------------------|---------|------------------------------|---------------------------------------------------------------------------------|----------------------|--------------------------------------------------|
| Players, need a set of strategies available to them, and specification of players’ payoffs for each combination of such strategies (possible outcomes of the game) | Players | Options specific to the game | A complete description of the information available to players at each decision made. | Entertainment outcomes | Calculate which options will maximize their entertainment outcomes. |

The analysis table shows that Game theory seems a good starting point for analyzing strategic interactions in PGBLSs. Throughout this analysis, feasible conflicts in PGBLSs would appear because end users seek to maximize gains and minimize losses. From the outcome point of view, the payoff depends on the choices of all players and it distinguishes many activities choices as non cooperative (have less priority) and others activities choices are non cooperative (more priority). However, as the context of PGBLSs changes needed information changes or new information appeared.

Game theory is rich of concepts to sets out, first, broad patterns of resource allocation (activity assignements). Then, it shows how conflict arises from the allocations. Finally, it highlights potential solutions to those conflicts. Among those concepts, we can list “The Pareto-optimal outcome of the game which is the outcome as a result of cooperation amongst the players involved. While the Nash Equilibrium is the outcome of a game whereby given the options of another player, no player can do any better (improve his payoff) by changing his strategy. Nash stability is about what is good for an individual without considering what is good for the whole system while Pareto-optimality is about what is good for the system without considering the interests of the individuals within the system” [39]. The Dominant strategy equilibrium of a game is a strategy which any agent in the game would use regardless of what strategies the other agent uses. All these outcomes of the game are called ‘Solution concepts’ which lead to the best strategies of every agent or player (the more important strategies). The process of analysis should be automated because game theory is difficult to be processed automatically when users are not Game Theory skilled. In fact, Game Theory concepts are expressed in a natural pseudo language based on mathematics and could not be used in an automatic processing. This requires a formalism that must be flexible and adaptable to the dynamic aspect of the context.
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For that aim, we propose a Semantic Web technology based solution. More specifically our proposal, in this paper, will focus on a unified semantic modeling for both Game Theory and Requirements (more detailed in section 4.3). Consequently, we have proposed in [40] a consistent and comprehensive domain ontology of game theory (GTO). Figure 2 shows an excerpt of the GTO.

Figure 2. An extract of the proposed PGBLSs ontology of requirements

The Game theory ontology (GTO) will be used for PGBLSs needs analysis in order to allow learning/gaming objectives achievement. In fact, the role of GTO in the process of designing PGBLSs is to help the designer to automatically analyze his/her strategic situation by game theory. Our proposed automatic analysis process is more explained by the next activity diagram.

Figure 4. The activity diagram of the automatic analysis process

The Analyst must be able to save details of user requirements gathered from different requirements elicitation techniques in an ontology of PGBLSs requirements (result of specification phase). Where a requirements conflicts is identified and verified, the Analyst must be able to store details of this conflict.

In the next step, the GBL scenarios designer wants to predict possible equilibrium of the game. He/she should, in this step, query the GTO for identifying the kind of algorithms to execute for equilibrium prediction. The Analyst cast requirements for what they think should be the payoffs for each requirement. The requirements are analyzed using the MoSCoW criteria (Must, Should, Could, Would) to describe the importance of each requirement to the increase of learning outcome. Aggregate sum of their votes are calculated to get the actual payoffs for the game. When context change, The Analyst, instead of evaluating all possible combinations of players strategies, he only concentrate on Nash equilibrium.

4.3. Requirements specification

In this phase, we suggest an ontology of requirements representing the requirements, the relations between them and the relationships with the system. Figure 3 illustrates the idea of the proposed ontology.

Figure 3. The proposed modules for the ontology of requirements

There are a number of methods and methodologies one can employ to develop their own ontology in a given domain. Among those methods [41] we find CyKB, Uschold and King’s method, Grüninger and Fox’s method, etc.. In this paper, we have adopted Noy & McGuinness’s method to build our ontology of requirements. Noy & McGuinness’s seven steps method requires one to [42]: 1. Determine the domain, scope and purpose of the ontology; 2. Consider reusing existing ontologies; 3. Enumerate important terms in the ontology; 4. Define the classes and the class hierarchy; 5. Define the properties of the slots; and finally 7. Create the instances classifications.

a. The scope, the domain and the purpose of the PGBLSs requirements ontology

The ontology covers the PGBLSs domain in its high level aspects (features and functionalities) as well as its organizational ones (learning strategies, gameplay scenario, and pervasive services). The main objective of the target ontology is to provide a generic model containing knowledge about the core concepts related to PGBLSs (players, entities, requirements,
etc.). This ontology will be a support for the definition of PGBLSs requirements. The ontology will be a meta-view for the different PGBLSs knowledge in the literature. It should harmonize the PGBLSs terminology spread in these researches and help requirements engineers in their development task.

b. Reuse of existing ontologies

The acquisition of the PGBLSs requirements knowledge started from standards (e.g. IEEE Guide for Developing System Requirements Specifications). Other knowledge acquisition sources were the different ontologies and researches that exist in the literature [43][44][45]. Moreover, ontology reuse will present an ontology modular’s development as illustrated in Figure 3.

c. The concepts

Based on the knowledge elicitation step, we have made concepts and relationships between them in a conceptual model. The concepts and the relationships of the PGBLSs requirements ontology proposed in this paper were chosen according to the number of repetition of concepts in the various researches related to PGBLS domain. The concepts were organized around three main aspects which are game aspect, pervasive aspect and learning aspect. Various concepts are described briefly, in the following.

**SRS module:** this module includes the concepts related to the Software Requirements Specification [46].

**Reference:** List any other documents or Web addresses to which this SRS refers. These may include user interface style guides, contracts, standards, system requirements specifications, use case documents, or a vision and scope document.

**Function:** Summarize the major functions the product must perform or must let the user perform.

**System feature:** The functional requirements for the product by system features

**Pervasiveness module:** this module includes the concepts related to the pervasive aspects.

**Environment:** Captures the entities that surround the user. Attributes: services, temperature, noise, networks, etc.

**Social context:** Describes social aspects of the user context. Attributes – information about friends, relatives, role in society. For example, social context at home is different from social context at work.

**Spatio-temporal context:** Describes aspects related to the time and space. Attributes - time, location, speed, direction, etc.

**Information:** Global and personal information, software, databases.

**Games module:** this module includes the concepts related to the game development field.

Action: Describes what the player is doing. Attributes – goals, tasks and actions.

**Emotional requirements:** The fun and enjoyment part.

**Game mechanics:** such as basic rules, themes, characters, environment and story are finalized.

Learning module: this module includes the concepts related to the learning systems development field.

**Consistent learner information:** Learner information shall be consistent throughout the platform.

**Groups and roles:** It shall be possible for users be allocated to one or more groups and assigned roles.

**Load content objects:** It shall be possible to load, store and make sharable content objects available to users. Run-time interactions with content objects should be supported. This includes being able to load bundled resources (content packages) and unpack them.

d. The relationships

High-level relationships between those concepts were defined. They were categorized into four kinds: Functional, Inverse Functional, Symmetric, SubClassOf and Transitive. Relationship is functional if, for a given individual it can be in relation with individual, it can be in relation (through such property) with only another individual. For example, Aline (player1) hascompetitor Bob (player2). Inverse Functional relationship is the inverse of functional relationship. Symmetric relationship can be briefly described as “Aline hascompetitor Bob” allows to infer also “Bob hascompetitor Aline”. Transitive relationship means that if Aline hascompetitor Bob and Bob hascompetitor Amelie, then we can infer that Aline hascompetitor Amelie. SubClassOf implies a superclass-subclass hierarchy.

e. The axioms

In addition to concepts and relationships, an ontology contains axioms and attributes. Formal axioms are assertions accepted as true about abstractions of a field. The axioms allow us to define the meaning of concepts, put restrictions on the values of attributes, examine the conformity of specified information, or derive new concepts [47].

Table 3 illustrates some axioms with their descriptions and the related concepts.

| Concept description | Description | Expression | Concepts |
|---------------------|-------------|------------|----------|
| A world can be either real or virtual. | ∀ x: world ⇒ realworld (x) ∨ virtualworld (x) | | World Realworld virtualworld |
| Players belong to different groups are competitors. | player(x) ∧ has_group(?x, ?y) ∧ has_group(?x, ?z) ∧ differentFrom(?y, ?z) ⇒ competitor_of(?y, ?z) | | Player |

Table 3. Part of the Table of axioms
4.4. Requirements validation

The validation is the confirmation of the quality of requirements and their compliance with the needs and desires of stakeholders. The requirements are tested using a prototype. Indeed, a validation of the quality attributes of those requirements (completeness, validity, usability) must be conducted.

The completeness criterion is achieved by mapping the ontology of requirements and other Ontologies of requirements related to PGBLSs from literature in order to detect the level of covering knowledge comparing to other research.

The validity criterion is evaluated by requests of RO using its terminology and its capacity to answer. Table 4 summarizes some of these questions.

Table 4. Informal and formal questions to the requirements ontology

| Queries                                                                 | Part of result |
|------------------------------------------------------------------------|----------------|
| What are the locations available for playing the game?                 | Location x     |
| Location (?L) → sqwrl: select (?L)                                     | Location y     |
| What are the impacts of such an action on the learning outcome?        | Enhancing-impact|
| Implies (outcome, ? I) → sqwrl: select (?I)                            |                |
| What are the exhibits to be collected in the museum X? What is the location of each exhibit? |                |
| Has_item(Museum X,?a) ∧ Has_Location(?a, ?l) → sqwrl:select(?a, ?l) |                |
|                                                                         | Located in the Hall H1 |
|                                                                         | Located in the Hall H4 |

Finally, the usability criterion is validated by using the RO in a real project. Currently, we aim to test the integration of ontologies in the process of defining PGBLSs requirements.

We focus on a case study in order to validate the feasibility of our proposed approach.

5 Conclusion

We presented in this paper our vision regarding an explicit classification of PGBLSs requirements following the three dimensions which are pervasiveness, games and learning systems. The main idea of our approach is an ontology of requirements following the requirements engineering process. The guidelines of the ontology of requirements help developers to capture user requirements, to facilitate the updating of dynamic requirements due changing context and allow reuse of the ontology when the learning environment varies.

Following that, an ontology of requirements is developed, focusing on different kinds of context changes. We aim, in the future work, that our proposal could be used as a foundation for the relating domains.
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