An Approach to Detecting the Spread of False Information on the Internet Using Data Science Algorithms
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Abstract. Today we are all witnessing the rapid immersion of society into the digital world. The amount of information is huge, and it is often difficult to distinguish normal news and comments from unreliable information. In this regard, the issue of detecting fake news and countering its spread becomes urgent. This task is not trivial for the following reasons: firstly, the volume of content that is created every day on the Internet is enormous; secondly, the detection system requires news plots that are obviously true; thirdly, the system must be able to analyze information in close to real time. The article presents a new approach to detecting the spread of false information on the Internet based on the use of data science algorithms. The concept of a fake news detection system includes 4 components and a data storage system. The article presents an experimental evaluation of methods implemented in the framework of the neural network training component and the detection of false information.
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1 Introduction

Today, we are all witnessing the rapid immersion of society into the digital world. Schools and universities switch to distance learning programs in case of urgent need. Organizations are implementing remote interaction services with customers and employees. The state and community are moving to online communication instead of offline meetings. At the same time, the number of papers devoted to detecting fake news is growing. For instance, on the Google Academy website [1], upon request “fake news detection” for 2016 we can see 4120 articles, for 2017 there are 5280 ones, for 2018 – 7250, and in 2020, 2379 papers have already been published only in 3 months (Fig. 1). Apparently, in 2020 we will see much more research than ever before devoted to the detection of fake news. It is worth paying attention to the fact that some of them, already in the 1st
quarter of 2020, are devoted to the problem of misinformation about the situation with COVID-19.

As an example, in [2] the authors raise a complex discussion about the fact that waves of panic and fears generated by fake news and misinformation on the Internet related to the spread of the virus lead to a deterioration of the physical and mental state of society.

In addition, in [3] the authors publish the results of a large-scale experiment. It shows that people do not think about the truth of the message and even spread it further on their social media pages. However, the authors propose the simple solution in [3], “notification that information is not verified” reduces the level of trust.

The issue of detecting and countering the dissemination of false information on the Internet requires a solution, especially given the appearance of various fakes during the COVID-19 coronavirus pandemic. It is necessary to develop and implement models and algorithms aimed at revealing false information on the Internet.

This article is a prolongation of the previous research [4, 5]. The authors propose an approach to detecting the spread of false information on the Internet using data science algorithms, which is described in more detail in Sects. 3 and 4. Initially, the writers raised the question: “Can data science algorithms successfully detect fake news on news aggregators, provided that the official position is published on official channels and then distributed to other sources?” The review of existing works and solutions (Sect. 2) was conducted with the experiments simultaneously; several datasets and models were considered.

![Fig. 1. Number of articles per year according to the Google Academy service. For 2020, the data are current for the 1st quarter of 2020.](image)

Therefore, in the beginning, experiments were realized with a dataset from an open repository [6]. An element of this dataset consisted of 2 news headlines and a fractional number from 0 to 5, which shows the semantic similarity of news headlines, the larger the number, the closer the texts are to each other. Convolutional neural networks were used to solve this problem, but the result was unsuccessful. The model was trained unstably and, in most cases, predicted a value of 2.5 regardless of the input data; the model’s prediction accuracy did not exceed 30%. It is assumed that the reasons for this behavior
are most likely due to the insufficient size of the source dataset for training the neural network.

Further analysis of other papers was carried out and the BERT model was taken as a basis; this model demonstrates a high level of detection accuracy, as shown in Sect. 4.

The approach proposed by the authors to detect fake news differs from existing ones in its taking into account official sources and information from them and comparing the news according to their short text parts broadcasted by news aggregators. This technique makes it possible to detect false information on time and counteract its dissemination.

2 Relevant Work Overview

Semantic analysis is a method aimed at building a semantic structure of a sentence consisting of semantic nodes and semantic relations. The purpose of the analysis is to construct these nodes, which are formed from the words of the original sentence. The basis for formulating hypotheses about the composition of semantic nodes is the information obtained as a result of syntactic analysis. The results of the analysis are presented as a semantic graph, the construction of which consists of a number of stages (initialization of semantic nodes and syntactic variants of fragments, construction of a set of dictionary interpretations of nodes, construction of time groups, construction of nodes in quotation marks, and so on).

Semantic analysis can be performed using various techniques, such as PROTAN and a wide range of other techniques. For example, semantic analysis is implemented in T-LAB Tools for Text Analysis, which is a computer technique that allows to perform three types of analysis: thematic analysis, comparative analysis, and adjacency analysis, as well as identify semantic patterns of words and the main ideas of the text. The process of working with text in this methodology includes text segmentation, keyword selection, and procedures designed to perform three types of analysis.

The paper [7] describes different types of fake news, which are clickbit, propaganda, opinion, humor, also news parody, forgery and photo manipulation. In addition to this approach, authors have intention to present several algorithms, which propose ways to spot fake news. They are quite simple, but effective:

- Evaluating sources of the news and other stories, checking the credibility of the source
- Consulting experts before sharing the information gathered in the Internet.

In [8] programs which were developed to perform repetitive tasks that gathered data (they were called bots) are described. In addition, in the information collected by bots researchers could see what sites people have been visiting, what they bought and how often purchases were made. Generally, it can be noticed that once bots were efficiently created the expansion of possibilities to collect and use gathered data happened. It is mentioned in [9] that people themselves are assisting in the spread of false information even though more than 50% of them might not see it. This is because of the feature of computer code, which, in some circumstances, could allow fake news to circulate and interfere people’s beliefs.
The article [10] includes an approach and an academic review on spreading false information in social media, more precisely, in Facebook. Authors pay attention on the process of circulating of fake news.

Studies describe the model that contains individuals who can be in one of the following states: ignorant, true-information spreader, fake-information spreader, and stifler. The research of [11] is directed to improve the accuracy of the existing techniques of detecting the spreading of false information.

Furthermore, [12] touches upon some machine learning techniques which can help to classify text documents. Fig. 2 shows the graphical representation of the text classification process.

![Fig. 2. Text classification process.](image)

The paper [12] describes different approaches of text classification based on machine learning techniques. They are:

- Naive Bayes
- Support vector machines (SVM)
- A fast decision tree construction algorithm [14], that was proposed by D. E. Johnson
- A method which improves performance of kNN
- TextCC.

Naive Bayes is often used in text classification because this method is very simple and effective [15]. However, the algorithm has disadvantages, it models text badly. The authors of [16] tried to solve this problem in their paper. They are suggesting that tree-like Bayesian networks could handle a text classification task in one hundred thousand variables with sufficient speed and accuracy.

Support vector machines (SVM) technique has its own advantages, but strong limitations. When the SVM method is applied to text classification, it provides excellent fidelity, but the recall is very weak. In order to improve the values of recall, the authors of [17] decided to describe an automatic process for adjusting the thresholds of generic SVM with better results.

Moreover, in [18] a method which improves performance of kNN by using well estimated parameters is presented. The main aim is to find out sufficient parameters.
Heui Lim resorted to propose and evaluate diversified the kNN approach with various decision functions, k values and feature sets to solve this issue.

TextCC is a training algorithm, which is submitted in [19]. In order to classify documents instantly the corner classification (CC) network is used. It is a kind of feed forward neural network.

Given the fact that the first experiment was unsuccessful, it was decided that the strategy of resolving the problem must change. The authors considered in [20] to take the BERT model as a basis for further explorations. BERT (Bidirectional Encoder Representations from Transformers) uses a “masked language model” (MLM) pre-training objective. That helps to mitigate the unidirectionality constraint, which is caused by two approaches (“feature-based” and “fine-tuning”) sharing the same objective function during pre-training, where they use unidirectional language models to learn general language representations.

In [21] the authors claim that BERT is the first representation model based on fine-tuning, which provides the most contemporary efficiency for a large set of sentence-level and token-level tasks, surpassing many architectures, focused on specific objectives.

BERT has been already used in many researches. For example, in [22] the authors performed systematic comparisons of different BERT+NMT architectures for standard supervised NMT. They also claim that the benefits of using pre-trained representations has been overlooked in previous studies and should be assessed beyond BLEU scores on in-domain datasets. Additionally, they compare different ways to train and reuse BERT for NMT.

As a result of the accomplished work [23] it was showed that BERT can be trained only with a masked LM task on the NMT source corpora and yield significant improvement over the baseline.

To summarize the information mentioned above it must be noticed that on the Internet nowadays there are many studies dedicated to confrontation to fake news, the popularity of this field is proceeding to increase. Nevertheless, the problem is that there are no such ready-made practical models and algorithms. It is required to develop the approach for detecting the spread of fake news in real time mode.

3 Proposed Approach

Direct text comparison is extremely resource-intensive and algorithmically complex. It eliminates the ability to quickly search for similar text. It is required to present a mechanism that allows to find similar text based on indexed fields in the database without lengthy and complex calculations.

The proposed model is supposed to contain methods of deep learning such as using the convolutional neural networks for text comparison. This is an approach to improve information security in the Internet. The main notion is to build a model that will determine matching one text to another, hereby the decision will be made: if news correspond to the more reliable source. The authors generate requirements for the matching and present them. If the inspected information does not meet the requirements, it can be defined as the false information.
A convolutional neural network is a special type of direct distribution neural network (Fig. 3). Direct propagation is understood as the propagation of signals through neurons from the first layer to the last. Authors observe in [24] that there can be quite many hidden layers in the network, depending on the amount of data and the complexity of the task.

![Fig. 3. A model of convolution neural network.](image)

The main feature of such networks is the presence of alternating layers of a type of “convolution layer – max pooling” and there can be a set of these layers. The convolution operation implies that each input fragment is incrementally multiplied by a small matrix of weights (the core) and the result is summarized. This amount is the output element, which is called the feature map. The paper [25] is showing that the weighted sum of inputs is passed through the activation function. Max pooling (the layer of subsampling) is a nonlinear compaction of the feature map with the passing a nonlinear transformation. The publication [26] deals with the fact that the pooling is interpreted as splitting the feature map into smaller matrices, the process of finding their maximum elements, so there is an increase in the “depth” of values.

The main concept proposed by the authors in this study lays in combining the data science and mechanisms information security by detecting the dissemination of false information on the Internet. A flowchart of the fake news detection system is offered in the Fig. 4.

- the monitoring component A connects to the RSS feeds of official news resources and collects all plots for the period Time = \(N\).
- the component B connects to the RSS feeds of other news resources and collects all plots for the period Time = \(N\).
- the storing component (BD) is entrusted with preservation and exchange of information between the components
- the component C is “The component of adaptation and retraining of the system”; it receives data from the component A through the database and submits it for training in the neural network
- the component D is “The component of detecting”; it receives data from the component B through the database and analyzes it.

Comparing news plots from official sources with others will make it possible to detect false information and make further decisions about how to counteract its dissemination. It is suggested that the solution proposed in [24, 25, 26] could be used within the flowchart.
from the Fig. 4. To detect fake news and false information, a neural network, which is constantly being re-trained in component C to analyze new news plots in component D, can be used.

4 Experiment

A news dataset on English language was used as a basis for the experiment [27]. It has the following structure:
- News headline
- The main text of the news
- The area that the news belongs to. The bigger part of the dataset consists of political news
- The date that coincides the publication of the news.

In the beginning, the dataset contained two files: true news and fake ones. In the data-preprocessing phase, they were combined into one structure to make the quantities of true news and fake news equal. With this dataset, which is evenly distributed across the classes, there is a possibility to use accuracy as a metric to evaluate the quality of the model. Moreover, another one column was added to the structure of the dataset. It maintained information about which class the news belonged to (fake news or true ones). The total size of the dataset constituted 34 267 cases. At first, the dataset was divided to 2 components: training one and testing samples in the ratio of 75% and 25% in accordance. BERT was chosen as the initial neural network model, which is a well-configured pre-trained neural network provided by Google. With this technique, the model does not need a large dataset to identify patterns; it is enough just to configure it to solve the current problem. By default, BERT returns a vector with a fixed dimension of 768 values for any size of input data, which contains complete information about the input data. In the present case, 3 linear fully connected layers with dimensions 256, 64, and 2 were added after BERT, respectively.

When the model was training, the PyTorch library [28] was used, which had already contained the BERT model and had provided convenient functionality for working with it. Before a text can be submitted to the model, it must be tokenized; it can be done by using the built-in BertTokenizer module. A diagram of the text preprocessing and model training is shown in Fig. 5. During this experiment only the text of the news itself is used to classify the news. This field has different lengths, so for convenience, before tokenization
each such text is separated into several fragments, the size of every one is 300 tokens. Then, in a period of the training, each of these fragments is successively transmitted to the input of the neural network. Learning is controlled by gradient stochastic descent, and the average square error is used as the loss function. Furthermore, it is recommended to use the capabilities of the video card for BERT training whenever it is possible, since this model is a deep neural network, which can take a considerable time to train. Based on the results of evaluating the model on a test sample, the accuracy of the prediction was 95%. Whereas the dataset under study has a uniform distribution across the classes, the precision and recall values were also 95%.

Figure 6 demonstrates a reduction in the level of losses during model training. It shows the absolute value of the loss function on the ordinate axis, and the iteration sequence number on the abscissa axis.

For all experiments, a laptop with the following characteristics QuadCore Intel Core i7-8565U, 4500 MHz (45 x 100); 16 GB DDR4-2666 DDR4 SDRAM was used. A powerful video card is required to speed up the model. On the current hardware, the duration of training the model and analyzing the test dataset took about 13 h.

![Diagram](image)

**Fig. 5.** The text preprocessing and model training.
5 Conclusion and Discussion

The article presents a new approach to detecting the spread of false information on the Internet using data science algorithms.

The developed concept of the detection system, proposed by the authors in this study, is to combine data science and information security mechanisms by detecting the spread of false information on the Internet. The discovery system concept includes 4 components and a data storage system.

Evaluation of methods implemented in the framework of “the component of adaptation and retraining of the system” and “the component of detecting”, performed during the experimental study, demonstrated the effectiveness of using the BERT model by means of the PyTorch library in this task.

Some areas of further research are the development, integration, validation and evaluation of all components of the developed concept. Testing the model on a much larger dataset and in a computing environment with a large number of computing resources.

It is assumed that the proposed approach can be integrated into not only systems for monitoring and countering the spread of false information, but also be part of antivirus systems, browsers, or parental control systems.

There is still a discussion about the possibility of components working in near-real-time mode, due to the huge amount of data. For example, an important part of the problem of spreading fake news is its appearance in social networks. However, the dynamics of the appearance of new posts and messages in these networks develops in such ways that the components of monitoring, training the neural network to recognize a new plot and detecting fake news can’t be triggered in a timely manner. The authors will demonstrate the results of testing the increased load on this model in future studies.
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