An Ensemble Learning Based Classification Approach for the Prediction of Household Solid Waste Generation
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Abstract: With the increase in urbanization and smart cities initiatives, the management of waste generation has become a fundamental task. Recent studies have started applying machine learning techniques to prognosticate solid waste generation to assist authorities in the efficient planning of waste management processes, including collection, sorting, disposal, and recycling. However, identifying the best machine learning model to predict solid waste generation is a challenging endeavor, especially in view of the limited datasets and lack of important predictive features. In this research, we developed an ensemble learning technique that combines the advantages of (1) a hyperparameter optimization and (2) a meta regressor model to accurately predict the weekly waste generation of households within urban cities. The hyperparameter optimization of the models is achieved using the Optuna algorithm, while the outputs of the optimized single machine learning models are used to train the meta linear regressor. The ensemble model consists of an optimized mixture of machine learning models with different learning strategies. The proposed ensemble method achieved an R² score of 0.8 and a mean percentage error of 0.26, outperforming the existing state-of-the-art approaches, including SARIMA, NARX, LightGBM, KNN, SVR, ETS, RF, XGBoosting, and ANN, in predicting future waste generation. Not only did our model outperform the optimized single machine learning models, but it also surpassed the average ensemble results of the machine learning models. Our findings suggest that using the proposed ensemble learning technique, even in the case of a feature-limited dataset, can significantly boost the model performance in predicting future household waste generation compared to individual learners. Moreover, the practical implications for the research community and respective city authorities are discussed.
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1. Introduction

The world’s population is increasing at a staggering rate, and consequent challenges are already evident in different sectors. Currently, approximately 56% of the world’s population reside in urban regions, and this percentage is anticipated to rise to 68% by 2050 [1,2]. Many challenges can arise with such an extraordinary influx and settlement of people in urban areas. One of these challenges relates to the management of solid waste generation in urban cities. On average, the world generates roughly two billion tons of waste every year, and one person generates, on average, 0.74 kg of solid waste per day [3]. This can impose a huge burden on the waste management authorities, especially in light of the limited resources and infrastructure and associated costs [4]. To reduce the adverse waste generation implications, several implementation instances were developed, fusing a myriad of modern technologies, ranging from IoT-based architectures [5] and sensing...
devices [6] to computational intelligence [7]. Despite these efforts [8], large cities constantly need new techniques and strategies to optimize their waste management activities.

The process of waste management comprises multiple sequential activities, including waste disposal in the containers by the citizens, waste collection by the truck fleet, and finally, waste transportation to the designated waste landfills or recycling centers [5]. These activities implicate a substantial cost, particularly when performed in a manual way. Another observation is that the impact of this cost is more profound in developing countries than in developed countries. Some factors that aggravate the situation include the lack of clear waste disposal policies and the inability to deploy modern scientific systems and methodologies [9]. Several researchers advocate the integration of information and communication technology solutions to carry out waste management activities more economically [5,10–12]. The use of smart waste management techniques is not just about deploying waste collection but also extends to optimizing municipality resources, implementing such processes efficiently, and promoting sustainable and environment-friendly attitudes and practices through the application of modern machine learning classifiers.

Recently, machine learning (ML) has been incorporated into waste management systems. One example of such an application can be found in [13], where the authors combined artificial intelligence and IoT to enhance the performance and dynamically control waste management processes in the city of Copenhagen in Denmark. Moreover, in order to efficiently collect and dispose of the waste, the study suggested using a combination of multiple techniques, including the shortest path spanning tree, graph theory, k-means, geographic information system, and genetic algorithm. The authors claimed that their proposed solution decreased the bin overflow by four-fold. In a similar study [14], the authors proposed an IoT based waste monitoring architecture that utilizes Raspberry Pi and ultrasonic sensors to help gather waste related data. The sensor data is used to prepare a waste collection schedule to collect the trash in a timely and resourceful manner. The authors claimed that a whopping 46% reduction in fuel cost was achieved by deploying their proposed architecture. Moreover, waste collection trips were reduced by 18%. However, the findings are not reliable since the data is based on merely ten days of testing. Also, no ML approaches have been devised to predict the waste level of the bins and containers accurately. In yet another study [15], the authors employed advanced techniques, e.g., neural networks and decision trees, to estimate the solid waste generated while taking advantage of the demographic and socioeconomic characteristics of the citizens of Ontario (Canada). The accuracy of predicting waste generation by utilizing the neural network technique was 72%, which suggests that the prediction accuracy needs to be improved.

1.1. Motivations

The concept of smart waste management (SWM) [11,16] is a fairly new and topical research challenge that has received considerable attention from municipalities and the research community because of its economic and environmental importance [17]. Several research studies explored smart waste management from various angles, e.g., IoT infrastructure and predictive analytics [18,19]. Despite the increasing number of projects investigating intelligent computational models to overcome the challenges of waste management, more research works are advocated to exploit the benefits of IoT infrastructure and solutions to enhance ML based waste management models in municipalities and urban regions [18]. In a recent survey [18], only six predictive models out of 32 were found to create intelligent solutions for handling solid waste management. In addition, another study emphasized that waste data collection alone is insufficient to tackle the waste management issues [14]. It is highly advisable to conduct predictive analytics to develop effective SWM solutions.

Several recent works developed predictive analytics and AI-based models to eliminate urban waste management issues and improve the existing SWM solutions. For instance, the authors in [20] created a decision tree model that effectively calculates the number of waste bins awaiting waste truck collection. The results demonstrated a decrease in the distance of collection routes proposed by the model. The authors in [21] developed a recurrent neural networks model that successfully predicted the amount of waste generated by analyzing historical data.
network (RNN) classifier to forecast the waste bins’ fill levels. The RNN model was tested in a Spanish city and produced better fill level predictions than existing ML approaches. Moreover, the authors in [22] developed a deep learning classifier (DL) to segregate and sort solid waste in a smart way. The TensorFlow DL was first fed LoRa communicated sensor data. Next, the model detected and classified the waste objects into different types (glass, metal, plastic, etc.). The classification results showed different sorting accuracy of waste (82–96%) based on solid waste materials. In our view, however, the proposed system is over-engineered and expensive to apply in real settings (i.e., municipalities). The system focuses mainly on waste identification and segregation rather than the optimization of waste authorities’ resources. Furthermore, there is a lack of predictive models tailored to handle time-series waste generation problems [23]. In this research, we explore how various ML models (i.e., single and ensemble) can forecast the waste generation of citizens and municipalities.

We conducted a comprehensive review of the research works, published post 2015, in the sector of smart waste management to identify the overarching challenges in SWM. The full results of the review are presented in Section 2 (Related Works). We highlight the practical and research issues pertaining to intelligent waste management solutions and their applications as follows:

- Poor use of smart waste management solutions in municipalities: in numerous urban cities around the world, the acceptance and use rate of new technologies (e.g., ML) that assist in the management of solid waste (e.g., waste collection, recycling) is still low.
- Inefficient and expensive IoT devices: transforming any city into a smart city, sadly, comes with a high financial and environmental cost. The practical challenge for municipalities is to reduce the reliance and installment of IoT sensors and devices while augmenting the waste management sector. ML techniques might offer the necessary escape route.
- Unoptimized use of waste management resources: legacy computer systems burden the capacity and resources (e.g., collection trucks, human capital) of waste management authorities. Examples of disadvantages include, but are not limited to, the inefficient waste bin collection routes and failure to meet the expectations and needs of the citizens.
- Lack of predictive analytics for waste management (SWM): municipalities are required to monitor in real-time and predict the waste of their cities (e.g., waste containers fill levels) during the season and thereby deploy the necessary infrastructure to accommodate the changing demands of the city households.
- Upgradation of waste management solutions with smart IoT architectures: waste management authorities that are using legacy platforms are in dire need to modernize their infrastructure to incorporate smart waste sensors to supply predictive models with the necessary waste data.
- Need for sustainable waste management attitudes and behaviors: there is an urging need to innovate intelligent waste management solutions that promote sustainable waste disposal practices and engage households in the reduction and recycling of their solid waste.

Problems are better elaborated when contextualized. An ordinary person is anticipated to generate about 0.74 kg of solid waste per day. Nonetheless, this figure can vary between 0.11 kg and a whopping 4.45 kg per person per day, depending on various socioeconomic factors. Moreover, the amount of solid waste is predicted to exceed 3.4 billion tons worldwide by the year 2050. Several factors are believed to contribute to the waste generation problem, including the economic status of the country, household income, demographics, season of the year, etc. In fact, many countries, developed and developing, still struggle with managing and disposing of their solid waste effectively. The costs and resources required to perform waste management activities remain expensive (e.g., averaging USD 100 per ton), with a high percentage expended on waste transportation (approximately USD 20 to 50 per ton). Such statistics urge practitioners and researchers to accelerate their SWM efforts and innovations. Creating data-driven models that are capable of predicting
household waste generation accurately in urban cities would help the authorities plan their waste management activities more efficiently and cut their relative spending. The expected benefits of predictive analytics in waste management are manifold, e.g., reduced reliance on IoT devices, optimal use of local resources, and increased citizens’ satisfaction, among others.

1.2. Main Contributions

We succinctly summarize the notable contributions of our research study as follows:

- We proposed designing and training an ensemble model that can predict solid waste produced by the citizens/households of an actual city.
- We employed the Optuna algorithm, which uses an efficient sampling and pruning strategy to optimize the hyperparameter configurations to maximize the predictions of waste generation for all single ML models.
- To the best of our knowledge, we are the first study to introduce a meta regressor as an ensemble technique that learns from the predictions of the optimized machine learning models for forecasting household waste generation.
- We validated our ensemble meta learner model using a real dataset with limited features to make significant time-series predictions.
- We compared the proposed method and benchmarked it against existing state-of-the-art methods for predicting household waste generation.

1.3. Article Structure

The remainder of this article is divided into five sections. Section 2 reports on the recent works in the domain of smart waste management with a focus on the prediction of waste generation using machine learning. Section 3 describes our methodology and the time series dataset that was used in our experiments. Section 4 details and discusses the main results of the benchmark experiment. Section 5 discusses the theoretical and practical implications of our findings. Finally, Section 6 summarizes the key findings and suggests future research directions.

2. Related Works

Several published studies explored machine learning approaches for forecasting waste generation. These studies have been conducted on data collected from different cities with multiple features, as described below.

For instance, Ferrer and Alba [24] proposed a smart system (aka BIN-CT) for predicting future filling levels of waste containers. The study collected several features, such as container location, time, container capacity, specific day, and whether the container was emptied the day before, from Andalusia city in Spain for twelve months. Different machine learning models, e.g., support vector regression (SVR), linear regression (LR), and Gaussian processes (GP) were evaluated. The authors suggested using GP as it performed better than other algorithms. Similarly, Camero et al. [25] proposed a deep neuroevolutionary method to create a recurrent neural network for predicting waste filling levels from waste containers in an automatic manner. The search space included different parameters, for instance the number of hidden layers and neurons, which were optimized using an evolutionary algorithm. The authors applied the optimized model to a similar dataset used in Andalusia city, Spain [24], to predict waste filling levels of 217 containers. The authors achieved a mean absolute error (MAE) of 0.028 for the summed-up prediction. However, another study [26] presented a neural network model that can be utilized to predict plastic waste generation for the European Union region in 2030. The main focus of the study is to avert any environmental hazard by controlling plastic waste generation. Authors in [27] deployed a multi-layer perceptron artificial neural network model (aka MLP-ANN) and support vector regression (SVR) model to forecast solid waste of the municipalities of the Kingdom of Bahrain. By utilizing the waste generation data for 12 years, the authors showed that the SVR is more robust in predicting municipal solid waste. The factors that
were considered in the prediction incorporated the economic level, population, annual tourist arrivals, and CO$_2$ emissions.

Other studies have further investigated the impact of socioeconomic and other demographic factors when predicting waste generation levels. For example, Kontokosta et al. [28] proposed a machine-learning-based approach to estimate daily and weekly waste generation at a building scale. The study used daily historical records collated from 609 sub-sections of New York City (USA) over ten years and other demographic and weather data of the population. The study implemented a gradient boosting regression tree (GBRT) and reported a good R-squared value (i.e., 0.87) when forecasting the weekly waste generation in New York City. The author also reported the weather variables and building type and density as the most influential features for weekly waste generation predictions. Similarly, Yang et al. [29] proposed a novel predictive approach to unravel the effect of socioeconomic characteristics on solid waste generation. The study collected annual statistical waste generation data and nine socioeconomic factors of all provinces in mainland China between 2008 to 2019. However, weather data were excluded from the analysis. Different machine learning models were contrasted, including k-nearest neighbors (KNN), support vector regression (SVR), random forest (RF), XGBoosting, and a deep neural network (DNN). DNN outperformed other classifiers, with an R-square value of 0.97. The authors reported that indicators such as urban population and regional GDP had the most influence in predicting MSW generation for different provinces in China.

On the other hand, Kulisz and Kujawska created an ANN model to predict the future waste generation of Polish cities [30]. The study included five features, namely social, economic, and demographic factors, to estimate the amount of annual waste generated from 2010 to 2019. The study concluded that the city’s population was the most influencing factor in waste generation, with the proposed ANN achieving an R-value of 0.989. In another study, Flores et al. [31] tried to determine the relationship between socioeconomic and demographic variables. They claim that this relationship helps to estimate the type and amount of annual solid waste production per country. To predict waste generation, the authors deployed various machine-learning-based approaches, such as SVR, gradient boosting, RF, and clustering models (k-means). However, their work focused on Organization for Economic Co-operation and Development countries (OECD).

Similarly, Elshaboury et al. [32] used the same features. Further, they proposed optimizing the ANN with an evolutionary particle swarm optimization (PSO) algorithm to forecast waste generation in the Poland cities, with a reported RMSE of 11,342.74. Kannan-gara et al. [15] also used similar demographic and socioeconomic variables to predict MSW generation and diversion from Ontario, Canada. Using data from 220 municipalities from 2001 to 2014, the authors applied the decision tree (DT) and ANN to calculate the annual waste generation. The ANN model surpassed the DT, with a 0.72 R-squared value on the test data. To predict future waste generation, Rathod et al. [33] compared different machine learning algorithms, such as LR, DT, RF, and XGBoost. The study collected data from 200 areas in the Akola municipality (India) using various demographic and socioeconomic features. The authors demonstrated that RF was the best-predictive model, with an adjusted R2 value of 0.6758.

Furthermore, Meza et al. [34] employed a similar approach by evaluating various machine learning algorithms, including SVM, RNN, and DT, to predict urban waste generation. Historical monthly generated solid waste data between 2012 and 2016 were fed into the model, with various demographics and socioeconomic factors collected from Bogotá (Colombia). The results showed that SVM was the best alternative model for future waste generation prediction.

Other studies inspected the forecasting of waste generation as a time series problem. For example, Abbasi and Hanandeh [35] evaluated different machine learning models, including a neural network (ANN), support vector machine (SVM), k-nearest neighbors (K.N.N.), and adaptive neuro-fuzzy inference model (aka ANFIS) to forecast the monthly trends of municipal waste generation in the city of Logan (Australia). Historical time series
data covering eighteen years were used to train these three classifiers for making future month predictions. The results suggested that the ANFIS model outperformed both KNN and SVM, with an MAE of 52.16. On the other hand, Sunayana et al. [36] proposed using a non-linear auto regressor (AR) neural model to predict the monthly waste generation from Nagpur (India). Historical monthly waste generation data were used from the year 2015 to 2017. The study used lag estimation in developing a robust model for future waste prediction, with the best-optimized model resulting in a mean absolute percentage error (MAPE) of 2.37. Ali and Ahmad [37] also employed a non-linear neural model to forecast MSW generation. The authors collected monthly waste-generated data from Kolkata (India) from 2010 to 2017. The authors optimized the network using a grid search, where they varied different neurons in the input layer. A 0.8643 R-value was reported as the highest performing network when using only 19 hidden neurons.

Internet of Things (IoT)-based infrastructure has been widely utilized for providing various intelligent solutions in many domains. Similarly, recent research works advocate the deployment of IoT to ameliorate waste management processes. For example, the authors in Baldo et al. [38] presented a long range wide area network (LoRaWAN)-based architecture, where they presented three layers of implementation, starting from the smart bins level to the video surveillance level. Similarly, the authors in [39] discussed an IoT-enabled waste management solution that monitors the fill levels of the bins in public and residential premises. With the help of the graphical user interface and location information, authorities could dispatch waste collection trucks to collect the solid waste. Most of these studies do not consider the analysis of waste generation using ML approaches, e.g., neural networks, deep learning, etc.

Internet of Things (IoT) is the next-generation technology that is revolutionizing almost every sphere of human life, ranging from industrial automation, bioinformatics, smart homes, smart cities, vehicle automation, virtual assistants, virtual/augmented reality, etc. [40,41]. IoT technologies are based on multiple physical devices that are connected to the Internet and help make seamless decisions, mostly without human intervention, by sensing, collecting, and sharing valuable data [5].

Quite recently, the combination of IoT and machine learning techniques has been widely explored, with the aim of providing automated services in waste management, including but not limited to bin level prediction, waste collection, processing, and dumping [42-44]. With the help of IoT sensing devices and appropriate AI-based approaches, bins fill levels can be predicted and monitored by waste collection authorities to optimize their daily processes, such as dispatching collection trucks [45]. Additionally, IoT-AI-based waste collection can assist in the calculation of the most efficient routes to collect the waste, thus reducing the overall cost and preserving the environment by cutting associated CO₂ emissions [43]. The aforementioned efforts demonstrate the importance of IoT in future research and applications related to intelligent waste management.

From the surveyed literature, we can clearly see that no single machine learning algorithm has performed consistently across the solid waste data. Furthermore, most studies relied extensively on the additional features, e.g., socioeconomic factors and population demographics, to predict future waste generation rates. Although it is practical to use these features in the prediction, such sensitive data are usually unavailable or may be hard to obtain. Studies performed on different cities show that access to time series waste data is still limited and, therefore, it is hard to benchmark the proposed approach on other datasets. Finally, deep learning approaches have been commonly used, with promising performances among the algorithms. This study proposes an ensemble learner to predict weekly household waste generation based on historical waste data collected from actual households. Details of the proposed approach are explained in the subsequent sections.

Table 1 highlights some of the important studies, along with a brief summary of the strengths and weaknesses of each study. This will help the reader to obtain an overview of waste generation and prediction, particularly where approaches, such as ANN and ML,
have been utilized. The weaknesses highlight the overall gaps in this field. However, our research focuses on predicting household waste generation using time series data.

Table 1. Summary of main research weaknesses/gaps in smart waste management.

| Article                                                      | Strengths | Weaknesses                                                                 |
|--------------------------------------------------------------|-----------|-----------------------------------------------------------------------------|
| A multi-layer LoRaWAN infrastructure [38]                   | - A LoRaWAN-based architecture with three layers of implementation is proposed.  
- Fill level measurements, vandalism detection, video surveillance, user privacy, and security.  
- Machine-learning-based image detection mechanism. | - The study does not predict fill levels based on waste generation patterns.  
- The route prediction and optimization mechanisms are not discussed.  
- The study does not focus on household waste generation or prediction. |
| Use of IoT to enable solid waste management [39]            | - An architecture is presented to monitor the fill levels of smart bins.  
- A GUI-enabled interface is provided for authorities to monitor the fill level.  
- A prototype is implemented and tested. | - No fill-level predictions.  
- Route selection and prediction are not presented.  
- Waste generation patterns are not explored. |
| Prediction of plastic waste generation using SHAP [26]      | - A neural network (ANN) model is proposed to anticipate the generation of plastic waste.  
- Shapley additive explanation (i.e., SHAP) analysis is applied to interpret the outcomes. | - The study focuses on plastic waste generation only.  
- The exclusive target of the study is the European Union.  
- The study does not focus on household waste generation patterns. |
| Forecasting of regional waste generation [15]              | - Demographic and socioeconomic variables are used to predict MSW generation and diversion.  
- A real dataset from 2001 to 2014 is utilized.  
- A decision tree and artificial neural network are used to forecast annual waste generation. | - The analysis in the study is based on a dataset that is limited to Canada.  
- The specific validity of the analysis is not proven on different datasets or regions with different variables such as demographics, age, income level, etc. |
| Application of deep neuroevolution for the prediction of waste generation [25] | - Waste generation predictions are made based on real-world conditions.  
- Authors utilize a deep neuroevolutionary algorithm that helps to automatically design a recurrent neural network for predicting waste filling levels from waste containers.  
- Authors validate their approach by utilizing real-world scenarios and implementations. | - The study focuses on individual metrics that may not reflect the actual performance improvements.  
- Parameters related to waste generation is not discussed, such as demographics, social economics, age, etc. |

3. Materials and Methods

Figure 1 depicts the proposed methodology for developing a predictive ensemble model to forecast future waste generation. Our method consists of three phases, where each phase represents a separate component, namely the data preprocessing, model optimization, and meta regressor component. Details of each component are described in the subsequent sub-sections. While single prediction models have been widely used in the literature,
ensemble learning has demonstrated its ability to enhance the performance of individual ML models and is more robust to noise [46,47]. In the proposed method, several machine learning algorithms are trained and optimized before making their predictions. The output of these single ML models is then used to train a linear model (aka Meta learner) for the final prediction.

As shown in the Section 4, this approach enables the framework to learn residual errors of individual models and thereby improve the final model prediction. Algorithm 1 describes the pseudocode of our proposed ensemble model.

**Algorithm 1.** Pseudocode for training the meta classifier

Input: Training Dataset $D = \{(x_i, y_i) \in X \subseteq IR^d \times Y : 1 \leq i \leq N\}$

Output: An ensemble classifier $C$ for weekly waste generation

1: Step 1: Train the first-level classifiers
2: For $m \leftarrow 1$ to $M$ do
3: Train a base classifier $c_i$ using the solid waste dataset $D$
4: End For
5: Step 2: Create a new dataset from the output of first-level classifiers with $D$ labels
6: For $i \leftarrow 1$ to $N$ do
7: Create a new waste dataset containing $(x_i', y_i)$ where $x_i' = \{ (c_1(x_i), c_2(x_i), \ldots, c_M(x_i)) \}$
8: End For
9: Step 3: Train a meta classifier
10: Train a new classifier $c'$ using the newly developed solid waste dataset
11: return $C(x) = c'(c_1(x), c_2(x), \ldots, c_M(x))$

3.1. Solid Waste Dataset

The solid waste dataset used to train and assess the ML models in this research was obtained from the Southeast region of the United Kingdom (UK), representing an average weekly household waste generation from 2011 to 2021. The dataset, model implementation, and prediction results were deposited in a public repository on GitHub [48]. The dataset contains the weekly waste generation data per region in the UK. The dataset provides values for the ‘Year’, ‘Region’, and ‘Collected Household Waste’. A total of nine regions were included in the dataset. We selected the data of the Southeast region for the purpose of preprocessing, training, validating, and testing. The dataset can be considered a small dataset. However, it provides a good insight into the waste generation patterns of UK
households. A small dataset can sustain issues in supervised learning scenarios. This kind of dataset is termed a low-quality data problem [49]. Due to the lack of open and comprehensive solid waste generation data, we utilized the abovementioned data set. Moreover, after carefully preprocessing, training, validating, and testing, we found it useful for analysis purposes.

3.2. Data Preprocessing

Even though the above dataset is represented as a time series domain, we reformulated the dataset as a supervised learning problem by using the lag estimation as an input feature to train supervised regression models. Lag estimation or selection is a classical technique that helps to transform the forecasting problems into a supervised learning problem [50, 51]. The lag value is known to help improve the prediction accuracy. The selection of this value is critical since a small lag value can affect the prediction by providing insufficient information, whereas a large lag value can increase the complexity and, at the same time, decrease the performance and accuracy of the prediction [52]. For this reason, the number of lags was experimentally found based on the validation set’s performance used in building the models. After selecting appropriate lag values to use as input features, the dataset was divided into 60% training, 20% validation, and the remaining 20% for testing. The data were then normalized to a uniform range of 0–1 using Equation (1) to suppress the large values for improving model training and performance.

\[ U_i = \frac{(R_i - \text{Min}_i)}{(\text{Max}_i - \text{Min}_i)} \]

where \( U_i \) is a normalized input, \( R_i \) is the actual input value, \( \text{Min}_i \) is the minimum value of the input data, and \( \text{Max}_i \) represents the maximum value of the input dataset.

3.3. Machine Learning Algorithms

An exhaustive list of various machine learning algorithms was devised and used to predict solid waste generation [53]. Notably, the performance of these algorithms depends on the characteristics of the dataset being used. Hence, no ideal algorithm performs well across all problems [54]. For instance, Sami et al. [55] employed a SVR, RF, and decision tree as traditional machine learning algorithms, while CNN was utilized as a deep learning model in predicting solid waste management. In the employed models, CNN outperformed the other models, with an accuracy of 90%. However, the accuracy of the other machine learning approaches, as yielded by SVM, RF, and DT, was considerably less, i.e., 85%, 55%, and 65%, respectively.

In another work, Xia et al. [53] reviewed around 200 research publications spanning from 2000 to 2020 and compared various machine learning approaches employed to address the fast-growing waste management issue. The selected ML and deep learning techniques regarding the prediction of waste collection include the use of LSTM, ANN, SVM, DT, etc. Based on the presented results, the prediction of the RSME of the LSTM was 0.5 [56], whereas SVM presented an RSME of 9.53 in [35], 0.98 in [35], and 0.12 in [58]. The ANN yielded an RSME of 0.87 in [28], 0.75 in [57], and 0.50 in [15]. The accuracy results pertaining to the DT prediction was 0.77 [28]. These findings exhibit considerable variability in the scores of performance metrics across various studies.

Therefore, in this study, we experimented with a set of machine learning algorithms that have been commonly used for predicting waste generation. These algorithms include SVR, RF, artificial neural network (ANN), and KNN [55]. Furthermore, our study included other machine learning algorithms that are less popular in waste management but have shown a promising performance when applied to other domains. These algorithms include extra gradient boosting (XGBoosting), light gradient boosting machine (LightGBM), and extra trees (ETS) [59].

Table 2 presents a conceptual comparison of the single prediction algorithms that were inspected in our study. It highlights the strengths and weaknesses of each model.
Table 2. A conceptual comparison of single prediction models for smart waste management.

| Algorithm | Advantages | Disadvantages |
|-----------|------------|---------------|
| **LightGBM** | Family of gradient boosting framework that uses a tree-based algorithm | • Fast and efficient.  
• Low memory usage.  
• Better performance than most boosting algorithms.  
• Works well with a large dataset. | • Prone to overfitting on a smaller dataset. |
| **KNN** | Selects k-closest examples from the dataset | • Intuitive and straightforward to understand.  
• Constantly changes with the new data. | • Does not scale well with a large dataset.  
• Sensitive to outliers. |
| **SVR** | Selects the best hyperplane that maximizes separability between classes | • It is effective in high dimensional spaces.  
• The algorithm is memory efficient. | • Does not scale well when using an extensive dataset. |
| **ETS** | An ensemble of decision trees that performs a random split of the node | • Extremely fast compared to the RF.  
• Works better than the RF when having a large dataset. | • The model may have high variance as it performs random splits. |
| **RF** | An ensemble of decision trees that uses a greedy approach to achieve the best split | • Reduces the variance of the model and overfitting.  
• Gives information about essential features from the data. | • It is computationally expensive compared to other algorithms. |
| **XGBoosting** | An ensemble of decision trees that uses a gradient boosting framework | • Can handle missing data with its in-built features.  
• Works well on small and medium-sized data. | • Very sensitive to outliers.  
• Does not scale well when using massive datasets. |
| **ANN** | Inspired by the human brain, ANN consists of several input and output layers that can extract patterns from given data | • Ability to learn and model complex relationships.  
• Robust to noisy training data. | • Works only on numerical data.  
• Hard to obtain the optimal results. |

3.4. Model Hyperparameter Optimization

Hyperparameter optimization is a major challenge in the ML community [60]. This step involves finding an appropriate hyperparameter configuration that ameliorates the model’s performance for a given dataset. Model hyperparameters are usually set before the learning process and are tuned based on the performance of the selected hyperparameter on a validation set performance as an objective. Most existing hyperparameter optimization algorithms, such as the grid search, are computationally expensive since they require searching for all possible defined hyperparameter configurations to identify and select the best model [61]. Other algorithms, such as the random search, try to overcome the limitations of the grid search by optimizing the model in a randomly selected hyperparameter configuration, but may result in a suboptimal hyperparameter configuration due to its stochastic nature [61].
Bayesian optimization algorithms provide an alternative solution by developing a surrogate model that helps to select the next most promising hyperparameters from the search space based on the previous evaluations [60]. A recent state-of-the-art hyperparameter optimization algorithm, “Optuna”, has been used for this purpose [62]. Unlike existing hyperparameter optimization (for example, hyperOpt, scikit-optimizer, Autokeras), Optuna allows for a dynamic construction of the hyperparameter search space with an efficient sampling and pruning strategy. This strategy is rewarding for achieving a high performance under limited resources [62]. Optuna considers a minimization/maximization of an objective function as the input with a given hyperparameter search and returns the validation score as the output. A detailed discussion of the Optuna algorithm can be found in the original work published by [62]. Apart from the meta regressor model, all other machine learning models proposed in this study were optimized using Optuna. Table 3 below summarizes the hyperparameter configurations that were used to maximize the predictions of all single ML models using Optuna.

Table 3. Search space configuration for hyperparameter optimization using Optuna.

| Algorithm       | Search Space                                                                 |
|-----------------|------------------------------------------------------------------------------|
| SVR             | **Kernel = \['rbf',\'poly',\'linear',\'sigmoid'\]**                          |
|                 | **C = float (0.1, 3.0)**                                                     |
|                 | **Gamma = \['auto',\'scale'\]**                                              |
|                 | **Degree = int (1, 3)**                                                      |
| XGboost         | **max_depth = int (4, 12)**                                                   |
|                 | **learning_rate = log uniform (0.005, 0.05)**                                |
|                 | **colsample_bytree = log uniform (0.2, 0.6)**                               |
|                 | **subsample = log uniform (0.4, 0.8)**                                       |
|                 | **alpha = log uniform (0.01, 10.0)**                                         |
|                 | **lambda = log uniform (1 \times 10^{-8}, 10.0)**                            |
|                 | **gamma = log uniform (1 \times 10^{-8}, 10.0)**                            |
|                 | **min_child_weight = log uniform (10, 1000)**                               |
| LightGBM        | **reg_alpha = log uniform (1 \times 10^{-3}, 10.0)**                        |
|                 | **reg_lambda = log uniform (1 \times 10^{-3}, 10.0)**                       |
|                 | **colsample_bytree = [0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0]**             |
|                 | **subsample = [0.4, 0.5, 0.6, 0.7, 0.8, 1.0]**                               |
|                 | **learning_rate = [0.006, 0.008, 0.01, 0.014, 0.017, 0.02]**                |
|                 | **max_depth = [10, 20, 100]**                                                |
|                 | **num_leaves = int (1, 1000)**                                               |
|                 | **min_child_samples = int (1, 300)**                                         |
|                 | **cat_smooth = int (1, 100)**                                                |
| RF              | **n_estimators = int (low = 100, high = 1000)**                             |
|                 | **max_depth = float (4, 50)**                                                |
|                 | **min_samples_split = int (2.0, 150.0)**                                     |
|                 | **min_samples_leaf = int (2.0, 60.0)**                                       |
|                 | **max_features = ['auto', 'sqrt', 'log2']**                                  |
| ANN             | **learning_rate_init = float (0.0001, 0.1, step = 0.005)**                  |
|                 | **first_layer_neurons = int (10, 100, step = 10)**                           |
|                 | **activation = ['identity', 'tanh', 'relu']**                                |
| KNN             | **n_neighbors = int (1, 30)**                                                 |
|                 | **weights = ['uniform', 'distance']**                                        |
|                 | **metric = ['euclidean', 'manhattan', 'minkowski']**                         |
| Extreme Trees   | **n_estimators = int (low = 100, high = 1000)**                             |
|                 | **max_depth = float (4, 50)**                                                |
|                 | **min_samples_split = int (2.0, 150.0)**                                     |
|                 | **min_samples_leaf = int (2.0, 60.0)**                                       |
|                 | **max_features = ['auto', 'sqrt', 'log2']**                                  |
3.5. Meta Regressor

The meta regressor \[63,64\] is a simple linear regression model trained using the predicted output of individual optimized models. The training samples are first passed to individual optimized models to obtain the model predictions to train, in the subsequent phase, the meta regressor model. The outputs of these models are then transformed by horizontal stacking individual model predictions to formulate tabular data. These data are then used as input features to the regression model to perform the training process. During testing, a similar procedure is applied to a hold-out validation set. It is first passed to individual models to obtain their predictions, followed by the data transformation, and is finally passed to the meta regressor model to obtain the final prediction.

3.6. Model Evaluation

When evaluating machine learning models, it is essential to select an appropriate metric to be able to identify and select the best-performing model. Many standard evaluation metrics are proposed and commonly used to judge the quality of forecasting models \[65,66\]. Several metrics are used with various properties in this study to compare the ML models fairly. Below is a summary of the metrics considered for this study.

3.6.1. Mean Absolute Error (MAE)

The mean absolute error metric \[67\] considers the sum of the absolute difference between the actual value and the predicted value. The MAE is less biased to higher values and, hence, is considered more robust when dealing with outliers. The MAE is also considered a linear score since it gives an equal weight to individual errors. The unit score matches that of the target values and, hence, becomes easy to interpret. It typically ranges from 0 to \(\infty\), where a small value close to 0 is considered the best score. Equation (2) shows how the MAE is calculated.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|
\]  

3.6.2. Mean Squared Error (MSE)

The mean squared error (MSE) metric \[68\] represents an average of the squared differences between the actual and predicted values. The MSE can be used as a metric score and loss function when optimizing models by minimizing the MSE in the least-squares regression problem. When used as an evaluation metric, squaring off the error magnifies the error and penalizes the model by inflating the average score. On the other hand, the squaring of errors tends to penalize the model more on significant errors when used as a loss function. The metric has a squared unit and ranges from 0 to \(\infty\), where a value close to zero is the best score. Equation (3) shows how to calculate the MSE of a given dataset. The root mean squared error (RMSE) extends the MSE by taking the squared root of the MSE. As such, it has the same unit as the actual values and ranges from 0 to \(\infty\), where the value close to zero represents the best score. Equation (4) shows how to calculate the RMSE of a dataset.

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}}
\]

3.6.3. Mean Absolute Percentage Error (MAPE)

Like the MAE, the mean absolute percentage error (MAPE) \[69\] measures the accuracy of the predicted values with adjusted values to express it as a percentage unit. On average, it indicates the distance between the corresponding actual values and predicted values. The
metric tends to be robust to outliers since it uses the absolute values of the error. A score closer to zero indicates a better model. The MAPE can be calculated using Equation (5).

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{y_i}
\]

(5)

3.6.4. Coefficient of Determination (R² score)

The coefficient of determination (R²) metric [70] signifies the association between the predicted values and the actual values. Like MAPE, the R² score is commonly used as it is expressed in a percentage range and, hence, is more intuitive in results interpretation. A value close to 1 indicates an excellent performance of the model. Equation (6) shows how to calculate the R² score of a given dataset:

\[
R^2 = 1 - \frac{\sum (y_i - \bar{y})^2}{\sum (y_i - \bar{y})^2}
\]

(6)

where \(\hat{y}\) is the predicted value of \(y\) and \(\bar{y}\) is the mean value of \(y\).

4. Results and Discussion

In this section, a detailed analysis of the result is presented. Our experiments were conducted on a computer machine with the following specification: an Intel Core-i7-7 CPU, 16 GB RAM, and 8 GB NVIDIA GeForce GTX 1060. We ran our experiments on a Windows 10 operating system.

4.1. Hyperparameter Optimization

During hyperparameter optimization, a set of hyperparameters for each model was declared to build the search space, as shown in Table 3. We then used the MSE as an objective function, where, for each of the determined configurations, an MSE of the validation set was used to rank the model performance. A set of 100 trials was run for every single model, and finally, the model with the smallest MSE was selected as the best model to generate the results on the test set.

4.2. Prediction of Waste Generation Using ARIMA Model

The autoregressive integrated moving average (ARIMA) has been used as one of the classical statistical approaches to forecast time series data [71]. The model tries to draw relationships between the target values and their lagged observations. The algorithm attempts to convert time series data to stationary data by subtracting observation of the previous time step and using the residual and observation between lagged observations. In this study, the ARIMA model was applied to establish a baseline performance for the proposed method. An open-source library (i.e., pmdarima) was used to find the optimal values for the ARIMA model (https://alkaline-ml.com/pmdarima/index.html, accessed on 4 March 2022).

Despite optimizing different model parameters, the performance of the ARIMA model was relatively low compared to all machine learning models. For example, the model achieved an R² score of around −0.708 and a MAPE of 0.99, suggesting that the model is arbitrarily worse. A similar pattern was observed when looking at other metrics (Table 4).

4.3. Prediction of Waste Generation Using NARX Model

The non-linear autoregressive exogenous model (NARX) is a class of neural networks used to model non-linear time-series data [36]. The network consists of recurrent feedback from other network layers and is used in the input layer. An in-depth explanation of the network can be found in [72]. Like the ARIMA model, NARX was also applied to establish a baseline performance for the proposed model. A three-layered ANN was used as an estimator, with the model achieving an R² score of 0.61. Compared to the ARIMA model,
NARX performed better; however, the performance was considerably lower compared to other machine learning models. Nevertheless, when looking at the MSE, the NARX model had a matching performance with the XGBoosting while performing slightly lower than the SVR model (Table 4).

4.4. Prediction of Daily Waste Generation Using Machine Learning Algorithms

Each model was optimized, and their performances were analyzed in contrast to the other models. This approach was used to establish a strong baseline performance against our proposed method. All machine learning models were then utilized to establish the proposed ensemble learner.

4.4.1. Support Vector Regressor

SVR has been widely used in the prediction of waste generation from different studies [53]. After performing model optimization, the R2 score of the model reached 0.69, which suggests that 69% of the variability in the dependent variable is predictable from the independent variable. This performance was achieved when using a ‘c’ value of 2.98 with a radial basis function (RBF). However, the model’s performance was relatively low compared to other algorithms. For example, the MAE was only 0.093, which is on par with other models, such as ANN and XGBoosting. As shown in Figure 2, the kernel and the ‘c’ value were the most important hyperparameters to tune when building a waste prediction model. Figure 2 confirms the importance of using Optuna optimization, as the algorithm only focused on a search space with the possibility to improve the model performance.

Figure 2. Hyperparameter optimization for the SVR model.

4.4.2. XGBoosting

The performance of the XGBoosting was low compared to most of the models. For example, the R2 score was only 0.67, which is the lowest except for the classical models. A similar pattern was observed when looking at both the MSE and the RMSE, which were 0.015 and 0.122, respectively. This may be attributed to a large model parameter that needs to be tuned. The best performance of the model was achieved by using a learning rate of 0.048, a minimum child node weight of 10.289, and a maximum tree depth of 10. As shown in Figure 3, the minimum child node weight was the most important parameter to predict waste generation in this study. Although there was a large search space for the model, Optuna could traverse most potential good candidate configurations, as shown in Figure 3.
4.4.3. LightGBM

Among the investigated models, LightGBM was among the top-performing algorithms. The model achieved a MAE of 0.08 and a MSE of 0.011, ranking as the second-best model apart from the ensemble models (Table 4). The R2 score of 0.746 was also far better than other algorithms, such as the SVR and XGBoosting, which gave an R2 score of 0.692 and 0.67, respectively. Despite having a fast-training time compared to XGBoosting, the results suggest that LightGBM can be used as a good baseline model when forecasting waste generation. When optimizing Optuna, the most crucial hyperparameter was the minimum child samples used for splitting the node, which was 14 samples (Figure 4). Figure 4 also confirms that, despite having many hyperparameters to tune, the Optuna algorithm was able to find the best hyperparameter configuration even on a limited run.

4.4.4. Random Forest (RF)

Despite being an ensemble technique, the performance of the RF model was also low compared to the top-performing models, such as the LightGBM and KNN. The model achieved an MSE of 0.0128 and a MAPE of 0.382, which is better than the SVR and XGBoosting. A similar result was obtained when looking at the MAE and R2 score (0.085 and 0.7143, respectively), suggesting that around 71% of the dependent variable variability is predictable from the independent variable. Similar to the LightGBM, a minimum sample of a leaf node and minimum samples required to split a node were the most important hyperparameters, obtaining a value of 2 and 7, respectively. Figure 5 shows the hyperparameter importance and the possible configuration explored by the Optuna algorithm. Surprisingly, the number of estimators in most of the tree-based models had a minimum impact.
4.4.5. Artificial Neural Network

After the initial experimentation, our study focused on optimizing a three-layer neural network. Even though the ANN performed better than the SVR and XGBoosting algorithms in terms of the MAE (Table 4), the performance of SVR was slightly better when using the MSE and R2 scores. Hence, the ANN tends to produce a larger error compared to the SVR. The learning rate and the type of activation used turned out to be the most important hyperparameters to tune in the case of ANN (Figure 6).

4.4.6. K-Nearest Neighbors

Even though the KNN model was rarely used in the reviewed literature [73], our results suggest that the KNN is among the top-performing models when considering different metrics. For example, the model achieved an MAE of 0.0652, which was the second-ranked individual algorithm. On the other hand, a similar observation was noted when looking at the MAPE, which was better than the voting ensemble, although lower than the proposed model. Notably, the best performance was achieved when looking at a single nearest neighbor by considering a weighted distance among the neighbors. Furthermore, the number of neighbors and the weighted distance were the most influencing hyperparameters in training the KNN model, as shown in Figure 7.
4.5. Prediction of Daily Waste Generation Using the Proposed Ensemble Model

To obtain the final score of the proposed ensemble model, a combined output of the individual optimized models was performed. These models included a SVR, XGBoosting, ANN, RF, ETS, LightGBM, and KNN model. We first generated an ensemble result by averaging the results of the individual optimized models and measuring their performance against the test set. The performance based on the R2 score, MSE, and RMSE suggests a significant performance improvement over the individual models. For example, when comparing with the KNN model, the ensemble’s performance improved by 0.04 over the KNN model. However, the KNN model was still better when looking at both the MAE and MAPE, with a value of 0.0652 and 0.2816 compared to 0.073 and 0.331. This result suggests that ensemble learning based on averaged results may not reflect a true performance improvement when analyzing different metrics.

In the next step, we used a simple linear regression model as a meta learner to train the model using the predicted output of individual optimized models. As seen from the results in Table 4, there is a consistent improvement in the model performance across all performance metrics. Furthermore, when comparing the performance of the proposed
model with individual models, significant improvements were observed. For instance, the R2 score was 0.802 in the ensemble model, in comparison to the 0.748 observed in the KNN model (Table 4). The overall results suggest that using the proposed meta regressor to ensemble results from individual models can have a significant performance advantage over the simple ensemble of averaging the results.

Table 4. Performance comparison between the proposed ensemble method and existing ML approaches.

| Model                            | MAE   | MSE   | RMSE  | MAPE  | R2 Score |
|----------------------------------|-------|-------|-------|-------|----------|
| SARIMA [15]                      | 0.191 | 0.061 | 0.247 | 0.99  | −0.708   |
| NARX neural network [75]         | 0.0850| 0.014 | 0.119 | 0.834 | 0.612    |
| LightGBM [73]                    | 0.0796| 0.0114| 0.1066| 0.3557| 0.7462   |
| KNN [76]                         | 0.0652| 0.0112| 0.1060| 0.2816| 0.7489   |
| SVR [77]                         | 0.0927| 0.0138| 0.1174| 0.4015| 0.6918   |
| ETS [33]                         | 0.0817| 0.0118| 0.1085| 0.3490| 0.7368   |
| RF [78]                          | 0.0850| 0.0128| 0.1131| 0.3822| 0.7143   |
| XGBoosting [79]                  | 0.0898| 0.0148| 0.1215| 0.4044| 0.6700   |
| ANN [80]                         | 0.0895| 0.0141| 0.1186| 0.3784| 0.6854   |
| Ensemble (Average ensemble)      | 0.073 | 0.010 | 0.098 | 0.331 | 0.787    |
| Proposed Ensemble (Meta model)   | 0.059 | 0.009 | 0.094 | 0.263 | 0.802    |

From the above results, we have observed that machine learning algorithms can develop an effective predictive model to forecast future waste generation. We analyzed several models commonly used in the literature and discovered that there is no single best model that performed well across the dataset. For example, despite the ANN model being the most frequently used, our study showed that a simple algorithm such as KNN can perform better than more complex models and should always be included in the evaluation process. On the other hand, despite ensemble learning performing well compared to classical algorithms, they were still outperformed by the KNN algorithm. Nevertheless, the proposed ensemble strategy proved to be more beneficial and outperformed other ensemble models by a considerable margin.

5. Theoretical and Managerial Implications

Waste generation forecasting is a significant research challenge across academic societies, and investigating this challenge helps to create a clear insight into the underlying factors impacting the prediction of waste generation in real-world scenarios. In the past, various techniques have been developed to solve this issue, but none of them managed to establish a breakthrough solution. Therefore, there is a new direction of unitizing machine learning solutions to efficiently predict and manage waste. Our research adds to the literature on classification approaches for the prediction of solid waste by providing an ensemble model that outperforms the existing state-of-the-art approaches of household solid waste generation.

While there are various theoretical implications of our solution for the prediction of household solid waste, the method can be used by other researchers in the field for testing and extension. Furthermore, the ensemble model shows promising performance scores, so it can be compared and validated against other ML models in a broader context than just the household scenario exemplified in this study. Even though we evaluated the model critically, further testing across a variety of metrics and scenarios (e.g., datasets, timeframes, cities) is advisable. Researchers may enhance the model with respect to its performance...
accuracy and prediction of other types of waste. Finally, the model is based on a data-driven approach, so it can be easily combined with other similar models to produce more accurate waste generation predictions in the future.

The managerial implications of our method are substantial. By predicting the amount of solid waste per household with a high precision, urban city decision-makers can create faster and cost-effective routing plans for their collection fleet. These plans would be more efficient in terms of time, cost, and human capital than the traditional approaches. Cities across the globe spend hundreds of millions in their currency for the annual costs of waste collection and disposal. Deploying our method may reduce the number of trips of trucks, thereby minimizing the total number of trucks, drivers, and gasoline. Consequently, we expect a reduction in the traffic congestion and air pollution caused by the waste collection trucks.

The ensemble model has the capability of learning over time, so, inevitably, we will reach the point of minimizing the number of sensors (e.g., in the case of smart bins) to a cost-effective level. It is a data-driven approach, so predictions over one part of a city could be scaled to another part or neighborhood with similar characteristics. Moreover, the waste management authorities can integrate our solution with other initiatives related to recycling and zero solid waste. Last but not least, the method efficiency will boost the trust of local authorities in financing the projects related to the classification of waste for better prediction approaches in the future.

6. Conclusions and Future Works

The prediction of household waste generation is an overarching task for waste management authorities across urban cities, as it assists in a better planning and management of waste generation. Due to the limitation of statistical models, machine learning techniques have shown a better predictive power when sufficient data are available. However, finding the right model is not a trivial task, as the models’ behavior differs across a range of data, presenting a challenge in model selection. This study developed an ensemble method based on a meta regressor to predict the weekly household waste generation in urban cities. The ensemble method consists of an optimized mixture of machine learning models with different learning strategies. More precisely, we applied an optimization to the hyperparameter configurations of the single machine learning models using the Optuna algorithm, which is known to apply an efficient sampling and pruning strategy to the search space. Next, we trained our novel meta linear regressor using the outputs of the optimized single learners. Although the solid waste dataset that was used for training and testing was limited with respect to the predictive features, the performance results of our ensemble learning model exceeded that of the single optimized models and average ensemble results.

Our results suggest that the proposed ensemble model outperforms existing models for predicting household waste generation when evaluated across various metrics. Moreover, individual models, such as K.N.N, LightGBM, and ETS, can also give a good baseline performance, as they outperform popular machine learning models, such as the SVR, RF, and ANN. Our study also suggests that it is crucial to evaluate models across different metrics, as focusing on individual metrics may not reflect the correct performance improvements. This is the first study to propose a meta regressor as an ensemble technique for predicting household waste generation from the existing literature. The limitations of our work include the use of a single dataset to validate the proposed model and prediction of weekly solid waste.

As part of the future work, we plan to examine the effects of the homogeneous and heterogeneous ensemble when used with different lag estimations. This will further shed light on the performance improvements that may induce the adoption and use of ensemble models over a single model for predicting solid waste generation. Furthermore, we intend to extend our testing of the ensemble model with various types of time-series datasets (e.g., monthly, daily, hourly) collected from different cities of diverse characteristics.
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