Characterization of the Gating Brake in the I-II Loop of CaV3.2 T-type Ca\(^{2+}\) Channels*§
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Mutations in the I-II loop of CaV3.2 channels were discovered in patients with childhood absence epilepsy. All of these mutations increased the surface expression of the channel, whereas some mutations, and in particular C456S, altered the biophysical properties of channels. Deletions around C456S were found to produce channels that opened at even more negative potentials than control, suggesting the presence of a gating brake that normally prevents channel opening. The goal of the present study was to identify the minimal sequence of this brake and to provide insights into its structure. A peptide fragment of the I-II loop was purified from bacteria, and its structure was analyzed by circular dichroism. These results indicated that the peptide had a high \(\alpha\)-helical content, as predicted from secondary structure algorithms. Based on homology modeling, we hypothesized that the proximal region of the I-II loop may form a helix-loop-helix structure. This model was tested by mutagenesis followed by electrophysiological measurement of channel gating. Mutations that disrupted the helices, or the loop region, had profound effects on channel gating, shifting both steady state activation and inactivation curves, as well as accelerating channel kinetics. Mutations designed to preserve the helical structure had more modest effects. Taken together, these studies showed that any mutations in the brake, including C456S, disrupted the structural integrity of the brake and its function to maintain these low voltage-activated channels closed at resting membrane potentials.

Voltage-gated calcium (Ca\(_{\text{v}}\)) channels regulate calcium influx in response to membra depolarization. Their main role is to couple the electrical activity of cells with intracellular processes such as contraction, secretion, neurotransmission, and gene expression in many different cell types (1). Ca\(_{\text{v}}\) channels have been divided in two subfamilies, comprising high voltage-activated and low voltage-activated or T-type channels (2–4). These proteins are composed of four or five distinct subunits that are encoded by multiple genes. The main subunit, \(\alpha_1\), contains four homologous repeats (I–IV), each composed of six transmembrane segments (S1–S6). Each repeat shows significant homology to voltage-gated K\(^{+}\) channels, such as Shaker (5), and mutagenesis studies have established the conservation of function. For example, mutations in the pore loop between S5 and S6 affect channel permeation (6, 7). Similarly, mutations in the S4 voltage sensors of T-channels affect channel gating as in K\(^{+}\) channels (8). Therefore crystal structures of K\(^{+}\) channels (9), and models developed for Na\(^{+}\) voltage-gated channels (10) are likely to provide insights into T-channel gating. In these models a change in membrane potential triggers an outward movement of the S4 voltage sensors, a concomitant movement of the S4-S5 linker, and a widening of the pore formed by S6 segment (10–12). In addition, S6 segments also play a similar role in T-channel inactivation as observed in high voltage-activated channels. For example, mutations in IIIIS6 affect inactivation from the open state in CaV3.1 much as they did in CaV2.2 channels (13). Mutations in CaV1.2 discovered in Timothy syndrome patients dramatically slow inactivation of CaV1.2 channels (14), and similarly located mutations in CaV3.1 produce a similar effect (15). Despite these advances, little is known about why T-channels activate at lower voltages than other voltage-gated channels.

Toward this end, a recent study (15) reported that the transfer of the I-II loop of a high to a low voltage-activated channel created a chimera that gated at even lower voltages than the low voltage-activated wild type (WT).4 A similar result was reported in a functional study of single nucleotide polymorphisms present in childhood absence epilepsy patients (16), where it was observed that the mutation C456S in CaV3.2 channels (located in the proximal I-II loop) shifted the voltage dependence of activation to more negative potentials (17). This observation was followed up with a set of deletions exploring the role of the I-II loop in CaV3.2 channels (18). This study revealed that the I-II loop has two separable roles: one to regulate surface expression and another to modulate the biophysical properties of CaV3.2 channels. The deletions performed within
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the amino-terminal region of this loop modified the voltage dependence of these channels, allowing them to open at even more negative potentials. Such results suggested that the proximal region of this loop normally functions as a “brake” that regulates channel opening. The goal of the present study was to establish the identity of the brake and to make inferences about its structure. For this purpose we used a combination of molecular biological and electrophysiological techniques to test the hypothesis that the region forms a helix-loop-helix motif. To localize the distal end of the brake, we designed a series of deletion mutants. To test the helical structures we made a series of mutations that either stabilized (polyalanine) or disrupted the putative helices (polyglycine and proline). To test the importance of the loop region, we attempted to straighten it by either replacement with an α-helix or by deletion, which would fuse helix 1 to helix 2. Functional analysis of these mutations and deletions revealed a similar contribution of each part of the motif to the activity of Ca₃.2 channels. We conclude that the gating brake has a helix-loop-helix structure contained within the first 60 amino acids after IS6 and that the structural integrity of the brake is important in keeping T-channels closed at the resting membrane potential.

**EXPERIMENTAL PROCEDURES**

*Site-directed Mutagenesis—PCR-based mutagenesis was performed using *Pfu* Ultra DNA polymerase (Stratagene, La Jolla, CA) and oligonucleotide primers (Invitrogen). The template was a fragment of human Ca₃.2a cDNA (GenBank™ accession number AF051946) cloned into pGEM-3 (Promega, Madison, WI). As reported previously, a silent mutation was introduced into this fragment to create a second BspEI site (18), which allows recloning of the full-length cDNA by moving the BspEI (880 residues)/BspEI (2638 residues) fragment into pEGFP-C1 (Clontech, Mountain View, CA). All of the cloning steps were verified by restriction analysis, and the sequence of the BspEI fragment was verified using automated sequencing (University of Virginia Biomolecular Research Facility).

*Transfections—Human embryonic kidney 293 cells (HEK-293, CRL-1573; American Type Culture Collection, Manassas, VA) were grown in Dulbecco’s modified medium F-12 (Invitrogen) supplemented with 10% fetal calf serum, penicillin G (100 units/ml), and streptomycin (0.1 mg/ml). The cells were transfected with the I-II loop of Cav3.2 encoding amino acids 424–528 within the proximal region of TW-150-3 capillary tubing (World Precision Instruments, Inc., Sarasota, FL). There was no correction of the −9.4 mV junction potential. Under these solution conditions the pipette resistance was typically 2–3 MΩ. Access resistance and cell capacitance were calculated using on-line exponential fits to the capacitance transient induced by a 20-mV depolarization (Membrane Test, pCLAMP software). Cell capacitance averaged 10 picofarads. Access resistance averaged 4.2 MΩ. The cells where the access resistance exceeded 5.5 MΩ were not investigated. Total series resistance was compensated 70%, resulting in a maximal residual voltage error of less than 2 mV.

*Activation and inactivation kinetics were calculated simultaneously using double exponential fits to current traces using Clampfit (pCLAMP software). Peak currents (*I*) at each voltage step (*V*) were used to calculate the voltage dependence of activation for each cell using the following equation,

\[
I = G_{\text{max}} \times \frac{(V_m - V_{\text{rev}})}{(V_{\text{m50}} - V_{\text{rev}})} \left(1 + e^{-\frac{V_{\text{m50}} - V}{k}}\right)
\]

where *V*<sub>rev</sub> is the extrapolated reversal potential, *G*<sub>max</sub> is the maximal conductance, *V*<sub>m50</sub> is the midpoint of activation, and *k* is the slope of the relationship. The voltage dependence of steady state inactivation was estimated using 15-s prepulses to varying potentials followed by a test pulse to −20 mV to measure channel availability. The current elicited during each test pulse was normalized to that observed when the holding potential was −110 mV (*U*<sub>m</sub>*<sub>max</sub>), and the data from each cell was fit with the following Boltzmann equation using Prism® software (Graphpad, San Diego, CA).

\[
h = \frac{l}{l_{\text{max}}} = \frac{1}{1 + e^{-\frac{V_{\text{m50}} - V_{\text{rev}}}{k}}}
\]

Conductance was also calculated at each test potential because some of the deletion mutants shifted the voltage dependence of activation to more negative potentials where the driving force for Ca<sup>2+</sup> ions is larger. To allow comparisons of current density, conductance (*G*) was normalized to cell size (*f*). All of the results are presented as the means ± S.E. Significant differences in the average data were analyzed using one-way analysis of variance followed by Dunnett’s multiple comparison test against WT channels or Bonferroni’s multiple comparison test (GraphPad Prism).

*Circular Dichroism Spectroscopy—*The DNA fragment encoding amino acids 424–528 within the proximal region of the I-II loop of Ca₃.2 α1 subunit was cloned into the maltose-binding protein (MBP) expression vector pMAL-c2x (New England Biolabs Inc., Beverly, MA). The subcloning was performed downstream of the MBP to express a MBP fusion protein. Afterward, this plasmid was transformed into Escherichia coli BL21 (Stratagene, La Jolla, CA). Positives clones were identified by restriction analysis, and single colonies were grown in Luria-Bertani broth in the presence of 100 μg/ml ampicillin. When the cell suspension reached an absorbance of 0.4 at 600
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RESULTS

To date, there is no structural data available on the I-II loop of T-type calcium channels. Therefore, we used secondary structure prediction, CD, homology modeling, and site-directed mutagenesis techniques to obtain insights into the possible structure of the Ca_{3.2} gating brake.

Secondary Structure of the Brake Region—Using SOPMA, a program that predicts secondary structure (19), it was found that the proximal I-II loop might form a helix-loop-helix structure. Predictions showed that the first α-helix (H1) runs from Thr^{429} to Leu^{441} and that the second one (H2) from Cys^{456} to Trp^{482} of Ca_{3.2} channels (Fig. 1). The program also predicted that 52% of the residues are contained in α-helical structures, 37% are in random coils, and only 11% are in β-turns. Homology modeling using the BioinfoBank MetaServer predicted a similar structure (20) and identified a crystallized protein, fumarase (Research Collaboratory for Structural Bioinformatics Protein Data Bank code 1YFM), whose structure contains a helix-loop-helix structure (Fig. 1B). Notably, the SOPMA program correctly predicts the structure of fumarase (Fig. 1A), lending support for a model where the helices are in an anti-parallel orientation, and helix 2 extends back toward the membrane (Fig. 1B).

The presence of α-helical content in this brake region was confirmed by circular dichroism. A peptide corresponding to amino acids 424–528 of the I-II loop of the Ca_{3.2} channel was purified in E. coli (Fig. 1C). CD spectra of the peptide displayed a large negative peak between 210 and 230 nm (Fig. 1D), indicating the presence of an α-helical structure. The secondary structure was deduced from the CD signal between 200 and 260 nm using the deconvolution program CDNN. The most prevalent structures in this intracellular segment were α-helix (52%) and coil (31%), whereas β-turn content was less abundant (16%). These results are consistent with the predictions made by the SOPMA algorithm and provided support for the model.

Mapping the Carboxyl Terminus of the Brake—In a previous study we showed that deletions of the proximal I-II loop (amino acids 429–491) affected gating, whereas deletions in the distal loop (amino acids 492–772) only affected surface expression (18). To map precisely the end of the brake region, we constructed a series of deletions that extend proximally from the amino acid 492 border (Fig. 2). The gating properties of these mutant channels were determined using current-voltage (I-V; Fig. 3) and steady state inactivation (h_{\infty}) protocols (Fig. 4). Representative traces obtained during the I-V protocol are shown in Fig. 3A. These data were analyzed to find the peak current at each voltage and fit with double exponentials to determine the kinetics of activation and inactivation. The raw peak current data were fit with a form of the Boltzmann equation that also calculates maximal conductance and the apparent reversal potential (see “Experimental Procedures”). In this manner the midpoint of activation (V_{0.5}) was calculated from untransformed data for each cell and then averaged (Table 1). To illustrate the shifts in the IV curve, we also normalized the data for each cell to the maximum observed and present the average in Fig. 3B. These results show that deletions D2b (amino acids 466–491) and D2c (amino acids 475–491) had a profound effect on the voltage dependence of activation and kinetics.
The Gating Brake of \( \text{Ca}_{3.2} \)

**FIGURE 2. Location of mutations made in the proximal region of the II-III loop of a human \( \text{Ca}_{3.2} \) channel.** Amino acid sequences of each of the mutants beginning at residue 409 in the middle of the IS6 segment. The bold underlined letters in the mutants highlight the amino acids changed, whereas the periods represent the amino acids deleted. The residues involved in forming a putative salt bridge are also underlined and in bold type in the WT sequence.

| Mutant | IS6   | Helix 1 | Loop | Helix 2   |
|--------|-------|---------|------|-----------|
| Cav3.2 | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| D2b   | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| D2c   | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| D2d   | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| D2e   | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| PA61  | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| PPG1  | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| PPG4  | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| PA62  | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| PPG2  | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| H1A1  | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| H1A2  | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| H1A3  | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| PA6T1 | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| PA6T2 | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |
| PA6T2 | FMINLCLVTATQFSETKQERLLLMEQRARHLSNLTGSAFSEPSCGVEYELLKYVGHIHKFRVKVRSLRLYARWQSRWRKVKDPA | ... | ... | ... |

whereas D2e (amino acids 484–491) had no significant effect. A hallmark of T-channel kinetics is that they accelerate with stronger depolarizations, producing criss-crossing traces during the IV protocol (21). Therefore mutations that shift the voltage dependence of activation should produce a similar shift in the voltage dependence of kinetics, and this was observed with the D2b, D2c, and D2d channels (Fig. 3, D and E). These mutations also increased the maximum peak current observed (pA/picofarads; results not shown). Because part of this can be explained by the increased driving force where these channels open relative to WT, we calculated the conductance and normalized it to cell size as estimated by capacitance (Fig. 3C). D2b and D2c increased maximal conductance 2-fold (Table 1).

Steady state inactivation was estimated using 15-s prepulses, followed by a test pulse to −20 mV to assess channel availability (Fig. 4A). The largest deletion of this series, D2b, again produced the largest effect, shifting the midpoint of the \( h_\infty \) curve by −11.2 mV (Fig. 4B and Table 1). In contrast, the other deletions did not have a significant effect on this measure of closed state inactivation. These results indicate that the gating brake terminates around residue 484. As observed with D2d, any deletions proximal to this end have large effects on channel gating. These results also show that the brake plays a bigger role in channel activation than in inactivation from closed states.

**Testing the Importance of the Putative \( \alpha \)-Helices**—The propensity of each amino acid to stabilize or disrupt secondary structure has been studied extensively, and a common finding is that alanine stabilizes \( \alpha \)-helices, whereas prolines and glycines disrupt them (22, 23). In a previous study, we used circular dichroism to confirm the predicted changes induced in the structure of a peptide when six consecutive residues of an \( \alpha \)-helix are replaced with alanine or proline (15). In this study we replaced the central region of each helix with either six alanines (helix 1, PA61 and PA64; helix 2, PA62) or proline-glycine repeats (helix 1, PPG1 and PPG4; helix 2, PPG2). Unexpectedly, both PA61 and PPG1 mutations shifted the voltage dependence of activation and inactivation to a similar extent (Table 1). As discussed below, three-dimensional modeling indicated that these mutations disrupted a salt bridge between Glu424 in helix 1 and either Lys470 or Arg474 in helix 2. Therefore we generated a second set of helix 1 mutants that preserved Glu424 (PA64 and PPG4; see Fig. 2 for location). As predicted, PA64 was very similar to WT, with no shift in the IV curve, a small depolarizing shift in the \( h_\infty \) curve, and only modest effects on kinetics. In contrast, the PPG4 mutation shifted the IV curve −8 mV and the \( h_\infty \) curve −4 mV and accelerated activation and inactivation kinetics (Fig. 5 and Table 1). Similarly, the polyalanine substitution in helix 2 (PA62) largely preserved normal gating (small shift in IV curve, no shift in the \( h_\infty \) curve, and only affected inactivation kinetics), whereas the PPG2 mutation produced dramatic shifts in both the IV and \( h_\infty \) curves and affected both activation and inactivation kinetics (Table 1).

If the brake region extends from IS6 as a rigid \( \alpha \)-helix, then insertions should alter the orientation of the brake with respect to the channel. To test this hypothesis we inserted one (H1A1), two (H1A2), or three (H1A3) consecutive alanines into the putative helix 1 (Fig. 2). The additions were inserted six amino acids distal to IS6, because a previous \( \text{Ca}_{3.2} \) mutant that deleted these residues was nonfunctional. All three insertions disrupted channel gating, shifting the IV curve approximately −10 mV; shifting the \( h_\infty \) curve approximately 6 mV, and significantly accelerated channel kinetics (Fig. 6 and Table 1). Notably the voltage dependence of activation kinetics for all three insertions was shifted to a greater extent than the IV (−15 mV), whereas the inactivation kinetics of H1A2 showed reduced voltage dependence.

**Testing the Importance of the Loop Region**—Secondary structure prediction programs suggest that the loop connecting helix 1 to helix 2 may be composed of two hairpin turns separated by \( \beta \) sheet and random coil (Fig. 1). We hypothesized that the loop acts to orient helix 2 back toward the inner mouth of the channel. To test this hypothesis, we performed two types of mutations: one to straighten the turn by replacing it with \( \alpha \)-helix

---
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promoting alanines and another by deleting the entire loop region, effectively fusing helix 1 onto helix 2 (DC1). We initially focused on the second turn (replacing the sequence SEPGSC in PA6T1), because it was conserved across all three Cav3 channels. The first turn was also mutated (HLNSDS in PA6T2), and both turns were mutated in PA6T12. In all four turn mutants the midpoints of activation were significantly shifted to more negative potentials relative to WT, especially DC1 and PA6T12 (approximately −14 mV). Also, these mutations caused large negative shifts in the midpoints of steady state of inactivation (Fig. 7B), with the mutant PA6T12 displaying the largest shift (−10.8 mV). As observed with the alanine insertion mutants, activation and inactivation kinetics were accelerated at all test potentials (Fig. 7, C and D, and Table 1). Notably, kinetics were faster in the voltage independent range, indicating that these changes were due to genuine changes in gating and not simply due to voltage-dependent shifts in activation gating.

DISCUSSION

The goal of this study was to explore the structure-function relationships of the T-type calcium channel Cav3.2, focusing on the intracellular loop connecting repeats I-II. This loop is particularly interesting because 7 of the 12 mutations found in childhood absence epilepsy patients are localized to it (16). In previous studies, we have shown that these I-II loop mutations are capable of affecting both the gating and surface expression of Cav3.2 channels, thereby providing a plausible explanation for their role in epilepsy (17, 18). These studies also showed that deletions in the proximal I-II loop controlled gating, whereas deletions of the distal loop had no effect on gating but led to...
As a first test of this prediction, we purified a fragment of the I-II loop contains a high helical content and provide experimental evidence for the helical content of the proximal Cav3.2 I-II loop. The circular dichroism spectrum indicated that the proximal loop has a high helical content and provide experimental evidence for the helical content of the proximal Cav3.2 I-II loop. The dimensional jury analysis of the proximal Cav3.2 I-II loop led to t-test. The statistical significance when using analysis of variance. The statistical significance when using t-test.

**TABLE 1**

Electrophysiological properties of the I-II loop mutants

| Density (G_{max}) | Activation | Inactivation | Kinetics at 0 mV |
|-------------------|------------|-------------|-----------------|
|                   | V_{max}    | k           | n              | t activation  | t inactivation |
|                   | mV         | mV          | mV             | ms            | ms             |
| WT                | 1.7 ± 0.2  | −42.7 ± 0.7 | 6.0 ± 0.1      | 16            |
| D2b               | 3.8 ± 0.5  | −56.8 ± 1.1 | 5.3 ± 0.2      | 14            |
| D2c               | 3.4 ± 0.6  | −51.8 ± 0.8 | 5.6 ± 0.2      | 13            |
| D2d               | 2.3 ± 0.5  | −50.6 ± 0.4 | 5.3 ± 0.3      | 5             |
| D2e               | 2.1 ± 0.3  | −43.4 ± 1.6 | 5.8 ± 0.2      | 14            |
| PA61              | 3.1 ± 0.3  | −52.9 ± 0.9 | 6.2 ± 0.2      | 12            |
| PPG1              | 1.9 ± 0.4  | −50.4 ± 0.7 | 5.9 ± 0.2      | 6             |
| PPA6              | 2.2 ± 0.3  | −44.6 ± 0.7 | 6.4 ± 0.2      | 9             |
| PPG4              | 2.0 ± 0.2  | −50.7 ± 1.1 | 6.0 ± 0.3      | 6             |
| PA62              | 2.6 ± 0.2  | −50.5 ± 0.9 | 5.5 ± 0.1      | 12            |
| PPG2              | 2.4 ± 0.5  | −55.5 ± 0.4 | 5.9 ± 0.1      | 7             |
| H1A1              | 2.6 ± 0.3  | −51.1 ± 1.2 | 5.8 ± 0.2      | 18            |
| H1A2              | 2.1 ± 0.4  | −54.5 ± 1.2 | 5.7 ± 0.4      | 6             |
| H1A3              | 3.2 ± 0.3  | −53.9 ± 1.2 | 5.6 ± 0.2      | 16            |
| PA6T1             | 2.7 ± 0.4  | −52.9 ± 1.0 | 5.6 ± 0.2      | 12            |
| PA6T2             | 2.8 ± 0.5  | −50.9 ± 0.7 | 5.3 ± 0.2      | 14            |
| PA6T12            | 2.1 ± 0.5  | −53.9 ± 1.2 | 5.7 ± 0.2      | 10            |
| DC1               | 2.3 ± 0.3  | −57.5 ± 0.9 | 5.5 ± 0.2      | 10            |
| PA63              | 2.6 ± 0.5  | −52.7 ± 1.1 | 5.3 ± 0.4      | 7             |

a Statistical significance when using analysis of variance.

b Statistical significance when using t-test.

Enhanced surface expression of the channel. The present study was focused on the proximal I-II loop, which because of its ability to shift the voltage dependence of activation and accelerate kinetics we call a gating brake. The hypothesis being tested in this study is that the gating brake is formed by a helix-loop-helix structure.

**The Proximal Region of the I-II Loop Has a High Content of α-Helix**—The BioInfoBank Meta server goes beyond structure prediction and identifies proteins of known structure that are likely to be similar to the query sequence (20). This three-dimensional jury analysis of the proximal Ca_{3.2} I-II loop led to the prediction that the proximal I-II loop would form a helix-loop-helix structure similar to that found in furamars (Fig. 1B). As a first test of this prediction, we purified a fragment of the I-II loop from E. coli and studied its structure using circular dichroism, a versatile tool for examining protein structure (24). The circular dichroism spectrum indicated that the proximal I-II loop contains a high α-helical content, just as predicted. Although insufficient amounts of purified protein were obtained for NMR analysis, these results establish that the proximal loop has a high helical content and provide experimental support for the structure predictions.

**Mutations Made to Test the Helix-Loop-Helix Model**—Four types of mutations were used to test the model. First, we used deletion analysis to find the distal end of the gating brake. Second, we tested for the existence of α-helical regions by replacing six consecutive amino acids with prolines and glycines to disrupt the helix, and as a control we replaced the same residues with alanine to conserve the helix. Third, we tested for the existence of the loop by either converting it to an α-helix or by deleting it entirely, effectively fusing helix 1 to helix 2. Finally, we also tested whether the addition of alamines to the middle of helix 1 would alter the pitch of the helix and thereby alter the orientation of the helix-loop-helix with respect to the channel.

In a previous study we found that deletion of helix 1 (D1) produced a similar effect on gating as deleting helix 2 (D2) and that deletions made beyond residue 491 did not alter gating (18). To map the distal border we constructed a series of smaller deletions, anchoring the distal end at residue 491. Deletion of 24 amino acids from helix 2 (D2b) produced a profound shift in the voltage dependence of both activation and inactivation and accelerated kinetics. Similar effects were noted in the previous study with D1, D2, and D1–3 (18), indicating that the D2b deletion maximally disrupted the function of the gating brake. Moving the proximal border an additional seven amino acids (D2c) had a more modest effect on the IV, and no significant effect on the h_{in} curve. Interestingly, both activation and inactivation kinetics of D2c were accelerated relative to WT channels. In general, mutations that shifted activation kinetics also shifted the voltage dependence of activation, but this was not always the case for inactivation, because some mutations affected apparent open state kinetics with little or no effect on the voltage dependence of inactivation. Moving the proximal border eight more residues (D2e) resulted in channels that gated normally. Taken together these results indicate that the seven extra residues deleted in D2b (RFKVRKR) play an important role in the function of the brake. Therefore, we tested the effect of either deleting these residues (D2d) or converting them to alanines (PA63). The PA63 mutation caused a dramatic disruption of channel gating, shifting the voltage dependence of activation and inactivation, and accelerating kinetics. In contrast, the D2d mutation had a smaller effect on channel gating, shifting the IV curve, but having no effect on the midpoint of the h_{in} curve or on channel kinetics. A possible explanation is that Arg^{477} and/or Arg^{481} functionally replaced Lys^{470} and/or Arg^{474}, thereby restoring the putative salt bridge. We conclude that the gating brake ends just after this highly charged region and that this region plays a critical role in its function.
The Effect of Mutations in the H9251 Helical Regions — The guiding hypothesis for these studies was that replacement of six consecutive residues of an H9251 helix with residues such as proline and glycine would destabilize the helices and disrupt the function of the gating brake, whereas replacement with residues such as alanine would preserve structure and function (22, 23). We targeted the central portion of the putative helix and replaced six residues with either a PPG repeat or alanines (PA6). As predicted, the PPG substitutions caused large shifts in the voltage dependence of activation and inactivation and accelerated kinetics. The largest effects were observed with the helix 2 mutations. Surprisingly, the alanine substitutions also disrupted gating. The structural model of these mutants provides a possible explanation for these effects; replacement of charged residues with alanines in helix 1 eliminated an important salt bridge between helix 1 and 2. In addition to being conserved across all three mammalian Ca3 channels, the residues involved in this putative salt bridge are also conserved in the Drosophila homolog (GenBank™ accession number NP_572296). Moving the helix 1 mutations two amino acids down confirmed these predictions, because now the alanine mutation had little or no effect, whereas the poly-proline-gly-
The Gating Brake of Ca$_{v}$3.2

The Effect of Mutations in the Loop Regions—Our studies of the loop region were complicated by the presence of two putative hairpin turns, because only one turn would be required to orient helix 2 in an antiparallel manner with respect to helix 1. Indeed, replacement of either turn region with six alanines produced channels with only modest effects on gating. In contrast, mutation of both turn regions (PA6T12) or deletion of the entire loop region (DC1) produced dramatic shifts in gating. The modeling studies agree well with the experimental findings; replacement of either turn was insufficient to disrupt the helix-loop-helix structure because of compensation by the remaining turn. Modeling of the PA6T12 mutant suggested that helix 1 would be more extended and that loss of Asp$_{444}$ and Glu$_{452}$ creates a more hydrophobic region, thereby allowing closer contact between the helices. Modeling of DC1 indicates that the loop was effectively removed and that helix 1 was fused to helix 2. The gating phenotype of this mutant is similar to the D2 mutant, which lacks helix 2; therefore we infer that function of the gating brake was totally disrupted. The model also predicts that the epilepsy mutation, C456S, is at a critical location in the brake, forming the start of helix 2, and projecting toward helix 1. An alternative hypothesis is that the α-helices are not in an anti-parallel orientation (as in transcription factors) and that the charged residues form contacts with parts of the channel outside of the brake region. In either case, the results show that the loop region is critical for the function of the brake and that disruption of its structure leads to functional effects on channel gating.

Insertion of Alanines into Helix 1 Also Disrupts Function of the Brake—A second test of the α-helical structure of the helix 1 region was to insert one, two, or three alanines into the middle of the region. Our hypothesis was that each alanine would change the orientation of the remainder of the helix by 100° and extend the helix 1.5 Å. As predicted, these insertions produced dramatic shifts in the voltage dependence of activation and inactivation and accelerated kinetics. The gating properties of H1A1, H1A2, and H1A3 were all significantly different from WT channels but not different from each other with the exception of inactivation, where H1A2 channels inactivated more slowly. These results support the hypothesis that the brake region is precisely oriented with respect to the channel.

Disruption of the Brake Also Leads to Increases in Current Density—Almost all of the mutations displayed larger peak currents than wild type channels, even when corrected for cell size, as estimated by cell capacitance (pA/picofarads). However, most of this increase could be accounted for by the greater driving force for Ca$^{2+}$ ions because peak currents in the mutants were recorded at more negative potentials and hence further away from the reversal potential. To account for this shift, we calculated the chord conductance, and again normalized to cell size, and report the maximal observed conductance ($G_{\text{max}}$; nS/picofarads). Even after this correction, D2b, D2c, H1A3, and DC1 all showed a significant doubling of current density. Two likely explanations for this increment are that these mutations lead to increases in the probability of channel opening ($P_o$) and/or increases in the surface expression of channels. In our previous study we found evidence for both; deletion of helix 1 led to increased current density with no change in surface expression, implicating changes in $P_o$, whereas deletion of helix 2 led to both higher surface expression and current density (18). Additional studies are required to elucidate the mechanisms controlling trafficking of Ca$_{v}$3.2 channels, but clearly the I-II loop is involved in this process.

In summary, our results show that the brake is contained within the first 60 amino acids of the I-II loop of Ca$_{v}$3.2 channels, and that the structural integrity of this region is critical for the normal low voltage activation of this T-type channel. Any disruption of this structure leads to channels that open at more negative potentials, inactivate at more negative potentials, and show faster kinetics. As noted previously, inactivation of T-channels is coupled to activation (25), and this may explain the concomitant shifts in steady state activation and inactivation observed in this study. Our results indicate that the normal function of this region is as a brake that prevents channel opening after small depolarizations. Previous measurements of T-channel gating currents indicate that 80% of the channels open after only 20% of total charge movement (8, 26). This suggests that T-channels open after minimal movement of their voltage sensors, and modeling studies suggest that this might explain why T-channel kinetics are so voltage-dependent (8, 25, 27). We suggest that the brake region stabilizes the closed state, adopting the role of one of the S4-S5 linkers to keep the pore closed at resting membrane potentials. Disruption of the brake allows channels to open at more negative membrane potentials and open faster. Finally, helix 2 of the brake region is much less conserved among Ca$_{v}$3 channels than helix 1, suggesting interesting differences in the role of the brake in setting the low voltage gating activation of T-type channels.
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