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This is an attempt to construct a classical microscopic model of the electron which underlies quantum mechanics. An electron is modeled, not as a point particle, but as the end of an electromagnetic string, a line of flux. These lines stretch across cosmic distances, but are almost unobservable because they condense into pairs—which form the ether. Photons are modeled to propagate on these line pairs, which act effectively as wave guides. These line pairs are also responsible for the force of gravity—which is electromagnetic in character.

Using our classical interpretation of an electron as a quantized electromagnetic field, we find that we achieve a natural interpretation of not only quantum mechanics, but also mass, spin, Mach’s principle, gravity, self interactions, Newton’s second law of motion, the quantization of the photon, wave-particle duality, inflation, dark energy, AGN jets, the Pauli Exclusion Principle, superconductivity, and the quantum Hall effects. Mass generation and inflation are discussed without the use of scalar fields. We attempt to calculate Newton’s gravitational constant G, the mass of the electron, the spin of the electron, and the spin of the photon—all in terms of Planck’s constant, the charge of the electron, the outer radius of a line, and the distribution of matter in the universe.

The predictions of this model and the Standard Model are both compared to experiment, emphasizing areas where the predictions differ.

This model’s remaining problems are discussed.

This model is a classical field theory of interacting strings which explains a large number of diverse phenomena, even though it does not discuss the strong or weak interactions. Since the ether of this model is quite well determined, it might be useful in restricting the landscape of vacua in more complete string theories.

PACS numbers: 11.27.+d,03.65.-w,03.75.-b,14.60.Cd,14.70.Bh,04.60.-m

Contents

I. Introduction 2

II. Mach’s Principle 5

III. One Line
A. Flux Quantization 5
B. Filamentary Model 5
C. Classic Vortices 6
D. Static Model of the Core 7
E. The Phase Field 7

IV. Two Lines 8

V. The Ether
A. Overview 9
B. Average Line-Pair Length 9
C. The Density of Line Pairs 9
D. Intercommutation 11
E. Dielectric Constant and Magnetic Permeability of the Ether 12
F. Charge of the Bare Electron 12

VI. One Moving Line
A. Motion of a Filamentary Line—Neglecting Interactions 13
B. Motion of a Filamentary Line with Interactions 15
C. Definition of a Superconducting Field 15
D. General Motion of a Superconducting Line 15
E. Violation of the Principle of Causality on the Microscopic Scale 16
F. Electromagnetic Field of the Moving Line 17
G. Supercurrent of the Moving Line 17
H. Self Interaction of the Moving Line 19

VII. The Photon
A. Wave Function of the Electron 20
B. Interactions of a Line Pair
1. Common Mode Solutions—Gravitational Waves 22
2. Differential Mode Solutions—Electromagnetic Waves 22
C. Quantization of the Photon 27
D. The Electromagnetic Field of the Helical Photon 29
E. The Energy of the Helical Photon 29
F. The Spin of the Helical Photon 30
G. Generality of the Quantization Conditions 31
H. The Tension of a Line Pair 31

VIII. The Electron
A. Dirac’s Pole Current 32
B. The Electromagnetic Field of the Bare Electron-Pole 33
C. Self Interaction of the Bare Electron-Pole 34
D. Motion of the Bare Electron-Pole 34

*Electronic address: robert.mccarthy@stonybrook.edu
In the year 2000 the Standard Model was believed to be consistent with all known experimental facts (except the possible existence of a neutrino mass). Yet there are many aspects of the Standard Model which are assumed but not explained: the wave nature of matter, the quantization of the photon \(E = h\nu\), and Newton's Second Law of Motion. In addition gravity is not usually considered to be part of the Standard Model, but a separate interaction. With the clear measurement of dark energy by the WMAP Collaboration, it became important to know what makes up the majority of our universe. The explanation apparently does not lie within the Standard Model. This paper investigates the possibility that dark energy is caused by the wave nature of matter. The resulting model apparently succeeds in explaining dark energy. It also appears to naturally explain the quantization of the photon and Newton’s Second Law, as well as provide an electromagnetic model of gravity.

According to the Standard Model electrons are believed to be point objects when examined on scales as small as \(10^{-18}\) m. Recent limits show that quarks are also not composites of other objects when examined on similar scales. However, we know that quarks have external structure. They are bound together by color flux tubes to form hadrons, so that free quarks cannot exist. We here discuss the postulate that the electron is similarly bound to another object by a line of magnetic flux—a quantized vortex in the electromagnetic field. We suggest that this line may be key to understanding the full meaning of spin. Since we model the structure of the electron, it is possible to attempt a calculation of the properties of the electron in terms of Planck's constant \(h\), the electron charge \(-e\), and the distribution of matter in the universe.
electric and magnetic induction fields can be defined in

\[ \mathbf{E} = -\nabla V - \frac{1}{c} \frac{\partial \mathbf{A}}{\partial t} \quad (1.5) \]

\[ \mathbf{B} = \nabla \times \mathbf{A} \quad (1.6) \]

which we presume to satisfy the Lorentz gauge condition

\[ \frac{1}{c} \frac{\partial V}{\partial t} + \nabla \cdot \mathbf{A} = 0 = \frac{\partial A_\mu}{\partial x^\mu} \quad (1.7) \]

so that the four-vector potential and current density take their standard form

\[ A_\mu = (V, \mathbf{A})^\mu \quad (1.8) \]

\[ J_\mu = (c \rho, \mathbf{J})^\mu \quad (1.9) \]

for \( \mu = (0, 3) \). However, we deviate from the standard assumptions by asserting that gauge invariance is broken and the electromagnetic four-vector potential \( A_\mu \), at least sometimes, is directly measurable. Gauge invariance is already asserted \( \text{[10]} \) to be broken in superconductors, and this fact is quite relevant to our present discussion. We prove below (Section [11]) that in a very important special case, our line of flux, the vector potential is unique.

Our default reference frame uses flat Minkowski space referred to the local rest frame of the universe. This is defined to be the frame in the region of our solar system in which the 2.73K black-body radiation is isotropic \( \text{[11]} \).

We claim that this is a classical model even though it starts with the Dirac quantization condition—-a quantum mechanical result which implies the structure of our line of flux. Since electron wave functions in standard quantum mechanics have infinite extent, the only way in which they can be single-valued in the presence of magnetic flux is if the lines of flux are quantized and filamentary. This implies that the magnetic flux in the lines must be contained (equation [14]). Since normal charged particles are not sufficient to contain this flux in general, the most natural assumption we can make is that the flux is contained by a superconducting line, with charge carriers of a new type.

If we take this model seriously, it pays great dividends. We presume that one end of a line is an electron, the other a positron (or ends in a proton). Thus space-time is crisscrossed by many such lines (in pairs - Section [14]). Then, in turn, all fundamental quantization conditions—including the Dirac quantization condition, the quantization of the photon, and the quantization of matter waves—can be understood from the fact that space-time is a multiply connected superconductor (equation [15]). This, in turn, implies quantum mechanics itself, when the interaction of a bare electron with the flux lines is taken into account (Section [16]), and appropriate averages are taken. Thus, the Dirac quantization condition, our starting point, is understood at a deeper level and,
in fact, implied by our classical model in a self-consistent way. The classical model implies quantum mechanics, but the reverse is not true since the classical model is at the deeper level. (We, of course, take the value of $\hbar$ from experiment and we define classical wave functions which are not continuous, before smoothing to find the quantum mechanical wave functions.) We suggest that at the birth of quantum mechanics the problem which the founding fathers solved was not due to the inadequacy of classical mechanics. They had the wrong model of the electron. It’s not a point particle, but rather the end of a string.

Since our method is totally new, it seems appropriate to summarize the highlights of our model to orient the reader—to let the reader know what we will claim:

1. Our model, many superconducting line pairs criss-crossing in space-time, naturally explains six dominant aspects of everyday physics which are either unexplained or questionable in the Standard Model:
   - quantization of the photon (Section [VII.C]) and matter waves (Section [XIV]): $E = h\nu$
   - wave-particle duality (Section [XIII]) and the wave nature of matter (Section [XIV])
   - gravity (Section [IX])
   - Newton’s 2nd Law of Motion (Section [X]): $F = ma$
   - mass of the electron (Section [VIII.H])
   - spin of the electron (Section [VIII.G]) and spin of the photon (Section [VII.F])

2. Our model gives a natural explanation of dark energy (Section [XVI.A]). The line pairs are under tension or negative pressure (Section [XVII.B]).

3. We have modeled the propagation of the photon as a helical wave on the two lines of a pair (Section [VIII.B]). After applying the photon quantization condition and making a binding energy correction (Section [VII.E]), we calculate the spin of the photon (Section [VII.F]) to be $\hbar$ with no free parameters.

4. Our natural model of the bare electron (end of a line of flux) has the pole field of a Dirac monopole plus a line field (inside a superconducting sheath). After considering interaction with the surrounding line pairs, the motion of this bare electron is zitterbewegung (Section [VIII.D]), very rapid motion near the speed of light in rapidly changing directions. The line pairs completely screen the pole field due to the quantization of magnetic flux so that the magnetic induction field reaching macroscopic distances is zero.

5. In order to agree with experiment we must add the electric charge of an electron by hand (Section [VIII.F]) to our model of the bare electron. This is consistent with the Principle of Least Action and does not change the character of the zitterbewegung motion (Appendix C2). The unnatural part of this addition is that the electric charge and effective magnetic charge of the electron must have their relative separation fixed at a very small distance parallel to the line. This direction is the direction of the spin of the electron, and the magnitude of the spin is calculated to be $\hbar/2$.

6. Using a toy version of our model (which we hope to be accurate within a factor of 10), we have calculated formulas for Newton’s constant $G$ (equation (9.12)) and the mass of the electron (equation (8.100)), containing some parameters whose values we do not currently know. We have also calculated the dark energy density of the universe. We then combine measurements of the dark energy density, $G$ and $m_e$ to calculate the line pair density near the Earth $(4 \times 10^{39} \text{ line pairs / meter}^2)$ (equation (16.11)), which is consistent with known constraints, and a factor of about $10^{14}$ larger than would be expected without inflation.

7. Our model predicts that the gravitational force will reverse under conditions of very high density. At least heuristically, this could explain inflation and AGN jets.

8. We offer a new explanation of the Pauli Exclusion Principle. We need to do this since our model ties a string on every electron in the universe, and therefore electrons are distinguishable. The explanation occurs naturally in the model.

9. We offer a new explanation of the quantum Hall effects simply by suggesting that the flux lines seen in these effects are real.

This model amounts to a classical field theory of interacting strings (or lines). The assumption that lines will condense into pairs avoids having to solve the general case. We presume that intercommutation is not an issue since all excitations are quantized and excitations with some trepidation, because it is an anathema to most physicists today. If the reader prefers he/she can substitute a euphemism such as "vacuum". But we have apparently succeeded in describing the photon propagating as a quantized electromagnetic wave on one of our line pairs—which was the original function of the ether. We
have also apparently succeeded in modeling dark energy, a uniform energy density in space which is widely believed to be inconsistent with the Standard Model. This real, measureable energy density is not consistent with the idea of “vacuum”\(^1\). In Section XXIIA we address Einstein’s reasons for rejecting the ether concept.

But (using the language of string theory) we may have found the “Vacuum Selection Principle”\(^2\) relevant to our universe. It makes sense that only electromagnetic strings exist outside nuclei, because the nuclear force has a short range. Our selection principle is that every neutron, or electron-proton combination, is the source of a pair of flux lines, probably stretching out to great distances in all directions. Our model gives a reasonable description of dark energy, gravity and the generation of mass without scalar fields.

II. MACH’S PRINCIPLE

Newton’s second law of motion, \(\mathbf{F} = m\mathbf{a}\), is valid only in inertial frames. The fact that inertial frames at a given point all move with constant velocity relative to each other implies that acceleration has absolute significance in our universe, unlike velocity for which only relative motion has significance. With respect to what must acceleration be defined? Mach pointed out\(^3\) that the mass of the Earth and the other celestial bodies must determine the inertial frames. Inertial frames near the Earth do not seem to accelerate with respect to the average mass of the universe. This paper was stimulated by the fact that somehow information on the average local rest frame of the universe must be present at each object, to act as its absolute reference for acceleration. This information could not be carried by a smooth gravitational field. If we were far from any stars, the Newtonian gravitational field would add to zero in a symmetric universe. Somehow the gravitational field of the universe must have structure. It must be quantized.

III. ONE LINE

A. Flux Quantization

Following Dirac\(^4\) we consider a region of space containing a wave function of a particle of charge \(q\). If a nodal line appears in that wave function, this nodal line can contain magnetic flux as long as the wave function remains single valued\(^5\) in the presence of the flux. This requires that

\[
\exp\left(\frac{iq}{\hbar c} \oint \mathbf{A} \cdot d\mathbf{x}\right) = 1
\]

where the path of the integral includes the line. This implies the quantization of magnetic flux in the line

\[
\oint \mathbf{A} \cdot d\mathbf{x} = \oint B \cdot dS = 2\pi \frac{\hbar c}{q} n = n\Phi_0
\]

where \(\Phi_0 = \hbar c/q\) is the quantum of flux\(^6\) and \(n\) is an integer. This condition is usually\(^7\) taken to imply that charge is quantized if magnetic monopoles exist. We reason that electron wave functions fill the universe and therefore we take this condition to imply the quantization of magnetic flux in free space\(^8\) (with \(q = e\)), which, as we will see, leads in a fairly natural way to the quantization of not only electric charge, but also spin angular momentum—even though true monopoles do not exist, at least in this model. (The experimental situation on this point is discussed in Section XXIIA.)

B. Filamentary Model

Figure 1 shows the building block of our model—a line of flux\(^11\)—static, for the moment. We only consider the case \(n = 1\) in equation (3.2). Here we consider the case \(q = e\) appropriate if the wave function is that of an electron (charge \(-e\)). Magnetic induction field enters through one pole (labelled \(g^-\)), continues through the line and exits through the other pole \((g^+)\). The total flux exiting \(g^+\) is \(\Phi_0 = 4\pi g\), where

\[
g = \frac{\hbar c}{2e}
\]

is the strength of a Dirac monopole\(^8\). Hence the line of flux is a Dirac string. Dirac introduced a singularity to exclude the line from physical reality so that the pole is a monopole. Here we include the line in our picture of reality and attempt to interpret one end of the line as an electron and the other as a positron. Since we assert that gauge invariance is broken, the position of the line is observable\(^9\). Note that the total magnetic flux through the positive pole is zero, since we must include the line field as well as the pole field. We will speak of the total configuration as a vortex. It consists of one line field and two pole fields, one of each sign. The line is a string and we will use both terms, depending on the context.

Figure 2 shows the vector potential associated with a static vortex/line of flux and indicates why we call it a vortex. The differential dipole magnetic moment of an element of the line is given\(^10\) by

\[
dm = gdy
\]

where \(y\) denotes a point on the line and \(dy\) points in the direction of the magnetic induction field along the line (which we call \(\ell\)) so that the total field of the vortex at the field point \(\mathbf{x}\) is given by

\[
\mathbf{A}(\mathbf{x}) = -g \int_{\ell} dy \times \nabla_y \left( \frac{1}{|\mathbf{x} - \mathbf{y}|} \right)
\]
Taking the curl of \( A(x) \) we find the magnetic induction field of the vortex

\[
B(x) = -g \left( \frac{x - y_N}{x - y_N \cdot |x - y_N|^3} \right) + \Phi_0 \delta_T^{(2)}(x-y) \hat{\ell} + g \left( \frac{x - y_P}{x - y_P \cdot |x - y_P|^3} \right)
\]

where \( y_N \) and \( y_P \) are the positions of the negative and positive poles at the ends of the line. The two-dimensional Dirac delta function operates in the plane perpendicular to \( \ell \). The line is presumed to have no sharp kinks, but it can bend smoothly in an arbitrary manner. In the particular case that the static line is straight, the vector potential from the vortex at the field point \( x \) is given by

\[
A(x) = \frac{2g}{\rho} \left[ \sin^2(\theta_P/2) - \sin^2(\theta_N/2) \right] \hat{\phi}
\]

where \( \theta_P \) and \( \theta_N \) are the polar angles from the positive and negative poles to the point \( x \) respectively, as shown in Figure 3, where \( \rho \) is the cylindrical radius to point \( x \) from the line (or extension of the line), and \( \hat{\phi} \) is the azimuthal unit vector.

### C. Classic Vortices

Lamb\(^\text{20}\) has summarized the classic work on vortices in the 1800’s, principally by Helmholtz\(^\text{21}\) and Lord Kelvin\(^\text{22}\). Most of this early work was stimulated by the circulation theorem of Helmholtz, which showed that in a perfect (nonviscous and incompressible) fluid, the circulation of a vortex \( \oint \mathbf{v} \cdot d\mathbf{x} \) is an absolute constant, where \( \mathbf{v} \) is the fluid velocity and the path of integration includes the vortex and moves with it. Hence vortices retain individual identity so that Kelvin proposed\(^\text{23}\) that “vortex atoms” might be the building blocks of matter (30 years before the discovery of the electron).

The quantized vortices discussed in this paper bear strong resemblance to the classic vortices with the identification that the vector potential \( A \) corresponds to the classical fluid velocity \( \mathbf{v} \) and that the magnetic induction field \( B \) corresponds to the classic vorticity (\( \nabla \times \mathbf{v} \)). The circulation around one of our vortices \( \oint A \cdot d\mathbf{x} = \Phi_0 \) (far from the ends to avoid flux returning from the poles) is quantized, implying that they also retain a separate identity and are good candidates for building blocks. The classic vortices could not end, so that they either had to form rings or end on the walls of the container. Our vortices, in the terminology of the classic works, actually do not end either. Since the fields of our vortices satisfy the Maxwell equation \( \nabla \cdot B = 0 \) everywhere, technically our vortices do not end at the poles. Their cross sections just become very large at the poles, and the magnetic field extends to infinity in all directions.

There are two major differences, however, between our quantized vortices and the classic vortices. Since our vortices are formed in the electromagnetic field, they have no rest mass and do not sense pressure in the normal way, except at the poles. (See Section \( \text{XIX} \)). Consequently we must develop new techniques to follow the motions of our vortices.
D. Static Model of the Core

Since we wish to consider the energies of the lines of flux, the singular behavior of the magnetic induction field (equation (3.8)) in the filamentary model is unacceptable. We need to integrate \( B(x)^2 \). Consequently we develop a model of a line of flux with a finite radius \( a \), called the line radius, which we take to be constant. For the moment we consider only a straight line far from its ends. We simply use a model of the Abrikosov vortex \[24\] which has been successful\[25, 26\] in modeling the vortices in type II superconductors

\[
B(x) = \frac{2g}{a^2} K_0(\rho/a) \hat{\rho} \quad (3.8)
\]

where \( K_0 \) is the hyperbolic Bessel function of the second kind\[27\] of order 0. The line radius plays the role of the penetration depth in a type II superconductor. Since the magnetic flux is confined, there must be a current distribution associated with the line. In the static case, from equation (1.2) we find

\[
\mathbf{J}(x) = \frac{c}{4\pi} \nabla \times B = \frac{gc}{2\pi a^2} K_1(\rho/a) \hat{\phi} \quad (3.9)
\]

where \( K_1 \) is the hyperbolic Bessel function of the second kind of order 1. We assume that this current density is superconducting. It is associated with the magnetic field at zero voltage, as in a type II superconductor. We assume the superconducting region around the line extends to a distance \( R_a = k_a a \) from the centerline, where \( k_a \gg 1 \), so that the flux is contained to any required accuracy. We will try to measure \( R_a \). We assume that the current density satisfies the London equations\[28\] since, if a coherence length is relevant to this situation, we take it to be negligible. We treat this current density as a field, so we can take its charge carriers to be massless (Section VI C). Hence the current density is a new concept since it cannot be due to the motion of known charged particles! These assumptions seem required by our main point, that, following \[42,\], magnetic flux is quantized in free space. We will see that every wave function contains such lines, and therefore all wave functions superconduct. This last statement is not surprising; it is just diamagnetism\[29\]. Hence the surprising assumptions which we have been led to make in this section have one reasonable consequence. We need to see what else is implied.

With this magnetic induction field, or magnetic flux density, the total flux through the line at a given point on the centerline is

\[
\int B \cdot dS = \frac{\Phi_0}{a^2} \int_0^\infty dp \rho K_0(\rho/a) = \Phi_0 \quad (3.10)
\]

as required. The self-energy per unit length of the line is given by

\[
\frac{dU}{dl} = \frac{1}{8\pi} \int dp \rho d\phi B^2 = \frac{g^2}{2a^2} = T \quad (3.11)
\]

where \( T \) is the tension in the line. The differential magnetic moment of an element of the line is given by

\[
dm = \frac{1}{2c} \int d^3x \rho \times \mathbf{J} = g \, dy \quad (3.12)
\]

also as required. Following the expected behavior\[30\] in superconductor we assume a trial solution for the vector potential given by

\[
A_{\text{trial}} = -\frac{4\pi a^2}{c} J = -\frac{2g}{a} K_1(\rho/a) \hat{\phi} \quad (3.13)
\]

Taking the curl of \( A_{\text{trial}} \), we indeed find equation (3.8). But our trial solution has the wrong behavior for large \( \rho \) (see equation (3.7), for points far from the ends) since \( K_1(x) \sim (\pi/2x)^{1/2} e^{-x} \) for \( x \gg 1 \). In order to obtain the proper solution we must add a field with zero curl (except at \( \rho = 0 \))

\[
A_{\text{long-distance}} = \frac{2g}{\rho} \hat{\phi} \quad (3.14)
\]

which gives the correct long-distance field of the line, so that the total field is given by

\[
A(x) = \frac{2g}{\rho} \left( 1 - \frac{\rho}{a} K_1(\rho/a) \right) \hat{\phi} \quad (3.15)
\]

The curl of (3.15) gives the correct magnetic induction field of a static line (3.8) at all points\[31\] (not near the ends of the line). Hence (3.15) gives the unique solution for the vector potential of the line (for \( n=1 \), not near the ends). It is determined by the azimuthal symmetry of the line and the quantization condition (3.2).

E. The Phase Field

Actually equation (3.1) is a special case. The requirement that a particle’s wave function be single valued at a fixed time is stated more generally by

\[
\exp\left\{ \frac{i}{\hbar} \oint p_s \cdot d\mathbf{x} \right\} = 1 \quad (3.16)
\]

where

\[
p_s = m \mathbf{v}_s + \frac{q}{c} A \quad (3.17)
\]

is the total momentum of the particle, and where we use a notation common in the case that the wave function represents superconducting pairs of electrons. If we extrapolate from the case of superconducting pairs of electrons

\[
\mathbf{v}_s = \frac{\mathbf{J}}{n_s q} \quad (3.18)
\]

(where \( n_s \) is the number of superconducting pairs per unit volume), to our line current density in terms of the penetration depth \[30\]

\[
\lambda_L = \left( \frac{mc^2}{4\pi n_s q^2} \right)^{1/2} = a \quad (3.19)
\]
(which has been identified with the line radius) we find

$$\mathbf{v}_s = \frac{\hbar}{ma} K_1(\rho/a) \hat{\phi}$$

(3.20)

and hence

$$mv \mathbf{v}_s = \frac{\hbar}{a} K_1(\rho/a) \hat{\phi}.$$  

(3.21)

From (3.13)

$$\frac{q}{c} A(x) = -\frac{\hbar}{\rho} \hat{\phi} - \frac{\hbar}{a} K_1(\rho/a) \hat{\phi}$$

(3.22)

we can find the generalization of \( \mathbf{p}_s \) to our case

$$\mathbf{p}_s = \frac{\hbar}{\rho} \hat{\phi}$$

(3.23)

which we call the phase field of the vortex, because, in the case of our vortex, it does not behave like a momentum. It is independent of both \( m \) and \( n_s \). We associate this phase field with the vortex supercurrent wave function. We say that this new type of current is due to anon superconductivity, in order to distinguish it from superconductivity by Cooper pairs. We will see that this new phenomenon is completely characterized by the line radius, which we call \( a \).

Evidently, in our model of the core with a finite size, the phase field still has a filamentary curl, and in the general static case it is given by (see equation (3.5))

$$\mathbf{p}_s(x) = -\frac{\hbar}{2} \int \, dy \times \nabla_x \left( \frac{1}{|x-y|} \right)$$

(3.24)

which is just the law of Biot and Savart.

A supercurrent (i.e. anon) wave function will be single valued as long as

$$\nabla \times \mathbf{p}_s = 0$$

(3.25)

throughout the region of interest. In general, using the line of reasoning for equation (3.6), the curl of the phase field of a single static vortex not including the ends (where \( \mathbf{p}_s \) is not smooth) is given by

$$\nabla \times \mathbf{p}_s = \hbar \, \delta_T^{(2)}(x-y) \hat{\ell}.$$  

(3.26)

The line field itself is quantized precisely so that its supercurrent wave function encircling the centerline is single-valued. Since the curl of the phase field is filamentary, there is no region of space in which the wave function of one line is not single-valued and therefore two lines (otherwise isolated) can move through each other driven by their magnetic interaction—without extra currents (quantization currents) needed to make their wavefunctions single-valued. We will see (Section VIII F) that this is not true for the ends of a line.

The London equations may be expressed very simply in terms of the phase field

$$\nabla \times \mathbf{p}_s = 0$$

(3.27)

$$\nabla \times \mathbf{p}_s = \hbar \, \delta_T^{(2)}(x-y) \hat{\ell}.$$  

(3.28)

where \( \rho_0^0 \) is the 0-component of the 4-vector

$$p_\mu^s = mu^\mu + \frac{q}{c} A^\mu$$

(3.29)

and \( u^\mu \) is the 4-velocity (extrapolating from the case of superconducting pairs of electrons). The relativistic form of the London equations

$$\frac{\partial p_\mu^s}{\partial x_\mu} - \frac{\partial p_\nu^s}{\partial x_\nu} = 0$$

(3.30)

just implies that

$$p_\mu^s = \frac{\partial \chi}{\partial x_\mu}$$

(3.31)

the phase field can be expressed as the gradient of a scalar (\( \hbar \) times the phase). Evidently the center of the vortex is outside the superconducting region, as in a type II superconductor. This implies a phase transition in the center of the vortex.

If we allow time variation, the requirement that a wave function be single-valued can be written in all generality

$$\exp\left(-\frac{i}{\hbar} \oint p_\mu^s dx_\mu \right) = 1$$

(3.32)

so that

$$\oint p_\mu^s dx_\mu = 2\pi n\hbar = nh.$$  

(3.33)

The London equations imply that this requirement is automatically satisfied

$$\oint p_\mu^s dx_\mu = \frac{1}{2} \oint dS_{\mu\nu} \left( \frac{\partial p_\nu^s}{\partial x_\mu} - \frac{\partial p_\mu^s}{\partial x_\nu} \right) = 0$$

(3.34)

if the path and surface are totally in superconductor. (We use Stokes theorem in four dimensions and \( dS_{\mu\nu} \) is an element of the area enclosed by the path.)

IV. TWO LINES

We consider the interaction of two static lines (far from their ends), first in the case in which the magnetic induction fields of both lines are aligned with the \( z \)-axis. The magnetic energy per unit length is

$$\frac{dU}{dz} = \frac{1}{8\pi} \int \rho \, d\rho \, d\phi \, (B_1 + B_2)^2$$

(4.1)

$$= \frac{1}{8\pi} \int \rho \, d\rho \, d\phi \, (B_1^2 + B_2^2 + 2B_1 \cdot B_2)$$

(4.2)
Recognizing a Wronskian determinant of like orientation line (see equation (3.11)), as expected. Hence two lines simply reverses sign. The interaction energy is easily calculated

$$\frac{dU_{12}}{dz} = \frac{g^2}{\pi a^2} \int \rho \, d\rho \, d\phi \, K_0(\rho/a) \, K_0(|\rho - \rho'|/a)$$

(4.4)

for writing $K_0(|\rho - \rho'|/a)$ in completely factorized form. Here $\rho_+(\rho_-)$ is the greater (lesser) of $\rho, \rho'$. If $u \equiv \rho/a$ and $u' \equiv \rho'/a$ we obtain

$$\frac{dU_{12}}{dz} = \frac{g^2}{a^2}u^2 K_1(u')I_1(u')K_0(u) + I_0(u')K_1(u') \right).$$

(4.6)

Recognizing a Wronskian determinant

$$I_1 K_0 + I_0 K_1 = W[K_0, I_0] = +\frac{1}{u}$$

(4.7)

we find that the interaction energy is given by

$$\frac{dU_{12}}{dz} = \frac{g^2}{a^2}u'K_1(u')$$

(4.8)

and the energy per unit length of two aligned lines is

$$\frac{dU}{dz}_{\text{aligned}} = \frac{g^2}{a^2} \left[1 + u'K_1(u')\right] = \frac{g^2}{a^2} \left[1 + \frac{u'}{a}K_1(u')\right]$$

(4.9)

Since $u'K_1(u') \rightarrow 1$ as $u' \rightarrow 0$, the total energy of two aligned lines is four times as great as the energy of one line (see equation (5.1)), as expected. Hence two lines of like orientation repel each other.

From the above discussion, two lines with opposite orientation will attract each other. The interaction energy simply reverses sign.

$$\frac{dU}{dz}_{\text{opposite}} = \frac{g^2}{a^2} \left[1 - u'K_1(u')\right] = \frac{g^2}{a^2} \left[1 - \frac{u'}{a}K_1(u')\right].$$

(4.10)

The minimum of the twoline potential energy occurs at $u' = 0$, and has the value $0$. The two line self energies are cancelled by the interaction energy. Since the lines are fields, the cancellation is complete—except, of course, for excitations of the twoline system. We note that the annihilation of two oppositely directed vortices has been observed in type II superconductors.

$$K_0(|\rho - \rho'|/a) = I_0(\rho_+/a)K_0(\rho_-/a) + 2 \sum_{n=1}^{\infty} \cos[m(\phi - \phi')]I_m(\rho_+/a)K_m(\rho_-/a)$$

(4.5)

V. THE ETHER

A. Overview

At the birth of the universe we envision a very large concentration of energy in the universe in accord with standard ideas of the hot big bang model. We envision that the energy is originally in the form of continuous quantized vortices (lines) which have no ends. When sufficient energy is available locally, some lines break—creating electron-positron pairs. As the universe continues to expand, oppositely directed lines are attracted to each other and eventually bind. Initially excitations of the twoline systems are very large and lines frequently switch partners. But as the universe cools excitations become smaller and smaller, and in our current universe the line pairs are assumed to be condensed with an energy very close to zero (equation (4.10)). By this assumption we avoid having to solve the general case.

In order to limit the scope of our discussion, weak and strong interactions will not be discussed more than is absolutely necessary. Presumably cooling processes occurred with these interactions, which could be similar to the processes which we will discuss. But, first we need to mention how protons and neutrons fit into our picture. Noting the decays

$$n \rightarrow p e^- \bar{\nu}_e$$

(5.1)

$$p \rightarrow n e^+ \nu_e$$

(5.2)

(latter occurring only in nuclei) we presume that if a negative electric charge (electron or antiproton) is at one end of a line, any positive charge (positron or proton) can be at the other end. From (5.2) we infer that the proton must have the same type of line as the positron (defined by positive charge), and from (5.1) we infer that the neutron has both types of line, i.e. contains the end of a line pair. Thus in today’s universe, essentially all lines are bound in pairs, with the upper limit on the number of unbound lines set by the neutrality of matter. The stability of these line pairs is discussed in Section VIIH.
From (5.1) we presume that one line pair can end at a hydrogen atom or at a neutron. The ends of the lines near the Earth are bound together in atoms. In stars significant ionization occurs, but from the net neutrality of plasma matter in stars and energy considerations, it is reasonable to believe that the two ends of a line pair do not become greatly separated. The threshold for string-breaking ($\sim 10^{19}K$) is barely approached in the cores of the most massive stars.[38]

Our picture offers hope of explaining the evolution of the universe from the big bang to the present day[39], without adding any scalar fields. The earliest epoch is thought to be dominated by strings—which may correspond to our lines. The evolution of this model seems natural because the strings are still here! We suggest that inflation was due to the reversal of the force of gravity under the very high densities of the early universe (which we will discuss), when our line pairs were radiation dominated and pressures were naturally positive. In recent times, when the line pairs are cold, their tension (negative pressure) dominates and they become the source of dark energy which may explain the recent acceleration of the universe. Photons are the differential excitations of a twoline system, and gravitational waves are common mode excitations of a twoline system (differs from the Standard Model). The Higgs field of the Standard Model is replaced by the field of line pairs.

The concept of an ether was rejected in the early part of the 20th century for many reasons. We quote Einstein’s[40] reasons for rejecting the ether concept, along with our reply to each point for why we now think the concept is useful:

"If light was to be interpreted as undulatory motion in an elastic body (ether), this had to be a medium which permeates everything; because of the transversality of the lightwaves in the main similar to a solid body, yet incompressible so that longitudinal waves did not exist."

reply: In this model the ether does permeate essentially everything but it is not a solid body; but rather a mesh of lines. Light waves are only transverse because they are waves on a string; they are not bound longitudinally.

"This ether had to lead a ghostly existence alongside the rest of matter, inasmuch as it seemed to offer no resistance whatever to the motion of “ponderable” bodies."

reply: The ether is “ghostly” because it is made of magnetic fields. It does offer resistance to the motion of massive bodies, because we postulate that it is the origin of mass. It offers resistance to acceleration, but does not offer resistance to velocity in accord with Newton’s 2nd law, and special relativity.

"In order to explain the refraction-indices of transparent bodies as well as the processes of emission and absorption of radiation, one would have had to assume complicated reciprocal actions between the two types of matter, something which was not even seriously tried, let alone achieved."

reply: There is only one type of matter. Electrons are literally connected to the ether in this model. If an electron accelerates it causes a wave on a string.

It should be noted that there is a great similarity between Maxwell’s molecular vortices[41] with which he constructed his model of the ether and the quantized vortices considered here. There is a big difference, however. Following the prejudices of his day, Maxwell attempted to explain electromagnetism in terms of mechanics. We, however, attempt to explain mechanics in terms of his electromagnetism.

**B. Average Line-Pair Length**

It is necessary to estimate the average length of a line pair, $\ell_{ave}$, in the universe today. In the early universe there were two competing processes that determined the length of the average line. During inflation the velocity of separation of the two ends of a line exceeded the velocity of light, perhaps greatly[42]. This expansion competed with the breaking of lines—forming an electron-positron pair at each break. Because of these two processes there will be a statistical distribution of line lengths about some mean, $\ell_{ave}$. In order to avoid dependence on a specific model of inflation we simply take, as a first guess,

$$\ell_{ave} \sim c (t - t_0)$$

(5.3)

$\ell_{ave}$ to be the distance to the horizon (where $t_0$ is the time of the big bang). Within a minute[43] after the big bang both rapid inflation and string-breaking are expected to have stopped, so that the lines (now in pairs) have simply expanded with the universe since that time. Thus we might expect our estimate for $\ell_{ave}$ to be close in the absence of inflation. In this sense we view it as a minimum value. The value of $\ell_{ave}$ is a major uncertainty in these considerations and we will attempt to measure it.

**C. The Density of Line Pairs**

According to the picture we have developed, essentially all lines are paired and, at least near the Earth, they start and end at atoms. There is on average throughout the universe about one hydrogen atom (or neutron) per cubic meter[44], so this minimum average length of line pairs per unit volume is

$$\frac{dL}{dV} = \frac{\ell_{ave}}{2} \left( \frac{m}{H - \text{atom}} \right) \times 1 \left( \frac{H - \text{atom}}{m^3} \right).$$

(5.4)
We associate each atom with one-half of $\ell_{ave}$ since a line pair has two ends. We assume all points in the universe are equivalent and we eliminate edge effects by taking the universe to be very large. Taking the time since the big bang to be $10^{10}$ years we have

$$
\ell_{ave} = 10^{10} \text{ light years} = 9.5 \times 10^{25} \text{ m}
$$

and

$$
d\bar{L} = 4.7 \times 10^{25} \left( \frac{m \text{ of line pairs}}{m^3} \right). \quad (5.6)
$$

We refer to this quantity as the line-pair density of the ether. If the number of line pairs per unit area per unit solid angle is denoted by $\frac{dn}{dA\Omega}$, it can be shown that

$$
\frac{dL}{dV} = \int \frac{dn}{dA\Omega} d\Omega = \frac{dn}{dA} = 4.7 \times 10^{25} \frac{\text{line pairs}}{m^2} \tag{5.7}
$$

if the distribution of line pairs is isotropic, and that

$$
\frac{dn}{dA\Omega} = \frac{1}{2\pi} \frac{dL}{dv} \tag{5.8}
$$

where the solid angle of line pairs only changes from 0 to $2\pi$ to avoid double counting. (We also refer to $\frac{dn}{dA}$ and $\frac{dn}{dA\Omega}$ as line pair densities.) Thus within the first Bohr orbit of a hydrogen atom, with the above minimum value for $\ell_{ave}$

$$
n = \frac{dn}{dA} \pi a_0^2 = 4.2 \times 10^5 \tag{5.9}
$$

there are about $4 \times 10^5$ line pairs. However, within the radius of the proton ($r_p \approx 1.4 \times 10^{-15}m$ as determined by electron scattering) there are only

$$
n = \frac{dn}{dA} \pi r_p^2 = 2.9 \times 10^{-4} \tag{5.10}
$$

about $3 \times 10^{-4}$ line pairs.

(In Section XVI C we will attempt to measure $\ell_{ave}$ and tentatively show that it should be increased over our assumed value by an estimated factor of $10^{14}$, presumably as a result of inflation. But since this inflation factor is quite uncertain, we prefer to show these minimum estimates here.)

We note that the net flux of line pairs is always zero because no net direction is defined. If, however, the ether could be completely polarized (eliminate lines with $\mathbf{B}$ pointing from right to left), the magnetic induction field would be tremendous (with the above value of $\ell_{ave}$).

$$
B_z = \Phi_0 \int \frac{dn}{dA\Omega} \cos \theta d\Omega = \frac{\Phi_0}{2} \frac{dL}{dv} \tag{5.11}
$$

$$
B_z = 4.14 \times 10^{-7} \text{(Gauss cm}^2 \text{)} \times 4.7 \times 10^{25} \left( \frac{\text{lines}}{m^2} \right) \tag{5.12}
$$

This field indicates how cold (condensed) our universe has become. Magnetic induction fields of this strength are thought to exist in neutron stars.

A condensed line pair (far from its ends) has little energy density and no net magnetic field. How can it be detected? It can respond to a test particle (electron) which does have an electromagnetic field, and cause it to have mass.

The quantum nature of this field of line pairs should be emphasized. Essentially every one of these line pairs ends at a particular atom, or at least near a particular location, somewhere in the universe. Since the universe is homogeneous and isotropic on the large scale, the field of line pairs, reflecting the universe as a whole, should also be homogeneous and isotropic as well. But, for instance, if a star approaches the field point under our consideration, the line-pair field will vary both in time (as the star approaches), and direction (strongest toward the star). The star may be assumed to have one line pair per nucleon stretching off to great distances. As a first approximation, we assume the line pairs stretch out isotropically from a star. (See Section XVIII for a discussion of rotation.) The density of line pairs is obviously quantized, but with the above value for $\ell_{ave}$, the density of line pairs is sufficiently large for most purposes that we can average over the quantum fluctuations of this distribution, and treat it as a smooth field.

Our superconducting fields are on superconductors. They become polarized in an electric or magnetic field but do not conduct electrons or Cooper pairs—since the electric and magnetic fields of the electron cannot exist inside the superconductor. (We will show that, at least near the Earth, the pole field of the electron dominates at close range and repels superconductor.) Hence the line pairs do not short out all voltage differences in the universe.

### D. Intercommutation

The density of line pairs in the ether is very large and we must remember that these pairs are superconducting. Hence the line pairs certainly have effects on each other. The line pairs cross and hence form closed superconducting circuits which cause the quantization of magnetic flux. We will show that these circuits also cause the quantization of the photon.

Because of these quantization effects it is reasonable to presume that cold, condensed line pairs can move freely through each other, i.e. intercommute freely, once this quantization is taken into account. We have seen that quantized lines can move through each other (Section XIII E) affected only by their magnetic interaction. Excitation energies are quantized and low energy excitations (such as photons) have very long wavelengths, which do not couple well to objects as small as another
line pair (smaller than an atom). With this presumption we avoid a problem which would otherwise cause great difficulty\cite{47}, especially with the above density of line pairs (equations (5.6) and (5.7)). We presume that intercommutation was important only in the early universe, and perhaps in the interior of stars.

We will show that all excitations of a line pair obey the photon quantization conditions. When these conditions are satisfied, as indicated above, the line pair can not be considered isolated. Supercurrent flows around closed circuits as necessary to maintain the quantization conditions. We call these supercurrents quantization currents. We will also show that all line pairs in the universe (at the same time) have the same tension if they do not have an excitation.

E. Dielectric Constant and Magnetic Permeability of the Ether

In Section II we defined the microscopic Maxwell equations, and until now we have had no need to deal with macroscopic electromagnetic quantities, which Jackson\cite{48} informs us involve a spatial average over a typical length of order $10^{-8}$ m, appropriate for standard atomic matter. In our case by microscopic we mean on a length scale $\ll \ell_{typ}$, where $\ell_{typ}$ is the typical separation of line pairs. We take macroscopic to mean on a length scale $\gg \ell_{typ}$. After inflation is taken into account we will find that $\ell_{typ}$ is very small. (See Table II.)

Now we will need to consider macroscopic electromagnetic fields which we define as $E^{mac}$ and $B^{mac}$ in order to distinguish them from the microscopic fields $E$ and $B$. The standard macroscopic fields are: $B^{mac}$ - magnetic field, $M$ - magnetization, $E^{mac}$ - electric field, $D$ - displacement vector, and $P$ - polarization. The fields $H$, $M$, $D$, and $P$ are only defined as macroscopic fields.

An electric field will certainly polarize the ether since dipole fields will be set up on the exterior of every line pair, ensuring that the net electric field falls to zero several penetration depths inside a line pair. Hence, including this polarization $P$, the ether has a displacement vector given by

$$D = E^{mac} + 4\pi P \equiv \varepsilon E^{mac}$$  \hspace{1cm} (5.14)

where $\varepsilon > 1$ is the dielectric constant of the ether.

A similar expression holds for the magnetic permeability $\mu$

$$B^{mac} = H + 4\pi M \equiv \mu H$$  \hspace{1cm} (5.15)

We can achieve an exact analogy to the electric polarization by rearranging (5.15) to find

$$H = B^{mac} - 4\pi M \equiv \varepsilon B^{mac}$$  \hspace{1cm} (5.16)

Since a superconductor is a perfect diamagnet, the magnetization $M$ is opposite to the applied field $B$ in order to cancel $B$ well within the superconductor. This follows because a magnetic dipole $m$ produces a $B$-field parallel to $M$, but an electric dipole $p$ produces an $E$-field opposite to $P$. Hence with the negative sign in (5.16) we have an exact analogy with equation (5.14). Electric field $E$ is excluded from each superconducting line pair in (5.14), and $B$ excluded from the same line pairs in (5.16). Hence

$$H = \varepsilon B^{mac} = \varepsilon \mu H$$  \hspace{1cm} (5.17)

so

$$\varepsilon \mu = 1$$  \hspace{1cm} (5.18)

for the superconducting ether.

We can achieve a fairly realistic calculation of the dielectric constant of the ether by considering the case of normal matter where atoms are modeled by superconducting spheres of radius $R$, as originally proposed by Mosotti\cite{51}. (He called them perfect conductors before superconductivity was known to exist.) In this case the local field at the atom in question is given by

$$E_{local} = E + \frac{4\pi}{3}P$$  \hspace{1cm} (5.19)

and the atomic electric dipole moment is given by

$$p = \alpha E_{local}$$  \hspace{1cm} (5.20)

where

$$\alpha = R^3$$  \hspace{1cm} (5.21)

If $n$ is the number of such atoms per unit volume then

$$\varepsilon_{spheres} - 1 = \frac{4\pi n \alpha}{1 - \frac{4\pi}{3}n \alpha} = \frac{3f}{1 - f}$$  \hspace{1cm} (5.22)

where

$$f = \frac{n}{3} R^3$$  \hspace{1cm} (5.23)

is the fractional concentration of superconductor.

We can approximate a line pair by a row of superconducting spheres, so we will simply take

$$\varepsilon - 1 = \frac{3f}{1 - f}$$  \hspace{1cm} (5.24)

so

$$\varepsilon = \frac{3f}{1 - f}$$  \hspace{1cm} (5.25)

This expression approaches $\infty$ as $f \rightarrow 1$.
as it must for a uniform superconductor. There is a major difference, however, between atomic spheres, which are subject to the Pauli Exclusion Principle (Section XIX) and line pairs, which can move through each other. Because line pairs can move through each other, they can have significant overlap. As a result \( \varepsilon \) is lower than it would be if the line pairs were impenetrable. But if the density of line pairs becomes very large, e.g. near a black hole, we expect \( \varepsilon \) to approach infinity as the ether becomes a continuous superconductor. We presume that equation (5.24) is completely general and will apply it even if the ether is not homogeneous and isotropic. This equation is particularly useful because of its simplicity.

\[ F \cdot \mathbf{D} = 4\pi \rho_{\text{free}} = 4\pi \varepsilon \sigma \delta^3(\mathbf{x} - \mathbf{y}) = \varepsilon \nabla \mathbf{E}_{\text{mac}} = \varepsilon 4\pi \sigma \delta^3(\mathbf{x} - \mathbf{y}) \]

we see that the charge on the bare positron is not \( \varepsilon \) but after correction for the dielectric constant of the ether. This implies that the flux quantum is actually

\[ \Phi_0 = 4\pi g_0 \quad (5.27) \]

where

\[ g_0 \equiv \frac{\hbar c}{2e_0} = \frac{g}{\varepsilon} = \mu g \quad (5.28) \]

if we use the correct value of the bare electron’s charge. Standard methods of measuring the flux quantum use the measured charge of the electron, so we will obtain \( 4\pi g \). Since the density of the ether is large, \( \varepsilon \) could be large. We assume that \( e_0 \) and \( g_0 \) are fundamental constants but that \( e \) is not, because the density of the ether changes as the universe expands.

Hence in all formulas to this point in this paper we should make the replacement

\[ g \rightarrow g_0 \quad (5.29) \]

In particular the tension of a line becomes

\[ T = \frac{g_0^2}{2a^2} \quad (5.30) \]

The phase field involves the product \( qa \), so does not change, and the fundamental quantization condition is not affected.

Hence we recognize that the large magnetic field in (5.13) could be too large if \( \varepsilon > 1 \). But it is the field which would be measured using current techniques.

### VI. ONE MOVING LINE

#### A. Motion of a Filamentary Line—Neglecting Interactions

The classical solution for the motion of a filamentary light string has been illustrated by Goddard, Goldstone, Rebbi, and Thorn. Following this reference we take the action for a light string proportional to the area of the surface swept out by the string between fixed times. If the string is parameterized as a function of \( \sigma \), determining the position along the string, and \( \tau \) determining the position in time, then a general position along the string is given by

\[ y^\mu = y^\mu(\tau, \sigma) \quad (6.1) \]

The action is given by

\[ S = \int_{\tau_1}^{\tau_2} d\tau \int_{\sigma_1}^{\sigma_2} d\sigma \mathcal{L} \]

where

\[ \mathcal{L} = \frac{T}{c} \left\{ (y')^2 - (y')^2 \langle \dot{y} \rangle^2 \right\}^{1/2} \]

\[ y''^\mu = \frac{\partial y^\mu}{\partial \sigma} \]

and \( T \) is the tension, presumed constant.

For some purposes it is convenient to consider this parameterization arbitrary. It is easy to see that the action is independent of the particular parameterization. In order to consider a detailed solution, it is convenient to take \( \tau = ct \). In this case

\[ \frac{\partial y^\mu}{\partial \tau} = (1, \beta)^\mu \quad (6.6) \]

(Since we choose \( \tau = ct \), \( \dot{y}^\mu \) is not a 4-vector.) If \( \ell \) (a function of \( \sigma \)) represents length along the string

\[ \ell = \frac{\partial y}{\partial \ell} = \frac{\partial y / \partial \sigma}{d\ell / d\sigma} \]

is a unit vector. If

\[ \beta = \frac{\partial y / \partial \tau}{\partial \ell} = \beta_\ell \hat{\ell} + \beta_\perp \]

\[ \gamma_\perp = \frac{1}{\sqrt{1 - \beta_\perp^2}} \quad (6.8) \]

and

\[ u_\mu^\perp = \gamma_\perp (1, \beta_\perp)^\mu \]

\[ (6.10) \]
the generalized momenta are

$$\frac{\partial \mathcal{L}}{\partial y_\mu'} = -\frac{T}{c} \left\{ \beta_\ell u_\perp' + \sqrt{1 - \beta_\perp^2} (0, \hat{e})^\mu \right\}$$ \hspace{1cm} (6.11)

and

$$\frac{\partial \mathcal{L}}{\partial y_\mu} = \frac{T}{c} \frac{d\ell}{d\sigma} u_\perp' \ . \hspace{1cm} (6.12)$$

Hence, from the variation of the action, the general equation of motion is

$$\frac{\partial}{\partial \sigma} \left\{ -\frac{T}{c} (\beta_\ell u_\perp + \sqrt{1 - \beta_\perp^2} (0, \hat{e})^\mu) \right\} + \frac{\partial}{\partial \tau} \left\{ \frac{T}{c} \frac{d\ell}{d\sigma} u_\perp' \right\} = 0$$ \hspace{1cm} (6.13)

with the boundary conditions

$$\left[ \frac{\partial \mathcal{L}}{\partial y_\mu'} \delta y_\mu \right]_{\sigma_i} = 0 \hspace{1cm} (6.14)$$

where $\delta y_\mu'$ is the variation in $y_\mu'$, which is presumed to vanish at $\tau_i$ and $\tau_f$.

The boundary conditions are satisfied if

$$\delta y_\mu'(\sigma_i) = 0 = \delta y_\mu'(\sigma_f) \hspace{1cm} (6.15)$$

the ends of the line are held fixed. For some purposes this might be a good approximation since we will see that the ends of many lines are bound in matter. But in general we cannot require the ends of the lines to be fixed. In the more useful case that the ends of a line are free, the boundary conditions are satisfied if

$$\frac{\partial \mathcal{L}}{\partial y_\mu'}(\sigma_i) = 0 = \frac{\partial \mathcal{L}}{\partial y_\mu'}(\sigma_f) \hspace{1cm} (6.16)$$

All four of these boundary conditions at each end point can be satisfied if $\beta_\perp = 1$ and $\beta_\ell = 0$. This implies that the effective tension at the end of the line is zero and the end moves with the speed of light transverse to the line.

We will interpret this motion as the zitterbewegung of a bare electron familiar from the theory of the Dirac equation. For the moment we simply assume that the boundary conditions are satisfied so that we can proceed to discuss the motion of a line. We give a fuller discussion of the boundary conditions in Section [VIII.D](#).

It probably comes as no surprise that any wave traveling at the speed of light is an exact solution to the equation of motion of the string \[0,13\]. We presume that the string stretches over space in the $z$-direction so that it is convenient to take $\sigma = z$ as the parameterization along the string. Then a solution of general shape is given by

$$y = \hat{y} F(\tau - z) + \hat{z} z$$ \hspace{1cm} (6.17)

where $F$ is a smooth function of arbitrary shape. We have

$$\frac{\partial y}{\partial \sigma} \equiv \frac{\partial y}{\partial z} = \hat{z} - \hat{y} F' \hspace{1cm} (6.18)$$

and

$$\beta = \frac{\partial y}{\partial \tau} = \hat{y} F' \hspace{1cm} (6.19)$$

(where $F'$ is the derivative of $F$ with respect to its argument)

$$\frac{d\ell}{d\sigma} = \frac{d\ell}{dz} = \sqrt{1 + (F')^2} = \gamma$$ \hspace{1cm} (6.20)

$$\dot{\hat{x}} = \frac{\partial y}{\partial \ell} = \frac{\hat{z} - \hat{y} F'}{\sqrt{1 + (F')^2}}$$ \hspace{1cm} (6.21)

$$\beta_\ell = \frac{- (F')^2}{\sqrt{1 + (F')^2}}$$ \hspace{1cm} (6.22)

$$\beta_\perp = \frac{\hat{y} F' + \hat{z} (F')^2}{1 + (F')^2}$$ \hspace{1cm} (6.23)

so that

$$\frac{\partial \mathcal{L}}{\partial y_\mu'} = -\frac{T}{c} \left( -(F')^2, -\hat{y} F' + \hat{z} [1 - (F')^2] \right)$$ \hspace{1cm} (6.24)

$$\frac{\partial \mathcal{L}}{\partial y_\mu} = +\frac{T}{c} \left( 1 + (F')^2, \hat{y} F' + \hat{z} (F')^2 \right)$$ \hspace{1cm} (6.25)

Note that the wave is only a function of its argument

$$\Phi = \tau - z$$ \hspace{1cm} (6.26)

so that, when acting on $F'$

$$\frac{\partial}{\partial \sigma} = \frac{\partial}{\partial z} = - \frac{d}{d\Phi}$$ \hspace{1cm} (6.27)

and

$$\frac{\partial}{\partial \tau} = \frac{d}{d\Phi} \ . \hspace{1cm} (6.28)$$

The equation of motion \[6.13\] becomes

$$\frac{d}{d\Phi} T \frac{c}{c} (1, \hat{z})^\mu \right] = 0$$ \hspace{1cm} (6.29)

and we have a solution.

Note that in our parameterization the wave is transverse to the $\hat{z}$-direction, the average direction of the string, but it is not transverse to the instantaneous direction of the string as assumed in reference \[52\], because the string bends. Indeed $\beta_\ell$ is always negative or zero. The only solution with $\beta_\ell = 0$ everywhere requires $F' = 0$, i.e. no wave.

The authors of reference \[52\] go on to discuss the quantum dynamics of the light string and claim that in order for a reasonable solution to exist, the dimension of spacetime must be 26. This claim does not apply to our model because it is a classical model—though we will construct from it the elements of quantum mechanics. We work in
four spacetime dimensions, but do not exclude the existence of hidden, compactified dimensions.

Using the above methods, it can be shown that a slightly more general wave traveling at the speed of light

\[ y = \dot{x} E(\tau - z) + \dot{y} F(\tau - z) + \dot{z} z \]

is also a solution of (6.13), where both \( E \) and \( F \) are smooth functions of \( \Phi \) with arbitrary shape.

### B. Motion of a Filamentary Line with Interactions

Since the electromagnetic string can interact with itself, we must consider interaction even when considering motion of a single line. It has been shown by Barut and Bornzin\(^{[53]}\) that the equation of motion for the filamentary Dirac string with interactions is given by

\[
\frac{\partial}{\partial \sigma} \left( \frac{\partial \mathcal{L}_m}{\partial \dot{y}^\mu} \right) + \frac{\partial}{\partial \tau} \left( \frac{\partial \mathcal{L}_m}{\partial \dot{y}^\mu} \right) = \frac{4\pi g_0}{c^2} \epsilon^\alpha_\beta \dot{y}^\beta \epsilon_{\mu\alpha\beta} J^\nu
\]

where now \( \mathcal{L}_m \) is the mechanical string Lagrangian density given by equation (6.3) and the total Lagrangian density including interactions is given by

\[
\mathcal{L}_{\text{tot}} = \mathcal{L}_m + \frac{g_0}{c} \dot{y}^\alpha \dot{y}^\beta \tilde{F}_{\alpha\beta}(y)
\]

where \( \tilde{F}_{\alpha\beta}(x) \) is the dual of the electromagnetic field tensor at point \( x^\mu \).

Dirac\(^{[8]}\) showed that in the filamentary model, but otherwise in the general case, that the dual field of the line is given by

\[
\tilde{F}_{\alpha\beta}(x) = -4\pi g_0 \int d\tau d\sigma \left( \frac{\partial y^\alpha}{\partial \tau} \frac{\partial y^\beta}{\partial \sigma} - \frac{\partial y^\beta}{\partial \tau} \frac{\partial y^\alpha}{\partial \sigma} \right) \delta^4(x-y)
\]

and therefore the electromagnetic field tensor of the line is given by

\[
F_{\mu\nu}(x) = 4\pi g_0 \epsilon_{\mu\alpha\beta} \int d\tau d\sigma \frac{\partial y^\alpha}{\partial \tau} \frac{\partial y^\beta}{\partial \sigma} \delta^4(x-y)
\]

Dirac’s pole current formalism can be used (Section VIII A) to find the field at the ends of the line. Using Maxwell’s equations the line current density is given by

\[
J_\nu(x) = g_0 c \epsilon_{\nu\mu\alpha\beta} \int d\tau d\sigma \frac{\partial y^\alpha}{\partial \tau} \frac{\partial y^\beta}{\partial \sigma} \frac{\partial}{\partial y_\mu} \delta^4(x-y)
\]

### C. Definition of a Superconducting Field

We define a superconducting field as a region of spacetime within which the relevant phase field obeys the equation

\[
\oint p_\nu^\mu dx_\mu = 0 \quad (\text{simply connected}) \quad (6.37)
\]

for all closed paths enclosing areas that are totally within that region, so that the corresponding wave function is single-valued. In this case we see from (3.34) that the London equations (3.31) are exact. If the superconducting field is multiply connected, we must allow flux quanta to be outside the superconducting region but enclosed by the path

\[
\oint p_\nu^\mu dx_\mu = nh \quad (\text{multiply connected})
\]

Here the phase field corresponds to the momentum field of Cooper pairs (3.29) in a type II superconductor. In the case of a superconducting line we extrapolate all results to the limit \( m \to 0 \) and \( n_s q^2 \to 0 \) such that the line radius \( a \) (3.19) remains finite, at its characteristic constant value.

### D. General Motion of a Superconducting Line

The phase field must also satisfy the general relationship between \( u_\nu^\mu \) and \( A^\mu \) implied by Maxwell’s equations with sources

\[
\frac{\partial F^{\mu\nu}}{\partial x^\mu} = \frac{4\pi}{c} J^\nu
\]

In terms of the four-vector potential we obtain

\[
\frac{\partial^2 A^\nu}{\partial x^\mu \partial x_\mu} = \frac{4\pi}{c} J^\nu
\]

This is the usual equation relating the electromagnetic potential to its source current.

In a superconducting field the London equations (3.30) give

\[
m \left( \frac{\partial u_\nu^\mu}{\partial x_\mu} - \frac{\partial u_\mu^\nu}{\partial x_\nu} \right) + \frac{q}{c} F^{\mu\nu} = 0
\]

or, with the use of

\[
J^\mu = n_s q u_\mu^\nu
\]

we obtain
\[
\frac{4\pi a^2}{c} \left( \frac{\partial J^\nu}{\partial x^\mu} - \frac{\partial J^\mu}{\partial x^\nu} \right) + F^{\mu\nu} = 0 \tag{6.43}
\]

implying that the supercurrents respond to the electromagnetic field at the same point in spacetime. Using the equation of continuity (which follows from Maxwell’s equations)

\[
\frac{\partial J^\mu}{\partial x^\mu} = 0 \tag{6.44}
\]

we obtain

\[
\frac{4\pi a^2}{c} \left[ \frac{\partial^2 J^\nu}{\partial x^\mu \partial x^\nu} - \frac{\partial}{\partial x^\nu} \left( \frac{\partial J^\mu}{\partial x^\nu} \right) \right] + \frac{4\pi}{c} J^\nu = 0 \tag{6.45}
\]

so that

\[
\frac{\partial^2 J^\nu}{\partial x^\mu \partial x^\nu} = - \frac{J^\nu}{a^2} . \tag{6.46}
\]

This equation depends only on the London equations and Maxwell equations, so it is always true for a supercurrent obeying (6.42).

The general solution of (6.40) in a superconducting field is simply

\[
A^\nu = -\frac{4\pi a^2}{c} J^\nu + \frac{c}{q} p^\nu_s \tag{6.47}
\]

where we have used (3.29) and (6.42). Using (1.7), (3.30), (6.44) and (6.46) we find

\[
\frac{\partial^2 A^\nu}{\partial x^\mu \partial x^\nu} = - \frac{4\pi a^2}{c} \frac{\partial^2 J^\nu}{\partial x^\mu \partial x^\nu} = \frac{4\pi}{c} J^\nu \tag{6.48}
\]

so we indeed have the solution.

This general solution (6.47) is useful because \(p^\nu_s\) can often be determined. In a simply connected superconducting field far from other objects

\[
p^\nu_s = 0 \tag{6.49}
\]

as is well known for the 3-vector \(p_s\) from static situations[30], so that

\[
A^\nu = -\frac{4\pi a^2}{c} J^\nu . \tag{6.50}
\]

Barut and Bornzin[53] claim that the relation between the four-vector potential and the source current density uses the standard retarded Green function. This is not the case in a superconducting field because the electromagnetic field generates supercurrents (6.43), and this is not taken into account in the standard formalism. Thus in a superconducting field the electromagnetic field does not propagate outward from the source supercurrents like a wave. The 4-vector potential is proportional to the supercurrent density at the same position in spacetime, with the possible addition of a field with zero curl—which cannot affect the electromagnetic field.

**E. Violation of the Principle of Causality on the Microscopic Scale**

The principle of causality holds that no information can travel faster than the speed of light. This principle is not required by special relativity since it is violated by an object that moves with a finite size—that does not propagate as a wave. We have seen that in a superconducting field the electromagnetic field does not propagate like a wave. Motion as an object of finite size satisfies (6.40) and (6.47) because \(A^\nu, J^\nu\) and \(p^\nu_s\) move together. So we assert that the entire cross section of a line moves together as a unit, continuing to satisfy the quantization condition (6.38) for a multiply connected region. This is a violation of the principle of causality on the microscopic scale.

Using the phase field we can illustrate this violation directly. For a path which includes the centerline of a superconducting line, we obtain from (6.38) in the transverse rest frame of an element of the line centered at the point \(y^\ast\)

\[
\oint \mathbf{p}^\ast_s \cdot d\mathbf{x}^\ast = h \tag{6.51}
\]

if the line contains one quantum of flux (taking \(n = -1\) for convenience). Here the \(s\) refers to the transverse rest frame at \(y^\ast\), moving at \(\beta\) (see (6.53)) relative to the lab (default rest frame, see Section I). Because of equation (6.51) we can no longer have \(p^\nu_s = 0\) in the presence of the centerline. But the London equations (3.30) must hold outside of the centerline, so within the line

\[
\nabla \times \mathbf{p}^\ast_s = h \delta^{(2)}(\mathbf{x}^\ast - y^\ast) \dot{\ell}^s . \tag{6.52}
\]

We presume that \(\nabla \cdot \mathbf{p}^\ast_s = 0\), since \(\mathbf{p}^\ast_s\) would be equal to 0 if not for the flux quantum at the core of the line.

We now consider motion in the lab but restrict consideration to nonrelativistic motion transverse to the average direction of the line (\(\beta^2 \ll 1\)) see (6.8). We then use the fact that an appropriate vector field can be specified by its divergence and curl[57] to find[57] that the phase field is completely specified by its behavior on the centerline

\[
\mathbf{p}_s(t, \mathbf{x}) = \frac{1}{4\pi} \nabla \times \int \frac{\nabla \times \mathbf{p}_s(t, y^\ast)}{|\mathbf{x} - y^\ast|} . \tag{6.53}
\]
Evaluating (6.53) we simply obtain \(6.24\), the static result. But this is valid for the moving line as long as relativistic effects of the transverse motion can be neglected. This indicates that the whole transverse cross section of the line moves together—as an object with finite size. This type of motion is required by the quantization condition (6.51) and by the nature of the superconducting line.

This type of motion is theoretically convenient because the Lagrangian density for the filamentary line with interactions (6.32) can be used to derive the equations of motion for the superconducting line with only minor modifications. There is no need to consider added degrees of freedom for the transverse size of the line. The state of the entire line can still be completely specified as a function of only two parameters, which can still be taken as \(\tau, \sigma\). Now \(y^\mu(\tau, \sigma)\) refers to the position in time and space of a point on the centerline of the line. Because this model is acausal, it is also nonlocal; the response at a point is affected by a field over an extended region of spacetime. (See section VII H.) The nonlocality of this model makes even self interactions finite, and indeed self interactions are an important part of the model.

\section{F. Electromagnetic Field of the Moving Line}

In order to consider the superconducting line, we generalize the filamentary model of (6.33)-(6.35). For instance the electromagnetic field (6.35) is a rank 2 tensor in 4 dimensions, because \(y^\mu\) (and \(y^3\)) are position 4-vectors, the \(\delta\)-function is Lorentz invariant, and the integral formalism shown is independent of the type of parameterization as long as \(\sigma\) covers the full length of the line, and \(\tau\) covers the full time under consideration. We must modify the \(\delta\)-function to give the line a finite transverse size. Prescriptions for doing this are frame dependent, so we must start in the transverse rest frame of an element of the line. Then we can obtain more general results via Lorentz transformation to the lab.

We evaluate (6.35) in the transverse rest frame of an element of the superconducting line by making the replacement

\[
\delta^4(x - y) \rightarrow \delta(x^\tau - y^\tau)\delta(x^\rho - y^\rho)\Delta^2_T(x^* - y^*)
\]

where

\[
\Delta^2_T(x^* - y^*) = \frac{1}{2\pi a^2} K_0(y^*/a)
\]

approaches a Dirac \(\delta\)-function in the dimensions transverse to the line as \(a \to 0\). Here \(y^*\) \(\rho^*\) is the perpendicular vector from the centerline to point \(x^*\) and this perpendicular intersects the centerline at \(y^\tau\) \(\sigma^*\). (If there is more than one such point, we must add the contributions in order to find the total field.) In the transverse rest frame

\[
\frac{\partial y^{*\mu}}{\partial \tau^*} = (1, 0)^\mu
\]

\[
\frac{\partial y^{*\mu}}{\partial \sigma^*} = (0, \hat{\ell}^* \frac{d\ell^*}{d\sigma^*})^\mu
\]

where both of these quantities are 4-vectors because \(d\tau^*\) and \(d\sigma^*\) represent the proper time and a length element transverse to \(\beta\) in the rest frame of an element of the line. Hence the electromagnetic field in the transverse rest frame of this element of the string is given by

\[
F^{*\mu}_\nu(x^*) = 4\pi g_0 \epsilon^{\mu\nu\alpha\beta} \int d\tau^* d\sigma^* \frac{\partial y^{*\alpha}}{\partial \tau^*} \frac{\partial y^{*\beta}}{\partial \sigma^*} \delta (x^\tau - y^\tau)\delta(x^\rho - y^\rho)\Delta^2_T(x^* - y^*)
\]

\[
F^{*\mu}_\nu(x^*) = 4\pi g_0 \epsilon^{\mu\nu\alpha\beta} (1, 0)^\alpha (0, \hat{\ell}^* \frac{d\ell^*}{d\sigma^*})^\beta \delta (x^\tau - y^\tau)\delta(x^\rho - y^\rho)\Delta^2_T(x^* - y^*)
\]

\[
F^{*\mu}_\nu(x^*) = 4\pi g_0 \epsilon^{\mu\nu\alpha\beta} (1, 0)^\alpha (0, \hat{\ell}^*)^\beta \frac{1}{2\pi a^2} K_0(y^*/a)
\]

\[
F^{*\mu}_\nu(x^*) = \frac{2g_0}{a^2} K_0(y^*/a) \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & -\hat{\ell}^3 & 0 \\
0 & \hat{\ell}^3 & 0 & -\hat{\ell}^1 \\
0 & -\hat{\ell}^2 & \hat{\ell}^1 & 0
\end{pmatrix} \mu\nu
\]

where the matrix contains components of the vector \(\hat{\ell}^*\).
giving the direction of the centerline in the transverse rest frame of the line at the point \( \mathbf{y}^\ast(\tau^\ast, \sigma^\ast) \). So the electromagnetic field in this frame is given by

\[
\mathbf{E}^\ast(\mathbf{x}^\ast) = 0 \quad (6.62)
\]

\[
\mathbf{B}^\ast(\mathbf{x}^\ast) = \frac{2g_0}{a^2} K_0(\rho^\ast/a) \hat{\mathbf{\ell}}^\ast . \quad (6.63)
\]

This looks like the point at which we started \((3.8)\), but now the unit vector \(\hat{\mathbf{\ell}}^\ast\) does not necessarily point along the \(\hat{z}\) axis and its direction can change as a function of \(\tau\) and \(\sigma\).

By performing a transverse Lorentz transformation from the rest frame of the above element of the line to the lab we find the electromagnetic field of the line (for the line \((6.17)\) moving in the \(y - z\) plane) in the lab

\[
\mathbf{E}(\tau, \mathbf{x}) = -\gamma\beta B\hat{\mathbf{\ell}}_z \hat{x} \quad (6.64)
\]

\[
\mathbf{B}(\tau, \mathbf{x}) = \gamma B\hat{\mathbf{\ell}} \quad (6.65)
\]

where \(\hat{\mathbf{\ell}}\) is the result of Lorentz transformation of \(\hat{\mathbf{\ell}}^\ast\), selecting events simultaneous in the lab to describe the moving field. The extra \(\gamma\) factors arising from the transformation of the field enable \(\hat{\mathbf{\ell}}\) to take the direction of the field when expressed in lab coordinates. In fact the net result of the Lorentz transformation, expressed in lab coordinates is the change \(\hat{\mathbf{\ell}}^\ast \rightarrow \gamma \hat{\mathbf{\ell}}\). Since \(\hat{\mathbf{\ell}}^\ast\) and \(\hat{\mathbf{\ell}}\) are unit vectors, they are, in fact, equal. The directions of the line in its rest frame and the lab are the same. Here we use

\[
B^\ast(\rho^\ast/a) = \frac{2g_0}{a^2} K_0(\rho^\ast/a) \quad (6.66)
\]

\[
\rho \equiv \mathbf{x} - \mathbf{y} \equiv \Delta x \hat{x} + \Delta y \hat{y} + \Delta z \hat{z} \quad (6.67)
\]

and

\[
\rho^\ast = \sqrt{\Delta x^2 + \gamma^2(\Delta y)^2 + (\Delta z)^2} \quad (6.68)
\]

is the pancaking cylindrical radius of the line expressed in lab coordinates.

By our use of a Lorentz transformation we are ignoring the fact that the rest frame of the element of the line is an accelerating reference frame. According to Meissner, Thorne, and Wheeler\[58\] this approximation, using a comoving inertial frame, is permissible as long as inertial forces are small and typical accelerations are much less than \(c^2/d\) where \(d\) is the amplitude of a typical oscillation. We will assume that these conditions hold true except near the ends of a line.

### G. Supercurrent of the Moving Line

We wish to use Maxwell’s equations to find the supercurrent in the lab. Maxwell’s equations act at the field point \(\mathbf{x}\) and therefore we do not consider the explicit space and time dependence of the string coordinate \(\mathbf{y}\), which acts effectively as a source point. Neither do we consider the explicit space and time dependence of \(\gamma\) and \(\beta\) which is determined by \(\mathbf{y}\). However, the field at \(\mathbf{x}\) can change with time due to motion of the string. Since the electromagnetic field does not change (is quantized) in the rest frame of the string, all time dependence is due to motion. So at a fixed field point \(\mathbf{x}\), the change of the magnetic induction field with time is given by

\[
d\mathbf{B} = ( - \beta d\tau ) \cdot \nabla \mathbf{B} \quad (6.69)
\]

\[
\frac{\partial \mathbf{B}}{\partial \tau} = - (\beta \cdot \nabla) \mathbf{B} \quad (6.70)
\]

so for the line \((6.17)\) moving in the \(y - z\) plane

\[
\frac{\partial \mathbf{B}}{\partial \tau} = - \beta \frac{\partial \mathbf{B}}{\partial y} . \quad (6.71)
\]

Here \(\beta\) is the velocity of the line at the field point \(\mathbf{x}\) which is the same as the velocity of the point on the centerline \(\mathbf{y}\) associated with \(\mathbf{x}\), since the cross section of the line moves together. For similar reasons the change of the electric field with time is given by

\[
\frac{\partial \mathbf{E}}{\partial \tau} = - (\beta \cdot \nabla) \mathbf{E} \quad (6.72)
\]

and if the line satisfies \((6.17)\)

\[
\frac{\partial \mathbf{E}}{\partial \tau} = - \beta \frac{\partial \mathbf{E}}{\partial y} . \quad (6.73)
\]

Using Maxwell’s equations we find
\[ J^\nu(x) = \frac{g_0 e}{2\pi a^3} \frac{\gamma K_1(\rho^*/a)}{\rho^*} (l_\beta \Delta x \cdot \hat{\ell} \times \rho)^\nu + \frac{g_0 e}{2\pi a^2} \frac{\gamma K_0(\rho^*/a)}{R} (1 - \ell_\nu^2 \beta^2) (0, \tilde{x})^\nu \] (6.74)

where \( R \) is the instantaneous radius of curvature at \( x \). This current satisfies the equation of continuity (6.44) exactly. Details of these calculations are included in Appendix A.3 where the derivatives of \( \ell \) are explicitly evaluated. It is also shown in Appendix A.4 that if we apply equation (6.47) and attempt to derive the electromagnetic field (6.64) and (6.65) from (6.74), we do not get precise agreement. We get the expected result plus remainder terms proportional to \( a/R \) and \((a/R)^2\) which are small for large radii of curvature. We take this to imply that our simple procedure, which involves giving the delta function a finite size and using a Lorentz transformation from a comoving inertial frame, does not provide an exact solution for the electromagnetic field. It will be sufficient, however, for our present purposes.

Performing an inverse Lorentz transformation we find the supercurrent in the rest frame of an element of the line:

\[ J^{*\nu}(x^*) = \frac{g_0 e}{2\pi a^3} \left\{ K_1(\rho^*/a) (0, \hat{\ell} \times \hat{\rho})^\nu + \frac{a}{R}(1 - \ell_\nu^2 \beta^2 / \gamma^2) K_0(\rho^*/a) (0, \tilde{x})^\nu \right\} \] (6.75)

The parameters \( \gamma \) and \( \beta \) enter this expression because we have defined \( R \) in the lab. (See Appendix A.1) The charge density is zero in the rest frame.

It is shown in Appendix A.7 that if we apply equation (6.47) and attempt to derive the electromagnetic field (6.64) and (6.65) from (6.74), we do not get precise agreement. We get the expected result plus remainder terms proportional to \( a/R \) and \((a/R)^2\) which are small for large radii of curvature. We take this to imply that our simple procedure, which involves giving the delta function a finite size and using a Lorentz transformation from a comoving inertial frame, does not provide an exact solution for the electromagnetic field. It will be sufficient, however, for our present purposes.

So in the absence of interactions, general wave solutions of the type (6.17) and (6.30) traveling in the positive \( z \)-direction could occur with the superconducting line. Replacing the argument \( \tau - z \) with \( \tau + z \) produces solutions traveling in the negative \( z \)-direction.

### H. Self Interaction of the Moving Line

Following the sign conventions of Bjorken and Drell (which are consistent with Jackson) the action (except for weak and hadronic modes) is

\[ S = -\frac{1}{16\pi} \int \frac{d^4x}{c} F_{\mu\nu} F^{\mu\nu} - \frac{1}{c^2} \int d^4x \left( J_\mu^e + J_\mu^s \right) A^\mu + \sum_j \frac{1}{c} \int d\tau_j d\sigma_j \mathcal{L}_{mj} \] (6.76)

where no mass term appears in the Lagrangian because we assert that mass is not fundamental. Here \( \mathcal{L}_{mj} \) is the mechanical string Lagrangian density (6.23) for line \( j \). \( J_\mu^e \) is the electromagnetic current due to electric charges, and \( J_\mu^s \) is the electromagnetic current due to superconducting lines. Applying the principle of least action to the superconducting line with finite size, using (6.54) in (6.30), it can be shown that the equation of motion for a given line, instead of (6.31), is given in the case of interactions by

\[ \frac{\partial}{\partial \sigma} \left( \frac{\partial \mathcal{L}_{mj}}{\partial y^{\nu\rho}} \right) + \frac{\partial}{\partial \tau} \left( \frac{\partial \mathcal{L}_{mj}}{\partial \dot{y}^{\nu\rho}} \right) = \frac{4\pi g_0}{c^2} y^\rho y^\beta \epsilon_{\mu\nu\alpha\beta} \langle J^\nu(y) \rangle \equiv \vartheta(\mu) \] (6.77)

where

\[ \langle J^\nu(y) \rangle = \frac{1}{2\pi a^2} \int d^2 \rho^* K_0(\rho^*/a) J^\nu(\tau_\nu^*, \ell_\nu^*, x^*) \] (6.78)

is the average current over the cross section of the line weighted by the shape of the line field. This averaging must be performed in the transverse rest frame of the line. But the resulting current is a 4-vector, and can be transformed to any frame (within the approximations which have been discussed). Indeed, since the transverse rest frame varies with the line element in question for solutions of the type (6.17), it is most convenient for these solutions to think of the quantities \( \dot{y}^\rho, y^\beta \), and \( \langle J^\nu \rangle \) transformed from the rest frame to the lab. Then if we wish to make a change of parameterization to the particular parameterization of Section VI A we can do so. (It is only important that the parameterization be the same on both sides all equations.)
For a given line we work in the large radius of curvature approximation, $R_0 \gg a$, where $R_0$ is the radius of curvature of the centerline—so that all points which make a significant contribution to the average are perpendicular to the line at a single unique point (always true for points closer to the line than $R_0$).

To evaluate the interaction of the line with itself, we use equation (6.75) in the interaction term and obtain (with $u \equiv \rho^*/a$)

$$
\vartheta_{\mu} = - \frac{g_0^2}{\pi ca^3} \frac{d\ell^*}{d\sigma^*} \int du \ K(u) K(1) \int d\phi^* (0, \hat{\rho}^*)_{\mu}
$$

$$
- (1 - \ell_y^* \beta^2 / \gamma^2) \ (0, \hat{\ell}^* \times \hat{\chi})_{\mu} \int du \ K^2(u) \int d\phi^* \frac{1}{(R_0^*/a + u\cos(\phi^*))} \] (6.79)

where we have used the fact that the radius of curvature of the centerline can be related to the shape of the trajectory (see Appendix A2) according to the equation

$$
\frac{1}{R_0} = - \ell_z^2 \frac{d^2 y}{dz^2} \] (6.80)

in order to learn how to transform the radius of curvature from the lab to the line’s rest frame

$$
R = \gamma R^* \] . (6.81)

Because of azimuthal symmetry the first term in (6.79) gives a result of zero. Unless the radius of curvature is infinite, the second term in (6.79) is easily seen to be finite but not equal to zero. In fact if $R_0^* \gg a$, we obtain

$$
\vartheta_{\mu} = + \frac{2T}{cR_0} \frac{(0, \hat{\ell}^* \times \hat{\chi})_{\mu}}{|\ell_z^*|} (1 - \ell_y^* \beta^2 / \gamma^2) \] . (6.82)

Hence we have evaluated the self interaction of the superconducting line. It is finite and calculable in spite of the fact that the field diverges along the centerline. The averaging required by the Principle of Least Action leads to a finite result.

Because the self-interaction term in equation (6.77) is not zero, and traveling waves are an exact solution of this equation without interactions, there are no traveling wave solutions propagating at the velocity of light for the motion of a single isolated superconducting line once self-interactions are included. Wave motion of a single superconducting line may still be possible when the photon quantization condition is satisfied—but then the line is not isolated, and we are currently unable to describe the motion.

VII. THE PHOTON

A. Wave Function of the Electron

Now we are ready to define what we mean by the wave function of the electron in this model which plays such a prominent role in the Dirac quantization condition (3.3). We define the electron wave function to be the change in the ether caused by the bare electron, i.e. by the end of the appropriate line. This change will be the response of the ether to the bare electron’s electromagnetic field. (See Section VIII H.) Since the bare electron’s electromagnetic field has infinite extent, the wave function of the electron also has infinite extent—as in standard quantum theory, and consistent with our reasoning in Section III A.

On the microscopic scale, this wave function is not continuous (differing from the Standard Model). It is a mesh of line pairs. Each line pair is continuous. We should realize that the cross sections of our line pairs are small on the atomic scale and mostly fit into the holes in matter. The outer radius of a line pair (Section III D) must be much smaller than the Bohr radius of the hydrogen atom: $R_a = k_e a \leq 5.29 \times 10^{-11} m$. Hence there are many holes in the wave function which constitute a larger version of Dirac’s “nodal lines”. If three of the line pairs form a complete circuit around such a hole, and if magnetic field links the circuit, the circuit will superconduct in response to the vector potential (Figure 4), causing quantization of magnetic flux (3.2) through the circuit. If the applied flux through the complete circuit is less than half a flux quantum, the net flux will be brought to zero. If the applied flux through the circuit is greater than half a flux quantum, experimental evidence (60) indicates that the supercurrent in the complete circuit will increase the flux as necessary to match the nearest flux quantum (Figure 5).

We will see that the photon can be considered as an excitation of the wave function of the electron.
FIG. 4: (Color online.) If the net external flux through a complete circuit of line pairs is less than a half a flux quantum, a supercurrent will flow bringing the net flux to zero.

FIG. 5: (Color online.) If the net external flux through a complete circuit of line pairs is greater than half a flux quantum, a supercurrent will flow bringing the net flux up to a flux quantum.

B. Interactions of a Line Pair

We seek the types of waves which can propagate at the speed of light on the two lines of an isolated pair. We attempt to find them using the known solutions (6.17) and (6.30) without the interaction terms. From the Principle of Least Action for the twoline system we find

\[
\delta S = 0
\]

\[
= \int d\tau d\sigma \left\{ \left[ \frac{4\pi g_0}{c^2} \epsilon^{\mu_\alpha \beta_\gamma} y_1^\beta (J_1^\nu + J_2^\nu) \right]_1 - \left\{ \frac{\partial}{\partial \sigma} \left( \frac{\partial L_{m1}}{\partial y_1^{\mu}} \right) + \frac{\partial}{\partial \tau} \left( \frac{\partial L_{m1}}{\partial y_1^{\mu}} \right) \right\} \delta y_1^\nu \right. \\
+ \left. \left[ \frac{4\pi g_0}{c^2} \epsilon^{\mu_\alpha \beta_\gamma} y_2^\beta (J_1^\nu + J_2^\nu) \right]_2 - \left\{ \frac{\partial}{\partial \sigma} \left( \frac{\partial L_{m2}}{\partial y_2^{\mu}} \right) + \frac{\partial}{\partial \tau} \left( \frac{\partial L_{m2}}{\partial y_2^{\mu}} \right) \right\} \delta y_2^\nu \right\} .
\]

Due to the interaction terms the variations in \( y_1 \) and \( y_2 \) are coupled so we cannot set the coefficients of \( \delta y_1 \) and \( \delta y_2 \) separately to zero, without first knowing the solutions to the equations of motion.
To handle this situation, we define the 4-vectors

\[ y \equiv \frac{1}{2} (y_1 + y_2) \quad d \equiv \frac{1}{2} (y_1 - y_2) \]  

(7.2)
as the average and half the difference between the wave solutions of line 1 and line 2. Then we find

\[ y_1 = y + d \quad y_2 = y - d \]  

(7.3)

We express the mechanical string Lagrangian densities \( L \) for line 1 and line 2 in terms of \( y \) and \( d \):

\[
L_{m1} = \frac{T}{c} \left\{ (y' \cdot \dot{y} + y' \cdot \dot{d} + d' \cdot \dot{y} + d' \cdot \dot{d})^2 - (y''^2 + 2y' \cdot d'' + d'')^2 \right\}^{1/2}
\]

(7.4)

\[
L_{m2} = \frac{T}{c} \left\{ (y' \cdot \dot{y} - y' \cdot \dot{d} - d' \cdot \dot{y} + d' \cdot \dot{d})^2 - (y''^2 - 2y' \cdot d'' + d'')^2 \right\}^{1/2}
\]

(7.5)

1. Common Mode Solutions—Gravitational Waves

To find the common mode solutions we set

\[ d = d_c \]  

(7.6)

where \( d_c \) is a constant 4-vector. Note that \( d \) has no time component and no \( z \)-component by construction. Thus

\[ y_1 = y_2 + 2d_c \]  

(7.7)

and the twoline system exhibits no excitation. It moves together as one system. Since the common mode solutions exhibit no excitations, and hence no net electromagnetic field at a given \((\tau, \hat{z})\), we interpret them as gravitational waves. (See Section XII.)

Since \( d \) is constant, \( \dot{d} = 0 \) and \( d' = 0 \), hence the mechanical Lagrangian density of the system becomes

\[ L_m = L_{m1} + L_{m2} = \frac{2T}{c} \left\{ (y' \cdot \dot{y})^2 - (y' \cdot \dot{y})^2 \right\}^{1/2} = 2L_{m1} = 2L_{m2} \]  

(7.8)

just twice the Lagrangian density \( L \). Since for common mode solutions \( \delta y_1^\mu = \delta y_2^\mu = \delta y^\mu \) the variation of the action becomes

\[
\delta S = 0 = \int d\tau d\sigma \left\{ \frac{4\pi g_0}{c^2} \epsilon_{\mu\nu\alpha\beta} \left[ \dot{y}_1^\alpha y_1^\beta \langle J_1^\nu + J_2^\nu \rangle_1 + \dot{y}_2^\alpha y_2^\beta \langle J_1^\nu + J_2^\nu \rangle_2 \right]
\right.

\[
\left. - \left\{ \frac{\partial}{\partial \sigma} \left( \frac{\partial L_m}{\partial \dot{y}^\mu} \right) + \frac{\partial}{\partial \tau} \left( \frac{\partial L_m}{\partial \dot{y}} \right) \right\} \right\} \delta y^\mu
\]  

(7.9)

and the equation of motion becomes

\[
\frac{\partial}{\partial \sigma} \left\{ -\frac{2T}{c} \left[ \beta \cdot u_{\perp \mu} + \sqrt{1 - \beta_{\perp}^2} \left( 0, \hat{\ell} \right)_\mu \right] \right\} + \frac{\partial}{\partial \tau} \left\{ \frac{2T}{c} \frac{d\ell}{d\sigma} u_{\perp \mu} \right\}
\]

\[ = \frac{4\pi g_0}{c^2} \epsilon_{\mu\nu\alpha\beta} \left[ \dot{y}_1^\alpha y_1^\beta \langle J_1^\nu + J_2^\nu \rangle_1 + \dot{y}_2^\alpha y_2^\beta \langle J_1^\nu + J_2^\nu \rangle_2 \right] \]  

(7.10)

where \( y_1, y_2 \) and \( y \) must satisfy equations (7.2) and (7.7), and the left hand side of the equation refers to \( y \).
We label the 8 interaction terms \( \psi_{\mu}^{i,j,k} \) where \( i = 1 \) or 2 corresponding to the line where the average is performed, \( j = 1 \) or 2 corresponding to the line field which is averaged, and \( k = 1 \) or 0 corresponding to the term in the current (containing either a \( K_1 \) or a \( K_0 \), see (7.13)). For the common mode solutions, line 1 and line 2 have the same instantaneous rest frame, which simplifies the averaging calculation.

As in Section VII we find that \( \psi_{\mu}^{111} = 0 = \psi_{\mu}^{221} \). In order to obtain wave solutions with the remaining interaction terms we specify the constant 4-vector to be in the \( \hat{x} \)-direction

\[
d_c = (0, \hat{x}d_c) \quad (7.11)
\]

\[
\psi_{\mu}^{110} + \psi_{\mu}^{121} + \psi_{\mu}^{210} + \psi_{\mu}^{220} = 0 \quad (7.16)
\]

if \( |R_0| \gg a \). Since \( \hat{\ell}_1 = -\hat{\ell}_2 \) for common mode solutions, we find that

\[
\psi_{\mu}^{110} + \psi_{\mu}^{120} = + \frac{2T}{cR_0} \frac{(0, \hat{x}_1 \times \hat{x})_\mu}{|\hat{\ell}_1^2|} (1 - \frac{\ell_1^2 \beta^2}{\gamma^2}) (1 - u_c K_1(u_c)) \quad (7.15)
\]

and the sum of all interaction terms for this common mode geometry is zero.

Hence, before considering the quantization conditions, common mode solutions—gravitational waves—of types (6.17) can propagate freely at the speed of light if \( \hat{d} \) is oriented in the \( y-z \) plane. Note that \( \ell_1^2 = -\ell_2^2 \) since the fields are in opposite directions. (See Figure 6) Using the large radius of curvature approximation and equations (4.15), (4.17) and the derivative of (4.17) we find

\[
\psi_{\mu}^{121} = \frac{4T}{ca} \frac{u_c}{|\ell_2^2|} \left\{ \frac{u_c}{2}K_2(u_c) - K_1(u_c) \right\} \quad (7.12)
\]

where the normalized separation of the two lines in the \( \hat{x} \)-direction is given by

\[
u_c = \frac{2d_c}{a} \quad . \quad (7.13)
\]

We quote the covariant components \( (0, -\hat{x})_\mu \), so the interaction is attractive.) As expected, this interaction term is zero if \( u_c = 0 \) and attractive for all \( u_c \) greater than 0. From rotational symmetry we see from Figure 6 that

\[
\psi_{\mu}^{211} = - \psi_{\mu}^{121} \quad . \quad (7.14)
\]

After taking advantage of the fact that for this common mode geometry the instantaneous rest frames and instantaneous radii of curvature of the two lines are the same if the separation is perpendicular to the motion, we find that have no role beyond their role in keeping the separation \( d_c \) constant. (See Section VIIH)

Since the orientation of \( \hat{d} \) does not matter in the common mode, and the sum of the interaction terms is zero in common mode, electromagnetic waves with \( \hat{d} \) spinning (helical polarization) can propagate at the speed of light on top of gravitational waves—as long as the photon quantization conditions are satisfied.

2. Differential Mode Solutions—Electromagnetic Waves

To find differential mode solutions we set

\[
y = (\tau, \hat{\tau}z) \quad (7.17)
\]

without variation, and therefore
\[ \dot{y} = (1, 0) \quad y' = (0, \ddot{z}) \quad . \quad (7.18) \]

We consider the case where \( d \) has only transverse components (unlike Appendix [B]) so \( \dot{d}, \ddot{d} \) and \( d' \) are all orthogonal to \( y, \dot{y} \) and \( y' \). The total mechanical Lagrangian density becomes

\[ \mathcal{L}_m = \mathcal{L}_{m1} + \mathcal{L}_{m2} = \frac{2T}{c} \left\{ (d' \cdot \dot{d})^2 - (-1 + d'^2) (1 + \dot{d}^2) \right\}^{1/2} = 2\mathcal{L}_{m1} = 2\mathcal{L}_{m2} \quad (7.19) \]

If we simply define

\[ y_d \equiv y + d \quad (7.20) \]

the mechanical Lagrangian density becomes

\[ \mathcal{L}_m = \frac{2T}{c} \left\{ (y'_d \cdot \dot{y}_d)^2 - (y^2_d)^2 \right\}^{1/2} \quad (7.21) \]

with the standard solutions of the form (6.17) and (6.30) without interaction. We refer to this differential solution as \( y_d \) (rather than \( y_1 \)) to indicate generality. Both \( y_1 \) and \( y_2 \) are solutions to this mechanical Lagrangian without interaction.

So for the differential mode

\[ y_{1d} = y + d \quad y_{2d} = y - d \quad . \quad (7.22) \]

We require

\[ \delta y^\mu = 0 \quad (7.23) \]

and therefore

\[ \delta y_{1d}^\mu = + \delta d^\mu \quad \delta y_{2d}^\mu = - \delta d^\mu \quad . \quad (7.24) \]

The variation of the action becomes

\[ \delta S = 0 \]

\[ = \int d\tau d\sigma \left\{ \left[ \frac{4\pi g_0}{c^2} \epsilon_{\mu \nu \alpha \beta} y_{1d}^\alpha \dot{y}_{1d}^\beta \langle J_1^{\nu} + J_2^{\nu} \rangle_1 - \frac{\partial}{\partial \sigma} \left( \frac{\partial \mathcal{L}_{m1}}{\partial \dot{d}^\mu} \right) + \frac{\partial}{\partial \tau} \left( \frac{\partial \mathcal{L}_{m1}}{\partial d^\mu} \right) \right] (+\delta \dot{d}^\mu) \right. \]

\[ + \left. \left[ \frac{4\pi g_0}{c^2} \epsilon_{\mu \nu \alpha \beta} y_{2d}^\alpha \dot{y}_{2d}^\beta \langle J_1^{\nu} + J_2^{\nu} \rangle_2 + \frac{\partial}{\partial \sigma} \left( \frac{\partial \mathcal{L}_{m2}}{\partial \dot{d}^\mu} \right) + \frac{\partial}{\partial \tau} \left( \frac{\partial \mathcal{L}_{m2}}{\partial d^\mu} \right) \right] (-\delta d^\mu) \right\} \quad (7.25) \]

\[ = \int d\tau d\sigma \left\{ \frac{4\pi g_0}{c^2} \epsilon_{\mu \nu \alpha \beta} \left[ \dot{y}_{1d}^\alpha \dot{y}_{1d}^\beta \langle J_1^{\nu} + J_2^{\nu} \rangle_1 - \dot{y}_{2d}^\alpha \dot{y}_{2d}^\beta \langle J_1^{\nu} + J_2^{\nu} \rangle_2 \right] - \left\{ \frac{\partial}{\partial \sigma} \left( \frac{\partial \mathcal{L}_m}{\partial y_{d}^\mu} \right) + \frac{\partial}{\partial \tau} \left( \frac{\partial \mathcal{L}_m}{\partial \dot{y}_{d}^\mu} \right) \right\} \right\} \delta y_{d}^\mu \quad (7.26) \]
and we see that the differential mode solutions involve the difference between the interaction terms of the two lines. The equation of motion for differential mode solutions becomes:

$$\frac{\partial}{\partial \sigma} \left\{ -\frac{2T}{c} \beta \mu \left( u_\perp + 1 - \beta_\perp^2 \frac{\langle 0, \hat{\ell} \rangle }{\hat{\ell}^2} \right) \right\} + \frac{\partial}{\partial \tau} \left\{ \frac{2T}{c} \beta \mu \left( u_\perp + 1 - \beta_\perp^2 \frac{\langle 0, \hat{\ell} \rangle }{\hat{\ell}^2} \right) \right\} = \frac{4\pi \gamma_0}{c^2} \epsilon_{\mu \rho \alpha \beta} \left\{ \hat{y}_1^\rho \hat{y}_1^\alpha \beta \left( \langle J_1^\nu + J_2^\nu \rangle - \hat{y}_1^\nu \hat{y}_2^\nu \left( \langle J_1^\nu + J_2^\nu \rangle \right) \right) \right\}$$

(7.27)

where \(y_{1d}\) and \(y_{2d}\) must satisfy (7.22) and the left hand side of the equation refers to \(y_d\) (hence either \(y_{1d}\) or \(y_{2d}\)).

a. Radial Excitation—Linear Polarization

Now we let \(d^\nu = (0, \hat{y} F(r - z)\rangle \) in order to look for differential solutions of the type (6.17). We consider the moment in space and time shown in Figure 7 when the two lines reach maximum separation. At this moment the two lines will be at rest in the lab, hence they have common motion geometry in their joint rest frame. Accordingly we can use (7.12) and (7.13) to calculate the interaction terms for differential mode waves with radial excitation

\[ \varphi^{111}_\mu = 0 = \varphi^{221}_\mu \]  

(7.28)

\[ \varphi^{121}_\mu - \varphi^{211}_\mu = \frac{8T}{ca} \left( \frac{u_s}{|\ell^2_z|} \right) \left\{ \frac{u_s}{2} K_2(u_s) - K_1(u_s) \right\} \]

(7.29)

\[ \varphi^{110}_\mu + \varphi^{120}_\mu - \varphi^{210}_\mu - \varphi^{220}_\mu = \]

\[ + \frac{4T}{cR_0^2} \left( \frac{u_s}{|\ell^2_z|} \right) \left( 1 - \frac{u^2_s}{\gamma^2} \right) (1 - u_s K_1(u_s)) \]

(7.30)

at the distance \(d_s\) of maximum separation (with \(u_s = 2d_s/\alpha\)).

We keep the sign conventions of the common mode interaction terms for clarity. Since we must take the difference of these terms, it is very easy to see that the differential mode interaction does not vanish for the case of radial excitation.

Although we have only considered the point of maximum separation, clearly the nonvanishing of the interaction terms is general throughout the motion with radial excitation. The interaction terms (7.28) and (7.29) point in the \((0, -\hat{y}^\nu)\) direction, but this is no longer true away from maximum separation since \(\hat{\ell}^2_z \times \hat{x} \) and \(\hat{\ell}^2_z \times \hat{x} \) are not in opposite directions.

Since motion with radial excitation is in the same direction as nonzero interaction terms, we cannot model differential mode waves with radial excitation propagating at the speed of light. If the photon quantization conditions are satisfied, such motion could still occur, but a model would require knowledge of the quantization currents which we currently do not understand.

b. Model of the Photon—Helical Polarization

To model the photon we use solutions of the type (6.30) with sinusoidal functions \(E\) and \(F\), i.e. one Fourier component, where \(d_0\) is assumed constant.

\[ y_1 = \hat{z}z - \hat{x}d_0 \sin(k(\tau - z)) + \hat{y}d_0 \cos(k(\tau - z)) = \hat{z}z + d_0 \hat{y}^* \]

(7.31)

\[ y_2 = \hat{z}z + \hat{x}d_0 \sin(k(\tau - z)) - \hat{y}d_0 \cos(k(\tau - z)) = \hat{z}z - d_0 \hat{y}^* \]

(7.32)

Here \(\hat{y}^*\) is the direction in the rotating frame (which is the rest frame of both lines along their entire length), which is initially vertical (\(\hat{y}\) direction) in the lab, \(k = 2\pi/\lambda = \omega/c\) and the wave has a frequency \(\nu = \omega/2\pi\). With this choice we can achieve lack of radial excitation since

\[ y_1 - y_2 = 2d_0 \hat{y}^* \]

(7.33)

(see Figure 5). The whole system rotates with positive helicity. The velocities are given by
\* \beta_2 \rightarrow

FIG. 8: Geometry of a differential helical wave, model of the photon, at \( z = 0, \tau = 0 \).

\[
\beta_1 = \frac{\partial \gamma_1}{\partial \tau} = -\hat{x}kd_0 \cos(\tau - z) - \hat{y}kd_0 \sin(\tau - z) = -kd_0 \hat{x}^* \tag{7.34}
\]

\[
\beta_2 = \frac{\partial \gamma_2}{\partial \tau} = +\hat{x}kd_0 \cos(\tau - z) + \hat{y}kd_0 \sin(\tau - z) = +kd_0 \hat{x}^* \tag{7.35}
\]

and the magnetic field directions are given by the following expressions:

\[
\hat{\ell}_1 = +\frac{\partial \gamma_1}{\partial \tau} = +\frac{\hat{z} + \hat{x}kd_0 \cos(\tau - z) + \hat{y}kd_0 \sin(\tau - z)}{\sqrt{1 + (kd_0)^2}} = \frac{\hat{z} + kd_0 \hat{x}^*}{\sqrt{1 + (kd_0)^2}} \tag{7.36}
\]

\[
\hat{\ell}_2 = -\frac{\partial \gamma_2}{\partial \tau} = -\frac{\hat{z} + \hat{x}kd_0 \cos(\tau - z) + \hat{y}kd_0 \sin(\tau - z)}{\sqrt{1 + (kd_0)^2}} = -\frac{\hat{z} + kd_0 \hat{x}^*}{\sqrt{1 + (kd_0)^2}} \tag{7.37}
\]

Since both lines are at rest in the rotating frame, we calculate the currents in this frame directly. We use 6.62–6.63 for the electromagnetic fields of both lines. Then from Appendix A.3 and A.5 we find the following expressions:

\[
\nabla \times \hat{\ell}_1 = \frac{1}{\sqrt{1 + (kd_0)^2}} \frac{(\hat{x}^* - \hat{z}kd_0)}{R_1^*} = \frac{(\hat{y}^*) \times \hat{\ell}_1^*}{R_1^*} \tag{7.38}
\]

\[
\nabla \times \hat{\ell}_2 = \frac{1}{\sqrt{1 + (kd_0)^2}} \frac{(\hat{x}^* + \hat{z}kd_0)}{R_2^*} = \frac{(-\hat{y}^*) \times \hat{\ell}_2^*}{R_2^*} \tag{7.39}
\]

\[
\frac{1}{R_0^*} = k^2d_0 \tag{7.40}
\]

where \( R_0^* \) is the instantaneous radius of curvature of the centerline, which is constant for both lines. Hence we find:

\[
J_1^\mu = \frac{\rho_0c}{2\pi a^2} \left[ K_1(\rho_1^*/a) \left( 0, \hat{\ell}_1^* \times \hat{\beta}_1^* \right)^\mu + \frac{\alpha}{R_1^*} K_0(\rho_1^*/a) \left( 0, (\hat{y}^*) \times \hat{\ell}_1^* \right)^\mu \right] \tag{7.41}
\]
So the sum of the interaction terms (including the negative signs for differential mode) lines of the photon at $2\pi\alpha^4$ 

\[
J_2^\mu = \frac{g_\mu c}{2\pi\alpha^3} \left[ K_1(\rho_2^*/a) \left( 0, \hat{x}_2 \times \rho_2^- \right)^\mu + \frac{a}{R_2^2} K_0(\rho_2^*/a) \left( 0, (\hat{y}^*) \times \hat{x}_2 \right)^\mu \right]
\]  

(7.42)  

These currents satisfy the equation of continuity (6.44) exactly, but we still find a small inconsistency if we try to use (6.47) to recalculate the electromagnetic field (see Appendix A6). We find the interaction terms in helical mode

\[
\vartheta^i_{110} + \vartheta^i_{120} = \frac{g_\mu^2}{\pi c a^4 |\ell_z^*|} \int d^2\rho^* \left[ \frac{K_0(\rho_1^*/a)}{\ell_1^*} + \frac{K_0(\rho_2^*/a)}{\ell_2^*} \left( 1 - (k d_0)^2 \right) \right]
\]  

(7.43)  

where we take into account that the radii of curvature for line 1 and line 2 point in opposite directions. (Hence $R_1^*$ and $R_2^*$ are different functions of position though the magnitude of $R_0^*$ is the same on both centerlines.) We make a correction for the fact that $K_0(\rho_1^*/a)$ and $K_0(\rho_2^*/a)$ have different axes by changing $d^2\rho^*$ into $d^2\rho$ where $\rho^*$ is the cylindrical radius perpendicular to the $\hat{z}$-axis, and symmetric for both Bessel functions. We obtain

\[
\vartheta^i_{110} + \vartheta^i_{120} = \frac{2T}{cR_0^*} \left( 0, +\hat{y}^* \right)_\mu \left\{ 1 + u_0 K_1(u_0) \left( \frac{1 - (k d_0)^2}{\sqrt{1 + (k d_0)^2}} \right) \right\}
\]  

(7.44)  

where

\[
u_0 = \frac{2d_0}{a}
\]  

(7.45)

and in a similar fashion

\[
\vartheta^i_{121} = \frac{4T}{c a} \left( 0, +\hat{y}^* \right)_\mu \left( 1 - (k d_0)^2 \right) \left\{ \frac{u_0}{2} K_2(u_0) - K_1(u_0) \right\}
\]  

(7.46)

So the sum of the interaction terms (including the negative signs for differential mode)

\[
\sum \vartheta^i_{\mu} = \frac{8T}{c a} \left( 0, +\hat{y}^* \right)_\mu \left( 1 - (k d_0)^2 \right) \left\{ \frac{u_0}{2} K_2(u_0) - K_1(u_0) \right\}
\]  

\[
+ \frac{4T}{c R_0^*} \left( 0, +\hat{y}^* \right)_\mu \left\{ \sqrt{1 + (k d_0)^2} + u_0 K_1(u_0) \left( 1 - (k d_0)^2 \right) \right\}
\]  

(7.47)

is in the radial $(0, -\hat{y}^*)^\mu$ direction and attractive for the helical differential mode of the photon.

Since the motion of the helical photon is orthogonal to the radial direction, it can propagate freely at the velocity of light. The quantization currents must play a particularly simple role. The left hand side of (7.27) is zero in the radial direction, but the right hand side of (7.27), given by (7.47), is not zero in the radial direction. The quantization currents (which have not been considered so far) must freeze the radial separation of the two lines of the photon at $2d_0$. This allows us to isolate the effects of the quantization currents, which we do not fully understand, and model the helical photon.

C. Quantization of the Photon

In Figure 9, we consider the wave function of an electron with 4-momentum $p^\mu_e = (E_e/c, p_e)$. The wave function is a mesh of line pairs, each of which (from quantum mechanics, as we will see in Section XIV) oscillates at frequency $\nu = E_e/h$ and with a wavelength $\lambda = h/p_e$ if $p_e$ points in the direction of the line pair and $\lambda = h/|p_e \cdot \hat{p}|$ in the more general case, where $\hat{p}$ is the direction of the line pair. We use the absolute value sign to indicate that no positive sense for $\hat{p}$ is defined. Hence $p^\mu_e = p^\mu_\nu$ is the phase field of this wave function.

We have pictured the mesh as real and drawn it with regular spacing for clarity. In general, of course, a wave function is complex. In reality neither the spacing nor
FIG. 9: The wave function of an electron can be envisioned as a mesh of line pairs with each line pair oscillating coherently with the others.

FIG. 10: A photon is propagating on one of the line pairs. View at fixed time.

the directions will be regular. Closed superconducting circuits will be formed with many shapes (triangles, rectangles, pentagons, ...) and sizes, and in many different orientations.

In each circuit

$$\oint p_{\mu}dx_{\mu} = 0 \quad (7.48)$$

since $p_{\mu}^e$ is the phase field for this (single-valued) wave function. (We are using a plane-wave electron for simplicity. The Fourier composition of wave functions will be considered in Section XIV).

We see that the phase field of an electron wave is more than just the electron’s 4-momentum. It represents the entire wave function of a plane-wave electron. (It is probably useful to think of it as a differential form$^{[61]}$.)

But now consider Figure 10. A photon is propagating on one of the line pairs, hence on only one leg of one or more closed circuits.

For this line pair, the number of oscillations per unit length has increased and so the phase field is

$$p_{\mu}^\gamma = p_{\mu}^e + p_{\mu}^\gamma \quad (7.49)$$

the sum of the 4-momenta of the electron and the photon. Hence, since this photon is propagating along only one of the line pairs, we must have (from $(6.38)$)

$$\oint (p_{\mu}^e + p_{\mu}^\gamma)dx_{\mu} = \oint p_{\mu}^\gamma dx_{\mu} = nh \quad (7.50)$$

so that the photon’s momentum and energy are quantized. For the electron’s wave function to be single valued in the presence of the photon, $(6.38)$ must hold. Thus $(6.38)$ must hold for all quanta, not just flux quanta.

Consider a circuit at fixed time (Figure 10). With $p_{\gamma}$ (and hence the direction of the relevant line pair) defined to be in the $\hat{z}$-direction, equation $(7.50)$ becomes

$$\oint p_{\gamma} \cdot dx = -p_{\gamma} \lambda = (-1)h \quad (7.51)$$

so that

$$p_{\gamma} = \frac{h}{\lambda} \quad . \quad (7.52)$$

We presume that the length of one photon is the wavelength $\lambda$, since it is the smallest length satisfying periodic boundary conditions—bringing the two lines back to their quiescent condition.

Consider a circuit at fixed $z$ (Figure 11 with $p_{\gamma}$ still in the $\hat{z}$-direction)

$$\oint E_{\gamma} dt = E_{\gamma}T = (1)h \quad (7.53)$$

where we presume the photon passes in a time interval of one period $T = 1/\nu$ (the smallest time duration satisfying periodic boundary conditions). So

$$E_{\gamma} = h\nu \quad (7.54)$$

and the photon must be quantized if it is to propagate on a line pair through the superconducting ether.

To consider whether or not a photon can exist we must integrate over the relevant line pair for at least a wavelength $\lambda$ or a period of time $T$ and close the integral on nearby line pairs without excitation. If the quantization
condition \((7.50)\) is satisfied, apparently the constant radial separation of the two lines of the helical photon is maintained at \(2d_0\). This explains how a sine wave can start and stop instantly. The two lines of the photon are in general \textit{not isolated} if the quantization condition \((7.50)\) is satisfied. The situation is similar to Figure 5 where currents in the ether maintain a flux quantum.

We observe from equations \((7.50)\) and \((6.38)\) that the quantization of the photon really does not depend on the photon being an excitation of any particular electron’s wave function. It is a property of the mesh of superconducting lines that comprises the ether—and forms the wave functions of all electrons.

D. The Electromagnetic Field of the Helical Photon

Even though we will show that the transverse motion of the helical photon is nonrelativistic, we attempt to make no approximations (beyond the large radius of curvature approximation, which is well satisfied), because we will obtain precise results. We perform separate local Lorentz transforms (using \((7.34)\) or \((7.35)\) as appropriate) on the electromagnetic field \((6.62) (6.63)\) in the rotating frame to find the electromagnetic fields of line 1 and line 2 in the lab:

\[
\mathbf{E}_1 = -\gamma \mathbf{\beta}_1 \times \mathbf{B}^*(1) = \gamma |\ell_z|kd_0 B^*(1)(-\hat{y}^*) \quad (7.55)
\]

\[
\mathbf{B}_1 = \gamma |\ell_z| B^*(1)(+\hat{z} + kd_0 \hat{x}^*) \quad (7.56)
\]

\[
S = \frac{c}{4\pi} \gamma^2 |\ell_z|^2 k d_0 \left\{ \gamma kd_0 \left[ B^*(1)^2 + 2B^*(1)B^*(2) + B^*(2)^2 \right] - \hat{x}^* \left[ B^*(1)^2 - B^*(2)^2 \right] \right\} \quad (7.61)
\]

which shows that some energy is directed along the \(\hat{z}\)-axis and some energy circulates about the \(\hat{z}\)-axis. At fixed \(z\), the energy flow per unit time is given by

\[
\frac{dz}{dt} E = \int d^2 \rho \mathbf{S} = \frac{\hat{z}}{2c^2} |\ell_z|^2 (kd_0) \frac{\hat{y}^* (1 + u_0 K_1(u_0))}{a^2} \quad (7.62)
\]

with

\[
u_0 = \frac{2d_0}{a} \quad (7.63)
\]

and is totally in the \(\hat{z}\)-direction. (As for \((7.44)\) we take into account the tilt of both Bessel functions with respect to the \(\hat{z}\)-axis.) We wish to find the energy in one photon,

\[
E_2 = -\gamma \beta_2 \times B^*(2) = \gamma |\ell_z|kd_0 B^*(2)(-\hat{y}^*) \quad (7.57)
\]

\[
B_2 = \gamma |\ell_z| B^*(2)(-\hat{z} + kd_0 \hat{x}^*) \quad (7.58)
\]

\[
\gamma = \frac{1}{\sqrt{1 - (kd_0)^2}} \quad |\ell_z| = \frac{1}{\sqrt{1 + (kd_0)^2}} \quad (7.59)
\]

The velocity of the entire cross section of each line is the velocity of its centerline in accord with Section \[7.5E\]. We note that the transverse components of \(\mathbf{E}\) and \(\mathbf{B}\) are equal for both lines and the transverse fields of the two lines add—but the net field in the \(\hat{z}\)-direction is zero.

E. The Energy of the Helical Photon

The Poynting vector of the helical photon, expressing the flow of energy per unit area per unit time, is given by

\[
\mathbf{S} = \frac{c}{4\pi} \mathbf{E} \times \mathbf{B} \quad (7.60)
\]

\[
E_\gamma. \text{ It should be given by the energy passing a fixed } z \text{ in one period.}
\]

\[
E_\gamma = \int_0^T dt \frac{dE}{dt} = 2cT \gamma |\ell_z| \frac{4\pi^2}{\lambda^2} \left( \frac{d_0}{a} \right)^2 \frac{h}{\alpha} (1 + u_0 K_1(u_0)) \quad (7.64)
\]

\[
E_\gamma = \frac{\gamma |\ell_z|}{\lambda} \left( \frac{d_0}{a} \right)^2 \frac{h^2 c^2}{2\alpha} (1 + u_0 K_1(u_0)) \quad (7.65)
\]

If we want to compare with measured photon energies we must make a \textit{binding energy correction}, because when the line pair transfers the photon energy to an atom, the photon must provide the energy necessary to separate the lines, because one line will go to an electron...
and the other to the nucleus. So we see that the overlap term containing \( u_0 K_1(u_0) \) clearly does not belong in the energy transferred to an atom. We assert that the corrected energy \( E_{\gamma-corr} \) transferred to an atom is just (7.65) without the overlap term, because it gives the sum of the electromagnetic energies transferred by each line separately. We presume that in the process of the lines separating, angular momentum about the common mode centerline is conserved, because the force between the lines is central—between the centers. So we can check our method by calculating the angular momentum about the common mode center—i.e., the spin of the photon. This binding energy correction is approximately a factor of two decrease in the energy.

Using similar reasoning we can also neglect the effects of the photon quantization currents on the energy of the traveling photon because this energy is not transferred to the absorbing atom. Quantization current effects are also part of the photon binding energy.

Using the above correction we find

\[
E_{\gamma-corr} = \frac{\gamma |\ell_z|}{\lambda} \left( d_0 \right)^2 \frac{h^2 c^2}{2e_0^2} = \hbar c = \frac{\hbar c}{\lambda} \quad . (7.66)
\]

so

\[
\gamma |\ell_z| \left( d_0 \right)^2 = \frac{\hbar c}{8\pi^2 e_0} = \frac{e_0^2}{\pi \hbar c} \quad . (7.67)
\]

We will show that when the large radius of curvature approximation is satisfied \( \gamma |\ell_z| \) is very close to 1. Hence the quantization of the helical photon implies that the amplitude of the photon wave is an absolute constant!

If we assume that \( \varepsilon = 1 \) near the Earth (as we will infer from Section XVI D), we have

\[
\left( d_0 \right)^2 \frac{e_0^2}{\pi \hbar c} = 2.32 \times 10^{-3} \quad \frac{d_0}{a} = 0.0482 \quad . (7.68)
\]

The angular momentum about a given point on the common mode centerline of the pair is given by

\[
L_{em} = \int d^3 x \times \left( \frac{1}{4\pi c} E \times B \right) = \int d^3 x \times \frac{S}{c^2} \quad . (7.74)
\]

so at fixed \( z \) the angular momentum per unit length is

\[
\frac{dL_{em}}{dz} = \int d^2 \rho \times \frac{S}{c^2} \quad . (7.75)
\]

Perhaps the easiest way to evaluate (7.75) is to realize that in taking moments of momentum, the entire momentum of each line can be considered to act at its centerline (center of momentum). So, for example, for a term involving \( B^x(1)^2 \) we have

\[
\int d^2 \rho \times \frac{1}{4\pi c} \gamma^2 |\ell_z|^2 k d_0 (\hat{x} \times B^x(1)^2)
\]

\[
= \frac{1}{4\pi c} \gamma^2 |\ell_z|^2 k d_0 \left[ \int d^2 \rho \times B^x(1)^2 \right] \times (\hat{x}) \quad . (7.76)
\]

\[
= \frac{1}{4\pi c} \gamma |\ell_z| k d_0 \left[ \int d^2 \rho_1 \times B^x(1)^2 \right] \times (\hat{x}) \quad . (7.77)
\]

\[
= \frac{1}{4\pi c} \gamma |\ell_z| k d_0 \left[ d_0 \hat{y} \times \int d^2 \rho_1 B^x(1)^2 \right] \times (\hat{x}) \quad . (7.78)
\]

\[
= \frac{g_0^2}{c} \gamma |\ell_z| k \left( \frac{d_0}{a} \right)^2 \hat{z} \quad . (7.79)
\]

F. The Spin of the Helical Photon

For helical geometry the large radius of curvature approximation

\[
\frac{a}{R_0} = k^2 d_0 a = 0.303 \left( \frac{\alpha}{\lambda} \right)^2 < 1.2 \times 10^{-24} \ll 1 \quad (7.73)
\]

is well justified, for a visible photon.

In Figures 12 and 13 current distributions are shown with which the quantization condition could be maintained. In Figure 12 currents running on the outside surfaces of the line pairs tend to decrease the radial separation of the central pair, and in Figure 13 currents are shown which tend to separate the central pair. The dominant contributions are likely to come from the currents running on the outer surfaces of the central pair. Currents in the same direction attract. Currents in the opposite direction repel. Hence in their simplest configuration, the photon quantization currents could form a loop around the outer surfaces of the central line pair for the length of the photon (one wavelength).
Therefore the spin of the photon is given by the angular momentum in one wavelength:

\[
\frac{dL_{em}}{dz} = \frac{2g_0^2}{c} \gamma |\ell_z| k (\frac{d_0}{a})^2 \hat{z}
\]

(7.80)

\[
\text{Spin}_\gamma = \frac{dL_{em}}{dz} \lambda = \frac{4\pi g_0^2}{c} \frac{hc}{8\pi^2 g_0^2} \hat{z} = \hbar \hat{z}
\]

(7.81)

Assuming the binding energy correction is valid, this result is exact except for the large radius of curvature approximation (7.73).

G. Generality of the Quantization Conditions

Figures 9, 10, and 11 are simplifications. We will see (Section VIII D) that the typical spacing of line pairs is less than $10^{-13} m$, whereas the wavelength of a green photon is $5 \times 10^{-7} m$. Thus the quantization of the photon involves many closed circuits. From Figures 12 and 13, the currents which maintain the quantization of the helical photon, i.e. the constancy of the photon amplitude, can be complex and, as with Figure 5, we do not have a detailed understanding, beyond the quantization condition itself, of what makes the currents flow as they do. But apparently such flow is required for single-valued wave functions, and so it happens. We have made progress with our classical picture but are now meeting difficulty in understanding the quantization condition itself.

An atom generates each photon on the relevant line pair, which acts as a transmission line. Once the photon exists and satisfies the quantization condition (7.50), apparently it is maintained by the quantization currents as it transmits the universe until it is absorbed by another atom, eventually. Apparently these photon quantization currents persist forever, like currents in a superconducting loop, which is apparently what they are.

We see from the fact that (7.50) and (7.38) are identical, that this quantization condition is a completely general result applying to the phase field of any particle traveling in the superconducting ether. The ether is a multiply connected superconductor. In particular this quantization condition must hold for any excitation of a line pair. It is not restricted to particles traveling at the speed of light, and must hold for matter waves and gravitational waves, as well as electromagnetic waves. We can now identify a matter wave as a gravitational (i.e. common mode) wave which is stimulated by a particle, so that it does not travel at the velocity of light, but rather travels with the particle. It is the particle’s wave function.

H. The Tension of a Line Pair

In the case that there are no excitations of the line pairs under consideration we have

\[
\oint p_\mu dx_\mu = 0 = -\int p_\mu \cdot dx
\]

(7.82)

for any closed loop at a fixed time. If there were a change in the radial separation of any line pair in the circuit, this change would necessarily be quantized, contrary to our assumption. Hence the radial separation in quiescent common mode and the tension of a line pair

\[
\tau_0 = \frac{g_0^2}{a^2} \left[ 1 - u_q K_1(u_q) \right] + \tau_{qc}
\]

(7.83)

must be constant for the whole universe at a given time. Here \(\tau_{qc}\) is the tension (energy per longitudinal length) associated with the quantization currents for this line pair. It is convenient to think of the quantization currents in this case as flowing in opposite directions on the outer surfaces of each pair. These currents are likely to be the dominant quantization currents. We assume that they also persist forever. The radial separation, the line-pair tension and the quantization currents, however, must change with time as the universe expands, reflecting the conservation of energy. Apparently this line pair tension and radial separation is a measure of world time [62].
VIII. THE ELECTRON

A. Dirac’s Pole Current

We use Dirac’s pole current formalism to find the electromagnetic field of the poles at the ends of a line.

\[ \tilde{F}^{\alpha\beta}(x) = -4\pi g_0 \int d\tau d\sigma \left( \frac{\partial y^\alpha}{\partial \tau} \frac{\partial y^\beta}{\partial \sigma} - \frac{\partial y^\beta}{\partial \tau} \frac{\partial y^\alpha}{\partial \sigma} \right) \Delta^4(x - y) \]  
(8.1)

with from \( \delta(\tau' - \tau) \delta(\xi_x - \xi_y) \frac{1}{2\pi a^2} K_0(\rho^*/a) \).  
(8.2)

The pole current is defined by the extension of Maxwell’s equations if magnetic poles were to really exist:

\[ \frac{4\pi}{c} K^\beta = \frac{\partial \tilde{F}^{\alpha\beta}}{\partial x^\alpha} = -4\pi g_0 \int d\tau d\sigma \left( \frac{\partial y^\alpha}{\partial \tau} \frac{\partial y^\beta}{\partial \sigma} - \frac{\partial y^\beta}{\partial \tau} \frac{\partial y^\alpha}{\partial \sigma} \right) \frac{\partial \Delta^4(x - y)}{\partial x^\alpha} \]  
(8.3)

\[ = +4\pi g_0 \int d\tau d\sigma \left( \frac{\partial y^\alpha}{\partial \tau} \frac{\partial \Delta^4(x - y)}{\partial \sigma} - \frac{\partial y^\beta}{\partial \tau} \frac{\partial \Delta^4(x - y)}{\partial \sigma} \right) \]  
(8.4)

\[ = +4\pi g_0 \int d\tau d\sigma \left( \frac{\partial y^\beta}{\partial \tau} \frac{\partial \Delta^4(x - y)}{\partial \sigma} - \frac{\partial y^\beta}{\partial \tau} \frac{\partial \Delta^4(x - y)}{\partial \sigma} \right) \]  
(8.5)

After an integration by parts we obtain the pole current

\[ K^\beta = g_0 c \left[ \int d\sigma \frac{\partial y^\beta}{\partial \sigma} \Delta^4(x - y) \bigg]_{\tau_f}^{\tau_i} - \int d\tau \frac{\partial y^\beta}{\partial \tau} \bigg \|^{\sigma_f}_{\sigma_i} \right] . \]  
(8.6)

If we presume that \( \tau_i \) and \( \tau_f \) are sufficiently distant that they are of no concern, the pole current becomes

\[ K^\beta = -g_0 c \int d\tau \frac{\partial y^\beta}{\partial \tau} (\sigma_f) \Delta^4(x - y) + g_0 c \int d\tau \frac{\partial y^\beta}{\partial \tau} (\sigma_i) \Delta^4(x - y) \]  
(8.7)

\[ K^\beta = -g_0 c \frac{\partial y^\beta}{\partial \tau} (\sigma_f) \delta(\xi_x - \xi_{fy}) \frac{1}{2\pi a^2} K_0(\rho_f^*/a) + g_0 c \frac{\partial y^\beta}{\partial \tau} (\sigma_i) \delta(\xi_x - \xi_{yi}) \frac{1}{2\pi a^2} K_0(\rho_i^*/a) \]  
(8.8)

We get our expectation for a pole current from each end of the line of finite size except for the signs of both poles. The reason is that we actually cut off the integral over the line too soon. The dual field actually extends to infinity beyond the ends of our line. So by cutting off the dual field at the mechanical end of the line, we are absorbing the dual field field at the end of the line. This is the reason for the incorrect signs.

Contrary to our view Dirac, excluded the line from physical reality because he wanted the pole field to appear as a monopole, in the space external to the line. Therefore we take our dual field as the negative of Dirac’s dual field.

In our model Maxwell’s equations are satisfied everywhere, and the pole current is actually 0.
\[
\frac{\partial F_{\alpha\beta}}{\partial x^\alpha} = 0 \quad (8.9)
\]

\[
K^\beta_{\text{eff}} = +g_0c \frac{\partial y^\beta}{\partial \tau} (\sigma_f) \delta(t^e_x - t^e_y) \frac{1}{2\pi a^2} K_0(\rho^*_i/a) - g_0c \frac{\partial y^\beta}{\partial \tau} (\sigma_i) \delta(t^e_x - t^e_y) \frac{1}{2\pi a^2} K_0(\rho^*_i/a) \quad (8.10)
\]

The field which appears to be absorbed in the superconducting field, because we cut off the integral too soon, actually exits the line and spreads out in all directions. We assume, without justification, that there is simply a sharp, clean break at the end of the line—the superconducting field and the supercurrent simply stop. The implications of this simple phenomenological assumption are rich and interesting.

Using Maxwell’s equations and substitutions with the standard Lienard-Wiechert potentials, we can show that in the superconducting field:

\[
\nabla^2 \mathbf{E} - \frac{\partial^2 \mathbf{E}}{\partial \tau^2} = \frac{1}{a^2} \mathbf{E} \quad (8.11)
\]

\[
\nabla^2 \mathbf{B} - \frac{\partial^2 \mathbf{B}}{\partial \tau^2} = \frac{1}{a^2} \mathbf{B} \quad (8.12)
\]

Therefore the electromagnetic field at the break at the end of a line should act as a source for the electromagnetic field beyond the line, which satisfies the homogeneous wave equation.

\section{B. The Electromagnetic Field of the Bare Electron-Pole}

We will see that the bare positron-pole (using positive charge for convenience) bounces around (zitterbewegung) so rapidly that a proper treatment of the shape of the field of the bare positron-pole is unnecessary, as long as the total outward flux is correct. In the limit \(a \to 0\) we simply find

\[
K^\beta_{\text{eff}} = +g_0(c, v_f) \delta^3(x - y_f) - g_0(c, v_i) \delta^3(x - y_i) \quad (8.13)
\]

the current of point poles. Therefore we can use the standard Lienard-Wiechert potentials with the substitutions

\[
e \to g_0 \quad \mathbf{E} \to \mathbf{B} \quad \mathbf{B} \to -\mathbf{E} \quad (8.14)
\]

to find the electromagnetic field of the bare positron-pole

\[
\mathbf{B} = g_0 \left[ \frac{\hat{r} - \beta(1 - \beta^2)}{\kappa \beta^2} \right]_{\text{ret}} + g_0 \left[ \hat{r} \times \left\{ \frac{\hat{r} - \beta}{\kappa \beta^2} \right\} \right]_{\text{ret}} \quad (8.15)
\]

But we can use Dirac’s pole current method to find the effective pole current outside the ends of our lines just by reversing the signs of the pole currents:

\[
\mathbf{E} = - \left[ \hat{r} \times \mathbf{B} \right]_{\text{ret}} \quad (8.16)
\]

\[
\mathbf{r} \equiv \mathbf{x} - \mathbf{y} \quad (8.17)
\]

and where the expressions in brackets are evaluated at the retarded time

\[
t' = t - \frac{r(t')}{c} \quad (8.18)
\]

\[
\frac{1}{c} \frac{\partial \beta}{\partial \tau} \equiv \dot{\beta} \quad (8.19)
\]

\[
\kappa \equiv 1 - \hat{r} \cdot \beta(t') \quad . \quad (8.20)
\]

(The bare positron-pole will acquire it’s electric charge in Section VIII E and then be called the bare positron.)

The field of the bare electron-pole is similar, coming from the negative pole in \(8.13\). The line field is, of course, present, but it is quantized and shielded by a superconducting sheath, so we can often neglect its interaction (Section VI A) with the surrounding line pairs.

In Section V A we saw that without considering interactions, the end of a line moves at the speed of light transverse to the line. It is interesting to note that, if the bare positron-pole moves at the speed of light, its electromagnetic field (\(8.15\),\(8.16\)) is well behaved. In fact, we can see that in the absence of acceleration (\(\beta = 0\)), the electromagnetic field of the bare positron-pole is actually \(0\) at the speed of light.

In this universe, however, electromagnetic fields are always present. We will see that in the presence of external fields the speed of the bare positron-pole is less than the speed of light—but, unless the bare positron-pole is in a very strong field, its speed will be close to the speed of light.

So the natural state of the end of a line is to move near the speed of light transverse to the line. This is in great contrast to our concept of a point particle whose natural state is to remain at rest. Evidently, this is because the end of a line carries no inertia.
C. Self Interaction of the Bare Electron-Pole

To solve the equations of motion for the bare positron-pole, we need to find the average of the line’s dual field (8.1) over the cross section of the line at the end points. In the rest frame of the bare positron-pole we find

\[ \langle \tilde{F}^{\alpha\beta}(\sigma_f) \rangle = -\frac{g_0}{a^2} \frac{d\sigma^*}{d\ell^*} (\dot{y}^\alpha \dot{y}^\beta - \dot{y}^\beta \dot{y}^\alpha) \quad . \tag{8.21} \]

Since \( \tau^* \equiv s \) is the proper time, the vector

\[ \dot{y}^{*\alpha} = \frac{\partial y^{*\alpha}}{\partial s} \tag{8.22} \]

is a 4-vector. After transformation to the lab, the transformed vector is

\[ \frac{\partial y^\alpha}{\partial s} = \gamma \frac{\partial y^\alpha}{\partial \tau} = \gamma \dot{y}^\alpha \tag{8.23} \]

remembering our definition of \( \tau \) (see (6.6)). Hence in the lab we find

\[ \langle \tilde{F}^{\alpha\beta}(\sigma_f) \rangle = -\frac{g_0}{a^2} \frac{d\sigma^*}{d\ell^*} \gamma (\dot{y}^\alpha \dot{y}^\beta - \dot{y}^\beta \dot{y}^\alpha) \quad . \tag{8.24} \]

In order to deal with the end of a line we pick the directions defined by \( \sigma^* \) and \( \sigma \) to be transverse to the motion. (So they are no longer necessarily in the \( \hat{z} \) direction.) Then using the fact that \( \partial y^{*\alpha}/\partial \sigma^* \) and \( \partial y^\alpha/\partial \sigma \) are both 4-vectors, we find

\[ \frac{d\ell^*}{d\sigma^*} = \frac{\sqrt{1 - \beta_\perp^2}}{\sqrt{1 - \beta^2}} \frac{d\ell}{d\sigma} \tag{8.25} \]

and so

\[ \langle \tilde{F}^{\alpha\beta}(\sigma_f) \rangle = -\frac{g_0}{a^2} \frac{d\sigma}{d\ell} \gamma (\dot{y}^\alpha \dot{y}^\beta - \dot{y}^\beta \dot{y}^\alpha) \quad . \tag{8.26} \]

D. Motion of the Bare Electron-Pole

In the presence of interactions, the boundary conditions (6.14) which must be satisfied at the ends of a line become

\[ \left[ \frac{\partial L_{tot}}{\partial y^\mu} \right]_{\sigma_i}^{\sigma_f} \bigg|_{\sigma_i} = 0 \tag{8.27} \]

and since \( \delta y^\mu \) is in general not zero, we obtain

\[ \left[ \frac{\partial L_m}{\partial y^\mu} + \frac{g_0}{c} \dot{y}^\alpha \langle \tilde{F}^\alpha\mu \rangle \right]_{\sigma_i}^{\sigma_f} = 0 \tag{8.28} \]

or at each end point

\[ \frac{\partial L_m}{\partial y^\mu} + \frac{g_0}{c} \dot{y}^\alpha \langle \tilde{F}^\alpha\mu \rangle_{\text{self}} + \frac{g_0}{c} \dot{y}^\alpha \langle \tilde{F}^\alpha\mu \rangle_{\text{external}} = 0 \tag{8.29} \]

where \( \partial L_m/\partial y^\mu \) is given by (6.11). The self interaction term is simply twice the mechanical term, so the equation of motion for either end point becomes

\[ \beta_\ell \, u^\mu_\perp + \sqrt{1 - \beta_\perp^2} \, (0, \hat{\ell})^\mu = -\frac{1}{B_0} \left( \beta \cdot B, \, B - \beta \times E \right) \tag{8.30} \]

where

\[ B_0 \equiv \frac{3g_0}{2a^2} \tag{8.31} \]

is a very strong field \( (3/2 \text{ times the average of the self field}) \). We define \( \hat{e}_3 \) as the direction of the component of the electric field which is perpendicular to the line \( (\hat{\ell}) \)

\[ E = E_\ell \hat{\ell} + E_3 \hat{e}_3 \tag{8.32} \]

and we also define

\[ \hat{e}_\perp = \hat{e}_3 \times \hat{\ell} \quad . \tag{8.33} \]

We assume that the velocity of the bare positron-pole is perpendicular to \( \hat{e}_3 \)

\[ \beta = \beta_\ell \hat{\ell} + \beta_\perp \hat{e}_\perp \tag{8.34} \]

so the equations of motion become

\[ \text{time} : \quad \frac{\beta_\ell}{\sqrt{1 - \beta_\perp^2}} = -\frac{1}{B_0} \left( \beta_\ell B_\ell + \beta_\perp B_\perp \right) \tag{8.35} \]

\[ \hat{\ell} : \quad \sqrt{1 - \beta_\perp^2} = -\frac{1}{B_0} (B_\ell - \beta_\perp E_3) \tag{8.36} \]

\[ \hat{e}_\perp : \quad \frac{\beta_\ell \beta_\perp}{\sqrt{1 - \beta_\perp^2}} = -\frac{1}{B_0} (B_\perp + \beta_\ell E_3) \tag{8.37} \]

\[ \hat{e}_3 : \quad 0 = -\frac{1}{B_0} (B_3 + \beta_\perp E_\ell) \quad . \tag{8.38} \]

Usually we can neglect the averaging requirement for the external electromagnetic field, if it does not vary too rapidly over the cross section of the line. We use a simplified notation without averaging, but, in principle, we always have to take the average in the rest frame of the
the appropriate orientation of \( \hat{e} \) of the line must orient itself such that the Lorentz force on the moving pole is zero. This requires the magnetic field to be opposite the magnetic field of the line, i.e., the line orients both of its ends so that the external magnetic field is perpendicular to the line. The main causes of the external field change radically in both magnitude and direction and are both zero.

Next we consider the case where the electric field and the magnetic field are perpendicular as is often the case with electromagnetic waves and is true of the field of another moving pole (8.15–8.16). In this case we can solve the equations of motion with the following presumptions:

1) At each end of the line, \( \hat{e} \) aligns opposite the external magnetic field.
2) The external electric field defines the direction of \( \hat{e}_3 \), perpendicular to \( \hat{e} \) (\( E_3 > 0 \)).
3) Then \( \beta_\ell = 0 \) and the velocity of the bare positron-pole is in the direction \( \hat{e}_\perp \) (so \( \mathbf{E} \times \mathbf{B} \) perpendicular to the line), and the value of \( \beta_\perp \) can be found from (8.36).
4) Equation (8.38) is satisfied because \( B_3 \) and \( E_\ell \) are both zero.

So we have the solution for the motion of the bare positron-pole in the case that the external electric and magnetic induction fields are perpendicular. The bare positron-pole carries no inertia so it responds to the field conditions instantaneously, as it moves and the external fields change. In the general case where \( E_\ell \neq 0 \), the end of the line must orient itself such that the \( \hat{e}_3 \) component of the Lorentz force on the moving pole is 0. This requires a nonzero value of \( B_3 \). If \( \mathbf{E} \cdot \mathbf{B} = EB\sin\alpha \), it is easy to find the appropriate orientation of \( \ell \) if \( \alpha \) is small. The general case requires the solution of a transcendental equation. (See Appendix C.

In all cases we use (8.36) to find the velocity of the moving pole:

\[
\beta_\perp = \frac{B_\ell E_\ell \pm B_\ell \sqrt{B_0^2 + E_3^2 - B_\ell^2}}{B_0^2 + E_3^2} \tag{8.41}
\]

and

\[
\sqrt{1 - \beta_\perp^2} = \frac{-B_\ell B_0 \pm E_3 \sqrt{B_0^2 + E_3^2 - B_\ell^2}}{B_0^2 + E_3^2} \tag{8.42}
\]

where the \( \pm \) sign takes the same value in both equations. We see from (8.42) that we must have the + sign because \( B_\ell \) and \( E_3 \) are independent, i.e. \( B_\ell \) could be zero. Hence the velocity of the bare positron-pole is given by

\[
\beta_\ell = \frac{B_\ell E_\ell + B_0 \sqrt{B_0^2 + E_3^2 - B_\ell^2}}{B_0^2 + E_3^2} \tag{8.43}
\]

Using the minimal value of the line-pair density of the ether given by (6.10) we can estimate \( \ell_{typ} \), the typical distance between line pairs

\[
\sqrt{\frac{dn}{dA}} = \frac{1}{\ell_{typ}} \tag{8.45}
\]

We find

\[
\ell_{typ} = 1.46 \times 10^{-13} m \tag{8.46}
\]

and hence

\[
\Delta t_{typ} = 4.87 \times 10^{-22} s \tag{8.47}
\]

is the typical time between collisions of the bare positron-pole with line pairs at the minimal density of (6.10). During each collision the external electromagnetic field changes radically in both magnitude and direction and the bare positron-pole travels near the velocity of light in a new direction. The main causes of the external field are

1) reflection of the pole field (8.15–8.16) by the superconducting line pairs (see 8.72 and 8.76), and
2) currents in closed superconducting loops, stimulated by the pole magnetic field, bringing the magnetic flux linking each loop to zero because of flux quantization.

Thus the motion of the bare positron-pole is zitterbewegung, jittery random-walk motion with a very short time between collisions. Even though the bare positron-pole is traveling near the velocity of light, for many purposes it can be considered at rest in a frame traveling at a much smaller velocity.

Contrary to the general rule (Section VII C) this zitterbewegung motion is not quantized, because the end of a line (electron) is not part of a closed loop.
E. Charge of the Electron

At this point we are forced to make an assumption which does not follow from the Principle of Least Action applied to the superconducting line. In order to agree with experiment we need to essentially put the appropriate electric charges at the ends of each line. We will try to do this so that the electron receives the correct charge and also the correct spin. We can do this while avoiding questions about how we attach the charge by assuming that in exiting the end of a line the electromagnetic field undergoes a phase transition. We are implying that the core of a line is a third phase, in addition to the superconducting field and normal space outside the line.

In the rest frame of the bare positron-pole (still using positive charge for convenience), this phase transition is given by

\[(magnetic\ field, electric\ field) = (B_{\text{pole}}, 0)_{\text{core}} \rightarrow (B_{\text{pole}}, \frac{e_0}{g_0} B_{\text{pole}})_{\text{outside}} \] (8.48)

where, outside the line,

\[B_{\text{pole}} = \frac{g_0}{r^2} \hat{r} \] (8.49)

is the expected magnetic induction field of a point pole. The magnetic induction \(B\) is constant across the phase boundary, so that the Maxwell equations are satisfied in this phase transition. The conservation of charge is not violated since an electron and positron are assumed to be pair produced when a line breaks.

Assumption (8.48) is equivalent to the transformation on the charges

\[(magnetic\ charge, electric\ charge) = (g_0, 0)_{\text{core}} \rightarrow (g_0, e_0)_{\text{outside}} \] (8.50)

and so is our model for the origin of electric charge.

We can take our new assumption about charges conveniently into account with the substitution

\[g_0 \rightarrow f_0 \equiv g_0 + i e_0 = \mu g + i \varepsilon e \] (8.51)

in equation (8.15). Then if \(B_{g_0}\) is equation (8.15) and \(E_{e_0}\) is equation (8.16) with the replacement \(g_0 \rightarrow e_0\), we can express the total electromagnetic field \((except\ the\ line\ field)\) of the bare positron as a complex vector in the form

\[F_{\text{Total}} = B_{\text{Total}} + i E_{\text{Total}} = (B_{g_0} + i E_{e_0}) - i \hat{r} \times (B_{g_0} + i E_{e_0}) \] (8.52)

\[= F_{f_0} - i \hat{r} \times F_{f_0} \] (8.53)

where \(F_{f_0}\) is just (8.15) with the substitution \(g_0 \rightarrow f_0\). It will be convenient to use this complex notation. The real field comes from the magnetic charge, and the imaginary field (which, of course, is actually physical) comes from the electric charge. Thus we are saying that the bare positron is almost a dyon\(^{[64]}\), but with a spin-dependent magnetic charge.

In Section VIII D the motion of the bare positron-pole was discussed entirely on the basis of the Principle of Least Action applied to the superconducting line, before making our assumption on the origin of electric charge (8.50). We note that the equations of motion (8.28) or (8.29) do not involve the bare positron-pole’s pole field if we evaluate the self field just inside the end of the line. They do involve the pole field if we evaluate the self field just outside the line. Our assumption (8.50) makes a difference only outside the line. With or without this assumption the dominant external electromagnetic field will be due to the reflection (including the role of current loops) of the electromagnetic field of the bare positron. We, therefore, presume that the character of the motion of the bare positron (zitterbewegung) is unchanged by our assumption on the origin of electric charge (8.50). We prove that this is true in Appendix C2. However, by adding an electric charge, we have added angular momentum (spin) to the end of each line. This will affect
the orientation of each end of the line. So far we do not have a model of the magnetic moment of the electron or positron, so we expect our results for the orientation of the end of each line to be incorrect. Nevertheless we presume that the microscopic motion of the bare positron is still zitterbewegung.

From Section [VIII.D] we expect rapid changes in the external electromagnetic field felt by the bare positron on a time scale of about \(10^{-22}\) s or less. (With a higher line-pair density of the ether, this time would be shorter.) No measurement device in human possession can measure this time dependence, so we consider the electromagnetic field averaged over a time interval of

\[
\Delta t_{\text{meas}} = 10^{-15} \text{s} \quad (8.54)
\]
during which there are at least \(10^6\) collisions, enough to form a reliable measurement of the average field.

Note that although the bare positron is rapidly accelerating, it does not radiate because the magnetic induction field is blocked by the closed loops maintaining flux quantization. Hence we can see immediately that

\[
\langle B_{\text{mac, bare positron}} \rangle = 0 \quad (8.55)
\]
the time-averaged magnetic induction field is zero at macroscopic distances from the positron. The magnetic induction field is reflected back toward the bare positron with no energy loss (by superconducting loops), where it is reflected again by other current loops, and again, and again until the sense of direction of the field is lost, because the current loops are in random orientations. Hence, effectively, all the magnetic induction field from the bare positron is contained in a very small region near the moving positron, and so in this region, it is very intense.

We work in the effective rest frame of the bare positron—the frame in which it is at rest over \(\Delta t_{\text{meas}}\) and hence

\[
\langle \beta \rangle_{\Delta t_{\text{meas}}} = 0 \quad . \quad (8.56)
\]
If we average over the bare positron’s spin and are far from any masses the only unique vector is in the direction

\[
\langle \hat{r} \rangle_{\Delta t_{\text{meas}}} \approx \hat{r} \quad (8.57)
\]
which we presume is reasonably constant over \(\Delta t_{\text{meas}}\).

Hence in finding the average electromagnetic field of the positron we can see that all terms transverse to \(\hat{r}\) average to zero. Hence

\[
\langle \hat{r} \cdot \mathbf{F}_{\text{free}} \rangle = \langle \hat{r} \cdot (\mathbf{B}_{\text{free}} + i \mathbf{E}_{\text{free}}) \rangle = \frac{f_0}{\kappa^2} \frac{1 - \beta^2}{\kappa^2} = \frac{f_0}{\kappa^2} \quad (8.58)
\]
the average microscopic electric field near the bare positron is given by

\[
\left\langle \mathbf{E}_{\text{free}} \right\rangle = \frac{e_0}{\kappa^2} \hat{r} \quad . \quad (8.59)
\]
The macroscopic electric field of the positron is

\[
\mathbf{E}_{\text{mac}} = \frac{e_0}{\varepsilon^2 r^2} \hat{r} = \frac{e}{r^2} \hat{r} \quad (8.60)
\]
as expected. Thus the measured charge of the positron is

\[
e = \frac{e_0}{\varepsilon} \quad (8.61)
\]
when the dielectric constant of the ether is taken into account.

Hence the measured charge of the electron is not constant. It should vary with the dielectric constant of the ether as the universe expands. A portion of the cosmological red shift could be due to the change of this dielectric constant with time. The expected change with time is in the observed direction.

\[\text{F. Effective Magnetic Charge of the Electron}\]

If we ignore the positron’s line field, and ignore, for the moment, magnetic screening due to flux quantization, we can find the effective magnetic charge on the positron (working with positive charge) using the modified Maxwell equation

\[
\nabla \cdot \mathbf{B}_{\text{mac}} = 4\pi \rho_{\text{m-free}} = 4\pi g_0 \delta^3(\mathbf{x} - \mathbf{y}) = \mu \nabla \cdot \mathbf{H} \quad . \quad (8.62)
\]
The magnetic field at macroscopic distances from the positron will be

\[
\mathbf{H} = \frac{g_0}{\mu r^2} \hat{r} = \frac{g}{r^2} \hat{r} \quad . \quad (8.63)
\]
But the magnetic induction field will be

\[
\mathbf{B}_{\text{mac}} = \frac{g_0}{r^2} \hat{r} \quad (8.64)
\]
determined by the strength of the effective free pole (magnetic charge).

Both of these fields will be blocked by screening currents due to flux quantization. We do not yet have a model for these screening currents, but we can at least take these screening currents into account through the use of a screening function \(s(r)\) which cuts off the magnetic field of the positron as it would be, on average, cut off by screening currents.
\[ \mathbf{B}^{\text{mac}} = \frac{g_0}{sr^2} \hat{r} \quad (8.65) \]

The actual shape of the magnetic induction field of a positron will vary from this smooth model according to the actual positions of the closed circuit current loops relative to the particular positron in question. Equation (8.65) just represents the average shape of the magnetic induction field coming from the positron itself. Reflected fields are not included.

G. Spin of the Electron

It is well known\cite{66} that the electromagnetic angular momentum of a point monopole \( g \) in the presence of a point charge \( e \) is

\[ \mathbf{L}_{eg} = \int d^3x \times \left( \frac{1}{4\pi c} \mathbf{E} \times \mathbf{B} \right) = \frac{eg}{c} \hat{z} \quad (8.66) \]

where the angular momentum vector points in the direction from the point charge to the point pole (if both are positive).

Since our model of the positron is almost a dyon, we can calculate the spin of the positron if we assume that the line is filamentary, and that it points in the \( \hat{z} \)-direction, where it can make no contribution to the angular momentum. We obtain

\[ | \text{Spin} \rangle_{\text{positron}} = \frac{e_0 g_0}{c} = \frac{\varepsilon \mu g}{c} = \frac{eg}{c} = \frac{\hbar}{2}. \quad (8.67) \]

This calculation assumes that the line radius is small enough that the point charge and point pole approximations can be used. We also assume that the screening currents are sufficiently far away that they do not affect the calculation. The calculation is independent of the separation between the pole and the charge, but there must be some separation to determine the direction of the spin.

Since there is no natural separation between the charge and the pole in our assumption\cite{50}, we must look to experiment to gain insight. For a positive charge we assume that the spin is in the same direction as the magnetic moment of the line (\( \hat{\ell} \)). (We do not yet have a model of the magnetic moment of the positron.) Figure 14 shows schematically the small separation between pole and charge required to have the spin point in the assumed direction for a positron. Figure \[ \text{14} \] also shows the situation for an electron. For both particles the assumed spin direction is opposite to the line.

It is interesting to note that the microscopic calculation of the spin\cite{60,67} gives the same result as the macroscopic calculation.

\[ \mathbf{L}^{\text{mac}}_{eg} = \int d^3x \times \left( \frac{1}{4\pi c} \mathbf{E}^{\text{mac}} \times \mathbf{H} \right) = \frac{eg}{c} \hat{z} = \frac{\hbar}{2} \hat{z}. \quad (8.68) \]

The microscopic calculation is probably the most relevant since the dominant contributions to either integral\cite{67,68} come from regions very near the pole and charge. The separation between the pole and the charge is the only length involved and defines the importance of contributions to the integrals. In the final integration over the \( z \)-direction, half of the integral is contributed by the region between the pole and charge. Since this separation is apparently very small (see equation \[ 9.22 \]), the approximation that the screening fields do not affect the integral is probably valid.

H. Mass of the Electron

From Sections \[ \text{VIII.D} \] and \[ \text{VIII.E} \] we see that the electromagnetic field of the bare positron (again considering positive charge) does not carry inertia, i.e. mass. In the average rest frame of the bare positron, however, the superconducting ether will certainly respond to the average electromagnetic field of the bare positron. This response implies a potential energy, which we interpret as mass. The wave function of the positron is the response of the ether to the electromagnetic field of the bare positron\cite{67}

\[ \psi = \sum_j \Delta \psi_j(x) \quad (8.69) \]

where the sum is over all line pairs which respond to the bare positron. So the mass of the positron is just the potential energy of its wave function in its rest frame. This response is a discontinuous function of position (as in Section \[ \text{VII.A} \]). It is only defined at equilibrium positions (in absence of distortion) of line pairs. The wave function is a vector field, but it always points toward (or
away from) the average position of the bare positron, so we can take it as a scalar without loss of information.

So the mass of the positron is given by

$$m_e c^2 = \sum_j \left[ \int_{x_i}^{x_f} \tau_j dl_j - \int_{x_i}^{x_f} \tau_0 dz_j \right]$$ (8.70)

where the integrals have the same end points in space, but differing paths. The points in space where the integrals have the same end points in space, we can take it as a scalar without loss of information.

But since the dipole moment per unit length is induced by the electric field of the bare positron, it can be seen that the electromagnetic force causing the response of a line pair falls off like $1/r^5$ where $r$ is the magnitude of the separation from the bare positron’s average position.

The zitterbewegung motion of the bare positron is far too fast to affect the ether’s response. With typical times of $10^{-22}$ s, very large energies would be required for such a response, because all responses are quantized. The ether responds to the average electromagnetic field of the bare positron, as it undergoes its zitterbewegung motion in its wave function. The quantized changes occur over long times and can therefore have low energy.

We calculate the response of a line pair to the average electromagnetic field of the bare positron in its average rest frame, where the calculation is static. If $p$ is the electric dipole moment per unit length of the line pair in question, the electric force per unit length on the line pair is

$$f_e = (p \cdot \nabla) E^{mac}$$ (8.71)

But since the dipole moment per unit length is induced by the electric field of the positron itself we have

$$p = \alpha(\phi) E^{mac}$$ (8.72)

where $\alpha(\phi)$ is the polarizability per unit length of the line pair, which in general depends on $\phi$, the angle between the electric field and the line pair [68]. (See Figure [13]). Hence the electric force per unit length on the line pair

$$f_e = \alpha(\phi)(E^{mac} \cdot \nabla) E^{mac} = \frac{\alpha(\phi)}{2} \nabla (E^{mac})^2$$ (8.73)

is proportional to the gradient of the square of the electric field—dependent of the sign of the charge of the electron or positron. The component of the opposite force along the line pair is the gravitational force on the electron or positron. It is independent of the sign of the charge because it is induced. Hence the electric force which the positron exerts on a line pair is given by

$$f_e = -2\hat{r} \alpha(\phi) \frac{e_0^2}{\varepsilon r^3} - \alpha(\phi) \frac{e_0^2}{r^3} \nabla \varepsilon$$ (8.74)

and is always attractive, as required for the force of gravity in our region of the universe. (We assume that we can neglect the second term in this case because $1/r \gg |\nabla \varepsilon| / \varepsilon$, but see Section [IXB].)

The effective magnetic charge of the positron will also cause a force on our line pair given by [69]

$$[f_m]_i = [(m \times \nabla) \times B^{mac}]_i = \sum_k m_k \nabla_i B_k^{mac}$$ (8.75)

where $m$ is the magnetic moment per unit length of the line pair. The induced magnetic moment is opposite to the applied magnetic induction field

$$m = -\alpha(\phi) B^{mac}$$ (8.76)

where the polarizability is the same as in the electric case. Hence the magnetic force per unit length on a line pair is

$$f_m = -\alpha(\phi) \frac{g_0^2}{s^2 r^5} + \alpha(\phi) \frac{g_0^2}{r^3} \frac{\nabla s}{s^3}$$ (8.78)

repulsive and independent of the dielectric constant of the ether. The screening function $s(r)$ (e.g. $e^{\Lambda r}$) must be positive and strongly increasing as a function of $r$. It can also vary slowly with the position of the positron (e.g. A above could vary) due to extra line pairs from a passing star. Because of this screening, we assume the electric force is dominant, except very close to the positron, and in the case that the dielectric constant of the ether is very large.

Thus the total force per unit length on a line pair is given by

$$f = f_e + f_m$$ (8.79)
FIG. 15: A line pair comes from star 1, through the wave function of a positron on its way toward star 2, where it ends. Star 2 could be very far away (over the horizon).

\[ f = -2\gamma \alpha(\phi) \frac{e_0^2}{e^2 r^5} - \alpha(\phi) \frac{\hat{e}_0^2}{r^4} \nabla \hat{e} + 2\hat{\gamma} \alpha(\phi) \frac{\hat{g}_0^2}{s^2 r^5} + \alpha(\phi) \frac{\hat{g}_0^2}{r^4} \nabla \hat{s} \]  

(8.80)

where \( x \) is any point on the distorted line pair and \( \tau_0 = \tau_0 \hat{z} \) is the initial tension vector at point \( x_i \). Hence

\[|\tau(x) + \int_{x_i}^{x} f d\ell| = \tau_0 \]  

(8.84)

the tension \( \tau \) varies such that the effective tension, including the effects of the force due to the positron, is constant. The transverse components change the direction of the tension, while the longitudinal components can change the magnitude.

It is convenient and reasonable to define the tension to include the longitudinal force of the positron. This force is effectively part of the tension of the responding line pair. Then the magnitude of the tension is always \( \tau_0 \) in accord with \( 7.83 \), and so that the matter wave is a gravitational/common-mode wave. Hence we replace \( \tau_j \) by \( \tau_0 \) in \( 8.70 \) and obtain for the mass of the positron

\[ m_e c^2 = \sum_j \Delta L_j \tau_0 \]  

(8.85)

where \( \Delta L_j \) is the length difference of line pair \( j \) with the positron and without it.

The response of a line pair extends far beyond the point of application of the force \( f_j \), just as the distortion of a bow string extends far beyond the point at which it is plucked. Just how far the response extends should depend on the surrounding matter density because other charged particles will exert forces on this same line pair. These forces, which are exerted on the line pair under consideration by other charged particles, can also be considered using \( 8.83 \). Thus the calculation is a many body problem, by its nature, because everything is connected. Appropriate assumptions must be made to find a numerical solution. This work has not yet been done.

FIG. 16: a) The tension in the line pair must balance the force exerted on the line pair by the positron. b) This is Figure 15(a) considering the tension always to point from left to right.

In Figure 15 we consider a line pair stretching out from star 1 and passing through our positron’s wave function on the way toward star 2 (which could be very far away, e.g. over the horizon). In Figure 16 we see a closeup of how the force per unit length \( f \) changes the tension, which is considered to point along the line pair in the direction from star 1 to star 2 (except in Figure 16(a)). Since the forces must balance (in the static configuration)

\[ \tau_1 = \tau_2 + f d\ell \]  

(8.81)

so

\[ \frac{d\tau}{d\ell} = -f \]  

(8.82)

and

\[ \tau(x) = -\int_{x_i}^{x} f d\ell + \tau_0 \]  

(8.83)
Dependence on the surrounding matter density has been observed. The mass of the electron changes from its “vacuum” value when the electron is in a solid. This change of mass in a solid is thought to be a collective effect. We are suggesting that mass may be a collective effect even in “vacuum.”

In order to gain insight into this mass calculation we construct a toy model in which we assume (Figure 17) that the line pair in question is fixed at a distance $d_0$ from the positron. We neglect the curvature of the line pair in evaluating the total force and consider the total force to act at the point of closest approach. We assume the electric force dominates so that (taking only the first term) the components of the force per unit length which the positron exerts on the line pair are given by

$$f_y = 2\alpha(\phi) \frac{e^2}{\varepsilon_0} \sin \phi \quad (8.86)$$

$$f_z = 2\alpha(\phi) \frac{e^2}{\varepsilon_0} \cos \phi \quad (8.87)$$

where we simply take $\alpha(\phi) = R_a^2 / \sin \phi$ [68]. The total force perpendicular to the line is

$$F_y = \int dz f_y = \frac{8e^2 R_a^2}{3\varepsilon^2} \frac{1}{y^2} \quad (8.88)$$

where $y$ is the distance of closest approach of the line to the positron. The total longitudinal force (along the line) is zero but for future reference we calculate the force that the positron exerts on the line pair in the directions of star 1 and star 2 separately:

$$F_{z1} = \frac{2e^2 R_a^2}{3\varepsilon^2} \frac{1}{y^2} \quad (8.89)$$

$$F_{z2} = -\frac{2e^2 R_a^2}{3\varepsilon^2} \frac{1}{y^2} \quad (8.90)$$

If $\Delta y$ is the displacement of the line pair at closest approach, from Figure 17

$$\left(\frac{L_j}{2}\right)^2 = (\Delta y)^2 + d_0^2 \quad (8.91)$$

$$\left(\frac{L_j}{2} - d_0\right)\left(\frac{L_j}{2} + d_0\right) = (\Delta y)^2 \quad (8.92)$$

and since $L_j \approx 2d_0$ we have

$$\Delta L_j \approx \frac{(\Delta y)^2}{d_0} \quad . \quad (8.93)$$

Since the line pair tension must balance $F_y$

$$F_y = 2\tau_0 \frac{\Delta y}{(L_j/2)} \approx 2\tau_0 \frac{\Delta y}{d_0} \quad (8.94)$$

we find

$$\Delta y \approx \frac{d_0 F_y}{2\tau_0} \quad (8.95)$$

$$\Delta L_j \approx \frac{d_0 (F_y)^2}{(2\tau_0)^2} \quad . \quad (8.96)$$

So the mass of the positron or electron in this toy model is given by

$$m_e c^2 \approx \sum_j \Delta L_j \tau_0 = \frac{d_0}{4\tau_0} \sum_j \left(\frac{8e^2 R_a^2}{3\varepsilon^2}\right)^2 \frac{1}{y_j^3} \quad (8.97)$$

so, replacing the sum by an integral

$$\sum_j \rightarrow \int dA d\Omega_{\text{line-pair}} \frac{dn}{dA d\Omega_{\text{line-pair}}} \quad (8.98)$$

we have (since $e = e_0/\varepsilon$)

$$m_e c^2 \approx \frac{d_0}{\tau_0} \frac{64}{36} e^4 R_a^4 \frac{2\pi}{2\pi} \frac{dn}{dA} \int_{y_{\text{min}}}^{\infty} 2\pi y dy \frac{1}{y^3} \quad (8.99)$$

$$m_e c^2 \approx \frac{d_0}{\tau_0} \frac{16\pi}{27} e^4 R_a^4 \frac{dn}{dA} \frac{1}{y_{\text{min}}^6} \quad . \quad (8.100)$$

At this stage the only quantities for which we know a numerical value in this equation are $\varepsilon$ and $m_e c^2$, but the formula illustrates what quantities are important in determining the mass of the electron in this model. We can cross check this formula with others which we will obtain. We expect order of magnitude accuracy if we were to evaluate $y_{\text{min}}$ and $d_0$ with care—using appropriate averaging, probably with a Monte Carlo. The cutoff $y_{\text{min}}$ should be evaluated so the integral in (8.98) approximates the required sum. It depends, at least in principle, on $\frac{1}{\varepsilon^2}$ and on the function being integrated (here $\frac{1}{y^3}$).

Near the Earth we will see (Section XVII D) that the dielectric constant of the ether is estimated to be very close to 1. In this case we have $e_0 = e$ and $g_0 = g$, the strength of the Dirac monopole. Hence as $r \rightarrow 0$ the force on a line pair is dominated by the pole force, and hence is repulsive. So we expect the effective value of $y_{\text{min}}$ to be the size of a typical deflection with the full pole strength. Outside $y_{\text{min}}$ (or $r_{\text{min}}$, reflecting radial symmetry of the configuration with many line pairs) line pairs will be concentrated as the pole is rapidly screened.
and \( f \) becomes attractive due to the electric force. Since \( y_{\text{min}} \) should depend only on the size of a typical deflection at full pole strength, we will simply take \( y_{\text{min}} \) to be a constant (at least in vacuum near the Earth, relevant to the calculation of \( G \) in this toy model).

We discuss the response of our macroscopic electron in its mass shell (wave function) to an external electromagnetic field and the possible effects of its string in Appendix D.

**IX. GRAVITY**

**A. Calculation of \( G \)**

We have seen in Section VIII H that the mass of the electron is proportional to \( dn \over dA \) the line pair density of the ether. We assumed that the line pair density is isotropic reflecting the large scale structure of the universe, for which (from (5.8) )

\[
\left( \frac{dn}{dA d\Omega} \right)_B = \frac{1}{2\pi} \left( \frac{dL}{dV} \right)_B
\]

where the subscripts reference the background ether—line pairs for which star 1 and star 2 are very far away (perhaps over the horizon).

In contrast to the background ether, the line pair density from a star is certainly not isotropic. Since we can approximately (better than 1% accuracy) associate a line pair coming from the star for each neutron mass (\( m_n \))

\[
\left( \frac{dn}{dA d\Omega} \right)_{\text{star}} = \left( \frac{dn}{dA} \right)_{\text{star}} \delta(\Omega - \hat{\Omega})
\]

where the delta function in solid angle ensures that all line pairs point in the radial direction from the center of the star (a simplification) and where

\[
\left( \frac{dn}{dA} \right)_{\text{star}} = \frac{M}{4\pi m_n R^2}
\]

where \( M \) is the mass of the star and \( R \) is the distance from the center of the star. In Table I we list some line-pair densities at the surfaces of known astronomical objects, where Sagittarius A* is a star at the center of our galaxy which is thought to be a supermassive black hole \[71\]. Also listed is the star at the center of the M87 galaxy which appears to be an even more massive black hole \[72\]. For the two black holes we take

\[
R_s = \frac{2MG}{c^2}
\]

the radius at the surface to be the Schwarzschild radius. We also quote \( \ell_{\text{typ}} \) values at the surface of the object using (5.43). We note that the line-pair density at the surface of the Earth, from the Earth alone, is 11 orders of magnitude greater than our previously assumed minimum line-pair density of the background ether \[5.7\]. Assuming masses do not vary significantly with altitude above the surface of the Earth \[73\], we infer that the line-pair density of the background ether must be 13 orders of magnitude or more higher than our minimum estimate \[5.7\]. This fact has significant implications for the discussion of inflation. In Table I we list the line-pair densities at the Earth due to our sun and the central bulge of our galaxy \[74\]. The mass contained in this central bulge is only perhaps a factor of 2 less than the visible mass of our galaxy inside the orbit of the sun. We see that the contribution of the central bulge is much smaller than the contribution of the sun, which is much smaller than the contribution of the Earth itself. We also list our new estimate for the minimum line-pair density of the background ether \( \sim 100 \times (dn/dA)_{\text{Earth}} \) and our rough measurement \[16,11\].

We have painted a very static picture in discussing equation (9.3). This static picture should be viewed as a statement of the average behavior line pairs emerging from a star. All changes from this picture are quantized, but changes will certainly occur. Line pairs are attracted by charges of both signs. So if a star is moving through a field of line pairs, the line pairs will tend to stick to the charges, and stretch as the star continues to move. When the line pairs have stretched sufficiently that their tension force is strong enough to free them (perhaps due to a changing angle), they will contract (being perfectly elastic) and move to the next row of charges. The line pairs will tend to form straight lines, however, because
in that way they minimize their energy. Most line pairs are part of the background ether—so end, and hence are bound strongly, in stars which are very far away. Assuming the universe is still expanding, star 1 and star 2, at the ends of a typical line pair, are moving apart as the line-pair tension $\tau_0$ continues to decrease very slowly with time throughout the universe. Two line pairs can bind to form a 4-line system, but the binding is weak compared to the binding for a pair.

In Figures 15 and 17 we identify the force of gravity from star 1 via our line pair $j$ on our standard positron to be (from (8.89))

$$F_{g1j} = -F_{z1} \hat{z} = -\left(\frac{2e^2R_g^2}{3e^2}\right)\frac{1}{y_j} \hat{z}. \quad (9.5)$$

In a similar way we identify

$$F_{g2j} = -F_{z2} \hat{z} \quad (9.6)$$

the force from star 2 via the same line pair on our positron. The situation is intrinsically 3-body and equations (9.5) and (9.6) represent the only self-consistent way to isolate $F_{g1j}$ and $F_{g2j}$ respectively, as is required to describe the force of gravity. (In principle we should include $-\frac{1}{2}F_j$ in the force from both stars, but this force adds to zero when we consider all line pairs near the positron.)

Both stars exert attractive forces on the positron via this line pair $j$. After all, line pair $j$ is part of both stars. The force of gravity propagates instantaneously because both stars are already at the position of the positron. The quantum nature of these forces is illustrated by the fact that many line pairs from star 1 will come through the positron’s wave function if it is sufficiently near star 1. However, the nearest line pair coming from star 2 could be light years away if star 2 is over the horizon. Thus star 2 will not exert significant force on the positron, similar to many other stars in random directions.

Thus the total force of gravity due to all line pairs from star 1 on the positron is

$$F_{ge} = -\sum_j \left(\frac{2e^2R_g^2}{3e^2}\right)\frac{1}{y_j} \hat{z} \quad (9.7)$$

$$F_{ge} = -\left(\frac{2e^2R_g^2}{3e^2}\right)\hat{z} \int dA \Omega \frac{M}{4\pi m_n R^2} \delta(\Omega - \hat{R}) \frac{1}{y^4} \quad (9.8)$$

$$F_{ge} = -\left(\frac{e^2R_g^2}{6m_n y_{min}^2}\right) \frac{M}{R^2} \hat{z} \quad (9.9)$$

We observe that this force is not obviously proportional to the mass of the positron (8.100). We examine the possibility that this force obeys Newton’s Law of Universal Gravitation, setting

$$F_{ge} = -\left(\frac{e^2R_g^2}{6m_n y_{min}^2}\right) \frac{M}{R^2} \hat{z} = -GMm_e \frac{M}{R^2} \hat{z} \quad (9.10)$$

and we find that

$$GM_e = \frac{e^2R_g^2}{6m_n y_{min}^2} \quad (9.11)$$

so
\[ G = \frac{e^2 R_a^2}{6m_em_n y_{\text{min}}} . \]  

(9.12)

(Remember that we are only using a toy model here.) The value of \( y_{\text{min}} \), like \( \varepsilon \), must be constant within our solar system. The value of \( y_{\text{min}} \) has an additional restriction. It must be the same whether the positron is attracted by the sun, or the Earth, or a baseball.

We note that the force of gravity on a single electron or positron has not been well measured\[^{73}\]. It is a very difficult measurement so we need a consistency check for this determination of \( G \). We consider a single electron which combines with a single proton to form a hydrogen atom—the smallest bit of neutral matter, for which Newton’s Law of Universal Gravitation is well established in our solar system. We are trying to stay out of the nucleus. W e are trying to stay out of the nucleus.

\[ F_{gp} = f F_{ge} \]  

(9.13)

the gravitational force on the proton from star 1 is a factor of \( f \) times the gravitational force on the electron. So neglecting binding effects, the force on the hydrogen atom is just \( 1 + f \) times the force on the electron.

\[ F_{gH} = (1 + f) F_{ge} \]  

(9.14)

Normal matter, neglecting binding effects, is just made up of proton-electron combinations, perhaps in the form of neutrons, so the total gravitational force on a mass \( M' \) (assumed proportional to mass) is just

\[ F_{gM'} = \left( \frac{M'}{m_n} \right) F_{gH} = \left( \frac{M'}{m_n} \right) (1 + f) F_{ge} \]  

(9.15)

so

\[ - \left( \frac{M'}{m_n} \right) (1 + f) \left( \frac{e^2 R_a^2}{6m_n y_{\text{min}}} \right) \frac{M}{R^2} \hat{z} = - \frac{G M M'}{R^2} \hat{z} \]  

(9.16)

and so we also obtain

\[ G = (1 + f) \left( \frac{e^2 R_a^2}{6m_n y_{\text{min}}} \right) . \]  

(9.17)

If we compare our two values of \( G \) we find

\[ (1 + f) = \frac{m_n}{m_e} . \]  

(9.18)

Hence our two values of \( G \) agree using a value of \( f \) which indicates that the gravitational force exerted by star 1 is proportional to the mass of the object on which it acts. This proportionality is shown more generally by (9.19).

We have not discussed the gravitational force which our positron exerts on star 1. It is zero unless the positron’s line goes through the matter of star 1. Newton’s third law is apparently violated by the quantization of the gravitational force, but it should be valid on average. (The electromagnetic reaction forces to both gravitational forces, as we have defined them, do satisfy Newton’s third law, as we have shown.)

Our calculation of \( G \) only comes from a toy model, but it shows some important features. Using the cgs values

\[ G = 6.67 \times 10^{-8} \text{dyne cm}^2 \text{g}^{-2} \]  

(9.19)

\[ e^2 = (4.803 \times 10^{-10} \text{esu})^2 = 2.31 \times 10^{-19} \text{dyne cm}^2 \]  

(9.20)

we obtain

\[ \left( \frac{R_a}{y_{\text{min}}} \right)^2 = \frac{6Gm_em_n}{e^2} = 2.64 \times 10^{-39} \]  

(9.21)

\[ \frac{R_a}{y_{\text{min}}} = 5.14 \times 10^{-20} . \]  

(9.22)

So apparently \( R_a \), the outer radius of a line pair, is very small. If \( y_{\text{min}} \) is of order \( \ell_{\text{up}} \), \( R_a \sim 10^{-39} m! \)

Since the gravitational field emerging from a star in this model is proportional to the number of line pairs emerging (hence the number of nucleons in the star), the gravitational force in this model is not rigorously proportional to active mass (the source of the field). We have simply assumed that the gravitational force is proportional to passive mass because we cannot model the nucleus. For a rigorous treatment to an accuracy better than 1% and a discussion of experimental tests of our model of gravity, see Appendix E.

B. \( 1/R^3 \) Force of Gravity

In the presence of star 1, the second term in (8.80) will lead to a gravitational force on our standard positron and we need to either consider it, or show that it is small. From (5.24) we find

\[ \varepsilon = 1 + \frac{3f}{1-f} = \frac{1+2f}{1-f} \]  

(9.23)

where \( f \) is the fractional concentration of superconducting fields, which implies that

\[ \frac{d\varepsilon}{df} = \frac{3}{(1-f)^2} . \]  

(9.24)
Near a star, $f$ will have two contributions—one from the background ether and the other from the star. For the star we have

$$f_{\text{star}} = \frac{dn}{dA} \pi R_{\text{a}}^2 = \frac{M R_{\text{a}}^2}{4 m_y R^2}$$  \hspace{1cm} (9.25)$$

where $R$ is the distance from the center of the star, and $f_{\text{star}}$ cannot be greater than 1. Since the superconducting fields can overlap, the fractional concentration free of superconductor is just the product of the respective concentrations without superconductor

$$(1 - f) = (1 - f_B) (1 - f_{\text{star}})$$  \hspace{1cm} (9.26)$$

implying that

$$\nabla f = (1 - f_B) \nabla f_{\text{star}} = (1 - f_B) \frac{M R_{\text{a}}^2}{2 m_y R^3} (-\hat{R})$$  \hspace{1cm} (9.27)$$

Hence, adding up the contributions of all relevant line pairs, the total force of gravity on the positron due to the gradient of $\varepsilon$ is

$$F_{ge}^e = 6 \pi \frac{e^2}{\varepsilon} \left( \frac{dn}{dA} \right)_B (1 - f_B) \frac{M}{m_y} \frac{R_{\text{a}}^2}{y_{\text{min}} R^2} (-\hat{R})$$  \hspace{1cm} (9.28)$$

also attractive. In calculating (9.29) we only included line pairs coming from star 1, to calculate the total gravitational force from star 1. The total force from the background ether was zero because it is isotropic. But here star 1 causes the dielectric constant of the ether to be anisotropic. So all line pairs, even from the background ether, will exert a force on the positron in the direction of $\nabla \varepsilon$. The ratio of the magnitudes of the two forces of gravity is

$$\frac{F_{ge}^e}{F_{ge}} = \frac{36 \pi}{(1 + 2 f)} \frac{(1 - f_B)}{(1 - f)^2} \left( \frac{R_{\text{a}}^2}{y_{\text{min}} R} \right) \left( \frac{y_{\text{min}}}{\varepsilon_{\text{typ,B}}} \right)^2$$  \hspace{1cm} (9.29)$$

For most circumstances

$$\frac{R_{\text{a}}^2}{y_{\text{min}} R} \ll 1$$  \hspace{1cm} (9.30)$$

and we can neglect (9.28) with respect to (9.29). However, in extreme circumstances where the fractional concentration of superconductor becomes very close to 1, the $\frac{1}{(1 - f)}$ term implies that $F_{ge}^e$ could dominate.

C. Weakening and Reversal of the Force of Gravity

We rewrite (9.12) to show the dependence of $G$ on $\varepsilon$, the dielectric constant of the ether:

$$G = \frac{e_0^2 R_{\text{a}}^2}{6 m_y m_{\varepsilon} \varepsilon^2 y_{\text{min}}^2}$$  \hspace{1cm} (9.31)$$

Actually $m_{\varepsilon}$ and by assumption $m_n$ both should vary with $\varepsilon$. So we consider the quantity

$$G m_{\varepsilon} m_n = \frac{e_0^2 R_{\text{a}}^2}{6 \varepsilon^2 y_{\text{min}}^2}$$  \hspace{1cm} (9.32)$$

proportional to the gravitational force on representative masses, to most effectively represent the weakening of the gravitational force as $\varepsilon$ changes. If $y_{\text{min}}$ is constant, $G m_{\varepsilon} m_n$ will weaken significantly in regions where $\varepsilon$ is important, because $\varepsilon$ becomes large near $f \rightarrow 1$. Thus the gravitational force should weaken compared to expectations when the density of line pairs becomes high, for instance near a black hole—where the gravitational force is expected to be strongest. Since $G m_{\varepsilon} m_n$ varies as $1/\varepsilon^2$, the effects of black holes could be considerably weaker than expected. This could contribute to the fact that LIGO has not yet seen gravitational waves. On the other hand, the masses of black holes could be considerably larger than measured while assuming constant $G$.

As shown by (9.29) in the limit $f \rightarrow 1$, the $1/R^3$ gravitational force (9.28) could dominate (9.3). But in this limit both electric terms in (8.80) should be dominated by the repulsive magnetic terms, which are screened but independent of $\varepsilon$. We will suggest in Section XVIII that the reversal of the gravitational force has indeed been seen, in a region which should have a very high density of line pairs. If this reversal has, indeed, been seen, a reversal should certainly have occurred in the high densities of the early universe.

X. NEWTON’S SECOND LAW

Since we have so far been unable to derive Newton’s second law directly from the properties of the ether, we use Einstein’s Principle of Equivalence of Gravitation and Inertia (extended slightly) and consider a positron with acceleration $\mathbf{a}$. This acceleration is equivalent in all respects to a gravitational field which points opposite to $\mathbf{a}$. (Think of a scale in an elevator.)

$$- \mathbf{a} \text{ is equivalent to } \mathbf{g} = -\frac{G M}{R^2} \hat{R}$$  \hspace{1cm} (10.1)$$

The latter form applies if the gravitational field is due to star 1. What we interpret as the gravitational force on the positron from star 1, we have seen is actually a force of the line pairs from star 1 on the positron.

$$\mathbf{F}_{\text{line pairs on positron}} = +m_e \mathbf{g}$$  \hspace{1cm} (10.2)$$
Hence in the equivalent situation of acceleration \( a \), line pairs exert a force on the positron given by

\[
F_{\text{line pairs on positron}} = -m_e a \quad (10.3)
\]

The acceleration must be due to some applied force, \( \mathbf{F}_{\text{applied}} \). The forces on the positron must balance:

\[
\mathbf{F}_{\text{applied}} + F_{\text{line pairs on positron}} = 0 \quad (10.4)
\]

\[
\mathbf{F}_{\text{applied}} = m_e a \quad (10.5)
\]

Hence the ether exerts a force equal to \(-ma\) on an accelerating mass, leading to Newton’s second law of motion.

For a deeper understanding of Newton’s second law, including how it can be made consistent with the discussion of Section IX A, see Appendix F.

As a result of the above discussion we see that the force exerted by the positron on the line pairs of the ether is given by

\[
F_{\text{positron on line pairs}} = +m_e a \quad . \quad (10.6)
\]

This force is exerted on the line pairs that go through the wave function of the positron. The line pairs that go through the positron’s wave function respond by stretching and deforming (not by accelerating like a massive particle).

XI. SPECIAL RELATIVITY

By our use of Maxwell’s equations we have assumed special relativity from the beginning of this paper. We point out how special relativity fits naturally into our construct.

Special relativity applies to the situation of a particle in the background ether, which is homogeneous and isotropic because it is far from any masses. If a photon passes this particle, its velocity is \( c \), because of the characteristics of the line pair (without rest mass) on which it is propagating—independent of the motion of the source. This observation is sufficient \([75]\) to build the entire special theory of relativity.

Our concept of mass \([8,89]\) fits very naturally into the overall construct, as potential energy of the ether.

For a discussion of the full meaning of Lorentz invariance, see Appendix F.

XII. GENERAL RELATIVITY

It should be possible to relate the quantized line-pair density of the ether, approximated by \(\frac{dn}{d\Omega d\Omega'}\), to the metric tensor of general relativity in static situations. This work has not been done but has promise of uniting general relativity with quantum theory. The fact that \( G \) is not constant must be taken into account.

We have not yet done a serious job of studying the dynamics of the ether, e.g., using \([101,114]\). Such a study will be needed for a complete model. We note that there is an essential difference between line pairs in the ether and the structure of space-time in general relativity. Line pairs are quantized objects which can move, and are not fixed in space-time.

We also note here that the concept of gravitational waves used in this paper is quite different from the gravitational waves of the Standard Model \([79]\). Our concept of gravitational waves is appropriate to our quantized model.

XIII. WAVE-PARTICLE DUALITY

In this model, wave-particle duality is not a problem—it is natural. The particle is the bare electron. The wave is the response of the ether to the bare particle \([80]\).

XIV. QUANTUM MECHANICS

Since we started with Dirac’s quantization condition \([87]\) it is not surprising that we are consistent with quantum mechanics with one exception. We construct a continuous wave function which models the displacement of each line pair in \([8,69]\) in the average rest frame \(\ast\) of the electron:

\[
\psi_{\text{qm}}^{\ast}(x) = \left(\sum_j (-\hat{r}) \cdot \Delta y_j(x)\right)_{\text{interpolated}} \quad (14.1)
\]

This function is a signed scalar. It interpolates between the displacements of the various line pairs to form a continuous function, as in standard quantum mechanics. But contrary to the expectations of standard quantum mechanics, this wave function does not spread out with increasing time. The electron at rest is at equilibrium with the ether—but subject to zitterbewegung which will manifest itself in slow motion after sufficiently long times. The whole wave function moves, but does not spread. This could be a measurable difference between our model and the standard model of quantum mechanics.

Thus we see that our electron’s wave function is intrinsically localized in position space, but has a finite spread, and therefore must have some spread in momentum space. Hence true plane-wave states do not exist. Therefore we need to modify our discussion of the quantization of the photon (equation \([7.50]\) and Figures \([9,11]\)) since we used a plane wave electron for simplicity. But there is really no essential difference from our previous
The non-plane-wave electron state is a superposition of plane wave electrons with various values of \( p^\mu_e \) and we have

\[
\oint p^\mu_e \, dx_\mu = 0
\]  

(14.2)

for each \( p^\mu_e \) in the superposition. This leads to the quantization of the photon \( \ell \) as before.

We can also obtain the quantization of matter waves by assuming that all matter waves are localized (to any required accuracy consistent with the uncertainty principle) in both position and momentum spaces. If we simply look on a larger scale at Figure 10 and replace the photon by a localized matter wave, then just as for the photon we will have

\[
\oint p^\mu_e \, dx_\mu = n\hbar
\]  

(14.3)

where \( \hbar \) is the reduced Planck constant.

Then using the standard formalism\[81\] we find the momentum space wave function of our electron

\[
\Phi^*(p) = \frac{1}{\hbar^{3/2}} \int d^3x \psi^*_{qm}(x) \exp(-i \frac{p \cdot x}{\hbar})
\]  

(14.5)

in its rest frame. From our previous discussion (Section VIII) both \( \psi^*_{qm} \) and \( \Phi^*(p) \) are spherically symmetric, if we sum over spin states. Hence the general wave function of the free electron can be written in the standard form, where

\[
\psi_{qm}(x) = \frac{1}{\hbar^{3/2}} \int d^3p \, \Phi(p) \exp(i \frac{p \cdot x}{\hbar})
\]  

(14.6)

where \( \Phi(p) \) is no longer restricted to the rest frame. The full wave function, including time dependence is given by

\[
\psi_{qm}(\tau,x) = \frac{1}{\hbar^{3/2}} \int d^3p \, \Phi(p) \exp(-i \frac{p^\mu x_\mu}{\hbar})
\]  

(14.7)

where \( p^\mu_e \) is the total 4-momentum of the electron. In position space we have

\[
p^\mu_e \to i\hbar \frac{\partial}{\partial x_\mu}
\]  

(14.8)

just as in the normal formalism. This leads to Schrödinger’s equation and the standard quantum mechanics of angular momentum. But until we have a model of the magnetic moment of the electron, we cannot fully discuss spin. (We could, of course, just take the value of the magnetic moment of the electron from experiment or the Dirac equation, as standard quantum mechanics does.) For instance for the hydrogen atom, an electron in the potential energy of a heavy proton, we obtain

\[
\left[ -\frac{\hbar^2}{2m_e} \nabla^2 + V(r) \right] \psi_{qm} = i\hbar \frac{\partial \psi_{qm}}{\partial t}
\]  

(14.9)

the Schrödinger equation just like in standard quantum mechanics. The energy spectra for the two models are identical. In both models we have to add the effects of spin to get the measured spectra.

**XV. INFLATION**

If we have succeeded in calculating \( G \), the entire concept of the Planck mass is specious because \( G \) is not fundamental. Hence general relativity and the hot big bang model, in particular, need modification. But we can at least heuristically consider the topic of inflation in our model by using Weinberg’s result\[82\] for evolution of the universe

\[
3 \frac{\dot{R}}{R} = -\frac{4\pi G}{c^4} (\rho + 3p)
\]  

(15.1)

where \( \rho \) is the energy density of the universe, \( p \) is the pressure, and \( R \) is the cosmic scale factor (sometimes called the radius of the universe). We suggest that the twoline potential energy \( (15.10) \) was the energy source for inflation.

In the early universe, after the line pairs started to condense, we presume that they were radiation dominated, with many excitations traveling on them, so that both \( \rho \) and \( p \) were positive. The line pair density should have been extremely high so that the fractional concentration of superconductor approached one \( (f \to 1) \) and the dielectric constant of the ether was very large \( (\varepsilon \to \infty) \). Thus the effective charge of the electron approached zero and from \( (8,80) \) the gravitational force was initially repulsive. Therefore, heuristically, we can think of the value of \( G \) in \( (15.1) \) as negative and exponential expansion resulted.

When the universe expanded to the point where the fractional concentration of superconductor became less
than 1, \( \varepsilon \) decreased, the force of gravity became attractive and the exponential expansion stopped, as long as

\[
\rho + 3p > 0 .
\]

This should have been true through the eras of radiation dominance and matter dominance—until fairly recent times.

Using (16.11) and (5.7), we estimate the expansion factor during inflation to be \( 10^{14} \), with a large uncertainty.

**XVI. DARK ENERGY**

**A. Explanation of Dark Energy**

Dark energy consists of line pairs which stretch across the universe. The dark energy density is the energy density of the ether

\[
\rho_\Lambda = \tau_0 \left( \frac{dL}{dV} \right)_B .
\]

Note from (7.83) that the energy/length due to the quantization currents has been included in \( \tau_0 \).

Dark energy is completely dark. The only way it can be detected directly is by its gravitational effects, such as changes in a mass moving through it. The dark energy density decreases with time as the universe expands and the tension of all the line pairs in the universe decreases slowly.

**B. Pressure of Dark Energy**

1. **Longitudinal Tension**

The pressure due to the longitudinal tension is given by

\[
- p_L = \frac{\tau_0}{\pi R_0^2} = \frac{1}{\pi R_0^2} \frac{dU}{dt} = \rho_\Lambda .
\]

So for the longitudinal tension alone we would have the ratio of pressure to energy density given by

\[
w_{\text{longitudinal}} = \frac{p_L}{\rho_\Lambda} = -1 .
\]

If there were no transverse tension, we would take the average pressure over three directions and find

\[
w_{\text{no transverse tension}} = - \frac{1}{3} .
\]

2. **Transverse Tension**

But there is tension in one of the transverse directions. We can easily calculate the transverse tension which the quantization currents need to balance in order to keep \( \tau_0 \) constant, for a length \( \ell \) of a line pair. If \( \rho' \) locates the center of line 2 from line 1 (Section [IV], this tension is

\[
\tau_T = \frac{\partial((\tau_0 - \tau_{qc}) \ell)}{\partial \rho'} = \frac{\rho_0^2 \ell}{a^2 a} u_q K_0(u_q) .
\]

The quantization currents could provide this transverse tension simply by flowing in opposite directions on the outer surfaces of the line pair—or they could communicate with other line pairs as shown in Figure [13]. In the latter case the transverse tension would be transmitted to other line pairs and

\[
w_{\text{total ether}} = \frac{p}{\rho_\Lambda} < - \frac{1}{3} .
\]

implying that \( \rho + 3p < 0 \) for the ether and from (15.1) the ether can contribute to the current acceleration of the universe. Each line pair in this case is under tension in two directions.

**C. Estimate of the Line-Pair Density of the Background Ether**

We use (8.100), (9.12), and (16.1) to estimate the line-pair density of the background ether in terms of the dark energy density, the mass of the electron, and Newton’s constant \( G \)

\[
\left( \frac{dn}{dA} \right)^3_B = \frac{\rho_\Lambda}{d_0} \frac{2700}{16\pi} \frac{m_e c^2}{(6Gm_e m_n)^2} .
\]

We have taken \( \rho_\Lambda \) from the WMAP collaboration\[1\]

\[
\rho_\Lambda = n_b \times (1\text{GeV/baryon}) \times \frac{\Omega_\Lambda}{\Omega_{bar}} = 4.15 \frac{\text{GeV}}{m^3} .
\]

In order to obtain an estimate for the properties of the background ether, we guess that \( y_{\text{min}} \simeq 10 \ell_{\text{typ,B}} \) so that

\[
\frac{1}{y_{\text{min}}} \simeq \frac{1}{100} \left( \frac{dn}{dA} \right)_B .
\]

We take \( d_0 \) to be the mean free path in air\[82\]

\[
d_0 \simeq 10^{-7} \text{m} .
\]

We obtain
consistent with our minimum value from Table II. We note that the line pair density of the background ether is of order 20 times the line-pair density of the sun at its surface. From (5.4) we obtain \( \ell_{\text{ave}} \simeq 10^{10} \text{m} \).

\[ f_B = \left( \frac{dL}{dV} \right)_B \pi R_a^2 = 8.3 \times 10^{-37} \quad (16.15) \]

and find it to be negligible. So the dielectric constant of the ether is 1 near the Earth and in all circumstances except the most extreme.

D. Estimated Parameters of the Background Ether

Using (16.11) we find the line-pair tension of the universe at the current time:

\[ \tau_0 = \frac{\rho_A}{(dn/dA)_B} = 1.5 \times 10^{-49} \text{N} \quad (16.12) \]

Then again using

\[ y_{\text{min}} \simeq 10 \ell_{\text{typ}, B} = 1.5 \times 10^{-19} \text{m} \quad (16.13) \]

we find from (9.22)

\[ R_a \simeq 8 \times 10^{-39} \text{m} \quad (16.14) \]

We note that our guess for \( y_{\text{min}} \) looks reasonable since \( y_{\text{min}} \) must be \( < 10^{-18} \text{m} \), or it would affect the measured pointlike structure of the electron.

To estimate the fractional superconducting concentration of the background ether, we consider the fractional concentration in one volume

\[ f_B = \left( \frac{dL}{dV} \right)_B \pi R_a^2 = 8.3 \times 10^{-37} \quad (16.15) \]

and find it to be negligible. So the dielectric constant of the ether is 1 near the Earth and in all circumstances except the most extreme.

XVII. DARK MATTER

Since this model predicts the weakening of the gravitational force near strong gravitational sources because of the increasing dielectric constant of the ether, in principle it could account for dark matter. But the very low fractional concentration of superconductor in the background ether from (16.13) (which should be similar in contribution to stars in our galaxy) appears to rule this out.

XVIII. ROTATIONS AND AGN JETS

We need to discuss what happens to the line pairs, which begin in a star, when it rotates. If a line pair points along the axis of rotation, nothing happens. If it is off axis pointing parallel to the axis, it will twist about the axis of rotation. But this is no problem since line pairs can move through each other. If a line pair is off axis and pointing perpendicular to the axis, it will stretch and contract as the star rotates. This is no problem since the first line pair is matched with another line pair pointing in the opposite direction which stretches when the first contracts and vice versa. Hence no net work is done by the star in rotating.

However, as a star rotates, each bit of mass \( m \) does exert a force on the line pairs in its wave function given by (10.6)

\[ \mathbf{F}_m \propto dL \quad (18.1) \]

(where \( \rho \) is the cylindrical radius). Thus in extreme cases, line pairs will be concentrated on the axis of a spinning mass. Hence we achieve a natural qualitative understanding of AGN (Active Galactic Nuclei) Jets in this model. The M87 galaxy (in Table I) has an AGN/blackhole at its center of a mass \( 6 \times 10^{39} \text{kg} \), which sends out about \( 4 \times 10^{66} \) line pairs. Many of these line pairs become concentrated on the axis of rotation, apparently sufficient to reverse the force of gravity, producing jets. The velocities in these jets are high, because the particles involved have very low mass, according to (8.100) because \( e = \tau_0/\varepsilon \) becomes small. (Actually if the force of gravity reverses, the dominant contributions to the mass from (8.80) are repulsive, but we can still expect the mass to be small.)

XIX. THE PAULI EXCLUSION PRINCIPLE

We have tied a string onto every electron in the universe, therefore electrons are distinguishable. This removes the theoretical underpinnings of the exclusion principle, which apparently Pauli never believed anyway. But something must replace these underpinnings.

We suggest that the pole force of the electron does part of the job. The pole has the strength of a Dirac monopole (if \( \varepsilon = 1 \) near the Earth). Screening currents tend to amplify the strength of the pole if you are in contact with the electron, i.e. inside the screening currents. So there should be very strong forces between electrons (i.e., any objects) in contact. We suggest the pole field of the electron is responsible for the impenetrability of matter. If you push down on a table, we suggest that the force which pushes back on you is the contact force of the pole fields of the electrons in the table. (Hence our lines sense pressure only at the ends.)

We postulate that the rest of the job is done by the line forces between electrons. The line force has infi-
nite range, as does the spin glass spin-spin correlation length. We also suggest that the line force is responsible for the exchange force of ferromagnetism.

Elliot Lieb has said that the reason the Pauli Exclusion Principle is not a force is that you cannot write it in Hamiltonian form. So calling it a force is perhaps appropriate for this classical model.

**XX. SUPERCONDUCTIVITY**

The line force between two electrons provides a strong attractive force between separated electrons of opposite spin. Apparently any attractive force between electrons can lead to Cooper pairs, so we expect the line forces between two electrons to contribute to the formation of Cooper pairs, and hence that form of superconductivity. We note that line pairing should show an isotope effect since nuclei are involved. The isotope effect played a strong role in establishing the original Cooper pair mechanism.

The quantum of flux in a Cooper pair system is $\Phi_0/2$, because the charge is due to two electrons. We have to explain why flux quanta of $\Phi_0/2$ can exist in Type II superconductors, when only flux quanta of $\Phi_0$ are allowed by the ether. We note that $\Phi_0/2$ is a point of unstable equilibrium for line pairs in the ether. If the curl of the phase field is filamentary, the ether currents don’t know which way to change, i.e. whether to bring the flux to 0 or $\Phi_0$. We postulate that this position of unstable equilibrium with the ether currents is enough to let the Cooper pair currents keep the flux steady at $\Phi_0/2$.

It is interesting to note that if line forces between electrons contribute strongly to the formation of Cooper pairs, then line pairs are pretty much the same thing as Cooper pairs in a superconductor—and hence appropriate to the generation of mass according to some authors.

**XXI. THE QUANTUM HALL EFFECTS**

The integer quantum Hall effect can be taken as direct evidence for the quantization of magnetic flux in units of $\Phi_0$. In the fractional quantum Hall effect, it is suggested that composite fermions are formed when one electron binds an even number of flux quanta ($\Phi_0$). The fractional quantum Hall effect is then explained when these composite fermions undergo the integer quantum Hall effect, as if they were electrons. The currents needed to contain these flux quanta are not obviously available, so we suggest that the quantum Hall effects present direct evidence for our unpaired lines of flux (Section IVB). We suggest that the flux is contained by the superconducting fields which we postulate in Section VIC. The force that binds the electron to the lines of flux is then given by \( \Phi_0/2 \). We have seen that this same force on line pairs is the force of gravity.

**XXII. EXPERIMENTAL COMPARISON WITH THE STANDARD MODEL**

We obtain Schrödinger’s equation for the hydrogen atom, and by implication for heavier atoms. We obtain Newton’s Second Law of motion for the electron, and by assumption for more massive objects. Our model of gravity agrees with Newtonian gravity within our solar system. Therefore differences between the predictions of this model and the Standard Model should be hard to find. We focus here on experiments which could show a difference.

**A. Existing Experiments**

We show in Table III relevant experimental results and indicate if the Standard Model and this model are consistent with these experiments.

1. search for flux quantization outside Cooper pair superconductors:
   The most relevant experiment to this model is a search for flux quantization performed by Tonomura et al. They conclude that magnetic flux is not quantized in a toroidal ferromagnet. If this result is correct, it rules out this model, which is based on flux quantization. This experiment is one in a series of beautiful electron holography experiments that has studied the Aharanov-Bohm effect in fine detail.

   However, we suggest that this group of experiments cannot rule out this model. The reason is that this model changes the nature of the experimenter’s probes. We attach a line of flux onto each of their probes. Examination of their methods shows that they did not pay attention to the spins of their probe electrons. Consequently the lines of flux attached to their probe electrons may have spoiled their results. Their geometry in dealing with normal samples was likely different from that which they used for measurements with superconductors.

   The above argument applies to any search for flux quantization which uses electrons.

We consider the argument for flux quantization in Section IIIA to be very strong. We also note that flux quantization has apparently been observed outside of superconductors in the quantum Hall effects.

2. $g-2$ of the electron:
   We list in Table III the measurement of $g - 2$ of the electron, for which the Standard Model has achieved very high precision agreement. So far, there is no prediction for this model, because we do not have a model of the magnetic moment of the electron.
3. dark energy:  
Measurements of dark energy are pretty clearly not consistent with the Standard Model, but are consistent with this model of the ether (Section XVI).

4. inflation:  
Inflation in the Standard Model requires a scalar field, which has never been observed, plus reheating after the scalar field does its job. This model, at least heuristically (Section XV), proceeds from the string era naturally, with no new requirements, since the strings are still here.

5. AGN jets:  
This model, at least qualitatively (Section XVIII), explains why the rotation axis of a black hole is special, why AGN jets form, and why they have very high velocities. Explanations using the Standard Model are doubtful.

6. spin-spin correlation length  
The spin-spin correlation length in spin glasses is infinite. Every spin couples equally with every other spin regardless of how far they are apart. This is widely considered to be ridiculous, but it is not taken as a conflict with the Standard Model, because spin glasses are very complicated systems. In our model an infinite correlation length is natural. We suggest that these complicated systems which disagree with the Standard Model show a pattern.

7. fractional quantum Hall effect:  
The fractional quantum Hall effect is another case where the Standard Model is in apparent disagreement with experiment, but the disagreement is not taken very seriously because solids are complicated systems. Our model has a natural interpretation of this effect (Section XXI).

B. Suggested Experiments

In addition we suggest the following experiments to measure a difference between this model and the Standard Model:

1. Find the line:  
This model predicts that charged particles come with an attached line. In accelerators presumably the pair to the beam particle (with which the beam particle forms a line pair), because of energy considerations, is among the image charge in the beam pipe. The stability of the beam should be strongly affected by the image charge in the beam pipe. Apparently this is true. If a short section of ceramic beam pipe were to be used, the beam would probably be lost. It may be possible to directly observe the line in accelerators.

2. Measure $G$ accurately:  
Look for a material dependence (of order a part in $10^3$) of the measured values of $G$. See Appendix E.

3. Study the Pomeron:  
If this model is correct charged particles are not isolated and unitarity will be violated. In light of this possibility, the rising total cross section is interesting. This rise may be associated with the Pomeron.

4. Study the spreading of the electron wave function:  
This model predicts that the wave function of an isolated electron will not spread.

5. Look for the pole of the electron:  
From (16.13) we see that measurements down to a scale of $10^{-20} m$ may prove sufficient. Experiments able to make measurements on this scale may be able to measure the screening function $s$ in (8.80).

XXIII. REMAINING PROBLEMS OF THIS MODEL

We collect here the remaining problems that we anticipate to be the most serious for this model:

1. The disagreement with the flux quantization experiments of Tonomura et al. is discussed in Section XXII A.

2. The violation of the theoretical underpinnings of the Pauli Exclusion Principle is discussed in Section XIX.

3. With the size of the outer radius of a line pair estimated by equation (16.13) the tension in an unpaired line is ridiculously high. This has observable consequences. Other numbers appear to be fairly reasonable. If this model is correct, a way must be found to fix this problem. This problem seems similar in severity to a well known problem in the Standard Model—the energy in the electric field of a point charge is infinite.

XXIV. CONCLUSIONS

The bare electron is modeled as the end of a superconducting line of magnetic flux. Electric charge must be added by hand to this bare electron, but with the correct charge the electron also has the correct spin, $\hbar/2$. So the bare electron is almost a dyon, but with a spin-dependent magnetic charge. If the dielectric constant of the ether is 1 near the Earth, the effective magnetic charge of
the electron has the strength of a Dirac monopole, but is strongly screened by the ether—superconducting line pairs from all the other electrons in the universe. The bare electron interacts with the ether and undergoes zitterbewegung, very rapid random walk motion, traveling near the speed of light in its average rest frame. The wave function of the electron is the response of the ether to the average electromagnetic field of the bare electron, explaining wave-particle duality in a natural way. Quantum mechanics results from this wave nature. The mass of the electron is the potential energy of its wave function (in its rest frame). The charge and mass of the electron are predicted to vary with the dielectric constant of the ether. This may affect the interpretation of the cosmological red shift.

The photon is modeled as a helical wave, one wavelength long, traveling on a line pair. The spin of the helical photon is calculated to be $\hbar$.

The ether is a mesh of superconducting line pairs, of a new type which do not conduct electrons or Cooper pairs. These line pairs are under tension, so could represent dark energy. In general, quantization conditions arise because the ether is a multiply connected superconductor.

Using a toy version of our model with measured values of Newton’s constant $G$, the mass of the electron and the dark energy density of the universe, we estimate the line pair density near the Earth to be $4 \times 10^{39} \text{line pairs/m}^2$. This is a factor of $10^{14}$ larger than would be expected without inflation.

The gravitational force exerted by a star on a positron is due to the electromagnetic field of the positron interacting with the superconducting line pairs coming from the star. This force is independent of the sign of the positron’s charge because it is induced. The electric force is attractive but the magnetic force is repulsive. Hence the gravitational force is predicted to weaken, then reverse, as the dielectric constant of the ether becomes large.

The ether exerts a force equal to $-ma$ on an accelerating mass—which leads to Newton’s second law of motion.

We have proven that both the principles of gauge invariance and microscopic causality are violated by the superconducting fields of this model. Because this model is acausal, it is also nonlocal and even self interactions are finite.

We suggest that the Pauli Exclusion Principle is actually due to a very strong spin-dependent magnetic force: the pole force and line force between electrons. We suggest that the pole force, a contact force, is responsible for the impenetrability of matter.
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**APPENDIX A: ELECTROMAGNETIC FIELD OF THE MOVING LINE**

1. The Instantaneous Radius of Curvature

   It is useful to define the angle $\theta$ so that $\tan(\theta)$ gives the instantaneous slope of the string at any point for solution (6.17) moving in the $y-z$ plane.

   $\hat{\ell} = \hat{y}\sin(\theta) + \hat{z}\cos(\theta) = \hat{y}\ell_y + \hat{z}\ell_z$  \hspace{1cm} (A1)

   Here $\hat{\ell}$ is the direction of the magnetic field (6.05) at $x$, the point in question. Also $\hat{\ell}$ is the direction of the centerline at the relevant point $(y = x - \rho)$. (For simplicity, we assume here that this point is unique as will be true in the case of sufficiently large radius of curvature.)

   We follow the discussion of Section VIG in seeking the derivatives of $\hat{\ell}$ with respect to position and time at the field point $x$. This unit vector gives the direction of the magnetic field at $x$ and is assumed to be parallel transported from point $y$ on the centerline to $x$ for this purpose. Note that the derivatives of $\hat{\ell}$ will be different at point $x$ than on the centerline (point $y$) because the radius of curvature will in general be different for a curving line.

---

**TABLE III: Relevant Experiments: Are the Models Consistent with Experiment?**

| experiment                  | Standard Model | this model |
|-----------------------------|----------------|------------|
| flux quantization search    | Yes            | No but see Section [XXII A] |
| $g-2$ of the electron       | Yes            | no prediction |
| dark energy                 | No             | Yes        |
| inflation                   | requires scalar field, reheating | Yes |
| AGN jets                    | doubtful       | Yes        |
| spin-spin correlation length| No, but complicated | Yes |
| fractional QH effect        | No, but complicated | Yes |
If $\hat{\epsilon}$ changes, the direction of its change must be perpendicular to itself:

$$d\hat{\epsilon} = d\theta[y\cos(\theta) - \hat{z}\sin(\theta)] = d\theta[\hat{y}\ell_z - \hat{z}\ell_y] = d\theta \hat{\theta} \tag{A2}$$

We define the instantaneous radius of curvature $R$ by the equation

$$d\theta = -\frac{d\ell}{R} \tag{A3}$$

where we define the radius to be negative if the change in $\theta$ is positive, assuming positive $d\ell$. We make this choice of sign because a line with decreasing $\theta$ in $y-z$ motion matches the configuration of helical motion—and it is convenient to consider this radius of curvature positive.

Since $\ell$ changes only in the $\hat{\ell}$ direction, we have

$$d\hat{\ell} = \frac{(-\hat{\theta})}{R} \hat{\ell} \cdot dx \quad (A4)$$

Hence we can evaluate the partial derivatives of the components of $\ell$, for solution (6.17) motion in the $y-z$ plane:

$$\frac{\partial \ell_z}{\partial z} = +\ell_y \frac{\ell_z}{R} \tag{A5}$$

$$\frac{\partial \ell_z}{\partial y} = +\frac{\ell_y^2}{R} \tag{A6}$$

$$\frac{\partial \ell_y}{\partial z} = -\ell_z^2 \frac{R}{R} \tag{A7}$$

$$\frac{\partial \ell_y}{\partial y} = -\ell_y \ell_z \frac{R}{R} \tag{A8}$$

Since $\hat{\epsilon}^*$ does not change in the rest frame of the string, we use Section VI G to find the partial derivatives of the components of $\ell$ with respect to time.

$$\frac{\partial \ell_z}{\partial \tau} = -\ell_z^2 \beta \frac{R}{R} \tag{A9}$$

$$\frac{\partial \ell_y}{\partial \tau} = +\ell_y \ell_z \beta \frac{R}{R} \tag{A10}$$

At a given point in time the instantaneous radius of curvature changes with the change in the position of the field point $x$ according to the equation

$$dR = +\hat{\theta} \cdot dx \tag{A11}$$

because at a given time the center of curvature is fixed, and therefore for solution (6.17) the partial derivatives with respect to $y$ and $z$ are given by

$$\frac{\partial R}{\partial y} = +\ell_z \tag{A12}$$

$$\frac{\partial R}{\partial z} = -\ell_y \tag{A13}$$

and the partial derivative with respect to $\tau$ is

$$\frac{\partial R}{\partial \tau} = -\ell_z \beta \tag{A14}$$

From (6.21) we can find general expressions for the direction of the change with decreasing $\theta$ (hence $-\hat{\theta}$, defining positive $R$) and the expression for $R_0$, the radius of curvature of the centerline. Taking the differential of (6.21) with respect to $z$ we find

$$d\hat{\ell} = \left(\frac{\hat{y} + \hat{z}F'}{\sqrt{1 + (F')^2}}\right) \left(\frac{F''}{\sqrt{1 + (F')^2}}\right) \frac{dz}{\sqrt{1 + (F')^2}} \tag{A15}$$

$$-\hat{\theta} = \frac{-\left(\hat{y} + \hat{z}F'\right)}{\sqrt{1 + (F')^2}} = -\hat{y}\ell_z - \hat{z}\ell_y \tag{A16}$$

$$\frac{1}{R_0} = \frac{1}{\sqrt{1 + (F')^2}} \tag{A17}$$

and so noting

$$\frac{dz}{\sqrt{1 + (F')^2}} = \hat{\ell} \cdot dx \tag{A18}$$

we find

$$d\hat{\ell} = \left(\frac{-\hat{\theta}}{R_0}\right) \hat{\ell} \cdot dx \tag{A19}$$

for a displacement in the $z$-direction along the centerline.

We note that the $y$-component of $(-\hat{\theta})$ is always negative, but that the radius of curvature in $y-z$ motion can change dynamically between positive and negative values.

2. Relation between the Radius of Curvature and the Shape of the Trajectory

If we consider the position of the centerline as a function of $z$ (as an independent variable—not a field coordinate) we can relate the radius of curvature on the centerline to the shape (second derivative) of the trajectory:
\[ \tan \theta = \frac{dy}{dz} \tag{A20} \]
\[ \frac{d(tan \theta)}{dz} = \frac{1}{\cos^2 \theta} \frac{d\theta}{dz} = \frac{d^2 y}{dz^2} \tag{A21} \]
\[ \frac{1}{R_0} = -\frac{d\theta}{d\ell} = -\ell^3 \frac{d^2 y}{dz^2} \tag{A22} \]

We use this equation to show how the radius of curvature is transformed in going from the lab to the line’s rest frame:

\[ R = \gamma R^* \tag{A23} \]

### 3. General Expression for the Curl of \( \hat{\ell} \)

We use a polar coordinate system with origin at the center of curvature to find \( \nabla \times \hat{\ell} \). From the definition of the curl

\[ \nabla \times \hat{\ell} = \frac{\dot{n} f_c \hat{\ell} \cdot dx}{A_C} \tag{A24} \]

where \( \dot{n} \) is the normal (given by the right hand rule) to the circulation of \( \hat{\ell} \) around the closed path \( C \), divided by the area enclosed. (See Figure 18) We find

\[ \nabla \times \hat{\ell} = \frac{\dot{n}}{R} \frac{(R + dR) d\phi - Rd\phi}{dR (R + dR/2) d\phi} = \frac{\dot{n} dR d\phi}{dR R d\phi} \tag{A25} \]

\[ \nabla \times \hat{\ell} = \frac{\dot{n}}{R} \tag{A26} \]

where \( \dot{n} = \dot{x} \) in the case of Figure 18.

### 4. Common Mode Geometry

In common mode geometry Appendix A.1 refers to \( \hat{\ell}_1 \) which points generally in the \( +z \)-direction. We need to discuss how \( \hat{\ell}_2 \) differs, since \( \hat{\ell}_2 = -\hat{\ell}_1 \). From (6.21) we find

\[ \hat{\ell}_2 = \frac{-\dot{z} + \dot{y} F'}{\sqrt{1 + (F')^2}} \tag{A27} \]

\[ d\hat{\ell}_2 = -\left( \frac{\dot{y} + \dot{z} F'}{\sqrt{1 + (F')^2}} \right) \left( \frac{F''}{\sqrt{1 + (F')^2}} \right) \frac{dz}{\sqrt{1 + (F')^2}} \tag{A28} \]

We use this equation to show how the radius of curvature is transformed in going from the lab to the line’s rest frame:

\[ R = \gamma R^* \tag{A23} \]

### 5. Helical Mode Geometry

For helical geometry from (7.36) and (7.37) we find, in the rest frame of both lines

\[ d\hat{\ell}_2 = +\left( \frac{\dot{y} + \dot{z} F'}{\sqrt{1 + (F')^2}} \right) \left( \frac{F''}{\sqrt{1 + (F')^2}} \right) \frac{dz}{\sqrt{1 + (F')^2}} \tag{A29} \]

\[ = -\left( \dot{y}\ell_{1z} - \dot{z}\ell_{1y} \right) \left( \frac{-F''}{\sqrt{1 + (F')^2}} \right) \frac{\hat{\ell}_2 \cdot dx}{R_0} \tag{A30} \]

\[ = +\left( \dot{y}\ell_{2z} - \dot{z}\ell_{2y} \right) \frac{1}{R_0} \frac{\hat{\ell}_2 \cdot dx}{R_0} \tag{A31} \]

\[ d\hat{\ell}_2 = \frac{1}{R_0} \frac{\hat{\ell}_2 \cdot dx}{R_0} \tag{A32} \]

and all the spatial first derivatives are reversed (when referenced to a fixed coordinate system, as must be true) compared to the case of \( \hat{\ell}_1 \) and expressed in terms of \( \hat{\ell}_1 \) or \( \hat{\ell}_2 \) as appropriate. But the radius of curvature on the centerline \( R_0 \) (and by extension \( R \)) is the same for both lines.
value of line is also a constant for line 2, with the same constant and we see that the radius of curvature on the center-

but if we only need the curl, we can use (A26).

Using this relationship and (6.74) in (6.47) we find for

d\hat{\ell}_1^* = \frac{1}{R_0^*} \frac{1}{R_1^*} \hat{\ell}_1 \cdot dx \quad (A36)

but if we only need the curl, we can use (A20).

For line 2

\frac{d\hat{\ell}_2^*}{\sqrt{1 + (kd_0)^2}} = \frac{(-\hat{y}^*)}{\sqrt{1 + (kd_0)^2}} \quad (A37)

and we see that the radius of curvature on the center-
line is also a constant for line 2, with the same constant value of $R_0^*$ as for line 1. The derivatives of $\hat{\ell}_2^*$ can be calculated from

\frac{d\hat{\ell}_2^*}{\sqrt{1 + (kd_0)^2}} = \frac{(+\hat{y}^*)}{\sqrt{1 + (kd_0)^2}} \quad (A38)

and we see that the radius of curvature on the center-
line is also a constant for line 2, with the same constant value of $R_0^*$ as for line 1. The derivatives of $\hat{\ell}_2^*$ can be calculated from

\frac{d\hat{\ell}_2^*}{\sqrt{1 + (kd_0)^2}} = \frac{(+\hat{y}^*)}{\sqrt{1 + (kd_0)^2}} \quad (A39)

6. Calculations of the Electromagnetic Field

In order to calculate the electromagnetic field from

we need to make use of the fact that $\Delta y$ and $\Delta z$ are related by the fact that $\rho$ is a cylindrical radius. Selecting events which are simultaneous in the lab to de-
define $\hat{\ell}$ and $\rho$, and requiring $\hat{\ell}^* \cdot \rho^* = 0$ in the rest frame of the line, we find

\gamma^2 \ell_y \Delta y + \ell_z \Delta z = 0 \quad (A40)

Using this relationship and (6.74) in (6.47) we find for

the electromagnetic field:

\begin{align*}
  \mathbf{E}(\tau, x) &= \frac{-\gamma^2 \beta_0}{a^2} \hat{z} \left\{ \ell_z K_0(\rho^*/a) \{1 - \frac{a^2}{R^2} (1 - 3\ell_y^2 \beta^2) \} \\
  &\quad - \frac{K_1(\rho^*/a)}{\rho^*} \frac{a}{R} \gamma^2 \ell_y \Delta y (1 - 2\ell_y^2 \beta^2) \right\} \\
  \mathbf{B}(\tau, x) &= \frac{\gamma^2 \beta_0}{a^2} \left\{ K_0(\rho^*/a) \hat{\ell} \{1 - \frac{a^2}{R^2} (1 - \ell_y^2 \beta^2) \} + \frac{K_1(\rho^*/a)}{\rho^*} \frac{a}{R} \gamma^2 \ell_y \Delta y [1 - 2\ell_y^2 \beta^2] \right\}
\end{align*}

7. Energy of Bending

We consider the dependence of the energy of a curved
but static line on the radius of curvature. We use a curv-
linear coordinate system which bends with the line and has $\theta$, $\rho$ and $\phi$ as independent variables with the elements of length $R d\theta$, $d\rho$, and $d\phi$. The cylindrical radius of cur-
vature $R$ at the point $x$ is given by

\begin{equation}
  R = R_0 + \rho \cos(\phi) \quad (A45)
\end{equation}

where $R_0$ is the radius of curvature of the centerline. We calculate the magnetic energy in a length $\Delta \ell$ of the line where

\begin{equation}
  \Delta \ell = R_0 \Delta \theta \quad (A46)
\end{equation}

We find

\begin{equation}
  \Delta U = \frac{1}{8\pi} \int R d\theta \ d\rho \ d\phi \ B^2 \\
  = \frac{g_0^2}{a^4} \Delta \ell \int_0^\infty d\rho K_0(\rho/a)^2 + \frac{g_0^2}{2\pi a^3} \left[ \sin(\phi) \right]^{\pi/2} \int_0^\infty d\rho K_0(\rho/a)^2 \quad (A47)
\end{equation}

So we obtain

\begin{equation}
  \frac{dU}{d\ell} = \frac{g_0^2}{2a^2} \quad (A48)
\end{equation}

as in (5.30). The energy of the line is independent of its curvature. One side of the centerline stretches, but the other side contracts, with no net change in energy.
APPENDIX B: GENERAL MOTION IN THE COMMON MODE

For common mode motion with the line separation perpendicular to the motion, we have shown that the interaction terms in (7.10) sum to zero and therefore solutions of type (6.30) can propagate at the speed of light on the two lines of an isolated pair.

Now we would like to consider a line pair moving in the $y - z$ plane with the line separation also in the $y - z$ plane. In common mode the separation of the centerlines is fixed at $2d_c$ perpendicular to both centerlines. This geometry has the complication that the corresponding points on the two lines have different values of $z = \sigma$ though each is a solution of type (6.17). So

$$y_1 = y + d \quad y_2 = y - d$$  \hspace{1cm} (B1)

$$d = (0, d_c d)$$  \hspace{1cm} (B2)

where $d_c$ is a constant and $\hat{d} \cdot \hat{e} = 0$.

Using arguments similar to Appendix A 1 and remembering that here $z$ is an independent variable—not a field coordinate, we find

$$\frac{\partial \hat{d}}{\partial \tau} = + \frac{\hat{e}}{R_0} \frac{d\ell}{dz}$$  \hspace{1cm} (B3)

$$\frac{\partial \hat{d}}{\partial \tau} = - \frac{\hat{e}}{R_0} \frac{d\ell}{dz}$$  \hspace{1cm} (B4)

where $R_0$ is the radius of curvature of the common mode centerline of both lines. So

$$\dot{d}^\mu = (0, -\hat{e}^\mu) \frac{d_c}{R_0} \frac{d\ell}{dz}$$  \hspace{1cm} (B5)

$$\dot{d}''^\mu = (0, +\hat{e}''^\mu) \frac{d_c}{R_0} \frac{d\ell}{dz} .$$  \hspace{1cm} (B6)

We find that (7.4) and (7.5) become

$$\mathcal{L}_{m1} = \frac{T}{c} \left| \frac{d\ell}{dz} \right| \left[ 1 + \frac{d_c^2}{R_0} \sqrt{1 - \beta_\perp^2} \right] \frac{T}{c} \left[ 1 + \frac{d_c^2}{R_0} \right] \left\{ (y' \cdot \dot{y})^2 - (y')^2 (\dot{y})^2 \right\}^{1/2}$$  \hspace{1cm} (B7)

$$\mathcal{L}_{m2} = \frac{T}{c} \left| \frac{d\ell}{dz} \right| \left[ 1 - \frac{d_c^2}{R_0} \sqrt{1 - \beta_\perp^2} \right] \frac{T}{c} \left[ 1 - \frac{d_c^2}{R_0} \right] \left\{ (y' \cdot \dot{y})^2 - (y')^2 (\dot{y})^2 \right\}^{1/2}$$  \hspace{1cm} (B8)

so the total Lagrangian becomes

$$\mathcal{L}_m = \mathcal{L}_{m1} + \mathcal{L}_{m2} = \frac{2T}{c} \left\{ (y' \cdot \dot{y})^2 - (y')^2 (\dot{y})^2 \right\}^{1/2}$$  \hspace{1cm} (B9)

identical to $\mathcal{L}_m$ in (7.8).

As in Section VII B 1 the common mode interaction terms add to zero when both lines are referenced to the common mode centerline. The two lines do not bend so they have precisely the same shape. They have the same center of curvature when referenced to the common mode centerline, so that their individual centerlines have different radii of curvature but the radii of curvature of the fields are identical at any point.

Hence we get the same equations of common mode motion with the separation perpendicular to the plane of the motion as we get if the separation is in the plane of the motion. Therefore we presume that the orientation of $d$ makes no difference to the common mode motion, and common mode solutions (gravitational waves) of type (6.30) can also propagate at the speed of light on an isolated line pair.

APPENDIX C: MOTION OF THE BARE ELECTRON

1. Orientation of the Bare Positron-Pole

Following the reasoning of Section VIIIB 1 we have shown how the equations of motion of the bare positron-pole (8.35, 8.38) are solved in the case that $\mathbf{E} \cdot \mathbf{B} = 0$ (where $\mathbf{E}$ and $\mathbf{B}$ refer to external fields). If $\hat{e}$ is at an angle $\pi - \theta$ from the magnetic induction field $\mathbf{B}$ and $\mathbf{E} \cdot \mathbf{B} = EB\sin\alpha$ as shown in Figure 1, then from (8.36) and (8.38) we find

$$- \frac{B_3}{E_\ell} = \beta_\perp = \frac{B_\ell E_3 + B_0 \sqrt{B_0^2 + E_3^2 - B_\ell^2}}{B_0^2 + E_3^2}$$  \hspace{1cm} (C1)
\[
\frac{\sin(\theta)B}{-\sin(\theta + \alpha)E} = B\left[-\cos(\theta)\cos(\theta + \alpha)\right] + B_0 \sqrt{B_0^2 + E^2\cos^2(\theta + \alpha)} - B^2\cos^2(\theta)
\]

Above equation must be solved for \(\theta\) given \(E\), \(B\), and \(\alpha\). If \(\alpha\) is small, we

\[
\theta B = - (\theta + \alpha)E \beta_\perp
\]

and

\[
\theta = - \frac{\alpha \beta_\perp E}{B + \beta_\perp E}
\]

showing that the orientation of \(\hat{\ell}\) is easily determined if \(\alpha\) is small.

2. Motion of the Positron

The electric charge at the end of each line is easily incorporated into the Principle of Least Action using the

\[
\partial_{\mu} \left[ \frac{g_0}{c} \mathcal{y}_\alpha \langle \tilde{F}^{\alpha \mu} \rangle_{\text{self}} + \frac{g_0}{c} \mathcal{y}_\alpha \langle \tilde{F}^{\alpha \mu} \rangle_{\text{external}} + \frac{\epsilon_0}{c} \mathcal{y}_\alpha \langle \mathcal{F}^{\alpha \mu} \rangle_{\text{self}} + \frac{\epsilon_0}{c} \mathcal{y}_\alpha \langle \mathcal{F}^{\alpha \mu} \rangle_{\text{external}} \right] = 0
\]

We evaluate the boundary condition just outside the end of each line so that the electric charge is included. The pole self field is continuous so we can evaluate it just inside the line as we did in Section VIII C. The self field of the electric charge will be finite if we average over the cross section of the end of the line. Then, since we switch to the point charge approximation to evaluate the motion of the bare positron, we can argue that the electric self energy is zero from symmetry. It is easy to see that the cross terms in the self energy are zero. Evaluating them in the rest frame of the positron where \(\mathcal{y}_\alpha = (1, 0)\), we see that the pole only interacts with a magnetic field, whereas the charge only interacts with an electric field. Hence the self-energy terms are unchanged from the case of the positron-pole and the equation of motion becomes

\[
\beta_\perp \mathcal{v}_\perp + \sqrt{1 - \beta_\perp^2} (0, \mathcal{v}) = \frac{1}{B_0} \left[ \langle \mathcal{F} \cdot \mathcal{B}, \mathcal{B} - \mathcal{F} \times \mathcal{E} \rangle + f(\mathcal{F} \cdot \mathcal{E}, \mathcal{E} + \mathcal{F} \times \mathcal{B}) \right]
\]

where

\[
f = \frac{e_0}{g_0} = 2 \frac{e_0^2}{\hbar c}
\]

is a small number if \(\varepsilon \simeq 1\) near the Earth—implying that the motion of the bare positron is dominated by the pole, which is much stronger than the charge. We can show this directly by combining terms in (C6) to find
that the motion reduces to the case of the bare positron-pole. We simply make the substitutions

$$B \rightarrow B' = B + fE$$  \hspace{1cm} (C9)$$
$$E \rightarrow E' = E - fB$$  \hspace{1cm} (C10)$$

and the equation of motion of the bare positron reduces to the equation of motion of the bare positron-pole, in terms of these transformed fields.

**APPENDIX D: RESPONSE OF THE ELECTRON**

1. **Response to the Electromagnetic Field**

This model of the positron (using positive charge for convenience) has an electric charge of \( e \), a screened magnetic pole field of effective magnetic charge \( e_0 \), and a line field that ensures that the total magnetic flux leaving the positron is zero. Hence our positron (assuming \( \varepsilon = 1 \) near the Earth) has the expected electric charge but no true magnetic charge. It has a magnetic dipole moment, which we are currently unable to model. Therefore our model of the positron should behave like a physical positron if we assume that the positron’s measured magnetic dipole moment is consistent with our model.

2. **Can You Pull on the Positron’s String?**

The short answer to this question is no. The string tension is quantized and therefore can not transmit an increase in force to the positron. The string is perfectly elastic. If you pull on it in the direction of the string, you simply increase the string’s length and do not affect the positron’s motion. However, if you pull on the string perpendicularly to the string, you can affect the orientation of the string, and thereby change the positron’s motion. So this fact brings out the importance of spin and developing a model of the magnetic moment that will be needed to make this model complete.

**APPENDIX E: RIGOROUS TREATMENT OF GRAVITY**

Following the line of reasoning which led to (9.3) and hence to (9.12), the line pair density coming from a star of arbitrary material is given by

$$g = \frac{e^2 R_{\ast}^2}{6m_e m_u y_{\min}^2} \left( \frac{A}{A_i} \right)_{i}$$  \hspace{1cm} (E2)$$

where \( m_u \) is one atomic mass, \( A \) is the mass number of the material (number of nucleons) and \( A_i \) is the relative atomic mass of the material. The brackets indicate the mass weighted mean and the subscript \( i \) indicates that the ratio of the line pair density from a star to its mass depends on the material of the active mass (source of the field). Then the value of \( G_i \) becomes

$$G_i = \frac{e^2 R_{\ast}^2}{6m_e m_u y_{\min}^2} \left( \frac{A}{A_i} \right)_{i}$$  \hspace{1cm} (E2)$$

The size of the material dependence factor is typically \( 10^{-3} \). This factor approaches 1% for hydrogen, but it is difficult to measure \( G \) with a gas. There are wild fluctuations\([95]\) in existing measurements of \( G \) and this model may be able to help\([96]\) bring understanding to these measurements.

This model can not assess whether or not the gravitational force is proportional to passive mass (on which the field acts) because we do not model the nucleus.

**APPENDIX F: UNDERSTANDING NEWTON’S SECOND LAW**

The discussion of Section [XIXA] indicates that when a line pair passes a charged particle, it will exert an attractive force on this particle, and this force will switch directions as the line pair passes. Hence the force of a line pair on a particle \( \text{will depend on the velocity of the line pair. If line pairs in our surroundings dominantly come from stars we can see, the “fixed” stars, we expect that the force of the ether on a charged particle \( \text{will depend on the velocity of the particle, instead of only on the acceleration of the particle. However, we have seen that the average line pair (Section XVIC) is about a factor of } 10^{14} \text{ larger than the size of our visible universe, probably because of inflation. This indicates that the total volume of our universe is about a factor of } (10^{14})^3 = 10^{42} \text{ greater than the volume of our visible universe! Matter which went over our horizon early in the inflationary process will now be moving at velocities far beyond the velocity of light relative to us, but may have stars which are the source of line pairs near us. Thus we postulate that the line pairs near us are moving isotropically with uniformly distributed velocities at } \text{...} \)
least up to the velocity of light. This causes Lorentz invariance. Apparently these line pairs are not accelerating with respect to our inertial system[11].
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We presume, but do not prove, that the response can be derived from (6.76) using the superconducting current which is induced on the outer surface of each line pair (and extending a few penetration depths into the pair).

If we approximate a line pair by a series of superconducting spheres we can see that the polarizability per unit length of a line pair should be approximately given by $\alpha(\phi) \sim R_0^2 / \sin \phi$ where $R_0 = k_0 a$ is the cylindrical outer radius of a line pair. See Figure 15.
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