Graph Convolution Neural Network For Weakly Supervised Abnormality Localization In Long Capsule Endoscopy Videos
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Abstract—Temporal activity localization in long videos is an important problem. The cost of obtaining frame level label for long Wireless Capsule Endoscopy (WCE) videos is prohibitive. In this paper, we propose an end-to-end temporal abnormality localization for long WCE videos using only weak video level labels. Physicians use Capsule Endoscopy (CE) as a non-surgical and non-invasive method to examine the entire digestive tract in order to diagnose diseases or abnormalities. While CE has revolutionized traditional endoscopy procedures, a single CE examination could last up to 8 hours generating as much as 100,000 frames. Physicians must review the entire video, frame-by-frame, in order to identify the frames capturing relevant lesion or abnormality. This, sometimes could be as few as just a single frame. Given this very high level of redundancy, analysing long CE videos can be very tedious, time consuming and also error prone. This paper presents a novel multi-step method for an end-to-end localization of target frames capturing abnormalities of interest in the long video using only weak video labels. First we developed an automatic temporal segmentation using change point detection technique to temporally segment the video into uniform, homogeneous and identifiable segments. Then we employed Graph Convolutional Neural Network (GCNN) to learn a representation of each video segment. Using weak video segment labels, we trained our GCNN model to recognize each video segment as abnormal if it contains at least a single abnormal frame. Finally, leveraging the parameters of the trained GCNN model, we replaced the final layer of the network with a temporal pool layer to localize the relevant abnormal frames within each abnormal video segment. We experimented with multiple real patients’ endoscopy videos and achieved an accuracy of 89.9% on the graph classification task and a specificity of 97.5% on the abnormal frames localization task.

Index Terms—Graph Convolution Neural Network, Wireless Capsule Endoscopy, Weakly Supervised Localization, Video Temporal Segmentation, Graph Classification

I. INTRODUCTION

Gastrointestinal (GI) diseases are a source of substantial morbidity, mortality, and cost in the United States. In 2015, annual health care expenditures for gastrointestinal diseases totaled $135.9 billion [1]. Endoscopy is the standard non-surgical procedure that allows physicians to examine the digestive tract to identify any disease, abnormalities or lesions present in the system. Traditional endoscopy procedures include the upper endoscopy, small bowel endoscopy and colonoscopy. In upper endoscopy, an endoscope is passed through the mouth and throat and into the esophagus, thereby allowing the physician to view the esophagus and stomach [2]. The small-bowel endoscopy advances further and allows visibility into the upper part of the small intestine while colonoscopy involves passing endoscopes into the colon through the rectum to examine the colon. While these traditional methods are still very well in use today, the main limitation is their inability to provide visibility into significant part of the small bowel region. This is in addition to being uncomfortable, invasive and always requiring the physical presence of the physician or expert gastroenterologist.

Wireless Capsule Endoscopy (WCE) [3] has revolutionized the traditional procedures by allowing for non-invasive visualization of the entire digestive tract including the entire small bowel region. During the WCE procedure, patients swallow a tiny capsule equipped with a camera (shown in fig. 1) which captures images of the entire digestive tract at about 2 - 6 frames per second. The capsule is propelled down the digestive tract through peristaltic movement of the intestinal walls. The images are transmitted to an attached recorder and then transferred to a work station. The images are compiled as a video for review by an expert physician or gastroenterologist. Since traditional methods are limited in how much visibility they can provide, physicians are usually more interested in the images of the small bowel region when reviewing CE videos. While there could be as much as 50,000 images covering the small bowel region alone [2], it is possible for abnormality or lesion of interest to be present in as few as a single frame. However, physicians must review and analyze the entire video, frame-by-frame, in order to identify the abnormalities for diagnosis. This manual review process is very tedious, time consuming and also prone to error leading to increased risk of wrong diagnosis.

Automated analysis of videos encompasses tasks such as object detection, object recognition, tracking, action localization and general understanding of objects behavior in a video. Each of these task leverage a single or multiple information contained in the video for prediction. For example, object detection only require 2D image spatial data in order to
identify the region of interest. Meanwhile object tracking will leverage both the spatial and temporal information contained in
the video to perform the task. Due to the extreme difficulty of manually analysing video structured data by humans, various
methods have been proposed in literature to automate some of
the tasks across multiple domains [4]–[6], including medical
domain on WCE videos [7]–[9].

Activity localization or action detection [10], [11] in a
video involves identifying the region where the activation
score corresponding to the class of activity in the video is
maximum. Activity localization in a short video has received
significant attention among computer vision research commu-
nity [4], [12], [12]–[23]. However, models such as structured
segment network in [12], multi-stage CNN model in [16] and
boundary regression in [13] requires frame-level labels to train.
Obtaining frame annotation in medical domain, particularly
for CE video data is very challenging. In order to develop a
model that generalizes across multiple patients and diseases,
the model would require large sample of each abnormality
collected across multiple patients. Furthermore, while Deep
Convolutional Neural Network (DCNN) based models have
demonstrated improved performance on various image recogni-
tion [24]–[26] and video analysis tasks [27]–[31] including medical image analysis [7], [32]–[35], they are notoriously
sample inefficient requiring large samples per training class
to optimized its parameters for ease of generalizability. The
challenge of obtaining frame level label is further exacerbated,
in the medical domain, when the expertise, time and effort
required are not readily available. Despite the large volume
of frames generated in a single CE examination, the high
class imbalance, with significantly more normal frames than
disease-containing frames, limits the feasibility of training a
fully supervised DCNN model that generalizes across multiple
abnormalities and also patients.

Prior works on CE video have mostly focused on single or
multiple lesion detection on each individual and independent
frames in the video [8], [9], [32]–[55]. Despite the extreme
difficulty of obtaining frame-level label for CE video frames,
little to no attention has been made towards leveraging tempo-
or topological relationship between the frames to develop a
more robust system. To the best of our knowledge, no
prior work has addressed the task of temporal abnormality
localization within a sequence of CE video frames. We believe
that analysis of video data requires leveraging the spatial,
temporal and topological relationship between the frames
to achieve a system that can be deployed in real clinical
environment to aid physicians in their diagnosis. The novelty
of the work proposed in this paper is in three (3) folds; Firstly,
we leverage the spatial, temporal and topological relationship
between the frames to develop a model to localize abnormal
regions containing the disease or abnormality of interest in a
full CE video. Secondly, our model uses only weak video level
labels for this task, thereby obviating the need for an expert
provided frame-level annotation, which is often very chal-
lenging. Thirdly, we employed Graph Convolutional Neural
Network (GCNN) model, based on the GraphSage architecture
[56]. This allows us to learn a robust representation of CE
videos both transductively and inductively by leveraging the
message passing architecture and neighborhood information
aggregation.

Different techniques have been proposed for lesion seg-
mentation within a 2-D CE video frame [40], [43], [50].
Similar to the high cost of obtaining pixel-level label for image
segmentation, obtaining frame-level labels for CE videos is
not an easy task. First, annotating individual frame is much
more tedious than the normal CE video review process.
Secondly, challenging conditions such as poor illumination
and camera instability due to peristaltic motion of the bowel
impacts the quality of frames generated in the video, leading,
sometimes, to noisy and unreliable expert-provided frame-
level annotation. To the best of our knowledge, this is the first
work on abnormality localization in a sequence of CE video
frames using weak video level labels. The model proposed
in this paper, addresses several issues in CE video analysis
where our weakly supervised model requires no frame-level
annotation from medical experts. In addition, by using graph-
based model, we learn a more robust representation of the
video through message passing and information aggregation.

Given weak labels for each video segment, we train a
weakly supervised GCNN model on aggregate frame features
and classify each video segment. During testing, we applied a
adaptive temporal pool layer on the GCNN model to generate
frames’ activation score corresponding to the video class
activation map over the sequence of frames. The adaptive tem-
poral pool layer ranks the frames within each segment based
on the significance to identifying the segment as abnormal.
This significance of this framework is in minimizing experts’
review time on CE videos by generating frames relevant to
abnormality of interest for review by the expert physician or
gastroenterologist without the need for frame level labels.

Long videos typically differs from short videos based on
the duration and also the number of actions contained in
the sequence. Since short videos usually contain one object
or activity of interest, activity localization within a short
video involve detecting a single high energy region in the
sequence. Meanwhile, long videos pose additional challenge
with multiple energy activation regions requiring temporal
segmentation before localization. In addition to the novelty
of the work previously mention, with the end-to-end system for
long videos proposed in this paper, we are able to generalize
the concept activity localization to long videos with multi-

Fig. 1: Capsule Camera
ple activities within the sequence. Without requiring manual partitioning of the video into fixed frame length. Localizing action in short videos involves a temporal search for a single class activation map within the sequence while long videos with multiple activities will have multiple actions within the sequence.

The rest of the paper is structured as follows: Section II covers related work on GCNN model, weakly supervised learning and prior works on analysis of CE video data. In section III, we cover the main idea of the framework proposed in this paper including detailed description of each component of our multi-step localization model. Section IV describes our experimentation procedure, including detailed description of our dataset, evaluation metrics and implementation procedures. Section V contains the results of our experiments on multiple patients CE video data including the result our our ablation study where we varied the $k$ hyper-parameter in our sample frame localization. In section VI, we summarized the results of the framework developed in this paper, our contribution, limitations and our next steps for future works.

A. Contributions:

(1) A novel temporal abnormality localization model for long capsule endoscopy video; (2) Using Graph Convolution Neural Network (GCNN) trained only weak video level annotation, we employed information present in all the nodes of the graph to learn a better representation of each video in our data; (3) We conducted ablation study using different configuration of the GraphSage-GCNN model to understand the effect of each component on the performance of the network; (4) We reported performance of the model on the localization task using a range of hyper-parameters thresholds for the final temporal pool layer of the network.

II. RELATED WORK

In this section, we discuss the prior works on analysis of CE video as well as techniques that have been developed for various disease and abnormality detection. Our review covers work on GCNN in other domains and different formulations and solutions to weakly supervised learning tasks.

A. Abnormality Detection in Capsule Endoscopy Videos

Analysis of CE videos encompasses tasks such as disease or abnormality detection, quantifying severity of identified diseases, localizing identified abnormalities, and decision making on appropriate intervention by the physician. Prior works on automating review and analysis of CE videos can broadly be categorized into three (3) - 1) detection of specific disease or lesion such as bleeding in [34], polyp [42], ulcer [35], and angioectasia [8], [45]; 2) abnormal or outlier frame detection where frames with abnormalities are consider outliers [40], [47]; and 3) models aimed at minimizing experts review time on CE video - video summarization. Here key frames capturing abnormalities are selected as representative frames from the entire video [57]–[62]. While obtaining frame level label for CE videos is very difficult, little to no attention has been paid to models that will leverage the relationship between the frames to mitigate this challenge. To the best of our knowledge, no prior work has considered temporal abnormality localization on CE video data. The work proposed in this paper aligns with the concept of video summarization where, by leveraging the temporal and topological relationship between the video frames, we localize the abnormality to a more narrow temporal region. This allows us to select representative samples within each abnormal region as a video summary for the experts. In addition, our model does not require any frame level label to identify the abnormal regions and localize abnormal frames in the video.

B. Graph Convolutional Neural Network (GCNN)

Following the work in [63], GCNN continues to gain increased popularity among deep learning and machine learning researchers [64]. GCNN extends techniques such as Recursive Neural Networks (RNN) [65], [66] and Markov Chains [67], [68] while leveraging the powerful representation power of neural networks on graph structured data. Traditional deep learning models are well developed for spatial (CNN) [55], [69] and sequential (RNN) data [70] with little contribution on graph structured data. CNNs are used to learn representation on 2D spatial image data while RNNs learns to encode and represent sequential data. While CNNs and RNNs based models [62] can automatically learn the internal encoding of the graph structured data, SVM’s internal representation needs to be user designed. Meanwhile, many natural interactions between objects can be represented as a graph with the relationship between the objects captured in the edges between the nodes of the graph. Graph Neural Networks (GNN) models are robust and generic enough to also accommodate spatial and sequence data [70], [71] by specifying the nature of the edge and node relationships.

Main operations on graph network are filtering, activation and pooling. Similar to regular convolution, Graph Convolution Network (GCNN) combines the benefit of spatial and spectral based filtering operations [63] in addition to non-linear transformation of the input features to achieve a robust representation of the graph structured data. GCNN represents features as nodes in the graph and wide range of relationships, from simple similarity (e.g. cosine similarity) to long- short term memory (LSTM) can be modelled to capture the relationship between the nodes as weighted edges. Graph filtering uses neighborhood aggregation from the previous layer to determine the representation of each node in subsequent layer [56]. [56] proposed GraphSage to leverage both inductive and transductive learning capability of GNN. For each layer of the network, the model aggregates the representation for each node in the graph based neighborhood sampling from surrounding nodes. Graph Attention Network (GAT) [72] was proposed to improve the neighborhood aggregation by ranking the neighboring nodes using an attention layer to generate better representation.
C. Weakly Supervised Localization

State-of-the-art methods address the problem of temporal action localization in long videos by applying RNN based action classifiers on sliding windows [10], [11] for action detection in a video sequence. Methods such as structured segment network in [12], multi-stage CNN model in [16] and boundary regression in [13] are some of the approaches to action detection in a sequence of video frames. However, these techniques require frame level annotation which is a very difficult to collect, particularly in medical domain [73]. In order to mitigate this challenge, weakly supervised methods using global video level labels for activity localization has recently been gaining traction among researchers [74]–[78]. In [75] Nguyen et al., proposed sparse temporal pooling network for action localization in an untrimmed video. Using video-level class labels, their model predicts temporal intervals of human actions in a video. In [76] the authors proposed the Weakly supervised Temporal Activity Localization and Classification (W-TALC) framework using only video-level labels. They used two sub-networks - a two-stream based feature extractor network and a weakly-supervised module - trained by optimizing two complimentary loss functions. The model learns to classify the videos and also localize the region of the action within the video. Class Activation Mapping (CAM) was introduced in [77] for weakly supervised action localization in an untrimmed video. Similarly, [13] proposed a cascaded boundary regression method for temporal action localization.

In [14], Lin et al. proposed a single shot technique for temporal action detection in a video. Their model based on 1D temporal convolutional layers, skips the proposal generation step in detection by classification framework, to directly detect action instances in untrimmed videos. [15] used convolution de-convolution network to precisely localize action in untrimmed videos. The work in [79] is focused on weakly supervised localization of novel objects using the objects’ appearance transfer framework. Another unique attempt at action localization was proposed in [80], where the authors temporally localized action in untrimmed videos using (AutoLoc). UntrimmedNets was proposed in [81] for temporal action recognition and detection.

While our proposed framework is motivated by [56], [74], [78], our model combines more effective GraphSage representation network with a final attention layer in the classification model. As against just simple temporal attention model used in [75], our GCNN representation is able to leverage the neighborhood information for more effective representation of each member node in the graph. However, we adapted the temporal pool layer based on [74] for the abnormal frame localization during inference. GCNN localization framework was considered in [78], our model is different in that the aim of our localization task is to select sparse representative frames in each video segment as against using similarity between time segments to determine the temporal boundaries [78]. Secondly, this paper addresses the problem of temporal abnormality localization in long CE videos which is collected under more unstable and challenging digestive tract environment than most open dataset. Lastly the peculiarity of this work as against other prior works on activity localization is that abnormal regions in CE videos are not usually contiguous, making frameworks developed temporal segment boundary detection ineffective. Our model, therefore aims to select sparse non-contiguous representative frames within each video segment by applying a temporal pool layer over the final GCNN activation layer. To the best of our knowledge, this is the first work using temporal information to localize abnormal frames in CE video data.

III. METHODOLOGY

A. Overview of Framework

Weakly supervised temporal abnormality localization is an extension of weakly supervised object segmentation task on 2-dimensional image data [40], [43], [50], [82]–[84]. In this section, we describe our framework on the multi-step abnormality localization on CE video data. We employed GraphSage model as the base GCNN model. First we temporally segment the long video into uniform homogeneous and identifiable short video segment. Then, considering each video segment as a graph, the frames in the video represents the nodes while the relationship between the frames is represented as the edges of the graph. For our framework, we experimented with a range similarity measures such as cosine similarity, correlation and euclidean distance between the nodes of the graph to capture the topological relationship between the nodes in the edge weights. By using GCNN, we explicitly capture the topological relationships between the frames in the videos which is considered during training and testing of the network. For each layer of the graph, each node (frame) feature is transformed to a weighted average of the neighboring feature of the previous layer. In final layer of the network, we applied an attention mechanism to attend over the most informative frame in the sequence. Finally, we aggregated the weighted features after attention using an aggregator function. We also experimented with aggregator functions ranging from simple summation, mean and pool aggregation functions to a more complex LSTM aggregator to compare performance. The final layer is a multiple-instance classifier which is a fully connected layer that learns a multi-instance classification [85] of the video. During inference, we perform the localization task by replacing the fully connected multi-instance classifier with a temporal pool layer on top of the last attention layer. This allows us to extract the frames with highest class activation score over the temporal sequence of frames in the region. Figure 3 shows the pipeline of our proposed architecture.

B. Feature Extraction

Representation learning for medical images to capture abnormality of interest is a very complex problem. The nature of different categories of abnormalities in CE video further exacerbate this problem. First, the challenging environment in which the video frames are captured such as poor illumination
and unstable movement of the capsule camera in the digestive tract lead to poor quality frames being generated. Secondly, abnormal lesion such as angioectasia, ulcer and polyp varies significantly with complex geometry and coloration, making detecting them in the video frames very difficult. To mitigate this problem, we compared multiple feature extraction approaches on the CE video frames, and adopted the VGG-19 [25] network which is in line with the result in [48]. VGG-19 better captures and also learns better representation the different abnormalities present in the frames. We employed a pretrained VGG-19 network trained on large ImageNet dataset [86] and then fine-tuned on five (5) of our CE videos.

CE videos data have high imbalance and high redundancy structure with far more normal frames than any abnormal category. While fine-tuning the model, we applied weighted oversampling on the classes by placing more weights on the minority class to create a balanced exposure of the model to the different classes. We also applied different augmentations such as random rotation, random horizontal and vertical flip to simulate the real movement of the capsule camera in the digestive tract. While this does not change the distribution of our data, we were able to generate additional samples using these augmentation techniques. Finally, we obtained a 4096-dimensional feature vector per frame from the pool-5 layer of the network after training. Each unique patient’s video is represented by feature volume of $T \times d$, where $T$ is the length (number of frames) of the video while $d$ is the dimension of each frame extracted from the pretrained VGG-network.

C. Temporal Segmentation

Using concept from time series change point detection [87]–[92] and video shots boundary detection [93], [93]–[96], we temporally partition the long video feature matrix into uniform homogeneous segment by detecting points at which the statistical properties of the sequence of features changes.

Figure 2 shows the output of the boundary detection step.

For a long CE video with multiple diseases at different regions, we applied unsupervised temporal segmentation method using the PELT change point detection algorithm to split the videos features into homogeneous visual segments. Each segment is then considered a bag of normal and abnormal frames with some frames containing only normal frames. A video segment is considered abnormal if it contains at least one frame with an abnormality. Similar to a Multi-instance learning problem, an abnormal video segment contains a mix normal and abnormal frames [97]–[99].

Each unique patient’s video $V$ is temporally segmented into $k$ video shots $\{v_i^n\}$ based on the visual temporal boundaries. While the long video $V$ can contain multiple diseases and therefore have multiple labels $\{y_1, ..., y_t\}$, the result of the segmentation step allows us to only capture one or no abnormality within each short video segment. The illustration in shown in figure 3. First, we partition the videos into uniform segments $\{v_i^n\}$ such that not more than abnormality is present in each segment with no overlapping frames. We considered a disease agnostic framework with labels $y_i \in \{0, 1\}$ such that we only classify each segment as either abnormal or normal based on whether it contains at least an instance of an abnormal frame. This binary disease-agnostic framework will allow our model to generalize to other new unseen category of abnormality in the future.

D. Graph Representation and Classification

We applied GraphSage convolution framework from [56]. The framework allows for inductive and transductive learning on large graphs. The model architecture is shown in figure 3. The input to the model is the extracted frame features for each video segment $t \times d$ where $t$ is the length of the video segment (i.e. number of frames) and $d$ is the dimension of the feature vectors.

During training, we only have access to weak labels for the video segments as shown in fig. 3. While we know there is a certain abnormality in the video, we do not have granular information of the frames where the disease is captured. Physicians also use the frequency of occurrence of a disease in multiple frames to determine its severity. A fully supervised node classification model will utilize labels pointing to the actual frame containing the disease as localizing the frame with the disease is important in helping the physician make quick and proper diagnosis. We consider a video segment as a bag of normal and abnormal frames i.e. given a video $v \in \mathbb{R}^{hw}$ where $h$ and $w$ are the height and width of the frames and $t$ is the number of video frames in the segment. We consider $\mathcal{V} = \{n, a\}$ where $n$ and $a$ are normal and abnormal frames respectively. A single CE video may contain multiple diseases or abnormalities making the abnormal class a combination of different abnormalities or diseases. This class agnostic model makes the model generalize to other new unseen diseases in the future.

Following the above, we define a graph $\mathcal{G} = \{\mathcal{V}, \mathcal{E}\}$ with nodes $\mathcal{V}$ representing the frames in the video and edges $\mathcal{E}$ representing the connections between the frames. Secondly, we denote a sub-graph for each video segment $g = \{v, e\}$ and edges $e$ representing edges between the frames in the video segment. Recall that each sub-graph $v$ is a bag containing both normal and diseased frames occurring at different points in the video. Our goal are in two stages, First is the multi-instance graph classification where, for any video segment containing at least one abnormal frame, we predict abnormal label otherwise, we predict abnormal label. Next is the abnormality
localization where we generate frame-level activation score the abnormal video segment. The goal of the video segment classification is to first learn a mapping of $\psi(G) \rightarrow \{y_i\}_{i=0}^{1}$ to binary normal and abnormal video segment. In our case, we employed disease agnostic binary category so as to be able to generalize to any unseen videos of new patient. The GraphSage network, through the sequence of transformation, aggregation, attention and multi-instance classification learns to classify each video segment into binary category of normal and abnormal segment. Next is to use the parameters of the learned network and the sequence of linear transformation, aggregation and final attention layer to score the frames in the abnormal segment based on their contribution to the graph prediction. This step is our localization step which occurs only at test time.

E. Graph Convolution Network

The uniqueness of this work is the application to long videos where there may be more than action within the sequence. Secondly, this work advances other prior works through frame level localization as against localizing to temporal region or volume in the video. Lastly, rather that using a fixed length temporal video features as input to the GCNN network [78], [100], our video segment inputs have varying length based on detected shot boundary in the long video. This makes our framework a complete end-to-end localization framework which has not been previous addressed in literature. Such end-to-end automatic segmentation, classification and localization helps mitigate against any intersection and correlation between member frames in each video segment.

The graph convolution involves three main steps: 1) Neighborhood aggregation; 2) Node representation: which involve concatenation, linear transformation and non-linear activation steps; 3) graph read-out.

Steps (1) and (2) occur at each layer of the network, while step (3) occurs at the final layer of the network. For our model, we used two (2) graph convolution layer.

The input to the network are the frame feature sub-matrix where each frame-feature represents a node in the graph with the weighted edges computed as the similarity between the features. Each node is directly connected to every other nodes but the edge weights is set to be proportional to the level of similarity between the pair of nodes. Thus, each video graph is a complete graph. Since all frames are images of different locations of the small bowel, we allow nodes to derive message from every other nodes in the graph. Secondly, the formulation allows feature similarity and dissimilarity to be incorporated into the parameter learning process. This similarity between edges, essentially, captures the topological relationship between the frames. GCNN explicitly ensures relationship between frames is put into consideration during both training and testing as it aggregates the neighbouring nodes into each node for every layer of the network. Each frame feature vector is transformed by a weighted average of all other neighbouring frames it is connected to with weights based on learned edge strengths. In our case, all the frames in the video is a neighbour but the edges are weighted by the similarity function. We applied cosine similarity defined in 11 as the similarity metric between pair of the frame feature vector. Frames without any similarity will have edge weight of zero - meaning no connection between them. Other similarity function such as KNN, correlation and euclidean distance were also experimented with and we compared the results across. The only problem with using a nearest neighbor relationship
is having to set the number of neighbors $k$, which may not be optimal for the dataset.

1) Feature Aggregation and Node Embedding: Fig. 4 shows a representation for the neighborhood feature aggregation. After the first layer, each node feature is a weighted average of all the neighboring node features.

Starting from the initial input features

$$h_i^0 = x_i, \quad \forall i \in v; \quad (1)$$

where $i$ represents a node (frames) and $v$ is the video segment. The representation of the neighbors of node $i$ at layer $l + 1$ is given as the weighted aggregation of all neighboring node $j$ features;

$$h_{N(i)}^{l+1} = \text{AGGREGATE}(e_{ij}h_j^l, \quad \forall j \in N(i)); \quad (2)$$

where $j$ represents neighboring node to node $i$.

Aggregation functions such mean, max-pool and LSTM can be applied. After experimenting with the different aggregator functions, LSTM outperformed the others and also more stable to train. We used the LSTM aggregation between each pair of the nodes. Eq 2 becomes

$$h_{N(i)}^{l+1} = \text{LSTM}(e_{ij}h_j^l, \quad \forall j \in N(i)); \quad (3)$$

where $N(i)$ is the total number of neighbors of node $i$. For a complete graph, this will be one short of the total number of nodes in the graph. The LSTM aggregation steps are as follows in step eqn. 4:

$$z_l = \sigma(W_z \cdot [h_i^l, e_{ij}h_j^l], \quad \forall j \in N(i)); \quad (4)$$

$$r_l = \sigma(W_r \cdot [h_i^l, e_{ij}h_j^l], \quad \forall j \in N(i)); \quad (5)$$

$$\tilde{h}_l = \tanh(W \cdot [r_l * h_i^l, e_{ij}h_j^l], \quad \forall j \in N(i)); \quad (6)$$

$$h_{N(i)}^{l+1} = (1 - z_l) \ast h_i^l + z_l * \tilde{h}_l \quad (7)$$

Next, we get the embedding for node $i$ by concatenating neighboring nodes representation $h_{N(i)}^{l+1}$ with the previous layer embedding of node $i$ itself;

$$h_i^{l+1} = \sigma(W^k \cdot \text{CONCAT}(h_i^l, h_{N(i)}^{l+1})) \quad (8)$$

Eq. 3 is the aggregation of the features from all connected neighboring nodes weighted by the edge similarity.

2) Graph Attention and graph aggregation Layer: After the final layer of the graph convolution operation, we applied an attention layer over the node embedding. The attention layer allows us to learn a parametric weighting of the nodes based on their importance to the graph classification. This allows the model to learn to place more weight on abnormal frames for the video segments with abnormality as also the most relevant frames for segments that are completely normal. We learn a representation of the entire GCN network at that last layer by aggregating features from all the nodes. Attention-based LSTM and GRU have been report effective in learning similar representation over sequences [101]. However, GCNN model allows additional flexibility over a wide range of representation from mean to max-pooling over the nodes to the more complex LSTM aggregation at this layer. This final graph aggregation is called the graph readout layer.

$$h_g = \frac{1}{N}(\sum_i \alpha_i h_i) \quad (9)$$

where $h_g$ is the representation of the entire graph $g$ of the video segment $V_k$. Other readout operations include mean, summation and max-pool over the nodes embedding learnt across the layers of the network.

3) Multi-Instance Graph Classification: Once we aggregate the graph into a single feature vector, the final graph classification layer is a fully-connected layer that maps the graph embedding to the number of categories in our dataset before applying a sigmoid layer. We predict the binary label for each graph as follows:

$$\hat{y}_{l=1} = \frac{1}{1 + e^{-h_g}} \quad (10)$$

Where $N$ is the number of graphs and $h_G$ is the learned representation of $g$.

Fig. 5 shows the illustration of the multi-instance graph classifier.

$$e_{i,j} = \frac{x_i^T x_j}{||x_i||_2 \cdot ||x_j||_2} \quad (11)$$

F. Graph Localization Network

The graph localization network is the second step after training the parameters $W$ of $g$. The step occurs during testing, using the trained parameters $W$, we replaced the final graph readout function with a temporal pool layer to allow us generate a class activation map over the sequence of frames.

![Fig. 5: Multi-Instance Graph Classification](image-url)
in the video. Our localization network generates ranking for each node in the graph. We sampled the temporal pool layer to identify nodes with the abnormality. Since abnormal regions in CE video is not necessarily contiguous, temporal pool over frames better captures the localization than temporal boundary regression [13]. Non-contiguity of abnormal regions is a unique property of CE videos which differentiates it from other video structured data.

IV. EXPERIMENTS

A. Dataset Description

Our dataset consist of nine (9) long VCE videos collected during real clinical endoscopy procedure under the supervision of expert gastroenterologist. All IRB requirements and approval processes were completed prior to analyzing the data. Since physicians are more interested in the small bowel region for the CE video examination, we focused our analysis on images of the small bowel region only. Each video was carefully annotated by two (2) endoscopy research scientist and verified by an expert gastroenterologist. We fine-tuned the pretrained feature extractor network on the first five (5) videos in our dataset and used it to extract features for all other videos. Since each video is unique to each patient, we ensured separation between videos that have been previously seen by the model were not part of the test videos. This helps mitigate patient bias.

The training video and the diseases captured in training data one is shown in table I

| Train Video | Nodes Count | Abnormal Categories |
|-------------|-------------|---------------------|
| Video - 1   | 13,177      | Normal, Erythema,  |
|             |             | Angioectasia, Outgrowth (Mass) |
| Video - 2   | 8,352       | Normal, Angioectasia, Diffuse bleeding, Erosion, Erythema, Ulcer |
| Video - 3   | 23,124      | Normal, Diffuse bleeding, Ulcer, Angioectasia, Outgrowth |
| Video - 4   | 12,303      | Normal, Angioectasia, Outgrowth Erythema, Erosion, Clot |
| Video - 5   | 29,236      | Normal, Bleeding, Ulcer Erythema |
| Total       | 86,292      |                       |

| Test Video  | Nodes Count | Abnormal Categories |
|-------------|-------------|---------------------|
| Video - 6   | 14,173      | Normal, Ulcer, Angioectasia, Erythema, Erosion |
| Video - 7   | 16,909      | Normal, Bleeding |
| Video - 8   | 10,037      | Normal, bleeding, Angioectasia |
| Video - 9   | 19,104      | Normal, Bleeding, Ulcer |
| Total       | 60,223      |                       |

TABLE I: Training & Test Video Data Description

B. Evaluation

We evaluated our proposed framework in two folds. First, the performance of the multi-instance graph classification model was evaluated on new patients’ test videos based on accuracy, sensitivity, specificity and f-score. Evaluation based on the intersection-over-union that has been employed in literature on localization does not directly apply on CE video since an abnormal temporal bound may not be contiguous. Instead, we employed the widely adopted evaluation framework on CE videos [57], [102] - Coverage. Which also is a measure of specificity of the model on the abnormal frames. The specificity of the abnormal classes is the most important criteria on which medical experts base the performance of machine learning models since this impacts the accuracy of their diagnosis. The coverage is defined as in equation 12 which is the number of selected sample frames as a proportion of all abnormal frames in the segment. We aggregate this over the entire video to report our result.

\[ C = \frac{\sum_{i}^{N_{ab}} c_i}{N_{ab}} \]

where \( N_{ab} \) is the count of video segments with abnormality. From 12 The metric scores one (1) if at least one abnormal frame is selected and zero otherwise.

1) Implementation: Our entire model was implemented in Pytorch [103] on NVIDIA RTX2080 GPU. We trained the GCNN using stochastic gradient descent optimization algorithm using cross entropy loss function with a batch size of 8 and learning rate of 0.001. The models were trained for a minimum of 100 epochs.

V. RESULTS AND DISCUSSION

Table II shows the result of the binary multi-instance graph classification task applied on four (4) different video data. The four (4) test videos are different from the training videos and have never been seen before by our model. This allows generalization of our model to new patients’ videos. The total segments is the count of the abnormal and the normal video segments and the disease categories is the number of different diseases present in the complete video. Table III shows the performance on the localization task. The result in both tables is the weighted average of the metrics computed over the binary classes which accounts for the class imbalance in the dataset.

TABLE II: Video Graph Classification Results

| Metrics | Video 6 | Video 7 | Video 8 | Video 9 |
|---------|---------|---------|---------|---------|
| Frames Count (T)_1 | 14,173 | 16,909 | 10,037 | 19,104 |
| Total Segments | 7/70 | 1/124 | 1/28 | 1/071 |
| Disease Categories | 5 | 2 | 3 | 3 |
| Accuracy | 0.899 | 0.848 | 0.560 | 0.859 |
| Sensitivity | 0.911 | 0.804 | 0.601 | 0.889 |
| Specificity | 0.899 | 0.848 | 0.560 | 0.859 |
| F-score | 0.905 | 0.822 | 0.578 | 0.873 |
On video-1, the model achieved classification accuracy of 89.9% on 770 video segments with 5 different categories of diseases. The sensitivity, specificity and F-score are 91.1%, 89.9% and 90.5% respectively. The best performance was recorded on video-1 indicating that the performance across patients are not equal and some patients’ videos may be more challenging than others. With different number of classes across each of the videos, the result of the model reflects the realistic output when a new patient’s video is shown to the model. Prior to administering the capsule endoscopy, patients are advised not to eat or consume any opaque liquid that could obstruct the visibility of the camera. Occlusion and other factors in the digestive tract varies across patients leading to difference in classification performance. On the segment classification task, the model performed least on video-3 with classification accuracy of 56.0%; sensitivity of 60.1%; specificity of 56.0% and F-score of 57.8%. The performance on the other two videos are better and closer to the performance on video-1. With the highest number of disease classes in video-1, the performance on video-2 makes it rather difficult to believe the number of different abnormalities present in the video may impact the performance of the multi-instance classifier.

From table III, for video-1 at k=1, by sampling a single (1) frame from each abnormal video segments the model is able to cover 92.5% of all the abnormalities in the video. Similarly, by sampling the top-2 frames, the models covers 97.5% of all abnormalities in the video. This, however, flattens after this point which may be attributed to a number of reasons. The number of activated high energy frames in the video segments is a proportion of the total number of frames that captures abnormality and the total length of the video segment. With very few (e.g. only 1) abnormal frames and very long video segment, it may difficult for the model to identify this single frame within the segment.

The performance on the localization task does not exactly mirror the graph classification when looking across patients’ videos. However, the trend is that the more the number of high energy frames selected, the higher the coverage that is obtained. While this may appear obvious, the performance varies across the videos with video-2,3 and 4 requiring a minimum of 9-high activation frames to achieve the same coverage obtained on video-1 with just 2-samples. High coverage means high true positive rate and indicates the model is able to accurately identify and rank frames leading to the output of the multi-instance graph classifier for abnormal graphs. Very high coverage will also allow the physician to only focus and examine the few selected localized frames as against having to review the entire video which would be much more time consuming. For example, in video-1, by selecting a sample frame from each abnormal video segment, physician will only have to review 40 frames to make their diagnosis as against the entire 14,173 of the small bowel region. On the other hand, a low coverage indicates high false positive (FP) leading to frames that do not contain any abnormality being selected as high energy frame. This will lead to increase sample frames that physician will have to review and analyse, thereby saving them less time and effort.

| Metrics/Data          | Video 6 | Video 7 | Video 8 | Video 9 |
|-----------------------|---------|---------|---------|---------|
| Frames Count (T)      | 14,173  | 16,909  | 10,037  | 19,104  |
| Abnormal Segments (N_{ab}) | 40     | 137     | 57      | 69      |
| Coverage (C = \sum c_i/N_{ab}) | 0.925  | 0.467   | 0.667   | 0.391   |
| k=1                   | 0.975   | 0.772   | 0.825   | 0.638   |
| k=3                   | 0.975   | 0.883   | 0.825   | 0.799   |
| k=5                   | 0.975   | 0.956   | 0.877   | 0.913   |
| k=9                   | 0.975   | 0.912   | 0.912   | 0.928   |

VI. CONCLUSION AND FUTURE WORKS

In this paper, we developed a novel end-to-end temporal abnormality localization for long wireless capsule endoscopy video using only weak video level annotation. We achieved the abnormality localization in three-steps, first is the long video temporal segmentation, then video segment classification before finally localizing to the high energy frames within each segment. In the classification step, our model learns to identify abnormal video segments from the aggregated embedding feature vectors using multi-instance learning framework. The localization step involves leveraging the representation of the graph to generate the high energy frames from each abnormal video segments. The end-to-end system involves, first applying an unsupervised temporal segmentation technique to partition the long WCE video into short, homogeneous segments. Thereafter, we trained a Graph Convolution Neural Network (GCNN) on each video segment to classify them into binary categories. We consider each video segment as a graph and the frame features as the nodes in the graph. We learnt a representation of the video segments using a 2-layer graph convolution. We applied attention layer on the
nodes embedding before aggregating the node features at the final layer to generate the graph representation. The final layer is a multi-instance graph classifier that classifies the video segment feature vector into binary class-agnostic categories. Leveraging the parameters of the trained GCNN model, we replaced the final classifier with a temporal pool layer to select the most activated frames within the video segment which represents the highest energy elements of the graph. Similar to a video summarization model, the approach proposed in this paper for CE video abnormality localization allows physicians and gastroenterologist to quickly focus and review identified abnormal frames that captures abnormal lesion or diseases in more detail as against having to wade through the entire long CE video with thousands of redundant normal frames.

For our future works, we will consider a full graph classification using multi-label, multi-instance learning framework obviating the need for our temporal segmentation step. Since a long WCE video will typically contain multiple diseases or abnormalities, similar to multiple actions within a long video, a multi-label framework will allow us to simultaneously learn a representation and also classify the full graph into the multiple categories before employing the classifier to localize the frames with the highest activation in the video.
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