Metal Mixing in Minihalos: The Descendants of Pair-instability Supernovae
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Abstract
The lack of observations of abundance patterns originating in pair-instability supernovae has been a long-standing problem in relation to the first stars. This class of supernovae is expected to have an abundance pattern with a strong odd–even effect, making it substantially different from present-day supernovae. In this study, we use a cosmological radiation hydrodynamics simulation to model such supernovae and the subsequent formation of the second generation of stars. We incorporate streaming velocities for the first time. There are 14 star-forming minihalos in our 1 cMpc h−1 box, leading to 14 supernovae occurring before redshift z = 19.5, where we start reducing the complexity of the simulation. Following the explosions, extremely metal-poor stars form in 10 halos via internal and external enrichment, which makes it the most common outcome. Only one halo does not recollapse during the simulations. This result is at variance with the current (lack of) observations of metal-poor stars with pair-instability supernova abundance patterns, suggesting that these very massive stars might be rare even in the early universe. The results from this simulation also give us insights into what drives different modes of recollapse and what determines the mixing behavior of metals after very energetic supernovae.

Unified Astronomy Thesaurus concepts: Population III stars (1285); Supernovae (1668); Chemical enrichment (225); Primordial galaxies (1293)
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1. Introduction
The first stars, labeled Population III stars, formed a few hundred million years after the big bang (Glover 2013; Haemmerl et al. 2020). They mark the end of the cosmic dark ages and synthesized the first heavy elements. Yet they have not been observed directly thus far and this is unlikely to change soon (Schauer et al. 2020), as even the next generation of telescopes will not be able to capture the tiny galaxies in which they formed (Jeon & Bromm 2019). Theoretical models predict that, due to the less efficient cooling of metal-free gas, Population III stars should on average be more massive than the average star in the present-day universe (Bromm 2013; Greif 2015). However, their initial mass function (IMF) remains poorly constrained and there are large differences between the results of different simulations (Clark et al. 2011; Greif et al. 2011; Hirano et al. 2015; Hosokawa et al. 2016; Stacey et al. 2016; Susa 2019).

In the absence of direct observations or convergence of theoretical models, there remain three commonly used methods to improve our understanding of Population III stars. First, the non-detection of metal-free stars in the Milky Way can be used to infer limits on the formation of long-lived, low-mass Population III stars (Oey 2003; Tumlinson 2006; Salvadori et al. 2007; Hartwig et al. 2015; Ishiyama et al. 2016; Magg et al. 2018, 2019; Rossi et al. 2021). However, this method only allows us to constrain Population III star formation in the mass range below 1 M☉, because only such low-mass stars have long enough lifetimes to survive until today (Marigo et al. 2001).

The second method involves constraining the formation of the first stars with the 21 cm absorption feature at high redshifts (Pritchard & Loeb 2010; Fialkov et al. 2014; Fialkov & Barkana 2019). This method may give insight into the integrated properties of Population III stellar populations, but it will be difficult to determine details about individual Population III stars with this method.

The third and most used method is stellar archeology (Frebel & Norris 2015; Fraser et al. 2017; Ishigaki et al. 2018). In this approach, the observed abundance patterns of extremely metal-poor (EMP) stars, i.e., stars with an iron abundance of less than [Fe/H] = −3, are matched to the abundance patterns found in models of Population III supernovae (SNe), such as the models of Heger & Woosley (2010) or Ishigaki et al. (2018). It is usually assumed that exactly one SN contributes to the metal abundances in each EMP star, and that the SN model which matches the observed abundance pattern best is the most likely progenitor of the observed star (for a critical assessment of this approach see Hartwig et al. 2018b; Magg et al. 2020).

The question of pair-instability SNe (PISNe) has been a long-standing problem in this field. Very massive metal-free stars (between around 140 and 260 M☉) are predicted to undergo this very energetic type of SN (Bond et al. 1984) in its oxygen core phase. For example, Heger & Woosley (2002) predict explosion energies between 10 and 100 foe and very large metal yields, up to 60 M☉ of iron. Such theoretical models
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4 Hubble Fellow.

5 For elemental abundances, we use the standard notation X/H = log10(NX/NI) − log10(NI,⊙/NI,⊙) where NX and NI are the fractional abundances by number of any element X and hydrogen, and NX,⊙ and NI,⊙ are the corresponding solar abundances.

6 1 foe is 1051 erg; the abbreviation stands for (10 to the) fifty-one erg.
also result in a very strong odd–even effect, i.e., a very large difference in the abundances between elements with odd and with even atomic numbers. However, to this day and among hundreds of observed metal-poor stars, only one candidate has been found for a star that may have been (partially) enriched by a PISN (Aoki et al. 2014). This is surprising, considering that PISNe are a stable and long-standing prediction of stellar evolution models (Heger & Woosley 2002, 2010; Nomoto et al. 2013). We also know of the existence of stars in this mass range in the present-day universe (see, e.g., Bestenlehner et al. 2020) and, despite large differences in their predictions, simulations of star formation agree that massive stars become more common at low metallicities, not less (Smith et al. 2015; Chiaki et al. 2017).

There have been two main hypotheses to explain the lack of observational signatures of PISNe while still assuming that these SNe do occur and are not exceedingly uncommon or significantly different from what is predicted. First, Whalen et al. (2008) found in 1D simulations that the host halos of PISNe are almost completely cleared of gas due to the very energetic explosions. This prevents further star formation from occurring within them. Second, Karlsson et al. (2008), de Bennassuti et al. (2017), and Salvadori et al. (2019) suggest that because PISNe produce such a large amount of metals, their descendants should primarily not be found among the EMP stars, but at higher metallicities. This would explain the lack of detections because there are many more stars at higher metallicities in the Galaxy (e.g., Youakim et al. 2020), and because there are fewer dedicated efforts to determine detailed abundance patterns of these objects. If this hypothesis is correct, both factors would decrease the likelihood of finding the descendants of PISNe.

Here, we use a 3D cosmological hydrodynamical simulation run with the code AREPO (Springel 2010) in order to investigate when the descendants of hypothetical PISNe are formed and what metallicities they have. For the first time, we include the effects of baryonic streaming velocities into this type of metal-tracing simulation.

We explain our methodology and present information about the simulation set-up and resolution in Section 2. Results of the simulations, especially the metallicity of the second-generation stars and the time of their formation, are shown in Section 3. We discuss the implications of these results in Section 4, and summarize our findings in Section 5. To distinguish between comoving and physical length units we use the following convention: comoving units are always scaled by the Hubble parameter $h$, i.e., the Hubble constant $H_0$ in units of $100 \text{ km s}^{-1}\text{Mpc}^{-1}$. For example, the box length of the simulation—$1 \text{ Mpc} h^{-1}$—is a comoving length, while physical length scales are given without the dependence on $h$.

2. Methods

2.1. Overview

In order to model PISNe in an appropriate environment, a complex multi-physics simulation setup is necessary. We need to self-consistently treat the formation of the first stars in minihalos in a cosmological context, the radiative feedback which shapes the environment in which the SNe explode, the SNe themselves, and then we need to follow the metals until a second generation of stars forms.

Previous simulations of this type have focused on a single or a few selected halos (e.g., Greif et al. 2010; Jeon et al. 2014; Ritter et al. 2015; Smith et al. 2015; Chiaki et al. 2018). They model the formation of one or a few stars of a pre-selected mass in one or up to three (in Chiaki et al. 2018) minihalos, and include the effects of radiative feedback, SNe, and the formation of the first enriched stars. As the resulting mixing processes in these studies show large variations, it is necessary to simulate a large region that includes a statistically significant sample of halos to gain a more complete picture of the variations in outcomes. Additionally, in order to observe the recollapse of the halos, the simulation needs to be run for an extended time period. For example, Latif & Schleicher (2020) simulate PISNe in five different halos and find that only the two most massive halos ($M_{\text{vir}} > 10^7 M_{\odot}$) form stars again within 31 Myr after the SNe, demonstrating that in order to determine the ultimate fate of the gas enriched by PISNe, we need to follow its evolution for tens of megayears.

2.2. Setup and Initial Conditions

In order to have as many star-forming halos as possible for our study, we simulate the largest box we can afford at the resolution required to properly resolve gas cooling and star formation (see Section 2.7) in minihalos. We use a periodic cosmological box with an edge-length of $1 \text{ Mpc} h^{-1}$. The simulation is initialized at $z = 200$ and the initial conditions are created with MUSIC (Hahn & Abel 2011). We use cosmological parameters from Planck Collaboration et al. (2016) which are $\Omega_b = 0.04864$, $\Omega_m = 0.3089$, $\Omega_{\Lambda} = 0.6911$, $\sigma_8 = 0.8159$, $n_s = 0.961$, and $H_0 = h 100 \text{ km s}^{-1}\text{Mpc}^{-1}$ with $h = 0.6774$. We generate $512^3$ dark matter particles and equally many gas cells, giving us a resolution of approximately $800 M_{\odot}$ for the dark matter particles and an initial mass of $150 M_{\odot}$ for the gas cells. AREPO ensures that the gas cell masses remain within a factor of two of this initial mass at later times, unless one of the resolution criteria described in Section 2.7 applies. Taking the refinement into account, a typical star-forming minihalo (of around $10^7 M_{\odot}$) consists of 1300 dark matter particles and $5 \times 10^3$ gas cells, reaching a mass resolution down to 0.01 $M_{\odot}$ in the highest-density gas. The simulation presented first in this study used three million core-hours on SuperMucNG at the Leibnitz Computing Centre in Garching.

We approximate the effects of supersonic baryonic streaming (Tseliakhovich & Hirata 2010) by adding a velocity offset of 4.9 $\text{ km s}^{-1}$ in the positive $x$-direction to the baryons in our initial conditions. This value corresponds to 0.8 times the root-mean-square streaming velocity and therefore represents the most likely value (Schauer et al. 2019b). Fully accounting for the effects of supersonic baryon streaming would require changing the density distribution in our initial conditions. However, these effects are only of secondary importance for simulations like ours (Park et al. 2020).

In order to speed up the simulation we deactivate the radiative transfer and Population III SNe at $z = 19.5$, after the first 14 Population III SNe exploded. This is shortly before the first metal-enriched star forms, and as our simulations do not yet have the capability to appropriately model Population II stars or identify them at run-time, we would start spending substantial computational resources on modeling these stars as if they were metal-free. The shut-off occurs long before large-scale reionization is expected to affect the simulations noticeably. Reducing the complexity of the simulation at this
point allows us to run the simulation for an extended period and capture more recollapsing halos. Modeling the entire period with full physics would require an implementation of metal-enriched star formation and low-metallicity chemistry, both of which are beyond the scope of this project.

We generate snapshots of the simulation every $\Delta z = 0.5$, starting at $z = 25$. This corresponds to a time difference between snapshots ranging from 4 Myr at $z = 25$ to 15 Myr at $z = 14$. In order to capture the formation of the second-generation stars, we additionally take snapshots at the next full-hydro step after each sink particle (see Section 2.4) and at the last full-hydro step before each SN.

### 2.3. Simulation Framework

Our basic setup derives from the cosmological simulations performed by Schauer et al. (2019a, 2021) and is adapted as necessary for our simulation. We model the formation of the first stars, the explosion of the most massive of these stars as SNe, and the formation of the second generation of stars with the moving mesh code AREPO (Springel 2010). We include the improved integration schemes from Pakmor et al. (2016) and the improved mesh regularization from Mocz et al. (2015). Chemistry and cooling of the gas are modeled with the same treatment as in Schauer et al. (2019a). We follow the non-equilibrium chemistry of H, D, He, H$_2$, HD, and their corresponding ions using the primordial chemistry network from Glover & Abel (2008), including updates introduced by Glover (2015). The effects of metal cooling are not included, as it is not relevant at low metallicity at the densities we reach in our simulation (Jappsen et al. 2007; Smith et al. 2015; Chiaki et al. 2016).

### 2.4. Star Formation and Sink Particles

To model the formation of stars, we use an approach based on sink particles that was introduced in Tress et al. (2020). Sink particles are collisionless particles which are able to absorb gas that is gravitationally unstable and collapsing onto the particle. They are used to represent gravitationally collapsing regions as resolving, and simulating such regions in numerical simulations is extremely expensive (see, e.g., Bate et al. 1995; Federrath et al. 2010; Greif et al. 2011). The formation of sink particles depends on a density threshold and the radius of the region from which a sink particle can be formed, the so-called sink-formation radius. A cell is turned into a sink particle if all of the following criteria are fulfilled:

1. the density in the cell is larger than the density threshold;
2. there are no additional sink particles within one sink-formation radius;
3. the cell is at a local potential minimum;
4. the gas within one sink-formation radius around the cell is converging ($\nabla \cdot v < 0$) and collapsing ($\nabla \cdot a < 0$);
5. the sphere of gas around the cell (again, with a size of one sink-formation radius) is gravitationally bound, i.e., its potential energy is larger than twice the sum of its kinetic and thermal energy.

We note that the last criterion is especially important. When it is deactivated, we see many sink particles forming in the strong shocks produced by the SNe, which is a numerical artifact, as this shocked gas is not actually gravitationally unstable.

After they have formed, sink particles can accrete gas. In order for gas to be accreted from a grid cell, the density must be above the threshold density and the cell must be located within the sink-formation radius of the sink. In addition, the gas must be gravitationally bound to the sink particle and collapsing onto it. Once a cell is marked as accreting, gas is removed from it until it reaches the threshold density. The gas mass removed from a cell during a single time-step is additionally limited to 90% of the cell’s initial mass. The gas removed from the cell is added to the sink particle, and the momenta of both cell and sink particle are updated as appropriate in order to ensure momentum conservation. “Skimming” the mass from the cells in this way helps to avoid grid construction problems and other numerical artifacts that can occur if the entire cell is accreted.

These methods were originally developed for simulations of the present-day universe and we have adapted them to be compatible with the comoving internal unit-system of AREPO. The density threshold for sink particle formation in the simulations presented here is $10^4$ cm$^{-3}$. We chose this value for two reasons. First, primordial gas is expected to become Jeans-unstable at these densities (Yoshida et al. 2006; Greif et al. 2011), and therefore we can be confident that it begins to collapse at this density and will end up forming stars. Second, we do not model how the metals injected by the first SNe affect the chemistry and cooling. At the metallicities encountered in our simulation, metal-induced fragmentation is expected to only occur at number densities higher than around $10^8$ cm$^{-3}$ (Chiaki et al. 2015; Smith et al. 2015), and so our simulation will not be affected by our neglect of metal cooling and chemistry. Densities higher than this should be considered unresolved in our simulation, and further refinement (see Section 2.7) is deactivated above this threshold. The sink-formation radius is chosen such that the mass within a sphere with a mean density equal to the threshold density is exactly one Jeans mass at a temperature of $T = 200$ K, which is a typical temperature for the point at which primordial gas becomes Jeans-unstable (Yoshida et al. 2006). In practice, this corresponds to a sink-formation radius of 2 pc.

As we are focusing exclusively on PISNe, we assign a single star with a fixed mass of $200 M_\odot$ to each newly forming sink particle. We note that stars are only assigned to the sink particle for the modeling of stellar feedback. The gravitational mass of the sink particle is not altered by this choice. For future studies, we plan to adapt the star formation recipe based on Poisson sampling introduced in Sormani et al. (2017) to the case of a Population III IMF, but we do not use this in our present work.

### 2.5. Radiative Transfer

We use the SIMPLEX-based (Kroupa et al. 2010; Paardekooper et al. 2010) radiative transfer code SPRAI (Jaura et al. 2018, 2020) to model the radiative feedback of the stars. Radiation is modeled in four energy bands ranging from 11.2 to 136 eV, which are detailed in Table 1. The photon emission rates in these bands are calculated assuming that the Population III stars radiate as blackbodies, with an effective stellar temperature and radius obtained by interpolation of the data in Schaerer (2002). We compute the average cross-section for each modeled photochemical process in each energy band by
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5 To satisfy the Courant-Friedrichs-Levi condition (Courant et al. 1928), smaller cells need to be simulated on smaller time-steps. To avoid wasting computational resources, AREPO uses an adaptive time-stepping scheme, in which small cells are simulated on smaller time-steps than larger cells. The largest time-step, i.e., one in which all simulated cells are evolved, is referred to as the “full-hydro step.”
mass of no more than $1000 M_\odot$ in order to resolve a $10^6 M_\odot$ minihalo. We fulfill this criterion with our dark matter particle mass of $800 M_\odot$.

2. In order to find numerically converged fragmentation behavior, the Jeans length has to be resolved with several resolution elements (Truelove et al. 1997). We therefore require that the Jeans length be always resolved with at least eight cells, leading to a maximum cell mass of

$$M_{c,\text{Jeans}} = \frac{1}{6} \frac{\pi^5}{2} c_s^3 G^3 \rho^{1/2},$$

(1)

where $c_s$ is the speed of sound of the gas, $\rho$ is the mass density, and $G$ is the gravitational constant. At the sink-formation threshold, for a typical gas temperature of 200 K the Jeans mass is $M_{\text{Jeans}} \approx 2000 M_\odot$ leading to a maximum cell mass of $M_{c,\text{Jeans}} \approx 4 M_\odot$.

3. In order to accurately capture the expansion of the H II regions around massive stars, it is necessary to resolve the initial Strömgren sphere, which then proceeds to expand as a D-type ionization front. The size of this region is given by the Strömgren radius $R_{\text{Str}}$ (Strömgren 1939). We have chosen to resolve the Strömgren sphere with at least 1000 cells, corresponding to approximately six cells per Strömgren radius. This consideration leads to a resolution criterion which we can write as

$$M_{c,\text{Str}} = \frac{1}{1000} \frac{4}{3} \pi \rho R_{\text{Str}}^3,$$

(2)

which is equivalent to

$$M_{c,\text{Str}} = 4 \times 10^{-4} M_\odot \left( \frac{n}{10^4 \text{ cm}^{-3}} \right)^{-1} \left( \frac{N_{\text{ion}}}{10^{48} \text{ s}^{-1}} \right)^{1/3},$$

(3)

where $N_{\text{ion}}$ is the ionizing photon emission rate and $n$ is the nucleon number density.

4. Additionally we limit the maximum cell size within 10 pc of the nearest sink particle to be no more than 0.15 pc in diameter. This helps to better capture the behavior of low-density gas around the sink particles and ensures that the injection region for the SN energy is smaller than the Sedov–Taylor radius, which is

$$R_{\text{SD}} = 24 \text{ pc} n^{-0.42} E_{51}^{0.29},$$

(4)

where $E_{51}$ is the explosion energy in units of $10^{51}$ erg. At our star formation threshold, i.e., at number densities of $n = 10^4 \text{ cm}^{-3}$, the Sedov–Taylor radius is $R_{\text{SD}} \approx 2 \text{ pc}$.

5. The size of the cells is limited at a minimum comoving volume of $0.1 \text{ pc}^3 \text{ h}^{-3}$.

The refinement criteria dictated by the Jeans length and the Strömgren radius as a function of number density are shown in Figure 1. For this example we use an ionizing photon emission rate of $N_{\text{ion}} = 4 \times 10^{49} \text{ s}^{-1}$, which is appropriate for the $200 M_\odot$ stars that we model, and a gas temperature of $T = 10,000 \text{ K}$ in the H II region. It is worth noting that, despite the large ionizing radiation output, at number densities above $n = 0.1 \text{ cm}^{-3}$ the Strömgren criterion is more strict than the Jeans criterion. As the Strömgren criterion scales more steeply with density than the Jeans criterion, this will always be the case at sufficiently high densities. An unresolved ionized region leads to an over-cooling problem, similar to the over-cooling problem in unresolved SNe. Because the ionized region is not resolved, instead of a small fully ionized region we find a

| Energy (eV) | Processes | $\sigma$ ($10^{-15} \text{cm}^2$) | $N$($10^{48} \text{s}^{-1}$) |
|------------|-----------|-------------------------------|-----------------------------|
| 11.2–13.6  | $H_2$ dissociation | 2.47                          | 9.15                        |
| 13.6–15.2  | $H_2$ dissociation | 2.47                          | 6.15                        |
|            | $H$ ionization    | 5.35                          |                             |
| 15.2–24.6  | $H_2$ ionization  | 6.52                          | 32.4                        |
|            | $H$ ionization    | 2.39                          |                             |
| 24.6–136   | $H_3$ ionization  | 1.85                          | 47.5                        |
|            | $H$ ionization    | 0.51                          |                             |
|            | He ionization     | 4.65                          |                             |

Note. The columns are: (1) energy bin, (2) modeled photochemical processes, (3) reaction cross-section for the processes, and (4) photon emission rate of a single $200 M_\odot$ star in the energy bin.

weighting the frequency-dependent cross-sections by a black-body spectrum of temperature $T = 80,000 \text{ K}$, as described in more detail in Baczynski et al. (2015) and Jaura et al. (2018). We model the non-equilibrium radiation chemistry, the corresponding heating, and the radiation pressure exerted by the absorbed photons. Because SPRAI can only run on the largest time-steps within the adaptive time-stepping of AREPO, we limit the maximum time-step to be around 10,000 yr at redshifts below $z = 25$, i.e., when the first stars form in our simulation. The lifetimes of the stars are assigned as interpolated values from Schaerer (2002), which results in a lifetime of 2.2 Myr for a $200 M_\odot$ Population III star.

2.6. Supernovae

At the end of each star’s life, the SN explosion energy is injected as thermal energy into the closest 1000 cells, as in Tress et al. (2020). The process is again adapted to the internal cosmological unit system of AREPO. We ensure that the Sedov–Taylor phase of each SN is accurately captured (see Section 2.7), and therefore we do not need to make use of a momentum injection scheme (e.g., Gatto et al. 2015). Each SN explodes as a very energetic PISN (Heger & Woosley 2002) with an explosion energy of $E_{SN} = 10^5 M_\odot$ at redshifts below $z = 25$, i.e., when the first stars form in our simulation. We therefore require a dark matter particle mass of no more than $1000 M_\odot$ in order to resolve a $10^6 M_\odot$ minihalo. We fulfill this criterion with our dark matter particle mass of $800 M_\odot$.

The variety of physical processes modeled in our simulation translates to a set of resolution criteria. Specifically we need to resolve:

1. the formation and substructure of minihalos,
2. the gravitational collapse and fragmentation of molecular clouds,
3. the expansion of ionized regions around massive stars,
4. the expansion of SN remnants.

This translates into the following resolution criteria.

1. The dark matter particle mass needs to be well below the halo mass. Schauer et al. (2019a) demonstrated that at least 1000 dark matter particles are required to consider a halo resolved. We therefore require a dark matter particle

| Summary of Radiation Energy Bins |
|----------------------------------|
| Energy (eV) | Processes | $\sigma$ ($10^{-15} \text{cm}^2$) | $N$($10^{48} \text{s}^{-1}$) |
|------------|-----------|-------------------------------|-----------------------------|
| 11.2–13.6  | $H_2$ dissociation | 2.47                          | 9.15                        |
| 13.6–15.2  | $H_2$ dissociation | 2.47                          | 6.15                        |
|            | $H$ ionization    | 5.35                          |                             |
| 15.2–24.6  | $H_2$ ionization  | 6.52                          | 32.4                        |
|            | $H$ ionization    | 2.39                          |                             |
| 24.6–136   | $H_3$ ionization  | 1.85                          | 47.5                        |
|            | $H$ ionization    | 0.51                          |                             |
|            | He ionization     | 4.65                          |                             |
larger, only slightly ionized region. The temperature and thermal pressure of this region are underestimated. This slows or completely stops the expansion of the HII region.

### Table 2: Properties of the Halos Forming Population III Stars

| halo | \(z_{\text{col}}\) | \(z_{\text{m}}\) | \(z_{\text{rec}}\) | \(M_{\text{vir, col}}\) (10^7 M_☉) | \(M_{\text{vir, rec}}\) (10^7 M_☉) | \(t_{\text{rec}}\) (Myr) | \(M_{\text{dens}}\) (10^7 M_☉) | [Fe/H] | [Fe/H]_{\text{halo}} |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0    | 24.0            | 23.8            | 19.2            | 2.7             | 7.1             | 47.6            | 2.7             | -3.0            | -3.1            |
| 1    | 22.3            | 22.1            | 15.1            | 1.1             | 8.5             | 112             | 5.8             | -6.0            | -2.9            |
| 2    | 21.8            | 21.6            | 17.9            | 1.6             | 5.5             | 50.5            | 6.8             | -3.2            | -2.9            |
| 3    | 21.8            | 21.6            | 13.6            | 1.5             | 12.7            | 150             | 9.0             | ...             | ...             |
| 4    | 20.4            | 20.3            | ...             | 0.8             | ...             | ...             | ...             | 0.15            | ...             |
| 5    | 20.4            | 20.2            | 17.5            | 1.2             | 5.4             | 38.4            | 12.5            | ...             | ...             |
| 6    | 20.0            | 19.8            | 15.7            | 1.6             | 5.8             | 70.7            | 11.5            | ...             | ...             |
| 7    | 20.0            | 19.8            | 15.0            | 1.7             | 4.8             | 88.4            | 0.61            | ...             | ...             |
| 8    | 19.9            | 19.7            | 19.5            | 1.7             | 1.8             | 2.8             | 12.8            | -2.0            | -0.7            |
| 9    | 19.8            | 19.6            | 14.5            | 2.0             | 12.1            | 98.7            | 2.4             | -2.1            | -2.3            |
| 10   | 19.8            | 19.6            | 16.7            | 1.3             | 6.1             | 48.2            | 6.4             | -2.6            | -2.5            |
| 11   | 19.7            | 19.5            | 16.5            | 2.4             | 8.2             | 49.8            | 13.3            | -1.5            | -1.9            |
| 12   | 19.7            | 19.5            | 19.1            | 1.9             | 2.3             | 5.8             | 16.2            | -3.4            | -2.1            |
| 13   | 19.6            | 19.5            | 19.0            | 1.9             | 2.3             | 5.6             | 18.6            | -1.6            | -1.4            |

**Note.** The columns are: halo number (1), redshift of first star formation (collapse redshift, 2), redshift of the SN (3), redshift of recollapse (4), estimated virial mass at collapse (5), estimated virial mass at recollapse (6), recollapse time (7), mass of dense gas in the halo shortly before the SN (8), metallicity of second-generation star (9), metallicity of halo at recollapse (10). Note that halo 4 does not recollapse, and that halos 3 and 7 accrete Population II stars from external halos before collapsing, and we therefore cannot make reliable metallicity determinations for the star formation during recollapse in these halos.
enriched halo before forming the first internally enriched stars. These halos are therefore counted as recollapsed but, as the stars they form would be affected by the accreted second-

Figure 2. Column density (top row), temperature (middle row), and metallicity (bottom row) projections of the entire simulation at four different redshifts. The metallicities and temperatures are mass-weighted averages along the column. Note that the third snapshot in this figure is the last time at which the radiative transfer is fully active (see the text).

Figure 3. Column density (upper row) and mass-weighted average temperature (lower row) at the onset of star formation in four selected halos. The individual projections are projections of a 2 kpc $h^{-1}$ cube, centered on the sink particles, which are indicated with green crosses. Similar images for the remaining halos are found in Figures 12 and 13. The halos we selected are two halos with short (halos 8 and 13) and two halos with long (halos 1 and 2) recollapse times. The properties of all halos are summarized in Table 2.
generation stars, there is no formation of second-generation stars in situ in these halos. The median recollapse time, i.e., the time between the first SN and the formation of second-generation stars within the halo, is 50 Myr.

3.2. Evolution of Halo Masses

As halo finders usually struggle with the high resolution of the gas in the centers of our halos, we determine halo masses only on the basis of their dark matter content. We use ROCKSTAR (Behroozi et al. 2013) to find halos in all snapshots and multiply the resulting halo masses by $\Omega_m/\left(\Omega_m - \Omega_b\right)$ to account for the baryons we excluded from the determination of the mass. Results from Schauer et al. (2019b) indicate that, given our streaming velocity, the baryonic gas mass can be lower than our estimate by a factor of two. However, our aim is to trace the underlying growth of the halos to find a connection between that growth history and the progression of early star formation, rather than, e.g., to quantify the effects of feedback on the baryon content of the halos. Therefore, and since baryons are only a secondary contribution to the overall mass of the halos, our assumption is appropriate for this analysis.

We show the growth history of the 14 host halos until their recollapse in Figure 4. The fitting function for critical halo mass given by Schauer et al. (2021, their Equations 9 and 10) indicates that for our setup, i.e., streaming velocities of $v_{sc} = 0.8 \sigma$ and no global Lyman–Werner (LW) background, halos should start forming stars at $M_{\text{crit}} \approx 2 \times 10^6 M_\odot$. We find a mean virial mass at star formation of $M_{\text{mean, vir}} = 1.7 \times 10^6 M_\odot$ which is consistent with this previous result. As the fitting formula from Schauer et al. (2021) was obtained with higher resolution, this consistency shows that our resolution is sufficient to capture the collapse of the minihalos without artificial delays caused by low resolution.

There is no simple relationship between halo mass and recollapse time or metallicity, indicating that mixing and recollapse are stochastic processes. We will discuss the metallicities in more detail in Section 3.4. The halo that does not recollapse seems to have a relatively low mass, and exhibits slow growth. Three of the halos recollapse in less than 10 Myr, yet this behavior does not correspond to the highest halo masses or particularly fast halo growth. The halos that recollapse after a longer time usually at least triple in mass before falling back. The least massive halo does not recollapse during our simulation. The complexity of this picture demonstrates the need for simulating these processes in a statistical sample, rather than only simulating one example of a halo of a certain mass.

3.3. Pre-SN Environment

We show the four selected halos shortly before their SNe in Figure 5. Halo 1 has the least homogeneous mixing among the internally enriched halos. This can be seen in Table 2, as this halo has the largest difference between local metallicity in the star-forming region and the total metallicity of the halo. We can
see that the halos are mostly photoionized, hot, and photoevaporated. However, there are localized dense clumps that are relatively cold, and cool shadowed regions behind these clumps. We note that not all halos exhibit an equal degree of clumpiness. Halo 4, which does not recollapse during our simulation, has only very little dense gas left before the SN. The colors correspond to the virial masses of the host halos.

In Figure 6, we examine whether there is a correlation between the presence of clumps shortly before the SN and the recollapse time. For this purpose we define dense gas as having a nucleon number density above 1000 cm$^{-3}$. Short recollapse times are always associated with large amounts of dense gas. However, the opposite is not necessarily true: not all such large dense gas masses undergo star formation immediately. Some of them are disrupted by the SNe, leading to long recollapse times of the order of 100 Myr. Exploring what properties of the halos or the clumps ultimately determine the recollapse time exceeds the scope of this work and will be the subject of a future study.

Halo 4, which does not recollapse during our simulation, has only very little dense gas left before the SN. The colors correspond to the virial masses of the host halos.

### 3.4. Metallicities

Metal-enriched stars form in both internally and externally enriched halos. Projections of internally enriched halos at the moment of second-generation star formation are shown in Figure 7, and externally enriched halos in Figure 8. The figures demonstrate that second-generation star formation occurs in a variety of different environments. In some cases (e.g., halo 1) the environment is cold, and the star forms in a clump that is less enriched by metals than the surroundings. Other cases (e.g., halo 8) show star formation in a high-metallicity environment next to an H II region. The halo masses of these externally enriched halos can be found in Table 3.

We determine the metallicities of the second-generation stars that form in the simulation by counting the number of tracer particles ($N_{\text{tr}}$) within the sink-formation radius around each newly formed sink particle and comparing this with the total baryonic mass enclosed within the same volume ($m_b$). The metallicity follows from these quantities as

$$[\text{Fe/H}] = \log_{10} \left( \frac{N_{\text{tr}} \times m_{\text{Fe,SN}}}{N_{\text{tr,SN}} \times m_b} \right) - \log_{10}(f_{\text{Fe,\odot}}), \quad (5)$$

where $N_{\text{tr,SN}} = 10^7$ is the total number of tracer particles injected into each SN, $m_{\text{Fe,SN}} = 56$ $M_\odot$ is the mass of iron produced by the SN (Heger & Woosley 2002), and $f_{\text{Fe,\odot}} = 0.00134$ is the solar iron abundance (Asplund et al. 2009). This assumes that the initial SN ejecta are well-mixed, i.e., that all elements are distributed evenly throughout the ejecta. It is unclear whether this assumption accurately describes the mixing behavior in real SN ejecta, but given the enormous difficulties involved in modeling the resulting metal distribution in 3D SN explosions, it remains the most conservative assumption.

Our main result is that PISNe can lead to the formation of second-generation stars with a broad range of metallicities. Some indeed exhibit high metallicities in the range $-2 < [\text{Fe/H}] < -1$, as predicted by the models of Karlsson et al. (2008), de Bennassuti et al. (2017), and Salvadori et al. (2019). However, most second-generation stars in our simulation would be classified as EMP stars, with metallicities of $[\text{Fe/H}] < -3$.

We find that externally enriched stars always have low metallicities ($[\text{Fe/H}] < -3$) in our simulation, whereas internally enriched stars have the highest metallicities, reaching $[\text{Fe/H}] > -2$. Five out of nine internally enriched stars have metallicities higher than the EMP threshold, three stars exhibit metallicities just below that range with $-4 < [\text{Fe/H}] < -3$, and one star, with the lowest internal enrichment of all, falls in the range of $[\text{Fe/H}] < -6$.

There are two obvious possible reasons for the low metallicities we find: either most of the metals are ejected from the halos or the metals are not fully mixed into the star-forming gas. In the latter case we would expect the metallicity of the second-generation stars to be lower than the average metallicity of the halos. This is referred to by Chiaki et al. (2018) as inefficient internal enrichment.

In order to determine which of these two reasons is mainly responsible for the low metallicities, we compare in Figure 9 the average halo metallicities to those of the second-generation stars forming in the centers of the halos. We find that in most cases of internal enrichment the halos are well mixed. The ejection of metals therefore is dominant in these halos. There are two cases which show lower central than halo-scale metallicity: one is halo 1 at $[\text{Fe/H}] \approx -6$ and the second one is halo 12 at $[\text{Fe/H}] \approx -3.4$. However, as can be seen in Figure 10 only the $[\text{Fe/H}] \approx -3.4$ case corresponds to a short recollapse time and therefore indicates inefficient internal enrichment. The $[\text{Fe/H}] \approx -6$ case has a recollapse time of more than 100 Myr. This star cannot have formed from a clump in the host halo which survived the SN, as such a clump would have a much shorter freefall time. Thus, it is more likely that this is actually a case in which an externally enriched halo merges with the original host shortly before star formation, such as reported by Smith et al. (2015). We will investigate this
particular star and what conditions lead to its formation in a future study.

In the externally enriched halos, the central metallicity is commonly much lower than the average metallicity of the halos. The are many cases in which the halos are only superficially enriched but their star-forming centers remain pristine.

4. Discussion

4.1. Streaming Velocities

In this paper, we include for the first time streaming velocities in a simulation that investigates the spread of metals from Population III stars. A streaming velocity of $0.8 \sigma_{\text{rms}}$ is the most common value in the universe; regions without a streaming velocity are very rare. We confirmed that external enrichment does not preferentially occur in the direction of the streaming velocity, implying there is no significant effect on the transport of metals through the intergalactic medium. Thus, any effect the streaming has on external enrichment acts via the properties of the haloes, such as the change in size, structure, and baryonic mass content. It is known that streaming velocities increase the minimum halo mass for Population III star formation (Schauer et al. 2021), but decrease the gas content in these halos (Naoz et al. 2013), and it is unclear how much a larger potential well decreases the escape of metals for internal enrichment. On the other hand, the shape of the gas component of minihalos changes: the gas is more oblate and less spherical in streaming velocity regions compared to non-streaming velocity regions (Druschke et al. 2020). In the 3D halo structure, this might lead to more escape paths for ionizing radiation and subsequently the spread of metals into the surroundings. We speculate that external enrichment could be enhanced in streaming velocity regions but testing and investigating this issue is a task for future work.

4.2. Mixing, Enrichment, and Dilution

Our simulation shows a variety of different behaviors with regard to metal enrichment, mixing, dilution, and the formation of second-generation stars. A key question here is how much the SN ejecta are mixed with the pristine ambient medium before second-generation stars can form. There have been numerous studies attempting to investigate this issue with analytical and numerical models. We compare our results to these earlier studies in this section.

Magg et al. (2020) recently derived a lower limit for the mass of pristine material that the ejecta from the first SNe are diluted into. To compare our results to this limit, we compute effective dilution masses, i.e., the mass of pristine material the SN ejecta would have to mix with homogeneously in order to arrive at the found metallicity for all of our second-generation stars. In Figure 11, the dilution masses are compared to the analytical lower limit of

$$M_{\text{dil,min}} = 1.9 \times 10^4 M_\odot E_{51}^{0.96} = 1.6 \times 10^6 M_\odot.$$ (6)
as derived in Magg et al. (2020). Here, $E_{51}$ is the explosion energy of the SN in units of foe. The figure is an adaptation of Figure 1 in Magg et al. (2020) and contains values from the simulations by Greif et al. (2010), Ritter et al. (2012, 2015, 2016), Jeon et al. (2014), Chiaki et al. (2018, 2020), Chiaki & Wise (2019), and Smith et al. (2015) for comparison. Despite our dilution masses scattering over five orders of magnitude, our lowest value is 2% above the analytical limit, and therefore our simulation is consistent with it.

The model by Chiaki et al. (2016) predicts that our halos are at the border between internal and external enrichment, and thus we would expect to see both in our simulation. This expectation is consistent with our findings. However, according to this model, for a 200 $M_\odot$ Population III star, inefficient internal enrichment and the associated short recollapse times should only be possible in halos more massive than $M_{\text{vir}} = 2 \times 10^7 M_\odot$. From the fact that we see both, inhomogeneous mixing as well as short recollapse times, in halos around one order of magnitude less massive than this threshold, we conclude that inefficient internal enrichment is governed by the presence of complex baryonic sub-structures within the halo rather than by the total halo mass.

That recollapse occurs quite frequently stands in contrast to the picture painted by Whalen et al. (2008) in which halos do not recollapse. This difference is likely due to two factors. First, as the simulations by Whalen et al. (2008) are one dimensional the ionizing radiation and the thermal SN energy can only get away from the star by evaporating the halo. Whether a halo becomes fully or only partially evaporated depends solely on

---

**Table 3**

| Halo | Enriching Halo | $z_{\text{col}}$ | $M_{\text{vir, col}}$ | $t_{\text{sn}}$ | $d$ | $[\text{Fe}/H]$ | $[\text{Fe}/H]_{\text{halo}}$ |
|------|---------------|-----------------|----------------------|-----------------|-----|-----------------|------------------|
| 14   | ...           | 18.2            | 0.9                  | 19.8            | 7.3 | -4.6            | -3.4             |
| 15   | ...           | 16.3            | 3.1                  | 80.6            | 11.7| -4.8            | -2.6             |
| 16   | ...           | 15.8            | 3.1                  | 80.6            | 25.2| -6.0            | -3.3             |
| 17   | ...           | 15.0            | 6                    | 89.5            | 17.1| -5.1            | -3.6             |
| 18   | ...           | 14.5            | 2                    | 123.1           | 19.0| -4.5            | -2.9             |
| 19   | ...           | 14.5            | 11                   | 98.6            | 34.8| -5.5            | -3.9             |
| 20   | ...           | 14.1            | 1                    | 138.8           | 5.4 | -3.3            | -2.8             |

**Note.** The columns are: halo number (1), enriching halo (2), collapse redshift (3), estimated virial mass at collapse (4), time since SN (5), distance between star and the enriching SN (6), metallicity of the star (7), metallicity of halo at collapse (8).
the balance between the binding energy and the energy injected by stellar feedback. In our model a large fraction of the halo gets evaporated quickly, allowing radiation and injected thermal energy to escape before all of the dense interior of the halo has been destroyed. This significantly weakens the efficacy of stellar feedback in preventing future star formation. Second, the halos in Whalen et al. (2008) lack the cosmological context. While our halos can accrete new gas via mergers or along the cosmic filaments, the 1D halos can only re-accrete gas that has been heated by the SN. Chiaki et al. (2016) find that this mechanism is an important factor in controlling the recollapse.

Semi-analytical and semi-numerical models of metal mixing after Population III formation often assume homogeneous mixing or a parameterized mixing model (Karlsson et al. 2008; de Bennassuti et al. 2017; Hartwig et al. 2018a; Salvadori et al. 2019). Due to the large yields of PISNe, second-generation stars are often relatively metal-rich ([Fe/H] $\sim -2$) in these models. While we see instances of this behavior, we typically find much lower metallicities. This decrease is due to large inhomogeneities in mixing, especially in externally enriched halos, due to mixing with a large amount of pristine material and due to the ejecta of metals from the halos.

Generally, we find that internally enriched halos have a more homogeneous metallicity distribution than externally enriched halos. Tarumi et al. (2020) developed a model for this effect and find that also in larger simulations (by Xu et al. 2016), externally enriched halos have lower metallicities in their star-forming centers. The reason for this is that metals do not easily mix into dense centers of already formed halos from the outside (Chen et al. 2017).

4.3. Where Are the Stars with PISN Patterns?

If massive PISNe with a strongly pronounced odd–even effect are indeed common in the early universe, our simulations would pose a conflict with the observed abundance patterns of EMP stars. Thus far, there is only one candidate star found that could be enriched by a PISN (Aoki et al. 2014), and it is not in the EMP regime. We have seen that two of the primary hypotheses—those of large metallicities and the destruction of halos—cannot explain this discrepancy. Isolated massive PISNe should lead to the formation of EMP stars, which would be commonly recollapsed in surveys targeting these stars (such as François et al. 2018; Youakim et al. 2020).

There are several remaining explanations. The most obvious one is that sufficiently massive stars do not form or are exceedingly rare. Only a combination of forward modeling the formation of PISN-enriched stars in the progenitors of the Milky Way and a quantitative analysis of observed abundance patterns can constrain how rare exactly PISNe would have to be to account for the current lack of detections of PISN-enriched stars.

Additionally, if massive Population III stars do not form in isolation but instead are close to other stars that explode as Type II SNe, our predictions may not hold as well. There have so far been only very limited studies that investigate the mixing of ejecta from several Population III SNe (Ritter et al. 2015) and a set of dedicated detailed simulations with a sufficiently
large sample of halos will be necessary to investigate this scenario. One difficulty to overcome in this scenario is that PISNe have very large yields and therefore, if mixed homogeneously, easily dominate the metal abundances in stars enriched by several SNe (Hartwig et al. 2018b). However, we see such a rich diversity of mixing outcomes that completely homogeneous mixing seems unlikely. Cooke & Madau (2014) suggest, based on an analytical model, that if several SNe
explode in the same halo the resulting abundance pattern will likely be more reflective of the less energetic SNe. This effect is caused by the more energetic material leaving the halo preferentially. A detailed numerical investigation of this scenario will be necessary to fully understand how the presence of multiple stars in the same halo affects the outcome.

For the second-generation stars to survive until and be observable at the present day, they need to be low enough in mass. At which metallicity the transition from high-mass Population III-like star formation to a bottom-heavy more Salpeter-like IMF occurs is still an open question (Greif 2015). Metal-line cooling starts to be an effective source of cooling around metallicities of $[\text{Fe/H}] \approx -3$. However, low-mass star formation must be possible at lower metallicities, since lower-metallicity stars have been observed (see, e.g., Nordlander et al. 2019). The additional source of cooling that may enable low-mass stars to form at these metallicities is dust cooling. However, at which metallicity dust cooling becomes efficient depends on the amounts, kinds, and grain-size-distribution of dust in the SN ejecta (Schneider et al. 2012; Chiaki et al. 2017).

Therefore, modeling dust-grain formation in PISN remnants will be a crucial step in understanding the implications of stellar archeology for PISNe. The critical metallicity and general conditions required for low-mass star formation are not yet well understood. While observations of stars with extremely low metallicities show that it must be possible to form low-mass stars in the metallicity range seen in our model, it is still unknown how prevalent such low-mass star formation is and what conditions it requires. Thus, the possibility that all stars carrying PISN fingerprints are short-lived currently cannot be ruled out.

Finally, we note that our conclusions apply only to non-rotating, massive, and energetic PISNe. Stars that are close to the PISN mass limit, i.e., stars with masses around $150 M_\odot$ are expected to have substantially smaller explosion energies and yields (Gilmer et al. 2017). Also stellar rotation can have a crucial impact on the evolution and explosion of metal-free stars (Meynet & Maeder 2017; Murphy et al. 2021).
4.4. Caveats and Extensions

Building on the work presented here, our simulation could be extended to cover the formation of the first galaxies, rather than only considering the first two generations of stars. In order to do this, the simulations would need to determine the metallicity of a newly forming star at runtime, rather than in the current post-processing step. Improving this aspect would allow us to investigate mixing of metals from SNe of different...
populations of stars. We are limiting this simulation to the extreme case of 200 $M_{\odot}$ Population III stars. Future simulations will sample stars from a more realistic Population III IMF, and make predictions of second-generation stars arising from a specific IMF.

While we are modeling local radiative feedback with high physical fidelity in the LW and ionizing bands, our implementation of LW feedback is less advanced. First, we do not include LW self-shielding. Kitayama et al. (2004) and Schauer et al. (2015, 2017) have shown that extremely high spectral and spatial resolution is required to accurately model the escape of LW radiation from minihalos. It is questionable whether such high resolutions can be achieved in 3D cosmological simulations in the intermediate future. Second, we currently do not account for a global LW background. Choosing a global LW background and its evolution with redshift will require careful consideration, as it depends on escape fractions, the large-scale star formation rate, and the IMF and spectra of the forming stars. As LW radiation has a much longer mean free path than our simulated volume, modeling this background self-consistently is currently not possible.

5. Summary

In this study we use a cosmological simulation to model the formation of the first stars, their feedback, their explosion as PISNe, and afterwards the formation of the first metal-enriched stars. Our findings are as follows.

1. In the 1 Mpc $h^{-1}$ simulation box, there are 14 halos forming one Population III star formation each before $z=19$. In accordance with previous predictions, our halos form stars at a virial mass of $M_{\text{vir}} \approx 2 \times 10^6 M_{\odot}$.

2. At $z=19$ we deactivate stellar feedback and wait for the halos to recollapse. In the following 135 Myr most of our halos recollapse and we see various instances of externally and internally enriched formation of metal-poor stars.

3. Halos either recollapse quickly ($t_{\text{rec}} < 10$ Myr, in three cases), slowly ($t_{\text{rec}} > 40$ Myr, in nine cases), or not at all ($t_{\text{rec}} > 135$ Myr, one case). Which of these paths they take depends on their baryonic substructure at the time of the SN, but it is not yet clear what exact criteria are required to enable the fast recollapse.

4. While the least massive halo does not recollapse, among those that do recollapse we find no direct correlation between the halo mass and the recollapse time.

5. Second-generation stars in externally enriched halos start forming 70 Myr after the SNe.

6. We find a wide variety of metallicities of the second-generation stars. Out of the 16 second-generation star-forming regions we find three have relatively high metallicities ($[\text{Fe/H}] > -2$) and two have intermediate metallicities ($-2 < [\text{Fe/H}] < -3$). All of these are formed by internal enrichment. Most of our second-generation star-forming regions (11 out of 16) are in the EMP ($[\text{Fe/H}] < -3$) regime. Most of the lowest-metallicity stars are formed by external enrichment.

7. The effective dilution mass scatters over five orders of magnitude. In all cases, our results are consistent with the analytical minimum of $1.6 \times 10^6 M_{\odot}$ (Magg et al. 2020).

Since PISNe are expected to produce a very characteristic pattern of elemental abundances, and since this pattern is rarely observed, these results stand at variance with the measured elemental abundances in extremely metal-poor stars. This may indicate that PISNe of the kind we investigate have been exceedingly rare in the early universe. Possible alternative scenarios are mixing of several SNe, low-mass stars not being able to form in the lower-metallicity gas, or less characteristic SN yields. We will investigate the first of these alternatives in a follow-up study.
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Appendix

Additional Figures and Halo Properties

In this section we summarize halo properties, and show additional visual representations of the halos that are not included in the projections in the main paper. The properties of the Population III forming halos are found in Table 2. The halos that have a recollapse time but no metallicity of the second-generation stars, are halos which form stars after the SNe, but only after merging with other halos that contain stars. As we do not model feedback from second-generation stars, we cannot determine the metallicities of these stars.

Halos 1, 2, 8, and 13 are shown in Figures 3, 5, and 7 at the the time of the formation of the Population III star, shortly before the SN and at recollapse respectively. Similarly the remaining halos are shown in Figures 12 and 13 at star
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formation, in Figures 14 and 15 shortly before the SNe, and in Figure 16 at recollapse. We show these images for completeness and to give readers a visual impression of the halos. A more detailed analysis of the substructures and clumps seen within the figures will be subject to a follow-up study.

The properties of the externally enriched halos which form stars with non-zero metallicity are summarized in Table 3. The halos at star formation are shown in Figure 17 and in the main paper in Figure 8.

Lastly, Figure 18 is a still image from a fly-through animation. This visualization is a rendering of the entire simulation box at the time of formation of the first metal-enriched star. It shows a static snapshot and zooms into the region in which this star forms. The red color marks hot gas, blue marks cold gas, and metals are represented as green. The visualization shows the rich sub-structures of the SN remnants and that, for the most part, these remnants are separated. The visualization tool is available upon request from the authors.
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