Heat pump via charge incompressibility in a collisional magnetized multi-ion plasma
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Stratification due to ion-ion friction in a magnetized multiple-ion species plasma is shown to be accompanied by a heat pump effect, transferring heat from one ion species to another as well as from one region of space to another. The heat pump is produced via identified heating mechanisms associated with charge incompressibility and the Ettingshausen effect. Besides their academic interest, these effects may have useful applications to plasma technologies that involve rotation or compression.
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I. INTRODUCTION

A magnetized multiple-ion species quasineutral plasma subjected to a changing potential field evolves on multiple transport timescales. The fastest timescale is associated with the ion-ion friction, which does not move net charge across field lines, and results in ion stratification according to mass-to-charge ratio \( m/Z \) [1–4]. Since ion-ion friction does not move net charge across the field lines, the system reaches force equilibrium without rearranging the total ion charge density. Fluid elements of different ion species can only displace each other. Therefore, magnetized low-\( \beta \) multi-ion species plasma behavior resembles buoyancy in an incompressible fluid. Note, however, that, in a buoyant liquid, locally conserved quantities such as density are tied to a fluid element of that liquid, while, in a plasma, charge conservation is tied to an element of the electron fluid. Therefore, plasma buoyancy still allows compression of the ions if charge states \( Z \) are different.

This makes all the difference. Magnetized low-\( \beta \) multi-ion species plasma is a charge-incompressible substance, possessing very curious thermodynamic properties. The heat pump effect arises when many low-charge-state ions try to replace just a few high-charge-state ions (see Fig. 1). To observe charge incompressibility, low-\( Z \) ions are compressed and heated, while high-\( Z \) ions are decompressed and cooled. An additional, but totally separate, heat transport also arises from the Ettingshausen effect [5], which is a heat flux, Onsager symmetric to the thermal friction. In magnetized plasma, cold ions participate in cross-field transport more than hot ions, since they are more collisional. Therefore, heat flux appears, and its direction is the opposite to the direction of particle flux. Heat flux per particle due to the Ettingshausen effect is larger for light ions. Taking charge incompressibility into account, the Ettingshausen effect leads to heat transfer from low-\( mZ \) to high-\( mZ \) species.

Remarkably, these heating mechanisms combine to produce a heat pump effect. If plasma consisted of two ion species, one of them being low-\( Z \) and high-\( mZ \), and another being high-\( Z \) and low-\( mZ \), the Ettingshausen effect and heating due to charge incompressibility would act in the same direction. In perhaps more usual cases, they counteract each other. Since these mechanisms turn out to have the same scaling and differ only in magnitude, heat is transferred from the region where the density of ion species \( a \) increases to the region where the density of another ion species \( b \) increases when \((Z_a - Z_b)(m_a + m_b) + 3/2(m_aZ_a - m_bZ_b) > 0\). Both heating due to charge incompressibility and the Ettingshausen effect are reversible.

The heat pump produces a temperature gradient, which can be called a piezothermal effect in magnetized plasma, in analogy with a similar effect in neutral gas [6]. The piezothermal effect is reversible up to the heat conductivity and frictional heating, in the same way as the piezoelectric effect is reversible up to Ohmic losses. The resulting temperature differences across the plasma can be comparable to the temperature itself. In contrast to neutral gas, however, magnetized multi-ion species plasma features multiple heating mechanisms, so the temperature profile can be tailored by modifying the external potential and plasma parameters. These properties of magnetized multi-ion-species plasma were successfully observed with the code MITNS [7], which is described in more detail in the Appendix.

Although the fastest transport timescale in magnetized plasma is associated with ion-ion friction, the plasma features different behavior on longer timescales as it adjusts to a changing field through several distinct collisional processes such as ion-electron friction and ion viscosity. This marks a difference with rotating multiple-ion nonneutral plasmas, where similar ion stratification effects are found [8–17]. For other reasons, ion separation with respect to \( Z \) occurs in unmagnetized plasma [18,19].

The effects identified here in ion-ion transport may be important in plasma applications. In fusion devices, it is typically advantageous to concentrate fuel ions in the hot, dense core of the plasma and to flush out impurities and fusion products [20–27]. Differential ion transport is even more centrally important for plasma mass filters, which are designed to separate the components of a plasma according to mass [28–38] for a variety of applications [39–42]. Although some potential applications, such as vortices in Z pinches [43], lie in rotating and compressing high-\( \beta \) plasma columns, here for
density is conserved instead. As external force is applied, the total ion charge density is conserved locally. In contrast, in compressible fluid, the number density is conserved instead.

clarity a low-β, strongly magnetized, two-ion-species plasma slab, with a gravitational force as a proxy for centrifugal and inertial forces, is considered.

II. FLUID MODEL

Consider a low-β plasma slab in a homogeneous magnetic field \( B = Bz \) with species-dependent external potential \( \Phi_s(y, t) \) with \( \nabla \Phi \) (and all other gradients) in the \( y \) direction. This plasma can be described by a multiple-fluid model [2,44]. The \( y \) component of the fluid momentum equation can be written as

\[
m_s \frac{d \mathbf{v}_{s,i}}{dt} = q_i (E_s + \mathbf{v}_s \times \mathbf{B}) - \nabla \cdot (\pi_s \mathbf{j}_s) + \sum_{s'} \left[ v_{s,i} m_s (\mathbf{v}_{s,i} - \mathbf{v}_{s}) + f_{s,i}^{\prime} \right],
\]

Here \( \frac{d}{dt} = \partial / \partial t + \mathbf{v}_s \cdot \nabla \) is the fluid derivative, \( \pi_s \) is the traceless part of the pressure tensor of species \( s \), \( E_s \) is an inductive electric field, and \( f_{s,i}^{\prime} \) is the \( y \) component of the Nernst (“thermal”) friction force density between species \( s \) and \( s' \) [5,45]. In the limit where \( m_s \ll m_i \), this is \( f_{s,i}^{\prime} = \frac{3v_{s,i} B}{4} \times \nabla T_s / 2 \Omega_s \). Equation (1) neglects frictional and inertial terms associated with motion in the \( y \) direction under the assumption that \( v_{s,i} \) will be much smaller than the drifts in the diamagnetic direction. Equation (1) can be rearranged to show that the resulting \( y \)-directed particle flux for species \( s \) is

\[
\mathbf{j}_{s,i} = -\frac{n_i}{\Omega_s} \left( \sum_s \left[ v_{s,i} (\mathbf{v}_{s,i} - \mathbf{v}_{s}) + \frac{1}{m_i} f_{s,i}^{\prime} \right] \right) + \frac{\Omega_s (\nabla \cdot \pi_s)_{s,i}}{q_i n_i B} - \frac{\partial v_{s,i}}{\partial t} - \nu_{s,i} \mathbf{j}_{s,i} - n_i E_s / B.
\]

The continuity equation relates the evolution of the electron number density to the electron flux \( \Gamma_{\text{eq}} \), which can be found from Eq. (2). Equation (4) does not include the effects of temperature gradients [45,47–53], but the relaxation of temperature gradients takes place on timescales similar to \( \tau_{\text{eq}} \).

III. CHARGE INCOMPRESSIBILITY

When the displacement currents associated with fast changes to the potential can be neglected and all gradients are in the \( y \) direction, Ampère’s Law gives that \( j_y = 0 \); if the plasma is initially quasineutral, it will remain so. Therefore, importantly, electron motion dictates the evolution of the total ion charge density \( \rho_i \), defined as

\[
\rho_i(y) = \sum_s q_s n_i (y).
\]

The continuity equation relates the evolution of the electron density to the electron flux \( \Gamma_{\text{eq}} \), which can be found from Eq. (2). If electrons cannot flow through the boundaries of the system, Faraday’s Law gives that \( E_e \propto \partial B / \partial t \propto \beta \). Then \( |\Gamma_{\text{eq}} / \Gamma_{\text{eq}}| = O(\nu_{ie} / \tau_{\text{eq}}, \beta) \), and in the low-β limit total ion charge density \( \rho_i \) is conserved on \( \tau_{\text{eq}} \) timescales. Therefore, charge density (as opposed to mass density) remains “frozen in” the magnetic field on \( \tau_{\text{eq}} \) timescales, even though collisions are important.

Charge incompressibility and ion-ion frictional interaction lead to stratification of ions on the \( \tau_{\text{eq}} \) timescale. In particular, in the absence of temperature gradients, Eqs. (2) and (3) can be combined to find that the densities of ion species \( a \) and \( b \) are related [1–4,46]:

\[
(n_a e^{\Phi_s / T})^{1/2} \propto (n_b e^{\Phi_s / T})^{1/2}.
\]

Equation (4) does not include the effects of temperature gradients [45,47–53], but the relaxation of temperature gradients takes place on timescales similar to \( \tau_{\text{eq}} \).

IV. HEATING MECHANISMS

After the potential is applied, stratification of ions leads to the release of a fraction of the potential energy. The change of electric field energy, magnetic field energy, and energy of drift motion are \( O(\beta^2), O(\beta), O(\mu_{ie} L / T^2) \) smaller than heating, respectively. Therefore, in low-β plasma, the released potential energy goes into heating. A magnetized plasma slab has multiple ways to transform released potential energy into heat, as can be seen from the temperature evolution equation.
in a multispecies plasma [2,54]:

\[ \frac{3}{2} T_i \frac{d T_i}{d t} = -n_i \frac{d n_i}{d t} = -\nabla \cdot (q^i_T + q^i_v) + Q_i. \quad (5) \]

Here \( d n_i/dt = \partial \Phi_i/\partial t + v_i \cdot \nabla \Phi_i \) is the fluid derivative, \( q^i_T \) is a component of heat flux of species \( s \) that is \( \propto \nabla T \), and \( Q_i = \sum_j (\nabla \Phi_j \cdot (v_j - v_i) \cdot R_{ij} - \nabla \Phi_i \cdot (m_i + m_j) \) is the energy gained by species \( s \) through collisions with all species \( s' \) due to temperature equilibration \( Q_{ij} \) and due to frictional heating (\( R_{ij} \) is total friction force between species \( s \) and \( s' \)). However, frictional heating is negligible as long as characteristic rate of change of the potential \( \Phi_i/\Phi_j \) is comparable to \( (T_{ij}^q)^{-1} \), \( q^i_T \) is the heat flux due to the difference of flow velocities (Ettingshausen effect). It is an Onsager-symmetric effect to the thermal friction force \( T_{ij}^q \). The usual expression for heat flux in multispecies plasma [5] is not affected by low-flow ordering corrections [44]. Viscous heating \( -n_i \cdot \nabla \Phi_i \) is negligible, so it is omitted in Eq. (5). Following Ref. [5], \( q^i_v \) is

\[ q^i_v = \frac{n_i T_i \sum_j (v_j - v_i) \cdot R_{ij}}{\sum_j \Omega_j} \left( \frac{3}{2} \frac{m_i + m_j}{m_i} \right) (v_i - v_j). \quad (6) \]

Note that the largest contribution to \( q^i_v \) is due to the difference in ion drift velocities. It is proportional to the ion cross-field particle flux, \( q^i_v \sim T_i \Phi_i \). In a multi-ion species plasma, the heating due to the Ettingshausen effect \( \nabla \cdot q^i_v \) is proportional to the heating due to the ion density change \( T_i \partial n_i/\partial t \).

V. PIEZOTHERMAL EFFECT

In a neutral gas, when gravity is increased, particles at the bottom of a slab see a falling ceiling, so they are heated more than particles at the top, which see a falling floor. Therefore, a HEAT PUMP VIA CHARGE INCOMPRESSIBILITY IN A MULTISPECIES PLASMA [HEAT PUMP VIA CHARGE INCOMPRESSIBILITY IN A MULTISPECIES PLASMA]

Here \( n \) is total density of species that are in local temperature equilibrium \( (n = n_i + n_b) \) if \( v_i^q \gg T_i^q \). Equation (8) predicts which ion species are heated and which are cooled. If \( C > 0 \), it leads to heating in the region where the concentration of species \( a \) increases, and cooling where it decreases. Therefore, heat is transferred from species \( b \) to species \( a \). For example, in a plasma of tritium and \( ^4\text{He} \), helium goes to the top of the slab and is heated, while tritium goes to the bottom and is cooled. If \( C < 0 \), the roles of species \( a \) and \( b \) are reversed. Another example of this is shown in Fig. 2. This effect can be observed only in multi-ion species plasma.

The size of the effect can be significant. Indeed, suppose there is a \( r = 0.1 \text{ cm} \) cylindrical vortex of H-He plasma with the following parameters: \( T_i = 100 \text{ eV}, n_i = 10^{16} \text{ cm}^{-3}, 2n_b = n_i \), which is immersed into an axial magnetic field, \( B = 10 \text{ T} \). Plasma with somewhat similar parameters occurs in magnetized target fusion [56,57] with a somewhat lower and differently configured magnetic field. Suppose this vortex is solid-body rotating at angular velocity \( \omega = 6.2 \times 10^7 \text{ s}^{-1} \). Such a vortex has \( \beta = 7 \times 10^{-3}, v_{pp}/\Omega = 5.7 \times 10^{-3}, \rho_p/\tau = 0.1, m_i \rho_p \tau /2 \Omega = 0.2 \). Then, if this vortex is subjected to radial magnetic compression such that radius is decreased by a factor of 30 over the compression time \( \tau = 3 \times 10^5 \text{ s} \) and if \( \gamma = 5/3 \), the edge of the vortex is hotter than the center by 12% in the absence of heat diffusion (i.e., temperature at the edge is 9.9 keV and temperature at the center is 8.8 keV) when the size of the temperature difference is the largest. In this estimate, some effects such as the decrease of the adiabatic index \( \gamma \) due to rotation [58,59] and constraints on angular momentum transport are ignored. However, these effects are only going to increase the size of the temperature difference. Also, plasma is going to be more magnetized as it is compressed.

Although heat flux \( q_v^v \) is not included in Eq. (8), it is incorporated in the code MITNS (Fig. 3). The fact that, absent heat flux \( q_v^v \), the analytic and numerical solutions agree gives confidence in both. Note that heat conduction does not change the location of extrema of temperature profiles, and relaxes temperature gradients only by an \( O(1) \) factor because the timescale of ion-temperature equilibration, \( T_i^q \), is similar to the timescale of cross-field heat transport, \( T_i^q \approx \tau_i^q \). Note that, due to the similarity of \( T_i^q \) and \( \tau_i^q \) timescales, the piezothermal effect in low-\( \beta \) magnetized plasma is not reversible. This is different from the neutral gas case, where the heat transport timescale is much larger than the force equilibration timescale so that the piezothermal effect is reversible.

When \( \Delta \Phi/T \gtrsim 1 \), the shape of the temperature profile can be more complex, since rearrangement heating can play a prominent role in this case. In particular, the temperature profile can be tailored to peak at the separation layer or at the region occupied by one of the ion species as predicted by Eq. (8). Also for \( \Delta \Phi/T \sim 1 \), spatial variation of thermal conductivity distorts the shape of the temperature profile while not altering the locations of the temperature extrema.

VI. SUMMARY

A heat pump effect in magnetized plasma has been identified. To compare analytic to computational descriptions of...
This effect, a time-varying gravitational field is used as a proxy for similar forces, like the centrifugal force in a rotating system or the inertial force in a compressing system. The behavior of a low-β magnetized net neutral plasma in a perpendicular gravitational field is then shown to be markedly different from that of either a nonneutral magnetized plasma, a neutral gas, or an unmagnetized plasma. Over timescales \( \sim \tau_{eq} \), the ions assort themselves based on the \( m/Z \) ratio. If \( \Delta \Phi/T \) is large, ions can be arbitrarily well stratified. On these timescales, magnetized multi-ion species plasma is essentially a new kind of substance: its behavior appears to feature traditional buoyancy, but with a constraint tied to charge density rather than number density. The ion separation is an initial condition-dependent, \( \tau_{eq} \)-timescale effect in a quasineutral low-β plasma, in contrast to rotating nonneutral plasmas where similar ion stratification is a state of thermodynamic equilibrium [8].

A remarkable phenomenon is that the ion stratification on \( \tau_{eq} \) timescales leads to a significant heat pump via charge incompressibility and the Ettingshausen effect. The resulting temperature gradients are predicted by Eq. (8) up to the corrections due to the diffusive heat flux \( q_T \). If \( \Delta \Phi/T \) is large, the size of possible temperature differences across the magnetized plasma can be substantial, namely, \( (T_{\text{max}} - T_{\text{min}})/T_{\text{min}} = O(1) \).
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**APPENDIX**

MITNS (Multiple-Ion Transport Numerical Solver) is a 1D fluid code designed to simulate classical cross-field transport in plasmas with several ion species. For a detailed description of the physical model used in MITNS, as well as the numerical implementation, see Ref. [7]. The code evolves...
the densities, velocities, and temperatures of an arbitrary number of species, as well as self-consistently evolving the electromagnetic fields. The governing equations in MITNS include all of the terms that appear in Eqs. (1) and (5), including detailed treatments of Nernst forces, viscous forces, and Ettingshausen heat fluxes. They also include some terms that are small enough not to be mentioned in the analytic treatment here (such as the heat generated by viscous forces).

MITNS is designed to be able to scale up and down different physical phenomena. This feature is used in the simulations described by Fig. 3, in which one set of runs includes the full classical thermal conductivity and the other includes no thermal conductivity. This turns out to be a somewhat subtle feature to implement without causing numerical instabilities; the details of exactly how the reduced-conductivity simulations work are described in Ref. [7].

The simulations used to generate Figs. 2 and 3 both used mixtures of hydrogen-1 and helium-4. The simulation shown in Fig. 2 used a mix of 70% hydrogen and 30% helium-4; the simulations shown in Fig. 3 used a range of ratios, as is shown in that plot. All of the simulations used the backwards differentiation formula timestepper implemented in MITNS, with the absolute and relative error tolerances set to 10\(^{-14}\).

The simulation in Fig. 2 had a 32-cell grid and a system size of 20 proton gyroradii; the simulations in Fig. 3 used a domain with half that many cells and half that length. The ratio of the proton-proton collision frequency to the proton gyrofrequency was 0.05 in the simulation shown in Fig. 2 and 0.1 in those shown in Fig. 3. The initial conditions were chosen so that the plasma $\beta$ was 10\(^{-3}\) in all simulations. The gravitational force in the simulation shown in Fig. 2 was one-tenth of the product of the proton gyrofrequency and the proton thermal velocity; that parameter varied in the simulations shown in Fig. 3 between the same force and one that was 100 times smaller. The characteristic time for the ramp-up of the gravitational field was 100 proton gyroperiods in all simulations. The total running time was 1000 proton gyroperiods for the simulation in Fig. 2 and twice as long for those shown in Fig. 3.

Note that the parameters for these simulations were chosen to meet several conditions. The gradient scale length of the potential was always large compared to a Larmor radius. The Hall parameter was always large. Furthermore, the ramp-up time was always small compared to the characteristic cross-field transport timescales but large compared to the inverse collision frequencies.
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