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Abstract

Image synthesis designed for machine learning applications provides the means to efficiently generate large quantities of training data while controlling the generation process to provide the best distribution and content variety. With the demands of deep learning applications, synthetic data have the potential of becoming a vital component in the training pipeline. Over the last decade, a wide variety of training data generation methods has been demonstrated. The potential of future development calls to bring these together for comparison and categorization. This survey provides a comprehensive list of the existing image synthesis methods for visual machine learning. These are categorized in the context of image generation, using a taxonomy based on modelling and rendering, while a classification is also made concerning the computer vision applications they are used. We focus on the computer graphics aspects of the methods, to promote future image generation for machine learning. Finally, each method is assessed in terms of quality and reported performance, providing a hint on its expected learning potential. The report serves as a comprehensive reference, targeting both groups of the applications and data development sides. A list of all methods and papers reviewed herein can be found at https://computergraphics.on.liu.se/image_synthesis_methods_for_visual_machine_learning/.
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1. Introduction

We are currently witnessing a strong trend in the use of machine learning (ML), particularly through deep learning (DL) [LBH15, GBC16]. Many areas of computer science are now considering DL as an integral part for advancing the state of the art, from recommender systems [ZYST19] and medical diagnosis [LKB*17], to natural language processing [YHPC18] and computer vision [VDDP18, SSM*16]. The techniques used in DL, and the overall computational resources are fastly evolving. However, today the bottleneck is often caused by the limited availability and quality of training data [RHW18]. No matter the potential of a particular model and the computational resources available for training it, the end performance will suffer if the training data cannot properly represent the distribution of data that is supposed to be covered by the model.

Data acquisition is a limiting factor, not only due to the actual capturing process, but most often because annotations for supervised learning can be expensive and prohibitively time-consuming to generate. Moreover, it is difficult to cover all possible situations that are relevant. These problems have made it crucial to make the most of the available training data, and augmentation techniques for various purposes (generalization, domain adaptation, adversarial robustness, regularization, etc.) is today an essential step in the DL pipeline [SK19, PW17]. While data augmentation can be thought of as a synthetic data generation process, the synthesized samples are bound by the data at hand. Therefore, it is becoming increasingly popular to generate data in a purely synthetic fashion.

The demands for large quantities of data are especially important in DL as compared to classical ML, meaning that data generation techniques tailored for this purpose have mainly appeared within the last decade, as illustrated in Figures 1 and 6. Synthetic data for DL also open up for interesting improvements on how training data should be formulated. For example, it could be advantageous to oversample difficult examples, instead of reflecting the exact intended real distribution. Also, the data samples themselves could be shaped in an unrealistic fashion in order to promote efficient optimization, e.g. as in techniques for domain randomization [TFR*17, TPA*18].

With the rapid progress both in DL, and in methods that leverage the synthetically generated data, we recognize the need for a comprehensive overview of the existing methods of synthesizing training data. In this paper, we present a survey of image synthesis
techniques for visual ML. Visual ML concerns tasks connected to visual perception, and includes algorithms that utilize visual training data. To a great extent, in practice, visual ML attempts to solve computer vision tasks, from low-level ones like visual odometry and optical flow to higher-level tasks like 3D scene layout, semantic understanding and object detection and tracking.

Our focus is on image data, and the computer graphics aspects of the image generation process. In computer graphics, image synthesis, or rendering, is used to transform a geometric scene description into an image by simulating or approximating the lighting interactions in the scene and onto the sensor of a virtual camera device [Kaj86, PJH16]. We consider image synthesis methods that can be used to create a stand-alone training data set for ML optimization. In these, we also include hybrid techniques that are not based on physically based rendering. Importantly, this formulation is restricted to techniques that intend to create an entire training set and therefore does not include methods specific to, e.g. data augmentation or synthetic image generation only for testing purposes.

To distinguish between the image synthesis methods used in ML, we provide a taxonomy that considers the image generation perspective. This focuses on the employed computer graphics techniques, where we consider both differences in scene modelling as well as rendering. Moreover, we also discuss around the different methods in relation to the specific computer vision problem that the generated synthetic data were formulated to solve. This means that each method we discuss is categorized in the provided image generation taxonomy, and listed according to its intended application within computer vision.

Providing a structure and categorization of what has been done so far can promote future work on synthetic training data generation. In the future, synthetic data will become increasingly more important. Some of the most challenging remaining problems in DL can be tied to data, such as adversarial examples, data set bias and domain adaptation/generalization. Synthetic data have the potential to be a central component in solving such problems. In addition, there are many issues left to solve in the training data synthesis pipeline itself. For example, bridging the domain gap between generated images and the reality, where the current synthetic data sets often are used in combination with real data to achieve the best performance. Also, it is still an open question how to generate scene descriptions in an optimal sense for solving the specific task at hand.

In summary, this report provides the following contributions:

- A background on image formation and rendering, including both classical and recent learning-based image synthesis techniques (Section 2).
- A taxonomy of image synthesis methods for visual ML, from the image generation perspective, as well as a brief analysis of the active computer vision applications that benefit from synthetic training data (Sections 3 and 4).
- A survey and overview of the existing methods for synthetic image generation for visual ML, focusing on the image generation aspects (Section 5).
- A brief qualitative evaluation of the methods, focusing on the data complexity and performance aspects when using the synthesized data for visual ML (Section 6).
- A discussion around the current situation in ML employing synthesized training data, and the main challenges and opportunities for future work (Section 7).

2. Background

This section provides a background on image formation and synthetic image generation for ML. We start from a short historical overview of image synthesis and its introduction in the ML community, followed by a description of the techniques involved in scene modelling and image synthesis. Finally, the recent developments in learning-based generative modelling, and how image synthesis relates to methods for data augmentation, are also described.

2.1. Historical overview

Although computer-generated image content has been a concept since the mid 20th century, it was in the mid 1970s that research on this topic gained momentum, e.g. with the work on fundamental concepts such as shading [Gou71, Bli77], bump mapping [Bli78] and ray tracing 1979. In the 1980s, computer graphics research was spurred by the interest in computer games, and then from the movie industry in the 1990s. The interest has since expanded to a diverse set of applications, including advertisements, medicine, virtual reality, science and engineering.

Pre-requisites for ML, on the other hand, can be dated back to the 18-19th centuries when Bayes’ Theorem [Bay63] and least squares [Leg05] were introduced. Other important early concepts were the Markov chains by Andrey Markov in the early 20th century and thinking machines by Turing [Whi79]. The first steps towards DL and neural networks were conceptualized already in the 1940s, and the Perceptron was introduced in the 1950s by Rosenblatt [Ros58]. This can be thought of as the first wave in DL [GBC16]. In the 1980s, a second wave introduced many concepts fundamental to DL, such as Recurrent Neural Networks [Hop82], back-propagation [RHW*88], Reinforcement Learning [Wat89] and Convolutional Neural Networks [Fuk80, LBD*89]. The third and current wave in DL started in the early 2010s, where the techniques and results presented by Krizhevsky
et al. [KSH12] to many mark the start of the deep learning revolution. Since then, there has been a rapid development in important techniques for training increasingly deeper networks, such as dropout [SHK*14], batch normalization [IS15] and residual connections [HZRS16], on increasingly more difficult problems.

The intersection of computer graphics generated images and computer vision can be traced back to the 1980s, when algorithms for optical flow demanded ground truth annotations for evaluation [Hee87, BFB94, MNCG01]. Since the flow vectors are close to impossible to annotate by hand (a 2D vector is needed for each pixel), and custom scene setups are required to provide the flow vectors in real data [BSL*11], optical flow has been one of the areas within computer vision that has been most dependent on synthetic data. However, it was not until Baker et al. introduced the Middlebury dataset [BSL*11] in 2011, that a separate training set for learning optical flow was made available. Since then, with the recent development in DL, a significant increase in the number of training images was required, and creative solutions have been applied for image generation in large quantities, such as pasting simple 3D objects on background images [DFI*15, MIH*16].

During the last 5 years, semantic segmentation has been receiving a great deal of attention in DL for computer vision [LSD15, CPK*17, CZP*18]. This stems from DL’s efficiency to solve this task in complex scenes, as well as from the fact that semantic segmentation is one of the central computer vision problems within autonomous driving. Although semantic segmentation annotations are possible to create manually, they are time-consuming (e.g. more than 1.5 h per image for the Cityscapes data set [COR*16]). Together, this makes semantic segmentation one of the most popular application areas for learning from synthetic images, and many methods have been proposed (see Table 1 and Section 5.5).

Even though semantic segmentation and optical flow are popular tasks for synthesized image content, there are also many examples of other applications. For instance, one of the first cases of training on synthetic data and testing on real data was demonstrated for pedestrian detection [MVGL10]. Other early examples include pose estimation and object detection [PJA*12]. Figure 6 demonstrates how synthetic data have been introduced in different areas of computer vision, showing the number of methods and data sets presented each year.

Finally, Figure 1 illustrates the recent trend in using synthetic data within ML. Although ML has seen a close to exponential increase in the number of publications over the last decade, there is an ongoing trend on synthetic data within ML. This is reflected in Figure 1 by an increasing fraction of publications connected to synthetic data, i.e. when the number of publications is normalized by the total number of ML papers. However, it should be noted that this only shows the general trend; there could be papers that fit the search criteria, but they do not provide synthetic training data for ML, and there could be papers that treat synthetic training data but do not use the term synthetic data in the paper title or abstract.

2.2. Visual data generation

The pipeline for visual data generation can be divided into two main parts; content/scene generation and rendering. By content generation, we mean the process of generating the features that build up the virtual environment in which the sensors are simulated. By rendering, we mean the process of simulating the light transport in the environment and how cameras and other sensors, e.g. LIDAR or radar, captures/measure the virtual world. Data for training or testing of ML algorithms should meet the following requirements:

- Feature variation and coverage—The features included in the generated data should be diverse while covering the domain of possible features densely enough to be representative for the application domain and the feature distributions in real data.
- Domain realism—The simulated sensor data, e.g. images, should be generated in a way such that the domain shift to the real counterpart is minimized either directly in the synthesis or by applying some domain transfer model.
- Annotation and meta-data—One of the key components of synthetic data is that annotations and meta-data can be generated automatically and with high quality.
- Scalable data generation—In most, if not all, applications large amounts of data points with annotations are required. It is, therefore, necessary that the data generation process scales easily in both content generation as well as in sensor simulation.

Below we give an overview of the principles behind content creation and image synthesis in the context of visual data for ML. It should be noted that very similar principles can be generalized and extended to cover also other types of sensors.

Content generation is the process of generating the virtual world, the objects and the environments in which the sensors are simulated. Depending on the application and approach, the content generation may range from simplistic objects to fully featured photorealistic virtual worlds and include aspects such as geometries, materials, light sources, optics, sensors and other features that build up the world.

Many data generation methods rely on building entire virtual worlds where the simulated sensors move around to capture a variety of images, videos or other measurements. This approach is typically employed when 3D development platforms, such as the Unreal Engine [UE4] from Epic Games or Unity [UNT], are used for data generation [VRK16, RHK17]. The virtual world can be configured using a wealth of tools ranging from geometry and material modelling software packages to animation tools and scripting frameworks. However, most frameworks for modelling and scripting rely on significant manual efforts and artistic work. Although a fixed virtual world may be very large and include dynamic animated objects, the variation or diversity, in the resulting data is limited since the number of possible images that can be generated is built upon a finite set of features.

An alternative method to a single virtual world where a virtual camera moves around is to generate the content on-demand and generate only what is currently in the view of the virtual sensors. Such on-demand content generation can be achieved using procedural methods [TKUW17, WU18] (Figure 2). This approach is more time-consuming per frame than reusing the same geometric structure for multiple images/measurements. However, it is enabled in practice by generating only the set of geometry, materials and lighting environments that are visible to the camera either directly,
or through reflections and shadows cast. In procedural content generation, the construction of the virtual world is defined by a set of parameters and a rule set that translates the parameter values into the concrete scene definition. This means that each scene configuration can be thought of as a sampling of the generating parameter space and that it is possible to shape the virtual world(s) by associating each parameter to a statistical distribution. The scene construction is often a mixture of fully procedural objects and objects from model libraries. For example, in a synthetic data set designed for street scene parsing [WU18] the buildings, road surface, sidewalks, traffic lights and poles could be procedurally generated and individually unique, while pedestrians, bicyclists, cars and traffic signs, could be fetched from model libraries. Even though the geometry is shared between all model library instances, large variability can be achieved by varying properties such as placement, orientation and certain texture and material aspects between instances.

Image synthesis, or rendering, can be performed in many different ways with different approximations affecting the trade-off between computational complexity and accuracy. The transfer of light from light sources to the camera, via surfaces and participating media in the scene, see Figure 3, is described by light transport theory. For surfaces, the light transport is often described using the geometric-optics model defined by the rendering equation [Kaj86], expressing the outgoing radiance \( L(\vec{x} \rightarrow \omega_o) \) from a point \( \vec{x} \) in direction \( \omega_o \) as

\[
L(\vec{x} \rightarrow \omega_o) = L_o(\vec{x} \rightarrow \omega_o) + \int_{\Omega} L(\vec{x} \leftarrow \omega_i) p(\vec{x}, \omega_i, \omega_o) (\vec{n} \cdot \omega_o) d\omega_i,
\]

where \( L(\vec{x} \leftarrow \omega_i) \) is the incident radiance arriving at the point \( \vec{x} \) from direction \( \omega_i \), \( L_o(\vec{x} \rightarrow \omega_o) \) is the radiance emitted from the surface, \( L(\vec{x} \rightarrow \omega_o) \) is the reflected radiance, \( p(\vec{x}, \omega_i, \omega_o) \) is the bidirectional reflectance distribution function (BRDF) describing the reflectance between incident and outgoing directions [Nic65], \( \Omega \) is the visible hemisphere and \( \vec{n} \) is the surface normal at point \( \vec{x} \).

Image synthesis is carried out by estimating the steady-state equilibrium of Equation (1), which represents how the radiance emanating from the light sources scatters at surfaces and participating media in the scene, and finally reaches the camera. This requires solving the rendering equation for a large number of sample points in the image plane, i.e. a set of potentially millions of interdependent, high-dimensional analytically intractable integral equations. Solving the rendering equation is challenging since the radiance \( L \), which we are solving for, also appears inside the integral expression. The reason is that the outgoing radiance from any point affects the incident radiance at every other point in the scene. As a result, the rendering equation becomes a very large system of nested integrals. In practice, the rendering problem can be solved using numerical integration. This can be carried out in several ways with different approximations and light transport modelling techniques.

Rendering and sensor simulation can broadly be divided into two main classes of techniques, rasterization and ray/path tracing. Both rasterization, with further pixel processing, which is the method generally used in graphics processing unit (GPU) rendering, and path tracing, in which Equation (1) is commonly solved using Monte Carlo integration techniques, aim to solve the rendering problem using different approximations. Following the literature, this categorization can also be expressed as a separation between approaches using computer games engines (rasterization) and approaches using offline rendering (ray/path tracing) primarily developed for photorealistic image synthesis and applications in VFX and film production. Rasterization techniques are generally significantly faster as they allow for GPU rendering and fast generation of time-sequential images in the same environment. They are however limited, as significant pre-computations are usually necessary to achieve realistic scene representations and accurate sensor simulation. Path-tracing techniques are extremely general and can accurately simulate any type of light transport and a wide range of sensors without pre-computations. This generality is in many data generation systems a very important aspect, due to the fact that it is often necessary to generate large numbers, sometimes up to hundreds of thousands or more, of diverse images/samples. In many cases the need for diversity, i.e. variation in the content, makes pre-computation unfeasible as it does not scale efficiently.

Rasterization is the technique used by most computer game engines to display 3D objects and scenes on a 2D screen. The 3D objects in the scene are represented using a mesh of polygons, e.g. triangles or quadrilaterals. The polygons describing the 3D models are then traversed on the screen and converted into pixels that can be assigned a colour. By associating normals, textures and colours to each of the polygons, complex materials and lighting effects can be simulated. Using pre-computations to compute complex scattering effects or global illumination (light rays have bounced two or more times at surfaces in the scene) realistic rendering results can be achieved. Although each image can be rendered at high frame rates,
the drawback of rasterization techniques is that the pre-computation required to achieve realistic approximations of Equation (1) is computationally complex and leads to problems in scalability.

Path tracing can simulate any type of lighting effects including multiple light bounces and combinations between complex geometries and material scattering behaviours. Another benefit is that it is possible to sample the scene being rendered over both the spatial and temporal dimensions. For example, by generating several path samples per pixel in the virtual film plane it is possible to simulate the area sampling over the extent of each pixel on a real camera sensor, which in practice leads to efficient anti-aliasing in the image and enables simulation of the point spread function (PSF) introduced by the optical system. By distributing the path samples over time by transforming (e.g. animating) the virtual camera and/or objects in the scene, it is straightforward to accurately simulate motion blur, which in many cases is a highly important feature of the generated data. Path tracing is a standard tool in film production and is implemented in many rendering engines. The drawback of path-tracing techniques is that the computational complexity inherent to solving the light transport in a scene is very high. However, path-tracing algorithms parallelize extremely well even over multiple computers. For large-scale image production, it is common practice to employ high-performance compute (HPC) data centres and cloud services, [WU18]. For an in-depth introduction to path tracing and the plethora of techniques for reducing the computational complexity such as Monte Carlo importance sampling and efficient data structures for accelerating the geometric computations, we refer the reader to the textbook by Pharr et al. [PJH16].

2.3. Learning-based image synthesis

With the introduction of DL for generative modelling, today there is also a category of image generation methods that cannot be placed in the classical image synthesis pipeline, including Variational Autoencoders (VAEs) [KW13] and Generative Adversarial Networks (GANs) [GPAM*14]. Rather, these operate directly in pixel space, producing a complete image as the output of a neural network. Unsupervised learning with GANs uses the concept of a discriminator \( D(x) \), which is trained to determine if the sample \( x \) is from the true distribution \( p_{data}(x) \). The data-generating model \( G(z) \) takes values from a latent distribution \( p_{z}(z) \) (usually a uniform or normal distribution) and is trained to fool the discriminator \( D \), i.e. to maximize the output of \( D(G(z)) \). The loss of \( D \) can be formulated as

\[
\mathcal{L}_D = - \log(D(x)) - \log(1 - D(G(z))),
\]

with the objective to separate between real and synthetic data samples. The generator is trained with the opposite objective,

\[
\mathcal{L}_G = - \log(D(G(z))).
\]

During the optimization process, the two loss functions are iterated, so that the optimization is formulated to play the adversarial min-max game,

\[
\min_{G} \max_{D} \mathbb{E}_{x \sim p_{data}(x)} \left[ \log D(x) \right] + \mathbb{E}_{z \sim p_{z}(z)} \left[ \log(1 - D(G(z))) \right].
\]

with value function \( V(D, G) \). This means that when the generator \( G \) improves the generation of samples, the discriminator \( D \) is also improved to better use features that can be recognized as fake. The generator has to learn more authentic features, and this process is repeated until an equilibrium is reached. The training forces the distribution \( p_{G(z)} \) to be similar to \( p_{data} \). However, the minimax game is also sensitive and prone to fail in the original GAN formulation. For example, if one model takes over, the gradients for optimization can vanish, leaving the stochastic gradient descent (SGD) ineffective. Another problem is mode collapse, where the generator focuses on a few modes and cannot represent the diversity contained in \( p_{data} \). For these reasons, there has been a large body of work devoted to improving the quality and stability of GANs, including the DC-GAN formulation [RMC15] for CNN generator and discriminator, and Wasserstein GANs for more robust optimization [ACB17]. Today, the state-of-the-art GANs usually combine different concepts to achieve stable training on high-resolution data and can produce very convincing synthetic images [KALL18, BDS19, KLA19].

While GANs are very effective, automatic generative models, the original setting offers little control over the generated content. There have been attempts for increasing control by, e.g. disentangling the dimensions of the latent space [CDH*16], controlling individual neurons of the generator which correspond to interpretable
concepts [BZS*19] or disentangling generation at different levels of the generated attributes [KLA19].

For increasing control in image generation, it is also possible to use hybrid techniques that mix GANs and classical methods for scene generation. For example, a scene model can be created and represented without materials, textures and lighting information. In this case, the GAN takes the role of the renderer and transforms the representation to its final form. For this purpose, the GAN should transform an image from one domain to another, a task that can be performed with image-to-image mapping GANs, either in a supervised [IZZE17, WLZ*18] or an unsupervised fashion [ZPIE17].

### 2.4. Data augmentation

As stated earlier, this survey focuses on presenting image synthesis methods that generate entire training data sets for ML applications. Even though out of its scope, it could not completely skip mentioning methods for data augmentation. These are used to augment the training set by transforming the samples according to some predefined or learned rules. Augmentation is one of the most well-used strategies in DL for alleviating overfitting, especially on small data sets. Overfitting occurs when the model is complex enough to memorize the individual samples of the training data, which is often the case with deep neural networks. Increasing the diversity of training images can effectively alleviate this problem. However, augmentation can also have other purposes, such as improved domain adaptation capabilities, or increased robustness to adversarial examples.

Although classical augmentation techniques perhaps do not qualify as image synthesis, there is a whole spectrum of methods with different complexities. Thus, augmentation is closely connected to image synthesis for ML and deserves some explanation. To provide a very brief summary of augmentation techniques, the following paragraphs attempt to cover the majority of the most common, and some of the more unconventional, strategies for augmentation of image data:

- **Simple transformations** cover the great majority of operations that are currently used in practice in a typical DL pipeline. These include geometric transformations, such as rotation, translation, shearing, flipping and cropping, as well as colour and intensity transformations such as changes in contrast, intensity, colour saturation and hue. Simple operations of more local nature could also be included, e.g. blurring and adding noise.

- **Complex transformations** include more sophisticated algorithms for altering an image. One strategy is, for example, to use neural style transfer [GEB16] for increasing the diversity of images.

- **Learning-based methods** are designed to attempt deriving an optimal augmentation policy given a particular model and task [CZM*18, ZCG*19]. For example, AutoAugment uses reinforcement learning to find the best augmentation given a search space of different transformations [CZM*18]. Another type of learning-based image generation strategy is to make use of GANs. However, these are learned to approximate the training data distribution rather than optimizing the end performance of a particular model. For augmentation, GANs can be effective as they can produce faithful images with different scene composition as compared to the original training images [ASE17, BCG*18]. One area where GAN augmentation is becoming popular is within medical imaging [FADK*18, STR*18], where large quantities of training data can be difficult to capture.

- **External resources** can also be an option for augmentation. Although the great majority of augmentation techniques use the training data to formulate additional training samples, it is also possible to use other resources. For example, Peng et al. [PSAS15] make use of a database of CAD models for generating synthetic images for augmentation, and particularly aimed at few-shot learning.

- **Mixup** is more of a training strategy for classification problems, where interpolation between randomly selected samples and their corresponding labels improves stability [ZCDLP17]. Interpolation between different classes makes the behaviour of
a neural network closer to linear in-between the classes, and thus less sensitive to differences in input. However, mixup is also closely connected to augmentation, and the technique has been explored in a variety of settings [SD19, Ino18].

For a thorough overview of data augmentation techniques, we refer to the recent survey of Shorten and Khoshgoftaar [SK19]. In our survey, we do not include synthesis methods for augmentation but focus only on the methods that have been used to provide self-contained training data.

3. Taxonomy of Training Data Generation Methods Based on Image Synthesis Pipeline

We view synthetic data sets and data generation methods from a computer graphics perspective, and make use of the principles from the image synthesis pipeline in Section 2.2. Figure 4 provides a categorization that projects the underlying synthesis technique used by each of the included methods. For the sake of simplicity, we divide the image synthesis pipeline into two major consecutive steps:

1. **Modelling** is the process of developing a representation of all aspects related to the scene content, ranging from the configuration of 3D object models to surface textures and light sources.

2. **Rendering** is ‘the process of producing an image from the description of a 3D scene’ [PJH16]. As described in Section 2.2 rendering is a computational technique that attempts to simulate, in various levels of accuracy, the principles of physics describing the interaction of light and matter from a defined viewpoint.

3.1. Modelling

When it comes to modelling, all the constituting elements of a scene can be either procedurally or non-procedurally generated.

- **Procedural modelling** is the use of algorithms and mathematical functions to determine, for example, the layout of a scene, the shape of an object or the colour and pattern of textures [EMP*02, FSL*15]. In essence, procedural modelling is about parametrizing the generation process and can be applied to any factor of scene content specification, providing a high level of control, flexibility and variability.

- Besides being procedural or not, the scene specification generation can be further categorized according to how the attributes of the scene are modelled:

- **Data-driven modelling** focuses on developing statistical models based on high-quality sensor data and measurement procedures. The acquired data can be, for example, fitted to parametric models or fed to learning-based non-parametric methods. In this way, reliable approximations of real-world elements can be generated; elements for which there are no well-defined mathematical representations, or where a physically based model cannot be used due to limitations of the computer graphics generation system. For example, a data-driven learning-based approach to learn a statistical model for the shape of an elephant body, could use and train on 3D laser scans taken from several subjects (Figure 5, left). In the context of image synthesis, data-driven modelling has been widely used for human face and body shape modelling and material representations.

- **Physically based modelling** is generally defined by certain and well-established processes, usually described mathematically from laws of physics. In our context, we expand the term also to include hand-crafted models that only visually follow the laws that govern our physical world, i.e. which do not make us of underlying scientific formulations and rely on perceptual similarity. To make the point clear, consider the following example: a human-made 3D scene of an elephant next to a cat that is ~10 times shorter could be classified as physically based modelling (Figure 5, middle), while the opposite could not; from visual inspection this violates the rules of proportion.

- **Non-physically based modelling** includes everything that cannot lie in physically based modelling, meaning scene content that does not follow any physical rule accurately or approximately. The models are usually developed either according to some random scheme, or following an abstract or fictional concept (Figure 5, right).

3.2. Rendering

Moving to the rendering step in the image generation pipeline, we categorize according to three main directions for image synthesis:

- **Real-time rendering** based approaches either acquire existing data from real-time game environments or directly generate the images employing real-time visual simulators. A game engine is the software package that incorporates all the necessary elements to build a computer game, i.e. support for importing 2D and 3D assets, a physics engine to define the behaviour and relations between them, special effects and animation support and a rendering engine to create the final visual result. In addition, modern game engines include sound, and an extended set of features for games solution development, like multi-threading and networking. Over the past few years, game engines are more accessible, and able to render...
Table 1: Computer vision applications that benefit from synthetic training data, along with associated image synthesis approaches (superscripts denote cross-application approach).

| Feature-based alignment | Pose estimation | [SQLG15], [TFR*17], [TTB18]^{18} |
|-------------------------|-----------------|----------------------------------|
| Human body              | [SFC*11], [PJA*12]^{11}, [PR15], [CWL*16], [VRM*17]^{18} | [ZB17], [FLC*18]^{16}, [TPAB19] |
| Motion estimation       | Optical flow    | [BSL*11], [BWSB12]^{14}, [HU13]^{22}, [DFI*15], [MIH*16]^{5} |
|                         |                 | [GWCV16]^{6}, [IMS*17], [RHK17]^{7}, [VRM*17]^{8} |
| Stereo correspondence   | Disparity estimation | [BWSB12]^{14}, [MIH*16]^{5}, [ZQC*18] |
|                         | Depth estimation | [BWSB12]^{14}, [HU13]^{22}, [ASS16]^{3}, [GWCV16]^{4}, [VRM*17]^{8} |
|                         | Scene flow estimation | [MG15], [MIH*16]^{5} |
| Recognition             | Semantic segmentation | [HU13]^{22}, [ASS16]^{3}, [RSM*16], [GWCV16]^{4}, [RVRK16], [HPSC16], [HPB*16] |
|                         | Instance segmentation | [GWCV16]^{6}, [MLD17]^{15}, [HJSE*17]^{61}, [RHK17]^{7}, [VRM*17]^{8}, [CGM*17], [STR*18] |
|                         | Object detection | [MVGL10], [PSA*12]^{11}, [GWCV16]^{4}, [JRB*16], [MLD17]^{15}, [QZZ*17], [TTB18]^{18} |
|                         | Classification | [TF18], [KPL*19]^{10} |
|                         | Point-cloud segmentation | [YWS*18] |
|                         | Face recognition | [WHHBO4], [ASN*17], [KSG*18], [TMH18], [GBKK18] |
| Structure from motion   | Visual odometry | [RHK17]^{7} |
| Computational           | Camera design   | [BFL*18], [LSZ*19], [LLFW19] |
| photography &           | Noise modelling | [LMH*18], [ABB19], [BHLH19] |
| Image formation         | Intrinsic decomposition | [BSvdW*13], [RRF*16], [LS18], [BGD*18]^{17}, [BLG18], [WL19], [BSP*19], [SBV20] |

realistic images, making them a capable source of synthetic data for several vision applications. Synthetic data have been extracted from existing commercial games—utilizing open source modifications (in short mods) that can change or tweak in small or large extent one or more aspects of the game, or their generation pipeline has been developed directly on a game development platform.

Extracting data from commercial video games without accessing the game’s source code or content heavily relies on understanding how the rendering pipeline is integrated into the GPU and building dedicated software solutions for their communication. Another prominent method for synthetic data production builds upon virtual world generators created with 3D development platforms such as Unity [UNT] or Unreal Engine 4 (UE4) [UE4]. Initially, these platforms were mainly aimed for game development, but nowadays they offer tools for cinematics, automotive and engineering applications.

Both computer games and 3D development platforms are based on rasterization rendering in conjunction with precomputed lighting to achieve high frame rate. Modern platforms have started to provide real-time ray-tracing effects and capabilities. These implement hybrid techniques that combine simple sampling schemes with denoising algorithms and require specialized graphics hardware to run.

Lastly, other kinds of simulators, such as driving simulators and physics engines [TET12, VDF, DRC*17, MCL*18, SDLK18, MAO*19], have been another source for collecting synthetic data for visual ML. Some of these simulators may have been implemented primarily to serve other research purposes, but by providing visual representations they are suitable for synthetic visual training data collection as well.

**Offline rendering** refers to techniques where rendering speed is not of crucial importance, and both the central processing unit (CPU) and GPU can be used. Offline rendering enables, apart from simple methods like rasterization and ray casting, physically based ray and path tracing. To date, offline physically based rendering is most often the only way to achieve photorealism.

There are several offline renderers used for synthetic data generation, either stand-alone or integrated to open-source, e.g. Blender [BLD], or commercial 3D software suites.

**Object infusion** refers to techniques that render single or multiple objects offline, and infuse these on a background image to compose the final result. Moreover, we include in this category frameworks that employ a cut-and-paste style...
approach to image synthesis. This means that one or more objects are removed from an image, possibly modified and finally inserted to the same or a new background.

4. Training Data Generation Methods in Computer Vision

In this section, we provide an overview of the active areas within computer vision that make use of and benefit from image synthesis methods as a source of generating training data. The considered computer vision areas, shown in Table 1, are connected with but not limited to, the data generation frameworks presented in the image synthesis taxonomy in Figure 4. Table 1 demonstrates tasks where synthetic training data have been significantly used over the last decade. However, the list is extended to also include methods that cannot lie in the image synthesis taxonomy, such as algorithms that modify captured or synthesized images to create a new data set for a specific purpose.

Together with Figure 6, Table 1 can give insights in the development of image synthesis frameworks for computer vision over time, while Figure 7 draws connections to the computer graphics taxonomy in Figure 4. Table 1 should not be seen as static portrayal, but rather as a dynamic list where the balance of applications is subject to change as new fields and example methods are added. In addition, the presented methods are listed under the tasks that are mentioned in the original papers. However, we need to emphasize that it is possible that several of these techniques, and the synthetic data sets they produce, can be applied to solve other tasks too. That is, one type of ground truth for supervised learning, suitable for a certain problem, can often be used to produce data for other applications. For example, semantic segmentation labels can be used to provide object detection bounding boxes. In the accompanying analysis (Section 5), we will highlight the common trends as well as the main differences in the selected approaches.

Following the categorization of Szeliski [Sze10], we have found that image synthesis for use in visual ML applications has been primarily utilized in the following computer vision categories:

- **Feature-based alignment** relies on 2D or 3D feature correspondences between images and estimates of their motion. Synthetic data generation has been mostly used for human body or object pose estimation and single or multi-object tracking tasks.

- **Dense motion estimation** tries to determine the motion between two or more subsequent video frames. Optical flow is among the most extensively researched computer vision tasks where synthetic data frameworks have been widely developed.

- **Stereo correspondence** aims to estimate the 3D model of a scene from two or more 2D images. Depth, disparity and scene flow estimation are representative tasks where synthetic data methods have been used.

- **Recognition** focuses on scene understanding, either identifying the contextual components of the scene, or determining if specific objects and features are present. The recent research focus on neural networks for robotics and autonomous driving has led to advances in semantic, instance and point-cloud segmentation, object detection and class and face recognition. For this reason, the number of image synthesis methods for these tasks is ranked in the first place in the taxonomy tree.

- **Structure from motion** estimates 3D point locations, structures and egomotion from image sequences with sparse matching features. In this category, visual odometry is a basic and low-level task where synthetic data have been explored.

- **Computational photography and Image formation** apply image analysis and processing algorithms to captured sensor data, to create images that go beyond the capabilities of traditional imaging systems. In this framework, the context is extended to also include the cases where parts of the camera imaging pipeline are applied onto synthetically generated images. Camera design for a particular computer vision task, and noise modelling has benefited from the use of synthetic data and image synthesis approaches over the past years. Image formation studies the constituting image elements: lighting conditions, scene geometry, surface properties and camera optics. Intrinsic image decomposition has commonly been utilizing synthetically generated data.

5. Image Synthesis Methods Overview

This section provides an in-depth exploration of the similarities and differences of the various synthetic training data generation methods. To this end, we provide an overview of the methods grouped according to the computer vision application areas and tasks in Table 1, to support visual ML applications research and development. Moreover, the methods are explained in the context of the image generation taxonomy from Section 3, to provide a clear picture of which techniques have been used for image generation.

5.1. Basic concepts

There are two basic concepts useful to better understand and reason around the design choices of existing data synthesis methods. These deal with how to model and render scenes in order to bridge the gap between the synthetic data and the real world.

- **Domain randomization** [TFR*17] is a simple technique, applicable in principle to any generation method that builds data from square one for any task. It tries to fill in the reality gap between training and testing sets by randomizing the content in the simulated environments that produce training data. By providing enough
variability at training time, domain randomization aims to make the real world appear to the model as yet another variation.

A similar concept is what we in the rest of the paper refer to as rendering randomization, which randomizes the lighting conditions and camera configurations for image rendering. Lighting conditions incorporates the number, type, position and intensities of the light sources in the scene, while camera configurations involve variations in the camera extrinsic parameters and possibly trajectories.

5.2. Feature-based alignment

Pose estimation is the problem of determining the position and orientation of the camera relative to the object, or vice versa, in a scene. To solve this problem, the correspondences between 2D image pixels and 3D object points need to be estimated. Typical approaches of synthetic data generation pipelines designed for this problem have predominately focused on image diversity instead of realism, to prevent problems with overfitting. Such approaches are based on domain and rendering randomization techniques [TFR*17, SQLG15]. Su et al. [SQLG15] presented an object infusion data synthesis pipeline for creating millions of low-fidelity images, in terms of modelling and rendering complexity, with accurate viewpoint labels. The 3D models from ShapeNet [CFG*15] were used to produce new models by transforming these through symmetry preserving free-form deformations. The models were consequently rendered with lighting and camera settings randomly sampled from the distributions of a real data set and then blended with SUN397 [XHE*10] background images. Finally, the images were cropped by a perturbed object bounding box, to further increase the diversity. The pipeline and example images are shown in Figure 8(a).

Human body, or articulated pose estimation, is an important problem within general pose estimation where the configuration of a human body is estimated from a single, generally monocular, image. For this purpose, synthetic data generation frameworks are typically based on non-procedural and data-driven modeling methods, such as motion capture (mocap) data and statistical models of the shape and pose of the human body [ASK*05, HSS*09, LMR*15], and employing object infusion rendering techniques [PJA*12]. The same principles have also been used to generate data to support 3D human pose estimation [CWL*16, VRM*17] (Figure 8b). These methods are real-data oriented and utilize rendering randomization along with randomly sampled texture maps and background pictures from real images. One of the earliest approaches used synthetic depth images of humans, generated from mocap data along with rendering randomization, to solve the articulated body tracking problem [SFC*11]. Choosing a different modelling direction, Park et al. [PR15] extracts body parts from the first frame of a sequence and modifies these according to a pre-defined pose library. Fabbrini et al. [FLC*18] tackle the problem of multi-person pose estimation and tracking by providing ~10 million body poses collected from the Grand Theft Auto V (GTA-V) video game [GTA]. They developed a game mod and created virtual scenes of crowds and pedestrian flow along with behaviour alterations (such as sitting and running). The scenes were directed from real-world scenarios, i.e. recreated in the virtual world from existing references of pedestrians. On the offline rendering side, recent methods generate training data for human pose estimation utilizing rendering randomization with mocap data from a head mounted display view, and physically based rendering [TPAB19], as well as 3D models and corresponding animations from web-based 3D character services rendered with object infusion for hand pose estimation [ZB17, MXM].

5.3. Dense motion estimation

Optical flow estimation is one of the most challenging and widely used tasks in computer vision. In general, optical flow describes a sparse or dense vector field, where a displacement vector is assigned to a specific pixel position that points to where the pixel can be found in a subsequent image. Video sequences, or any other ordered set of image pairs, are used to estimate the motion as either instantaneous image velocities or discrete image displacements. Baker et al. [BSL*11] were one of the first ones to introduce synthetic training data for optical flow. In their work, they used
Figure 8: Image synthesis pipelines and example data for training feature-based alignment tasks. Domain and rendering randomization with object infusion have been the standard techniques for data synthesis in this application.

procedural modelling to create a set of eight annotated frames from one natural and one urban scene. The scenes were composed with a random selection of textures and surface displacements and rendered offline using the ambient occlusion approximation to global illumination [Lan02] (Figure 9a). Since then, several offline and real-time rendering data synthesis approaches have been developed, including the use of short animated films [BWSB12, MIH*16] and game/simulator engines [HUI13, GWCV16, RHK17]. These methods provide longer image sequences, and thus bigger training sets, as well as ground truth flow for all frames, large non-rigid motions and more complexity (like blur, atmospheric effects and specular surfaces). Moreover, by employing domain randomization, non-procedural physically based modelling and object infusion, Dosovitskiy et al. [DFI*15] and Mayer et al. [MIH*16] created the

(c) FlyingThings3D employs domain randomization and physically-based modeling in an offline rendering framework. © 2016 IEEE. Reprinted, with permission, from [MIH*16].

Figure 9: Synthetic data image pairs ((a) and (b)) and samples (c) along with optical flow ground truth images for training optical flow estimation.

Flying Chairs and FlyingThings3D, respectively. These are two of the most commonly used large-scale training data sets for optical flow estimation (Figure 9b–c). Flying Chairs use 3D CAD chair models [AME*14] infused on random background pictures. Its successor, ChairsSDHom [IMS*17] also incorporates tiny displacements, to improve small motions estimation, and a displacement...
5.4. Stereo correspondence

Given a rectified image pair, disparity is the relative difference in the positions of objects in the two images, while depth refers to the subjective distance to the objects as perceived by the viewer. Disparity and depth estimation are closely connected tasks in stereo matching, where the goal is to produce a uni-valued function in disparity space that best describes the geometry of the objects in the scene. The aforementioned data sets FlyingThings3D, Monkaa and Driving [MIH*16] provide, apart from optical flow, disparity ground truth maps (Figure 10a). The UnrealStereo data set [ZQC*18], on the other hand, is designed for disparity estimation using non-procedural and physically based modelled game scenes implemented and rendered in Unreal Engine 4 [UE4]. The majority of synthetic data generation frameworks for depth estimation rely on game/simulator engines for urban and traffic scenes [HUI13, ASS16, GWCV16] (Figure 10b), while Varol et al. [VRM*17] provide depth maps for human parts depth estimation.

While most methods focus on the disparity and depth estimation tasks, only a few provide ground truth data for scene flow estimation [MIH*16]. Menze et al. [MG15] created a subset of KITTI [GLU12] with scene flow ground truth, by annotating 400 dynamic scenes using 3D CAD models for all vehicles in motion, used for quantitative scene flow evaluation.

5.5. Recognition

Semantic segmentation is a key challenge for visual scene understanding with a broad range of applications. Image synthesis for this task has been one of the most active research areas over the past decade. Driving simulators and computer games with urban and traffic scenes revolutionized the way training data were generated by collecting images from already existing virtual worlds [HUI13, ASS16]. Numerous data generation approaches build upon extracting images and video sequences from the GTA-V [GTA] commercial computer game, utilizing dedicated middleware game mods, with the main issue to be the ground truth annotation process. Richter et al. [RVRK16, RHK17] (Figure 11a) presented a semi-automatic approach for pixel-level semantic annotation maps by re-constructing associations between parts of the image and label them to a semantic class through either rule mining [AS94] or a user interface annotation tool. Angus et al. [AEK*18] approach the problem from a different perspective by labelling the GTA-V game world at a constant human annotation time, independently of the extracted data set size. At the same time, real-time 3D development platforms, that enable automatically generated pixel-perfect ground truth annotations, were also used to built data generation frameworks employing hand-modelled virtual cities with different seasons and illumination modes [RSM*16, HJSE*17], semi-automatic real-to-virtual cloning methods [GWCV16] and procedural, physically based modelling [KPS19]. Wrenninge et al. [WU18, TKWU17] introduced the only to date photorealistic data set for urban scene parsing using procedural modelling, to create unique virtual worlds for each image and offline unbiased path-tracing rendering (Figure 11b).

SceneNet [HPSC16, HPB*16] has paved the way for the development of synthetic data sets for semantic segmentation for indoor environments by building an open-source repository of manually annotated synthetic indoor scenes capable of producing training sets with several rendering setting variations. Later works utilized Metropolis Light Transport rendering [VG97] to create large-scale data sets [SYZ*17, ZSY*17], and photon mapping to approximate the rendering equation in dynamically simulated 3D scenes based on real-data distributions of object categories [MHLD17] (Figure 11c).
The goal of object detection is to detect all instances of objects from a known class, such as people, cars or faces in an image. Object detection algorithms typically leverage ML or DL to produce meaningful results. Marin et al. [MVGL10, VLM*13] was probably the first to explore synthetic images generation, using a computer game (Half-Life 2 [HL2]) that depicts urban environments, by developing appropriate game mods. In such manner, several data generation methods followed based on capturing video sequences from the GTA-V game and provided large-scale synthetic training sets with vehicles, pedestrians and various objects detection annotations [JRBM*16, RHK17, HCW19, ACF*19]. More real-time rendering generation pipelines have been developed in 3D development platforms utilizing non-procedural physically based modelling [GWCV16, QY16, QZZ*17], non-procedural non-physically based modelling with domain and rendering randomization and object infusion [TPA*18] (Figure 12a) and procedural, physically based modelling in a structured domain and rendering randomization manner [PBB*18] (Figure 12b). Recently, offline rendering methods that employ both procedural and non-procedural physically based modelling have been also introduced [WU18, TTB18, HVG*19].

A closely related problem is object tracking that aims to detect and follow one or several moving objects in a video sequence. Multi-object tracking is nowadays increasingly associated with object detection, where a detector defines candidate objects, from monocular video streams, and a subsequent mechanism arranges them in a temporally consistent trajectory (tracking-by-detection). Real-time and non-procedural physically based modelling based data generation approaches have been mainly the source of annotated data for this task. Methods involving GTA-V extracted video sequences and Unity developed virtual worlds provide training data for multi-object and multi-person tracking [GWCV16, RHK17, FLC*18].

Among the various recognition tasks, face recognition is one of the most popular. Recognizing people, or face analysis in general, has been in the centre of research attention for many years as it can provide an automatic tool to interpret humans, their interactions and expressions [MWHN]. It is a mature discipline within the computer vision recognition area and quite a few synthetic data generation methods have assisted to provide solutions. Most of these methods involve fitting a statistical 3D model to captured data [BV99, BV03, RV03] and sampling from it in order to vary the facial properties and expression parameters, thus creating a diverse synthetic training data set. In addition, rendering randomization is commonly used, along with object infusion rendering [WHHB04, KSG*18] (Figure 13a). In a similar approach, Abbasnejad et al. [ASN*17] propose a data generation method for facial expression analysis where a 3D face template model, consisting of a shape and a texture component, is fitted to face scans from real data sets (Figure 13b).

In the area of recognition we also find the few, as of now existing, methods that take a learning-based approach to image
Figure 13: Synthetic training examples generated for face recognition.

Figure 14: Image synthesis for camera design. Photorealistic training data (A), along with pixel-level depth annotations (B), and sensor responses for different color filter arrays (C-D). Reprinted with permission from [AS*17].

5.6. Computational photography and Image formation

Building different cameras to capture the variations caused by different camera specifications, and subsequently annotating the necessary data for a specific application, is not a realistic scenario. The apparent necessity of developing software simulations of the camera sensor has made camera design an active computer vision research area that utilizes data generation methods [BJS17]. This task has been lately popular within the autonomous driving community, where the image synthesis methods are well established, and recent studies show the impact of camera effects in the learning pipeline [CSVJR18, LLFW20]. The introduced data generation techniques rely both on non-procedural and procedural physically based modelling and employ offline physically based rendering, which leverages the modern cloud-scale job scheduling possibilities to improve the rendering times [BFL*18, LSZ*19, LLFW19]. In this set-up, different types of sensors can be simulated, and attributes such as the colour filter array (CFA) and the camera pixel size can be sampled from a distribution of values (Figure 14).

Image processing can be the first stage in many computer vision applications, to convert the images into suitable forms for further analysis. Noise modelling is an important part of the imaging synthesis for constructing training data. Some are found in medical imaging recognition problems, where GANs have gained much attention during the last few years [YWB19]. There are several reasons why generative image synthesis is interesting in medical imaging. First of all, it is difficult to collect large amounts of data, both due to restrictions in capturing, and since annotations are time-consuming and require experts. Moreover, medical images are usually represented by different modalities than natural images, such as computed tomography (CT) scans, magnetic resonance imaging (MRI), ultrasound, or digital pathology slides. Thus, it is not possible to use classical image generation methods for image synthesis. One popular application of GANs is for data augmentation of medical images [FADK*18, STR*18]. There is also a number of examples for demonstrating how GANs can learn to generate high-quality medical images, but which have not yet been tested in ML applications [GVL17, CBAR17, SST*18]. Shin et al. [STR*18] used a conditional GAN [IZZE17] to create synthetic MRI images of abnormal brains from segmentation masks, for the purpose of tumor segmentation. Costa et al. [CGM*17] considered vessel segmentation of retinal images, but instead of providing existing segmentation masks, these were synthesized from an adversarial auto-encoder. The synthesized segmentations were subsequently transformed to full retinal colour images by means of a conditional GAN. Although these segmentation tasks are focused on segmentation of one type of feature, we categorize them as semantic segmentation tasks that use binary pixel labels.

GANs have also been suggested for the purpose of anonymization of medical data [GVL17, STR*18], where privacy concerns are common. For the general purpose of anonymization, Triastcyn and Faltings [TF18] focused on the problem of providing a privacy guarantee by means of the differential privacy definition (DP) [DMNS06]. To increase privacy preservation in the generated images, the last layer of the discriminator was modified by clipping its input and adding noise. The GAN was tested for generating training data for classification on the MNIST and SVHN data sets.

Apart from medical imaging applications, GANs have been also recently used to generate photorealistic images to enhance the training data sets for face recognition applications [TMH18, GBKK18]. Finally, Kar et al. [KPL*19] presented a generative model to produce training data matching real-world distributions for any recognition task. They employed procedural modelling to generate scene graphs that are later used to parametrize a neural network aiming to minimize the distribution gap between simulated and real data.
pipeline which usually aims to solve denoising and help in synthetic-to-real adaptation problems. For these applications, several approaches have been proposed, from the most commonly used Poissonian–Gaussian noise model to noise models based on conditional normalizing flow architectures. These are used for modifying existing data, either captured or synthetic, into training sets suited for the problem at hand [BHLH19, ABB19]. For the same purposes, Lehtinen et al. [LMH*18] used low-samples-per-pixel path-tracing renderings, where the Monte Carlo image synthesis noise is analytically intractable, to train a denoising network without clean training data or image priors.

Intrinsic image decomposition is a long-standing computer vision problem, focusing on the decomposition of an image into reflectance and illumination layers [BKPB17]. Early approaches used simple hand-modelled scenes, populated with either single or few objects, with accurate light transport simulation enabled by photon mapping [BSvdW*13]. Later methods built their scene content using 3D models and scene databases, along with rendering randomization, measured materials and environment maps for global illumination, while employing various flavours of path-tracing and tone mapping algorithms [RRF*16, LS18, BLG18, BSP*19] (Figure 15a). In the same spirit, Baslamisli et al. [BGD*18] present a data generation method for natural images of flora, utilizing procedural physically based modelling, suitable to learn both intrinsic image decomposition and semantic segmentation (Figure 15b). Finally, Sial et al. [SBV20] used multi-sided rooms with highly variable reflectances on the walls instead of environmental maps to illuminate non-procedural and non-physically based modelled 3D scenes, rendered in an object infusion, offline fashion (Figure 15c). They claim that the cast shadows and the physical consistency that some point light sources in a synthetic 3D textured room generate, can benefit the image decomposition task.

6. Qualitative Comparisons

Attempting to provide insights into the generation and performance of the presented data generation methods, along with potential usability guidelines, we define qualitative criteria in order to rank methods within the different computer vision application areas. It has to be clear that these relative quality indices are derived by linear combinations of the originally reported performances of the methods and a qualitative ranking that we define regarding the data complexity, and not on the perceived quality of the generated images. For this reason, we provide this comparative quality metric only for the computer vision areas and tasks where we can derive meaningful results (Tables 2–5).

---

**Table 2: Feature-based alignment data generation frameworks.** The top part of the table refers to object pose estimation, while the bottom part refers to human body pose estimation. The quality score refers to a relative index between the methods of the specific computer vision area, based on generation complexity and reported performances criteria. Quantity and resolution are not incorporated in the quality index.

| Method   | Year | Sequence | Quantity | Resolution | Relative quality |
|----------|------|----------|----------|------------|------------------|
| [SQLG15] | 2015 | –        | –        | –          | **☆☆☆☆☆**       |
| [TFR*17] | 2017 | –        | –        | –          | **☆☆☆☆☆**       |
| [PIA*12] | 2012 | ✓        | –        | –          | **☆☆☆☆☆☆**      |
| [PR15]   | 2015 | ✓        | 400      | –          | **☆☆☆☆☆**       |
| [CWL*16] | 2016 | –        | 5 099 405| –          | **☆☆☆☆☆☆☆**     |
| [VRM*17] | 2017 | ✓        | 6 536 752| 320 × 240  | **☆☆☆☆☆☆**      |
| [FLC*18] | 2018 | ✓        | 460 800  | 1920 × 1080| **☆☆☆☆☆☆**      |
| [TPAB19] | 2019 | –        | 383 000  | 1024 × 1024| **☆☆☆☆☆**       |

**Table 3: Dense motion estimation data generation frameworks.** All of the methods relate to optical flow. [BSL*11] – G/U and [MIH*16] – FT refer to Grove, Urban and Flying Things 3D data sets, respectively. The quality score refers to a relative index between the methods of the specific computer vision area, based on generation complexity and reported performances criteria.

| Method   | Year | Sequence | Quantity | Resolution | Relative quality |
|----------|------|----------|----------|------------|------------------|
| [BSL*11] – G | 2011 | ✓        | 8        | 640 × 480  | **☆☆☆☆☆**       |
| [BSL*11] – U | 2011 | ✓        | 8        | 640 × 480  | **☆☆☆☆☆**       |
| [MIH*16] – FT | 2016 | ✓        | 25 066   | 960 × 540  | **☆☆☆☆☆**       |
| [RHK17]   | 2017 | ✓        | 254 064  | 1920 × 1080| **☆☆☆☆☆**       |
Table 4: Stereo correspondence synthetic data sets and data generation frameworks. [MIH*16] – FT/M/D refer to Flying Things 3D, Monkaa and Driving data sets, respectively. The top part of the table refers to scene flow estimation, the middle one to disparity estimation and the bottom part to depth estimation. The quality score refers to a relative index between the methods of the specific computer vision area, based on generation complexity and reported performances criteria. Quantity and resolution are not incorporated in the quality index.

| Method | Year | Sequence | Quantity | Resolution | Relative quality |
|--------|------|----------|----------|------------|-----------------|
| [MG15] | 2015 | ✓        | 400      | –          | ✔              |
| [MIH*16] – FT | 2016 | ✓        | 26 066   | –          | ✔              |
| [MIH*16] – M | 2016 | ✓        | 8591     | 960 × 540  | ✔              |
| [MIH*16] – D | 2016 | ✓        | 4392     | –          | ✔              |
| [VRM*17] | 2017 | ✓        | 6 536 752 | 320 × 240  | ✔              |

Data complexity is threefold and refers to computational efficiency, visual complexity and data production competence. Computational efficiency is related to the rendering speed, while visual complexity aims to reflect the depth of computer graphics techniques integrated to the proposed image synthesis framework, e.g. use of procedural algorithms or physically based light transport simulation. Data production competence concerns the production pipeline efficacy in terms of automatic or manual procedures, including estimating human-hours scripting, hand-modelling or annotating. Therefore, a training data generation method is ranked with the highest data complexity score when utilizes a low human effort, automatic generation process while employing photo-realistic, real-time rendering. In addition, we use the originally reported performance for each method and evaluate it according to the percentage of improvement that it achieves compared with the reported baselines, on real or other synthetic data, whenever they are provided. The linear combination of the originally reported performance, along with the data complexity measure defines the final relative quality index. The quantity and resolution of the evaluated data set are not incorporated in the criteria, as it is often the case that a method is capable of producing variations of these factors, and the denoted values are for demonstration purposes. It is then left to the reader to consider these factors for the final assessment.

In Table 2, we provide an example set of synthetic data generation methods for pose estimation. For the problem of object pose estimation, the best performing method, according to our subjective rating system, is presented by Su et al. [SQLG15] that manages to achieve high performances with a simple and fast domain and rendering randomization image synthesis pipeline developed in an object infusion fashion. It seems that for the task of viewpoint estimation, a large-scale data set of low fidelity but highly varied images is sufficient for accurate results. In the area of human body pose estimation, the selected methods seem to perform roughly the same, with the top one to employ data-driven statistical models for the human body modelling and object infusion rendering. However, this subjective quality metric indicates that more room for research and improvement is still available.

Table 5: Recognition data generation frameworks. [RSM*16] – R refers to SYNTHIA–Rand data set. From top to bottom, the table partitions refer to semantic segmentation, object detection, object tracking, classification, point cloud segmentation and face recognition, respectively. The quality score refers to a relative index between the methods of the specific computer vision area, based on generation complexity and reported performances criteria. Quantity and resolution are not incorporated in the quality index.

| Method | Year | Sequence | Quantity | Resolution | Relative quality |
|--------|------|----------|----------|------------|-----------------|
| [RSM*16] – R | 2016 | ✓        | 13 400   | 960 × 720  | ✔              |
| [ASS16] | 2016 | ✓        | 60 000   | 1024 × 768 | ✔              |
| [VRK16] | 2016 | ✓        | 24 966   | 1914 × 1052 | ✔             |
| [HPK16] | 2016 | ✓        | –        | –          | ✔              |
| [VRM*17] | 2017 | ✓        | 6 536 752 | 320 × 240  | ✔              |
| [RHK17] | 2017 | ✓        | 254 064  | 1920 × 1080 | ✔             |
| [MHLD17] | 2017 | ✓        | 5 000 000 | 320 × 240  | ✔              |
| [ZYH*17] | 2017 | –        | 500 000  | –          | ✔              |
| [CMM*17] | 2017 | –        | 614      | 256 × 256  | ✔              |
| [STR*18] | 2018 | –        | 211      | 128 × 128  | ✔              |
| [AEK*18] | 2018 | –        | 1 355 568 | 1920 × 1080 | ✔             |
| [WU18] | 2018 | –        | 25 000   | 1440 × 720 | ✔              |
| [KPL*19] | 2019 | –        | –        | –          | ✔              |
| [TPA*18] | 2018 | –        | 460 800  | 1920 × 1080 | ✔             |
| [GWCV16] | 2016 | ✓        | 21 260   | 1242 × 375 | ✔              |
| [ACF*19] | 2019 | ✓        | 500 000  | 1920 × 1080 | ✔             |
| [KPL*19] | 2019 | –        | –        | –          | ✔              |
| [TFI18] | 2018 | –        | 32 × 32  | –          | ✔              |
| [YWS*18] | 2018 | –        | 10 848   | –          | ✔              |
| [ASN*17] | 2017 | –        | 648 × 490 | –          | ✔              |
| [KSG*18] | 2018 | –        | –        | –          | ✔              |
rendering data for scene flow estimation.

Coming to the most extensively developed area of recognition applications, Table 5 lists a range of synthetic data sets mostly for the tasks of semantic segmentation and object detection. Scene understanding is highly related to the real world as we humans perceive it, and therefore there have been conducted substantial efforts to generate realistic data. Although the method by Wrenninge and Unger [WU18] is computational costly, it outperforms the rest in terms of performance, visual complexity and production competence. It demonstrates that tuning factors of realism are of crucial importance for efficient recognition applications. For example, this includes aspects such as procedural modelling, for context-rich variations and production efficiency, as well as accurate approximation of light transport for promoting photorealism.

To summarize, given the defined qualitative criteria, it is evident that the perfect synthetic data set or generation method does not exist, yet. The ideal synthetic data set, designed for any area and task, would be generated in real time through automatic procedures that integrate procedural modelling and physically based rendering, with possibly some level of domain and rendering randomization, in order to be able to outperform current benchmarks significantly. Although remarkable efforts have been carried towards this direction, we highlight that there are still many possibilities for improvement.

7. Discussion

From the categorization in Figure 4 and Table 1, it is clear how a wide variety of applications and image synthesis methods have been covered. Despite this, we believe that synthetic training data for visual ML are still in its infancy, and there are many challenges and opportunities that could be investigated in the future. Synthetic data have the potential of becoming one of the central components in the ML pipeline. In this section, we provide a discussion focusing on some of the topics we believe to be important for future work.

Optimal image generation. The existing ML methods that make use of synthetically generated images have predominantly done so in order to reduce the time and cost required for capturing and annotating images for supervised learning. This is why the computer vision tasks with most existing work on synthetic training data are where annotation is a main limiting factor, such as optical flow estimation and semantic segmentation. There are few examples of synthetic data sets, e.g. image-level classification, where instead augmentation of the data at hand is a more common strategy. However, with the rapid increase in quality of image synthesis methods for ML, this will likely be different in the future.

Methods for synthetic image generation not only make it possible to create large numbers of training samples, but they also allow for detailed control of image content. This opens up for future work on optimal sampling of the data distribution, and for synthesis of images that have the optimal distribution within the image. For example, learning could benefit from having certain objects overrepresented, or constructed unnaturally complicated.

Another problem of real data is bias; even if we do not want the model to be biased, it will learn the bias contained in the training data, in terms of parameters such as gender, age and ethnicity. Using synthetically generated content makes it possible to control the distribution of training data in such way not to allow for biases. In order for this to work, however, the scene modelling needs to be formulated to not learn from data that already exist (data-driven modelling in Figure 4).

Benchmarking. The current approaches to learning from synthesized data are focused on training using the generated data, but the model is then to be evaluated on real-world data. This makes sense, as the end goal most often is to utilize a trained model in a real-world scenario. However, given that synthetic images can be created with high quality, it would also be of interest to evaluate a model on synthetically generated images. As synthetic image generation allows for fine control over the image content, and can produce a large variety of meta-data, this opens up for possibilities in detailed statistical testing, across widely different parameters. For example, it could be possible to benchmark performance under different demographic circumstances, or for individual types of objects and scene content. It is also possible to test the model in situations that are difficult to capture with real-world sensors, e.g. traffic accidents for autonomous driving, or environments that are outside the training data.

Detailed control over the data generation and the feature distribution statistics in the data enables new ways of analysing the data and model performance during testing. Meta-information describing features such as depth, camera parameters, occlusion data...
and other information and statistics describing the simulated scene can be generated in addition to the simulated sensor measurements. Such meta-information can be generated in very flexible ways, e.g. at a per pixel, per image, per class or per instance level, and give valuable information for data and algorithm analysis. An example of this is shown in Figure 16 where Wrenninge and Unger [WU18] use meta-information to analyse how a model trained for object detection performs (detection of pedestrians and cars) as a function of depth (top row), as well as depth and occlusion (bottom row). In the top row, the analysis is also comparing how the orientation (forward, backward, left and right facing) affects the performance. It is very difficult to accurately perform this type of detailed analysis without carefully generated synthetic data and meta-information. It is, however, important that the synthetic data are representative given both the task being performed/evaluated and the real data being simulated.

**Domain gap.** One problem of using synthetically generated images in ML is that the domain gap between synthetic and real images is still substantial. As of now, no methods have been shown to work better when tested on real data and trained on purely synthetic data, given that the problem is complex enough. The differences between the synthetic and real domains are often both due to rendering performance as well as scene modeling.

For future development, it will be of importance to make the domain gap smaller. Since photorealistic rendering is fully capable of generating very realistic images, the problem lies mainly in computational resources, and in simulating all the details (objects, materials, light sources, camera parameters, imperfections, etc.) in a realistic way. However, if real data are also available, the diversity induced by combining synthetic and real data are also an important factor. Also, there could be cases where generalizing from synthetic to real data does not present a larger domain shift as compared to generalizing between different real data sets [MAKS16].

**Learning-based image generation.** With the tremendous progress in generative modelling over the last couple of years, mainly using GANs, we are today approaching a position where GANs can be used for image synthesis of training data.

Although it still is difficult to allow for complete control of the image generation process, GANs are very promising for the future. It could be possible to infuse more and more information into the image generation process, such as physical constraints, demographic information or detailed scene information.

One of the fundamental problems with a learning-based image generation approach, however, is that the generative model cannot go outside the distribution of the data used to train the model. Thus, allowing increased control of image generation and enabling generation of images far from the training data distribution, will require to formulate the image generation differently. For example, one option could be to combine classical methods for scene modeling with a GAN for rendering [IZZE17, WLZ*18], or the modeling could be separately controlled by another GAN [KPL*19]. A GAN could also be used explicitly for bridging the gap between synthetic images and real-world images [SPT*17], e.g. by means of techniques for unsupervised domain adaptation such as the CycleGAN [ZPIE17].

**Privacy and ethics.** Attempting to touch on synthetic data from another perspective and as part of the big data era, we foresee their potential to become a useful tool, under well-defined frameworks and purposes, to address a set of privacy issues that arise along with the continually increasing need for training sets that in some cases contain sensitive information. Especially when personal information is involved, either concerning unique physical characteristics or medical records, synthetic data schemes can be used to ensure both data diversity and individual privacy protection. As elaborated earlier, currently, anonymization is one of the most interesting applications for GAN generated training data for medical applications [GVL17, STR*18], while efforts towards the anonymity of subjects have also been pursued in methods that utilize data-driven modeling of humans [VRM*17]. We need to emphasize that the more we support the development of data generation methods and the use of synthetic visual training data, the more we recognize the need for minimizing the risks of deanonymization.

In the general context of ethics, we believe that the use of synthetic data, in a legal and human-rights preserving manner, can significantly contribute to the democratization of high-level computer vision applications. As it was mentioned earlier, the data set bias is one of the main training data-related problems. So far, many vision applications have been developed, employing data sets coming from specific target domains. While domain adaptation [CCC*17, HTP*18] tries to reduce the gap between source and target distributions as a way towards domain generalization, synthetic data sets offer the possibility to integrate the world’s variations directly in the generation pipeline. However, without a doubt, data set bias is not a feature of captured data only, but the synthesis pipeline can introduce it, too. A content generation that depicts reality and provides at the same time enough variations of both the majority and minority scenarios, coupled with photorealistic rendering, seem to be currently the tools to create visual data for scene understanding and detection applications.

8. Conclusion

The recent advances in ML, and particularly in DL, have made it clear that the development of efficient algorithms to a large extent relies on the available training data fed to the learning algorithm. Image synthesis has proven to be a catalyzing factor in the creation of training data, allowing for flexibility both in the quality and quantity of the generated data. Image synthesis adapts to the application needs, allows for high levels of control in the production pipeline and has the potential to automate the data synthesis procedure under well-defined ethical frameworks.

This survey presented an in-depth overview of image synthesis methods for visual ML. The focus of the overview was on computer vision applications, and on computer graphics techniques for image synthesis. In order to describe and categorize approaches for synthetic data set generation, we introduced a taxonomy of the modeling and rendering steps in the image synthesis pipeline. These can be broadly divided into procedural or non-procedural scene content generation methods and real-time or offline rendering, respectively. Moreover, the descriptions of the image synthesis methods
were also made in the context of the application areas within computer vision that the generated data were aimed for. The accompanying qualitative comparisons described the different methods and data sets in terms of data complexity, visual complexity, the efforts required to generate data, as well as the originally reported performances obtained when training and testing ML models. We have also emphasized the importance of synthetic data for overcoming some of the inherent problems with real-world data, such as capturing and annotation cost, bias, privacy issues and limited control over the generated material. For future development, we foresee an increase in the research around image synthesis for optimizing the training data distribution, e.g. where real data capture the main mode of the distribution and synthetic data can be used to model the rare (and even unrealistic) samples.
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