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Abstract. Multi-service provider network traffic scheduling is an important research topic. Previous scheduling methods based on DNS resolves the issues of high latency and package loss due to cross-ISP access. However, there are still some problems like large bandwidth fluctuations and low bandwidth utilization in existing methods due to low scheduling accuracy. In this article, we propose a scheduling method based on application perception to solve these issues. Our scheduling method consists three components: application perception, traffic prediction of uplinks and network traffic scheduling based on DNS. It performs scheduling for each elephant flow application to improve scheduling accuracy. The experiment result shows that the application perception based method improves scheduling performance from both scheduling stability and bandwidth utilization.

1. Introduction

In order to improve the network access speed and prevent the entire campus network from crashing due to an uplink failure, more and more campus network builders choose to set up multiple ISP (Internet Service Provider) uplinks [1], and multi-service provider network traffic scheduling has become an important research topic.

Many campus network builders choose to deploy load balancing devices at the network egress [2]. The core of the load balancer is to use SNAT to translate the source IP address and then forward it to the corresponding ISP uplink [3]. However, due to the low quality of the network connection between domestic ISPs (especially in China), the problems of high latency of users' cross-ISP access and the loss of packets still exist [2][4].

In recent years, with the popularity of CDN (Content Distribution Network) technology, Internet applications have begun to provide related services on multiple ISP networks. Many researchers have used CDN and DNS (Domain Name System) technology [5] to optimize multi-service provider network traffic scheduling. In [6], the intranet users are IP-grouped, and the DNS requests of each group user are forwarded from the DNS resolution node in the campus to the DNS resolver of the corresponding ISP. Due to the existence of CDN technology, the destination IP of each packet belongs to each ISP. Therefore, only destination address routing is needed at campus network egress to achieve traffic
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scheduling. However, the static partitioning method does not have high reliability, and cannot cope with problems such as single uplink failure and traffic burst in single IP group. The method proposed in [7] solves the above problem by parsing the DNS requests in the campus according to the real-time idle value of each uplink, but this method still has defects: the actual traffic ratio between applications is usually not 1:1. Hence the actual scheduling result has a certain error compared with the prediction result, and it is prone to the phenomenon that the scheduling effect is not obvious or the scheduling is excessive. In the peak traffic period, there may even be a congestion-idle phenomenon: there is an uplink being congested and then being idle immediately and then congested.

Aiming at the problems in the above scheduling strategies, a multi-service provider network traffic scheduling method is proposed based on application perception and [7]. The application perception is added to the traffic scheduling to enable the DNS to schedule for different applications, thereby large-flow applications’ traffic can be better split into multiple uplinks, scheduling accuracy and smoothness can be improved.

The organizational structure of this article is as follows: Section 1 introduces the current research status of the subject and the basic principles of multi-service provider network traffic scheduling method based on application perception. Section 2 elaborates on the basic model of the algorithm. The actual experiment in Section 3 verifies the feasibility and superiority of the algorithm. Section 4 summarizes the above algorithms and experimental results.

2. Traffic Scheduling Method

The multi-service provider network traffic scheduling algorithm based on application perception consists of three components: application perception, traffic prediction of uplinks and network traffic scheduling.

2.1 Application perception

The application perception is used to extract applications that need to perform traffic scheduling in the campus egress network traffic. Since it is very difficult to schedule network traffic for each application under a large network scale, we extract only the elephant flow applications in view of the elephants and mice phenomenon [8]. The phenomenon of elephant flow and mouse flow is that most of the data traffic in the export link is generated by a small number of applications. This small part of the application is for elephant flow application. Take Beijing University of Posts and Telecommunications as an example, streaming media (video live, music) and resource downloads (cloud disk, application stores) account for 70% to 80% of the bandwidth.

Here we use PANABIT [9][10] gateway to help analysis application protocol from network traffic, and it will inserts the analysis result into the NAT log. The log body mainly includes the session start/end time, upstream traffic bytes, downstream traffic bytes, application protocols. We extract the elephant flow application by performing periodic statistical analysis on the NAT log. Assuming a time series \( t_1, t_2, t_3, \ldots, t_n \), the bandwidth of uplink \( k \) is \( b(t_i, k) \) at time \( t_i \), and the bandwidth occupied by application \( m \) in uplink \( k \) is \( a(t_i, m, k) \). After performing statistical analysis on the NAT log, the application is sorted in descending order by the occupied bandwidth. Then we take the top \( n \) effective elephant flow application, the value \( n \) satisfies the following formula:

\[
\sum_{m=1}^{n} \sum_{k=1}^{u} a(t_i, m, k) \geq r \sum_{k=1}^{u} b(t_i, k), r \in (0,1)
\]  

In this formula, \( u \) represents the total number of uplinks, and \( r \) is the judgment threshold for the application of the elephant flow.

After obtaining the applications of the elephant flow, we collect the domain name set of these applications by disassembling the application data package and crawling from websites. Algorithm 1 summarizes the basic algorithm flow of this model.
2.2 Traffic prediction of uplinks

The traffic prediction component is used to sense the bandwidth utilization of each uplink in advance, and avoids single uplink congestion during peak traffic periods by predicting and scheduling in advance. The prediction model in [7] which based on the Holt-Winters [12][13] does work well, the average prediction error is about 3%. Here we use the ARIMA (self-regressive integral moving average) model [14][15] for prediction of each uplink bandwidth. Compared with the prediction model in [7], it has higher prediction accuracy. The process formula is as follows:

\[(1 - \sum_{i=1}^{P} \phi_i L^i)(1 - L)^d X_t = \delta + (1 + \sum_{i=1}^{P} \theta_i L^i)\epsilon_t\]  \((2)\)

Where \(L\) represents the lag operator, \(\phi_i\) is the parameter of the autoregressive process AR, \(\theta_i\) is the parameter of the moving average process MA, and \(\epsilon\) represents the prediction error term. The establishment of ARIMA prediction model is divided into four steps: (1) to detect the stationarity of time series data, here we use ADF test [16] to determine. (2) If the time series is not stationary, perform differential operation on the data, and then repeat the previous operation; if the time series is stationary, proceed to the next step. (3) Use the ACF (autocorrelation function) and the PACF (partial autocorrelation function) to explore the reasonable range of the parameter \(p\) and parameter \(q\) in the model, and then use the AIC to optimize these parameters. (4) Use the \(p, d, q\) obtained in the above steps to test the ARIMA\((p,d,q)\) model. In this paper, the forecast data is compared with the actual data, and the average absolute error is measured to measure the accuracy of the prediction model. The formula is defined as follows:

\[MAPE = \frac{1}{n} \sum_{i=1}^{n} \frac{|p_i - R_t|}{R_t}\]  \((3)\)

Where \(p_i\) and \(R_t\) represent the predicted and actual values of the flow at time \(t\), respectively. Algorithm 2 gives the flow of the prediction algorithm for the uplink \(k\) traffic time series.

| Algorithm 1 application perception | Algorithm 2: Traffic prediction |
|-----------------------------------|--------------------------------|
| **Input:** t1, t2 (Detect start time and end time) | **Input:** Bandwidth(t1, k) |
| **Output:** DomainList(t1, t2) | **Output:** Bandwidth(t2, k) |
| **Ensure:** sum := 0; threshold 1: applications := | **1:** while |
| DetectApplications() | ADFTest(bandwidth(t1,k)) |
| 2: | Failed |
| SortByBandwidth(applications) | 2: Differentiate |
| 3: foreach applications as app | bandwidth(t1,k) |
| 4: sum := sum + bandwidth(app) | 3: end while |
| 5: if sum <= threshold then | 4: GetACF() && GetPACF() |
| 6: Collect domains of app | 5: p, q := BuildARIMA() |
| 7: Add domains to DomainList(t1, t2) | 6: OptimizeByAIC(p,q) |
| 8: else | 7: bandwidth(t2,k) := |
| 9: goto 11 | ARIMA(p,d,q) |
| 10: end if | 11: end foreach |
2.3 Traffic scheduling

In the 2.1, we extracted the elephant flow application. For these elephant flow application, the scheduling method performs traffic scheduling separately. For a large number of mouse flow applications, we treat them as one elephant flow application. At time \( t_j \), the probability formula for applying \( m \) to the egress uplink \( k \) is:

\[
p(k | m) = \frac{\text{free}(k)}{\sum_{j=1}^{u} \text{free}(j)}
\]

Where \( \text{free}(k) \) represents the predicted idle bandwidth value for uplink \( k \) and \( u \) represents the total number of uplinks.

After the probability is obtained, the DNS server allocates the domain name corresponding to the scheduling application to each link for resolution. We use the link weight wheel to realize the link assignment of the application domain name. Each elephant flow application domain name corresponds to one weight wheel, and all mouse flow applications apply a common weight wheel. As shown in Figure 1, the slots in the weight wheel respectively correspond to one parsing link, and the ratio of the number of slots allocated to each link satisfies the probability distribution of Formula 4.

![Figure 1. Link weight wheel. The pointer in the weight wheel points to the slot corresponding to the current parsing uplink and it changes by rotating the pointer.](image)

The flow scheduling algorithm flow is as shown in Algorithm 3. The calculation of the link weight wheel is a periodic event, and runs in parallel with the DNS split link resolution.

```
Algorithm 3 Traffic scheduling

Input: DomainList(t), AvailableBandwidthList

Output: NULL

THREAD 1
1: while Sleep(t) do
2:   foreach DomainList(t) as domain do
3:     CreateQueryNameWeightWheels From(domain, AvailableBandwidthList)
4:   end foreach
5:   CreateCommonNameWeightWheel From(AvailableBandwidthList)
6: end while

THREAD 2
1: domain := AcceptRequest()
2: if domain in DomainList(t) then
3:   GetWeightWheelFromWheels(domain)
4: else
5:   GetCommonWheel()
6: end if
7: link := GetServiceProviderFromWeight()
8: WheelMovePointForward()
9: DNSQueryFromLink(link)
```
In order to quantitatively analyze the volatility of the scheduling effect, we use the uplink average fluctuation value $AD$ to measure the stability of the scheduling effect. The formula of $AD$ is defined as follows:

$$AD = \frac{1}{u} \sum_{k=1}^{u} \sigma(\nabla b(t, k))$$  \hspace{1cm} (5)

Where $\nabla b(t, k)$ represents the first-order difference of the time series data $b(t, k)$ of the uplink $k$, the purpose of the difference is to filter out the effects of the total bandwidth fluctuation, and $\sigma$ represents the standard deviation formula.

3. Experiment

In order to verify that the scheduling method has better scheduling effect, we built the relevant network equipment according to Figure 2 on the campus network of Beijing University of Posts and Telecommunications and conducted comparative experiments. The topology ISPs are China Telecom and China Edu. Network. The campus inner network is a typical NAT network and the DNS resolver IP addresses of campus users are dispatched by DHCP servers.

The experimental framework is mainly divided into four layers: (1) The uplink layer contains the egress route and ISP uplinks, which is the lowest layer of the framework. (2) The data acquisition layer collects the bandwidth usage of each uplink and the bandwidth of applications in the traffic. (3) The analysis scheduling layer performs bandwidth prediction on each uplink, filters the elephant flow application in the collected data, and obtains the domain names corresponding to the applications, and then calculates the pre-scheduling policy. (4) The top-level DNS scheduling layer executes the application scheduling policy output by the analysis scheduling layer.

The application data collection period is 5 minutes. After the data is aggregated, the effective elephant flow application is extracted according to Formula 1. The threshold value is 0.8 in this experiment. Figure 3 shows the application bandwidth and egress uplink bandwidth data of the Beijing University of Posts and Telecommunications for a period of time. After obtaining the valid elephant flow application, the domain name corresponding to the application needs to be further extracted. For the HTTP protocol application, the domain name information can be obtained after the data packet is
disassembled in the HTTP protocol packet, and for other types of applications, it is obtained by manually checking and using the crawler tool.

The collection of each egress uplink bandwidth utilization reference [7], the acquisition cycle time is 5 minutes. In order to match the traffic prediction, we use the ARIMA prediction algorithm in 2.2 to predict the bandwidth value of the last 5 minutes, and calculate the prediction MAPE for this predicted value in the next acquisition period. Figure 4 shows the MAPE over a period of time. The prediction model has a good prediction effect in this environment, and the average MAPE value is about 0.3%.

We conducted a related comparison experiment with the prediction algorithm in [7]. Figure 5 shows the average prediction MAPE values of the two prediction models at different prediction times. The data shows that the model has higher accuracy than the Holt-Winters based model when the prediction duration is within 50 minutes.

In the traffic scheduling part, this experiment is based on the open source DNS software BIND [17] [18]. we added the link weight wheel function to BIND. The traffic scheduling period is 5 minutes, the scheduler sends a batch processing instruction to the DNS software, and the DNS software allocates a link weight wheel for the corresponding domain name according to the instruction. In order to compare with the scheduling effect in [7], we added the scheduling function of [7] on BIND too. In the process of setting up the control group, both of them use the prediction algorithm with higher accuracy to predict. The experiment time is set to two adjacent working days. Finally, we selected the data with a total traffic difference of less than 3% as a comparison. Theoretically, the total traffic without bandwidth limitation should be the same in this experiment. Here it is too difficult to find the same two pieces of data under actual test conditions, and the 3% deviation rate is acceptable for fluctuation AD comparison. Figure 6 shows the traffic scheduling effect of the scheduling method and the scheduling method in [7] for a period of time. It can be seen from the figure that during this time, the scheduling effect of the method is more stable, and the bandwidth of each link is more volatile under the scheduling in [7].
Figure 6. Scheduling result comparison.

Table 1 shows the $AD$ comparison data between our method and method in [7]. We also selected experimental data with a total traffic difference of less than 3%. The data shows that during the peak period between 9:00 and 10:00 pm, the fluctuation value $AD$ decreased by 33.4%, within 24 hours the $AD$ value decreased by 19.50%. Compared with the method in [7], our method has greatly improved the stability of the scheduling effect.

| Time period       | $AD$ of method in [7] | $AD$ of ours |
|-------------------|-----------------------|--------------|
| 10:00–11:00       | 76.12                 | 72.65        |
| 14:00–15:00       | 42.37                 | 37.74        |
| 21:00–22:00       | 95.57                 | 63.56        |
| 00:00–24:00       | 67.91                 | 54.66        |

Furthermore, we conducted a comparative experiment to compare the total bandwidth utilization of the two during peak hours. The egress bandwidth of each uplink is limited to 1Gbps in this process. Table 2 shows the bandwidth utilization comparison data. The total traffic deviation rate here is set to within 1%, which is stricter than $AD$ comparison experiment. As can be seen from the table, by using our scheduling method the bandwidth utilization can be increase to 84.99%, which is 8.43% higher than the method in [7].

| Method in [7] | Ours           |
|---------------|----------------|
| Average utilization (%) | 76.56 | 84.99 |
| Total traffic (Mbyte) without bandwidth limitation | 1796550.38 | 1785373.01 |

4. Conclusion
The DNS-based multi-service provider traffic scheduling method solves the problems of high latency and packet loss caused by cross-ISP access. However, the existing DNS-based multi-service provider...
network traffic scheduling method has large bandwidth fluctuations and low bandwidth utilization due to low scheduling accuracy. This article proposes a scheduling method based on application perception, which optimizes the existing methods from the following two aspects: (1) Adding an application perception algorithm to separately schedule the elephant flow application. (2) Use the ARIMA model to predict the uplink traffic and improve the prediction accuracy. Experimental data shows that the application perception based traffic scheduling method has a satisfying performance from both scheduling stability and bandwidth utilization.
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