Electrodynamics of conductive oxides: Intensity-dependent anisotropy, reconstruction of the effective dielectric constant, and harmonic generation
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We study electromagnetic pulse propagation in an indium tin oxide nanolayer in the linear and nonlinear regimes. We use the constitutive relations to reconstruct the effective dielectric constant of the medium, and show that nonlocal effects induce additional absorption resonances and anisotropic dielectric response: longitudinal and transverse effective dielectric functions are modulated differently along the propagation direction, and display different epsilon-near-zero crossing points with a discrepancy that increases with increasing intensity. We predict that hot carriers induce a dynamic redshift of the plasma frequency and a corresponding translation of the effective nonlinear dispersion curves that can be used to predict and quantify nonlinear refractive index changes as a function of incident laser peak power density. Our results suggest that large, nonlinear refractive index changes can occur without the need for epsilon-near-zero modes to couple with plasmonic resonators. At sufficiently large laser-pulse intensities, we predict the onset of optical bistability, while the presence of additional pump absorption resonances that arise from longitudinal oscillations of the free electron gas give way to corresponding resonances in the second and third harmonic spectra. A realistic propagation model is key to unraveling the basic physical mechanisms that play a fundamental role in the dynamics.
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I. INTRODUCTION

Typical plasmonic resonators consist of metallic nanoparticles or nanostructures where free electrons oscillate in resonance with light. These resonances can produce strong field amplification and enhanced scattering (absorption) cross sections, which are key properties for applications in sensing, detection, energy harvesting, and generic light manipulation at the nanoscale. However, metals can be either too absorptive or inadequate in a given wavelength range, and alternative replacements must be sought. In this work we explore linear and nonlinear propagation effects that manifest themselves but are not limited to free-electron systems that may display an epsilon-near-zero (or ENZ) crossing of the real part of the dielectric constant. In particular, we study the basic properties of simple layers composed of degenerate semiconductors like indium tin oxide (ITO) only a few tens of nanometers in thickness in order to ascertain basic physical characteristics that may transfer to more complicated nanostructured geometries. Generally, free-electron systems are centro symmetric and are described by a simplistic Drude model. However, experiments show that in reality these materials possess a combined Lorentz-Drude-like dielectric response [1] that can be tuned by controlling doping levels and annealing temperatures. This dual material aspect simultaneously complicates and enriches the dynamics, whose understanding and description thus require theoretical models that are more comprehensive than what may be required in ordinary photonic structures.

In contrast to noble metals, conducting oxides display lower losses and may thus substitute or even supplant metals in certain applications and spectral wavelength ranges. To date, many aspects related to pulse propagation phenomena in free-electron systems like noble metals or conducting oxides remain incomplete. In what follows we describe a model that simultaneously accounts for: (i) the intrinsic nonlinearities of background bound charges; (ii) nonlocal effects (pressure and viscosity of the electron gas); (iii) pump depletion; (iv) the dynamics that ensue from including an intrinsic, temperature-dependent effective mass (in the case of conducting oxides) or free-charge density (in the case of noble metals or semiconductors) and related nonlinearities that ultimately manifest themselves in the form of effective \( \chi^{(3)} \), \( \chi^{(5)} \), and higher-order nonlinear contributions; and (v) surface and magnetic nonlinearities that are almost always neglected in favor of bulk nonlinearities. As an example of this theoretical deficiency in conducting oxides, and to some extent in metals and semiconductors, the nature and magnitude of nonlinear index of refraction changes as a function of incident pump intensity have not yet been clarified [2,3]. Differing explanations have been provided regarding the source of third-order phenomena [3,4], and practically no good insight into second-order, surface, and magnetic phenomena outside of the context found in Refs. [1] and [5]. In Ref. [3] third-order phenomena responsible for nonlinear index changes were attributed to the free-electron cloud. In Ref. [4] third-harmonic generation (THG) was attributed exclusively to the background crystal. In Ref. [6],
THG from an ITO nanolayer was studied theoretically and experimentally using a generic, dispersionless $\gamma^{(3)}$ having no specified origin. Finally, in Ref. [7], the simultaneous generation of negatively refracted and phase conjugate beams was experimentally recorded from a structure consisting of gold nanoantennas patterned on top of a 40-nm-thick ITO layer displaying an ENZ crossing point. However, the theoretical effort tackled only generic aspects of a third-order nonlinearity present only in the ITO layer, and no detailed field dynamics. In summary, the picture that emerges from the detailed microscopic model discussed below is somewhat more complicated than it would appear in Refs. [3,4,7].

In a recent paper [1] experimental and theoretical results on second and third-harmonic generation (SHG and THG) were reported near the ENZ condition of an ITO nanolayer, which manifested itself near 1240 nm. The pulse propagation model that was used comprised a hydrodynamic description of the material equations that takes into account free and bound charges, nonlocal effects, a time-dependent free-electron plasma frequency, surface, magnetic, and convective second and third-order nonlinearities, as well as the inclusion of linear and nonlinear contributions of the background medium to the dielectric constant. A direct comparison of the SHG spectra and the angular dependence of SH conversion efficiencies showed good qualitative and quantitative agreement with experimental results. Good qualitative and quantitative agreement was also found for the angular dependence of third-harmonic generation for incident laser pulse power densities in the 1 GW/cm² range. In our present effort we provide further details about the model by: (i) expanding the range of investigation well into the IR range; (ii) examining the linear regime in order to ascertain the multifaceted contributions of nonlocal effects; and (iii) extending our predictions into the high-intensity regime in an attempt to distinguish between bound and free (hot) electron contributions.

The local dielectric constant of any material may be expressed as a superposition of Lorentz and Drude oscillators, which in the simplest case of two polarization species (one free and one bound electron contribution, as in the case of ITO [1]) may be written as follows:

$$\epsilon_{\text{ITO}}(\omega) = 1 - \frac{\omega_p^2}{\omega^2 + i\gamma_p\omega} - \frac{\omega_{p,b}^2}{\omega^2 - \omega_{p,b}^2 + i\gamma_b\omega},$$

(1)

where $\omega_p$ is the free-electron plasma frequency; $n_{f,0}$ the free-electron density; $\gamma_p$ the free-electron damping coefficient; $m_f^*$ the effective free-electron mass; $\omega_{p,b}$ is the bound electron plasma frequency, defined similarly to the free-electron counterpart to which there corresponds a bound electron density $n_b$ and mass $m_e^*$; $\omega_{0,b}$ is the resonance frequency; and $\gamma_b$ the bound electron damping coefficient.

If the free-electron effective mass changes approximately linearly with temperature, as shown below using the two-temperature model, the equations of motion are reproduced from Ref. [1], and may be written as follows:

$$\begin{align*}
\dot{P}_f + \tilde{\gamma}_f P_f &= \frac{n_{f,0} e^2 \lambda_f^2}{m_f^* c^2} E - \frac{e\lambda_0}{m_0^* c^2} (\mathbf{E} \cdot P_f)E + \left( \sum_{l=1,2,3} (-\tilde{\Lambda}) (\mathbf{E} \cdot E)^l \right) E + \frac{e\lambda_0}{m_0^* c^2} \tilde{P}_f \times \mathbf{H} \\
&+ \frac{3E_F}{5m_f^* c^2} (\mathbf{V}(\mathbf{E} \cdot P_f) + \frac{1}{2} \nabla^2 P_f) - \frac{1}{n_{f,0} e^2 \lambda_f^2} [(\mathbf{E} \cdot P_f)\tilde{P}_f + (\tilde{P}_f \cdot \mathbf{V})\tilde{P}_f], \\
\dot{P}_b + \tilde{\gamma}_b P_b + \tilde{\omega}_{0,b}^2 P_b &= \frac{n_{b,0} e^2 \lambda_b^2}{m_b^* c^2} E + \frac{e\lambda_0}{m_b^* c^2} (\mathbf{E} \cdot \mathbf{V})E + \frac{e\lambda_0}{m_0^* c^2} \tilde{P}_b \times \mathbf{H}.
\end{align*}$$

(2)

Time and space have been scaled such that temporal and spatial derivatives are carried out with respect to the following coordinates: $\xi = y/\lambda_0$, $\xi = z/\lambda_0$, and $\tau = ct/\lambda_0$, where in our case $\lambda_0 = 1 \mu$m is a convenient reference wavelength. It follows that the coefficients are also scaled: $\tilde{\gamma}_f, \tilde{\gamma}_b, \omega_{0,b} = \omega_{0,b}^2 \lambda_0^2 / c^2$. Equation (2) describes the free-electron polarization, $P_f = \frac{n_{f,0} e^2 \lambda_f^2}{m_f^* c^2} E - \frac{e\lambda_0}{m_0^* c^2} (\mathbf{E} \cdot P_f)$ are Coulomb terms generated by the continuity equation; $(\sum_{l=1,2,3} (-\tilde{\Lambda}) (\mathbf{E} \cdot E)^l) E$, where $\tilde{\Lambda}$ is a constant of proportionality, follows from the expansion of the effective mass as a function of temperature and absorption [18] (as the summation index indicates, looking ahead to our results our parameter choices demand we retain hot electron nonlinearities up to seventh order); $\frac{e\lambda_0}{m_0^* c^2} \tilde{P}_f \times \mathbf{H}$ arises from the magnetic Lorentz force; $\frac{3E_F}{5m_f^* c^2} (\mathbf{V}(\mathbf{E} \cdot P_f) + \frac{1}{2} \nabla^2 P_f)$ represent pressure and viscosity, respectively, where $E_F = \frac{\hbar^2}{2m^*}(3\pi^2 n_{f,0})^{1/3}$ is the Fermi energy and we have neglected damping terms that tend to broaden absorption resonances [9], ending with the first-order contributive combination $\frac{n_{f,0} e^2 \lambda_f^2}{m_f^* c^2} [(\mathbf{E} \cdot P_f)\tilde{P}_f + (\tilde{P}_f \cdot \mathbf{V})\tilde{P}_f]$. Equation (3) in turn describes the dynamics of bound electrons; $P_b$ is the bound electrons’ polarization; $P_{b,NL} = \tilde{a} P_b + \tilde{b}^* (P_b \cdot \mathbf{V})P_b + \cdots$ is the bound electron’s nonlinear polarization, depicted here up to third order; $\frac{n_{b,0} e^2 \lambda_b^2}{m_b^* c^2} E + \frac{e\lambda_0}{m_b^* c^2} (\mathbf{E} \cdot \mathbf{V})E$ are Coulomb terms, followed by the magnetic Lorentz term, $\frac{e\lambda_0}{m_0^* c^2} \tilde{P}_b \times \mathbf{H}$. The coefficients $\tilde{a}$ and $\tilde{b}$ are tensors that reflect crystal symmetry. In what follows we assume ITO is centrosymmetric ($\tilde{a} = 0$) and isotropic, so $\tilde{b}$ is a constant. Equations (2) and (3) are integrated together with the vector Maxwell equations, where the total polarization is expressed as the vector sum of all polarization components, in this case $P_{\text{total}} = P_f + P_b$. It is important to point out that in the sections that follow we never specify either the dielectric constant or the index of refraction. The only reason we even contemplate writing Eq. (1) is to illustrate the point that the ellipsometric data extracted from any sample may be expressed in that form. However, the reason we use Eq. (1) to fit the linear dielectric constant data
in the local approximation is for the sole purpose of extracting the necessary effective electron masses, densities, resonance frequencies, and damping coefficients that are required in order to integrate Eqs. (2) and (3) in the time domain in the nonlocal and nonlinear regime. Once this set of coefficients is established for a given sample, the effective dielectric constant may then be faithfully reproduced yielding curves that match Eq. (1) in the linear and local regime, while predictions can be made in the nonlocal and nonlinear regime, as we will see in Sec. II B.

We conclude this section with a word about the equations of motion and the method of integration. Equation (2) was first derived in the context of harmonic generation from metal surfaces [10], without hot electron or viscosity contributions [see Eq. (10) below] while Eq. (3) has been discussed in the context of harmonic generation from semiconductor surfaces and nanowire arrays (Ref. [11], and references therein). Both Eqs. (2) and (3) generally separate into three equations for complex envelope functions, each representing a harmonic field. The equations are then solved together with Maxwell’s equations in the time domain in a two-dimensional spatial grid using a split-step, fast Fourier transform (FFT) pulse propagation method described in detail in the references, using FORTRAN programming code. The calculation of spatial derivatives is accurate to all orders using spectral methods, while using finite differences computational accuracy may extend only up to second order. Unlike finite-difference methods, the FFT-based, split-step method is unconditionally stable, a crucial point that avoids possible phase errors that may occur if, for example, the free-space causality condition $\delta z = c \delta t$ is not preserved. For planar structures and incident plane waves, the computational grid (8x100000) can be reduced drastically across the transverse coordinate (8 points), while for accuracy at large angles the entire pulse should be contained within the longitudinal grid (1000000 points). Ultimately, a single pulse propagation event is carried out using identical scaled time and spatial steps (to avoid phase errors) so that $\delta \tau = \delta \xi = 10^{-3}$. Since the FFT approach implies periodic boundary conditions, and allows for inhomogeneities between the longitudinal and transverse steps sizes, the transverse spatial step is chosen to be $\delta z = 0.1$ to maximize the distance between transverse edge points on the grid. These scaled quantities correspond to $\delta \tau \approx 3.3 \times 10^{-18}$ s, $\delta z \approx 1$ nm, and $\delta y \approx 100$ nm. Execution times can last several hours on an ordinary desktop computer, depending on the angle of incidence.

II. NONLOCAL EFFECTS

A. Linear absorption

At low incident power densities, in a two-dimensional geometry (invariant in the $x$ direction; see Fig. 1 for an elucidation of the geometry) only linear, nonlocal effects survive. The free-electron component Eq. (2) may then be rewritten as follows:

$$
\begin{align*}
\hat{P}_f &= \hat{P}_f + \hat{P}_f' \\
&= \frac{n_0 e^2 \lambda^2}{m_0^2 c^2} E_x + \frac{3 E_F}{5 m_0^2 c^2} \left[ \left( \frac{\partial}{\partial y} \hat{j}_y + \frac{\partial}{\partial z} \hat{k}_y \right) \left( \frac{\partial}{\partial y} \hat{P}_y + \frac{\partial}{\partial z} \hat{P}_z \right) \right] \\
&+ \frac{1}{2} \left( \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) \left( \hat{P}_y \hat{j}_y + \hat{P}_z \hat{k}_z \right),
\end{align*}
$$

(4)

where $\hat{j}$ and $\hat{k}$ are unit vectors along $y$ and $z$, respectively. We continue to assume appropriately scaled Cartesian coordinates, but for clarity we have retained the usual notation. With the spatial derivatives such that $\frac{\partial}{\partial y} \rightarrow \hat{k}_y$, and $\frac{\partial}{\partial z} \rightarrow \hat{k}_z$, after direct Fourier transformation of Eq. (4) and upon separation of the polarization’s vector components, we may write:

$$
\begin{align*}
\phi_y &= \frac{n_0 e^2 \lambda^2}{m_0^2 c^2} E_y - \eta \hat{k}_y \hat{k}_z \phi_z \\
&\quad - \left( \omega^2 - i \gamma \omega + \frac{\eta k_y^2}{\epsilon} + \frac{\eta k_z^2}{\epsilon} \right) \omega \phi_y \\
\phi_z &= \frac{n_0 e^2 \lambda^2}{m_0^2 c^2} E_z - \eta \hat{k}_z \hat{k}_y \phi_y \\
&\quad - \left( \omega^2 - i \gamma \omega + \frac{\eta k_z^2}{\epsilon} + \frac{\eta k_y^2}{\epsilon} \right) \omega \phi_z \tag{5}
\end{align*}
$$

$$
\begin{align*}
\eta &= \frac{3 E_F}{5 m_0^2 c^2} \omega = \frac{\omega}{\omega_0} \hat{k}_{y,z} = \lambda_0 k_{y,z}.
\end{align*}
$$

FIG. 1. (a) Calculated local and nonlocal pump absorption spectra at 60° angle of incidence. The vertical arrows denote the locations of additional resonances that are triggered by longitudinal oscillations of the electron gas. The horizontal arrow represents a blueshift of the interaction by nonlocal effects, a quantity that depends on the spatial derivatives of the polarization, i.e., local charge density. Left inset: geometry of the order to integrate Eqs. (2) and (3) in the time domain in the frequencies, and damping coefficients that are required in the necessary effective electron masses, densities, resonance in the local approximation is for the sole purpose of extracting the additional piece of dielectric constant triggered by a changing, effective dielectric constant. (b) Absorption calculated in two ways: “full nonlocal,” corresponding to the curve in (a), and by using a hybrid approach consisting of using the fields calculated from the full model, and the local dielectric constant of Eq. (1). This comparison illustrates that total absorption must be calculated by including the additional piece of dielectric constant triggered by nonlocal effects, a quantity that depends on the spatial derivatives of the polarization, i.e., local charge density. Left inset: geometry of the interaction.
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For typical noble metals and conductive oxides, $\eta \approx 10^{-5}$. For planar structures, each plane wave represented in Eqs. (5) refracts at an angle dictated by the magnitudes of $\tilde{k}_x$ and $\tilde{k}_z$. Equations (5) may be solved and put into the usual form: $\rho^{\text{II}} \approx (\tilde{k}_x \tilde{k}_z)(\tilde{E} \times \tilde{k})$. While the off-diagonal elements are generally nonzero, for uniform layers they tend to perturb the system. Therefore, for the purposes of our discussion, off-diagonal elements will be neglected, in view of the relatively small magnitude of $\eta$. The form of Eqs. (5) thus demonstrates that even if the medium is assumed to be isotropic via Eq. (1), nonlocal effects intervene by introducing an intrinsic anisotropy [12] that affects propagation and eventually non-linear interactions at all angles of incidence, and as we will see below, by triggering dramatic modulation of the transverse dielectric constant. Below we examine both consequences in some detail.

Modifications of the dielectric constant due to nonlocal effects are usually understood and described almost exclusively in terms of a blueshift of the main plasmonic resonance, in this case centered near the ENZ wavelength, and by the generation of additional absorption resonances that can be correlated directly to longitudinal, resonant oscillations of the free-electron gas prompted by radiation pressure [9]. In Fig. 1(a) we depict linear pump absorption spectra for 100-fs, $p$-polarized pulses incident at a 60° angle on a 20-nm-thick ITO film suspended in vacuum, for local and nonlocal regimes. For the pump field, nonlocal effects manifest themselves primarily with the aforementioned blueshifted main peak (horizontal arrow) and additional absorption resonances, highlighted by the perpendicular arrows near 700 and 900 nm. In general, absorption cannot be calculated analytically due to the presence of dynamic pressure and viscosity terms. In Fig. 1(a) we calculate absorption as the total scattered (transmitted and reflected) pump energy subtracted from the total energy contained in the incident pulse. This approach is exact, since it is based on energy conservation.

An aspect that is often overlooked, but is nevertheless associated with modifications of the dielectric constant, is depicted in Fig. 1(b), where we compare the total, nonlocal absorption shown in Fig. 1(a) with the absorption calculated using the standard Poynting theorem, but by using the local dielectric constant. The discrepancy between the curves is obvious in both amplitude and the near absence of additional absorption peaks, and is due to the fact that the imaginary parts of the effective susceptibilities derived from Eqs. (5) are modified in nontrivial ways. Figure 1(b) thus strongly suggests that care should be exercised when either linear or nonlinear absorption are being considered and evaluated anytime nonlocal effects are relevant. Finally, we note that peak locations and amplitudes in Fig. 1 depend on incident angle (see Fig. 11 below).

**B. Induced anisotomy and reconstruction of linear and nonlinear effective dielectric constants**

We now wish to discuss a method that allows extraction of the approximate, effective linear and/or nonlinear responses of the medium under consideration, and to evaluate the intrinsic anisotomy suggested by Eqs. (5) in the general case of oblique incidence. Although the dielectric constants expressed in Eqs. (1) or (5) are never explicitly specified or introduced, they may be recovered by integrating the system comprising Eqs. (2) and (3) and Maxwell’s equation in the time domain, and by exploiting the macroscopic constitutive relations. For instance, following the development that leads to Eqs. (5), assuming that the off-diagonal elements continue to be negligible, for a nearly monochromatic incident field we may write approximate expressions for the total polarizations: $P_y \approx \chi_{yy}E_y$, and $P_z \approx \chi_{zz}E_z$. It follows that $\epsilon_{yy} \approx 1 + 4\pi P_y/E_y$,

$$\epsilon_{yy} \approx 1 + 4\pi P_y/E_y, \quad (6)$$

and $\epsilon_{zz} \approx 1 + 4\pi P_z/E_z$.

$$\epsilon_{zz} \approx 1 + 4\pi P_z/E_z. \quad (7)$$

It is understood that fields and polarizations are functions of position, so that both $\epsilon_{yy}$ and $\epsilon_{zz}$ in Eqs. (6) and (7) are spatially modulated by the ratio of the fields. These relations hold in both linear and nonlinear regimes, conditional on near monochromaticity of the incident pulse. For practical purposes, a field may be said to be nearly monochromatic if its spatial extension is much larger than the structure under study, and if there are no sharp spectral features that may either span the bandwidth of the incident pulse, or that more generally may intrude in the spectral region of interest. Both conditions are satisfied for ordinary dispersive systems like a 20-nm-thick ITO layer being illuminated by pulses that have a spatial extension in excess of 30 μm (~100 fs in duration).

In Fig. 2 we plot the complex dielectric function retrieved experimentally via spectroscopic ellipsometry (Woollam, VASE 250–1700 nm) at multiple angles of incidence (60°–70°) for the 20-nm ITO layer grown on both fused silica and silicon substrates investigated in Ref. [1], purposely fitted.
Based on the results shown in Fig. 2, one may also note that engenders confidence in our theoretical framework. Experimentally retrieved data and our theoretical predictions, depicted in Fig. 2 show excellent agreement between the two. This procedure yields effective parameters for the layer thickness. This procedure yields effective parameters that are equivalent to implementing a kind of numerical average of the local approximation (no pressure and viscosity terms.) The effective dielectric functions are evaluated when the peak of the pulse reaches the ITO layer, as denoted by the labels.

For planar structures and arbitrary angle of incidence, the fields are uniform along the transverse coordinate, and so it suffices to perform an average along the longitudinal coordinate: $\langle \varepsilon_{yy}(\lambda) \rangle = \frac{1}{L} \int_0^L \varepsilon_{yy}(\lambda, z) dz$, where $L$ is layer thickness. This procedure yields effective parameters and is equivalent to implementing a kind of numerical average along the longitudinal coordinate. In the time domain, for the propagation snapshot that is from an effective medium standpoint, the averages $\langle \varepsilon_{yy}(\lambda) \rangle$ exhibit discordant behavior with periodicity of only a few nanometers.

For illustration purposes, in Fig. 4(a) we plot only the magnitudes of the total, local, and nonlocal effective dielectric functions. However, another, perhaps more physically meaningful way to view these rapid oscillations is to note that since we are dealing with mostly free electrons, nonlocal effects induce currents that alternate direction inside the layer on the scale of the Fermi wavelength, as predicted and reported for a cadmium oxide layer [9]. In general, the connection between conductivity and dielectric constant is easily established, and may be quantified as follows: $\sigma_{yy} = -i \omega_0 \varepsilon_0^{-1} \int_0^L \varepsilon_{yy}(\lambda, z) dz$, where $\varepsilon_0$ is the vacuum permittivity and $\omega_0$ is the angular frequency. Solving for the effective medium speeds, we find:

\[
\langle \varepsilon_{yy}(\lambda) \rangle = \frac{1}{L} \int_0^L \varepsilon_{yy}(\lambda, z) dz
\]

The sign of the imaginary part thus governs the direction of local current flow. Whether or not these oscillations can ultimately be measured, possibly by probing the layer with a soft x-ray beam, is a fact presently not easily determined. However, from an effective medium standpoint, i.e., ellipsometry, their overall significance may be dismissed just as one might dismiss the significance of a phase velocity that exceeds the speed of light, an ordinary occurrence in metals. The fact is that from an effective medium standpoint, the averages $\langle \varepsilon_{yy}(\lambda) \rangle$ exhibit discordant behavior with periodicity of only a few nanometers.
FIG. 4. (a) Local and nonlocal longitudinal and transverse dielectric constants are averaged over the thickness of the layer. As shown in Fig. 2, in the local case longitudinal and transverse dielectric constants are identical. Not so if nonlocal effects are included, which cause a shift and some degree of anisotropy, as highlighted in (b).

Before one can properly estimate how much change the dielectric constant experiences as a function of incident power density, one should first quantify how it deviates from local values when nonlocal effects are introduced. In Fig. 5 we compare the magnitudes of the longitudinal effective dielectric constant $|\langle \epsilon_{zz}(\lambda) \rangle|$ in the local and nonlocal approximations, in the linear regime. The plot reveals that $|\langle \delta \epsilon_{zz} \rangle|$ can be of order unity or larger with respect to the local dielectric constant. Therefore, it is clear that assertions of demonstrations that $|\langle \delta \epsilon_{zz} \rangle|$ is of order unity necessarily require more knowledge and context than mere comparisons to the local dielectric constant.

Now that we have contextualized modifications of the effective dielectric constant due to nonlocal effects, we are ready to make predictions as a function of incident power density. In Fig. 6(a) we plot the amplitude of the longitudinal dielectric constant in the linear (low-intensity, 1-MW/cm$^2$) and nonlinear (10 and 20-GW/cm$^2$) high-intensity regimes. The curves redshift with increasing power density, following a dynamic redshift of the plasma frequency as a result of increasing effective electron mass. At these power densities, numerical stability near the ENZ conditions requires retention of hot electron nonlinearities up to seventh order (i.e., $\chi^{(7)}$), notwithstanding the fact that local field intensities inside the ITO layer are amplified by mere factors of 2 or 3. Given that in the range shown the curves intersect at least in three places,
FIG. 6. (a) Effective longitudinal dielectric constant calculated as functions of incident peak power. The redshift occurs as a result of increasing effective mass and decreasing plasma frequency. (b) Estimated magnitude of induced nonlinear change in dielectric constant $|\langle \delta \varepsilon_{zz} \rangle|$ for two incident power densities with respect to the linear (or low-intensity) regime. Worthy of note in (b) are that: $|\langle \delta \varepsilon_{zz} \rangle|$ may be constant over a wide range of wavelengths, its magnitude can be of order unity, and for certain wavelengths $|\langle \delta \varepsilon_{zz} \rangle|$ may be negligible.

The magnitude $|\langle \delta \varepsilon_{zz} \rangle|$, i.e., the difference between dielectric constants in linear and nonlinear cases plotted in Fig. 6(b) approaches zero in just as many places, implying a zero index change at those locations. Therefore, it seems evident that asking oneself “How much does the index change?” may lead to ambiguous, if not misleading, answers. Instead, Fig. 6 suggests more relevant questions may be asked regarding, for instance, the amount of redshift as a function of incident power density, or perhaps whether a range of constant $|\langle \delta \varepsilon_{zz} \rangle|$ exists for a given incident power density. Indeed, $|\langle \delta \varepsilon_{zz} \rangle|$ appears to be nearly constant in the range between 1000 and 1200 nm for both 10- and 20-GW/cm$^2$ incident power densities.

Nonlinear effects may be ascertained from Fig. 7, where we display several pump absorption spectra [Fig. 7(a)] as functions of incident power density. Harmonic spectra of conversion efficiencies show similar behavior. The effective, transverse, and longitudinal dielectric constants are plotted in Fig. 7(b) for 20-GW/cm$^2$. As alluded to above, at these power densities hot electron nonlinearities dominate the dynamics, with evident redshifts that match the redshifting dispersion curves in Fig. 6(a). In particular, the curve generated for 25 GW/cm$^2$ is at the threshold for the onset of optical bistability. The discrepancies in magnitude and ENZ location between transverse and longitudinal components are evident in Fig. 7(b), and should be compared with the relatively small differences highlighted in Fig. 4, in the linear regime.

FIG. 7. (a) Nonlinear pump absorption spectra as functions of incident peak power density. Retention of an effective seventh-order nonlinearity ($\chi^{(7)}$) is required to stabilize the calculation. The onset of optical bistability is imminent. (b) Effective transverse and longitudinal dielectric constants as functions of wavelength for 20-GW/cm$^2$ peak power density. The absolute minima represent separate ENZ points and are $\sim$100 nm apart.
FIG. 8. Reflected SHG conversion efficiency spectra for local and nonlocal regimes. The main peaks below 3000 nm found in both local and nonlocal curves are due to respective ENZ crossing points. Additional spectral features appear in the nonlocal spectrum (inset) due to longitudinal electron gas oscillation. The local curve displays a third, broad peak near 8000 nm (not shown). While nonlocal effects are clearly in play, we currently lack the necessary material data in the mid-IR range that would allow us to make definitive statements. Further studies are required to understand the nature of the nonlocal SHG peak located beyond 4000 nm.

III. SECOND-HARMONIC GENERATION

Recently, experimental observations of SHG and THG were reported near 1240 nm, the ENZ crossing point of a 20-nm-thick ITO layer, along with predictions that employed the theoretical framework outlined above [1]. Beginning with SHG, in our present effort we expand the range of our predictions at both ends of the spectrum by extrapolating the available data, by assuming no additional factors intervene to change the dynamics, and by analyzing harmonic generation well into the ultraviolet and infrared regimes, in order to understand the interplay between free and bound electrons. Since ITO is a centrosymmetric material, second-harmonic sources are found mainly in the free-electron components, and consist of surface, magnetic (through the Lorentz force,) and convective terms, as outlined above. Some SHG can also come as a result of second- and higher-order nonlocal terms, the interaction between pump and TH photons, and are accounted in further development of Eqs. (2) and (3). In Fig. 8 we show a comparison between reflected, local, and nonlocal SHG spectra for pump wavelengths in the range 600–5400 nm. Transmitted spectra show similar behavior. In addition to the main peak near 1240 nm [1], more features are clearly predicted in both local and nonlocal responses. The maxima 1 and 2, on the blue side of the main peak, match the pump absorption resonances displayed in Fig. 1(a), triggered by longitudinal oscillations of the electron gas. All the SHG maxima above 1240 nm were hitherto unknown and have different origin. The ENZ condition occurs when the pump is tuned near 1240 nm, yielding a SH maximum near 620 nm. A second main peak occurs for both local and nonlocal curves when the pump is tuned between 2400 and 2500 nm. Tuning the pump in that range places the SH signal near 1240 nm, thus yielding a second ENZ condition, this time for the SH signal. This kind of multiresonant enhancement has been discussed previously for a generic ENZ material [13], and for a free-electron cloud that behaves as an ENZ patina that covers bulk metal layers [14,15]. The effect can be explained along broad lines by noting that SHG efficiency is generally proportional to $1/(\varepsilon_\omega \sqrt{\varepsilon_{2\omega}})$ [13,16]. Finally, the last maximum located near 5000 nm may be related to a maximum in the local curve that occurs near 8000 nm (not shown). However, at this stage we will not pursue that wavelength range because our available data may not suffice to explain spectral features in regions that are not shown in Fig. 8.

IV. THIRD-HARMONIC GENERATION

Although we consider all sources of THG, including cascading from both free and bound electron, second-order sources, i.e., Coulomb, Lorentz, and convective terms in both Eqs. (2) and (3), there are two main fonts of TH signal: (i) hot electrons, via the term $-\hat{\beta}(\mathbf{E} \cdot \mathbf{E})\mathbf{E}$, and (ii) the bound electron nonlinear polarization component given by $P_{b,NL} = \hat{\beta}(\mathbf{P}_b \cdot \mathbf{P}_b)\mathbf{P}_b$. The temperature dependence of the free electron’s effective mass may be quantified by an expression that connects linearly the effective electron mass to the electron gas temperature, i.e., $m'_e(T_e) \approx m_e(0.033 + aK_B T_e)$ [1,8], where $m_e$ is the free-electron rest mass, $a$ is a constant of proportionality, $K_B$ is Boltzmann’s constant, and $T_e$ is the temperature of the free-electron gas that depends on absorption. Accordingly, the relative amounts of THG triggered by either nonlinear term depends on the relative amplitudes of the scaled coefficients, i.e., $\tilde{\lambda} = aK_B \sigma_0^2 \tau_0 / m_e c^2$ (where $\sigma_0$, $c$, $\tau_0$ and $m_e$ are the frequency-dependent conductivity and incident
pulse duration) and $\beta = \frac{a K_g L^2}{E_m e^2}$ (here $L \sim 0.3$ nm is the approximate lattice constant), as well as proximity to the ENZ condition and the resonant nonlinearity that is naturally elicited by the bound electrons, i.e., Lorentz oscillators.

In Fig. 9 we plot the temperature dependence of the effective free-electron mass extracted from the two-temperature model, following the prescription in Ref. [2]. The plot shows that the linear approximation we use is quite adequate, with a slope $a K_g = 1.75 \times 10^{-6}$. Based on Eq. (2), the number density and the effective mass determine SH gain. Accordingly, our choices $n_0 \sim 10^{20} \text{cm}^{-3}$ and $m^* \sim 0.033 m_e$ (approximate y intercept) yield SHG amplitudes consistent with experimental observations for our sample [1].

Keeping in mind that parameters can be adjusted, in Fig. 10 we plot our predictions for transmitted THG spectra using incident pulses approximately 100 fs in duration, and peak power density of 20 GW/cm$^2$. Reflection curves display similar behavior. Curve (a) corresponds to the pump absorption curve in Fig. 7 having the same incident peak power density, and reflects approximate nominal values associated with our linear fit of the temperature dependence of the effective mass and lattice constant, as outlined above. Although not shown, the dielectric constant in Fig. 2 displays an absorption resonance near 150 nm, with a corresponding resonant nonlinearity capable of significantly enhancing THG even under condition of high, nominal absorption [11]. In this case, the hot electron nonlinearity clearly dominates. The TH peak that arises from the Lorentzian portion of the dielectric response is identified by the blue arrow, and is one order of magnitude smaller compared to the TH originating at the ENZ resonance. The spectrum exemplified by curve (b) is obtained by artificially increasing $\beta$ by one order of magnitude compared to its value in curve (a), so that we may ascertain the relative impact of the bound electron resonance with respect to the hot electron contribution. This increase translates to a two order of magnitude increase in conversion efficiency at the bound electron resonance, which now dominates over the TH signal originating at the ENZ peak. This peak displays a much more modest increase of conversion efficiency compared to curve (a) because it is located in the evanescent region of the Lorentz resonance. Finally, in curve (c) we use the parameters of curve (b) and set $\Lambda = 0$, equivalent to turning off the hot electron contribution. These results suggest that in the high-intensity regime the two types of nonlinearities may be identified, and that hot electrons govern THG by shifting and distorting the ENZ resonance, and by contributing little near the Lorentz resonance.

V. ADDITIONAL CONSIDERATIONS AND GENERAL ASPECTS OF THE MODEL BEYOND ITO

The sensitivity of the dynamics to incident angle may be ascertained from Fig. 11, where we display both pump absorption and transmitted THG spectra for three incident angles in the full, nonlocal regime. The figures clearly suggest that retrieving the effective dielectric constant should be done carefully, with the stipulation that experimental characterization of each sample should be coupled with in-depth numerical analysis of the retrieved functions.

An issue that will be addressed in further developments of the model is the apparently instantaneous nature of the hot electron dynamics in Eq. (2). The two-temperature model (TTM) imparts a temporal delay that may to some extent affect the dynamics. A possible, simple cure for this shortcoming is to perform the temporal integral of absorption when estimating the effective mass. While an examination of Fig. 9 reveals that the mass may be assumed to vary when estimating the effective mass. While an examination of Fig. 9 reveals that the mass may be assumed to vary...
the free-electron current density, \( \dot{P}_f \), calculated from Eq. (2) in order to automatically include nonlocal effects.

The validity of Eq. (2) above is predicated on the fact that the total number of free charges within a specified volume remains constant, subject to the continuity equation: 
\[
\dot{n}_f(r, t) = -\frac{1}{e} \nabla \cdot \dot{P}_f(r, t).
\]
However, in both metals and semiconductors the free-charge density can change as a result of exciting valence electrons into the conduction band. Under these circumstances, the continuity equation may be modified to include a source term as follows:
\[
\dot{n}_f = -\frac{1}{e} \nabla \cdot \dot{P}_f + \Omega \frac{\partial}{\partial t} (E \cdot E).
\]  
(8)

\( \Omega \) is a proportionality constant. Equation (8) may be integrated directly to yield

\[
n_f = n_{0,f} - \frac{1}{e} \nabla \cdot \dot{P}_f + \Omega (E \cdot E).
\]  
(9)

Spatial and temporal dependence are implied but left out for simplicity. These modifications thus allow the free-electron number density to increase with increasing peak power density, and must be applied to the following, unscaled free-electron equation of motion [10]:

\[
\dot{\dot{P}}_f - \frac{\dot{n}_f}{n_f} \dot{P}_f + (\dot{P}_f \cdot \nabla) \left( \frac{\dot{P}_f}{n_f} \right) - \gamma \dot{P}_f = \frac{n_f e^2}{m} \nabla \cdot E + \frac{e}{mc} \dot{P}_f \times B - \frac{eV p}{m},
\]  
(10)

where we have retained only the nonlocal pressure term to illustrate modifications that Eqs. (8) and (9) induce on nonlocal effects. Equation (2) may be derived directly from Eq. (10) when \( \Omega = 0 \). In the general case, the number density and the effective mass can undergo changes, especially at high intensities. However, for simplicity we will neglect effective mass changes, which are represented in Eq. (2). Using Eqs. (8) and (9) and the expression that describes quantum pressure, \( p = p_0 \left( \frac{m_f}{m_0} \right)^{5/3} \), with \( p_0 = n_{0,f} E_F \) the new, scaled Eq. (2) takes the following form:

\[
\dot{\dot{P}}_f + \gamma \dot{P}_f = \frac{n_{0,f} e^2 \lambda^2_0}{m_0 c^2} E - \frac{e^2 \lambda_0^2}{m_0^2 c^2} (E \cdot \nabla \cdot P_f) + \frac{\Omega e^2 \lambda^2_0}{m_0^2 c^2} (E \cdot E) + \frac{e \lambda_0}{m_0 c^2} \dot{P}_f \times H - \frac{1}{n_{0,f} e \lambda_0} [(E \cdot E) \dot{P}_f + (\dot{P}_f \cdot \nabla) \dot{P}_f]
\]

\[
+ \frac{5}{3} \frac{E_F}{m_0 c^2} \left( \nabla \cdot \nabla \cdot P_f - \frac{2}{3 e n_{0,f} \lambda_0} (E \cdot \nabla \cdot P_f) + \frac{2 \Omega e \lambda_0}{E \cdot \nabla \cdot E) + \frac{\Omega}{n_{0,f} e \lambda_0} \frac{\partial}{\partial t} (E \cdot E).
\]  
(11)

The clear outcome of allowing interband transitions is a blueshifted, intensity-dependent plasma frequency, while convection and nonlocality produce supplementary nonlinear terms that represent new second-order surface \( \frac{-10}{9} \frac{E_F}{m_0 c^2} \frac{1}{m_0 c^2} (E \cdot \nabla \cdot P_f) + \frac{10 e^2 \lambda_0}{m_0^2 c^2} (E \cdot \nabla \cdot E) \) and third-order volume \( \frac{10 e}{m_0} \frac{\partial}{\partial t} (E \cdot \nabla \cdot E) \) sources, with consequences for SHG and THG. Future work will include an assessment of the new material equation of motion (11) as it may apply to metals and semiconductors.
VI. CONCLUSIONS AND SUMMARY

We have discussed a pulse propagation model that accounts for hot carriers, pump depletion, surface and volume nonlinear sources, as well as free and bound electron contributions in the context of a 20-nm-thick ITO layer. We have predicted that nonlocal effects induce anisotropic medium response, and that at high enough intensities optical bistability is triggered. The method can be used to retrieve effective dielectric response in both linear and nonlinear regimes, making it possible to predict the amount of nonlinear index or dielectric change as functions of incident power density. At sufficiently large intensities, we are able to discriminate between third-order free and bound electron contributions to THG. We also predict spectral features of SHG, partly due to nonlocal effects, and in part arising from a SH signal tuned to the ENZ condition. The implication of the induced anisotropy by nonlocal effects is twofold: on one hand it modifies the linear response and the propagation inside the medium as shown above, on the other, it may provide additional tools to tune and enhance nonlinear phenomena like harmonic generation [17]. Finally, the model can also account for interband transitions that drive valence electrons into the conduction band, leading to increased free-charge density and additional second- and third-order nonlinear sources that may help to shed light on a host of nanoscale phenomena in both metals and semiconductors.
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