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Abstract
These expository notes address certain stationary and ergodic properties of the equations of fluid dynamics subject to a spatially degenerate (i.e. frequency localized), white in time gaussian forcing. In order to provide an accessible treatment of some recent progress in this subject (cf. [HM06, HM11, FGHRT13]) we will develop ideas in detail for a class of finite dimensional models. DRAFT: November 3, 2014.

Introduction
Going back at least to [Nov65], stochastic forcing has been used to model the large scale stirring driving turbulent fluids. One might thus hope that invariant measures for this class of stochastic PDEs would contain statistics predicted by theories of turbulent flow. As such, an ongoing mathematical challenge has been to characterize these statistically stationary states, their attraction properties and to obtain various asymptotics in this class of measures for relevant physical parameters.

The use of a gaussian, white in time and spatially correlated (frequency localized) forcing is attractive for several reasons. Firstly the classical theories of turbulence posit that statistics, for example the famous $k^{-5/3}$ cascade of Kolmogorov should be observed in the inertial range independent of the specific details of the forcing. Stochastic perturbation may thus be viewed as a proxy for a ‘generic large scale forcing’. A second advantage specific to white noise is that the effect of the stirring driving the system is more transparent at the level of basic energy balance equations. Finally we have that the equations evolving probability distributions of the flow are the (degenerate) parabolic system, the Kolmogorov-Fokker-Plank equations,
rather than the first order Louisville equations encountered in the deterministic case. Thus one has a greater hope of obtaining uniqueness and ergodicity properties for statistically steady states.

Starting in the mid 90s with the seminal work [FM95] an extensive mathematical literature has developed around the question of uniqueness of invariant measures for the 2d Navier-Stokes equations perturbed by white noise; see [DPZ96, Mat99, Mat02, BKL01, KS01, KS02, Mat03, MP06, HM06, Kup10, HM11, Deb11, KS12]. More recently in a series of groundbreaking works [MP06, HM06, HM08, HM11] methods to treat the physically important case of a spatially degenerate (that is frequency localized) forcing have been developed. These methods have proven to be a useful starting point for the analysis of other interesting nonlinear stochastic PDEs arising in fluid dynamics, [CGHV13, FGHRT13, FGHV].

These notes aim to provide an accessible and largely self-contained account of some of the advances in [MP06, HM06, HM08, HM11, FGHRT13]. To simplify the discussion we present the ideas in the context of a class of finite dimensional models. However the analysis will be developed in such a way as to highlight methods that can be readily generalized to an infinite dimensional context.

1 The Model Equations

We will be studying systems of stochastic ordinary differential equations of the general form

\[ dU + (\nu AU + B(U, U))dt = \sigma dW = \sum_{k=1}^{d} \sigma_k dW^k. \]  

(1.1)

Here the solution \( U : \Omega \times [0, \infty) \to \mathbb{R}^N \) is a stochastic process. The system is driven by a \( d \)-dimensional standard Brownian motion \( W = (W_1, \ldots, W_d) \) where we have in mind that \( d \ll N \). We assume that \( \nu > 0 \) and

\[ A \text{ linear and strictly positive definite so that } \langle \nu AU, U \rangle \geq \alpha |U|^2. \]  

(1.2)

for every \( U \in \mathbb{R}^N \) (and where \( \alpha > 0 \) may depend on \( \nu \)). \( B \) is bilinear and satisfies the cancelation property

\[ \langle B(V, U), U \rangle = 0, \]  

(1.3)

valid for all \( V, U \in \mathbb{R}^N \). Regarding the structure of the stochastic perturbation we assume an additive, time homogenous noise so that\(^1\)

\[ \sigma_1, \ldots, \sigma_d \text{ are fixed elements in } \mathbb{R}^N. \]  

(1.4)

Finally we will suppose that

\[ F \text{ and } \sigma_1, \ldots, \sigma_d \text{ satisfy the Hörmander bracket condition } \]  

(1.5)

where \( F(U) = \nu AU + B(U, U) \). We will recall a precise statement of this final condition, (1.5) below in Definition 6.1.

The following theorem concerning (1.1) will be the focus of our attention below\(^2\)

**Theorem 1.1.** There exists a unique ergodic invariant measure \( \mu \) for (1.1) whenever the conditions (1.2)–(1.5) are satisfied. Under these circumstances \( \mu \) is also mixing and satisfies a law of large numbers.

**Remark 1.1.** Our model (1.1) under the assumptions (1.2)–(1.3) cover a variety of truncations (discretizations) of the 2 and 3 dimensional Navier-Stokes equations as well as a number of other related systems of physical interest. A very similar class of models has previously been employed as a starting point for the study of stochastic fluid flow problems in [AFS08].

\(^1\)Alternatively we may think of \( \sigma \) as a fixed matrix in \( \mathbb{R}^{d \times N} \).

\(^2\)See Section 2 for a recall of precise definition of invariant measures. Morally speaking Theorem 1.1 asserts that (1.1) has a unique statistically steady state and that this distribution represents the time asymptotic statistical behavior of all solutions.
Remark 1.2. We may say that the assumption (1.2)–(1.3) are generic; alone they do not impose any special structure on the way energy is injected into the system or on how these stochastic terms interact with the nonlinear terms in $F$. We will thus derive a number of basic properties (well-posedness, moment bounds, existence of stationary states) which would be expected to hold in a wide variety of settings. It is in analyzing the uniqueness and attraction properties of stationary states that we require a much more detailed understanding of the interaction of the nonlinear and stochastic terms as embodied in (1.5). See sections 6–8 below.

1.1 Well Posedness

As usual the starting point is to show that (1.1) is a well-posed problem. Under (1.2)–(1.3) we have the following proposition.

Proposition 1.1. Fix a stochastic basis $S = (Ω, F, P; \{F_t\}_{t \geq 0}, W)$, that is a filtered, right continuous and complete probability space with $W = (W_1, \ldots, W_d)$ a $d$-dimensional standard Wiener process relative to this filtration. For every $U_0 \in \mathbb{R}^N$, there exists a unique $U(\cdot, U_0) : Ω \times [0, \infty) \rightarrow \mathbb{R}^N$ such that

$$U(\cdot, U_0) \in C([0, \infty); \mathbb{R}^N) \text{ a.s. and is } F_t \text{- adapted}$$

and satisfies

$$U(t) + \int_0^t (\nu AU + B(U, U))ds = U_0 + \sum_k \sigma_k W_k(t)$$

for every $t \geq 0$. Moreover solutions depend continuously on initial conditions, namely, whenever $U_0^k \rightarrow U_0$

$$U(t, U_0^k) \rightarrow U(t, U_0),$$

almost surely for every $t \geq 0$.

Proof. Uniqueness and continuous dependence of solutions on initial conditions, (1.8) is established with a standard Grönwall argument. To prove existence of solutions we begin by truncating (1.1) as follows. Take

$$dU^R + (\nu AU^R + \theta_R(|U|^2)B(U^R, U^R))dt = \sum_k \sigma_k dW_k,$$

where $\theta_R : \mathbb{R} \rightarrow [0, 1]$ is a smooth cut-off function which is identity on $[0, R]$ and zero on $[R+1, \infty)$. Observe that this truncated system has globally Lipschitz drift terms. We therefore obtain the global existence of solutions using Banach fixed point arguments on the space $L^2(Ω, C([0, T]; \mathbb{R}^N))$; see e.g. [Oks03]. Now define

$$\tau_R := \inf_{t \geq 0} \{|U^R(t)|^2 \geq R\}.$$

Up to this stopping time $U^R$ solves (1.1). By uniqueness we therefore obtain the existence of solutions up to a possible blow up time $\tau_\infty$. To see that $P(\tau_\infty < \infty) = 0$ we apply the Itô formula and obtain that

$$d|U|^2 + 2\alpha |U|^2 dt \leq |\sigma|^2 dt + 2\langle U, \sigma \rangle dW$$

so that for any $T > 0, R > 0$,

$$\mathbb{E}\left(\sup_{t \in [0, \tau_R \wedge T]} |U(t)|^2\right) \leq C|\sigma|^2 T,$$

where the constant $C$ is independent of $R > 0$. Hence, by the monotone convergence theorem, we conclude that $\tau_\infty > T$ a.s., completing the proof.
2 The Markovian Framework

We turn now to recall the Markovian setting for (1.1). This framework illuminates a deep connection between SDEs and PDEs and provides the appropriate set-up for us to investigate statistically steady states.

Take

\[ P_t(U_0, A) = \mathbb{P}(U(t, U_0) \in A), \quad t \geq 0, A \in \mathcal{B}(\mathbb{R}^n) \]

where \( \mathcal{B}(\mathbb{R}^N) \) are the Borelian subsets of \( \mathbb{R}^N \). The Markov semigroup is given by

\[ P_t\phi(U_0) = \int_{\mathbb{R}^N} \phi(U)P_t(U_0, dU) = \mathbb{E}\phi(U(t, U_0)) \quad (2.1) \]

which acts on \( \mathcal{M}_b(\mathbb{R}^N) \), measurable bounded functions on \( \mathbb{R}^N \). Intuitively \( \{P_t\}_{t \geq 0} \) acts by as evolving forward observable quantities according to the model (1.1) and then averaging the resulting values over many independent realizations.

In view of (1.8) in Theorem 1.1 we obtain important continuity properties for \( \{P_t\}_{t \geq 0} \). For example it is easy to see that \( P_t \) is Feller, i.e.

\[ P_t : C_b(\mathbb{R}^N) \rightarrow C_b(\mathbb{R}^N) \]

where \( C_b(\mathbb{R}^N) \) consists of continuous bounded functions and is stochastically continuous meaning that

\[ \lim_{t \to 0} P_t(U_0, B_\delta(U_0)^\circ) = 0 \quad (2.2) \]

for any \( U_0 \in \mathbb{R}^N \) and any fixed \( \delta > 0 \).

To see that \( \{P_t\}_{t \geq 0} \) is indeed a semigroup of operators on \( C_b(\mathbb{R}^N) \) we note that solutions \( U(\cdot, U_0) \) of (1.1) satisfy the Markov property namely

\[ \mathbb{E}(\phi(U(t + s, U_0))|\mathcal{F}_s) = P_t\phi(U(s, U_0)) \]

almost surely for all \( 0 < s < t \) and \( \phi \in C_b(\mathbb{R}^N) \). Furthermore, \( \{P_t\}_{t \geq 0} \) is the solution semigroup of a linear partial differential equation which can be written down explicitly. Taking \( \psi(t, U) = P_t\phi(U) \) it is not hard to show using the Itô lemma that \( \psi \) satisfies

\[ \partial_t\psi = L\psi; \quad \psi(0, U) = \phi(U) \quad (2.3) \]

where the generator \( L \) is given by

\[ L\phi = -\langle \nu AU + B(U, U), \nabla \psi \rangle + \frac{1}{2}\text{tr}(\sigma\sigma^*\nabla^2\psi). \quad (2.4) \]

This system is called the Kolmogorov (forward) equation.

The dual semigroup of \( \{P_t\}_{t \geq 0} \) acts on Borel probability measures \( \mu \in \mathcal{P}(\mathbb{R}^N) \) according to

\[ P_t^*\mu(A) = \int_{\mathbb{R}^N} P_t(U_0, A)d\mu(U_0), \quad A \in \mathcal{B}(\mathbb{R}^N) \]

that is \( \mu_t = P_t^*\mu \) is the probability law of solution starting from an initial condition distributed according \( \mu \). When \( \mu(A) = \int_A p_t(x)dx \) where \( p_t \in C(\mathbb{R}^N) \) then \( p_t \) satisfies the Fokker-Plank equation

\[ \partial_t p_t = L^*p_t; \quad p_0 \sim^d \mu. \quad (2.5) \]

---

\textsuperscript{3} A rigorous proof of this identity in our setting can be found in \([AFS08]\).

\textsuperscript{4} Recall that we view \( \sigma = (\sigma_1, \ldots, \sigma_d) \) as a matrix in \( \mathbb{R}^{N \times d} \).

\textsuperscript{5} In other words we are referring to case when \( \mu \) is absolutely continuously with respect to Lebesgue measure; in more elementary terms this is case where solutions of (1.1) are distributed as continuous random variables.
An invariant measure for the Markov semigroup is an element $\mu$ such that $P_t^* \mu = \mu$ for all $t \geq 0$. Such elements are (possibly generalized) solutions of

$$L^* p^* = 0 \quad (2.6)$$

and represent statistically steady states of (1.1). Namely if $\mu$ is an invariant measure and $U_0$ is distributed according to $\mu$ (i.e. $\mu(A) = P(U_0 \in A)$, for all $A \in B(\mathbb{R}^N)$) then $U(t, U_0)$ maintains this distribution $\mu$ at all later times $t > 0$.

The question of the existence of invariant measures is relatively straightforward. It is the uniqueness and attraction properties of these statistical states that is a subtle issue which depends heavily on the nonlinear structure of (1.1). Having shown that $\mu$ is unique we infer that it is ergodic. This means that

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T \mathbb{E} \phi(U(t, U_0)) dt = \int_{\mathbb{R}^N} \phi(U) d\mu(U) \quad (2.7)$$

which holds for every $\phi \in L^2(\mathbb{R}^N, \mu)$ and $\mu$-almost every $U_0 \in \mathbb{R}^N$. One might also hope to establish stronger attraction properties for $\mu$. For example we say that $\mu$ is mixing if

$$\lim_{T \to \infty} \mathbb{E} \phi(U(T, U_0)) = \int_{\mathbb{R}^N} \phi(U) d\mu(U) \quad (2.8)$$

for every $\phi \in C(\mathbb{R}^N)$ and any $U_0 \in \mathbb{R}^N$. On the other hand, $\mu$ satisfies a law of large numbers if

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T \phi(U(t, U_0)) dt = \int_{\mathbb{R}^N} \phi(U) d\mu(U) \quad (2.9)$$

almost surely for $\phi \in C(\mathbb{R}^N)$ and any $U_0 \in \mathbb{R}^N$.

It is worth noting that (2.7)–(2.9) are rigorous statements about measurement. Under the presumption that (1.1) is an accurate model for turbulent flow (in some particular physical setting) we might suppose that $\mu$ uniquely characterizes the statistics of developed turbulence. As such (2.7)–(2.9) tell us that one may ‘observe’ $\mu$ through physical or numerical experiments. For example we may take $\phi(U) = |U|^2$ or $\phi(U) = \langle U, e_k \rangle$.\textsuperscript{6}

In view of (2.3)–(2.5) it is possible approach the study of statistical properties for (1.1) with the methods of (deterministic) partial differential equations. See e.g. [Ris89, Str12]. In particular since we are mainly interested in understanding (1.1) the degenerate case where the number of directly excited directions $d$ is much smaller than the dimension of the phase space ($d << N$) one would expect that the analysis of (2.3), (2.5) to involve the hypoelliptic theory of Hörmander [H67] making use of the methods of pseudodifferential calculus.

We will take a more probabilistic approach in our analysis of invariant measures for $\{P_t\}_{t \geq 0}$ here. This probabilistic view is in particular motivated by the fact that the tools that we develop been have been successfully adapted to an infinite dimensional setting appropriate for stochastic partial differential equations.

### 3 Moment Estimates and the Existence of Stationary States

Some basic properties of solutions of (1.1) may be derived under (1.2)–(1.3) without any further assumptions. In particular the existence of statistically invariant states follow from basic energy balance considerations.

By applying the Itô formula to (1.1) we have that

$$d|U| + 2\langle \nu AU + B(U, U), U \rangle = |\sigma|^2 + 2\langle \sigma, U \rangle dW$$

With (1.2), (1.3) we thus infer

$$|U(t)|^2 + 2\alpha \int_0^T |U|^2 dt \leq |U_0|^2 + |\sigma|^2 T + 2\sum_{k=1}^d \int_0^T \langle \sigma_k, U \rangle dW^k. \quad (3.1)$$

\textsuperscript{6}In infinite dimensions these questions of measurement are somewhat more complicated as we must address the regularity properties of observables more carefully. Nevertheless, similar statements can be proven.
Consider the time averaged measures
\[ \mu_T(A) = \frac{1}{T} \int_0^T \mathbb{P}(U(t) \in A) dt. \]

Using the Markov inequality and (3.1) we estimate
\[ \mu_T(B(0, R)) = 1 - \frac{1}{T} \int_0^T \mathbb{P}(|U(t)|^2 > R^2) dt \geq 1 - \frac{1}{TR^2} \int_0^T \mathbb{E}|U(t)|^2 dt \]
\[ \geq 1 - \frac{|\sigma|^2 + |U_0|^2 T^{-1}}{2\alpha R^2}. \]

This shows that \( \{\mu_T\}_{T \geq 0} \) is tight and hence a weakly compact sequence. Any sub-sequential limit of this sequence is an invariant measure for (1.1). To see this observe that for any \( \mu = \lim_{T \to \infty} \mu_T \)
\begin{align*}
\langle P^*_{t, \mu}, \phi \rangle &= \lim_{T_j \to \infty} \langle \mu_{T_j}, P_t \phi \rangle = \lim_{T_j \to \infty} \frac{1}{T_j} \int_0^{T_j} P_{t+s} \phi(U_0) ds \\
&= \lim_{T_j \to \infty} \left( \langle \mu_{T_j}, \phi \rangle + \frac{1}{T_j} \int_{T_j}^{T_j+t} P_s \phi(U_0) ds - \frac{1}{T_j} \int_0^t P_s \phi(U_0) ds \right) = \langle \mu, \phi \rangle.
\end{align*}

Returning again to the energy balance (3.1) one may show that family of invariant measures \( \mathcal{I} \) is tight and is hence weakly compact collection.

### 3.1 Exponential Martingales

We can use (3.1) to derive additional exponential moment estimates which will play a crucial role below. For this we recall the following useful martingale bound

**Proposition 3.1.** Suppose that \( \{M_t\}_{t \geq 0} \) is a square integrable, mean zero, martingale (relative to some fixed stochastic basis \( S = (\Omega, \mathcal{F}, \mathbb{P}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \)) and let \( \langle M \rangle_t \) be the associated quadratic variation process.\(^7\) Then
\[ \mathbb{P} \left( \sup_{t \geq 0} (M_t - \frac{\gamma}{2} \langle M \rangle_t) \geq K \right) \leq e^{-\gamma K}, \quad (3.2) \]
for any \( \gamma, K > 0. \)

**Proof.** By the martingale representation theorem, there exists an adapted, square integrable stochastic process \( f \) such that \( M_t = \int_0^t f dW. \) It is not hard to see from Itô’s lemma that
\[ N_t := \exp \left( \gamma \int_0^t f dW - \frac{\gamma^2}{2} \int_0^t |f|^2 ds \right) \quad (3.3) \]
is a local martingale. Using Doob’s inequality we therefore estimate
\[ \mathbb{P} \left( \sup_{s \in [0, T \wedge \tau_n]} (M_t - \frac{\gamma}{2} \langle M \rangle_t) \geq K \right) = \mathbb{P} \left( \sup_{s \in [0, T \wedge \tau_n]} N_t \geq e^{K\gamma} \right) = \mathbb{P} \left( \sup_{s \in [0, T]} N_t \geq e^{K\gamma} \right) \leq \frac{1}{e^{K\gamma}} \]
for any \( T > 0 \) where \( \tau_n \) is the localizing sequence for (3.3). Taking \( T, n \to \infty \) completes the proof. \( \square \)

\(^7\)Recall that the quadratic variation is given by
\[ \langle M \rangle_t := \lim_{|\Pi_N| \to 0} \sum_{k=0}^N |M_{t_k} - M_{t_{k-1}}|^2 \]
where \( \Pi_N \) is any sequence of partitions of \([0, t]\) whose maximum interval goes to zero as \( N \to \infty. \) By the Martingale representation theorem \( M_t = \int_0^t f dW \) for some adapted, square integrable \( f. \) One may therefore infer that \( \langle M \rangle_t = \int_0^t |f|^2 ds; \) see [KS91] for further details.
We make use of (3.2) with (3.1) as follows. For any \( \gamma > 0 \) we have that
\[
|U(t)|^2 + 2\alpha \int_0^t |U|^2 dt - 2\gamma \sum_{k=1}^d \int_0^t (\sigma_k, U)^2 dt - |U(0)|^2 - |\sigma|^2 t \\
\leq 2 \sum_{k=1}^d \int_0^t (\sigma_k, U)^2 dt - 2\gamma \sum_{k=1}^d \int_0^t (\sigma_k, U)^2 dt.
\]
Therefore by taking \( \gamma = \gamma(|\sigma|^2, \nu) \) sufficient small and noting that \( 2 \sum_{k=1}^d \int_0^T (\sigma_k, U)^2 dt \) is square integrable martingale with quadratic variation \( 4 \sum_{k=1}^d \int_0^T (\sigma_k, U)^2 dt \) we obtain:

**Lemma 3.1.** There exists \( \gamma = \gamma(|\sigma|^2, \nu) \) such that
\[
P \left( \sup_{t \geq 0} \left( |U(t)|^2 + \alpha \int_0^t |U|^2 dt - |\sigma|^2 t \right) \geq K/2 \right) \leq \exp(-K \gamma),
\]
for every \( K \geq 2|U_0|^2 \). Moreover
\[
\mathbb{E} \exp \left( \eta \sup_{s \in [0,t]} \left( |U(s)|^2 + \alpha \int_0^t |U(s)|^2 ds \right) \right) \leq \exp(\eta(|U_0|^2 + |\sigma|^2 t))
\]
where \( \eta = \eta(|\sigma|^2, \nu) \) is independent of \( t > 0 \).

## 4 Criteria for the Uniqueness of Invariant Measures

We have seen that the existence of an invariant measure is easily established from energy balances and a time averaging procedure. The analysis of uniqueness and convergence of these measures is a much more subtle issue as exemplified by the associated (degenerate) elliptic problem (3.2).

From a probabilistic point of view, a starting point for proving the uniqueness of invariant measures and for establishing attraction properties is the Doob-Khasminskii theorem [Doo48], [Km60]. Before turning to a precise statement of this result we first recall some generalities and establish notations. Let \((H, \rho)\) be a metric space and take \( M(H) \), respectively \( Pr(H) \), to be the set of signed, respectively probability, measures on \((H, \mathcal{B}(H))\). We say that a sequence \( \{\mu_n\}_{n \geq 0} \subset M(H) \) converges weakly if
\[
\int_H \phi(U) d\mu_n(U) \to \int_H d\phi(U) \mu(U)
\]
for all continuous bounded \( \phi : H \to \mathbb{R} \). Recall that according to Prokhorov’s theorem a collection of elements \( \mathcal{I} \subset Pr(H) \) is weakly compact if for every \( \epsilon > 0 \) there is a compact set \( K_\epsilon \) such that \( \mu(K_\epsilon) \geq 1 - \epsilon \) for every \( \mu \in \mathcal{I} \). For \( \mu \in M(H) \) the total variation norm is defined equivalently as
\[
\|\mu\|_{TV} = \frac{1}{2} \sup_{\phi \in C_c(H), \|\phi\|_\infty \leq 1} \left| \int_H \phi(U) d\mu(U) \right| = \sup_{\Gamma \in \mathcal{B}(H)} |\mu(\Gamma)|.
\]
It is not hard to show that \( \mu_1, \mu_2 \) are mutually singular\(^{10}\) if and only if \( \|\mu_1 - \mu_2\|_{TV} = 1 \).

Now consider a stochastically continuous and Feller Markov semigroup \( \{P_t\}_{t \geq 0} \) on \((H, \rho)\).\(^{11}\) We say that an invariant measure \( \mu \) of \( \{P_t\}_{t \geq 0} \) is ergodic if whenever \( \Gamma \in \mathcal{B}(H) \) is such that \( P_t 1_{\Gamma} = 1_{\Gamma} \) \( \mu \)-almost surely for every \( t \geq 0 \) then \( \mu(\Gamma) = 0 \) or 1.

One may show that

\(^{8}\)One of the breakthroughs in [HM06] is that the main conclusions of these results still hold under much weaker conditions which are more suitable for infinite dimensional systems. See Remark 4.1 below.

\(^{9}\)The notations and terminology from probability theory can cause significant confusion from the point of view of functional analysis. We are actually identifying \( M(H) \) as a subspace of \( C_c(H)^* \) and thus it more accurate in the language of functional analysis to say that (4.1) is a weak* convergence. Some authors therefore refer to (4.1) as vague convergence to avoid this confusion.

\(^{10}\)Recall that two probability measures \( \mu_1 \) and \( \mu_2 \) are mutually singular if there exists \( A \in \mathcal{B}(H) \) such that \( \mu_1(A) = 1 \) and \( \mu_2(A^c) = 1 \).

\(^{11}\)One may consult e.g. [DPZ96] for details on the general setting of Markov semigroups of metric (Polish) spaces. However the reader may be contented to interpret the results given here entirely in the concrete setting introduced above for (1.1).
(a) The set of invariant measures of \( \{P_t\}_{t \geq 0} \) is convex and closed in the topology of weak convergence.

(b) The set of ergodic invariant measures are the extremal points of \( \mathcal{I} \).

(c) Any two distinct ergodic invariant measures for \( \{P_t\}_{t \geq 0} \) must be mutually singular.

See e.g. [DPZ96] for further details.

We now recall a form of the Doob-Khasminskii theorem convenient for our purposes as follows:

**Theorem 4.1.** Suppose that \( \{P_t\}_{t \geq 0} \) is a Markov semigroup on a metric space \((H, \rho)\) and assume that the set of invariant measures \( \mathcal{I} \) is compact in the topology of weak convergence. Suppose that

(i) \( P_t \) is weakly irreducible i.e. there is a point \( U_0^* \) which is in the support of every invariant measure.\(^{12}\)

(ii) \( P_t \) is strong feller, meaning that for some \( t \geq 0, P_t \) maps \( \mathcal{M}_b(H) \) to \( \mathcal{C}_b(H) \).

Then \( \mathcal{I} \) has at most one element.

**Proof.** Let \( \mu_1, \mu_2 \) be two ergodic invariant measures. We will estimate their distance in the total variation norm so that any bound showing that \( \|\mu_1 - \mu_2\|_{TV} < 1 \) implies that \( \mu_1 = \mu_2 \). In order to make use of the assumed continuity of \( \{P_t\}_{t \geq 0} \) we recall that \( P_t \) being strong Feller implies that \( U \mapsto P_{2t}(U, \cdot) \) is continuous in the total variation norm. See [Sei01, Hai07].

For \( \varepsilon > 0 \) define \( m_\varepsilon = \min\{\mu_1(B_r(U_0^*)), \mu_2(B_r(U_0^*))\} \) where \( B_r(U_0^*) \) is the \( \varepsilon \) ball around \( U_0^* \), the point common to the support of all elements in \( \mathcal{I} \). In view of weak irreducibility, \( m_\varepsilon > 0 \). One may decompose

\[
\mu_j = (1 - m_\varepsilon)\bar{\mu}_j^\varepsilon + m_\varepsilon \mu_j^\varepsilon
\]

where \( \bar{\mu}_j^\varepsilon, \mu_j^\varepsilon \in \text{Pr}(H) \) and \( \mu_j^\varepsilon(B_r(U_0^*)) = 1 \) for \( j = 1, 2 \).\(^{13}\) Since \( \mu_1, \mu_2 \) are invariant we estimate

\[
\|\mu_1 - \mu_2\|_{TV} = \|P_{2t}\mu_1 - P_{2t}\mu_2\|_{TV} \leq m_\varepsilon \|P_{2t}\mu_1^\varepsilon - P_{2t}\mu_2^\varepsilon\|_{TV} + (1 - m_\varepsilon)
\]

\[
= m_\varepsilon \sup_{U \in B(H)} \left| \int_{B_r(U_0^*)} P_t(U, \Gamma) d\mu_1^\varepsilon(U) - \int_{B_r(U_0^*)} P_t(\bar{U}, \Gamma) d\mu_2^\varepsilon(\bar{U}) \right| + (1 - m_\varepsilon)
\]

\[
\leq 1 - m_\varepsilon \left( 1 - \sup_{U, \bar{U} \in B_r(U_0^*)} \|P_{2t}(U, \cdot) - P_{2t}(\bar{U}, \cdot)\|_{TV} \right)
\]

Since \( P_{2t} \) is continuous in the total variation norm, by taking \( \varepsilon > 0 \) sufficiently small the we obtain that

\[
\sup_{U, \bar{U} \in B_r(U_0^*)} \|P_t(U, \cdot) - P_t(\bar{U}, \cdot)\| \leq \frac{1}{2}
\]

and infer that \( \mu_1 \) and \( \mu_2 \) cannot be mutually singular, completing the proof. \( \square \)

**Remark 4.1** (The asymptotic strong Feller property). *It turns out that the finite time smoothing required by the strong Feller condition is too stringent for a degenerate stochastic forcing in infinite dimensions. In [HM06, HM08, HM11] it was shown that a time asymptotic smoothing is all that is required for the uniqueness (and certain desirable attraction properties) of invariant measures. This replacement for the first condition (i) is referred to as the asymptotic strong Feller (ASF) property. We refrain from recalling precise definitions here as it would require introducing the Kantorovich distance and other formalities. In application this condition allows for less restrictive estimates on the gradient of the Markov semigroup, see Remark 6.1 below.*

\(^{12}\)Recall that \( U_0^* \) is in the support of a measure \( \mu \) if \( \mu(O_{U_0^*}) > 0 \) for every open set \( O_{U_0^*} \) containing \( U_0^* \).

\(^{13}\)Indeed take \( \mu_j^\varepsilon = \mu_j(B_r(U_0^*) \cap \cdot) / \mu_j(B_r(U_0^*)) \), \( \bar{\mu}_j^\varepsilon = \mu_j(B_r(U_0^*) \cap \cdot) / \mu_j(B_r(U_0^*) \cap \cdot) \) for \( j = 1, 2 \). We then write each \( \mu_j \) as a convex combination of \( \mu_j^\varepsilon \) and \( \bar{\mu}_j^\varepsilon \). For the measure which does not give the minimizer of \( m_\varepsilon \), we adjust \( \bar{\mu}_j^\varepsilon \) by moving inward along the line connecting \( \mu_j^\varepsilon \), \( \bar{\mu}_j^\varepsilon \).
We will show that 0 is in the support of every invariant measure of (1.1). The proof relies on the fact that the dynamics of unforced version of (1.1) collapse to the trivial state as $t \to \infty$.

Note that, since we would typically consider $\sigma(x)W(t) = \sum_{k=1}^{d} \sigma_k(x)W_k(t)$ for which the $\sigma_k$’s are smooth in $x$, the proof below is easily adapted to the full 2D Navier-stokes equations (and certain other infinite dimensional systems). For much more refined results concerning the reachability of other portions of the phase space in both finite and infinite dimensions see [AS04, AS05, MP06, AS06, AKSS07] and containing references.

We begin by proving the following lemma

**Lemma 5.1.** For every $R > 0$ and every $\epsilon > 0$ there exists $T_* = T_*(R, \epsilon, \alpha)$ such that

$$\inf_{U_0 \in B_R} P_t(U_0, B_\epsilon) > 0,$$

for every $t > T_*$ and where $B_R = \{ U : |U| \leq R \}$.

**Proof.** For any $\gamma > 0, t > 0$ define

$$S_{\gamma, t} = \left\{ \sup_{s \in [0, t]} |\sigma W(s)| < \gamma \right\}$$

By the elementary properties of Brownian motion (see e.g. [KS91]) we have that $P(S_{\gamma, t}) > 0$ for any choice of $\gamma, t > 0$. For $R, \epsilon > 0$ and all $t > T_*$ (for $T_*$ to be determined shortly) we will now show that there exists $\gamma > 0$ such that $\inf_{U_0 \in B_R} P_t(U_0, B_\epsilon) \geq P(S_{\gamma, t})$.

Let $\bar{U} = U - \sigma W$. Then $\bar{U}$ satisfies

$$\frac{d\bar{U}}{dt} + \nu A\bar{U} + B(\bar{U}, \bar{U}) = -B(\sigma W, \sigma W) - B(\bar{U}, \sigma W) - \nu A\sigma W; \quad \bar{U}(0) = U_0. \quad (5.2)$$

Using (1.2), (1.3) we obtain the estimate

$$\frac{1}{2} \frac{d|\bar{U}|^2}{dt} + \alpha |\bar{U}|^2 \leq C_1 \left( (|\sigma W|^2 + |\sigma W|)|\bar{U}| + |\sigma W||\bar{U}|^2 \right)$$

for a constant $C_1$ depending on $A, B$ and $\nu$ but independent of $t \geq 0$. Rearranging we obtain that

$$\frac{d|\bar{U}|^2}{dt} + (\alpha - |\sigma W|)|\bar{U}|^2 \leq C_2 \left( (|\sigma W|^2 + |\sigma W|)^2 \right).$$

We now specify that $\gamma \leq (\alpha/2)$. For such $\gamma$ on $S_{\gamma, t}$ we have with the Grönwall lemma that

$$|U(t)|^2 \leq e^{-t(\beta/2)}|U_0|^2 + \frac{2C_2(\gamma^2 + \gamma^2)}{\alpha}. \quad (5.2)$$

Recalling that $P_t(U_0, B_\epsilon) = \mathbb{P}(|U(t, U_0)| \leq \epsilon)$ we now obtain (5.1) by further shrinking $\gamma$ and taking $t$ sufficiently large as a function of $R$. The proof is thus complete.

---

14For example the situation would be much more complicated if we added a deterministic (and time independent) forcing to (1.1) in directions not perturbed by stochastic forcing.
With Lemma 5.1 in hand we now establish that (1.1) is weakly irreducible as follows. Fix any invariant measure $\mu$ of $\{P_t\}_{t \geq 0}$ and any $\epsilon > 0$. Pick $R > 0$ such that $\mu(B_R) \geq 1/2$. Invoking Lemma 5.1 we choose $T_* = T_*(R, \epsilon/2)$ so that $\inf_{U \in B_R} P_{T_*}(U, B_{\epsilon/2}) > 0$. Now take $\phi_\epsilon : \mathbb{R}^N \to [0,1]$, smooth such that

$$\phi_\epsilon(U) = \begin{cases} 1 & \text{when } U \in B_{\epsilon/2}, \\ 0 & \text{when } U \in B_{\epsilon}^c. \end{cases}$$

Observe that, by the invariance of $\mu$

$$\mu(B_\epsilon) \geq \int \phi_\epsilon(U)d\mu(U) = \int P_{T_*} \phi_\epsilon(U)d\mu(U) \geq \int_{B_R} P_{T_*} \phi_\epsilon(U)d\mu(U) \geq \int_{B_R} P_{T_*}(U, B_{\epsilon/2})d\mu(U) \geq \inf_{U \in B_R} P_{T_*}(U, B_{\epsilon/2})\mu(B_R).$$

In conclusion this proves:

**Proposition 5.1.** Consider (1.1) under (1.2), (1.3), (1.4). Then the trivial solution is in the support of every invariant measure of (1.1). In particular $\{P_t\}_{t \geq 0}$ is weakly irreducible in the sense of Theorem 4.1.

### 6 Hörmander’s Condition

We turn now to address the smoothing properties of $\{P_t\}_{t \geq 0}$ as required by the second condition in Theorem 4.1. It is not to be expected in general that equations of the form (2.3) yield such desirable smoothing effects. This is because the second order diffusion terms are not assumed to be positive definite. We will therefore need to develop more refined conditions concerning the interactions between the drift and diffusion terms in (1.1).

The study of such degenerate parabolic equations goes back at least to Kolmogorov, [Kol34], and is the subject of a vast literature. A systematic theory of hypo-ellipticity was developed later by Hörmander, [Hö67] where essentially sharp conditions concerning smoothing properties for systems like (2.3), were obtained. Hörmander’s condition may be formulated for (2.3) as follows:

**Definition 6.1.** Define recursively

$$V_0 = \text{span}\{\sigma_k : k = 1, \ldots, d\}$$

$$\vdots$$

$$V_n = \text{span}\{E, [E,F], [E,\sigma_k] : k = 1, \ldots, d \text{ and } E \in V_{n-1}\}$$

where $F(U) = -\nu AU - B(U, U)$ and the Lie bracket between two (smooth) vector fields $G, H : \mathbb{R}^N \to \mathbb{R}^N$ is given by $[G, H] = \nabla HG - \nabla GH$. One says that (2.3) satisfies the parabolic Hörmander condition if $\bigcup_n V_n(U) = \mathbb{R}^N$ for all $U \in \mathbb{R}^N$.

With this condition in mind we have the following results for our model (1.1)

**Proposition 6.1.** Suppose that (1.1) satisfies (1.2), (1.3), (1.4) and (1.5); that is (1.1) maintains the parabolic Hörmander condition given in Definition 6.1. Then, for every $t > 0$ and each $\phi \in C_0^\infty(\mathbb{R}^N)$,

$$\|\nabla P_t \phi(U_0)\| \leq C \left( \sup_{U \in \mathbb{R}^N} |\phi(U)| \right),$$

where $C = C(|U_0|, t)$ is independent of $\phi$. As such, the Markov semigroup $\{P_t\}_{t \geq 0}$ associated to (1.1) satisfies the strong feller condition.

**Remark 6.1.** In infinite dimensions it is doubtful that the instantaneous smoothing in (6.2) may be obtained when $\sigma$ is degenerate. Instead following [HM06] one may establish

$$\|\nabla P_t \phi(U_0)\| \leq C \left( \sup_{U} |\phi(U)| + \delta(t) \sup_{U} \|\nabla \phi(U)\| \right),$$

where $\delta(t) \to 0$ as $t \to \infty$. This later bound implies the asymptotic strong Feller condition which, when combined with weak irreducibility, is sufficient to derive the conclusion in Theorem 4.1.
It is possible to prove Proposition 6.1 with PDE methods along the lines of [Hö67]. However, given the deep connection alluded to by (2.3), (2.5) between parabolic type partial differential equations on the one hand and white noise driven stochastic differential equations on the other, it is natural to want to have a probabilistic strategy to prove smoothing properties for (2.3), (2.5). This was the initial motivation for the development of the Malliavin calculus initiated in the seminal work [Mal78].

Below we will follow this more probabilistic approach to establish Theorem 6.1. This is because these methods have been shown to be tractable for analyzing certain hypo-elliptic systems in an infinite dimensional setting; see [HM06, HM11, FGHRT13, FGHV].

7 Smoothing Through Control

In this section we show how gradient bounds of the form (6.2) can be translated to a control problem through the usage of Malliavin calculus. Fix any unit vector $\xi \in \mathbb{R}^N$ and observe that

$$\nabla P_t \phi(U_0) \xi = \mathbb{E} (\nabla \phi(U(t, U_0)), \mathcal{J}_{0,t} \xi)$$

where for any $0 \leq s < t$, $\mathcal{J}_{s,t} \xi$ is the solution of the linear system

$$\frac{d}{dt} \rho + \nu A \rho + \nabla B(U) \rho = 0, \quad \rho(s) = \xi,$$

with $\nabla B(U) \rho = B(U, \rho) + B(\rho, U)$.

We would now like to find a systematic way of matching perturbations of the initial condition in the direction $\xi \in \mathbb{R}^N$ with a corresponding perturbation in the noise in the direction $v(\xi) \in L^2(0, t; \mathbb{R}^d)$ which will allow us to ‘remove of the gradient’ from $\phi$ in (7.1). To make sense of these vague statements we now recall some elements of the Malliavin calculus. See e.g. [Bel87, Nua09, NP12] for a systematic overview of this subject.

7.1 Some elements of Malliavin Calculus

The Malliavin calculus is a calculus of variations in noise paths for random elements expressible as measurable transformations of an underlying gaussian process. We will now recall some basic elements of this theory: the derivative operator, the divergence operator (otherwise known as the Skohorhod integral), the integration by parts formula and the Malliavin covariance matrix.

For $p \geq 2$ the (Malliavin) derivative operator $\mathcal{D} : \mathbb{D}^{1,p} \subset L^p(\Omega) \to L^p(\Omega; L^2(0, t; \mathbb{R}^d))$ is defined on the class of ‘smooth’ random variables $\mathcal{S}$ of the form

$$F = F(W) = f \left( \int_0^t g_1 dW, \ldots, \int_0^t g_n dW \right)$$

where $f : \mathbb{R}^n \to \mathbb{R}$ is Schwartz class\(^{15}\) and $g_1, \ldots, g_n$ are deterministic elements in $L^2(0, t; \mathbb{R}^d)$ according to\(^{16}\)

$$\mathcal{D}_s F = \sum_{k=1}^n \partial_{x_k} f \left( \int_0^t g_1 dW, \ldots, \int_0^t g_n dW \right) g_k(s).$$

Starting from this definition one may show that $\mathcal{D}$ is a closed operator and we denote its domain by $\mathbb{D}^{1,p}$.

One immediate consequence of this definition is that

$$\text{if } F \in \mathbb{D}^{1,p} \text{ is } \mathcal{F}_r \text{ measurable then } \mathcal{D}_s F = 0 \text{ for all } s > r.$$  

One may also show that for $F \in \mathbb{D}^{1,p}$

$$\langle \mathcal{D} F(W), v \rangle_{L^2(0, t; \mathbb{R}^d)} = \lim_{\epsilon \to 0} \frac{F(W + \epsilon v) - F(W)}{\epsilon}$$

\(^{15}\)Recall that this refers to all the $C^\infty$ functions $f$ such that $f$ and all its derivatives decay to zero faster than any polynomial at $\infty$.

\(^{16}\)We follow the notation of denoting $\mathcal{D}_t F$ as the Malliavin derivative of $F$ evaluated at time $t$.\]
where \( V(s) = \int_0^s v(r)dr \) and \( v \in L^2(0, t, \mathbb{R}^d) \).\(^{17}\) Observe that (7.5) allows us to view \( \mathcal{D} \) as stochastic gradient operator.

A similar construction applies for random variables taking values in a Hilbert space \( H \). We define \( \mathcal{D} : \mathbb{D}^{1,p}(H) \subset L^p(\Omega, H) \to L^p(\Omega, L^2(0, t; \mathbb{R}^d) \otimes H) \)\(^{18}\) starting with its action \( \mathcal{D} F = \sum_j \mathcal{D} F_j \otimes h_j \) on random element of the form \( F = \sum_j F_j h_j \) with \( F_j \in \mathcal{S}, h_j \in H \).

We will make use of two fundamental elements of the Malliavin calculus. Firstly we have a chain rule: for every \( F \in \mathbb{D}^{1,2}(\mathbb{R}^N) \) and any \( \phi \in C^1(\mathbb{R}^N) \) we have that \( \phi(F) \in \mathbb{D}^{1,2} \) and

\[
\mathcal{D} \phi(F) = \nabla \phi(F) \mathcal{D} F. \tag{7.6}
\]

We next recall an integration by parts formula which starts from an expression of duality. Take \( \mathcal{D}^* : \text{Dom}(\mathcal{D}^*) \subset L^2(\Omega; L^2(0, t; \mathbb{R}^d)) \to L^2(\Omega) \) to be the dual of \( \mathcal{D} \) so that

\[
\mathbb{E}(\mathcal{D} F, v)_{L^2(0, t; \mathbb{R}^d)} = \mathbb{E}(F \mathcal{D}^* v) \tag{7.7}
\]

for every \( F \in \mathbb{D}^{1,2} \) and \( v \in \text{Dom}(\mathcal{D}^*) \). \( \mathcal{D}^* \) is referred to as the divergence operator and \( \mathcal{D}^* v \) as the Skorokhod integral of \( v \). We will sometimes use the notation

\[
\mathcal{D}^* v = \int_0^t v dW. \tag{7.8}
\]

It can be shown that \( \mathbb{D}^{1,2}(L^2(0, t; \mathbb{R}^d)) \subset \text{Dom}(\mathcal{D}^*) \)\(^{19}\) and that (7.8) is the usual Doeblin-Itô integral when \( v \) is adapted. A second important property for our purposes is that (7.8) satisfies a generalized Itô isometry. When \( v \in \mathbb{D}^{1,2}(L^2(0, t; \mathbb{R}^d)) \) and \( \mathcal{D} v \in L^2(\Omega; L^2([0, t]^2; \mathbb{R}^d \otimes d\xi)) \) and

\[
\mathbb{E} \left( \int_0^t |v|^2 ds \right)^2 = \mathbb{E} \int_0^t |v|^2 dt + \mathbb{E} \int_0^t \int_0^t \text{tr}(\mathcal{D} v(r) \mathcal{D} v(s)) dr ds. \tag{7.9}
\]

See [Nua09, Section 1.3.2]. Note that in view of (7.4) we recover the classical Itô isometry when \( v \) is adapted.

We now introduce \( A_{0,t} v \) for random elements \( v \in L^2([0, t]; \mathbb{R}^d) \) as the solution of

\[
\partial_t \bar{\rho} + \nu A \bar{\rho} + \nabla B(U) \bar{\rho} = \sigma v = \sum_{k=1}^d \sigma_k v_k, \quad \bar{\rho}(0) = 0 \tag{7.10}
\]

which means that \( A_{0,t} v = \int_0^t \mathcal{J}_{s,t} v(s) ds \) with \( \mathcal{J}_{s,t} \) defined by (7.2). One may show that

\[
A_{0,t} v = \lim_{\epsilon \to 0} \epsilon^{-1} (U(t, U_0, W + \epsilon V) - U(t, U_0, W))
\]

where \( V(t) = \int_0^t v(s) ds \) so that according to (7.5), \( A_{0,t} v = (\mathcal{D} U(t, U_0, W), v) \).\(^{20}\)

### 7.2 Deriving the Control Problem

With these basic properties at hand we now return to the computation (7.1). In view of (7.6), (7.7) we obtain that, for any \( v \in \mathbb{D}^{1,2}(L^2(0, t; \mathbb{R}^d)) \),

\[
\nabla P_t \phi(U_0) \xi = \mathbb{E} (\nabla \phi(U(t, U_0)) \mathcal{J}_{0,t} \xi) = \mathbb{E} (\mathcal{D} \phi(U(t, U_0), v)_{L^2(0, t; \mathbb{R}^d)} + \mathbb{E} (\nabla \phi(U(t, U_0)) (\mathcal{J}_{0,t} \xi - A_{0,t} v))
\]

\[
= \mathbb{E} \left( \phi(U(t, U_0)) \int_0^t v dW \right) + \mathbb{E} (\nabla \phi(U(t, U_0)) (\mathcal{J}_{0,t} \xi - A_{0,t} v)).
\]

\(^{17}\) The collection of all such \( V \) is referred to as the Cameron-Martin space.

\(^{18}\) Given Hilbert spaces \( H_1, H_2 \) we are using the notation \( H_1 \otimes H_2 \) for the tensor product of \( H_1 \) and \( H_2 \). A user friendly review of tensor products in the Hilbert space context can be found in [Jan97].

\(^{19}\) Note that \( \text{Dom}(\mathcal{D}^*) \) may be characterized as the set of all \( v \in L^2(\Omega; L^2(0, t; \mathbb{R}^d)) \) such that \( |\mathbb{E}(\mathcal{D} F, v)| \leq C |\mathbb{E}|^{1/2} \), where \( C \) may depend on \( v \).

\(^{20}\) An alternative derivation of (7.10) from (1.1) can be obtained by applying \( \mathcal{D} \) to (1.1) in its time integrated form and making use of (7.6) and (7.3). See [Deb11].
Therefore if for each \( \xi \in \mathbb{R}^N \) there exists an element \( v(\xi) \in L^2([0, t], \mathbb{R}^d) \) such that \(^{21}\)

\[
\mathcal{J}_{0,t} \xi = \mathcal{A}_{0,t} v(\xi) \tag{7.11}
\]

we obtain that

\[
\nabla \mathcal{P}_t \phi(U_0) \xi = \mathbb{E} \left( \phi(U(t, U_0)) \int_0^t v(\xi) dW \right). \tag{7.12}
\]

In other words we have derived the following control problem whose solution immediately yields Proposition \( 6.1 \) as a corollary:

**Proposition 7.1.** For every \( t > 0 \) and \( \xi \in \mathbb{R}^N \) there exists \( v(\xi) \in \mathbb{D}^{1,2}(L^2(0, t, \mathbb{R}^d)) \) such that the solution of

\[
\frac{d}{dt} \hat{\rho} + \nu A \hat{\rho} + \nabla B(U) \hat{\rho} = -\sum_{k=1}^d \sigma_k v_k(s), \quad \hat{\rho}(0) = \xi,
\]

is zero at time \( t \) and

\[
\sup_{|\xi| = 1} \mathbb{E} \left| \int_0^t v(\xi) dW \right|^2 < \infty. \tag{7.13}
\]

### 7.3 The Malliavin Matrix

A solution \( v = v(\xi) \) of (7.11) is derived as follows. Take the ansatz that \( v = A_{0,t}^* \eta \) where \( A_{0,t}^* \) is the adjoint of \( A_{0,t} \) and \( \eta \in \mathbb{R}^N \). Observe that \( A_{0,t}^* \) almost surely maps \( \mathbb{R}^N \) to \( L^2(0, t, \mathbb{R}^d) \) and acts according to

\[
(A_{0,t}^* \eta)(s) = \sigma^* J_{s,t}^* \eta
\]

where \( J_{s,t}^* \) is the dual of \( J_{s,t} \). Note that \( J_{s,t}^* \eta \) may be seen to be the solution of the final value problem

\[
-\frac{d}{dt} \rho^* + \nu A \rho^* + (\nabla B(U))^* \rho = 0, \quad \rho^*(t) = \eta. \tag{7.14}
\]

With this ansatz we find that

\[
\mathcal{M}_{0,t} \eta := A_{0,t} A_{0,t}^* \eta = \mathcal{J}_{0,t} \xi.
\]

\( \mathcal{M}_{0,t} \) is called the **Malliavin covariance matrix**. Under the (as yet unjustified) assumption that \( \mathcal{M}_{0,t} \) is invertible we obtain the following formal solution of (7.11)

\[
v(\xi) = A_{0,t}^* \mathcal{M}_{0,t}^{-1} \mathcal{J}_{0,t} \xi. \tag{7.15}
\]

### 7.4 Assessing the cost of control

In order to complete the proof of Proposition 7.1 we need to show that \( \mathcal{M}_{0,t}^{-1} \) is invertible and moreover to establish (7.13). Below in Section 8 we will prove\(^ {22} \)

**Proposition 7.2.** For all \( q \geq 1 \) there exists \( \epsilon_0(q, \nu, |\sigma|) > 0 \) and \( C = C(q, \nu, |\sigma|, |U_0|) \) such that

\[
\mathbb{P} \left( \inf_{\eta \in \mathbb{R}^N \setminus \{0\}} \frac{(\mathcal{M}_{0,t}^q, \eta)}{|\eta|^2} \geq \epsilon \right) \geq 1 - Ce^q \tag{7.16}
\]

for all \( \epsilon > 0 \).

---

\(^{21}\) In infinite dimensions one might only hope to obtain \( v(\xi) \) such that \( \lim_{t \to \infty} (\mathcal{J}_{0,t} \xi - \mathcal{A}_{0,t} v(\xi)) = 0 \). With suitable bounds on \( \int_0^t v dW \), this would yield asymptotic strong feller type bounds of the form (6.3). See also Remark 7.1 below.

\(^{22}\) For didactic reasons we will only establish Proposition 7.2 in full detail for an interesting special case. See Definition 8.1 below.
Since $M_{0,t}$ is symmetric and positive, it is clear from this proposition that $M_{0,t}$ is almost surely invertible. Moreover, we have following the corollary:

**Corollary 7.1.** For every $p \geq 2$, there exists $K = K(p, \nu, |\sigma|, |U_0|) < \infty$ such that

$$
E\|M_{0,t}^{-1}\|^{p} \leq K < \infty.
$$

(7.17)

**proof of Corollary 7.1.** Observe that for any $\epsilon > 0$

$$
\left\{ \inf_{\eta \in \mathbb{R}^{N} \setminus \{0\}} \frac{\langle M_{0,t}, \eta, \eta \rangle}{|\eta|^2} \geq \epsilon \right\} \subset \left\{ \frac{1}{\epsilon^2} \geq \|M_{0,t}^{-1}\|^2 \right\}.
$$

Hence using (7.16) we obtain that for any $r \geq 1$ there exists an $x_0 > 0$, $C > 0$ depending on $r$ and the data such

$$
\mathbb{P}(\|M_{0,t}^{-1}\| > x) \leq Cx^{-r}
$$

for all $x \geq x_0$. The desired bound (7.17) now follows from the elementary identity $E[X|p = p \int_{0}^{\infty} x^{p-1}\mathbb{P}(|X| > x)dx.
$

With Corollary 7.1 in hand we establish (7.13) using the generalized Itô isometry (7.9) as follow. Start with the first term in (7.9)

$$
\mathbb{E} \int_{0}^{t} |A_{0,t}^{*} M_{0,t}^{-1} J_{0,t}\xi|^2 ds \leq (\mathbb{E}\|M_{0,t}^{-1}\|^{6}\mathbb{E}\|J_{0,t}\|^{6})^{1/3} \int_{0}^{t} (\mathbb{E}\|\sigma^{*} J_{s,t}^{*}\|^{6})^{1/3} ds
$$

$$
\leq C \left( \mathbb{E}\|M_{0,t}^{-1}\|^{6}\mathbb{E}\|J_{0,t}\|^{6} \right) \sup_{s \in [0,t]} \mathbb{E}\|J_{s,t}\|^{6})^{1/3}.
$$

We therefore need a suitable bound for $J_{s,t}$. Working from (7.2) we find

$$
\frac{d}{dt}|\rho|^2 + \alpha|\rho|^2 \leq |(B(\rho, U), \rho)| \leq C|\rho|^2 |U|.
$$

Rearranging and applying the Grönwall lemma and the bound (3.5) we infer that for any $p, \eta > 0$

$$
\mathbb{E}\left( \sup_{s \in [0,t]} \|J_{s,t}\|^p \right) \leq C\mathbb{E}\exp \left( \eta \int_{0}^{t} |U|^2 ds \right) \leq C \exp(\eta |U_0|^2) < \infty.
$$

(7.18)

for a universal constant $C = C(p, \eta, |\sigma|, t)$.

In order to treat the second term in (7.9) we use the Malliavin chain rule to obtain

$$
\mathcal{D}v(\xi) = \mathcal{D} A_{0,t}^{*} M_{0,t}^{-1} J_{0,t}\xi - A_{0,t}^{*} M_{0,t}^{-1} \mathcal{D} M_{0,t} M_{0,t}^{-1} J_{0,t}\xi + A_{0,t}^{*} M_{0,t}^{-1} \mathcal{D} J_{0,t}\xi
$$

$$
= \mathcal{D} A_{0,t}^{*} M_{0,t}^{-1} J_{0,t}\xi - A_{0,t}^{*} M_{0,t}^{-1} (\mathcal{D} A_{0,t} A_{0,t}^{*} + A_{0,t} \mathcal{D} A_{0,t}^{*} + A_{0,t}^{*} \mathcal{D} A_{0,t} + A_{0,t}^{*} \mathcal{D} A_{0,t}^{*}) J_{0,t}\xi + A_{0,t}^{*} M_{0,t}^{-1} \mathcal{D} J_{0,t}\xi.
$$

(7.19)

A computation making use of (7.4) yields that

$$
\mathcal{D}_{\tau} J_{s,t}\xi = \begin{cases} 
J_{s,t}^{(2)}(\xi, J_{s,t}\xi) & \text{when } s < \tau, \\
J_{s,t}^{(2)}(\xi, J_{s,t}\xi) & \text{when } s \geq \tau,
\end{cases}
$$

(7.20)

where for $\xi, \xi' \in \mathbb{R}^{N}$, $\tilde{\rho} = J_{s,t}^{(2)}(\xi, \xi')$ is the solution of

$$
\frac{d}{dt} \tilde{\rho} + \nu A \tilde{\rho} + B(\tilde{\rho}, u) + B(\tilde{\rho}, u) + B(J_{s,t}\xi, J_{s,t}\xi') + B(J_{s,t}\xi', J_{s,t}\xi) = 0, \quad \tilde{\rho}(s) = 0.
$$

Combining (7.19) with (7.20) and using (3.5) one now obtains suitable bounds for the second term in (7.9). This completes the proof of (7.13) (modulo the proof of Proposition 7.2, given below).
Remark 7.1 (Control In Infinite Dimensions). In infinite dimensions it is not clear that the Malliavin matrix is invertible and therefore we cannot employ (7.15) to obtain gradient bounds, a la (6.2). However when a slightly more uniform version of the Hörmander condition is satisfied a spectral bound similar to Proposition 7.2 still holds (and may be established using the methods outlined below in Section 8). In [HM06], for the analysis of the 2D stochastic Navier-Stokes equations the solution (7.15) is replaced with a control involving a suitable regularization of $M_{0,t}$. By combining this modified $v$, the spectral analysis of the Malliavin matrix and a Foias-Prodi type bound, [FP67], to control small scales with the parabolic dissipation coming from viscous terms, an estimate of the form (6.3) was established. This basic approach has proven to be effective for the analysis of a number of other nonlinear systems; see [HM11, FGHRT13, FGHV]. Note that in each of these works different infinite dimensional variations of Hörmander’s classical condition are explored.

8 A Spectral Analysis of the Malliavin Matrix

Our final task is to establish the spectral bound on $M_{0,t}$ given in Proposition 7.2. This is where the ‘rubber meets the road’ for establishing the strong feller property in the sense that it is at this point in the analysis that we make use of fact that the Hörmander bracket condition (cf. Definition 6.1) is satisfied.

Broadly speaking the proof may be understood as an iterative proof by contradiction on sets of quantitatively large measure. First we show that if $M_{0,t}$ has a small eigenvalue then (with large probability) the corresponding (unit) eigenvector must have a small inner product with all elements in the sets given in (6.1). On the other hand we have made the assumption that the elements of (6.1) form a spanning set for $\mathbb{R}^N$. We therefore conclude that $M_{0,t}$ does not possess such a small eigenvalue, as desired.

8.1 A special case of the Hörmander Condition

In order to focus on the main ideas we will prove Proposition 7.2 only for a special case; we emphasize that Proposition 7.2 holds in the generality of the conditions given in Proposition 6.1 and that basic approach of the analysis is the same.

Assumption 8.1. Let:

$$W_0 := \{\sigma_j : j = 1, \ldots d\}$$

$$\vdots$$

$$W_n := \{[[F,\psi],\sigma_j] = B(\psi,\sigma_j) + B(\sigma_j,\psi) : j = 1, \ldots d, \psi \in W_{n-1}\} \cup W_{n-1}$$

(8.1)

We suppose that there exists an $n$ such that span$(W_n) = \mathbb{R}^N$.

Remark 8.1 (Domain of Applicability of Assumption 8.1). The special case of the Hörmander bracket condition given in Assumption 8.1 is sufficient to directly address several interesting situations namely the 2 and 3 dimensional Navier-Stokes equations with a stochastic forcing acting through trigonometric basis elements. This is because, in these cases $B(e_j, e_k) \sim e_{j+k}$ (where $\{e_k\}_k$ represents a trigonometric basis for $L^2(T^2)$); see [EM01, Rom04]. Other situations of interest require a more involved bracket structure. See [FGHRT13, FGHV]. While the proof given below does not directly cover these later cases the main ideas are the same. See [HM11, FGHRT13] for further details.

Remark 8.2 (Norris’ Approach). Note that the analysis below will follow the approach developed in [MP06, BM07, HM11]. While it would be more direct to use the method of Norris [Nor86] (see also [Nua09, Hai11] for a more recent account) this would require an inversion of $J_{0,t}$ defined by (7.2). Such an inversion is of course a severe restriction for addressing infinite dimensional problems.

8.2 Preliminary Bounds

We next establish two preliminary estimates. In particular these estimates provide a means of obtaining quantitative bounds corresponding to brackets against $F$ and to brackets against $\sigma_j$, respectively.
The first estimate (taken from \cite{FGHRT13}) makes use of the basic fact that if a function’s supremum is small then either its derivative is small or its $C^{1,\alpha}$ norm must be large.

**Lemma 8.1.** Fix any $\alpha > 0, t > 0$. Consider a family of random functions $g_\phi : \Omega \times [0, t] \to \mathbb{R}$ indexed by a countable collection of elements $\mathcal{T}$ such that $g_\phi \in C^{1,\alpha}([0, t])$ almost surely for each $\phi \in \mathcal{T}$. Take

$$\Omega_{\phi, \epsilon} = \left\{ \|g_\phi\|_{L^\infty} \leq \epsilon \text{ and } \|g_\phi\|_{L^\infty} \geq \epsilon^{\alpha/(2(1+\alpha))} \right\},$$

for any $\epsilon > 0$ and $\phi \in \mathcal{T}$ and let $\Omega_\epsilon = \cup_{\phi \in \mathcal{T}} \Omega_{\phi, \epsilon}$. Then there exists $\epsilon_0 = \epsilon_0(\alpha, t)$ such that

$$P(\Omega_\epsilon) \leq 4^{-2(1+\alpha)/\alpha} \epsilon^q E \left( \sup_{\phi \in \mathcal{T}} \|g_\phi\|_{C^{1,\alpha}}^{2q/\alpha} \right),$$

for every $\epsilon < \epsilon_0$. In particular

$$\Omega_\epsilon^c = \bigcap_{\phi \in \mathcal{T}} \left\{ \|g_\phi\|_{L^\infty} > \epsilon \text{ or } \|g_\phi\|_{L^\infty} < \epsilon^{\alpha/(2(1+\alpha))} \right\},$$

so that on $\Omega_\epsilon^c$ the implication

$$\|g_\phi\|_{L^\infty} \leq \epsilon \Rightarrow \|g_\phi\|_{L^\infty} < \epsilon^{\alpha/(2(1+\alpha))}$$

holds for any $\phi \in \mathcal{T}$.

**Proof of Lemma 8.1.** Recall the interpolation inequality

$$\|f\|_{L^\infty} \leq 4\|f\|_{L^\infty} \max \left\{ \frac{1}{t}, \|f\|_{L^\infty}^{-1/(1+\alpha)} \|f\|_{C^{1,\alpha}}^{1/(1+\alpha)} \right\},$$

which is valid for any $f \in C^{1,\alpha}([0, t])$. This means that on $\Omega_\epsilon$,

$$\epsilon^2 \leq 4 \max \left\{ \frac{1}{t}, \epsilon^{\alpha/(1+\alpha)} \|g_\phi\|_{C^{1,\alpha}}^{1/(1+\alpha)} \right\}$$

for some $\phi \in \mathcal{T}$. Hence, for every $\epsilon \leq \epsilon_0(\alpha, t) := \left(\frac{1}{4}\right)^{2(1+\alpha)/(3+\alpha)}$, we have that

$$\epsilon^{-2(1+\alpha)/3(1+\alpha)} \leq 4\|g_\phi\|_{C^{1,\alpha}}^{1/(1+\alpha)}$$

on $\Omega_\epsilon$ for some $\phi \in \mathcal{T}$. We thus infer,

$$P(\Omega_\epsilon) \leq P \left( 4^{2(1+\alpha)/\alpha} \sup_{\phi \in \mathcal{T}} \|g_\phi\|_{C^{1,\alpha}}^{2/\alpha} \geq \epsilon^{-1} \right)$$

for every $\epsilon \leq \epsilon_0$. The desired bound (8.3) now follows from Chebyshev’s inequality, completing the proof.

The next bound on first order Wiener polynomials is a special case of a more general result found in \cite{HM11}.\footnote{Lemma 8.2 can be extended to polynomials of arbitrary order and the bounds presented can be significantly sharpened. We restrict our attention to this special case (which is sufficient for our purposes here) for clarity of presentation.} It expresses the intuitive fact that a Wiener polynomial can be small only if either each of its coefficients are small or if alternatively each coefficient fluctuates wildly.

**Lemma 8.2.** Consider

$$F(t) = A_0(t) + \sum_{j=1}^{d} A_j(t) W^j(t)$$
where each \( A_j : \Omega \times [0, t] \to \mathbb{R} \) is an arbitrary continuous stochastic process and \( W = (W^1, \ldots, W^d) \) is a standard \((d\text{-dimensional})\) brownian motion. Fix any \( q \geq 1 \) and any \( r > 0 \). Then, for each \( \epsilon > 0 \), there exist a measurable set \( \Omega_\epsilon \) such that

\[
\mathbb{P}(\Omega_\epsilon) \leq C\epsilon^q,
\]

where \( C = C(q, r, t) \) is independent of \( \epsilon \) and the coefficients \( A_0, \ldots, A_d \), and so that on \( \Omega_\epsilon \)

\[
\sup_{s \in [0, t]} |F(t)| \leq \epsilon^r \quad \Rightarrow \quad \begin{cases} \text{either} & \max_{j=1,\ldots,d} \sup_{s \in [0, t]} |A_j(t)| \leq (d + 3)\epsilon^{r/16}, \\ \text{or} & \max_{j=0,\ldots,d, s_1, s_2 \in [0, t], s_1 \neq s_2} \frac{|A_j(s_1) - A_j(s_2)|}{|s_2 - s_1|} \geq \epsilon^{-r/16}. \end{cases}
\]

**Proof.** Fix any \( \epsilon > 0 \). We will proceed by proving that there exists a set \( \Omega_\epsilon \) with \( \mathbb{P}(\Omega_\epsilon) = C\epsilon^q \) such that off this set if

\[
\|F\|_{L^\infty} < \epsilon^r \quad \text{and} \quad \sup_{j=0,\ldots,d} \|A_j\|_{Lip} \leq \epsilon^{-r/16}
\]

then

\[
\sup_{j=1,\ldots,d} \|A_j\|_{L^\infty} \leq (d + 3)\epsilon^{r/16}.
\]

Split the interval \([0, t]\) into subintervals of length \( \epsilon^\kappa \) where \( \kappa > 0 \) will be determined presently. Observe that

\[
F(s) = F(me^\kappa) + A_0(s) - A_0(me^\kappa) + \sum_{j=1}^d A_j(me^\kappa)(W^j(s) - W^j(me^\kappa)) + \sum_{j=1}^d (A_j(s) - A_j(me^\kappa))W^j(s),
\]

for any \( s \in [0, t], \epsilon > 0 \) and every integer \( m \in [0, t\epsilon^{-\kappa}] \). Now define

\[
\Omega_{\epsilon,1} := \left\{ \|W\|_{L^\infty} \geq \epsilon^{-\kappa/4} \right\}.
\]

Using Doob’s inequality we infer that \( \mathbb{P}(\Omega_{\epsilon,1}) \leq C\epsilon^q \) for a constant \( C = C(t, \kappa, q) \) independent of \( \epsilon \). Supposing that (8.7) holds we infer that, off of \( \Omega_{\epsilon,1},\)

\[
\left| \sum_{j=1}^d A_j(me^\kappa)(W^j(s) - W^j(me^\kappa)) \right| \leq 2\|F\|_{L^\infty} + |A_0(s) - A_0(me^\kappa)| + \sum_{j=1}^d |A_j(s) - A_j(me^\kappa)||W^j(s)|
\]

\[
\leq 2\epsilon^r + (d + 1)\epsilon^{3\kappa/4 - r/16}
\]

for all \( s \in [me^\kappa, (m + 1)e^\kappa] \) and each \( m = 0, \ldots, t\epsilon^{-\kappa} \). Using the Brownian scaling we may rewrite this as

\[
|\hat{A}^m|(u_{\hat{A}^m}, \hat{W}^m(\tau)) \leq 2\epsilon^{-\kappa/2} + (d + 1)\epsilon^{\kappa/4 - r/16}
\]

valid for \( \tau \in [0, 1] \) and \( m = 0, \ldots, t\epsilon^{-\kappa} \) where

\[
\hat{A}(t) := (A_1(t), \ldots, A_d(t)), \quad \hat{A}^m := \hat{A}(me^\kappa), \quad u_{\hat{A}^m} := \frac{\hat{A}^m}{|\hat{A}^m|}
\]

and

\[
\hat{W}^m(\tau) = \frac{W((m + \tau)e^\kappa) - W(me^\kappa)}{e^{\kappa/2}}.
\]
In order to take advantage of (8.9) to infer (8.8) from (8.7) we make use of the small ball probability estimate

\[ \mathbb{P}\left( \sup_{t \in [0,1]} |B(t)| \leq \epsilon \right) \leq \frac{4}{\pi} \exp\left( -\frac{\pi^2}{8\epsilon^2} \right) \]  

which holds for every \( \epsilon > 0 \) and is valid for any 1-d standard brownian motion \( B \); see [CT62] and also e.g. [Li01, BG06] for further references. Now consider any \( d \)-dimensional brownian motion \( U \). For a given \( \epsilon > 0 \) pick points \( u_1, \ldots, u_{M_\epsilon} \) on the unit sphere \( S^d \) so that any \( u \) on \( S^d \) is a distance at most \( \epsilon^2 \) from one of these points. Define

\[ \Omega_{\epsilon,U} := \bigcup_{j=1}^{M_\epsilon} \sup_{t \in [0,1]} \{|\langle U, u_j \rangle| \leq 2\epsilon\} \cup \{|U| \geq \epsilon^{-1}\}. \]

Notice that the points \( u_j \) defining these sets can be chosen in such a fashion that \( M_\epsilon \), the number of points, grows at most algebraically in \( \epsilon^{-1} \) as \( \epsilon \to 0 \). Using this observation and (8.10) we find that, for any \( p \geq 1 \)

\[ \mathbb{P}(\Omega_{\epsilon,U}) < C\epsilon^p \]

for some suitable \( C = C(p) > 0 \) which can be chosen independently of \( \epsilon \). Notice furthermore that, on \( \Omega_{\epsilon,U}^c \), given any \( u \in S^d \) we have that \( |\langle U, u \rangle| \geq |\langle U, u_j \rangle| - |U||u - u_j| \) for any one of our selected points \( u_j \). Hence, for any \( u \in S^d, |\langle U, u \rangle| \geq \epsilon \) on \( \Omega_{\epsilon,U} \).

Taking now

\[ \Omega_{\epsilon,2} = \bigcup_{m=1}^{t\epsilon^{-\kappa}} \Omega_{\epsilon^{\kappa/8},W^m} \]

we infer from the preceding discussion that, for the desired value of \( q > 0 \) there exists \( C = C(q) > 0 \) s.t.

\[ \mathbb{P}(\Omega_{\epsilon,2}) \leq C\epsilon^q \]

for every \( \epsilon > 0 \). Thus, off of \( \Omega = \Omega_{\epsilon,1} \cup \Omega_{\epsilon,2} \), whenever (8.7) holds we have

\[ |\tilde{A}^m| \leq 2\epsilon^{-5\kappa/8} + (d+1)\epsilon^{\kappa/8-r/16} \]

for each \( m = 0, \ldots, t\epsilon^{-\kappa} \). As such, if (8.7) holds, on \( \Omega_{\epsilon} \) we have that for any \( s \in [me^\kappa, (m+1)e^\kappa] \)

\[ |\hat{A}(s)| \leq |\hat{A}(s) - \tilde{A}^m| + |\tilde{A}^m| \leq \epsilon^{\kappa-r/16} + 2\epsilon^{-5\kappa/8} + (d+1)\epsilon^{\kappa/8-r/16}. \]

Since this bound is maintained for each \( m = 0, \ldots, t\epsilon^{-\kappa} \) we infer

\[ \max_{j=1,\ldots,d} \|A_j\|_{L^\infty} \leq (d + 3)\epsilon^{\kappa/16} \]

on \( \Omega_{\epsilon}^c \) by choosing \( \kappa = r \). The proof is now complete.

8.3 Translating Bracket Operations to Quantitative Bounds

We now make use of the machinery developed in the previous section to prove two lemmata which give quantitative bounds for individual bracket operations. In the following section we will string together these individual steps to complete the proof of Proposition 7.2.

We begin by showing that if the Malliavin matrix has a small eigenvalues then all of the directly forced directions must also be small (with high probability). This corresponds to building the initial set \( W_0 \) in the sequence of sets defined in (8.1).
Lemma 8.3. For all \( q \geq 1 \) and any countable collection \( \mathcal{T} \subset \mathbb{S}^N \), there exists measurable sets \( \Omega_\epsilon \) defined for every \( \epsilon > 0 \) with
\[
\mathbb{P}(\Omega_\epsilon) \leq C\epsilon^q
\]  
(8.11)
where \( C = C(\nu, |\sigma|, |U_0|) \) and such that on \( \Omega_\epsilon^{\epsilon} \)
\[
\langle M_{0,t}\eta, \eta \rangle \leq \epsilon \implies \max_{j=1,\ldots,d} \sup_{s \in [0,t]} |\langle J^*_s t\eta, \sigma_j \rangle| \leq \epsilon^{1/4}
\]  
(8.12)
for every \( \eta \in \mathcal{T} \).

Proof. We begin by observing that, for any \( \eta \in \mathbb{R}^N \),
\[
\langle M_{0,t}\eta, \eta \rangle = \int_0^t |\sigma^\ast J^*_s t\eta|^2 ds = \sum_{j=1}^d \int_0^t \langle J^*_s t\eta, \sigma_j \rangle^2 ds.
\]
For each \( \eta \in \mathcal{T} \) we take
\[
g_0(s) = \sum_{j=1}^d \int_0^s \langle J^*_r t\eta, \sigma_j \rangle^2 dr
\]
and observe
\[
g_0'(s) = \sum_{j=1}^d (\langle J^*_r t\eta, \sigma_j \rangle)^2, \quad g_0''(s) = \sum_{j=1}^d (\int_0^s \langle J^*_r t\eta, \sigma_j \rangle ds) = \sum_{j=1}^d \langle J^*_r t\eta, \sigma_j \rangle \langle J^*_r t\eta, [F,\sigma_j] \rangle;
\]
see (7.14) for the final equality. In view of applying Lemma 8.1 we now estimate
\[
\mathbb{E} \left( \sup_{\eta \in \mathcal{T}} |g_0|^2 \right) \leq 2|\sigma| \mathbb{E} \sup_{s \in [0,t]} \left( \left| J^*_s t\eta \right|^2 \sum_{j=1}^d |\nu A\sigma_j + B(\sigma_j, U) + B(U, \sigma_j)| \right) \leq C \mathbb{E}(\exp(\kappa |U_0|^2)),
\]  
(8.13)
where the final inequality is obtained from (3.5), (7.18) and the constant \( C = C(|\sigma|, \kappa, t) \) is independent of \( \eta \in \mathcal{T} \subset \mathbb{S}^N \). By applying Lemma 8.1 we infer the existence of sets \( \Omega_\epsilon \), defined for all \( \epsilon > 0 \), which satisfy (8.11). Moreover, off of each \( \Omega_\epsilon \), the implication (8.12) holds for every \( \eta \in \mathcal{T} \), cf. (8.4). The proof is now complete.

We next show that if a set of direction \( \xi^{(l)} \in \mathbb{R}^N \), \( l = 1,\ldots,m \) is small then, with high probability, \( [F,\xi^{(l)}], \sigma_j \) is small for every \( j = 1,\ldots,d \) and every \( l = 1,\ldots,m \). We will use this lemma below to build the new elements in \( W_n \), from \( W_{n-1} \) defined in (8.1).

Lemma 8.4. Fix any collection \( \xi^{(l)} \in \mathbb{R}^N \), \( l = 1,\ldots,m \). For every \( \delta > 0 \), \( q \geq 1 \) and any countable collection \( \mathcal{T} \subset \mathbb{S}^N \), there exists measurable sets \( \Omega_\epsilon \) defined for every \( \epsilon > 0 \) such that
\[
\mathbb{P}(\Omega_\epsilon) \leq C\epsilon^q
\]  
(8.14)
and so that on \( \Omega_\epsilon^{\epsilon} \) the implication
\[
\max_{l=1,\ldots,m} \sup_{s \in [t/2,t]} |\langle J^*_r t\eta, \xi^{(l)} \rangle| \leq \epsilon^{\delta} \implies \max_{j=1,\ldots,d} \sup_{s \in [t/2,t]} |\langle J^*_r t\eta, [F,\xi^{(l)}], \sigma_j \rangle| \leq \epsilon^{\delta/4}
\]  
(8.15)
holds for every \( \eta \in \mathcal{T} \).

Proof. The proof proceeds in two steps. We first find sets \( \Omega_{\epsilon,1} \) for which the analogue of (8.14) holds and where, off of \( \Omega_{\epsilon,1} \),
\[
\max_{l=1,\ldots,m} \sup_{s \in [t/2,t]} |\langle J^*_r t\eta, \xi^{(l)} \rangle| \leq \epsilon^{\delta} \implies \max_{j=1,\ldots,d} \sup_{s \in [t/2,t]} |\langle J^*_r t\eta, [F,\xi^{(l)}] \rangle| \leq \epsilon^{\delta/4}.
\]  
(8.16)
The second step is to find $\Omega_{\epsilon, 2}$, again satisfying bounds as in (8.14) so that outside of these exceptional sets
\[
\max_{l=1, \ldots, m} \sup_{t \in [t/2, t]} |\langle J_{s,t}^*, \eta, [F, \xi^{(l)}] \rangle| \leq \epsilon^{\frac{2}{3}} \Rightarrow \max_{l=1, \ldots, m} \sup_{t \in [t, 2]} |\langle J_{s,t}^*, \eta, [F, \xi^{(l)}], \sigma_j \rangle| \leq \epsilon^{\frac{4}{3}}. \tag{8.17}
\]
Combining the sets by forming $\Omega = \Omega_{\epsilon, 1} \cup \Omega_{\epsilon, 2}$ yields the desired result.

The first step relies on another application of Lemma 8.1. Define
\[
g^{(l)}_{\eta}(s) = \langle J_{s,t}^*, \eta, \xi^{(l)} \rangle, \quad \eta \in \mathcal{T},
\]
and observe that
\[
\frac{d}{ds} g^{(l)}_{\eta}(s) = \frac{d}{ds} \langle J_{s,t}^*, \eta, \xi^{(l)} \rangle = \langle J_{s,t}^*, \eta, [F, \xi^{(l)}] \rangle.
\]
In order to apply (8.3) we estimate
\[
\mathbb{E} \left( \sup_{\eta \in \mathcal{T}} \| \langle J_{s,t}^*, \eta, [F, \xi^{(l)}] \rangle \|^8_{C^{1/4}} \right) \leq C \left[ \mathbb{E} \left( \sup_{\eta \in \mathcal{T}} \| J_{s,t}^* \eta \|^4_{C^{1/4}} \right) \mathbb{E} \left( \| [F, \xi^{(l)}] \|^4_{C^{1/4}} \right) \right]^{1/2}. \tag{8.18}
\]
To address the first term, referring to (7.2), we find
\[
\| J_{s,t}^* \eta \|^4_{C^{1/4}} \leq \sup_{s \in [0, t]} \| J_{s,t} \|_{16q}^4 + \sup_{s \in [0, t]} |\nu A J_{s,t} \eta + (\nabla B(U))^* J_{s,t}^* \eta|_{16q}^4
\]
\[
\leq C \left( 1 + \sup_{s \in [0, t]} \| J_{s,t} \|_{32q}^4 + \sup_{s \in [0, t]} |U(s)|_{32q}^4 \right). \tag{8.19}
\]
On the other hand, observing that
\[
[F, \xi^{(l)}] = \nu A \xi^{(l)} + B(U, \xi^{(l)}) + B(\xi^{(l)}, U),
\]
we have that $\| [F, \xi^{(l)}] \|_{16q}^4 \leq C(\| U \|_{16q}^4 + 1)$. Now
\[
\| U \|^4_{C^{1/4}} \leq C \left( \sup_{s \in [0, t]} |U|_{16q}^4 + \sup_{s \in [0, t]} |\nu A U|_{16q} + \| \sigma W \|_{C^{1/4}}^4 \right)
\]
\[
\leq C \left( 1 + \sup_{s \in [0, t]} |U(s)|_{32q}^4 + \| \sigma W \|_{C^{1/4}}^4 \right). \tag{8.21}
\]
Combining (8.19), (8.21), making use of the regularity properties of Brownian motion\footnote{A convenient way to estimate $\mathbb{E}\| \sigma W \|_{C^{1/4}}$ is to use a fractional (in time) Sobolev embedding argument; see [DPZ92].} and (3.5) we finally conclude that
\[
\mathbb{E} \left( \sup_{\eta \in \mathcal{T}} \| \langle J_{s,t}^*, \eta, [F, \xi^{(l)}] \rangle \|^8_{C^{1/4}} \right) \leq C \mathbb{E} \left( 1 + \sup_{s \in [0, t]} \| J_{s,t} \|_{32q}^4 + \sup_{s \in [0, t]} |U(s)|_{32q}^4 \right) \leq C \exp(\kappa |U_0|^2).
\]
We therefore invoke Lemma 8.1 and infer the existence of sets $\Omega_{\epsilon, 1} = \cup_{l=1, \ldots, m} \Omega_{\epsilon, 1, l}$ with $\mathbb{P}(\Omega_{\epsilon, 1}) \leq C \epsilon^\theta$ such that off of $\Omega_{\epsilon, 1}, \ (8.16)$ holds.

We turn now to finding sets on which the second implication (8.17) holds. Working from (8.20) and recalling that $U = \bar{U} + \sum_{j=1}^d \sigma_j W^j$, where $\bar{U}$ solves (5.2), we have
\[
\langle J_{s,t}^*, \eta, [F, \xi^{(l)}] \rangle = \langle J_{s,t}^*, \eta, \nu A \xi^{(l)} + B(\bar{U}, \xi^{(l)}) + B(\xi^{(l)}, \bar{U}) \rangle + \sum_{j=1}^d \langle J_{s,t}^*, \eta, [F, \xi^{(l)}, \sigma_j] \rangle W^j. \tag{8.22}
\]
For $\epsilon > 0$, take $\hat{\Omega}_\epsilon$ to be the exceptional sets corresponding to the implication (8.6) obtained in Lemma 8.2 for $r = \delta/5$. Now define $\Omega_{\epsilon,2} = \Omega_\epsilon \cup \bigcup_{j=0}^{l} \hat{\Omega}_{\epsilon,j}$ where\footnote{Note here that we needed that the implication (8.6) to hold universally for all Wiener polynomials on $\hat{\Omega}_\epsilon$ since otherwise we would be intersecting a countable number of sets.}

$$\hat{\Omega}_{\epsilon,0} := \left\{ \sup_{\eta \in \mathcal{T}} \sup_{s \in [0,t]} \left| \frac{d}{ds} \langle J_{s,t}^* \eta, \nu A \xi^{(i)} + B(U,\xi^{(i)}) + B(\xi^{(i)},U) \rangle \right| \geq \epsilon^{-\delta/80} \right\}$$

and

$$\hat{\Omega}_{\epsilon,j} := \left\{ \sup_{\eta \in \mathcal{T}} \sup_{s \in [0,t]} \left| \frac{d}{ds} \langle J_{s,t}^* \eta, [F,\xi^{(i)}], \sigma_j \rangle \right| \geq \epsilon^{-\delta/80} \right\}.$$

Notice that the second desired implication (8.17) holds over all $\eta \in \mathcal{T}$ off of $\hat{\Omega}_{\epsilon,2}$. Thus, the proof will be complete once we find suitable a bound for this set.

Observe that

$$\mathbb{P}(\Omega_{\epsilon,2}) \leq C \epsilon^q \left( \mathbb{E} \left( \sup_{\eta \in \mathcal{T}} \sup_{s \in [0,t]} \| \frac{d}{ds} J_{s,t}^* \eta \|^{2p} + \sup_{s \in [0,t]} \| J_{s,t} \|^{2p} \right) \cdot \mathbb{E} \left( \sup_{s \in [0,t]} (1 + |U|^{4p} + |W|^{2p}) \right) \right)^{1/2} \leq C \epsilon^q,$$

for some sufficiently large $p = p(\delta)$ and where $C = C(\nu, |\sigma|, |U_0|)$ is independent of $\epsilon$. Here we have used (7.18) and bounds as in (8.19) with (3.5) to achieve the final inequality. For $\hat{\Omega}_{\epsilon,j}$ we have

$$\mathbb{P}(\hat{\Omega}_{\epsilon,j}) \leq C \epsilon^q \mathbb{E} \left( \sup_{\eta \in \mathcal{T}} \sup_{s \in [0,t]} \| \frac{d}{ds} J_{s,t}^* \|^{p} \right) \leq C \epsilon^q.$$

Combining these bounds therefore completes the proof of Lemma 8.4.

\[\square\]

**Remark 8.3.** As mentioned above an estimate very similar to (7.16) may be obtained for certain infinite dimensional problems. While the approach is very similar one need to take considerable care with the regularity of solutions in order to obtain bounds analogous to e.g. (8.13) or (8.19). Here one needs to establish higher regularity (in space) bounds, to consider more restrictive time intervals in Lemmas 8.3, 8.4 or both. See [HM11, FGHRT13] for further details.

### 8.4 Combining the Chain of Implications (proof of Proposition 7.2, conclusion)

Fix any $q > 0$ and let $n$ be such that $\text{span}(\mathcal{W}_n) = \mathbb{R}^N$. Pick a countable dense subset $\mathcal{T}$ of $\mathbb{S}^N$. We apply Lemma 8.3 to determine a set $\Omega_{\epsilon,0}$ off of which (8.12) holds over $\eta \in \mathcal{T}$. Next, for each $k = 1, \ldots, n$, we apply Lemma 8.4 with $\delta = (1/80)^{k-1}$ and where the elements $\xi^{(i)}$ consist of the elements in $\mathcal{W}_{k-1}$ defined by (8.1). We thus obtain sets $\hat{\Omega}_{\epsilon,k}$ such that off these sets the implication (8.15) holds for $\eta \in \mathcal{T}$. Now take $\Omega_\epsilon = \bigcup_{k=0}^{n} \hat{\Omega}_{\epsilon,k}$ and observe that

$$\mathbb{P}(\Omega_\epsilon) \leq C \epsilon^q$$

for some $C = C(\nu, |U_0|)$, independent of $\epsilon$ and, off of this exceptional set,

$$\langle \mathcal{M}_{0,\epsilon} \eta, \eta \rangle \leq \epsilon \implies \sum_{\xi \in \mathcal{W}_n} \langle \eta, \xi \rangle^2 \leq C \epsilon^\gamma$$

(8.23)

for some $C, \gamma$ independent of $\epsilon$, and holds for every $\eta \in \mathcal{T}$. On the other hand, since $\mathcal{W}_n$ is assumed to be a spanning set, there exist $\kappa > 0$ such that

$$\sum_{\xi \in \mathcal{W}_n} \langle \eta, \xi \rangle^2 \geq \kappa, \text{ for every } \eta \in \mathbb{S}^N.$$

(8.24)
Combining (8.23) with (8.24) we conclude that

$$G(\eta) := \frac{\langle M_{0,\eta} \eta, \eta \rangle}{|\eta|^2} \geq \epsilon$$

for every $\eta$ on a dense subset $\mathbb{R}^N$ off of $\Omega_\epsilon$, for all $\epsilon$ sufficiently small. Since $G$ is continuous in $\eta$ the desired conclusion (7.16) now follows along with the proof of Proposition 7.2 and hence of Proposition 6.1.
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