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Abstract

In the secretary problem we are faced with an online sequence of elements with values. Upon seeing an element we have to make an irrevocable take-it-or-leave-it decision. The goal is to maximize the probability of picking the element of maximum value. The most classic version of the problem is that in which the elements arrive in random order and their values are arbitrary. Here, the optimal algorithm picks the maximum value with probability at least $1/e$.

However, by varying the available information, new interesting problems arise. For instance, in the full information variant of the secretary problem the values are i.i.d. samples from a known distribution. Naturally, the best possible success probability increases and turns out to be approximately 0.58. Also, the case in which the arrival order is adversarial instead of random leads to interesting variants that have been considered in the literature.

In this paper we study both the random order and adversarial order secretary problems with an additional twist. The values are arbitrary, but before starting the online sequence we independently sample each element with a fixed probability $p$. The sampled elements become our information or history set and the game is played over the remaining elements. We call these problems the random order secretary problem with $p$-sampling (ROS$p$ for short) and the adversarial order secretary problem with $p$-sampling (AOS$p$ for short). Our main result is to obtain best possible algorithms for both problems and all values of $p$. As $p$ grows to 1 the obtained guarantees converge to the optimal guarantees in the full information case. In the adversarial order setting, the best possible algorithm turns out to be a simple fixed threshold algorithm in which the optimal threshold is a function of $p$ only. Therefore, even knowledge of the total number of elements is unnecessary. Proving that this algorithm is optimal involves a novel technique, which boils down to analyzing a related game in a conflict graph over binary sequences. In the random order setting we prove that the best possible algorithm is characterized by a fixed sequence of time thresholds, dictating at which point in time we should start accepting a value that is both a maximum of the online sequence and has a given ranking within the sampled elements. Surprisingly, this sequence of time thresholds arises from a separable and convex optimization problem whose solution is independent of $p$. 
1 Introduction

In the secretary problem, probably the most well studied optimal stopping problem in computer science and discrete mathematics, we are faced with a randomly permuted sequence of $n$ elements with arbitrary values. The elements’ values are revealed one at a time and upon receiving an element we need to make an irrevocable decision of whether we keep the value and stop the sequence or drop the value forever and continue observing the next. The goal is to maximize the probability of stopping with the largest value. For this problem the best possible success guarantee has long been known to be $1/e$ and the optimal algorithm is particularly simple: First we look at the first $n/e$ values without taking any of them, and then stop with the first value that is larger than all values seen so far [11, 13, 21]. In the last decades, the secretary problem, its variants and related optimal stopping problems such as the prophet inequality and the Pandora’s box problem, have been considered fundamental building blocks of online selection problems in computer science and economics [3, 10, 19, 20, 24].

A particularly interesting question related to the classic secretary problem is how the success probability changes as the available information about the values and/or the underlying order of exploration does. Along these lines, already in the sixties Gilbert and Mosteller [14] considered the so-called full information secretary problem in which we additionally know that the elements’ values are i.i.d. random variables from a known distribution. For this variant, they showed how to compute the optimal stopping rule by dynamic programming and were able to conclude, numerically, that the best possible success probability is $\gamma \approx 0.5801$. In subsequent work, Samuels [26] finds an explicit expression for this quantity. Another interesting direction in the study of the secretary problem is to lift the random order assumption and consider a fixed (adversarial) order situation. An initial observation is that if the elements have arbitrary values then no algorithm can guarantee a larger than zero success probability. However, if we move towards the full information case, and assume that the values are not arbitrary but are independent realizations of random variables from known (different) distributions\(^1\), then Allart and Islas [1] showed that the optimal stopping rule can guarantee a success probability of $1/e$. The same model was recently considered by Esfandiari et al. [12] who prove that if the values come from arbitrary independent distributions and the arrival order is random, then one can guarantee a success probability of 0.517. Moreover, they show that if an additional distributional assumption is imposed, the success probability improves to $\gamma$.

In this paper we take a data-driven approach to the secretary problem, where the available information is parameterized by a sampling probability $p$. This allows to understand the tradeoffs between the amount of information available and the success probabilities that can be derived. In this context, data-driven versions of optimal stopping problems have been recently studied since the pioneering work of Azar et al. [2]. A notable result is that for the classic prophet inequality,\(^2\) a single sample from each distribution is enough to achieve the optimal guarantee [23]. Also for the prophet secretary problem, the variant of the prophet inequality when the elements come in random order, one sample has been proved to be quite effective [8]. Recently, Kaplan et al. [17] study a model that is closest to ours. In their model there are $n$ arbitrary values and we sample a fraction $p$ of them at random. Then the values which were not sampled are presented to the decision maker in either random order or adversarial order. Kaplan et al. [17] design algorithms for maximizing the expectation, rather than the probability of picking the maximum, that translate into algorithms for data-driven versions of prophet inequalities.

---

\(^1\)If the distributions were not different then ordering would become equivalent to random order.

\(^2\)The classic prophet inequality asserts that when faced with a sequence of $n$ independent random variables, $X_1, \ldots, X_n$, a decision maker who knows their distributions and is allowed to stop the sequence at any time, can obtain, in expectation, at least half the reward of a prophet who knows the values of each realization.
The problem. We consider a sampling model inspired by that of Kaplan et al. [17]. However, in our model, the sampling of each element is independent. Of course, for large \( n \) the models are essentially equivalent. However, our independent sampling has two crucial advantages. On the one hand, independence makes many mathematical calculations a lot simpler and thus allows to obtain simpler expressions, while on the other hand, it allows to deal with instances of unknown size which is often the case in practical applications. In particular, several of our results hold if we do not know \( n \). A slight disadvantage of the independent sampling model is that it may happen that we end up sampling all \( n \) elements. For consistency in this case we assume, by vacuity, that we \textit{win} (i.e., pick the maximum), although this is not very restrictive since, as we will see, the difficult instances involve large values of \( n \) for a fixed value of \( p \).

More precisely, the problem we consider is described as follows. We are given \( n \) elements with values \( \alpha_1, \ldots, \alpha_n \), which are unknown to us, and an order \( \sigma : [n] \rightarrow [n] \). Each element is sampled independently with probability \( p \). Let \( S \) be the (random) set of sampled elements and \( V \) be the remaining elements, also referred to as the online set/elements. The elements in \( V \) are then presented to us in the order dictated by \( \sigma \). Once an element is revealed we either pick it and stop the sequence or drop it forever and continue. The goal is to maximize the probability of picking the maximum valued element in \( V \). In the adversarial order secretary problem with \( p \)-sampling (AOSp) the order \( \sigma \) is chosen by an adversary that knows all values \( \alpha_1, \ldots, \alpha_n \) and the random sets \( S \) and \( V \).\(^3\) In the random order secretary problem with \( p \)-sampling (ROSp) the order \( \sigma \) is just a uniform random permutation.

Given \( n \) and an algorithm we define its success probability as the infimum over all values \( \alpha_1, \ldots, \alpha_n \) of the probability that the algorithm stops with the maximum \( \alpha_i \in V \). Moreover, the success guarantee of an algorithm is the infimum over all values of \( n \) of its success probability.

All algorithms considered in this paper are ordinal, i.e., algorithms whose decision to stop at a given point depend only on the relative rankings of the values seen so far, and not on the actual values that have been observed, plus, possibly, on some external randomness. We observe that this is without loss of generality as for AOSp and ROSp general algorithms cannot perform better than ordinal algorithms. Indeed, as noted by Kaplan et al. [17, Theorem 2.3] a result of Moran et al. [22] implies the existence of an infinite subset of the natural numbers where general algorithms behave like ordinal algorithms (for single selection ordinal objective functions such as ours). Therefore, and because the worst case performance of our algorithms is attained as \( n \rightarrow \infty \), our bounds apply to general algorithms.

Our results. For AOSp we consider the following very simple algorithm. Upon observing the sample set \( S \) we take as threshold the value of its \( k \)-th largest element for \( k = \left\lceil \frac{1}{1-p} \right\rceil \). Then we stop with the first element in \( V \) whose value surpasses the threshold. If there are less than \( k \) samples, the algorithm accepts the first online value (we define the \( k \)-th largest element from a set of less than \( k \) elements as \( -\infty \)). We show that this algorithm achieves a success guarantee of \( \left\lceil \frac{1}{1-p} \right\rceil p \left\lceil \frac{1}{1-p} \right\rceil (1-p) \), so for instance for \( p = 1/2 \) the guarantee evaluates to \( 1/4 \). Although the proof of this fact is relatively easy, what is more surprising is that this guarantee is best possible. To prove the latter we analyze a related optimal stopping problem, which we call the \textit{last zero problem}. Suppose an adversary picks a number of identical blank cards \( n \). Then independently with probability \( p \) each card is marked and you are informed about the total number of marked cards, but you ignore their position in the deck. Finally, one by one, you get to see the cards and whether they are marked or not. When you stop the sequence, you win if the card was the last blank card, otherwise you lose.

\(^3\)Our results, and in particular the upper bounds on the success probability, remain true if the adversary knows all values \( \alpha_1, \ldots, \alpha_n \) but not the result of the sampling process, i.e., she does not know the random sets \( S \) and \( V \).
By using a related conflict graph over possible sequences, we show that for this problem no ordinal algorithm can guess the last blank card with probability better than $\left\lfloor \frac{1}{1-p} \right\rfloor p \left(1 - \frac{1}{1-p}\right) (1 - p)$. Then, we relate this problem to a different one, in which the objective is to guess the last number of a growing sequence of unknown length. Finally, we go back to the original AOS$_p$ by considering an adversary that picks a growing sequence which at some point in time decreases to a low value, and this time is difficult to guess.

It is worth noting that this simple best possible algorithm does not use knowledge of $n$ and, as opposed to most variants of the secretary problem, for AOS$_p$ knowledge of $n$ is irrelevant in worst case terms. Moreover, we discuss the case in which $n$ is known but $p$ is unknown. Here it is quite natural that the algorithm works again by simply estimating $p$ using the size of the sample set. However, if neither $n$ nor $p$ are known, then no nontrivial success guarantee can be obtained.

For ROS$_p$ we obtain a randomized algorithm with best possible success guarantee that works as follows. First, we assign to each of the $n$ elements a uniformly random arrival time in the interval $[0, 1]$, which implies that the elements arrive in uniform random order. All elements whose arrival time is less than $p$ are placed in the sample set $S$. Then we find a sequence of time thresholds $0 < t_1 < t_2 < \cdots < 1$, dictating that if an element’s arrival time is between $t_i$ and $t_{i+1}$, we stop if its value is the maximum among elements arriving after $p$ and it is among the $i$ largest values of all elements seen so far. To obtain the success guarantee of this algorithm we first prove that for a fixed sequence $0 < t_1 < t_2 < \cdots < 1$, the success guarantee of the algorithm decreases with $n$. Then we write the optimization problem over the time thresholds, and interestingly, this turns out to be a separable concave optimization problem with a very simple solution. Moreover, the solution is universal in the sense that it does not depend on $p$. The resulting guarantee is thus easily computed and grows from $1/e$ when $p = 0$ to $\gamma \approx 0.58$ as $p \to 1$. We also prove that this is a best possible algorithm. This to end we first argue that ordinal algorithms in our model are essentially equivalent to a ranking function that determines what *global* ranking an element, which is a *local* maximum, should have in order to accept it. Here, by global ranking we mean the ranking an element has among all samples and values revealed so far, and local ranking refers only to the values revealed and not to the samples. Finally, as $n$ grows, this ranking function converges to a sequence of time thresholds as we defined them.

Fig. 1 illustrates the success guarantee for our problems. For AOS$_p$ it can be observed that the success guarantee can be bounded below by the function $p^{\frac{1}{1-p}}$ and bounded above by $p^{-1} \log p \cdot p^{-1/\log p}$. 
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\caption{The best possible success guarantee for ROS$_p$ and AOS$_p$ as a function of $p$.}
\end{figure}
Further related literature. An interesting connection arises between our model and results when \( p \) is close to 1, and the so-called full information case. First, recall that Gilbert and Mosteller [14] obtained the optimal algorithm with worst case performance \( \gamma \) (see also [25, 26]), in the secretary problem where the elements’ values are taken as i.i.d. random variables from a known distribution. It may thus seem natural that our guarantee matches this quantity as \( p \to 1 \). However, this is far from obvious. Indeed, for the prophet inequality with i.i.d. values from an unknown distribution (a model that arguably gives more information than ours) Correa et al. [9] proved that with \( O(n^2) \) samples one can achieve the best possible performance guarantee of the case with known distribution, and only very recently Rubinstein et al. [23] improved this to \( O(n) \) samples. This is in line with our result here since for \( p \) close to, but strictly less than 1, the size of the sample set is linear in the size of \( V \).

A more intriguing connection to the full information case pops up in the adversarial order case. In this context, Allart and Islas [1], and independently Esfandiari et al. [12], considered the adversarial order secretary problem in which an adversary chooses \( n \) distributions \( F_1, \ldots, F_n \). Then, independent values are drawn from these distributions and sequentially uncovered. A decision maker who knows \( F_1, \ldots, F_n \) needs to stop at the maximum realization. They prove that the optimal stopping rule is a simple single threshold algorithm and the best possible success guarantee equals \( 1/e \). Although this problem has a similar flavor as our AOSp, and the optimal guarantee is the same, we are unaware of a precise connection.

On the other hand, our last zero problem, used as a tool for AOSp, is related to an old optimal stopping problem first studied by Bruss [6]. We face a sequence of \( n \) independent Bernoulli random variables where we know \( n \) and the distributions, and we want to stop with the last zero. Bruss obtains the optimal stopping rule for this problem, which also turns out to be a simple threshold rule. Our last zero problem is simpler in that the Bernoulli random variables are homogeneous. However, rather than knowledge of \( n \) we only know the total number of ones. This subtle difference makes the problem substantially different.

Another very recent line of work [4, 18] studies robust or semi-random versions of the classical secretary problem. The main idea is that the problem input should be a mix of stochastic and adversarial parts. More specifically, in their (similar) models some of the elements arrive at adversarially chosen times and the rest at times uniformly randomly drawn from \([0, 1]\). Their objective functions (and in some cases also the benchmarks) are quite different from ours. The authors in [18] consider the knapsack secretary problem in this mixed model, while [4] design algorithms for selecting \( k \) items or maximizing the expectation under various matroid or knapsack constraints. It would probably be interesting to incorporate their ideas in our setting and study a problem which interpolates between ROSp and AOSp.

Outline of the paper. Section 2 presents an overview of the techniques and results for the adversarial order case, while Section 3 does the same for the random order case. Then, Section 4 presents some insights into the results that can be obtained if we assume different knowledge of the parameters. Like the previous sections, this section contains proof sketches. The full proofs of these three sections can be found in Section 5, Section 6 and Section 7 respectively.

2 Overview for adversarial order

This section introduces the main techniques and ideas behind Theorem 1. All details can be found in Section 5. Recall that we defined the \( k\)-max algorithm as follows: the \( k\)-th largest value of the sampled elements is set as a threshold, and the algorithm accepts the first element in the set \( V \) of
online values whose value surpasses this threshold. If there are less than \( k \) sampled elements, then the algorithm accepts the first online element\(^4\). From now on, we take the \( k \)-max algorithm with \( k = \left\lfloor \frac{1}{1-p} \right\rfloor \).

**Theorem 1.** Let \( k = \left\lfloor \frac{1}{1-p} \right\rfloor \). Then the \( k \)-max algorithm achieves a guarantee of \( kp^k(1-p) \) for AOSp. Furthermore, no algorithm can achieve a better success guarantee.

When \( p \) tends to 0, the guarantee naturally tends to zero: If there are very few samples, the problem becomes the secretary problem with adversarial order, where basically nothing can be done. When \( p \) is close to 1, the success guarantee approaches \( 1/e \), which is the performance obtained for the secretary problem when one knows the distribution of the values of the elements [1, 12]. See Fig. 1.

The proof of the guarantee of the algorithm is easy and appears in this overview section (see Lemma 1). The proof of its optimality is more advanced and requires new tools. We give a detailed overview of the proof in Section 2.2 and the entire proof is in Section 5. A surprising fact of this proof is the following: when proving the negative result, it is enough to focus on the special case where the values of the elements are increasing (thus where the player aims to get the last element), with the twist that the player does not know the total size \( n \) of the instance.

2.1 The success guarantee of the \( k \)-max algorithm

Being a simple threshold algorithm, the main question to answer is what value of \( k \) is appropriate. Intuitively, the bigger the value of \( p \), the higher the probability that the largest valued elements are sampled. Therefore, we should lower the threshold as \( p \) grows. As is the case for many threshold algorithms, there is a trade-off between (1) setting the threshold too low and risking acceptance of an element that does not have the maximum online value, and (2) setting it too high and risking finishing the game without selecting any element. The following lemma establishes the performance of the algorithm for the value \( k = \left\lfloor \frac{1}{1-p} \right\rfloor \).

**Lemma 1.** For a given \( p \), the \( k \)-max algorithm chooses the element of the online set with maximum value with probability \( \left\lfloor \frac{1}{1-p} \right\rfloor p^{\left\lfloor \frac{1}{1-p} \right\rfloor} (1-p) \)\(^5\).

**Proof.** Note that the \( k \)-max algorithm wins in an instance if exactly one of the \( k \) largest values of the adversarial input ends up in the online set and the \((k+1)\)-th largest ends up in the sample set. Thus, an instance in which the algorithm is successful is exactly a sequence ending in \( k \) sampled elements plus one online element that is somewhere in the last \( k \) entries of the sequence. The probability that this happens equals \( kp^k(1-p) \). The lemma follows by substituting the value \( k = \left\lfloor \frac{1}{1-p} \right\rfloor \).

2.2 The negative result

We now sketch the proof for the negative result of Theorem 1, which consists of several steps. We start by considering the special case where the algorithm does not know \( n \). Let us make precise what we mean by this. Consider an algorithm \( A \) and two instances \( I_1 \) and \( I_2 \) of different sizes \( n_1 \) and \( n_2 \) respectively, but with the same value of \( p \). Suppose that \( A \) happens to face the exact same

\(^4\)Recall that we define the \( k \)-th largest element from a set of less than \( k \) elements as \(-\infty\).

\(^5\)Observe that this lemma still holds in the setting where the order of the online elements is determined by the adversary after sampling, since our algorithm is order oblivious.
set of samples in both instances, and is currently facing an online element of the same value in both instances. Thus, up to this point, \( A \) has access to exactly the same information (and possible beliefs over the size of the instance). Therefore, \( A \) needs to make the exact same (possible randomized) decision in both situations, independent of \( n_1 \) or \( n_2 \).

For our main steps, we start by showing that we can focus on a simpler problem that we call the last zero problem. For this problem, we prove the negative result with some additional assumptions. We then remove the assumptions one by one, each time generalizing the proof one step further, until we get the proof of Theorem 1 for the case where \( n \) is unknown. Finally, in the second phase, we show that allowing the algorithm to know \( n \) basically does not help (in worst case terms). The proof can be found in Section 5.

The last zero problem with probability \( p \) is the following: First, an adversary chooses an integer \( n \), and \( n \) blank cards are created and form a deck. Second, a referee takes the deck, and writes a number on each card: 1 with probability \( p \) and 0 with probability \( 1 - p \). The referee gives the number of 1s to the player. Finally, the cards are presented to the player one after the other in the order of the deck. Upon every card, the player needs to decide whether to stop the sequence or not, and she wins if she stops at the last 0. She does not know the value of \( n \), but she does know \( p \) and the number of 1s. An instance for the last zero problem can be represented by a sequence of bits.

The following proposition highlights the connection between the last zero problem and AOS\( p \). With the increasing case of AOS\( p \) we mean the special case of the problem AOS\( p \) where the elements are presented to the algorithm in increasing order of their values.

**Proposition 1.** The last zero problem and the increasing case of AOS\( p \) are equivalent. Therefore, any negative result for the last zero problem also holds for AOS\( p \).

**Proof.** We show that an algorithm for picking the element with maximum value in the increasing case of AOS\( p \) has the same success probability in the last zero problem, and the other way round.

\((\Rightarrow)\) Assume that we know that in AOS\( p \) the adversary is going to present the online set in increasing order. Therefore we need to fix an ordinal algorithm with the goal of picking the last element in the increasing sequence. Every time an element in \( V \) is revealed, the algorithm knows how many online elements it saw in total and how many sampled elements have larger or smaller values compared to the value of this online element. Moreover, the value of \( p \) creates some possible beliefs over the size of the instance. This knowledge guides the (possibly randomized) decision of the algorithm on whether to stop with the element just observed.

In the last zero problem, each revealed 0 of the binary sequence corresponds to an online element. Furthermore, since we are given the total number of 1s beforehand, we know how many 1s are before and after each revealed 0 in the sequence. This information corresponds to the relative ranking of an elements value in \( V \) among the values of sampled elements. Finally, \( p \) equals the probability that a 1 was written on a card, independently of the others.

An algorithm for AOS\( p \) takes as input the relative ranking of the values \( r_1 > r_2 > \cdots > r_t \) in \( S \) and \( V \) seen so far at each time step \( t \) and outputs a stopping rule \( \tau \) which gives a certain success probability. In particular, since the algorithm is ordinal, it does not even need to see the actual values of the sampled elements; all it needs to know is the ranking of a revealed element among the sampled ones. If we apply the same algorithm to the last zero problem (with the input now being the total number of 0s and 1s seen so far and the total number of 1s), we get the same success probability of picking the last 0.

\((\Leftarrow)\) Consider an algorithm for maximizing the probability of picking the last zero in the last zero problem. At each time step \( t \), an algorithm \( ALG'_{\tau} \) takes as input the given probability \( p \), the total number \( k \) of 1s (also given) and how many 0s and 1s have been seen so far. Consider a
stopping rule \( \tau' \) that decides whether to stop at each revealed 0, and that attains a certain success probability.

In the increasing case of AOSp each element in \( S \) corresponds to a 1 and each online element to a 0. The total number of 1s represents the cardinality of the set \( S \). Each time a 0 is observed (and we know its rank among the 1s), it translates to learning how many samples have smaller and how many have larger value than the online element just observed. Remember that since the sequence in AOSp is increasing, we win if we stop with the last online element. We can now conclude that an algorithm for the last zero problem with a certain success probability can be used as an ordinal algorithm to solve the increasing case of AOSp with the same success probability.

Since the increasing case is a specific instance for AOSp, a negative result for the last zero problem implies a hardness result for AOSp.

From now on we focus on the last zero problem. We start with proving an upper bound for the special case of deterministic algorithms for \( p = 1/2 \). For this case of the last zero problem we introduce the no-zero rule that specifies that if there are no online elements (i.e., all \( n \) elements are sampled), the player loses. This will be a useful rule for the sake of the proofs. As we will see, this decision actually becomes irrelevant for the generalization of the proof. Therefore, it poses no problem that this contradicts the assumption made for AOSp where we win in such an instance.

The following proposition holds under the no-zero rule and starting from \( n = 1 \).

**Proposition 2.** For the last zero problem with \( p = 1/2 \), no deterministic algorithm can achieve a better success guarantee than \( k\text{-max} \) (with the no-zero rule) for AOSp.

This proposition and its proof sketch are presented here to introduce informally the tools we will use. Its statement can be generalized to consider instances of size larger than some chosen \( N_0 \) (cf. Proposition 3). Section 5 will prove this generalization directly.

**Proof sketch.** For \( p = 1/2 \), the \( k\text{-max} \) algorithm gets a guarantee of 1/4. Suppose that there is an algorithm that achieves a guarantee strictly better than 1/4. As a start, consider the decision of the algorithm when the adversary chooses \( n = 1 \). Then, there are two instances (after sampling) which both occur with probability 1/2. The first possibility is that the instance is 0. Then the player knows that there is no 1 in the instance, and is first presented a 0. The second possibility is that the instance is 1. Then the player knows there is a 1 in the instance, and is announced from the start that the game is finished.

In the second case, the player loses because of the no-zero rule. Thus, to achieve at least 1/4 for every \( n \), the player needs to win in the first case. This means that when the player is presented with not a single 1, and sees a first 0, she stops.

Here comes the key observation. Suppose that the adversary chose \( n = 2 \) and the sampling resulted in the instance 00. Now again the player is presented with not a single 1, and again sees a first 0. From the above, we already deduced that she needs to stop at this first 0. Indeed, from the point of view of the player, this is exactly the same situation as in the case where the instance was 0, because the player does not know \( n \). In other words, these two situations are indistinguishable from the perspective of the player, and she has to make the same decision. In the case of 00, this decision is wrong as the last 0 is the second 0, hence the player loses. We call such a situation a conflict between the instances 0 and 00.

Note that conflict works in both directions. If the player had a strategy that would make her win in 00, then after the first 0, she would wait, which would make her lose in the instance 0.

Let us give yet another example of conflict, for the instances 01 and 001. On instance 001 the player receives a first 0, and knows that there is one 1. This is exactly the same information as
in the instance 01 when it starts. If she stops on this element then she wins in 01 but loses in 001. On the other hand, if she waits and then stops on the next 0, she loses in 01 but wins in 001. Moreover, if she continues to wait she loses in both instances.

More generally, for every pair of instances there is a fairly simple criterion in each of the two directions to see if they are in conflict or not. In particular, it is enough to decide the conflict between instances whose sizes differ only by 1. Indeed, two instances $s$ and $s'$ of sizes $n$ and $n+q$ respectively are in conflict if and only if there is a series of conflicts $(s, s_1), (s_1, s_2), \ldots, (s_{q-1}, s')$, where $s_i$ has size $n+i$ (cf. Lemma 8). Then we can define the (infinite) conflict graph whose nodes are all possible instances and the edges represent the conflict between nodes of adjacent sizes. The conflict graph for size $n = 1$ to $n = 4$ is represented in Fig. 2. On this graph, we can represent an algorithm as a choice of instances in which it wins. Such selected instances cannot be in conflict. In other words, they cannot be linked by a monotone path, where monotone means that the path goes from left to right without changing direction.

For $n = 1$, we denote by a cross the fact that the player will never win in the instance which consists of one 1, because of the no-zero rule. We write 0 in orange to denote that the player wins in this instance, as she decides to select the last (and only) 0.

Let us now consider more systematically all the instances of size 2. They all have a probability of occurring of 1/4. We already know that both 00 and 11 cannot be selected (because of the conflict to the left and the no-zero rule, respectively). Thus, to achieve strictly more than 1/4, the player needs to win in both 01 and 10. Consequently, these instances need to be selected in the conflict graph.

Now, for $n = 3$, the player loses in 000, 001, 010 and 100 because of conflicts, and on 111 because of the no-zero rule. Therefore, she must win in 011, 101, and 110, since each instance has probability 1/8. Finally, for size 4, we can use the same kind of argument as before, to show that the player loses in all instances except 0111, 1011, 1101 and 1110. But these are only four cases out of sixteen and thus, the player cannot strictly beat the 1/4 bound if the adversary chose $n = 4$. And this is a contradiction.

There are several limitations to this first proof:

1. The no-zero rule is arbitrary and it should be removed.
2. The fact that the proof is only considering small sizes is a weakness, in the sense that it does not take into account algorithms which could possibly have a much better success guarantee than k-max, when starting from some large \( N_0 \).

3. The sampling probability is fixed to 1/2 instead of taking any value in \((0,1)\).

4. The bound only applies to deterministic algorithms.

We continue by addressing the two first problems. We design a proof that also works by starting from an arbitrary \( N_0 \) and not necessarily from 1. This also solves the first problem, as it makes the probability of the case with no zeros negligible for large enough \( N_0 \) (for size \( n \), this case is just one out of \( 2^n \)).

**Proposition 3.** For the last zero problem with \( p = 1/2 \), no deterministic algorithm can have a better success guarantee than k-max, even if we consider only instances of size larger than \( N_0 \), for any \( N_0 \).

We now present a proof sketch. The full version of the proof can be found in Section 5.3.

**Proof sketch.** Again, consider a strategy that has a strictly better guarantee than 1/4, starting from some arbitrary \( N_0 \). In the proof sketch of Proposition 2, there was somehow no choice on which node to select: for size 1, we had to select 0, for size 2 we had to select 01 and 10 etc. This is not the case anymore if we start with some large size \( N_0 \), since for this size only \( 1^{N_0} \) cannot be selected due to the no-zero rule. So in principle, we could select all nodes of size \( N_0 \) except this one to achieve a very high performance for this size. But this would mean a lot of conflicts later, and would prevent a good performance for (many) larger sizes. Therefore, the design of a strategy is a trade-off between having a good performance for the size at hand (if we design the strategy from left to right) and ensuring that there are still instances without conflicts for larger sizes.

The principle of the proof is similar to the one in Proposition 2: we start from size \( N_0 \) and we assume that the player selects a set of instances whose probability is in total at least \( 1/4 + \varepsilon \). Then we move on to the next size, consider which instances are in conflict, and the player again selects a set of instances whose probability is at least \( 1/4 + \varepsilon \). We will see that if we continue accordingly, then for some size there are not enough instances that are not in conflict to allow for a performance of \( 1/4 + \varepsilon \).

A problem we face in the analysis is that there are many ways in which the player could select its instances, and that these many different ways would lead to very different conflicts. In particular, we can already note in Fig. 2 that different nodes have different degrees (where a node’s degree is the number of nodes connected to its right). The degree of a node is crucial as a large degree implies a lot of conflicts.

The key observation is that for any size \( n \), if an algorithm selects a node \( v \) of degree \( d \) but does not select a node \( v' \) of degree \( d' < d \) that is not in conflict with a node of smaller size, then the algorithm can deselect \( v \) and select \( v' \). This gives rise to a new strategy which is still valid (in the sense that it does not select two instances in conflict) and the performance of this new algorithm is the same.

In other words, when designing a strategy, one can always pick the small degrees first. This leads to a canonical form for strategies. And for such strategies, arguments similar to the proof of Proposition 2 yield the result.

Let us now move on to the case of general \( p \), that is, overcome the third limitation. This case is a bit more complicated, because when \( p \neq 1/2 \) the instances of the same size do not have the same probability of occurring. For example, for \( p = 3/4 \), it is better for an algorithm to succeed
in the instance $1^k 0$ than to succeed in the instance $0^{k+1}$, as the first has probability $(3/4)^k (1/4)$ to occur and the second probability $(1/4)^{k+1}$. From a technical perspective, this means that in the conflict graph the nodes now have weights. But the main change is that, as not all nodes have the same weight, the key observation above for $p = 1/2$ does not work any more since there are nodes of small degree that have smaller weight than nodes of larger degree. Swapping nodes solely based on their degree therefore does not guarantee the same success guarantee.

To solve this problem, we use another albeit similar approach. We define a modification of a strategy that can only make it better, and this modification leads to another set of canonical strategies for which similar ideas as before can be applied to obtain the results.

**Proposition 4.** For the last zero problem with any value of $p$, no algorithm (deterministic or randomized) can achieve a better success guarantee than the $k$-max algorithm, starting from an arbitrary $N_0$.

**Proof sketch.** Our crucial observation here is that there is a threshold $D$, depending only on $p$ such that: (1) if a node of degree larger than $D$ is selected, then the strategy can only be improved by deselecting it and selecting its children and (2) if a node of degree smaller than $D$ is not selected, then the strategy can only be improved by selecting this node and deselecting all its descendants. Note that these changes involve instances of multiple sizes.

A consequence of this is that these moves can decrease the performance for some given size and improve the performance for some other size, which does not correspond to our performance measure (which is an infimum of the guarantees over all sizes). We overcome this issue in the following way. If an algorithm can always perform better than $k$-max, then it also performs better on average. Our strategy modification always improves the average performance, and we prove that after applying these modifications we obtain a strategy whose average performance is not better than the average performance of $k$-max algorithm. This leads to a contradiction again.

Finally, randomized algorithms can be analyzed with the same kind of tools. The only difference is that strategies select nodes with some probability instead of selecting it either fully or not. All the statements can then be adapted to this “fractional” version in a pretty straightforward way.

Finally, we extend the results to the scenario in which the player knows the value of $n$. (Remember that an upper bound in our context is a hardness result.)

**Proposition 5.** An upper bound on the success guarantee for the last zero problem implies the same bound for AOS $p$ even in the general case where the player knows the total size.

**Proof sketch.** To show this strengthening of Proposition 1, we use a simple trick: instead of doing the reduction with instances of increasing values, we consider instances that have first an increasing part and then elements with very low values. The adversary can choose at which point to switch from one regime to the other. This type of instances basically mimics the previous case, as the player wins if she picks the last online element of the first part. This makes it a bit more complicated, as the samples from the second part give some additional indication regarding the exact moment that the switch occurs, but it turns out that our previous proof is robust to this.

More concretely, now that the player knows the value of $n$, we need a slight variant of the last zero problem, which we call the colored last zero problem: First, an adversary picks two integers $m$ and $n$, with $m \leq n$. A sequence of bits of length $n$ is created where every entry independently has value 1 with probability $p$ and 0 otherwise. We color the entries 1 to $m$ with red, while the entries $m + 1$ to $n$ are colored blue. The player is given the size $n$, the number of red 1s and the number of blue 1s. Then, the player is presented with the bits one after the other, and for each of
them decides whether to stop or to continue. The player wins if she stops on the last red 0 of the sequence.

Note that for the colored last zero problem, $m$ basically plays the role that $n$ was playing before. This change leads to a modified conflict graph. Now, the different layers of the conflict graph correspond to the various sizes of $m$ in this case, and there is a separate conflict graph for each value of $n$. Note that the conflict graph has a finite number of layers as $m$ varies between 1 and $n$. A node of the graph is a couple $(S, b)$, where $S$ is a sequence of bits of length $m$, that represents the sequence of red bits, and $b$ is an integer that represents the number of blue 1s. The exact positions of 0s and 1s in the blue bits are irrelevant, only the total number of blue 1s matters. Using these modified tools, we can follow very similar arguments as before and prove the hardness result for the case of known $n$ as well.

3 Overview for random order

In this section we study the second problem of this paper: the random-order secretary problem with $p$-sampling, ROSp. To analyze this case it is useful to have the following equivalent point of view. We assign a uniformly random arrival time $\tau_i$ to each of the $n$ elements in the interval $[0, 1]$. If $\tau_i < p$ we add $i$ to $S$ and otherwise we add it to $V$. Then the elements in $V$ are revealed in the order of the $\tau_i$’s. Clearly, $\tau_i < p$ with probability $p$, so each value is in $S$ independently with probability $p$. It is also clear that the resulting order is uniformly random. Therefore, any algorithm for the original formulation can be applied to this one. Conversely, an algorithm for this formulation can be transformed into a randomized algorithm for the original one, by sampling $|S|$ uniform arrival times in $[0, p]$ and $|V|$ uniform arrival times in $[p, 1]$.

Consider the following family of algorithms. We fix a sequence $t = (t_i)_{i \in \mathbb{N}}$ such that $0 \leq t_1 < t_2 < \cdots < 1$. Between times $t_k$ and $t_{k+1}$ the algorithm $ALG_t$ sets as a threshold the $k$-th largest sampled value. More precisely, suppose the value $\alpha_i$ is revealed and assume $t_k \leq \tau_i < t_{k+1}$. $ALG_t$ accepts $\alpha_i$ if it is the largest among the values from $V$ seen so far, and is greater than the $k$-th largest value from $S$. For simplicity, if $|S| < k$ we define the $k$-th largest value of $S$ as $-\infty$. We prove that the best possible success guarantee is attained in this family.

**Theorem 2.** There exists a universal sequence $t$, independent of $p$ and $n$, such that $ALG_t$ obtains the best possible success guarantee for ROSp. Furthermore, when $p = 0$ this guarantee is equal to $1/e$, and when $p$ tends to 1, the guarantee tends to $\gamma \approx 0.58$, the optimal success guarantee in the full-information secretary problem.\footnote{The optimal guarantee $\gamma \approx 0.58$ was first obtained numerically by Gilbert and Mosteller [14]. An explicit formula for $\gamma$ was later found by Samuels [25, 26].}

We prove this theorem in two main steps. First, we find the sequence $t^*$ that maximizes the success guarantee of $ALG_t$. Then, we find an expression for the optimal success probability when $p$ and $n$ are given, and prove that for fixed $p$ it converges to the success guarantee of $ALG_t^*$ when $n$ tends to infinity. In this section, we state the lemmas and sketch the proofs. The full proofs can be found in Section 6.

In order to find the optimal sequence $t^*$ we start by studying the success probability of algorithm $ALG_t$, for any sequence $t$, sample rate $p$ and instance size $n$. We prove that in fact the worst case for this class of algorithms is when $n$ is very large. The approach of approximating the problem when $n$ is large by a continuous time problem was pioneered by Bruss [5] and has been used for different optimal stopping problems (see e.g. [7, 16]).
Lemma 2. For any sequence $t$ and sampling probability $p$, the success probability of $ALG_t$ in $ROSp$ decreases with $n$.

To prove the lemma the idea is to inductively couple the realizations of the arrival times in instances of sizes $n$ and $n+1$. We show that if $ALG_t$ fails for a given realization of the arrival times of the largest $n$ values in the instance of size $n$, then $ALG_t$ also fails for any possible realization of the arrival time of the smallest (the $(n+1)$-th largest) value, in the instance of size $n+1$. This implies that the probability of failure increases with $n$.

By Lemma 2 the success guarantee of $ALG_t$ is simply the limit of its success probability when $n$ grows to infinity. We calculate these probabilities and obtain an explicit formula for the limit in the following lemma. The formula turns out to be surprisingly simple.

Lemma 3. Fix a sequence $t$ and a sampling probability $p$. The success guarantee of $ALG_t$ in $ROSp$ is given by

$$
\sum_{i=1}^{\infty} p^{i-1} \left( 1 - \max\{p, t_i\} - \int_{\max\{p, t_i\}}^{1} \frac{t - \max\{p, t_i\}}{p^j} dt \right).
$$

We then focus our attention on optimizing this success guarantee. Surprisingly, it turns out that the problem of maximizing Eq. (1) is separable and concave, so we can simply impose the first-order conditions to obtain the optimum. Perhaps even more surprising is that these first-order conditions are independent of $p$, and therefore, the optimal sequence $t^*$ is also independent of $p$, as the following lemma shows.

Lemma 4. Fix a sampling probability $p$. The sequence $t^*$ defined as the unique solution of the equations

$$
\ln \left( \frac{1}{t_i^*} \right) + \sum_{j=1}^{i-1} \left( \frac{1}{t_j^*} \right)^j - 1 = 1, \text{ for all } i \in \mathbb{N},
$$

maximizes Eq. (1). In particular, $t^*$ does not depend on $p$.

Now that we have the best algorithm in the family, we prove that its success guarantee is actually the best possible. To do this, we first characterize the algorithm that achieves the highest success probability for fixed sampling probability $p$ and instance size $n$.

For a non-decreasing function $\ell : [n] \to [n]$, we define the sequential-$\ell$-max algorithm the following way. The algorithm accepts the $i$-th observed value (considering the values from $S$ and the ones that have been revealed from $V$) if it is the largest seen so far from $V$ and it is larger that the $\ell(i)$-th largest value from $S$. We prove that the optimal algorithm is in this class.

Lemma 5. Fix a sampling probability $p$ and an instance size $n$. There is a function $\ell$ such that the sequential-$\ell$-max algorithm obtains the best possible success probability for instances of size $n$ of $ROSp$.

To conclude the optimality of $ALG_{t^*}$ we show that the success probability of the best sequential-$\ell$-max algorithm for each $n$ converges to Eq. (1) for some sequence $t$, when $n$ grows to infinity. The idea behind this is to calculate the success probability of the algorithm, show that there is a limit for the optimal $\ell$ in a continuous space, and use a Riemann sum analysis to obtain Eq. (1) in the limit.
Lemma 6. Fix a sampling probability $p$. For each $n \in \mathbb{N}$, choose $\ell_{p,n}$ so that the sequential-$\ell_{p,n}$-max algorithm achieves the best possible success probability for fixed $p$ and $n$. There exists a sequence $t$ such that the success probability of the sequential-$\ell_{p,n}$-max algorithm converges to Eq. (1) when $n$ grows to infinity.

Finally, we study the success guarantee of $ALG^*$ in the border values of $p$, and show that it actually becomes equal to the best possible among all algorithms. It is easy to see that the success guarantee is $1/e$ when $p = 0$. Note that when $p = 0$, Eq. (1) simplifies to $t_1 \ln(1/t_1)$, and that from Eq. (2) we obtain that $t_1^* = 1/e$. Replacing gives the success guarantee of $1/e$. The case when $p$ tends to 1 is a bit more involved and requires some tedious calculations. We evaluate Eq. (1) with the first order approximation $t^*_i \approx 1 - c$, for some constant $c$. Then, we do a Riemann sum analysis to show that, when $p$ tends to 1, this approximation converges to the explicit expression of Samuels [25, 26] for $\gamma$.

4 Knowledge of the parameters

In this section we briefly discuss the impact of the knowledge of the parameters on the guarantees that can be obtained. There are two parameters for both AOS$p$ and ROS$p$: the number of elements $n$ and the sampling probability $p$. The performance of an algorithm can vary a lot depending on its presumed knowledge about these parameters.

For AOS$p$ we already discussed that knowledge of $n$ is irrelevant in worst case terms. To complete the picture, we turn our attention to the cases when $p$ is unknown. First, if $p$ is unknown but $n$ is known, we show that the ratio of the number of samples to the total number of elements gives a good estimate of $p$, and that using $k$-max with this estimate is basically optimal. More specifically, assume we are given $h$ samples drawn independently with probability $p$ from an initial set of $n$ values and the other $n - h$ values form the online set. The $k$-max algorithm for unknown $p$ sets the threshold to the $k$-th largest sample, where $k = \left\lfloor \frac{n}{n-h} \right\rfloor$, and accepts the first value of the online set exceeding this threshold.

Theorem 3. For AOS$p$ with known $n$ and unknown $p$, the variation of the $k$-max algorithm for unknown $p$ achieves the best possible success guarantee up to a factor $1 - \varepsilon$ with high probability.

To prove the theorem, we find the probability (as a function of $n$, $h$ and $p$) that this variant of the $k$-max algorithm chooses the maximum value of the online set, and then use standard concentration arguments.

Second, for AOS$p$ where both $p$ and $n$ are unknown, we show that no non-trivial guarantee can be obtained. The intuition behind this strong negative result results from the situation in which the algorithm is given very few samples. In this case, it does not know whether the instance is very short (in which case it should stop early), or the sampling probability is very low (in which case it should wait longer).

For ROS$p$, we have shown that the optimal algorithm $ALG^*$ does not depend on $p$, and knowledge of the uniform random arrivals suffices to obtain the optimal guarantee. Therefore, $ALG^*$ achieves the best possible success guarantee, even when $n$ is unknown. On the other hand, if $p$ is unknown and $n$ is known and large, then we can sample uniform random arrival times for each value and obtain with $ALG^*$ the best success guarantee. Indeed, the sampled arrival times themselves will provide a sharp estimate of $p$.

On a more applied note, whenever it is reasonable to assume that the values come in random order, it is usually also safe to assume that this random order comes from random arrival times. In
case the arrival times are random but not uniform, the time thresholds \( t^* \) can be transformed using the distribution function of the arrival times and again obtain the optimal success guarantee.

5 Proof of Theorem 1

This section provides the full details of the proof of the second statement of Theorem 1, which is that no algorithm can achieve a better success guarantee than the \( k \)-max algorithm. The short proof of the first claim was presented in Lemma 1.

**Theorem 1.** Let \( k = \left\lfloor \frac{1}{1 - p} \right\rfloor \). Then the \( k \)-max algorithm achieves a guarantee of \( kp^k(1 - p) \) for AOSp. Furthermore, no algorithm can achieve a better success guarantee.

As mentioned before, we prove the negative results for AOSp by proving them for the last zero problem. These proofs heavily rely on the conflict graph. Section 5.2 contains the preliminaries for the negative results. It formally introduces the conflict graph, proves some structural results and highlights its connection to both deterministic and randomized algorithms. Then, as a warm-up for the more complicated proof, we start with the negative result for deterministic algorithms for \( p = 1/2 \) in Section 5.3. Section 5.4 generalizes this to both randomized algorithms as well as general values of \( p \). Finally, in Section 5.5 we show that allowing the player to have even exact knowledge of the length \( n \) of the sequence of bits, will be (in the worst-case) unnecessary.

5.1 Preliminaries: Last zero problem

As outlined before, we prove the negative result by introducing the last zero problem, whose negative results directly imply the negative results for AOSp.

Let the norm of a sequence of bits be the number of ones it has. The number of bits in such a sequence \( s \) is called its length or size. The numbering of the entries of a sequence \( s \) is counted starting from 1.

**Definition 1.** The last zero problem with probability \( p \) is the following.

1. An adversary picks a size \( n \).
2. An instance is created the following way: a sequence of bits of length \( n \) is generated, where in each position, independently, the number is 1 with probability \( p \) and 0 otherwise.
3. The player is given the norm of the sequence.
4. Then the player sees the bits one after the other, and for each of them decides whether to stop or to continue.
5. The player wins if she stops on the last 0 of the sequence.

Note that the fact that the player does not know the size \( n \) is crucial, as otherwise the game is trivial. Thus, it does not make sense to analyze the algorithm for a given size; we have to prove that no algorithm can perform well on all sizes.

As proved in Section 2, negative results for the last zero problem imply the same bounds for algorithms for AOSp.

**Proposition 1.** The last zero problem and the increasing case of AOSp are equivalent. Therefore, any negative result for the last zero problem also holds for AOSp.

For the remainder of this section, we consider the last zero problem. An instance in the last zero problem can be described by a finite string of bits. We introduce the shorthand notation \( 0^\ell \) and \( 1^\ell \) for the string of length \( \ell \) consisting of only zeros and ones respectively.
5.2 Preliminaries: Conflict graph

We now formalize the intuition of Section 2.2 about the conflict graph. We first describe its generic structure, independent of the sampling probability \( p \), without weights on the instances or any reference to success guarantees. Then we continue by describing how to measure the performance of a deterministic algorithm in this framework using probabilistic weights on the instances.

5.2.1 Conflict graph structure

We first define what it means that two instances are in conflict. For an instance \( I \) we denote by \( I[a,b] \) the instance \( I \) restricted to the positions \( a \) to \( b \) (both included). Consider two instances \( I_1 \) and \( I_2 \) of size \( n_1 \) and \( n_2 \) respectively with \( n_1 < n_2 \), both containing at least one 0. Let \( r \) be the position of the last 0 in \( I_1 \). The instances \( I_1 \) and \( I_2 \) are in conflict if they have the same norm and \( I_1[1,r] = I_2[1,r] \). The following lemma outlines why we care about this notion.

**Lemma 7.** No deterministic algorithm can win in two conflicting instances.

**Proof.** Consider a deterministic algorithm that wins in \( I_1 \), meaning, this algorithm stops at position \( r \). Note that at any position \( j \leq r \), the knowledge of the algorithm up to that point consists of the norm of the instance and \( I[1,j] \). Now run the same algorithm on \( I_2 \). Since the algorithm is deterministic and has the same information available at every point in time, it must make the exact same decision at every \( j \leq r \). In particular, it stops at position \( r \). However, since \( I_2 \) has the same norm as \( I_1 \) but a larger size, there must be a zero after position \( r \) in \( I_2 \), and the algorithm loses in \( I_2 \).

We now define the conflict graph, which is the formal object described by Fig. 2.

**Definition 2.** The conflict graph is an infinite graph in which the nodes correspond to all finite strings of bits. There is an edge between nodes \( s_1 \) and \( s_2 \) if and only if the corresponding instances of the last zero problem are in conflict and the size of \( s_2 \) is one bit larger than the size of \( s_1 \).

As every node corresponds to a unique instance and vice versa, we will use these terms interchangeably.

When we draw the conflict graph, we order the nodes by increasing size as in Fig. 2. We define a monotone path as a (possibly infinite) path in the conflict graph where the nodes correspond to consecutive increasing sizes. For example, in Fig. 2, \((01, 001, 0010)\) is a monotone path.

**Lemma 8.** Two instances are in conflict if and only if they are linked by a monotone path in the conflict graph.

**Proof.** Let \( I_1 \) and \( I_2 \), be two instances of size \( n_1 \) and \( n_2 \) respectively that are in conflict, with \( n_1 < n_2 \). By definition, they have the same norm, and have the same substring up to the last zero of \( I_1 \). Consider the following instance \( I_3 \): take \( I_2 \), and remove the last zero.

This instance (if it is not \( I_1 \)) satisfies the two conditions above, thus is in conflict with \( I_1 \). It is also in conflict with \( I_2 \): they share the same prefix up to the last zero of \( I_3 \) and have the same norm. By repeating this operation (removing the last zero) until we get \( I_1 \), we get a series of instances (including \( I_1 \) and \( I_2 \)), that are in conflict with one another, and can be ordered in increasing consecutive sizes. These instances form a monotone path in the conflict graph. The other direction of the proof follows similarly.

This lemma and its proof have several consequences for the structure of the conflict graph. The following lemma is immediate.
Lemma 9. Given an instance $I$ of size $n$, the instances of size $n+1$ in conflict with $I$ are the nodes that can be obtained by inserting a new zero anywhere after the last 0 of $I$. In the other direction, $I$ is in conflict with only one instance of size $n-1$: the one where the last zero has been removed.

This lemma implies that a node has only one edge on its left. We refer to this node as its parent. We define the degree of a node in the conflict graph as the number of neighbors it has on its right, which we refer to as its children. Furthermore, for a given size $n$ each node corresponds to a different instance of zeros and ones, so we have $2^n$ nodes in total. The degrees adhere to the following structure.

Lemma 10. Consider all $2^n$ nodes corresponding to instances of size $n$. For every $i \in \{1, \ldots, n-1\}$, there are $2^{n-i}$ nodes of degree $i$. Concretely, half of these nodes have degree one, a quarter of the nodes have degree two, and so on until one node has degree $n$.

Moreover, a node with degree $k$ has exactly one child of degree $i$ for every $i \in \{1, \ldots, k\}$.

Proof. By Lemma 9, an instance of size $n+1$ is in conflict with an instance of size $n$ if we add a 0 anywhere after the last 0 of the instance of size $n$. Therefore, every instance that ends in a 0 has degree one, since the new 0 can only be inserted in one place. This is true for half of the nodes. Similarly, we see that every instance that ends in 01 has degree two and this is a quarter of the nodes. In general, every instance that has suffix $01^i$ has degree $i+1$.

A node with degree $k$ has a suffix $01^{k-1}$. To create a child, we need to add a zero anywhere after the last 0. If we insert this 0 at the very end, we create a node of degree one. If we insert this 0 before the last 1, we create a node of degree two. In general, if we insert the 0 after the $i$-th 1 from the end, we create a node of degree $i$.

5.2.2 Algorithms and weights in the conflict graph

We now turn to the connection between algorithms and the conflict graph. We start by linking the structure of the conflict graph to deterministic algorithms.

Lemma 11. A deterministic algorithm can win in at most one of the instances of any monotone path in the conflict graph.

Proof. By Lemma 8, any two instances that are in a monotone path are in conflict, and by Lemma 7 an algorithm can win in at most one instance of a pair of conflicting instances.

One can think of an algorithm for the problem as a partition of the nodes of the conflict graph into the nodes for which it wins and the nodes for which it loses. Lemma 11 gives a constraint on the structure of such a partition. Note that not all partitions correspond to a finite algorithm, but this is not an issue as we look for impossibility results (we will abuse terminology and use the word “algorithm” nevertheless).

More precisely, we will consider such a partition in the following structured way. We start from some size $N_0$, and ask the algorithm which nodes of this size it selects, that is, in which instances it wins. This implies that the algorithm will not be able to select some instances in the future, namely the instances in conflict with any node of this selection. We say that these nodes that cannot be selected later are removed. Then we will move on to the next size, and ask the algorithm to select instances among those that have not been removed yet. We continue this in an iterative fashion.

We now continue by adapting the conflict graph to reflect the quality of an algorithm. For this, we extend the conflict graph to weighted nodes. We first define this properly and show how to measure the quality of an algorithm in the conflict graph. For now, we restrict ourselves to
deterministic algorithms, which select a specific node either always or never. Afterwards we show that the arguments extend to randomized algorithms as well, that are allowed to select nodes with some probability.

We define the weight of a node as the probability that the corresponding instance results from the sampling process where we sample each of the \( n \) elements independently with probability \( p \). In particular, if an instance has size \( n \) and norm \( m \), then the weight of the corresponding node in the conflict graph is \( p^m(1 - p)^{n - m} \). Note that for a fixed size \( n \), the weights of the instances of size \( n \) sum to 1.

With this definition of the weights, the performance of a deterministic algorithm for a fixed size \( n \) in terms of the weighted conflict graph is the sum of the weights of the instances in which it wins. Then, the worst case performance of an algorithm is the infimum of the performance of the algorithm over all sizes \( n \). Note that the worst case performance of an algorithm for the last zero problem implies a bound on the success guarantee of any algorithm for AOSp, which is exactly the negative result we aim to prove in this section.

Fix a size \( n \) and let \( V_{n,i} \) be the nodes of size \( n \) with degree \( i \). Define \( w_i \) as the total weight of the nodes in \( V_{n,i} \). Moreover, define \( w_{ij} \) as the sum of the weights of the nodes of size \( n + 1 \) and degree \( j \) that are in conflict with any node in \( V_{n,i} \). Note that \( w_{ij} \) is only positive for \( j \leq i \) because of Lemma 10. The following lemma can be seen as the weighted version of this lemma.

**Lemma 12.** For any size \( n \), \( w_i = p^{i-1}(1 - p) \) and \( w_{ij} = (1 - p)w_i = p^{i-1}(1 - p)^2 \) for all \( 1 \leq j \leq i \leq n \).

**Proof.** From the proof of Lemma 10, we see that the instances of degree one are exactly those which have a 0 in the end. Summing over their individual weights will give us \( w_1 = 1 - p \), which is the probability of having a 0 as the last bit of an instance. In general, a node of degree \( i \) ends in a 0 followed by \( i - 1 \) ones. Accordingly, the probability of having an instance that ends with this suffix is \( w_i = p^{i-1}(1 - p) \).

Now consider an instance \( I_1 \) of size \( n \) with degree \( i \). It starts with \( n - i \) unrestricted bits and its suffix is \( 01^{i-1} \). Now consider an instance \( I_2 \) of size \( n + 1 \) with degree \( j \) that is in conflict with \( I_1 \). Because it is in conflict with \( I_1 \), the first \( n - i \) unrestricted bits are the same as \( I_1 \), as well as the 0 in entry \( n - i + 1 \). Then, we interrupt the suffix of \( 1^{i-1} \) with an additional 0 such that \( I_2 \) has a suffix of \( 1^{j-1} \) in order to have degree \( j \). Therefore, \( I_2 \) has the following structure. It starts with \( n - i \) unrestricted bits, followed by \( 01^{j-2}01^{j-1} \).

Now consider the set of all instances that have the form of instance \( I_1 \), with certain bits in its unrestricted prefix of length \( n - i \). Because of the suffix \( 01^{i-1} \), the weight of these instances can be computed as \( p^{i-1}(1 - p) \). On the other hand, the weight of all instances that have the form of the instance \( I_2 \) can be computed as \( (1 - p)p^{j-2}(1 - p)p^{j-1} = p^{j-1}(1 - p)^2 \). \( \square \)

Finally, we describe how the conflict graph can reflect a randomized algorithm. The difference is that it labels each instance with a selection probability \( q \), while a deterministic algorithm labels each instance either with a one or a zero (we either always select it, or we never do). Concretely, this means the following. Suppose the algorithm is faced with the last 0 in this instance, but it is not aware of this of course. Then the algorithm stops with probability \( q \) (and wins in this instance). It does not stop with probability \( 1 - q \), meaning it loses in this instance (but might win in instances of larger size that are in conflict with this instance).

The following lemma is the non-binary version of Lemma 7. For its statement, we define the descendants of an instance \( I \) as one would expect: The set of nodes in the conflict graph that are connected to \( I \) through a monotone path and that have a larger size than \( I \).
Lemma 13. If for some instance $I$ there is a selection probability $q$, then the probability of winning at any descendant is at most $1 - q$.

Proof. This follows from similar arguments as Lemma 7.

It is important to note that this removed fraction adds up: if an instance has selection probability $q$, and one of its descendants has selection probability $r$, then for any descendant of the second instance its removed fraction is $q + r$ and its selection probability is at most $1 - q - r$. In other words, when a randomized algorithm reaches this particular descendant, it can assign at most a selection probability of $1 - q - r$ to it.

Similarly, we define the performance of a randomized algorithm as its quality for a given size $n$, i.e., the product of the weight of a node multiplied by its selection probability, summed over all instances of size $n$. The worst case performance is then the infimum over $n$ of these performances. The worst case performance of an algorithm for the last zero problem provides a bound on the success guarantee of any algorithm for AOSp.

5.3 Warm up: Proof of Proposition 3

As a warm up that introduces the main ideas behind the general proof, this section proves the special case of Theorem 1 for deterministic algorithms for the case where $n$ is unknown but larger than some constant, and $p = 1/2$. Note that for $p = 1/2$, all nodes of size $n$ have the same weight, namely $1/2^n$. The total fraction of selected nodes is therefore equal to the total weight of the selected nodes.

Proposition 3. For the last zero problem with $p = 1/2$, no deterministic algorithm can have a better success guarantee than $k$-max, even if we consider only instances of size larger than $N_0$, for any $N_0$.

Note that the success guarantee of the $k$-max algorithm, proved in Lemma 1, can also be proved now using the alternative perspective of the conflict graph. The $k$-max algorithm roughly selects low degree nodes in every size $n$ of the conflict graph in order to remove as little weight as possible from instances of larger size. A careful analysis indeed gives the same success guarantee $kp^k(1 - p)$.

To prove that the $k$-max algorithm has optimal success guarantee (for this special case), we will bound the worst case performance of any deterministic algorithm by considering a special class of algorithms.

Canonical algorithms. More precisely, we consider a deterministic algorithm that starts by selecting some nodes in the conflict graph for a certain size $N_0$. Consequently, all descendants of the selected nodes will be removed. The algorithm will then continue to the nodes of size $N_0 + 1$ and select a subset of the nodes of this size that have not been removed. Then it will continue to the next size and iterate this procedure. We will show that if the algorithm consistently selects at least a $1/4 + \epsilon$ fraction of the nodes for each size, this process cannot run forever, reaching a contradiction.

Before we proceed to the proof, we make a crucial observation. Note that Lemma 10 implies that two nodes of the same degree have children with the same degree distribution, and the same holds for their further descendants. By construction, it follows that the subtrees to the right of any two nodes of the same degree are isomorphic. With this important observation at hand, we can prove that it suffices to restrict our attention to algorithms of a canonical form, in order to reduce the large variety of possible algorithms.
Lemma 14. Consider the last zero problem for \( p = 1/2 \). Let \( I_1 \) and \( I_2 \) be two instances of the same size that have not been removed, and consider an algorithm that selects \( I_1 \) but does not select \( I_2 \). Then there exists another algorithm that selects \( I_2 \) instead of \( I_1 \) and achieves the exact same success guarantee.

Proof. Consider the instances \( I_1 \) and \( I_2 \) and an algorithm \( A \) that selects \( I_1 \) but not \( I_2 \). Since \( A \) selects \( I_1 \), the nodes to its right are removed. On the other hand, as \( I_2 \) is not selected and is alive, it can be that \( A \) selects some node in its subtree. As observed above, the subtrees rooted at \( I_1 \) and \( I_2 \) are isomorphic. Since any node has at most one edge to the left, these trees are also disjoint.

Now consider the algorithm \( B \) that selects the same nodes as \( A \) except for the following. It selects \( I_2 \) instead of \( I_1 \), deselects every node that \( A \) selected in the subtree of \( I_2 \) and instead selects the corresponding (according to the isomorphism) nodes in the subtree of \( I_1 \). By construction, for every given size \( n \), the nodes that both algorithms select carry the same weight, so the success guarantees are equal.

We can reduce the algorithms of interest even further by introducing the following important notion. We say that an algorithm follows a small degrees first strategy if for any size considered, among the nodes that are not yet removed, it selects the nodes with the smallest degrees.

Note that this strategy does not define a single algorithm: many nodes have the same degree. Indeed, the \( k \)-max algorithm is closely related to these small degrees first strategies – we will elaborate on this in the paragraph of Lemma 18.

Lemma 15 (Small degrees first strategy). Consider the last zero problem for \( p = 1/2 \). For every algorithm, there exists an algorithm using the small degrees first strategy that achieves the same performance for every \( n \).

Proof. Consider an algorithm that does not follow the small degrees first strategy. Then there exists a size \( n \) where it selects an instance \( I_1 \) of degree \( k_1 \) and does not select an instance \( I_2 \) of degree \( k_2 < k_1 \).

Consider the part of the subtree rooted at \( I_1 \) that consists of its \( k_2 \) children of smallest degree and their subtrees. By the structure given by Lemma 10, this subtree is isomorphic to the subtree of \( I_2 \). Then the same swapping argument as in the proof of Lemma 14 between the subtree of \( I_1 \) and the tree of \( I_2 \) exhibits another algorithm with the same success guarantee that does follow the small degrees first strategy.

From now on, we restrict ourselves to considering algorithms that follow the small degrees first strategy.

The cover ratio. In order to reach a contradiction and prove Proposition 3, we define the cover ratio \( \rho \) for an algorithm and a certain size \( n \). It is defined as the sum of the weights of the instances of size \( n \) that the algorithm either selects or removes. The removal of an instance is due to selecting an instance of smaller size that is connected by a monotone path to this instance. Denoting the set of selected and removed instances of size \( n \) by \( S \) and \( R \) respectively, and the weight of an instance \( I \) by \( w(I) \), we can write \( \rho = \sum_{I:|I|=n,I\in S\cup R} w(I) \). Note that this sum over only \( S \) instead of \( S \cup R \) is the performance of the algorithm for size \( n \).

Note that in the special case that \( p = 1/2 \), all instances have equal weight and therefore \( \rho = (r+s)/2^n \) is just the fraction of the total number of instances of size \( n \) that are either selected or removed.

The proof sketch of Proposition 2 in Section 2 showed the intuition behind the proof. Here we state the formal arguments. The idea behind the proof is to show that selecting strictly more than
1/4 of the instances for many successive sizes implies that the cover ratio ρ increases in such a way that at some point it is impossible to select that many instances. This shows by contradiction that there is no deterministic algorithm that has a success guarantee of 1/4 + ε.

Lemma 15 implies that we can restrict ourselves to a unique strategy for the algorithm as follows. For a size n, select a 1/4 + ε fraction of the non-removed instances in increasing order of degrees (with an arbitrary order for the instances of same degree). Then the algorithm repeats this for the non-removed instances in the next size n + 1, which we refer to as the next step. Without loss of generality, we can assume that we start at size N_0 with no removed nodes.

We now analyze the dynamics of the process, and in particular the dynamics of the cover ratio ρ. First, observe that at size N_0, no nodes have been removed so far. As the algorithm selects a 1/4 + ε fraction of the nodes of the algorithm, the split ratio becomes

\[ \rho = \frac{1}{4} + \varepsilon. \]

Now suppose that the lemma holds for some size \( n + t \), and \( \rho = \left( \frac{1}{4} + \varepsilon \right) \cdot \sum_{i=1}^{t-1} \frac{1}{2^{i-1}} \). We first determine the fraction of removed nodes in the next size \( n + t \). Since each node of degree 1 removes one node of the next size, the number of nodes removed for size \( n + t \) is the same. However, as there are twice as many instances in total in size \( n + t \), the fraction is half this number, namely \( \left( \frac{1}{4} + \varepsilon \right) \cdot \sum_{i=1}^{t-1} \frac{1}{2^{i-1}} \). The fraction of selected nodes is 1/4 + ε, thus in total the cover ratio becomes

\[ \rho = \left( \frac{1}{4} + \varepsilon \right) \cdot \left( \sum_{i=1}^{t-1} \frac{1}{2^{i-1}} + 1 \right) = \left( \frac{1}{4} + \varepsilon \right) \cdot \left( \sum_{i=1}^{t} \frac{1}{2^{i-1}} \right). \]

Note that the term \( \frac{1}{4} + \varepsilon \) \cdot \sum_{i=1}^{k} \frac{1}{2^{i-1}} \) goes asymptotically to \( \frac{1 + \varepsilon}{2} \) as k grows, for some \( \varepsilon > 0 \). In particular, this means that at some point it exceeds the value of 1/2, which is the total fraction of nodes with degree 1. This implies, in turn, that the algorithm is forced at some point to start selecting degree 2 nodes in addition to degree 1 nodes. This is the start of a second phase, where the algorithm needs to select degree 2 nodes, in order to keep selecting a 1/4 + ε fraction of the nodes for each size.

Claim 2. Consider the last zero problem for \( p = 1/2 \) and an algorithm as described above. In the second phase of the algorithm, the cover ratio \( \rho \) grows by at least \( \varepsilon \) at each step.

Proof. Let us consider a size n where \( \rho > 1/2 \), say \( \rho = 1/2 + \delta \) for some \( \delta > 0 \). Then for size \( n + 1 \) the situation is the following. First, the 1/2-fraction of nodes of size n remove 1/4 of the nodes of size \( n + 1 \) (since all these nodes have degree 1). Then, by Lemma 10, the δ fraction of degree 2 nodes remove one instance of degree 1 and one instance of degree 2 in the next size. That is, in size \( n + 1 \), a (1/4 + \delta/2)-fraction of the degree 1 nodes and a \( \delta/2 \)-fraction of the degree 2 nodes are removed in total.

The algorithm must now select a (1/4 + ε)-fraction of the nodes that have not been removed. Following the small degrees first strategy, the algorithm chooses the remaining 1/4 - δ/2 fraction of degree 1 nodes, and a δ/2 + ε fraction of the degree 2 nodes. In total, for size \( n + 1 \) we have \( \rho = 1/2 + \delta + \varepsilon \), and the claim follows.

These claims imply Proposition 3 as follows.
Proof of Proposition 3. In the second phase of the algorithm, \( \rho \) increases by \( \varepsilon \) in each step. Therefore, at some point the cover ratio becomes too large to select only degree 1 and 2 nodes and the algorithm is forced to start selecting degree 3 nodes. Note that in this third phase \( \rho \) also grows by at least \( \varepsilon \) at each step, since selecting a node of degree 3 is even worse than selecting a node of degree 2: It removes the same number of degree 1 and 2 nodes, but in addition it removes degree 3 nodes.

The same holds true for further phases of the algorithm in which it selects nodes of even higher degree. Due to this increase of at least \( \varepsilon \) in each step, at some point \( \rho \) becomes strictly larger than \( 3/4 - \varepsilon \). Therefore, the algorithm cannot select an \( 1/4 + \varepsilon \) fraction of the nodes any more. Therefore, no algorithm can achieve a success guarantee of \( 1/4 + \varepsilon \) for any \( \varepsilon > 0 \).

5.4 Generalization to any value of \( p \)

In this section, we generalize the previous results beyond the case of deterministic algorithms for \( p = 1/2 \). Building on the intuition of the previous section, but using quite different techniques, we show what is the best possible success guarantee that any algorithm can achieve. We then link our \( k \)-max algorithm to the conflict graph, such that we finally reach the main takeaway point of the section: The \( k \)-max algorithm, although very simple, is optimal for all values of \( p \). We first focus on the family of deterministic algorithms and prove the optimality of \( k \)-max there. Then, we show how one can adapt the proof to include also randomized algorithms.

Local operators and average performance. The main reason the proof techniques of the previous section need to be adapted is the fact that instances of a given size do not have the same weight anymore, and therefore, the swapping argument used in Lemma 14 and Lemma 15 is no longer true. Thus, we transform a strategy using moves that select and deselect nodes from instances of different sizes: local operators. These local operators might decrease the fraction of selected nodes in a specific size while increasing it for another size. To resolve this, we introduce the notion of the average performance of an algorithm in the window \([n, n + t]\), which is simply the average of its performance on sizes \( s \in [n, n + t] \). We will show that there exists a set of local operators that can be used to improve the average performance.

Informally, the argument is then as follows. The \( k \)-max algorithm is very consistent in the sense that it selects the same total weight for every size. This means that its average performance is approximately equal to the infimum of its performance for every size (i.e., its success guarantee). Therefore, if a strategy would outperform the \( k \)-max algorithm, it would also exceed the average performance in every window. In this section, we show that the latter is a contradiction.

To prove that certain local operators improve the average performance in the next lemma, we say an algorithm is valid if it selects at most one node along each monotone path in the conflict graph.

Lemma 16. Consider a valid deterministic algorithm with a certain average performance in a window \([n, n + t]\). Applying the following local operators yields a new valid algorithm whose average performance in this window is at least as good as the former algorithm.

1. If the algorithm selects a node of degree \( d > 1/(1-p) \) for some size \( s \in [n, n + t - 1] \): Deselect it and select all its children.

2. If the algorithm has not selected nor removed a node of degree \( d \leq 1/(1-p) \): Select it and remove all its descendants (in particular, deselect its selected descendants).
**Proof.** The fact that the resulting algorithm is valid again is clear. We prove that these local operators do not decrease the average performance.

Consider the first local operator and a node of degree $d$ and weight $w$ of size $s \in [n, n + t - 1]$. After applying the operator, the performance of the algorithm in size $s$ is decreased by $w$. By Lemma 12, the total weight of its children is $dw(1 - p)$, which is larger than $w$ for $d > 1/(1 - p)$.

Now consider the second local operator. Let $A_1$ be the algorithm before applying the second local operator and $A_2$ the resulting strategy afterwards. We will construct a reversed sequence of valid algorithms that starts at $A_2$, iteratively selects and deselects some nodes and ends in $A_1$, where in every step the average performance does not increase. This will prove the claim.

Consider a valid algorithm $A$ in this reversed sequence (the “current” algorithm) from which we will construct its predecessor algorithm $A'$. Let $v$ be the node that $A_1$ neither selects nor removes and consider the subtree $T$ rooted at $v$ for the remainder of this argument. Let $S$ be the set of nodes in $T$ that $A_1$ does not select, but that the current algorithm $A$ does select. Among the nodes in $S$, let $v'$ be an arbitrary node of minimum size. There are two cases to consider.

First, if $A_1$ does not select any of the descendants of $v'$, deselect $v'$ in the newly constructed algorithm $A'$. This clearly does not improve the average performance from $A$ to its predecessor $A'$.

Second, consider the other case where $A_1$ selects at least one of the descendants of $v'$. Denote the weight of $v'$ by $w'$. Then, to turn $A$ into $A'$, deselect $v'$ and selects all its descendants. Note that this replaces a node of degree $d' \le d \le 1/(1 - p)$ and weight $w'$ by a set of at most $d'$ nodes of weight $w'(1 - p)$, having total weight $d'w'(1 - p) \le w'$. So the average performance of $A'$ is at most the average performance of $A$.

By starting at algorithm $A_2$ and iteratively applying these two cases, we create a sequence of valid algorithms that converge to the initial algorithm $A_1$. Since the average performance does not increase in this direction, this means that from $A_1$ to $A_2$ the average performance does not decrease and the proof is complete. \hfill \Box

**Fill-in strategy.** Using these local operators that improve the average performance, we can define the following. The fill-in strategy for a window $[n, n + t]$ scans the sizes in increasing order, selects all the non-removed instances of degree up to $\left\lfloor \frac{1}{1 - p} \right\rfloor$ for each size $s \in [n, n + t - 1]$, and all the non-removed instances for size $n + t$.

**Lemma 17.** The fill-in strategy has optimal average performance for any window $[n, n + t]$.

**Proof.** Consider an optimal strategy that is not the fill-in strategy. There are three cases. In the first case, a non-removed node of size $s \in [n, n + t - 1]$ of degree at most $\left\lfloor \frac{1}{1 - p} \right\rfloor$ is not selected. But in this case, applying the second operator of Lemma 16 improves the average performance, which is a contradiction. In the second case, a non-removed node of size $s \in [n, n + t - 1]$ of degree strictly larger than $\left\lfloor \frac{1}{1 - p} \right\rfloor$ is selected. Now we can apply the first operator of Lemma 16 to improve the average performance, and we have a contradiction. In the last case, a non-removed node of size $n + t$ is not selected. But selecting it will also improve the average performance, which is again a contradiction. \hfill \Box

With the optimal fill-in strategy at hand, we now proceed to describe the $k$-max algorithm in the conflict graph and finally show that the worst case performance of the fill-in strategy does not exceed the success guarantee of the $k$-max algorithm to conclude the proof of the negative results of Theorem 1.
The \( k \)-max algorithm in the conflict graph. To link the fill-in strategy to the \( k \)-max algorithm, we need to analyze the dynamics of the \( k \)-max algorithm in the conflict graph. As a starting point, we will describe which instances the algorithm selects for \( p \in [1/2, 2/3) \). Note that for such a value, \( k = \left\lfloor \frac{1}{1-p} \right\rfloor = 2 \), so the algorithm sets the second largest sampled value as a threshold (i.e., stops with the first 0 after the second-to-last 1 in the last zero problem). This implies that for any given size \( n \), it obtains the last zero (i.e., the online element with the maximum value) in the instances which end in 110 or 101. Similarly, for \( p \in [2/3, 3/4) \), the algorithm successfully selects the last zero in instances that end in 1110, 1101 or 1011.

We analyze its dynamics in the conflict graph in the following lemma. We will need the concept of the \( m \)-cut suffix of an instance, which is the last \( m \) bits in case the instance has at least \( m \) bits and the entire instance otherwise.

**Lemma 18.** Consider the instances in the conflict graph of size \( n \geq k + 1 \) and consider the \( k \)-max algorithm that starts at size \( k + 1 \) and iteratively considers instances of increasing size. For every size, it selects the non-removed nodes that have norm at least \( k \) as well as degree at most \( k \).

**Proof.** Consider the conflict graph for \( n \geq k + 1 \) with selected and removed nodes by the \( k \)-max algorithm and suppose by contradiction that the lemma is false. Then either a node of norm less than \( k \) is selected, or a node of degree more than \( k \) is selected, or a node that has norm at least \( k \) as well as degree at most \( k \) is not selected.

In the first case, there are less than \( k \) samples, thus the algorithm sets a threshold of zero and accepts the first online value. So the algorithm only wins in this instance if the first online value is the maximum online value, i.e., the instance contains only one 0. But since there are less than \( k \) samples, this instance has size at most \( k \). Contradiction.

In the second case, note that a node that has degree more than \( k \) has a suffix consisting of one 0 followed by at least \( k \) 1s. In such an instance, however, the \( k \)-max algorithm loses, so it does not select such a node. Contradiction.

In the third case, consider a node \( v \) of norm at least \( k \) and degree at most \( k \) that is selected. Without loss of generality we assume that \( v \) is the node with these properties of smallest size among all nodes with these properties. Let the degree of \( v \) be \( d \leq k \) such that its suffix is 01\(d-1\). Consider the \( k \)-cut suffix of \( v \) and note that it contains at least one 0. Now, as long as the \( k \)-cut suffix of \( v \) contains more than one 0, remove the last 0 of \( v \). Consider the unique resulting instance \( v' \) of this procedure whose \( k \)-suffix contains exactly one 0. Note that the size of \( v' \) is at least \( k + 1 \) as its norm is at least \( k \). Since \( v' \) has norm at least \( k \) as well as degree at most \( k \), and \( v \) was the smallest (in terms of size) such node that was not selected, the \( k \)-max algorithm already selected \( v' \). But then \( v \), being a descendant of \( v' \), was removed and therefore could not be selected in the first place, contradiction.

Now that the behavior of the \( k \)-max algorithm on the conflict graph is clear, it is possible to analyze its success guarantee using the conflict graph. The possibility to analyze the success guarantee of an algorithm through the conflict graph is one of its key properties. Indeed, such an analysis yields the same success guarantee as the one claimed in Lemma 1.

**Connecting the fill-in strategy to the \( k \)-max algorithm.** The previous lemma allows us to compare the performance of the fill-in strategy to the performance of the \( k \)-max algorithm. In fact, they select almost the same nodes in the conflict graph.

**Lemma 19.** Consider the fill-in strategy and the \( k \)-max algorithm for window \([n, n+t]\).
If \( n > 1 \), then for every size \( s \neq n, n+t \), the fill-in strategy and the \( k \)-max algorithm select the same set of nodes. For sizes \( s = n \) and \( s = n+t \), the \( k \)-max algorithm selects a strict subset of the set of nodes selected by the fill-in strategy.

If \( n = 1 \), they select the same set of nodes for size \( s = n = 1 \) as well.

**Proof.** Suppose that we start with size \( n > 1 \). This means that none of the instances of size \( n \) have been removed. The fill-in strategy selects all nodes of degree up to \( k = \lfloor 1/(1-p) \rfloor \). The \( k \)-max algorithm selects only such nodes that have norm at least \( k \) as well, which is a strict subset.

We will now prove that for sizes \( n < s < n+t \), the set \( S_1 \) of nodes selected by the fill-in strategy is the same as the set \( S_2 \) of nodes selected by the \( k \)-max algorithm. It is clear that \( S_2 \subseteq S_1 \). We prove \( S_1 \subseteq S_2 \) by contradiction, so we assume there is a \( v \in S_1 \setminus S_2 \), i.e., \( v \) has degree at most \( k \) and norm less than \( k \). Without loss of generality, we assume that \( v \) has the smallest size among nodes in the set \( S_1 \setminus S_2 \). We consider two cases: \( v \) has a parent \( w \) of size \( s-1 \) or \( v \) has no parent.

In the first case, note that the degree \( d \) of node \( w \) is at most \( k \). Otherwise, it would have suffix 01\( d \) for \( d \geq k \). But then its norm would be at least \( k \) and the norm of its child \( v \) would also be at least \( k \), contradiction. So assume that the degree of \( w \) is at most \( k \). Then \( w \) was selected by the fill-in strategy if it was not removed earlier. If \( w \) was selected, \( v \) was removed so could not be selected by the fill-in strategy, so \( v \notin S_1 \), contradiction. If \( w \) was not selected, that is because it was removed earlier. But it can only be removed earlier in case it is a descendant of a node that was selected by the fill-in strategy before. But in that case, \( v \) was also removed, contradiction.

In the second case, note that nodes without a parent are exactly the nodes that have at most one 0. In the single instance that contains no zeros, the \( k \)-max algorithm and the fill-in strategy make the same decision by definition, so we restrict ourselves to instances that contain exactly one 0. Since the norm of \( v \) is less than \( k \), the \( k \)-max strategy sets a threshold of 0 and wins, since the only 0 is the maximum 0. But then \( v \in S_2 \), contradiction.

We wrap up the first part of the proof by considering the size \( s = n+t \). Here, the fill-in strategy selects all non-removed nodes, while the \( k \)-max algorithm selects all non-removed nodes that have degree at most \( k \) and norm at least \( k \). The set of removed nodes is the same and the set of non-removed nodes contains nodes of degree more than \( k \) or norm less than \( k \), so the fill-in strategy indeed selects more nodes.

Finally, if \( n = 1 \), both the fill-in strategy and the \( k \)-max algorithm select instance 0 and cannot win in instance 1, so in this case they select exactly the same nodes also in the first size of the window.

Combining everything, we can now prove the negative result for deterministic algorithms.

**Proof of negative result of Theorem 1 for deterministic algorithms.** First, note that Lemma 19 implies that the performance of the fill-in strategy and the \( k \)-max algorithm for the sizes \( N_0 \) and \( N_0 + t \) differs by at most 1 for each size, so the average performance of the fill-in strategy in \( [N_0, N_0 + t] \) is at most \( 2/(t+1) \leq 2/t \) more than the average performance of the \( k \)-max algorithm. As argued before, for some interval, the average performance of the \( k \)-max algorithm is arbitrarily close to \( kp^k(1-p) \), since that is its worst case performance. Consider this interval.

To prove the theorem, suppose by contradiction that there exists an algorithm \( A \) that achieves a performance of \( kp^k(1-p) + \varepsilon \) for some \( \varepsilon > 0 \) for every size \( n \) (larger than some size \( N_0 \)), where \( k = \lfloor 1/(1-p) \rfloor \). Consider a window \( [n, n+t] \) (with \( n \geq N_0 \)) for some \( t > 0 \). Then the average performance of \( A \) in \( [n, n+t] \) is at least its worst case performance, which is \( kp^k(1-p) + \varepsilon \). However, the average performance of the fill-in strategy in this window is (arbitrarily close to) \( kp^k(1-p) + 2/t \) and this is optimal by Lemma 17. Therefore, for \( t > 2/\varepsilon \), this is a contradiction since \( A \) cannot be better. \( \square \)
Finally, we adapt the above proof to randomized algorithms by generalizing Lemma 16 to the randomized setting. The rest of the proof follows immediately from the same arguments as for deterministic algorithms, so extending this lemma suffices to extend the negative results to randomized algorithms.

For a node $v$, let $q_s(v)$ and $q_r(v)$ be its selection probability and its removed fraction (cf. Lemma 13), respectively. Recall that a node selected with probability $q_s(v)$ removes a fraction $q_s(v)$ of its descendants. We call a randomized algorithm valid if the sum of $q_s(v)$ over all vertices $v$ of a monotone path in the conflict graph is at most 1.

**Lemma 20.** Consider a valid randomized algorithm with a certain average performance in a window $[n, n+t]$. Applying the following local operators yields a new valid algorithm whose average performance in this window is at least as good as the former algorithm.

1. If the algorithm selects a node $v$ of degree $d \geq 1/(1-p)$ for some size $s \in [n, n+t-1]$ with probability $q_s(v) > 0$, set $q_s(v) = 0$ and increase the success probability of its children by $q_s(v)$.

2. If for a node $v$ of degree $d \leq 1/(1-p)$ the algorithm sets $q_s(v) + q_r(v) < 1$, increase $q_s(v)$ by $\varepsilon = 1 - q_s(v) - q_r(v)$. Then for every descendant $v'$, set $q_s(v') = 0$ and $q_r(v') = 1$.

**Proof.** For both local operators, the claim that applying them does not decrease the average performance follows from the arguments of Lemma 16, so in this proof we will show that both local operators result in a valid algorithm. Let $v$ be the node under consideration and for any node $w$ denote by $q'_s(w)$ and $q'_r(w)$ its selection probability and its removed fraction, respectively, after applying one of the local operators.

Consider the first local operator and any monotone path $P = (v, v_1, v_2, \ldots)$. Note that every monotone path contains exactly one child of $v$. Then

$$\sum_{w \in P} q'_s(w) = q'_s(v) + q'_s(v_1) + \sum_{i \geq 2} q'_s(v_i) = 0 + (q_s(v_1) + q_s(v)) + \sum_{i \geq 2} q_s(v_i) = \sum_{w \in P} q_s(w).$$

So if the original algorithm was valid, so is the algorithm after applying this operator.

For the second operator, note that we change $q_s(v)$ to $q_s(v) + \varepsilon = q_s(v) + 1 - q_s(v) - q_r(v) = 1 - q_r(v)$. Therefore, after applying the operator, we have $q_s(v) + q_r(v) = 1$. Since in general for any child $w$ of $v$ we have $q_r(w) = q_s(v) + q_r(v)$, we see that $q_s(w) \leq 1 - q_r(w) = 1 - 1 = 0$. The proof is complete.

### 5.5 Generalization for known $n$

We now prove that even exact knowledge of the size $n$ that the adversary picks for the instance does not help asymptotically. To do so, we first introduce a variant of the last zero problem.

**Definition 3.** The colored last zero problem is the following:

1. An adversary picks two integers $m$ and $n$, with $m \leq n$.

2. A sequence of bits of length $n$ is created where every entry independently has value 1 with probability $p$ and 0 otherwise.

3. We color the entries 1 to $m$ with red, while the entries $m+1$ to $n$ are colored blue.

4. The player is given the size $n$, the number of red 1s and the number of blue 1s.

5. Then the player is presented with the bits one after the other, and for each of them decides whether to stop or to continue.
6. The player wins if she stops on the last red 0 of the sequence.

Note that now the player has three numbers to start with: the number of red samples \( r \), the number of blue samples \( b \) and the size \( n \).

**Proposition 6.** The colored last zero problem is equivalent to a specific instance of AOS\( p \) with known size \( n \). Therefore, any negative result for the colored last zero problem also holds for AOS\( p \).

**Proof.** (Analogue of Proposition 1.) The player again only wins if she stops with the element of the online set with the largest value, only that now she knows in advance how many online elements she is going to observe. Imagine now that she is facing an instance of the following form: The first \( m \) elements are assigned a series of positive strictly increasing values, and the remaining \( n - m \) take arbitrary negative values. Thus, in this instance the player is aiming for the last non-sampled element among the first \( m \). This is basically the same game as the colored last zero problem, where the red values correspond to the positive values and the blue values correspond to the negative ones.

**Theorem 4.** In the colored last zero problem, no algorithm can achieve performance \( kp^b(1-p) + \varepsilon \) on every size \( n \geq N_0 \) (for some \( N_0 > 0 \)).

Intuitively, the colored last zero problem should not be much different from the case without colors: there is still an unknown point in the sequence where the player should stop, and there is still a sequence of bits before this point (the red bits). The only difference is that now \( n \) is known and we are also given the total number of 1s in the last \( n - m \) bits (the blue bits). At first sight these blue 1s seem useless, because the player wants to stop before reaching them. On the other hand, the fact that we know how many they are, gives an indication about the size of \( n - m \) and this could be already enough to improve the performance. We show that this is not the case. To do so, we define a slightly different conflict graph, and study its structure to show that up to negligible terms the dynamics are the same as for the standard conflict graph.

**Modified conflict graph** For the colored last zero problem, \( m \) basically plays the role that \( n \) was playing before. Therefore, the different layers of the conflict graph correspond to the various sizes of \( m \) in this case, and there is a separate conflict graph for each value of \( n \). Note that the conflict graph has a finite number of layers as \( m \) varies between 1 and \( n \).

A node of the graph is a couple \((S,b)\), where \( S \) is a sequence of bits of length \( m \), that represents the sequence of red bits, and \( b \) is an integer that represents the number of blue 1s. The exact positions of 0s and 1s in the blue bits are irrelevant for our proof, only the total number of blue 1s matters.

Finally, just as before, the nodes have different weights, with the difference here that the weights also depend on \( b \). In particular, the weight of a node \((S,b)\) is

\[
p^{r+b}(1-p)^{n-r-b} \binom{n-m}{b}.
\]

Indeed, the probability of having \( r+b \) 1s in an instance of size \( n \) when sampling with probability \( p \) is \( p^{r+b}(1-p)^{n-r-b} \), where \( r \) is the number of red 1s. As we group together all the instances with \( b \) blue 1s, we multiply by the total number of such instances.
**Conflict structure**  Now let us consider the conflicts. One can see that two nodes \((S, b)\) and \((S', b')\) are in conflict if and only if \(b = b'\), and \(S\) is in conflict with \(S'\) (in the sense of the standard conflict graph). Note that for an instance and its descendants the values \(b, r\) and \(n\) are the same. In other words, to move from size \(m\) to size \(m + 1\) we can add a 0 in the appropriate position, just as in Lemma 9.

We now study the relation between the weights of an instance and its children. Let \(I_1\) be a node with a sequence \(S\) of size \(m\) and let \(I_2\) be one of its children (note that \(I_2\) has size \(m + 1\) and is in conflict with \(I_1\)). Let \(p_1\) and \(p_2\) be the weights associated with these nodes. We derive from the formula above that:

\[
\frac{p_2}{p_1} = \frac{(n-m-1)}{(n-b)} = \frac{n - m - b}{n - m}
\]

Having defined the modified conflict graph, we are now ready to show the main result of this section.

**Proof of Theorem 4.** Consider again the ratio \(p_2/p_1\). The expected value of \(b\) is of course \((n - m)p\), but this will not be the case for all instances that we consider. For large values of \(n - m\) though, we can apply standard concentration arguments (see e.g. Lemma 24) and obtain that with high probability we have

\[
\begin{align*}
\frac{(n - m) - (n - m)p - \varepsilon}{n - m} &\leq \frac{p_2}{p_1} \leq \frac{(n - m) - (n - m)p + \varepsilon}{n - m} \iff \\
1 - p - \varepsilon' &\leq \frac{p_2}{p_1} \leq 1 - p + \varepsilon',
\end{align*}
\]

where \(\varepsilon' = \frac{\varepsilon}{n-m}\). From here it is easy to observe that when \(\varepsilon\) takes a value very close to 0, so does \(\varepsilon'\). Furthermore, as \(n - m\) grows, \(\varepsilon'\) vanishes. Thus the modified conflict graph has the same weight distribution as in Lemma 12 with high probability.

Therefore, with high probability, the modified conflict graph is (almost) the same as the weighted conflict graph from Section 5.2. Thus, we can follow again the arguments in Section 5.4, since they all hold in this case too. We end up with the same impossibility results, which hold here as well both for deterministic and for randomized algorithms. 

6 Proof of Theorem 2

We first prove the lemmas of Section 3, which imply most of the statements of the theorem. We restate the lemmas here for better readability. We conclude by showing that the optimal success guarantee converges to \(\gamma \approx 0.58\).

**Lemma 2.** For any sequence \(t\) and sampling probability \(p\), the success probability of \(\text{ALG}_t\) in \(\text{ROS}p\) decreases with \(n\).

**Proof.** Fix a sequence \(t\) and a sampling probability \(p\). We use a coupling argument between realizations of the arrival times in instances with \(n\) and \(n + 1\) values. We start with an instance \(\alpha_1, \ldots, \alpha_{n+1}\), and assume the values are indexed in decreasing order. Consider a realization of the arrival times \(\tau_1 = \tau_1', \ldots, \tau_{n+1} = \tau_{n+1}'\) and couple it with the corresponding realization \(\tau_1 = \tau_1', \ldots, \tau_n = \tau_n'\) in the instance \(\alpha_1, \ldots, \alpha_n\). Assume that in the instance with \(n\) values and for this particular realization of the arrival times, \(\text{ALG}_t\) fails. This means that \(V \setminus \{\alpha_{n+1}\}\) is non-empty
and either \( ALG_t \) never stops or it accepts a value that is not the maximum of \( V \setminus \{\alpha_{n+1}\} \). Note that regardless of \( \tau_{n+1}' \), the rankings of the values in \( V \setminus \{\alpha_{n+1}\} \) are the same in both instances because \( \alpha_{n+1} \) is smaller than all other values. Thus, if \( \tau_{n+1}' < p \), \( ALG_t \) does not succeed either when applied in the instance of \( n + 1 \) values. On the other hand, if \( \tau_{n+1}' > p \), we have to distinguish between two cases. If \( ALG_t \) accepts \( \alpha_{n+1} \), it fails, because \( V \setminus \{\alpha_{n+1}\} \) is non-empty and then \( \alpha_{n+1} \) cannot be the largest in \( V \). If \( ALG_t \) does not accept \( \alpha_{n+1} \), then the behavior of \( ALG_t \) in the rest of the variables is the same as in the instance with \( n \) values and then it fails.

Since the distribution of \( \tau_1, \ldots, \tau_n \) is the same in both instances, we conclude with this argument that the probability that \( ALG_t \) fails in the instance with \( n + 1 \) values is at least as large as in the instance with \( n \) values.

\[ \square \]

**Lemma 3.** Fix a sequence \( t \) and a sampling probability \( p \). The success guarantee of \( ALG_t \) in \( ROSp \) is given by

\[
\sum_{i=1}^{\infty} p^{i-1} \left( 1 - \max\{p, t_i\} - \frac{1}{\max\{p, t_i\}} \int_{\max\{p, t_i\}}^{1} \sum_{j=1}^{i} \frac{t - \max\{p, t_i\}}{t^j} \, dt \right).
\]

**Proof.** We first calculate the success probability of \( ALG_t \) for fixed \( p \) and \( n \) and then take the limit when \( n \) tends to infinity.

We say a value \( \alpha_i \) is **acceptable** for \( ALG_t \) (for a particular realization of the arrival times) if \( p < \tau_i \), for some \( j \in \mathbb{N} \) we have that \( t_j \leq \tau_i < t_{j+1} \), and \( \alpha_i \) is larger than the \( j \)-th largest value in \( S \). Now, note that if \( \max V \) is not acceptable for \( ALG_t \), then \( ALG_t \) does not stop. This is because we restricted the sequence \( t \) to be increasing, so values that arrive before \( \max V \) are not acceptable, and values arriving after \( \max V \) will not be the best seen so far from \( V \). We use this to decompose the success probability as follows.

\[
\mathbb{P}(ALG_t \text{ succeeds}) = \mathbb{P}(\max V \text{ is acceptable}) - \mathbb{P}(ALG_t \text{ stops before seeing } \max V).
\]

In this definition, if \( V \) is empty we also say \( \max V \) is acceptable. We first calculate the probability that \( \max V \) is acceptable. Assume that the values are indexed in decreasing order, i.e., that \( \alpha_1 > \cdots > \alpha_n \).

\[
\mathbb{P}(\max V \text{ is acceptable}) = \mathbb{P}(V = \emptyset) + \sum_{i=1}^{n} \mathbb{P}(\max V = \alpha_i) \cdot \mathbb{P}(t_i \leq \tau_i | \max V = \alpha_i)
\]

\[
= p^n + \sum_{i=1}^{n} p^{i-1} (1 - p) \cdot \frac{1 - \max\{p, t_i\}}{1 - p}
\]

\[
= p^n + \sum_{i=1}^{n} p^{i-1} (1 - \max\{p, t_i\})
\]

By the same argument, \( ALG_t \) stops before seeing \( \max V \) if and only if at least one value arrives after \( p \) and before the arrival time of \( \max V \), and the maximum such value is acceptable.

\[
\mathbb{P}(ALG_t \text{ stops before seeing } \max V)
\]

\[
= \sum_{j=1}^{n} \mathbb{P}(\max V = \alpha_j) \cdot \mathbb{P}(\text{maximum before } \max V \text{ is acceptable} | \max V = \alpha_j)
\]

\[
= \sum_{j=1}^{n} \mathbb{P}(\max V = \alpha_i) \sum_{i=j}^{n-1} \mathbb{P}(\text{max. in } [p, \tau_j] \text{ has rank } i \text{ and arrives in } [t_i, \tau_j] | \max V = \alpha_j)
\]

28
\[
\frac{\sum_{j=1}^{n} p^{j-1}(1-p) \sum_{i=j}^{n-1} \frac{1}{1-p} \int_{t_{\max\{p,t_i\}}}^{1} \left( \frac{p^i}{t} \right)^{i-j} \cdot \left( t - \max\{p,t_i\} \right) dt}{t} \cdot \mathbb{P}(\text{at least } i \text{ values arrive before } t| \max V = \alpha_j, \tau_j = t) dt \\
= \sum_{j=1}^{n} p^{j-1} \sum_{i=j}^{n-1} \int_{t_{\max\{p,t_i\}}}^{1} \left( \frac{p^i}{t} \right)^{i-j} \cdot \left( t - \max\{p,t_i\} \right) \left( 1 - B_{t,n-j}(i-j+1) \right) dt \\
= \sum_{i=1}^{n-1} p^{i-1} \int_{t_{\max\{p,t_i\}}}^{1} \sum_{j=1}^{i} t - \max\{p,t_i\} \left( 1 - B_{t,n-j}(i-j+1) \right) dt,
\]

where \( B_{p,n}(x) = \sum_{i=0}^{x} \binom{n}{i} p^i (1-p)^{n-i} \) is the CDF of a Binomial distribution of parameters \( p \) and \( n \). Note that for any fixed integers \( i \) and \( j \), and time \( t \in (0,1) \), \( B_{t,n-j}(i-j+1) \) converges to 0 when \( n \) tends to infinity. Therefore, replacing Eq. (4) and Eq. (5) in the identity (3), and taking the limit when \( n \) tends to infinity, we conclude the proof of the lemma.

Lemma 4. Fix a sampling probability \( p \). The sequence \( t^* \) defined as the unique solution of the equations

\[
\ln \left( \frac{1}{t^*_i} \right) + \sum_{j=1}^{i-1} \frac{(1/t^*_i)^j - 1}{j} = 1, \quad \text{for all } i \in \mathbb{N},
\]

maximizes Eq. (1). In particular, \( t^* \) does not depend on \( p \).

Proof. First, we relax the monotonicity constraint on the sequence of \( t_i \)’s. The resulting relaxed optimization problem is separable, i.e., optimizing over the entire sequence is equivalent to optimizing over each variable independently. For each \( t_i \) we get the following equivalent problem.

\[
\max_{t_i \in [0,1]} p^{i-1} \left( 1 - \max\{p,t_i\} - \int_{t_{\max\{p,t_i\}}}^{1} \sum_{j=1}^{i} \frac{t - \max\{p,t_i\}}{t^j} dt \right).
\]

Equivalently, we can remove the factor \( p^{i-1} \) and restrict \( t_i \) to be in \([p,1]\), obtaining

\[
\max_{t_i \in [p,1]} 1 - t_i - \int_{t_i}^{1} \sum_{j=1}^{i} \frac{t - t_i}{t^j} dt.
\]

Denoting by \( G_i(t_i) \) this objective function, we get that

\[
\frac{d}{dt_i} G_i(t_i) = -1 + \int_{t_i}^{1} \sum_{j=1}^{i} \frac{1}{t^j} dt , \quad \text{and} \quad \frac{d^2}{dt_i^2} G_i(t_i) = - \sum_{j=1}^{i} \frac{1}{t_i^j}.
\]

Therefore, \( G_i(t_i) \) is a concave function and then the optimum is \( \max\{p,t^*_i\} \), where \( t^*_i \) is the solution of \( \frac{d}{dt_i} G_i(t_i) = 0 \). In the original objective function \( t_i \) appears always as \( \max\{p,t_i\} \) so there we can simply take \( t^*_i \) as the solution. Now we prove that \( t^*_i \) is actually increasing in \( i \), so it is also the optimal solution before doing the relaxation. In fact, \( t^*_i \) satisfies

\[
\int_{t^*_i}^{1} \sum_{j=1}^{i} \frac{1}{t^j} = 1.
\]

Note that the left-hand side of this equation is decreasing in \( t^*_i \), and is increasing in \( i \). Thus, necessarily \( t^*_i \leq t^*_{i+1} \), for all \( i \geq 1 \). We conclude that \( t^*_i \) satisfies Eq. (2) by simply integrating on the left-hand side of the last equation. \( \square \)
Lemma 5. Fix a sampling probability $p$ and an instance size $n$. There is a function $\ell$ such that the sequential-$\ell$-max algorithm obtains the best possible success probability for instances of size $n$ of ROS.p.

Proof. We study the optimal ordinal policy obtained with backward induction, and prove that it is in fact a sequential-$\ell$-max algorithm for certain $\ell$. Recall that we can assume the optimal policy is ordinal, so this algorithm will be optimal not only among ordinal algorithms.

Denote by $X_i = \alpha_{\pi(i)}$ the $i$-th value, in the order of increasing arrival times. Denote by $R(X_1, \ldots, X_j)$ the relative ranks of values $X_1, \ldots, X_j$. In what comes, we use the notation $R(X_1, \ldots, X_j) = x$ to condition on a particular realization $x$ of the relative ranks. Let $x$ be a realization of the ranks such that $X_j$ is the maximum in $V$ so far and has rank $r$. Then,

$$\mathbb{P}\left(X_j = \max V \mid R(X_1, \ldots, X_j) = x\right)$$

$$= \mathbb{P}\left(X_{j+1}, \ldots, X_n \text{ have overall rank at most } r+1 \mid R(X_1, \ldots, X_j) = x\right)$$

$$= \mathbb{P}\left(X_{j+1}, \ldots, X_n \text{ have overall rank at most } r+1\right)$$

$$= \prod_{s=0}^{r-1} \frac{j-s}{n-s}.$$

The optimal policy is to accept $X_j$ if this probability is larger or equal than the probability of picking $\max V$ after rejecting $X_j$ if from $j+1$ onwards we use the optimal policy, conditional on $R(X_1, \ldots, X_j) = x$.

Let now $x'$ be a realization of $R(X_1, \ldots, X_{j+1})$ such that the relative rank of the best of $V$ up to step $j+1$ is $r$. Suppose that conditional on $R(X_1, \ldots, X_{j+1}) = x'$, the probability of winning if we use the optimal strategy from $j+2$ onwards depends solely of $n$, $j+1$ and the relative rank $r$, for all possible ranks $r$. Denote this conditional probability by $W(n, j+1, r)$. We want to inductively prove that this is in fact true for all $n$, $j$ and $r$. It is of course true in the last step, when $j+1 = n$, so we do induction on $j$. Let $x''$ be a realization of $R(X_1, \ldots, X_j)$ such that the relative rank of the best of $V$ up to step $j$ is $r$. We have that

$$\mathbb{P}\left(\text{win after } j \mid R(X_1, \ldots, X_j) = x''\right)$$

$$= \mathbb{P}\left(X_{j+1} \text{ has relative rank } \geq r+1 \mid R(X_1, \ldots, X_j) = x''\right) \cdot W(n, j+1, r)$$

$$+ \sum_{r'=1}^{r} \mathbb{P}\left(X_{j+1} \text{ has relative rank } r' \mid R(X_1, \ldots, X_j) = x''\right)$$

$$\cdot \max\left\{ W(n, j+1, r'), \prod_{s=0}^{r'-1} \frac{j+1-s}{n-s} \right\}. \tag{6}$$

But for all $x$,

$$\mathbb{P}\left(X_{j+1} \text{ has relative rank } r' \mid R(X_1, \ldots, X_j) = x\right) = \frac{1}{j+1}.$$

This proves the inductive step. Therefore, $W(n, j, r)$ is well defined for all $n$, $j$ and $r$, and the optimal policy accepts $X_j$ that has relative rank $r$ and is the maximum so far in $V$ if and only if

$$\prod_{s=0}^{r-1} \frac{j-s}{n-s} \geq W(n, j, r).$$
From Eq. (6) it is easy to check that \( W(n,j,r) \) is decreasing in \( j \) for fixed \( n,r \) and increasing in \( r \) for fixed \( n,j \). Therefore the optimal policy is the sequential-\( \ell \)-max algorithm, for \( \ell \) defined as

\[
\ell(j) = \max \left\{ r : \prod_{s=0}^{r-1} \frac{j-s}{n-s} \geq W(n,j,r) \right\}.
\]

To prove Lemma 6 we first find the success probability of the sequential-\( \ell \)-max algorithm for fixed \( n, p \) and \( \ell \).

**Lemma 21.** Fix \( n, p \) and a non-decreasing function \( \ell \). Consider an integer \( h \) such that \( 0 \leq h < n \), and define \( \hat{\ell}(i) = \min \{ \ell(i), h+1 \} \) for all \( i \in [n] \). The success probability of the sequential-\( \ell \)-max algorithm, conditional on \( |S| = h \), is given by

\[
\frac{1}{n-h} \left( 1 - \prod_{j=0}^{\hat{\ell}(h+1)-1} \frac{h-j}{n-j} \right)
+ \sum_{i=h+1}^{n-1} \left( \frac{1}{i-h} \prod_{j=0}^{\hat{\ell}(i)-1} \frac{h-j}{i-j} - \frac{1}{n-h} \prod_{j=0}^{\hat{\ell}(r)-1} \frac{h-j}{n-j} \right)
- \frac{1}{n-h} \prod_{j=0}^{\hat{\ell}(i)-1} \frac{h-j}{n-j}. \tag{7}
\]

**Proof.** We calculate first the probability of some events. For \( i \in \{ h+1, \ldots, n \} \), denote by \( A_i \) the event that the \( i \)-th element is the largest of \( V \) and the algorithm never stops. Notice that \( A_i \) is equivalent to the event that the overall largest \( \hat{\ell}(i) \) elements are in \( S \), and the \( i \)-th element is the largest of \( V \) (for this equivalence it is necessary that \( \ell \) is non-decreasing). Therefore, we have that

\[
\mathbb{P}(A_i) = \frac{1}{n-h} \prod_{j=0}^{\hat{\ell}(i)-1} \frac{h-j}{n-j}.
\]

Note that this is 0 if \( \hat{\ell}(i) = h+1 \). Now, for \( h+1 \leq r \leq i \leq n \), define \( B_{r,i} \) the event that the \( r \)-th element is the largest among positions \( \{ h+1, \ldots, i \} \) and the algorithm does not stop before \( i+1 \). This is equivalent to the event that the \( r \)-th element is the largest among positions \( \{ h+1, \ldots, i \} \) and the largest \( \hat{\ell}(r) \) elements among positions \( \{ 1, \ldots, i \} \) are in \( S \). Thus,

\[
\mathbb{P}(B_{r,i}) = \frac{1}{i-h} \prod_{j=0}^{\hat{\ell}(r)-1} \frac{h-j}{i-j}.
\]

Now, note that \( B_{r,i} \setminus A_r \) is the event that the \( r \)-th element is the largest among positions \( \{ h+1, \ldots, i \} \), but not of \( V \), and the algorithm does not stop before \( i+1 \). Note also that \( A_r \subseteq B_{r,i} \). Therefore, the probability that the algorithm does not stop before \( i+1 \) and the maximum of \( V \) is among positions \( \{ i+1, \ldots, n \} \) is

\[
\sum_{r=h+1}^{i} \mathbb{P}(B_{r,i}) - \mathbb{P}(A_r) = \sum_{r=h+1}^{i} \frac{1}{i-h} \prod_{j=0}^{\hat{\ell}(r)-1} \frac{h-j}{i-j} - \frac{1}{n-h} \prod_{j=0}^{\hat{\ell}(r)-1} \frac{h-j}{n-j}.
\]

\(^{7}\)At an intuitive level it is also easy to be convinced of this: as time passes it is harder to win, and if only low values (with large rank) have appeared, it is easier to win in the future.
Conditional on this event, the probability that the number in the $i+1$-th position is the largest of $V$ is $1/(n-i)$, because the relative order within positions $\{i+1, \ldots, n\}$ is independent of this event. Thus, we obtained the probability that the $i+1$-th element is the largest of $V$ and the algorithm does not stop before $i+1$. To obtain the probability of winning in step $i+1$, we have to subtract the probability that the $i+1$-th element is the largest of $V$, but the algorithm never stops, i.e., $\mathbb{P}(A_{i+1})$. Therefore, the probability of winning at step $i+1$ is

$$\frac{1}{n-i} \sum_{r=h+1}^{i} \left( \frac{1}{i-h} \prod_{j=0}^{\hat{\ell}(r)-1} \frac{h-j}{i-j} - \frac{1}{n-h} \prod_{j=0}^{\hat{\ell}(r)-1} \frac{h-j}{n-j} \right) - \frac{1}{n-h} \prod_{j=0}^{\hat{\ell}(i+1)-1} \frac{h-j}{n-j}.$$ 

The probability of winning at step $h+1$ is slightly different, because the algorithm never stops before it. In that case the probability of winning is

$$\frac{1}{n-h} \left( 1 - \prod_{j=0}^{\hat{\ell}(h+1)-1} \frac{h-j}{n-j} \right).$$

Adding these expressions concludes the proof of the lemma. \(\square\)

**Lemma 6.** Fix a sampling probability $p$. For each $n \in \mathbb{N}$, choose $\ell_{p,n}$ so that the sequential-$\ell_{p,n}$-max algorithm achieves the best possible success probability for fixed $p$ and $n$. There exists a sequence $t$ such that the success probability of the sequential-$\ell_{p,n}$-max algorithm converges to $\text{Eq. (1)}$ when $n$ grows to infinity.

**Proof.** First we show that the function $\ell$ that maximizes Eq. (7), in a certain sense converges to a function $\hat{\ell} : (0,1) \rightarrow \mathbb{N}$. Then, we do a Riemann sum analysis to show that the success probability of the sequential-$\ell$-max algorithm converges to an expression in terms of $\hat{\ell}$, and then we show that this can be equivalently expressed as Eq. (1) for some sequence $t$.

Except for terms that vanish when $n$ tends to infinity, Eq. (7) can be rewritten as

$$\sum_{r=h+1}^{n} \sum_{i=r}^{n} \frac{1}{n-i} \left( \frac{1}{i-h} \prod_{j=0}^{\hat{\ell}(r)-1} \frac{h-j}{i-j} - \frac{1}{n-h} \prod_{j=0}^{\hat{\ell}(r)-1} \frac{h-j}{n-j} \right) - \frac{1}{n-h} \prod_{j=0}^{\hat{\ell}(r)-1} \frac{h-j}{n-j}.$$ 

To find the optimal $\ell(r)$ we simply maximize the following term as a function of $s$.

$$F_{n}(r,s) = \sum_{i=r}^{n} \frac{1}{n-i} \left( \frac{1}{i-h} \prod_{j=0}^{s-1} \frac{h-j}{i-j} - \frac{1}{n-h} \prod_{j=0}^{s-1} \frac{h-j}{n-j} \right) - \frac{1}{n-h} \prod_{j=0}^{s-1} \frac{h-j}{n-j}.$$ 

Between $s$ and $s+1$ the change is

$$F_{n}(r,s+1) - F_{n}(r,s)$$

$$= \sum_{i=r}^{n} \frac{1}{n-i} \left( \frac{h-s}{i-h} \prod_{j=0}^{s-1} \frac{h-j}{i-j} - \frac{h-s}{n-h} \prod_{j=0}^{s-1} \frac{h-j}{n-j} \right) - \frac{h-s}{n-h} \prod_{j=0}^{s-1} \frac{h-j}{n-j}$$

$$= \sum_{i=r}^{n} \frac{1}{n-i} \left( - \frac{1}{i-s} \prod_{j=0}^{h-j} \frac{h-j}{i-j} + \frac{1}{n-s} \prod_{j=0}^{h-j} \frac{h-j}{n-j} \right) + \frac{1}{n-s} \prod_{j=0}^{h-j} \frac{h-j}{n-j}$$

$$= \beta(n,s,h) \sum_{i=r}^{n} \frac{1}{n-i} \left( 1 - \frac{n-s}{i-s} \prod_{j=0}^{s-1} \frac{n-j}{i-j} \right) + 1$$.
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where $\beta(n, s, h)$ is a positive term, so the sign of this difference is not affected by it. The other term is decreasing in $s$, so $F_n(r, s)$ is maximized when this differences changes sign. In other words, it is maximized in

$$
\ell_n^*(i) = \min \left\{ s \in [n] : \sum_{i=r}^{n} \frac{1}{n-i} \left( 1 - \prod_{j=0}^{s} \frac{n-j}{i-j} \right) + 1 \leq 0 \right\}.
$$

Now, doing a Riemann sum analysis, we have that

$$
\tilde{\ell}(\tau) = \lim_{n \to \infty} \ell_n^*([\tau n])
$$

satisfies

$$
\tilde{\ell}(\tau) = \min \left\{ s \in \mathbb{N} : \int_{\tau}^{1} \frac{1}{1-t} \left( 1 - \frac{1}{t^{s+1}} \right) + 1 \leq 0 \right\}. \tag{9}
$$

Thus, interpreting Eq. (8) as a Riemann sum, and noting that $|S|/n$ converges to $p$ almost surely, we have that the success guarantee of the optimal policy converges to

$$
\int_{p}^{1} \int_{\tau}^{1} \frac{1}{1-t} \left( \frac{1}{t-p} \left( \frac{p}{t} \right)^i - \frac{1}{1-p}p^i \right) dt \, d\tau - \frac{1}{1-p}p^i \, d\tau.
$$

From Eq. (9) it is clear that $\tilde{\ell}$ is non-decreasing, so we can define the sequence $t_i = \inf \left\{ \tau \in [p, 1] : \tilde{\ell}(\tau) \geq i \right\}$ and rewrite the limiting success guarantee in terms of it. Thus, we obtain

$$
\sum_{i=0}^{\infty} \left( \int_{t_i}^{t_{i+1}} \int_{\tau}^{1} \frac{1}{1-t} \left( \frac{1}{t-p} \left( \frac{p}{t} \right)^i - \frac{1}{1-p}p^i \right) dt \, d\tau - \frac{t_{i+1} - t_i}{1-p} \right).
$$

If we rearrange the terms, turning the integral from $t_i$ to $t_{i+1}$ into the difference between the integral from $t_i$ to 1 and the integral from $t_{i+1}$ to 1, we obtain

$$
\int_{p}^{1} \int_{\tau}^{1} \frac{1}{(t-p)(1-p)} dt \, d\tau - \frac{p}{1-p}
$$

$$
+ \sum_{i=1}^{\infty} \left( \int_{t_i}^{1} \int_{\tau}^{1} \frac{1}{1-t} \left( \frac{(p_i)^i}{(t-p)^i} - \frac{p^i - p^{i-1}}{1-p} \right) dt \, d\tau + t_i \frac{(p^i - p^{i-1})}{1-p} \right)
$$

$$
= \frac{1}{1-p} - \sum_{i=1}^{\infty} p^{i-1} \left( \int_{t_i}^{1} \int_{\tau}^{1} \frac{1}{t^i(1-t)} \left( 1 - t^i \right) dt \, d\tau + t_i \right)
$$

$$
= \frac{1}{1-p} - \sum_{i=1}^{\infty} p^{i-1} \left( \int_{t_i}^{1} \int_{\tau}^{1} \sum_{j=0}^{i} \frac{t^j}{t^i} dt \, d\tau + t_i \right)
$$

$$
= \sum_{i=1}^{\infty} p^{i-1} \left( 1 - t_i - \int_{t_i}^{1} \int_{\tau}^{1} \sum_{j=0}^{i} \frac{1}{t^j} dt \, d\tau \right)
$$

$$
= \sum_{i=1}^{\infty} p^{i-1} \left( 1 - t_i - \int_{t_i}^{1} \sum_{j=1}^{i} \frac{t - t_i}{t^j} dt \right).
$$

This concludes the proof, since we defined the $t_i$'s in a way that they satisfy $t_i = \max \{p, t_i\}$.  \qed
We use the first-order approximation \( t_i' = 1 - c/i \), which turns out to be good enough to show the convergence to the full information case. For large \( i \) we want \( t_i' \) to be close to \( t_i^* \), so we impose that in the limit \( t_i' \) satisfies Eq. (2). This means that

\[
1 = \lim_{i \to \infty} \ln \left( \frac{1}{1 - c/i} \right) + \sum_{j=1}^{i-1} \frac{(1 - c/i)^{-j} - 1}{j}
\]

\[
= \int_0^1 \frac{e^{cx} - 1}{x} \, dx.
\]

With this in hand we prove the following lemma.

**Lemma 22.** Let \( t_i' = 1 - c/i \), where \( c \) is the solution of \( \int_0^1 \frac{e^{cx} - 1}{x} \, dx = 1 \). When evaluated in \( t' \), Eq. (1) tends to

\[
\gamma = e^{-c} + (e^{-c} - 1) \int_1^\infty x^{-1} e^{-cx} \, dx \approx 0.5801,
\]

when \( p \) tends to 1.

**Proof.** We analyze separately the sum when \( p = \max\{p, t_i'\} \) and when \( t_i' = \{p, t_i'\} \). We call the first part \( V_1 \), which includes the terms up to \( i = \lfloor \frac{c}{1 - p} \rfloor \), and \( V_2 \) the rest.

\[
V_1 = \lim_{p \to 1} \sum_{i=1}^{\lfloor \frac{c}{1 - p} \rfloor} p^{i-1} \left( 1 - p - \int_p^1 \sum_{j=1}^i \frac{t-p}{t} \, dt \right)
\]

\[
= \lim_{p \to 1} \sum_{i=1}^{\lfloor \frac{c}{1 - p} \rfloor} p^{i-1} \left( 1 - p - \int_p^1 dt + \int_p^1 \frac{dt}{t' - \frac{t}{t}} - \int_p^1 \sum_{j=1}^i \frac{1-p}{t^j} \, dt \right)
\]

\[
= \lim_{p \to 1} \sum_{i=1}^{\lfloor \frac{c}{1 - p} \rfloor} p^{i-1} \left( \frac{p^{-1} - 1}{i-1} - (1-p) \ln(1/p) - (1-p) \sum_{j=1}^i \frac{p^{-1(j-1)} - 1}{j-1} \right)
\]

\[
= \lim_{p \to 1} \sum_{i=1}^{\lfloor \frac{c}{1 - p} \rfloor} \frac{1 - p^{i-1}}{i-1} - \lim_{p \to 1} \sum_{i=1}^{\lfloor \frac{c}{1 - p} \rfloor} (p^{i-1} - p^i) \sum_{j=2}^i \frac{e^{-1(j-1)\ln p} - 1}{j-1}
\]

\[
= \lim_{p \to 1} \sum_{i=1}^{\lfloor \frac{c}{1 - p} \rfloor} \frac{1 - (p^{1-i(p-1)}(1-p))}{(i-1)(1-p)} - \lim_{p \to 1} \sum_{i=1}^{\lfloor \frac{c}{1 - p} \rfloor} (p^{i-1} - p^i) \sum_{j=2}^i \frac{e^{-(j-1)i\ln p} - 1}{(j-1)/i} \cdot \frac{1}{i}
\]

Interpreting these two sums as Riemann sums, we obtain

\[
V_1 = \int_0^c \frac{1 - e^{-x}}{x} \, dx - \int_0^1 \frac{1 - e^{-x \ln y} - 1}{x} \, dx \, dy
\]

\[
= \int_0^c \frac{1 - e^{-x}}{x} \, dx - \int_{e^{-c}}^1 \frac{1 - e^{-x \ln y} - 1}{-x \ln y} \, (-\ln y) \, dx \, dy
\]

\[
= \int_0^c \frac{1 - e^{-x}}{x} \, dx - \int_{e^{-c}}^1 \frac{1 - e^{-x \ln y} - 1}{x} \, dx \, dy
\]

\[
= \int_0^c \frac{1 - e^{-x}}{x} \, dx - \int_{e^{-c}}^1 \frac{1 - e^{-x \ln y} - 1}{x} \, dx \, dy
\]

\[
= \int_0^c \frac{1 - e^{-x}}{x} \, dx - \int_{e^{-c}}^1 \frac{1 - e^{-x \ln y} - 1}{x} \, dx \, dy
\]
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\[
\begin{align*}
    &\int_0^c \frac{1 - e^{-x} - (e^{-x} - e^{-c})(e^x - 1)}{x} \, dx \\
    &= e^{-c} \int_0^c \frac{e^x - 1}{x} \, dx \\
    &= e^{-c} \int_0^1 \frac{e^{cx} - 1}{x} \, dx \\
    &= e^{-c},
\end{align*}
\]

where the last step comes from the definition of \( c \). On the other hand, we have that

\[
V_2 = \lim_{p \to 1} \sum_{i = \left\lceil \frac{c}{1 - p} \right\rceil + 1}^\infty p^{i-1} \left( \frac{c}{i} - \int_{1-c/i}^1 \frac{t-1+c/i}{t^j} \, dt \right)
\]

\[
= \lim_{p \to 1} \sum_{i = \left\lceil \frac{c}{1 - p} \right\rceil + 1}^\infty p^{i-1} \left( \frac{c}{i} - \int_{1-c/i}^1 dt + \int_{1-c/i}^1 \frac{1}{t^i} \, dt - \int_{1-c/i}^1 \sum_{j=1}^i \frac{c}{t^j} \, dt \right)
\]

\[
= \lim_{p \to 1} \sum_{i = \left\lceil \frac{c}{1 - p} \right\rceil + 1}^\infty p^{i-1} \left( \frac{1-c/i}{i-1} - 1 \right) + \frac{c}{i} \ln(1-c/i) - \sum_{j=2}^i \frac{c}{i(j-1)} \right)
\]

\[
= \lim_{p \to 1} \sum_{i = \left\lceil \frac{c}{1 - p} \right\rceil + 1}^\infty (p^{i-1} - p^i) \frac{(1-c/i)^{-i-1} - 1}{i} - \frac{1-p}{\ln p} \frac{(1-c/i)^{i-1} - 1}{i-1} - \frac{p^{i-1} - p^i}{\ln p} \frac{i}{j} \right)
\]

where in the last equality we omitted a term that vanishes when \( p \) tends to 1. We again interpret the sums as Riemann sums.

\[
V_2 = \int_0^{e^{-c}} \frac{e^c - 1}{\ln(1/x)} \, dx - \frac{1}{\ln(1/x)} \int_0^{e^{-c}} \frac{1}{y} \, dy \, dx
\]

\[
= (e^c - 1 - c) \int_0^{e^{-c}} \frac{1}{\ln(1/x)} \, dx
\]

\[
= (e^{-c} - 1 - c) \int_1^\infty x^{-1} e^{-cx} \, dx.
\]

In the second equality we used the definition of \( c \) and in the third one we performed a change of variables. Summing \( V_1 \) and \( V_2 \) we get Eq. (10). \( \square \)

7 Proofs for results regarding parameter knowledge

This section provides the full proofs for the results for AOS \( p \) as well as ROS \( p \) regarding the different assumptions on the knowledge of the parameters. The basic ideas are given in Section 4.

7.1 AOS \( p \) with known \( n \) and unknown \( p \)

In this section we consider the case where \( n \) is known and the probability \( p \) is unknown. Let us recall the theorem.
Theorem 5. For AOSp with known \( n \) and unknown \( p \), the variation of the \( k \)-max algorithm for unknown \( p \) achieves the best possible success guarantee up to a factor \( 1 - \varepsilon \) with high probability.

In this scenario, we are given a set \( S \) of \( h \) samples, drawn independently from an initial set consisting of \( n \) values in total, using some (unknown, but existing) value of \( p \). The remaining \( n - h \) samples form the online set \( V \). We will show that adapting the \( k \)-max algorithm with the parameters that are known to the player achieves the best possible success guarantee.

Definition 4 (The \( k \)-th-max algorithm for unknown \( p \)). Assume we are given \( h \) samples drawn independently with probability \( p \) from an initial set of \( n \) values and the other \( n - h \) values form the online set. The \( k \)-max algorithm sets the threshold to the \( k \)-th largest sample, where \( k = \left\lfloor \frac{n - h}{n - p} \right\rfloor \), and accepts the first value of the online set that is above the threshold.

Intuitively, this algorithm boils down to the \( k \)-max algorithm that we described previously, where we estimate \( p \) as \( \hat{p} = h/n \) and use \( \hat{p} \) to determine the desired value of \( k \). We will now prove its approximation guarantee and the fact that this is tight.

Lemma 23. For a given sample set \( S \) with \( h \) values and an online set \( V \) with \( n - h \) values, the \( k \)-max algorithm chooses the maximum value of the online set with probability

\[
\Pr[\text{Win}] = \sum_{h=0}^{n} \frac{p^h(1-p)^{n-h}}{\binom{n}{h}} \left( \frac{h}{n} \right)^{\left\lfloor \frac{n}{n-p} \right\rfloor} \frac{n-h}{n} \binom{n}{h} \binom{n}{h} = \sum_{h=0}^{n} p_h (n/h)^h (1-p)^{n-h},
\]

where \( p \) is the probability of independently sampling a value from the initial set.

Proof. Assume that the values of the adversarial input \( A \) are sorted in decreasing order \( \alpha_1 > \alpha_2 > \cdots > \alpha_n \). Let us call \( p_h \) the probability that the \( k \)-max algorithm succeeds in a particular instance with \( h \) samples and \( S_h \) the event where \( |S| = h \). Then the total probability that the \( k \)-max algorithm succeeds equals

\[
\Pr[\text{Win}] = \sum_{h=0}^{n} \Pr[\text{\( k \)-max algorithm wins} \mid S_h] \cdot \Pr[S_h]
\]

since each value of the initial set is sampled independently with probability \( p \). It remains to determine \( p_h \). Conditioned on the fact that we end up with \( h \) samples, all the different labelings (as a sample or online value) of the initial \( n \) values are equally likely to happen. There are \( \binom{n}{h} \) different labelings, and each \( \alpha_i \) is labeled as a sample in a \( h/n \)-fraction of the possible labelings and as an online value in the rest.

Observe that the algorithm succeeds only if exactly one of the \( \left\lfloor \frac{n}{n-h} \right\rfloor \) largest values of the adversarial input ends up in the online set and the \( \left( \left\lfloor \frac{n}{n-h} \right\rfloor + 1 \right) \)-th largest ends up in the sample set. To compute the number of such labelings, first consider those such that \( \alpha_1, \alpha_2, \ldots, \alpha_{\left\lfloor \frac{n}{n-p} \right\rfloor + 1} \) are all labeled as samples except for exactly one. From those, we can exclude the labelings that mark \( \alpha_{\left\lfloor \frac{n}{n-p} \right\rfloor + 1} \) as an online value, since in this case \( s_{\left\lfloor \frac{n}{n-p} \right\rfloor} \) is larger than all the online values. Therefore, we obtain

\[
p_h = \left( \left\lfloor \frac{n}{n-h} \right\rfloor + 1 \right) \left( \frac{h}{n} \right)^{\left\lfloor \frac{n}{n-p} \right\rfloor} \left( \frac{n-h}{n} \right) - \left( \frac{h}{n} \right)^{\left\lfloor \frac{n}{n-p} \right\rfloor} \left( \frac{n-h}{n} \right)
\]
\[
\frac{n}{n-h} \left( \frac{h}{n} \right)^{\frac{n}{n-h}} \left( \frac{n-h}{n} \right),
\]

and the lemma follows.

The theorem follows from the following well-known concentration bound. Essentially, we can prove that the estimate \( \hat{p} \) is accurate with high probability.

**Lemma 24** (Hoeffding’s inequality for i.i.d. Bernoulli random variables [15]). Let \( X_1, X_2, \ldots, X_n \) be i.i.d. Bernoulli random variables with parameter \( p \) and let \( \bar{X} = (\sum_{i=1}^{n} X_i) / n \). Then for any \( \varepsilon > 0 \),

\[
\Pr\left[ |\bar{X} - pn| \geq \varepsilon \right] \leq 2e^{-2n\varepsilon^2}.
\]

Alternatively, by setting \( \delta = 2e^{-2n\varepsilon^2} \) we get that

\[
|\bar{X} - pn| \leq \sqrt{\frac{1}{2n} \ln \frac{2}{\delta}}
\]

with probability at least \( 1 - \delta \).

**Proof of Theorem 5.** Consider an instance of AOS \( p \) for a fixed unknown value of \( p \) where the player is faced with \( h \) samples. The proof follows straightforwardly from the above concentration bound.

For the purpose of analysis, let \( \varepsilon_1 \) and \( \varepsilon_2 \) be such that \( \varepsilon_1 \leq 1 - \frac{h}{p^{1-p}} \) and \( \varepsilon_2 \leq 2 e^{-2n} \).

The first value is chosen such that the following holds.

\[
\varepsilon_1 \leq 1 - \frac{h}{p^{1-p}} \left( n \right)^{\frac{n}{n-h}} \left( \frac{n-h}{n} \right)
\]

\[
\varepsilon_1 \leq 1 - \frac{n}{n-h} \left( \frac{h}{n} \right)^{\frac{n}{n-h} \left( \frac{n-h}{n} \right)} \left( 1 - p \right)
\]

\[
\varepsilon_1 \leq 1 - \frac{n-h}{n} \left( \frac{h}{n} \right)^{\frac{n}{n-h} \left( \frac{n-h}{n} \right)} \left( 1 - p \right)
\]

\[
\varepsilon_1 \leq 1 - \frac{n-h}{n} \left( \frac{h}{n} \right)^{\frac{n}{n-h} \left( \frac{n-h}{n} \right)} \left( 1 - p \right).
\]

The second value is chosen such that Lemma 24 yields \( \Pr\left[ |\bar{X} - pn| < 1 \right] \geq 1 - 2e^{-2n} \geq 1 - \varepsilon_2 \).

Therefore, with probability at least \( 1 - \varepsilon_2 \), we have

\[
\sum_{h=pn-\varepsilon}^{pn+\varepsilon} \binom{n}{h} p^h (1-p)^{n-h} = \binom{n}{h} p^h (1-p)^{n-h} \geq 1 - \varepsilon_2.
\]

With these values at hand we can bound the success guarantee of Lemma 23 as follows: With probability at least \( 1 - \varepsilon_2 \) we get that

\[
\Pr[\text{Win}] = \sum_{h=0}^{n} \left( \frac{n}{n-h} \right) \left( \frac{h}{n} \right)^{\frac{n}{n-h} \left( \frac{n-h}{n} \right)} \left( \frac{n-h}{n} \right) p^h (1-p)^{n-h}
\]
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\[
\geq \left[ \frac{1}{1-p} \right] p^{\frac{1-p}{1-p}} (1-p) \cdot (1-\varepsilon_1) \cdot \sum_{h=pm-\varepsilon}^{pm+\varepsilon} \binom{n}{h} p^h (1-p)^{n-h} \\
\geq \left[ \frac{1}{1-p} \right] p^{\frac{1-p}{1-p}} (1-p) \cdot (1-\varepsilon_1) \cdot (1-\varepsilon_2).
\]

For any given \( \varepsilon > 0 \), one can take \( \varepsilon_1 \) and \( \varepsilon_2 \) that adhere to the bounds above and such that \( (1-\varepsilon_1)(1-\varepsilon_2) \leq (1-\varepsilon) \). This yields a success guarantee that is at least \( 1 - \varepsilon \) times the success guarantee of the \( k \)-max algorithm for known \( p \).

\[\square\]

### 7.2 AOSp with unknown \( n \) and \( p \)

This section proves that in the adversarial order case where both \( n \) and \( p \) are unknown, the player cannot obtain a positive success guarantee.

**Theorem 6.** When both \( p \) and \( n \) are unknown, no algorithm can get positive success guarantee.

**Proof.** Let \( \varepsilon > 0 \). We will prove that it is not possible to achieve a success guarantee of \( \varepsilon \).

Consider the following new game for any \( \delta > 0 \). The adversary selects a size \( n \) and generates an instance of this size with increasing values. Then, the adversary again selects \( p \) appropriately, so that the probability that there is at least one sample is at most \( \delta \) and the probability that there are no samples is at least \( 1 - \delta \). Then the sampling process happens and the player faces the sequence. If at least one value is sampled, the player automatically wins, otherwise, she wins if and only if she selects the last non-sampled value.

Consider the case where there are no sampled values. Since the player does not learn anything along the game, any deterministic algorithm waits \( t-1 \) values before it selects the \( t \)-th value. A randomized algorithm can be thought of as a distribution over the stopping times \( t \). Since the domain of \( t \) are all positive integers, it is not possible that this distribution has weight at least \( \lambda \) for every size, for any constant \( \lambda > 0 \). Therefore, on instances with stopping probability less than \( \lambda \), the player only wins with probability at most \( \lambda \). Such an instance occurs trivially with probability at most 1.

Overall, in this new game, the player wins in at most \( \delta + \lambda \) values. Taking e.g. \( \delta \) and \( \lambda \) slightly smaller than \( \varepsilon/2 \), the success guarantee of this game is less than \( \varepsilon \).

The proof for AOSp with unknown \( p \) and \( n \) follows easily now. The adversary chooses values of \( n \) and \( p \) as above. In case there are no sampled values, both games are the same, since in both cases the player has the same information and the same available strategies. In case there is at least one sampled value, the player wins in the new game with probability 1 and in AOSp with probability strictly less than 1. Therefore, the success guarantee of AOSp is at most the success guarantee of the new game, which is less than \( \varepsilon \).

\[\square\]
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