Learning to Teach with Deep Interactions
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Abstract

Machine teaching [42, 37] uses a meta/teacher model to guide the training of a student model (which will be used in real tasks) through training data selection, loss function design, etc. Previously, the teacher model only takes shallow/surface information as inputs (e.g., training iteration number, loss and accuracy from training/validation sets) while ignoring the internal states of the student model, which limits the potential of learning to teach. In this work, we propose an improved data teaching algorithm, where the teacher model deeply interacts with the student model by accessing its internal states. The teacher model is jointly trained with the student model using meta gradients propagated from a validation set. We conduct experiments on image classification with clean/noisy labels and empirically demonstrate that our algorithm makes significant improvement over previous data teaching methods.

1 Introduction

In recent years, machine teaching [42, 20, 21], also known as learning to teach [6, 37], has become a popular topic in deep learning. Learning to teach is a meta-learning paradigm that involves a teacher model and a student model. The student model is our final target and used for real tasks, like image classification [12], objection detection [30], etc., while the teacher model is used to guide the training of the student model through adjusting the weights of training data [6, 34, 14, 29], generating better loss functions [37], etc. These approaches have demonstrated promising results in image classification (with both clean and noisy labels) [14, 34], machine translation [37], and text classification [6].

Previously, the teacher model only utilizes surface information derived from the student model. In [6, 37, 34, 14], the inputs of the teacher model include training iteration number, training loss (as well as the margin [32]), validation loss, the output of the student model, etc. In those algorithms, the teacher model does not leverage the internal states of the student model, e.g., the values of the second-to-last layer and even deeper layers far from the output layer of a neural network based student model. We notice that the internal states of a model have been widely investigated and shown its effectiveness in many deep learning algorithms and tasks. In ELMo [26], a pre-trained LSTM provides its internal states, the values of each layer, for downstream tasks as feature representations. In image captioning tasks [38, 2], a faster RCNN [30] pre-trained on ImageNet provides its internal states (i.e., mean-pooled convolutional features) of the selected regions, serving as representations of images [2]. In knowledge distillation [31, 1], a student model mimics the output of the internal layers of the teacher model so as to achieve comparable performances with the teacher model. Unfortunately, this kind of deep information is missing in learning to teach algorithms. The success of leveraging internal states in the above applications motivates us to investigate them in learning to teach, which leads to deep interactions between the teacher and student model.
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We propose a new data teaching algorithm, where the teacher model and the student model have deep interactions: the student model provides its internal states (i.e., the values of its second-to-last layer) and optionally values of its output layer which serve as the inputs of the teacher model, and the teacher model outputs adaptive weights of training samples which are used to enhance the training of the student model. Figure 1 illustrates the key difference between our algorithm (the right figure) and previous data teaching algorithm [6, 37] (the left figure). We decompose the student model into a feature extractor, which can process the input \( x \) to an internal state \( c \), and a classifier (denoted as “cls”), which is a relatively shallow model like a linear classifier to map \( c \) to the final prediction \( \hat{y} \). In previous data teaching algorithm, the teacher model only takes the surface information of the student model as inputs like training and validation loss, which are related to \( \hat{y} \) and ground truth label \( y \) but not explicitly related to the internal states \( c \). In contrast, the teacher model in our algorithm leverages both the final outputs \( \hat{y} \) and the internal states \( c \) of the student model as inputs. In this way, more information from the student model is accessible. In our algorithm, the teacher and the student models are jointly optimized in an alternative way, where the teacher model is updated according to the validation signal via reverse-mode differentiation [23], and the student model tries to minimize the loss on weighted data.

Experimental results on CIFAR-10 and CIFAR-100 [17] with both clean labels and noisy labels demonstrate the effectiveness of our algorithm. We achieve promising results over previous methods of learning to teach.

The remaining part is organized as follows. Related work is discussed in Section 2. Our algorithm is introduced in Section 3. The experiments with clean labels and noisy labels are reported in Section 4 and Section 5 respectively. Section 6 concludes this paper and discusses future directions.

2 Related work

Assigning weights to different data points have been widely investigated in literature, where the weights can be either continuous [8, 14] or binary [6, 4]. The weights can be explicitly bundled with data, like Boosting and AdaBoost methods [7, 11, 8] where the weights of incorrectly classified data are gradually increased, or implicitly achieved by controlling the sampling probability, like hard negative mining [24] where the harder examples in a previous round will be sampled again in the next round. As a comparison, in self-paced learning (SPL) [18], weights of hard examples will be assigned to zero in the early stage of training, and the threshold is gradually increased during the training process to control the student model to learn from easy to hard. An important motivation of data weighting is to increase the robustness of training, including addressing the problem of imbalanced data [36, 5, 15], biased data [32, 29], noisy data [8, 28, 35, 16].

Except for manually designing weights for the data, there is another branch of work that leverages a meta model to assign weights. Learning to teach [6] is a learning paradigm where there is a student model for the real task, and a teacher model to guide the training of the student model. Based on the collected information, the teacher model provides signals to the student model, which can be the weights of training data [6], adaptive loss functions [37], etc. The general scheme of machine teaching is discussed and summarized in [42]. The concept of teaching can be found in label propagation [9, 10], pedagogical teaching [13, 33], etc. [21] leverages a teaching way to speed up the training, where the teacher model selects the training data balancing the trade off between the difficulty and usefulness of the data. [34][29][14] mainly focuses on the setting that the data is biased or imbalanced. According to our knowledge, our work is the first one that the teacher and student can deeply interact. In previous work, the teacher model only access the surface information of the student model, while our teacher model can access the internal states of the student model. We will empirically verify the benefits of our proposals.
3 Our method

We focus on data teaching in this work, where the teacher model assigns an adaptive weight to each sample. We first introduce the notations used in this work, then describe our algorithm, and finally provide some discussions.

3.1 Notations

Let \( \mathcal{X} \) and \( \mathcal{Y} \) denote the source domain and the target domain respectively. We want to learn a mapping \( f \), i.e., the student model, from \( \mathcal{X} \) and \( \mathcal{Y} \). W.l.o.g., we can decompose \( f \) into a feature extractor and a decision maker, denoted as \( \varphi_f \) and \( \varphi_d \) respectively, where \( \varphi_f : \mathcal{X} \to \mathbb{R}^d, \varphi_d : \mathbb{R}^d \to \mathcal{Y} \), and \( d \) is the dimension of the extracted feature. That is, for any \( x \in \mathcal{X} \), \( f(x) = \varphi_d(\varphi_f(x)) \). We denote the parameters of \( f \) as \( \theta \). In our work, we mainly work on the image classification problem.

Let \( \phi(I,M;\omega) \) denote the teacher model parameterized by \( \omega \), where \( I \) is the internal states of a student model and \( M \) is the surface information like training iteration, training loss, labels of the samples, etc. \( \phi \) can map an input sample \( (x, y) \in \mathcal{X} \times \mathcal{Y} \) to a non-negative scalar, representing the weight of the sample. Let \( \ell(f(x), y; \theta) \) denote the training loss on sample pair \( (x, y) \), and \( R(\theta) \) is a regularization term on \( \theta \), independent of the training samples.

Let \( D_{\text{train}} \) and \( D_{\text{valid}} \) denote the training and validation sets respectively, both of which are subsets of \( \mathcal{X} \times \mathcal{Y} \) with \( N_T \) and \( N_V \) samples. Denote the validation metric as \( m(y, \hat{y}) \), where \( y \) and \( \hat{y} \) are the ground truth label and predicted label respectively. We require that \( m(\cdot, \cdot) \) to be a differentiable function w.r.t. the second input. \( m(y, \hat{y}) \) can be specialized as the expected accuracy [37] or the log-likelihood on the validation set. Define \( M(D_{\text{valid}}; \theta) \) as \( \frac{1}{N_V} \sum_{(y, f) \in D_{\text{valid}}} m(y, f(x; \theta)) \).

3.2 Algorithm

The teacher model outputs a weight for any input data. When facing a real-world machine learning problem, we need to fit a student model on the training data, select the best model according to validation performance, and apply it to the test set. Since the test set is not accessible during training and model selection, we need to maximize the validation performance of the student model. This can be formulated as a bi-level optimization problem:

\[
\max_{\omega, \theta^*(\omega)} M(D_{\text{valid}}; \theta^*(\omega))
\]

\[\text{s.t.} \quad \theta^*(\omega) = \arg\min_{\theta} \frac{1}{N_T} \sum_{i=1}^{N_T} w(x_i, y_i) \ell(f(x_i), y_i; \theta) + \lambda R(\theta),\]

(1)

where \( \lambda \) is a hyperparameter, and \( w(x_i) \) represents the weight of data \( x_i \). The task of the student model is to minimize the loss on weighted data, as shown in the second line of Eqn.(1). Without a teacher, all \( w(x_i) \)'s are fixed as one. In a learning-to-teach framework, the parameters of the teacher model (i.e., \( \omega \)) and the student model (i.e., \( \theta \)) are jointly optimized. Eqn.(1) is optimized in an iterative way, where we calculate \( \theta^*(\omega) \) based on a given \( \omega \), then we update \( \omega \) based on the obtained \( \theta^*(\omega) \). We need to figure out how to obtain \( \theta^* \), and how to calculate \( \frac{\partial}{\partial \omega} M(D_{\text{valid}}; \theta^*(\omega)) \).

**Obtaining \( \theta^*(\omega) \):** Considering a deep neural network is highly non-convex, generally, we are not able to get the closed-form solution of the \( \theta^* \) in Eqn.(1). We choose stochastic gradient descend method (briefly, SGD) with momentum for optimization [27], which is an iterative algorithm. We use a subscript \( t \) to denote the \( t \)-th step in optimization. \( D_t \) is the data of the \( t \)-th minibatch, with the \( k \)-th sample \( (x_{t,k}, y_{t,k}) \) in it. For ease of reference, denote \( w_t \) as a column vector, where the \( k \)-th element is the weight for sample \( (x_{t,k}, y_{t,k}) \), and \( f(D_t; \theta_t) \) is another column vector with the \( k \)-element \( \ell(f(x_{t,k}), y_{t,k}; \theta_t) \), both of which are defined in Eqn.(1). Following the implementation of PyTorch [25], the update rule of momentum SGD is:

\[
v_{t+1} = \mu v_t + \frac{\partial}{\partial \theta_t} \left[ \frac{1}{|D_t|} w_t^T \ell(D_t; \theta_t) + \lambda R(\theta_t) \right]; \quad \theta_{t+1} = \theta_t - \eta_t v_{t+1},
\]

(2)
where \( \theta_0 = v_0 = 0 \). \( \eta_t \) is the learning rate at the \( t \)-th step, and \( \mu \) is the momentum coefficient. Assume we update the model for \( K \) steps. We can eventually obtain \( \theta_K \), which serves as the proxy for \( \theta^* \). To stabilize the training, we will set \( \frac{\partial \theta}{\partial \theta^0} = 0 \).

**Calculating \( \frac{\partial}{\partial \theta} M(D_{\text{valid}}; \theta_K) \):** Motivated by reverse-mode differentiation [23], we use a recursive way to calculate gradients. For ease of reference, let \( d\theta_t \) and \( dv_t \) denote \( \frac{\partial}{\partial \theta^t} M(D_{\text{valid}}; \theta_K) \) and \( \frac{\partial}{\partial v^t} M(D_{\text{valid}}; \theta_K) \) respectively. According to the chain rule to compute derivative, for any \( t \in \{0, 1, 2, \ldots, K - 1\} \), we have

\[
\begin{align*}
    d\theta_t & = (\frac{\partial \theta_{t+1}}{\partial \theta_t})^T d\theta_{t+1} + (\frac{\partial v_{t+1}}{\partial \theta_t})^T dv_{t+1} = d\theta_{t+1} + \frac{\partial^2}{\partial \theta_t^2} \left[ \frac{1}{|D_t|} w^T \ell(D_t; \theta_t) + \lambda R(\theta_t) \right] dv_{t+1}; \\
    dv_t & = (\frac{\partial \theta_{t+1}}{\partial v_t})^T d\theta_t + (\frac{\partial v_{t+1}}{\partial v_t})^T dv_{t+1} = -\eta_t d\theta_t + \mu dv_{t+1}; \\
    \frac{\partial v_{t+1}}{\partial \omega} & = \frac{\partial^2}{\partial \theta_t \partial \omega} w^\top \ell(D_t; \theta_t); \quad \frac{\partial}{\partial \omega} M(D_{\text{valid}}; \theta_K) = \sum_{t=1}^K (\frac{\partial v_t}{\partial \omega})^T dv_t.
\end{align*}
\]

According to Eqn. [3], we can design Algorithm 1 to calculate the gradients of the teacher model.

**Algorithm 1:** The gradients of the validation metric w.r.t. the parameters of the teacher.

1. **Input:** Teacher model backpropagation interval \( B \); parameters and momentum of the student model \( \theta_K \) and \( v_K \); learning rates \( \{\eta_t\}_{t=K-1}^{K-1-B} \); momentum coefficient \( \mu > 0 \); minibatches of data \( \{D_t\}_{t=K-1}^{K-1-B} \).
2. **Initialization:** \( d\theta = \frac{\partial}{\partial \theta^t} M(D_{\text{valid}}; \theta_K); dv = -\eta_K d\theta_K; d\omega \leftarrow 0; \theta \leftarrow \theta_K; v \leftarrow v_K; \)
3. for \( t = K - 1 : K - B \) do
4. \( \theta \leftarrow \theta + \eta_t v; g = \frac{\partial}{\partial \theta} [w^\top \ell(D_t; \theta) + \lambda R(\theta)]; v \leftarrow v - \frac{\eta g}{\mu}; \)
5. \( d\omega \leftarrow d\omega + \frac{\partial}{\partial \omega} (g^\top dv); d\theta \leftarrow d\theta + \frac{\partial}{\partial \theta} (g^\top dv); dv \leftarrow -\eta_t d\theta + \mu dv; \)
6. **Return** \( d\omega \).

In Algorithm 1, we can see that we need a backpropagation interval \( B \) as an input, indicating how many internal \( \theta \)'s are used to calculate the gradients of the teacher. When \( B = K \), all student models on the optimization trajectory will be leveraged. \( B \) balances the tradeoff between efficiency and accuracy. To use Algorithm 1, we require \( \mu > 0 \).

As shown in step 2, we first calculate \( \frac{\partial}{\partial \theta^t} M(D_{\text{valid}}; \theta_K) \), with which we can initialize \( d\theta, dv \) and \( d\omega \). We then recover the \( \theta, v \) and the gradients at the previous step (see step 4). Based on Eqn. [3], we recover the corresponding \( d\theta, dv \) and \( d\omega \). We repeat step 4 and step 5 until getting the eventual \( d\omega \), which is the gradient of the validation metric w.r.t. the parameters of the teacher model. Finally, we can leverage any gradient-based algorithm to update the teacher model. With the new teacher model, we can iteratively update \( \theta^* \) and \( \omega \) until reaching the stopping criteria.

In order to avoid calculating Hessian matrix, which nees to store \( O(|\theta|^2) \) parameters, we leverage the property that \( \frac{\partial^2}{\partial \theta \partial v} v = \frac{\partial}{\partial \theta} g^\top v \), where \( \ell \) is the loss function related to \( \theta \), \( v \) is a vector with size \( |\theta| \times 1 \), and \( g = \frac{\partial}{\partial \theta} \). With this trick, we only require \( O(|\theta|) \) GPU memory.

**Discussions:** Compared to previous work [14] [34] [6] [37], except for the key differences that we use internal states as features, there are some differences in optimization. In [6], the teacher is learned in a reinforcement learning manner, which is relatively hard to optimize. In [37], the student model is optimized with vanilla SGD, by which all the intermediate \( \theta_t \) should be stored. In our algorithm, we use momentum SGD, where we only need to store the final \( \theta_K \) and \( v_K \), by which we can recover all intermediate parameters. We will study how to effectively apply our derivations to more optimizers and more applications in the future.

### 3.3 Teacher model

We introduce the default network architecture of the teacher model used in experiments. We use a linear model with sigmoid activation. Given a pair \((x, y)\), we first use \( \varphi_f \) to extract the output of the
With our method, we can obtain $6$.

We compare the results with the following baselines: (1) The baseline of data teaching [6] and loss function teaching [37]. They are denoted as L2T-data and L2T-loss respectively. (2) Focal loss [19], which sets weights to the data according to the hardness only, which does not leverage internal states and the error rates are almost the same as the baselines. (2) For L2T-loss, on CIFAR-10 and CIFAR-100, it can achieve $0$ point improvements, which are far behind of our proposed method. This shows the great advantage of our method than the previous learning to teach algorithms. (3) Self-paced learning (SPL) [18], where we start from easy samples first and then move to harder examples.

4 Experiments on CIFAR-10/100 with clean labels

In this section, we conduct experiments on CIFAR-10 and CIFAR-100 image classification with clean labels. We first show the overall results and then provide several analysis.

4.1 Settings

There are 50000 and 10000 images in the training and test sets. CIFAR-10 and CIFAR-100 are a 10-class and a 100-class classification tasks respectively. We split 5000 samples from the training dataset as $D_{valid}$ and the remaining 45000 samples are used as $D_{train}$. Following [12], we use momentum SGD with learning rate 0.1 and divide the learning rate by 10 at the 80-th and 120-th epoch. The momentum coefficient $\mu$ is 0.9. The $K$ in $B$ in Algorithm [4] are set as 20 and 2 respectively. We train the models for 300 epochs to ensure convergence. The minibatch size is 128. We conducted experiments on ResNet-32, ResNet-110 and Wide ResNet-28-10 (WRN-28-10) [40]. All the models are trained on a single P40 GPU.

We compare the results with the following baselines: (1) The baseline of data teaching [6] and loss function teaching [37]. They are denoted as L2T-data and L2T-loss respectively. (2) Focal loss [19], where each data is weighted by $(1 - p)^\gamma$, $p$ is the probability that the data is correctly classified, and $\gamma$ is a hyperparameter. We search $\gamma$ on $\{0.5, 1, 2\}$ suggested by [19]. (3) Self-paced learning (SPL) [18], where we start from easy samples first and then move to harder examples.

4.2 Results

The test error rates of different settings are reported in Table [1]. For CIFAR-10, we can see that the baseline results of ResNet-32, ResNet-110 and WRN-28-10 are 7.22, 6.38 and 4.27 respectively. With our method, we can obtain 6.20, 5.65 and 3.72 test error rates, which are the best among all listed algorithms. For CIFAR-100, our approach can improve the baseline by 0.92, 1.67 and 1.11 points. These consistent improvements demonstrate the effectiveness of our method. We have the following observations: (1) L2T-data is proposed to speed up the training. Therefore, we can see that the error rates are almost the same as the baselines. (2) For L2T-loss, on CIFAR-10 and CIFAR-100, it can achieve 0.27 and 0.32 point improvements, which are far behind of our proposed method. This shows the great advantage of our method than the previous learning to teach algorithms. (3) Focal loss sets weights to the data according to the hardness only, which does not leverage internal states neither. There exists non-negligible gap between focal loss and our method. (4) For SPL, the results are similar (even worse) to the baseline. This shows the importance of a learning based scheme for data selection.

4.3 Analysis

To further verify how our method works, we conduct several ablation studies. All experiments are conducted on CIFAR-10 with ResNet-32.

Comparison with surface information: The features of the teacher model used in Table [1] are the output of the second-to-last layer of the network (denoted as $I_0$), and the label embedding (denoted as $M_0$). Based on [34][29][37][6], we define another group of features about surface information. Five components are included: the training iteration (normalized by the total number of iteration), average training loss until the current iteration, best validation accuracy until the current iteration, the predicted label of the current input, and the margin values. These surface features are denoted as $M_1$. 
Analysis on the weights: We take comparison between the weights output by the teacher model leveraging surface features \( M_1 \) only (denoted as \( T_M \)) and those output by our teacher leveraging internal features (denoted as \( T_I \)). The results are shown in Figure 2 where the top row represents the results of \( T_I \) and the bottom row for \( T_M \). In Figure 2(a), (b), (d), (e), the data points of the same category are painted with the same color. The first column shows the correlation between the output data weight (y-axis) and the training loss (x-axis); the second column is used to visualize the internal states through t-SNE [22]; the third column plots heatmaps regarding output weights of all data points (red means large weight and blue means smaller), in accordance with those in the second column. We have the following observations:

### Table 1: Results on CIFAR-10/CIFAR-100. The labels are clean.

| CIFAR-10 | Baseline | L2T-data | L2T-loss | Focal loss | SPL | Ours |
|----------|----------|----------|----------|------------|-----|------|
| ResNet-32 | 7.22 | 7.16 | 6.95 | 6.60 | 11.48 | 6.20 |
| ResNet-110 | 6.38 | N/A | N/A | 6.19 | 11.06 | 5.65 |
| WRN-28-10 | 4.27 | N/A | N/A | 4.57 | 4.25 | 3.72 |

| CIFAR-100 | Baseline | L2T-data | L2T-loss | Focal loss | SPL | Ours |
|----------|----------|----------|----------|------------|-----|------|
| ResNet-32 | 29.57 | 29.54 | 29.25 | 28.85 | 29.98 | 28.65 |
| ResNet-110 | 27.69 | N/A | N/A | 26.55 | 27.91 | 26.02 |
| WRN-28-10 | 20.49 | N/A | N/A | 19.86 | 20.56 | 19.38 |

For the teacher model, we try different combinations of the internal states and surface features. The settings and results are shown in Table 2:

| Setting | \( I_0 + M_0 \) | \( I_0 \) | \( M_0 \) | \( M_1 \) | \( M_0 + M_1 \) | \( I_0 + M_0 + M_1 \) |
|---------|----------------|--------|--------|--------|----------------|----------------|
| Error rate | 6.20 | 6.34 | 6.50 | 6.54 | 6.50 | 6.30 |

Table 2: Ablation study on the usage of features.

As shown in Table 2, we can see that the results of using surface features only (i.e., the settings without \( I_0 \)) cannot catch up with those with internal states of the network (i.e., the settings with \( I_0 \)). This shows the effectiveness of the internal states for learning to teach. We do not observe significant differences among the settings \( M_0, M_1 \) and \( M_0 + M_1 \). Using \( I_0 \) only can result in less improvement than using \( I_0 + M_0 \). Combining \( I_0, M_0 \) and \( M_1 \) also slightly hurts the result. Therefore, we choose \( I_0 + M_0 \) as the default setting.

**Internal states from different levels:** By default, we use the output of second-to-last layer as the features of internal states. We also try several other variants, naming \( I_1, I_2 \) and \( I_3 \), which are the outputs of the last convolutional layer with size \( 8 \times 8, 16 \times 16 \) and \( 32 \times 32 \). A larger subscript represents that the corresponding features are more similar to the raw input. We explore the setting \( I_i + M_0, i \in \{0, 1, 2, 3\} \). Results are reported in Table 3. We can see that leveraging internal states (i.e., \( I_i \)) can achieve lower test error rates than those without such features. Currently, there is not significant difference on where the internal states are from. Therefore, by default, we recommend to use the states from the second-to-last layer.

| Setting (\( I_i + M_0 \)) | 0 | 1 | 2 | 3 |
|--------------------------|---|---|---|---|
| Error rate | 6.20 | 6.22 | 6.31 | 6.21 |

Table 3: Features from different levels.

**Architectures of the teacher models:** We explore the teacher networks with different number of hidden layers. Each hidden layer is followed by a ReLU activation (denoted as MLP-#layer). The dimension of the hidden states are the same as the input. Results are in Table 4.

| Setting | MLP-0 | MLP-1 | MLP-2 |
|---------|-------|-------|-------|
| Error rate | 6.20 | 6.48 | 6.59 |

Table 4: Teacher with various hidden layers.

Using a more complex teacher model will not bring improvement to the simplest one as we used in the default setting. Our conjecture is that more complex models are harder to optimize, which can not provide accurate signals for the student models.
As shown in the first column, $T_0$ tries to assign lower weights to the data with higher loss, regardless of the category the image belongs to. In contrast, the weights set by $T_1$ heavily rely on the category information. For example, the data points with label 5 have the highest weights regardless of the training loss, followed by those with label 3, where label 3 and 5 correspond to the “cat” and “dog” in CIFAR-10, respectively.

To further investigate the reason why the data of cat class and dog class are assigned with larger weights by $T_1$, we turn to Figure 2(c), from which we can find that the internal states of dog and cat are much overlapped. We therefore hypothesize that, since the dog and cat are somewhat similar to each other, $T_1$ is learned to separate these two classes by assigning large weights to them. Yet, this phenomenon cannot be observed in $T_0$.

Preliminary exploration on deeper interactions: To stabilize training, we do not backpropagate the gradients to the student model via the weights, i.e., $\frac{\partial w_t}{\partial \theta_t}$ is set as zero. If we enable $\frac{\partial w_t}{\partial \theta_t}$, the teacher model will have another path to pass the supervision signal to the student model, which has great potential to improve the performances. We quickly verify this variant on CIFAR-10 using ResNet-32. We choose $I_0 + M_0$ as the features of the teacher model. We find that with this technique, we can further lower the test error rate to 6.08%, another 0.12 improvement compared to the current methods. We will further exploration this direction in the future.

5 Experiments on CIFAR-10/100 with noisy labels

To verify the ability of our proposed method to deal with the noisy data, we conduct several experiments on CIFAR-10/100 datasets with noisy labels.

5.1 Settings

We derive most of the settings from [34]. The images remain the same as those in standard CIFAR-10/100, but then we introduce noise to the labels. This is to verify the effectiveness of an algorithm under the noisy setting. Two types of noise, the uniform noise and flip noise, will be introduced. For the validation and test sets, both the images and the labels are clean.

1. Uniform noise: We follow a common setting from [41]. The label of each image is uniformly mapped to a random class with probability $p$. In our experiments, we set the probability
p as 40% and 60%. Following [34], the network architecture of the student network is WRN-28-10. We use momentum SGD with learning rate 0.1 and divide the learning rate by 10 at 36-th epoch and 38-th epoch (40 epoch in total).

2. Flip noise: We follow [34] to set flip noise. The label of each image is independently flipped to two similar classes with probability p. The two similar classes are randomly chosen, and we flip labels to them with equal probability. In our experiments, we set probability p as 20% and 40% and adopt ResNet-32 as the student model. We use momentum SGD with learning rate 0.1 and divide the learning rate by 10 at 40-th epoch and 50-th epoch (60 epoch in total).

For the teacher model, we follow settings in Section 4. We compare the results with MentorNet [14] and Meta-Weight-Net [34].

5.2 Results

The results are shown in Table 5 and Table 6. We can see that our results are better than the previous baselines like MentorNet and Meta-Weight-Net, regardless of the type and magnitude. When the noise type is uniform, we can improve Meta-Weight-Net by about 0.5 point. On flip noise with ResNet-32 network, the improvement is more significant, where in most cases, we can improve the baseline by more than one point.

The experiment results demonstrate that leveraging internal states is also useful for the datasets with noisy labels. This shows the generality of our proposed method.

| Method          | CIFAR-10  | CIFAR-100 |
|-----------------|-----------|-----------|
|                 | p = 40%   | p = 60%   |
|                 | p = 40%   | p = 60%   |
| Baseline        | 31.93     | 46.88     | 48.89     | 69.08     |
| MentorNet [14]  | 12.67     | 17.20     | 38.61     | 63.13     |
| Meta-Weight-Net [34] | 10.73     | 15.93     | 32.27     | 41.25     |
| Ours            | 10.29     | 15.37     | 31.36     | 40.62     |

Table 5: Results of WRN-28-10 on uniform noise label CIFAR-10/100 datasets.

| Method          | CIFAR-10  | CIFAR-100 |
|-----------------|-----------|-----------|
|                 | p = 20%   | p = 40%   |
|                 | p = 20%   | p = 40%   |
| Baseline        | 23.17     | 29.23     | 49.14     | 56.99     |
| MentorNet [14]  | 13.64     | 18.24     | 38.03     | 47.34     |
| Meta-Weight-Net [34] | 9.67     | 12.46     | 35.78     | 41.36     |
| Ours            | 8.95      | 11.29     | 33.92     | 39.49     |

Table 6: Results of ResNet-32 on flip noise label CIFAR-10/100 datasets.

6 Conclusion and future work

We propose a new data teaching paradigm, where the teacher and student model have deep interactions. The internal states are fed into the teacher model to calculate the weights of the data, and we propose an algorithm to jointly optimize the two models. Experiments on CIFAR-10 and CIFAR-100 with clean and noisy labels demonstrate the effectiveness of our approach. Rich ablation studies are conducted in this work.

For future work, the first one is to study how to apply deeper interaction to the learning to teach framework (preliminary results in Section 4.3). Second, we want that the teacher model could be transferred across different tasks, which is lacked for the current teacher (see Appendix B for the exploration). Third, we will carry out theoretical analysis on the convergence of the optimization algorithm.
Appendix

A Ablation study on different $K$ and $B$

In this section, we conduct an ablation study to explore the impact of different model update interval $K$ and backpropagation interval $B$ on our algorithm. We adopt CIFAR-10 and ResNet-32 as the base dataset and student model respectively. We choose $(K, B) \in \{(1, 1), (20, 2), (20, 5), (100, 2), (100, 5)\}$ in our ablation study. In Table 1 in the main paper, we use $K = 20$ and $B = 2$ as the default setting.

| $K$  | $B$  | Test error |
|------|------|------------|
| 1    | 1    | 6.56       |
| 20   | 2    | 6.20       |
| 20   | 5    | 6.41       |
| 100  | 2    | 6.30       |
| 100  | 5    | 6.24       |

Table 7: Error rates of different $K$ and $B$ on CIFAR-10 and student model ResNet-32.

The ablation study results are reported in Table 7. We can observe that 1) The setting that run backpropagation at each step ($K = 1, B = 1$) takes high computational cost and is hard to optimize the teacher model. 2) Our default setting can reach the lowest test error rate among all $(K, B)$ settings.

B Transferability of the teacher across different tasks

In this section, we conduct some experiments to explore the transferability of our teacher models across different tasks.

We choose our best setting 6:20 (the dataset is CIFAR-10, and the architecture of the student model is ResNet-32) in Table 1 as the original teacher model, and adopt two transfer settings.

1) Transfer to different dataset: We transfer our original teacher model from CIFAR-10 to CIFAR-100 dataset. The network architecture of the student model remains unchanged.

2) Transfer to different student model: We change the student model architecture from ResNet-32 to ResNet-110. The dataset remains unchanged.

In the above two settings, we train the student models from scratch and fix the parameters of the teacher models. The teacher models provide weights for the input data.

The test error rates of Transfer to different dataset and Transfer to different student model are 92.45% and 57.97% respectively. Our teacher models lack transferability due to deep interactions between the teacher and the student models. We will improve our algorithm to enhance the transferability in future.
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