THE WEIGHTED HILBERT–SCHMIDT NUMERICAL RADIUS

ALI ZAMANI

Abstract. Let $\mathcal{B}(H)$ be the algebra of all bounded linear operators on a Hilbert space $H$ and let $\mathcal{N}(\cdot)$ be a norm on $\mathcal{B}(H)$. For every $0 \leq \nu \leq 1$, we introduce the $w_{(\nu)}(A)$ as an extension of the classical numerical radius by

$$w_{(\nu)}(A) := \sup_{\theta \in \mathbb{R}} \mathcal{N}(\nu e^{i\theta} A + (1 - \nu) e^{-i\theta} A^*)$$

and investigate basic properties of this notion and prove inequalities involving it. In particular, when $\mathcal{N}(\cdot)$ is the Hilbert–Schmidt norm $\|\cdot\|_2$, we present several the weighted Hilbert–Schmidt numerical radius inequalities for operator matrices. Furthermore, we give a refinement of the triangle inequality for the Hilbert–Schmidt norm as follows:

$$\|A + B\|_2 \leq \sqrt{2w^2_{(0, \nu)} \left( \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right) - (1 - 2\nu)^2 \|A - B\|_2^2} \leq \|A\|_2 + \|B\|_2.$$

Our results extend some theorems due to F. Kittaneh et al. (2019).

1. Introduction and preliminaries

Let $\mathbb{B}(\mathcal{H})$ denote the $C^*$-algebra of all bounded linear operators on a complex Hilbert space $(\mathcal{H}, \langle \cdot, \cdot \rangle)$ and $I$ stand for the identity operator on $\mathcal{H}$. Every operator $A \in \mathbb{B}(\mathcal{H})$ can be represented as $A = \mathfrak{R}(A) + i\mathfrak{I}(A)$, the Cartesian decomposition, where $\mathfrak{R}(A) = \frac{A + A^*}{2}$ and $\mathfrak{I}(A) = \frac{A - A^*}{2i}$ are the real and imaginary parts of $A$, respectively. For $0 \leq \nu \leq 1$, we define the weighted real and imaginary parts of $A \in \mathbb{B}(\mathcal{H})$ by $\mathfrak{R}_\nu(A) = \nu A + (1 - \nu) A^*$ and $\mathfrak{I}_\nu(A) = \nu (-i A) + (1 - \nu) (-i A)^*$, respectively. When $\nu = 1/2$, we clearly have $\mathfrak{R}_{1/2}(A) = \mathfrak{R}(A)$ and $\mathfrak{I}_{1/2}(A) = \mathfrak{I}(A)$. Let $\|A\|$ and $\|A\|_2$ denote the usual operator norm and the Hilbert–Schmidt norm of $A$, respectively. Recall that $A$ belongs to the Hilbert–Schmidt class $C_2(\mathcal{H})$ if $\|A\|_2 = \sqrt{\text{tr}(A^* A)}$ is finite, where the symbol $\text{tr}$ denotes the usual trace. It is known that for $A, B \in C_2(\mathcal{H})$,

$$|\text{tr} (AB)| \leq \|A\|_2 \|B\|_2. \quad (1.1)$$

The numerical radius of $A \in \mathbb{B}(\mathcal{H})$ is defined by

$$w(A) = \sup \{|\langle Ax, x \rangle| : x \in \mathcal{H}, \|x\| = 1\}.$$

This concept is useful in studying linear operators and has attracted the attention of many authors in the last few decades (e.g., see [7, 9, 11, 14, 19, 20, 28], and their references).
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An important and useful identity for the numerical radius (see, e.g., [25]) is as follows:

\[ w(A) = \sup_{\theta \in \mathbb{R}} \| \mathcal{R}(e^{i\theta}A) \|. \] (1.2)

It is also well known that \( w(\cdot) \) defines a norm on \( \mathcal{B}(\mathcal{H}) \) such that for all \( A \in \mathcal{B}(\mathcal{H}) \),

\[ \frac{1}{2} \| A \| \leq w(A) \leq \| A \|. \] (1.3)

The inequalities in (1.3) are sharp. The first inequality becomes an equality if \( A \) is square-zero (i.e., \( A^2 = 0 \)) and the second inequality becomes an equality if \( A \) is normal in the sense that \( A^* = AA^* \); see [12, 13].

Now, let \( N(\cdot) \) be an arbitrary norm on \( \mathcal{B}(\mathcal{H}) \). The norm \( N(\cdot) \) is self-adjoint if \( N(A^*) = N(A) \), unitarily invariant if \( N(VAU) = N(A) \) and weakly unitarily invariant if \( N(U^*AU) = N(A) \) for every \( A \in \mathcal{B}(\mathcal{H}) \) and unitary \( U, V \in \mathcal{B}(\mathcal{H}) \). The norms \( \| \cdot \| \) and \( \| \cdot \|_2 \) are typical examples of self-adjoint and unitarily invariant norms. Further, the norm \( w(\cdot) \) is self-adjoint and weakly unitarily invariant, but, it is not unitarily invariant.

Based on some operator theory studies on Hilbert spaces, several generalizations for the concept of numerical radius have recently been introduced [1, 5, 22, 29]. One of these generalizations is the \( \mathcal{A} \)-numerical radius of an operator \( A \in \mathcal{B}(\mathcal{H}) \) defined by

\[ w_{\mathcal{A}}(A) = \sup \{ |\langle Ax, \mathcal{A}x \rangle| : x \in \mathcal{H}, \langle x, \mathcal{A}x \rangle = 1 \}, \]

see, e.g., [5, 26]. Here, \( \mathcal{A} \) is a positive bounded operator on \( \mathcal{H} \).

In [1], in light of the equality (1.2), Abu-Omar and Kittaneh introduced the so-called generalized numerical radius, by introducing the quantity

\[ w_N(A) = \sup_{\theta \in \mathbb{R}} N(\mathcal{R}(e^{i\theta}A)), \]

where \( N(\cdot) \) is a given norm on \( \mathcal{B}(\mathcal{H}) \) and \( A \in \mathcal{B}(\mathcal{H}) \).

Another generalization of the classical numerical radius has been introduced in [29], where the authors defined the numerical radius \( r_N(A) \) induced as follows:

\[ r_N(A) = \sup \{ |\xi| : \xi \in \mathbb{C}, I \perp^N_B (A - \xi I) \}, \]

in which the notation \( \perp^N_B \) refers to Birkhoff–James orthogonality.

Very recently, Sheikholeslami et al. [22] introduced the so-called the weighted numerical radius: If \( 0 \leq \nu \leq 1 \), the weighted numerical radius for \( A \in \mathcal{B}(\mathcal{H}) \), denoted by \( w_\nu(A) \), is introduced by

\[ w_\nu(A) = \sup_{\theta \in \mathbb{R}} \| \mathcal{R}(e^{i\theta}A) \|. \]

Hence, one can see that research involving possible generalizations of the numerical radius with plausible properties has attracted researchers in this field.

In Section 2 of this paper and inspired by [1] and [22] (see also [27]), for an arbitrary norm \( N(\cdot) \) on \( \mathcal{B}(\mathcal{H}) \) and \( 0 \leq \nu \leq 1 \), we define the \( w^N_{(\cdot), \nu}(\cdot) \) as a generalization of the weighted numerical radius and investigate basic properties of this norm and prove inequalities involving it. In Section 3, when \( N(\cdot) \) is the
Hilbert–Schmidt norm $\| \cdot \|_2$, we first derive a formula for $w_{(\| \cdot \|_2, \nu)}(A)$ in terms of $\| A \|_2$ and $\text{tr}(A^2)$ and we then apply it to obtain several the weighted Hilbert–Schmidt numerical radius inequalities for $2 \times 2$ operator matrices. In particular, we prove that

$$\frac{1 + |1 - 2\nu|}{\sqrt{2}} w_{(\| \cdot \|_2, \nu)}(A) \leq w_{(\| \cdot \|_2, \nu)} \left( \begin{bmatrix} 0 & \Re(A) \\ \Im(A) & 0 \end{bmatrix} \right) \leq \sqrt{2} w_{(\| \cdot \|_2, \nu)}(A).$$

In Section 4, we give a refinement of the triangle inequality for the Hilbert–Schmidt norm as follows:

$$\| A + B \|_2 \leq \sqrt{2 w_{(\| \cdot \|_2, \nu)}^2 \left( \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right)} - (1 - 2\nu)^2 \| A - B \|_2^2 \leq \| A \|_2 + \| B \|_2.$$

Our results extend several results in the literature.

2. A GENERALIZATION OF THE WEIGHTED NUMERICAL RADIUS

In this section, we introduce our new norm on $\mathcal{B}(\mathcal{H})$, which generalizes the weighted numerical radius, and present basic properties of this norm.

**Definition 2.1.** Let $N(\cdot)$ be a norm on $\mathcal{B}(\mathcal{H})$ and let $0 \leq \nu \leq 1$. The function $w_{(N, \nu)}(\cdot) : \mathcal{B}(\mathcal{H}) \to [0, +\infty)$ is defined as

$$w_{(N, \nu)}(A) = \sup_{\theta \in \mathbb{R}} N(\text{Re}(e^{i\theta} A)) \quad (A \in \mathcal{B}(\mathcal{H})).$$

**Remark 2.2.** Let $N(\cdot)$ be a norm on $\mathcal{B}(\mathcal{H})$ and let $0 \leq \nu \leq 1$. For every $A \in \mathcal{B}(\mathcal{H})$, it is easy to see that $w_{(N, \nu)}(A) = \sup_{\theta \in \mathbb{R}} N(\text{Im}(\theta e^{i\theta} A))$.

**Remark 2.3.** Let $N(\cdot)$ be the usual operator norm $\| \cdot \|$ and let $0 \leq \nu \leq 1$. For every $A \in \mathcal{B}(\mathcal{H})$, we have $w_{(N, \nu)}(A) = w_{\nu}(A)$. Thus $w_{(N, \nu)}(\cdot)$ generalizes the weighted numerical radius $w_{\nu}(\cdot)$, which has been recently introduced in [22].

**Remark 2.4.** Let $N(\cdot)$ be a norm on $\mathcal{B}(\mathcal{H})$ and let $A \in \mathcal{B}(\mathcal{H})$. Obviously, $w_{(N, \nu)}(A) = N(A^*), w_{(N, 1)}(A) = N(A)$ and $w_{(N, 1/2)}(A) = w_{N}(A)$. Hence $w_{(N, \nu)}(\cdot)$ also generalizes the numerical radius $w_{N}(\cdot)$, which has been introduced in [1].

**Notation 2.5.** When $N(\cdot)$ is the Hilbert–Schmidt norm $\| \cdot \|_2$, the function $w_{(N, \nu)}(\cdot)$ is denoted by $w_{(2, \nu)}(\cdot)$. That is, $w_{(2, \nu)}(A) = \sup_{\theta \in \mathbb{R}} \| \text{Re}(\theta e^{i\theta} A) \|_2$.

In the following theorem, we prove that $w_{(N, \nu)}(\cdot)$ is a norm on $\mathcal{B}(\mathcal{H})$. We use some ideas of [1, Theorems 1,2].

**Theorem 2.6.** Let $N(\cdot)$ be a norm on $\mathcal{B}(\mathcal{H})$ and let $0 \leq \nu \leq 1$. Then $w_{(N, \nu)}(\cdot)$ is a norm on $\mathcal{B}(\mathcal{H})$ and the following inequalities hold for every $A \in \mathcal{B}(\mathcal{H})$:

$$\max \{ \nu N(A), (1 - \nu) N(A^*) \} \leq w_{(N, \nu)}(A) \leq \max \{ N(A), N(A^*) \}.$$

**Proof.** Let $X \in \mathcal{B}(\mathcal{H})$. Obviously, $w_{(N, \nu)}(X) \geq 0$. Let us now suppose $w_{(N, \nu)}(X) = 0$. If $\nu = 0$, then by Remark 2.4 we get $w_{(N, \nu)}(X) = N(X^*) = 0$. Thus $X^* = 0$, or equivalently, $X = 0$. Hence, we may assume that $\nu \neq 0$. Then, by Definition
2.1, \( \mathcal{R}_\nu(e^{i\theta}X) = 0 \) for every \( \theta \in \mathbb{R} \). Taking \( \theta = 0 \) and \( \theta = \pi/2 \), we have \( \mathcal{R}_\nu(X) = \mathcal{R}_\nu(iX) = 0 \). Thus \( X = \frac{\mathcal{R}_\nu(X) - \mathcal{R}_\nu(iX)}{2\nu} = 0 \).

Let \( \alpha \in \mathbb{C} \). There exists \( \varphi \in \mathbb{R} \) such that \( \alpha = |\alpha|e^{i\varphi} \). Hence

\[
\begin{align*}
\psi_{(\nu,\varphi)}(\alpha X) &= \sup_{\theta \in \mathbb{R}} \mathcal{R}_\nu(e^{i\theta}\alpha X) \\
&= \sup_{\theta \in \mathbb{R}} \left( \nu e^{i(\theta+\varphi)}|\alpha|X + (1 - \nu)e^{-i(\theta+\varphi)}|\alpha|X^* \right) \\
&= \sup_{\phi \in \mathbb{R}} \left( \nu e^{i\phi}|\alpha|X + (1 - \nu)e^{-i\phi}|\alpha|X^* \right) \\
&= |\alpha|\sup_{\phi \in \mathbb{R}} \mathcal{R}_\nu(e^{i\phi}X) = |\alpha|w_{(\nu,\varphi)}(X).
\end{align*}
\]

Now, let \( Y, Z \in \mathbb{B}(\mathcal{H}) \). We have

\[
\begin{align*}
w_{(\nu,\varphi)}(Y + Z) &= \sup_{\theta \in \mathbb{R}} \mathcal{R}_\nu(e^{i\theta}(Y + Z)) \\
&= \sup_{\theta \in \mathbb{R}} \left( \mathcal{R}_\nu(e^{i\theta}Y) + \mathcal{R}_\nu(e^{i\theta}Z) \right) \\
&\leq \sup_{\theta \in \mathbb{R}} \left( N(\mathcal{R}_\nu(e^{i\theta}Y)) + N(\mathcal{R}_\nu(e^{i\theta}Z)) \right) \\
&\leq \sup_{\theta \in \mathbb{R}} \mathcal{R}_\nu(e^{i\theta}Y) + \sup_{\theta \in \mathbb{R}} \mathcal{R}_\nu(e^{i\theta}Z) \\
&= w_{(\nu,\varphi)}(Y) + w_{(\nu,\varphi)}(Z).
\end{align*}
\]

Thus \( w_{(\nu,\varphi)}(\cdot) \) is subadditive and so \( w_{(\nu,\varphi)}(\cdot) \) is a norm on \( \mathbb{B}(\mathcal{H}) \).

On the other hands, for every \( A \in \mathbb{B}(\mathcal{H}) \), by Definition 2.1 we have

\[
w_{(\nu,\varphi)}(A) \geq N(\nu e^{i\theta}A + (1 - \nu)e^{-i\theta}A^*) \quad (\theta \in \mathbb{R}).
\]

So, by taking \( \theta = 0 \) and \( \theta = -\pi/2 \) in the above inequality, we deduce that

\[
w_{(\nu,\varphi)}(A) \geq N(\mathcal{R}_\nu A) \quad \text{and} \quad w_{(\nu,\varphi)}(A) \geq N(\mathcal{J}_\nu A)^\prime.
\]

Since \( \mathcal{R}_\nu A + i\mathcal{J}_\nu A = 2\nu A \), by (2.1) and the triangle inequality for the norm \( N(\cdot) \), we have

\[
w_{(\nu,\varphi)}(A) \geq \frac{N(\mathcal{R}_\nu A) + N(\mathcal{J}_\nu A)}{2} \geq \frac{N(\mathcal{R}_\nu A + i\mathcal{J}_\nu A)}{2} = \frac{N(2\nu A)}{2} = \nu N(A),
\]

and hence

\[
\nu N(A) \leq w_{(\nu,\varphi)}(A).
\]

Replacing \( A \) and \( \nu \) in the above inequality by \( A^* \) and \( 1 - \nu \), respectively, we have

\[
(1 - \nu)N(A^*) \leq w_{(\nu,(1-\nu))}(A^*).
\]

Since

\[
w_{(\nu,(1-\nu))}(A^*) = \sup_{\theta \in \mathbb{R}} ( (1 - \nu)e^{i\theta}A^* + \nu e^{-i\theta}A) = w_{(\nu,\varphi)}(A),
\]

(2.4)
by (2.3), it follows that

$$(1 - \nu)N(A^*) \leq w_{(N,\nu)}(A). \tag{2.5}$$

Now, (2.2) and (2.5) yield that

$$\max \{\nu N(A), (1 - \nu)N(A^*)\} \leq w_{(N,\nu)}(A). \tag{2.6}$$

Furthermore, by the triangle inequality for the norm $N(\cdot)$, we have

$$w_{(N,\nu)}(A) = \sup_{\theta \in \mathbb{R}} N\left(\nu e^{i\theta} A + (1 - \nu)e^{-i\theta} A^*\right)$$

$$\leq \nu N(A) + (1 - \nu)N(A^*)$$

$$\leq \nu \max \{N(A), N(A^*)\} + (1 - \nu) \max \{N(A), N(A^*)\}$$

$$= \max \{N(A), N(A^*)\},$$

and so

$$w_{(N,\nu)}(A) \leq \max \{N(A), N(A^*)\}. \tag{2.7}$$

From (2.6) and (2.7), we deduce the desired result. \hfill \square

In the following result we state some properties of the norm $w_{(N,\nu)}(\cdot)$.

**Proposition 2.7.** Let $N(\cdot)$ be a norm on $\mathbb{B}(\mathcal{H})$ and let $0 \leq \nu \leq 1$. For every $A \in \mathbb{B}(\mathcal{H})$, the following properties hold:

(i) $w_{(N,\nu)}(A^*) = w_{(N,1-\nu)}(A)$.

(ii) If $A$ is self-adjoint, then $w_{(N,\nu)}(A) = N(A)$.

(iii) $w_{(N,\nu)}(A) = \frac{1}{2} \sup_{\theta,\varphi \in \mathbb{R}} N\left(\Re_{\nu}((e^{i\theta} - ie^{i\varphi})A)\right)$.

**Proof.** (i) It follows immediately from (2.4).

(ii) Since $A$ is self-adjoint, we have $\Re_{\nu}(e^{i\theta}A) = (\nu e^{i\theta} + (1 - \nu)e^{-i\theta})A$. Thus

$$w_{(N,\nu)}(A) = \sup_{\theta \in \mathbb{R}} N\left(\Re_{\nu}(e^{i\theta})A\right)$$

$$= \sup_{\theta \in \mathbb{R}} \left|\nu e^{i\theta} + (1 - \nu)e^{-i\theta}\right| N(A)$$

$$= N(A) \sup_{\theta \in \mathbb{R}} \sqrt{1 - 4\nu(1 - \nu)\sin^2 \theta} = N(A).$$
(iii) We have
\[
w_{(N,\nu)}(A) = \frac{1}{2} \sup_{\theta \in \mathbb{R}} \left( \Re\nu(e^{i\theta}A) + \Im\nu(e^{i\theta}A) \right)
\]
\[= \frac{1}{2} \sup_{\theta \in \mathbb{R}} \left( \Re\nu(e^{i\theta}A) + \Im\nu(e^{i\theta + \pi/2}A) \right)\]
\[\leq \frac{1}{2} \sup_{\theta, \varphi \in \mathbb{R}} N\left( \Im\nu(e^{i\theta}A) \right)
\]
\[= \frac{1}{2} \sup_{\theta, \varphi \in \mathbb{R}} \left( \nu\left( e^{i\theta} - ie^{i\varphi} \right) A + (1 - \nu) \left( e^{i\theta} - ie^{i\varphi} \right) A^* \right)^*
\]
\[= \frac{1}{2} \sup_{\theta, \varphi \in \mathbb{R}} \left( \left( e^{i\theta} - ie^{i\varphi} \right) A \right)
\]
\[= \frac{1}{2} \sup_{\theta, \varphi \in \mathbb{R}} \left| e^{i\theta} - ie^{i\varphi} \right| w_{(N,\nu)}(A)
\]
\[= \frac{w_{(N,\nu)}(A)}{2} \sup_{\theta, \varphi \in \mathbb{R}} \sqrt{2 - 2 \sin(\theta - \varphi)} = w_{(N,\nu)}(A),
\]
and so \(w_{(N,\nu)}(A) = \frac{1}{2} \sup_{\theta, \varphi \in \mathbb{R}} N\left( \Im\nu\left( e^{i\theta} - ie^{i\varphi} \right) A \right). \quad \square\)

We now derive some properties of the norm \(w_{(N,\nu)}(\cdot)\) when \(N(\cdot)\) is a self-adjoint norm on \(\mathbb{B}(\mathcal{H})\).

**Proposition 2.8.** Let \(N(\cdot)\) be a self-adjoint norm on \(\mathbb{B}(\mathcal{H})\) and let \(0 \leq \mu, \nu \leq 1\). Then

(i) \(w_{(N,\nu)}(\cdot)\) is self-adjoint.

(ii) \(w_{(N,\nu)}(\cdot)\) is equivalent to \(N(\cdot)\) and the following inequalities hold for every \(A \in \mathbb{B}(\mathcal{H})\):

\[
\frac{1 + |1 - 2\nu|}{2} N(A) \leq w_{(N,\nu)}(A) \leq N(A).
\]

(iii) For every \(A \in \mathbb{B}(\mathcal{H})\), the function \(f(\nu) = w_{(N,\nu)}(A)\) is a convex continuous function on \([0, 1]\) that attains its minimum at \(\nu = 1/2\) and its maximum at \(\nu = 0, \nu = 1\).

(iv) For every \(A \in \mathbb{B}(\mathcal{H})\), \(w_{(N,\nu)}(A) \leq w_{(N,\mu)}(A)\) if and only if \(|\nu - 1/2| \leq |\mu - 1/2|\).

**Proof.** (i) Let \(A \in \mathbb{B}(\mathcal{H})\). Since the norm \(N(\cdot)\) is self-adjoint, we have

\[
w_{(N,\nu)}(A^*) = \sup_{\theta \in \mathbb{R}} N\left( \nu e^{i\theta} A^* + (1 - \nu)e^{-i\theta} A \right)
\]
\[= \sup_{\theta \in \mathbb{R}} N\left( \nu e^{-i\theta} A + (1 - \nu)e^{i\theta} A^* \right) = w_{(N,\nu)}(A).
\]

(ii) Since \(N(A^*) = N(A)\) for every \(A \in \mathbb{B}(\mathcal{H})\) and \(\max\{\nu, 1 - \nu\} = \frac{1 + |1 - 2\nu|}{2}\), the desired inequalities follow from Theorem 2.6.
Thus (i) and Proposition $U$ unitaries

Let Proposition 2.9.

Around $w$ Thus

If (i) Let $\nu = 1$. Now, (iv) is trivial.

If (ii)

If $N(\nu)$ is weakly unitarily invariant, then so is $w_{(N,\nu)}(\cdot)$.

If $N(\cdot)$ is unitarily invariant, then $w_{(N,\nu)}(A) \leq w_{\nu}(A)N(I)$.

Proof. (i) Let $N(\cdot)$ be weakly unitarily invariant and let $A \in \mathbb{B} (\mathcal{H})$. Let $U \in \mathbb{B} (\mathcal{H})$ be unitary. We have

$$w_{(N,\nu)}(U^*AU) = \sup_{\theta \in \mathbb{R}} N \left( \mathcal{R}_{\nu} (e^{i\theta}U^*AU) \right)$$

$$= \sup_{\theta \in \mathbb{R}} N \left( U^*\mathcal{R}_{\nu} (e^{i\theta}A)U \right)$$

$$= \sup_{\theta \in \mathbb{R}} N \left( \mathcal{R}_{\nu} (e^{i\theta}A) \right) = w_{(N,\nu)}(A).$$

Thus $w_{(N,\nu)}(\cdot)$ is weakly unitarily invariant.

(ii) Let $N(\cdot)$ be unitarily invariant and let $A \in \mathbb{B} (\mathcal{H})$. Let $\epsilon > 0$. For every $\theta \in \mathbb{R}$, since

$$\left| \frac{\mathcal{R}_{\nu} (e^{i\theta}A)}{\|\mathcal{R}_{\nu} (e^{i\theta}A)\| + \epsilon} \right| < 1,$$

by Gardner’s theorem (see, e.g., [10]), there exist unitaries $U_1, U_2, \ldots U_n \in \mathbb{B} (\mathcal{H})$ such that

$$\frac{\mathcal{R}_{\nu} (e^{i\theta}A)}{\|\mathcal{R}_{\nu} (e^{i\theta}A)\| + \epsilon} = \frac{U_1 + U_2 + \cdots + U_n}{n}.$$
Since the norm \( N(\cdot) \) is unitarily invariant, we have \( N(U_k) = N(I) \) for all \( 1 \leq k \leq n \), and therefore,
\[
N \left( \frac{\Re(e^{i\theta}A)}{\|\Re(e^{i\theta}A)\| + \epsilon} \right) = \frac{N(U_1 + U_2 + \cdots + U_n)}{n} \leq \frac{N(U_1) + N(U_2) + \cdots + N(U_n)}{n} = N(I).
\]
From this it follows that
\[
N \left( \Re(e^{i\theta}A) \right) \leq \left( \|\Re(e^{i\theta}A)\| + \epsilon \right) N(I).
\]
Taking the supremum over \( \theta \in \mathbb{R} \) in the above inequality, we get
\[
w_{(N,\nu)}(A) \leq (w_{\nu}(A) + \epsilon) N(I).
\]
Now, letting \( \epsilon \to 0^+ \), we conclude \( w_{(N,\nu)}(A) \leq w_{\nu}(A)N(I) \).

**Remark 2.10.** Since the Hilbert–Schmidt norm \( \| \cdot \|_2 \) is unitarily invariant and \( \|I\|_2 = 1 \), by Proposition 2.9(ii) for every \( A \in \mathcal{C}_2(\mathcal{H}) \), we have \( w_{(2,\nu)}(A) \leq w_{\nu}(A) \).

### 3. The Weighted Hilbert–Schmidt Numerical Radius Inequalities for Operator Matrices

In this section, we first derive a formula for \( w_{(2,\nu)}(A) \) in terms of \( \|A\|_2 \) and \( \text{tr}(A^2) \) and we then apply it to obtain several the weighted Hilbert–Schmidt numerical radius inequalities for \( 2 \times 2 \) operator matrices. These inequalities generalize known Hilbert–Schmidt numerical radius inequalities (see, e.g., [4, 6, 15, 17, 18, 21, 24]).

**Theorem 3.1.** Let \( A \in \mathcal{C}_2(\mathcal{H}) \) and let \( 0 \leq \nu \leq 1 \). Then
\[
w_{(2,\nu)}(A) = (2\nu^2 - 2\nu + 1)\|A\|_2^2 + 2\nu(1 - \nu) \left| \text{tr}(A^2) \right|.
\]

**Proof.** For every \( \theta \in \mathbb{R} \), we have
\[
\|\Re(e^{i\theta}A)\|_2^2 = \text{tr} \left( (\Re(e^{i\theta}A))^* \Re(e^{i\theta}A) \right)
= \text{tr} \left( \nu e^{-i\theta} A^* + (1 - \nu)e^{i\theta}A \right) \left( \nu e^{i\theta} A + (1 - \nu)e^{-i\theta}A^* \right)
= \text{tr} \left( \nu^2 A^*A + \nu(1 - \nu)e^{2i\theta}A^2 + e^{-2i\theta} \nu(1 - \nu)(A^*)^2 + (1 - \nu)^2 AA^* \right)
= \nu^2 \text{tr}(A^*A) + \nu(1 - \nu) (e^{2i\theta} \text{tr}(A^2) + e^{-2i\theta} \text{tr}((A^2)^*)) + (1 - \nu)^2 \text{tr}(AA^*)
= \nu^2 \|A\|_2^2 + 2\nu(1 - \nu)\Re(e^{2i\theta} \text{tr}(A^2)) + (1 - \nu)^2 \|A\|_2^2
= (2\nu^2 - 2\nu + 1)\|A\|_2^2 + 2\nu(1 - \nu)\Re(e^{2i\theta} \text{tr}(A^2)).
\]
Therefore,
\[
w_{(2,\nu)}(A) = \sup_{\theta \in \mathbb{R}} \|\Re(e^{i\theta}A)\|_2^2
= \sup_{\theta \in \mathbb{R}} \left( (2\nu^2 - 2\nu + 1)\|A\|_2^2 + 2\nu(1 - \nu)\Re(e^{2i\theta} \text{tr}(A^2)) \right)
= (2\nu^2 - 2\nu + 1)\|A\|_2^2 + 2\nu(1 - \nu) \left| \text{tr}(A^2) \right|.
\]
\[\square\]
Remark 3.2. Theorem 3.1 is a generalization of a result due to Abu-Omar and Kittaneh [1]. In fact if \( \nu = \frac{1}{2} \), then

\[
\w_2^2(A) = \frac{1}{2} \|A\|_2^2 + \frac{1}{2} |\text{tr}(A^2)|
\]

which has been proven in [1, Theorem 7].

**Theorem 3.3.** Let \( A \in C_2(\mathcal{H}) \) and let \( 0 \leq \nu \leq 1 \). Then

\[
\sqrt{2\nu^2 - 2\nu + 1}\|A\|_2 \leq w_{(2,\nu)}(A) \leq \|A\|_2.
\]

**Proof.** The proof follows from Theorem 3.1 and the fact that \( 0 \leq |\text{tr}(A^2)| \leq \|A\|_2^2 \). \( \square \)

**Remark 3.4.** Let \( 0 \leq \nu \leq 1 \). It is easy to see that \( \frac{1 + |1 - 2\nu|}{2} \leq \sqrt{2\nu^2 - 2\nu + 1} \), thus the first inequality in Theorem 3.3 refines the first inequality in Proposition 2.8(ii).

**Corollary 3.5.** Let \( A \in C_2(\mathcal{H}) \) and let \( 0 < \nu < 1 \). Then the following conditions are equivalent:

(i) \( w_{(2,\nu)}(A) = \sqrt{2\nu^2 - 2\nu + 1}\|A\|_2 \).

(ii) \( \text{tr}(A^2) = 0 \).

**Proof.** The proof follows immediately from Theorem 3.1. \( \square \)

**Corollary 3.6.** Let \( A \in C_2(\mathcal{H}) \) and let \( 0 < \nu < 1 \). Then the following conditions are equivalent:

(i) \( w_{(2,\nu)}(A) = \|A\|_2 \).

(ii) \( A \) is normal and the squares of its nonzero eigenvalues have the same argument.

**Proof.** By using Theorem 3.1 and applying a similar proof as in of [1, Corollary 2(ii)], the required result is obtained. \( \square \)

The following lemma is known in the literature (see, e.g., [8]).

**Lemma 3.7.** Let \( X, Y, Z, W \in C_2(\mathcal{H}) \). Then

\[
\| \begin{bmatrix} X & Y \\ Z & W \end{bmatrix} \|_2^2 = \|X\|_2^2 + \|Y\|_2^2 + \|Z\|_2^2 + \|W\|_2^2.
\]

In the next theorem we compute the weighted Hilbert–Schmidt numerical radius for certain \( 2 \times 2 \) operator matrices defined on \( \mathcal{H} \oplus \mathcal{H} \).

**Theorem 3.8.** Let \( A, B, C, D \in C_2(\mathcal{H}) \) and let \( 0 \leq \nu \leq 1 \) and \( \theta \in \mathbb{R} \).

(i) \( w_{(2,\nu)} \left( \begin{bmatrix} 0 & A \\ 0 & 0 \end{bmatrix} \right) = w_{(2,\nu)} \left( \begin{bmatrix} 0 & B \\ A & 0 \end{bmatrix} \right) \).

(ii) \( w_{(2,\nu)} \left( \begin{bmatrix} 0 & A \\ 0 & 0 \end{bmatrix} \right) = w_{(2,\nu)} \left( \begin{bmatrix} 0 & A \\ e^{i\theta}B & 0 \end{bmatrix} \right) \).

(iii) \( w_{(2,\nu)} \left( \begin{bmatrix} A & A \\ -A & -A \end{bmatrix} \right) = 2\sqrt{2\nu^2 - 2\nu + 1}\|A\|_2 \).
(iv) $w_{(2,\nu)}\left(\begin{bmatrix} 0 & A \\ A & 0 \end{bmatrix}\right) = \sqrt{2}w_{(2,\nu)}(A)$.

(v) $w_{(2,\nu)}^2\left(\begin{bmatrix} A & B \\ 0 & A \end{bmatrix}\right) = w_{(2,\nu)}^2(A) + (2\nu^2 - 2\nu + 1)\|B\|_2^2$.

(vi) If $\text{tr}(BC) = 0$, then $w_{(2,\nu)}^2\left(\begin{bmatrix} A & B \\ C & iA \end{bmatrix}\right) = (2\nu^2 - 2\nu + 1)\left(2\|A\|_2^2 + \|B\|_2^2 + \|C\|_2^2\right)$.

(vii) If $A, B$ are positive, then $w_{(2,\nu)}^2\left(\begin{bmatrix} 0 & A \\ B & 0 \end{bmatrix}\right) = \frac{\|A + B\|_2^2 + (1 - 2\nu)^2\|A - B\|_2^2}{2}$.

(viii) If $A, B$ are self-adjoint, then $w_{(2,\nu)}^2\left(\begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix}\right) = w_{(2,\nu)}^2(A) + w_{(2,\nu)}^2(B)$.

(ix) If $A, B$ are self-adjoint, then

$$w_{(2,\nu)}^2\left(\begin{bmatrix} A & B \\ B & A \end{bmatrix}\right) = w_{(2,\nu)}^2(A + B) + w_{(2,\nu)}^2(A - B).$$

Proof. (i) Let $U = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix}$. Then $U$ is a unitary operator on $\mathcal{H} \oplus \mathcal{H}$ and by Proposition 2.9(i) we have

$$w_{(2,\nu)}\left(\begin{bmatrix} 0 & A \\ B & 0 \end{bmatrix}\right) = w_{(2,\nu)}\left(U\begin{bmatrix} 0 & A \\ B & 0 \end{bmatrix}U^*\right) = w_{(2,\nu)}\left(\begin{bmatrix} 0 & B \\ A & 0 \end{bmatrix}\right).$$

(ii) It is similar than (i), only we use $\begin{bmatrix} I & 0 \\ 0 & e^{i\theta/2}I \end{bmatrix}$ instead of $\begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix}$.

(iii) Let $U = \frac{1}{\sqrt{2}}\begin{bmatrix} I & I \\ -I & I \end{bmatrix}$. Then $U$ is a unitary operator on $\mathcal{H} \oplus \mathcal{H}$. Since

$$\begin{bmatrix} A & A \\ -A & -A \end{bmatrix}^2 = 0,$$

by Theorem 3.1, we have

$$w_{(2,\nu)}^2\left(\begin{bmatrix} A & A \\ -A & -A \end{bmatrix}\right) = (2\nu^2 - 2\nu + 1)\left\|\begin{bmatrix} A & A \\ -A & -A \end{bmatrix}\right\|_2^2.$$

Also, since the Hilbert–Schmidt norm $\|\cdot\|_2$ is unitarily invariant, we have

$$\left\|\begin{bmatrix} A & A \\ -A & -A \end{bmatrix}\right\|_2 = \left\|U\begin{bmatrix} A & A \\ -A & -A \end{bmatrix}U^*\right\|_2 = 2\left\|\begin{bmatrix} 0 & A \\ A & 0 \end{bmatrix}\right\|_2.$$

Now, utilizing Lemma 3.7, we deduce the desired result.

(iv) From Theorem 3.1 and Lemma 3.7 it follows that

$$w_{(2,\nu)}^2\left(\begin{bmatrix} 0 & A \\ A & 0 \end{bmatrix}\right) = (2\nu^2 - 2\nu + 1)\left\|\begin{bmatrix} 0 & A \\ A & 0 \end{bmatrix}\right\|_2^2 + 2\nu(1 - \nu)\left\|\begin{bmatrix} 0 \\ A \end{bmatrix}\right\|_2^2 = (2\nu^2 - 2\nu + 1)\|A\|_2^2 + (1 - \nu)\left\|\begin{bmatrix} A^2 \\ 0 \end{bmatrix}\right\|_2^2 = 2\left(2\nu^2 - 2\nu + 1\right)\|A\|_2^2 + 2\nu(1 - \nu)\left|\text{tr}A^2\right| = 2w_{(2,\nu)}^2(A),$$

which gives (iv).
(v) By Theorem 3.1 and Lemma 3.7, we have

\[ w_{(2,\nu)}^2 \left( \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix} \right) = (2\nu^2 - 2\nu + 1) \left\| \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix} \right\|^2_2 + 2\nu(1 - \nu) \left| \text{tr} \left( \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix}^2 \right) \right| \]

\[ = (2\nu^2 - 2\nu + 1) \left( \|A\|^2_2 + \|B\|^2_2 \right) + 2\nu(1 - \nu) \left| \text{tr} \left( \begin{bmatrix} A^2 & AB \\ 0 & 0 \end{bmatrix} \right) \right| \]

\[ = (2\nu^2 - 2\nu + 1)\|A\|^2_2 + (2\nu^2 - 2\nu + 1)\|B\|^2_2 + 2\nu(1 - \nu) |\text{tr}(A^2)| \]

\[ = w_{(2,\nu)}^2(A) + (2\nu^2 - 2\nu + 1)\|B\|^2_2. \]

(vi) Let \( \text{tr}(BC) = 0 \). We have

\[ \left| \text{tr} \left( \begin{bmatrix} A & B \\ C & iA \end{bmatrix} \right) \right| = \left| \text{tr} \left( \begin{bmatrix} A^2 + BC & AB + iBA \\ CA + iAC & CB - A^2 \end{bmatrix} \right) \right| = 2 |\text{tr}(BC)| = 0. \]

Also, by Lemma 3.7, we get \( \left\| \begin{bmatrix} A & B \\ C & iA \end{bmatrix} \right\|^2_2 = 2\|A\|^2_2 + \|B\|^2_2 + \|C\|^2_2 \). So, by Theorem 3.1, we deduce the desired result.

(vii) Let \( A, B \) be positive. Then by Theorem 3.1 and Lemma 3.7 it follows that

\[ w_{(2,\nu)}^2 \left( \begin{bmatrix} 0 & A \\ B & 0 \end{bmatrix} \right) = (2\nu^2 - 2\nu + 1) \left\| \begin{bmatrix} 0 & A \\ B & 0 \end{bmatrix} \right\|^2_2 + 2\nu(1 - \nu) \left| \text{tr} \left( \begin{bmatrix} 0 & A \\ B & 0 \end{bmatrix}^2 \right) \right| \]

\[ = (2\nu^2 - 2\nu + 1) \left( \|A\|^2_2 + \|B\|^2_2 \right) + 4\nu(1 - \nu) |\text{tr}(AB)| \]

\[ = (2\nu^2 - 2\nu + 1) \left( \|A\|^2_2 + \|B\|^2_2 \right) + 4\nu(1 - \nu) |\text{tr}(AB)| \]

\[ = \frac{\text{tr}((A + B)^2) + (1 - 2\nu)^2 |\text{tr}(A - B)^2|}{2} \]

\[ = \frac{\|A + B\|^2_2 + (1 - 2\nu)^2 \|A - B\|^2_2}{2}. \]

Hence \( w_{(2,\nu)}^2 \left( \begin{bmatrix} 0 & A \\ B & 0 \end{bmatrix} \right) = \frac{\|A + B\|^2_2 + (1 - 2\nu)^2 \|A - B\|^2_2}{2}. \)

(viii) Let \( A, B \) be self-adjoint. Then \( A^2, B^2 \) are positive and so

\[ |\text{tr}(A^2 + B^2)| = |\text{tr}(A^2)| + |\text{tr}(B^2)|. \]

Now, by Theorem 3.1 and Lemma 3.7, we have

\[ w_{(2,\nu)}^2 \left( \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix} \right) = (2\nu^2 - 2\nu + 1) \left\| \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix} \right\|^2_2 + 2\nu(1 - \nu) \left| \text{tr} \left( \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix}^2 \right) \right| \]

\[ = (2\nu^2 - 2\nu + 1) \left( \|A\|^2_2 + \|B\|^2_2 \right) + 4\nu(1 - \nu) \left| \text{tr}(A^2) \right| \]

\[ = (2\nu^2 - 2\nu + 1) \left( \|A\|^2_2 + \|B\|^2_2 \right) + 4\nu(1 - \nu) \left( |\text{tr}(A^2)| + |\text{tr}(B^2)| \right) \]

\[ = w_{(2,\nu)}^2(A) + w_{(2,\nu)}^2(B). \]
and (viii), we obtain
\[
\begin{align*}
    w^2_{(2,\nu)} \left( \begin{bmatrix} A & B \\ C & D \end{bmatrix} \right) &= w^2_{(2,\nu)} \left( U \begin{bmatrix} A & B \\ B & A \end{bmatrix} U^* \right) \\
    &= w^2_{(2,\nu)} \left( \begin{bmatrix} A + B & 0 \\ 0 & A - B \end{bmatrix} \right) \\
    &= w^2_{(2,\nu)} (A + B) + w^2_{(2,\nu)} (A - B).
\end{align*}
\]

In the following theorem we give an upper bound for the weighted Hilbert–Schmidt numerical radius of the general \(2 \times 2\) operator matrix \( \begin{bmatrix} A & B \\ C & D \end{bmatrix} \).

**Theorem 3.9.** Let \( A, B, C, D \in \mathcal{C}_2(\mathcal{H}) \) and let \( 0 \leq \nu \leq 1 \). Then
\[
w^2_{(2,\nu)} \left( \begin{bmatrix} A & B \\ C & D \end{bmatrix} \right) \leq w^2_{(2,\nu)} (A) + w^2_{(2,\nu)} (D) + \|B\|_2^2 + \|C\|_2^2.
\]

**Proof.** By Theorem 3.1, Lemma 3.7 and the triangle inequality, we have
\[
w^2_{(2,\nu)} \left( \begin{bmatrix} A & B \\ C & D \end{bmatrix} \right) = (2\nu^2 - 2\nu + 1) \left\| \begin{bmatrix} A & B \\ C & D \end{bmatrix} \right\|_2^2 + 2\nu(1 - \nu) \left\| \begin{bmatrix} A & B \\ C & D \end{bmatrix} \right\|_F^2
\]
\[
= (2\nu^2 - 2\nu + 1) \left\| A \right\|_2^2 + \left\| B \right\|_2^2 + \left\| C \right\|_2^2 + \left\| D \right\|_2^2 + 2\nu(1 - \nu) \left\| \begin{bmatrix} A \\ C \end{bmatrix} \left( \begin{bmatrix} A & B \\ C & D \end{bmatrix} \right) \begin{bmatrix} A \\ C \end{bmatrix}^* \right\|_F
\]
\[
\leq (2\nu^2 - 2\nu + 1) \left\| A \right\|_2^2 + 2\nu(1 - \nu) \left\| \begin{bmatrix} A \\ C \end{bmatrix} \right\|_2^2 + 4\nu(1 - \nu) \left\| \begin{bmatrix} A \\ C \end{bmatrix} \right\|_F^2
\]
\[
= w^2_{(2,\nu)} (A) + w^2_{(2,\nu)} (D) + (2\nu^2 - 2\nu + 1) \left( \left\| B \right\|_2^2 + \left\| C \right\|_2^2 \right) + 4\nu(1 - \nu) \left\| \begin{bmatrix} A \\ C \end{bmatrix} \right\|_F^2.
\]

Hence, by (3.1), (1.1) and the arithmetic-geometric mean inequality, we conclude
\[
w^2_{(2,\nu)} \left( \begin{bmatrix} A & B \\ C & D \end{bmatrix} \right) \leq w^2_{(2,\nu)} (A) + w^2_{(2,\nu)} (D) + (2\nu^2 - 2\nu + 1) \left( \left\| B \right\|_2^2 + \left\| C \right\|_2^2 \right) + 4\nu(1 - \nu) \left\| B \right\|_2 \left\| C \right\|_2
\]
\[
\leq w^2_{(2,\nu)} (A) + w^2_{(2,\nu)} (D) + (2\nu^2 - 2\nu + 1) \left( \left\| B \right\|_2^2 + \left\| C \right\|_2^2 \right) + 2\nu(1 - \nu) \left( \left\| B \right\|_2^2 + \left\| C \right\|_2^2 \right)
\]
\[
= w^2_{(2,\nu)} (A) + w^2_{(2,\nu)} (D) + \left\| B \right\|_2^2 + \left\| C \right\|_2^2.
\]

**Remark 3.10.** Let \( A, B, C, D \in \mathcal{C}_2(\mathcal{H}) \) and let \( 0 \leq \nu \leq 1 \). If \( \text{tr}(BC) = 0 \), then by the inequality (3.1) we have
\[
w^2_{(2,\nu)} \left( \begin{bmatrix} A & B \\ C & D \end{bmatrix} \right) \leq w^2_{(2,\nu)} (A) + w^2_{(2,\nu)} (D) + (2\nu^2 - 2\nu + 1) \left( \left\| B \right\|_2^2 + \left\| C \right\|_2^2 \right).
\]

As an immediate consequence of Theorem 3.9, we have the following result.

**Corollary 3.11.** Let \( A, B \in \mathcal{C}_2(\mathcal{H}) \) and let \( 0 \leq \nu \leq 1 \). Then
Our final result in this section is a generalization of [2, Corollary 2].

**Theorem 3.12.** Let $A \in \mathcal{C}_2(\mathcal{H})$ and let $0 \leq \nu \leq 1$. Then

$$
\frac{1 + |1 - 2\nu|}{\sqrt{2}} w_{(2,\nu)}(A) \leq w_{(2,\nu)} \left( \begin{bmatrix} 0 & \mathfrak{R}_\nu(A) \\ \mathfrak{J}_\nu(A) & 0 \end{bmatrix} \right) \leq \sqrt{2} w_{(2,\nu)}(A).
$$

**Proof.** First, note that

$$
\mathfrak{R}_\nu(A) + i\mathfrak{J}_\nu(A) = 2\nu A \quad \text{and} \quad \mathfrak{R}_\nu(A) - i\mathfrak{J}_\nu(A) = 2(1 - \nu)A^*.
$$

(3.2)

Now, let $U = \frac{1}{\sqrt{2}} \begin{bmatrix} I & I \\ -I & I \end{bmatrix}$. Then, by Proposition 2.9(i), (3.2), Corollary 3.11(i), Theorem 3.8(ii), and Theorem 3.8(iv), we have

$$
\begin{align*}
&w_{(2,\nu)} \left( \begin{bmatrix} 0 & \mathfrak{R}_\nu(A) \\ \mathfrak{J}_\nu(A) & 0 \end{bmatrix} \right) = 2\nu w_{(2,\nu)} \left( \begin{bmatrix} 0 & \frac{1}{2\nu} \mathfrak{R}_\nu(A) \\ \frac{1}{2\nu} \mathfrak{J}_\nu(A) & 0 \end{bmatrix} \right) \\
&= 2\nu w_{(2,\nu)} \left( U \begin{bmatrix} 0 & \frac{1}{2\nu} \mathfrak{R}_\nu(A) \\ \frac{1}{2\nu} \mathfrak{J}_\nu(A) & 0 \end{bmatrix} U^* \right) \\
&= \nu w_{(2,\nu)} \left( \begin{bmatrix} A & \frac{1 - \nu}{\nu} A^* \\ \frac{1 - \nu}{\nu} A^* & -A \end{bmatrix} \right) \\
&\leq \nu w_{(2,\nu)} \left( \begin{bmatrix} 0 & \frac{1 - \nu}{\nu} A^* \\ \frac{1 - \nu}{\nu} A^* & 0 \end{bmatrix} \right) \\
&\leq \sqrt{2} \nu w_{(2,\nu)}(A) + \nu w_{(2,\nu)} \left( \begin{bmatrix} 0 & \frac{1 - \nu}{\nu} A^* \\ \frac{1 - \nu}{\nu} A^* & 0 \end{bmatrix} \right) \\
&= \sqrt{2} \nu w_{(2,\nu)}(A) + \sqrt{2} \nu w_{(2,\nu)} \left( \begin{bmatrix} 1 - \nu \end{bmatrix} \right) \\
&= \sqrt{2} \nu w_{(2,\nu)}(A) + \sqrt{2}(1 - \nu) w_{(2,\nu)}(A) = \sqrt{2} w_{(2,\nu)}(A).
\end{align*}
$$

Thus

$$
\begin{align*}
&\quad w_{(2,\nu)} \left( \begin{bmatrix} 0 & \mathfrak{R}_\nu(A) \\ \mathfrak{J}_\nu(A) & 0 \end{bmatrix} \right) \leq \sqrt{2} w_{(2,\nu)}(A).
\end{align*}
$$

(3.3)
Also, by (3.2), Theorem 3.8(iv), and Theorem 3.8(i)-(ii), we have
\[ \sqrt{2} νw_{(2, ν)}(A) = \frac{\sqrt{2}}{2} w_{(2, ν)}(R_ν(A) + iJ_ν(A)) \]
\[ = \frac{1}{2} w_{(2, ν)} \left( \begin{bmatrix} 0 & R_ν(A) & iJ_ν(A) \\ iJ_ν(A) & 0 & \end{bmatrix} \right) \]
\[ = \frac{1}{2} w_{(2, ν)} \left( \begin{bmatrix} 0 & R_ν(A) \\ iJ_ν(A) & 0 \end{bmatrix} \right) + \frac{1}{2} w_{(2, ν)} \left( \begin{bmatrix} 0 & iJ_ν(A) \\ R_ν(A) & 0 \end{bmatrix} \right) \]
and hence
\[ \sqrt{2} νw_{(2, ν)}(A) \leq w_{(2, ν)} \left( \begin{bmatrix} 0 & R_ν(A) \\ iJ_ν(A) & 0 \end{bmatrix} \right). \quad (3.4) \]
Further, by a similar argument, we have
\[ \sqrt{2}(1 - ν)w_{(2, ν)}(A) \leq w_{(2, ν)} \left( \begin{bmatrix} 0 & R_ν(A) \\ iJ_ν(A) & 0 \end{bmatrix} \right). \quad (3.5) \]
Thus, by (3.4) and (3.6), we obtain
\[ \max \left\{ \sqrt{2} νw_{(2, ν)}(A), \sqrt{2}(1 - ν)w_{(2, ν)}(A) \right\} \leq w_{(2, ν)} \left( \begin{bmatrix} 0 & R_ν(A) \\ iJ_ν(A) & 0 \end{bmatrix} \right), \quad (3.6) \]
or equivalently,
\[ \frac{1 + |1 - 2ν|}{\sqrt{2}} w_{(2, ν)}(A) \leq w_{(2, ν)} \left( \begin{bmatrix} 0 & R_ν(A) \\ iJ_ν(A) & 0 \end{bmatrix} \right). \quad (3.7) \]
From (3.3) and (3.7), we deduce the desired result. □

4. An application

In this section we obtain a refinement of the triangle inequality for the Hilbert–Schmidt norm. In order to achieve our goal, we need the following lemma. It is well-known and can be found in [23].

Lemma 4.1. Let \( X, Y \in C_2(\mathcal{H}) \). Then
\[ 2 \left( \| X \|^2 + \| Y \|^2 \right) = \| X - Y \|^2 + \| X + Y \|^2. \]

Theorem 4.2. Let \( A, B \in C_2(\mathcal{H}) \) and let \( 0 \leq ν \leq 1 \). Then
\[ \| A + B \|^2 \leq \sqrt{2} w_{(2, ν)}^2 \left( \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right) - (1 - 2ν)^2 \| A - B \|^2 \leq \| A \|^2 + \| B \|^2. \]

Proof. Applying Lemma 4.1 with \( X := \frac{A + B}{2} \) and \( Y := \frac{(1 - 2ν)(A - B)}{2} \), we get
\[ 2 \left( \left\| A + B \right\|^2 \right) + \| (1 - 2ν)(A - B) \|^2 = \| νA + (1 - ν)B \|^2 + \| (1 - ν)A + νB \|^2. \]
This implies
\[ \|A + B\|_2^2 = 2\|\nu A + (1 - \nu)B\|_2^2 + 2\|((1 - \nu)A + \nu B) - (1 - 2\nu)\|_2^2, \]
and so
\[ \|A + B\|_2^2 = 2\|\nu A + (1 - \nu)B\|_2^2 + 2\|((1 - \nu)A + \nu B^*)\|_2^2 - (1 - 2\nu)^2\|A - B\|_2^2. \]
Therefore, by Lemma 3.7, we obtain
\[ \|A + B\|_2^2 = 2\left\| \begin{bmatrix} 0 & \nu A + (1 - \nu)B \\ (1 - \nu)A^* + \nu B^* & 0 \end{bmatrix} \right\|_2^2 - (1 - 2\nu)^2\|A - B\|_2^2, \]
or equivalently,
\[ \|A + B\|_2^2 = 2\left\| \nu \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} + (1 - \nu) \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix}^* \right\|_2^2 - (1 - 2\nu)^2\|A - B\|_2^2. \]
Hence
\[ \|A + B\|_2^2 = 2\left\| \mathcal{R}_\nu \left( \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right) \right\|_2^2 - (1 - 2\nu)^2\|A - B\|_2^2. \quad (4.1) \]
Since \[ \left\| \mathcal{R}_\nu \left( \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right) \right\|_2 \leq w_{(2,\nu)} \left( \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right), \]
by (4.1) it follows that
\[ \|A + B\|_2^2 \leq 2w_{(2,\nu)}^2 \left( \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right) - (1 - 2\nu)^2\|A - B\|_2^2. \quad (4.2) \]
Also, by Lemma 3.7 and the triangle inequality for the norm \( \| \cdot \|_2 \), we have
\[ 2w_{(2,\nu)}^2 \left( \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right) - (1 - 2\nu)^2\|A - B\|_2^2 \]
\[ = 2\sup_{\theta \in \mathbb{R}} \left\| \mathcal{R}_\nu \left( e^{i\theta} \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right) \right\|_2^2 - (1 - 2\nu)^2\|A - B\|_2^2 \]
\[ = 2\sup_{\theta \in \mathbb{R}} \left\| \begin{bmatrix} 0 & \nu e^{i\theta} A + (1 - \nu)e^{-i\theta}B \\ (1 - \nu)e^{-i\theta}A^* + \nu e^{i\theta}B^* & 0 \end{bmatrix} \right\|_2^2 - (1 - 2\nu)^2\|A - B\|_2^2 \]
\[ = 2\sup_{\theta \in \mathbb{R}} \left( \|\nu e^{i\theta} A + (1 - \nu)e^{-i\theta}B\|_2^2 + \|(1 - \nu)e^{-i\theta}A^* + \nu e^{i\theta}B^*\|_2^2 \right) - (1 - 2\nu)^2\|A - B\|_2^2 \]
\[ \leq 2\left( \nu\|A\|_2 + (1 - \nu)\|B\|_2 \right)^2 + 2\left( (1 - \nu)\|A\|_2 + \nu\|B\|_2 \right)^2 - (1 - 2\nu)^2\|A\|_2^2 - \|B\|_2^2 \]
\[ = \|A\|_2^2 + 2\|A\|_2\|B\|_2 + \|B\|_2^2, \]
and hence
\[ 2w_{(2,\nu)}^2 \left( \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right) - (1 - 2\nu)^2\|A - B\|_2^2 \leq \left( \|A\|_2 + \|B\|_2 \right)^2. \quad (4.3) \]
Now, by (4.2) and (4.3), we deduce the desired result. \( \square \)

Remark 4.3. Theorem 3.1 is a generalization of a result due to Aldalabih and Kittaneh [2]. In fact if \( \nu = 1/2 \), then
\[ \|A + B\|_2 \leq \sqrt{2}w_2 \left( \begin{bmatrix} 0 & A \\ B^* & 0 \end{bmatrix} \right) \leq \|A\|_2 + \|B\|_2, \]
which has been proven in [2, Theorem 7]. For the usual operator norm and the Schatten $p$-norm, related results have been given in [16, Theorem 2.3] and [3, Theorem 4], respectively.
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