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We present a novel discussion of the continuous-time quantum error correction introduced by Paz and Zurek in 1998 [Paz and Zurek, Proc. R. Soc. A 454, 355 (1998)]. We study the general Lindbladian which describes the effects of both noise and error correction in the weak-noise (or strong-correction) regime through a perturbative expansion. We use this tool to derive quantitative aspects of the continuous-time dynamics both in general and through two illustrative examples: the 3-qubit and the 5-qubit stabilizer codes, which can be independently solved by analytical and numerical methods and then used as benchmarks for the perturbative approach. The perturbatively accessible time frame features a short initial transient in which error correction is ineffective, followed by a slow decay of the information content consistent with the known facts about discrete-time error correction in the limit of fast operations. This behavior is explained in the two case studies through a geometric description of the continuous transformation of the state space induced by the combined action of noise and error correction.
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I. INTRODUCTION

While the negative effect of an environment on a system to be used for the storage and manipulation of quantum information has been often pointed out, in the last few years it has become clear that decoherence can also be a powerful resource [1]. If suitably tamed and engineered, it can be used to perform several quantum information-processing tasks, including state preparation [2–4], universal quantum computation [1], quantum simulation [5, 6], quantum memories [7–9], and quantum control [10]. Although at this point experiments are only at the level of proof-of-principle operations, this new framework provides novel motivation for the revival and further development of continuous-time quantum error correction (CTQEC).

CTQEC was originally proposed by Paz and Zurek [11] in 1998 as a convenient mathematical description of standard discrete-time quantum error correction (QEC) [12, 13] in the limit of frequently repeated operations. It was later realized that the continuous description of the error-correcting process could have a real physical meaning, and that it could be realized via continuous quantum feedback control [14, 15] or via specific forms of engineered dissipation [16, 17].

As thoroughly discussed in Ref. [9], CTQEC is a specific form of continuous-time coding scheme, whereby a coding dissipative process competes with a noise and improves the memory performance. This opens the problem of quantifying the specific properties of these complex dissipative models, e.g. how information is corrupted as a function of time, especially when the correction rate is large but finite.

In this article we present an approach to this problem that is based on perturbation theory. We show how to expand the evolution channel that describes the competing processes of noise and correction as a power series in the noise strength. This provides a perturbative expansion valid in the strong error correction regime. By specializing this result to a suitably defined class of “effective” quantum recovery operations, we then derive a formula for the approximate channel that describes the loss of information to leading order in the error process.

We test the method on two simple examples based on stabilizer QEC codes [18]: the 3-qubit bit-flip code by Shor [19] and the 5-qubit perfect code by Laflamme et al. [20]. These codes are simple enough to allow non-perturbative solutions via either analytic or numerical tools. We derive such solutions and then use them to benchmark our perturbative method quantitatively, and to gain a qualitative understanding of the key dynamical features that the perturbative approximation tries to capture. The known results about quantum error correction are recovered in our formalism, and presented in a novel geometric picture by considering the time evolution as a transformation of the state space; at the same time, the perturbative approach we describe is shown to successfully reproduce the exact results in a much more efficient and concise way.

The article is organized as follows. In Sec. II we review the general concept of recovery operations, and discuss their continuous-time version. Sec. III contains the main result of the article, which is the general perturbative expansion valid in the strong-QEC regime. The following sections are devoted to the quantitative study of two examples: in Sec. IV we analyze the 3-qubit bit-flip code, re-deriving the analytical results already obtained by Paz and Zurek [11] through our formalism and presenting a novel discussion of the spectral properties of the Lind-
bladean: Sec. V presents an analogous discussion of the 5-qubit perfect code based on a numerical method. Both sections are concluded by a quantitative comparison with the perturbative approximation. Finally, in Sec. VI we summarize the results and discuss their relevance.

II. CONTINUOUS-TIME IMPLEMENTATION OF QEC RECOVERY OPERATIONS

A. Recovery operations

The scenario we are considering is the following. A logical coding Hilbert space $\mathcal{H}_L$ where quantum information is assumed to be stored, is identified as a proper subspace of an extended physical system (the quantum memory) described by the Hilbert space $\mathcal{H}_{\text{memory}}$. In a general physical situation, the memory is not ideal and errors may occur from the interaction with the system environment. This will tend to spoil the storing process by introducing decoherence while driving the system outside the coding space. Denoting $\mathcal{S}(\mathcal{H})$ the set of density matrices over the Hilbert space $\mathcal{H}$, such noise can be described by assigning a completely positive, trace preserving (CPTP) transformation $\mathcal{N}$ [12, 13] which maps elements of $\mathcal{S}(\mathcal{H}_L)$ into those of $\mathcal{S}(\mathcal{H}_{\text{memory}})$. Specifically if $|\psi_L\rangle \in \mathcal{H}_L$ is the (possibly unknown) initial state of the memory, $\mathcal{N}[|\psi_L\rangle\langle\psi_L|]$ describes the state of the memory after the noise has acted. In this context a recovery operation $\mathcal{R} : \mathcal{S}(\mathcal{H}_{\text{memory}}) \rightarrow \mathcal{S}(\mathcal{H}_L)$ is a CPTP map which we apply to the corrupted state $\mathcal{N}[|\psi_L\rangle\langle\psi_L|]$ with the purpose of restoring the initial state $|\psi_L\rangle$ of the memory. Since $\mathcal{R}$ should act trivially on the logical subspace when no error has occurred, this transformation is typically assumed to be idempotent, i.e.

$$\mathcal{R} \circ \mathcal{R} = \mathcal{R},$$  

where the symbol “$\circ$” indicate the composition of super-operators. The efficiency of a given $\mathcal{R}$ can be quantified by comparing the decoded state with the initially encoded one, i.e. by computing the average of such fidelity over all pure input states $|\psi_L\rangle$ [21]:

$$\mathcal{F}^{\mathcal{R}} = \int d\mu_\psi \langle \psi_L | \mathcal{R} \circ \mathcal{N} [ |\psi_L\rangle\langle\psi_L| ] |\psi_L\rangle,$$  

where $d\mu_\psi$ is the uniform measure over $\mathcal{H}_L$. The quantity $\mathcal{F}^{\mathcal{R}}$ gauges how close to its original configuration the state of the embedded qubit can be moved by the operation $\mathcal{R}$.

Recovery operations are naturally associated with quantum error correcting procedures. Consider for instance a $[n,k]$ stabilizer code where a logical space $\mathcal{H}_L$ isomorphic to the space $\mathcal{H}^{(k)}$ of $k$ logical qubits is encoded into the Hilbert space $\mathcal{H}_{\text{memory}} = \mathcal{H}^{(n)}$ of $n$ physical qubits by means of $n-k$ stabilizers $\{g_i\}$ operating on it (i.e. $n-k$ mutually commuting Pauli operators of the $n$ physical qubits) [18]. We remind that in this context $\mathcal{H}^{(k)}$ is identified as the subspace of states $|\psi\rangle$ such that $g_i |\psi\rangle = |\psi\rangle \ \forall i$ and that the error correction consists in the simultaneous measurement of the stabilizers, which yields a binary string called the syndrome. A correcting unitary $U_s$, depending on the measured syndrome $s$, is then applied to the code to revert the $s$-syndrome subspace to the code-space via the condition $U_s P_s = P U_s$ [18], where $P = \prod_{i=1}^{n-k} (I + g_i)/2$ projects $\mathcal{H}(n)$ into $\mathcal{H}_L$, while $P_s = \prod_{i=1}^{n-k} (I + (1)^s g_i)/2$ are the syndrome projectors of the code. Such two-stage, measure-and-correct procedure can be easily cast into the form of a single CPTP recovery operation by introducing the mapping

$$\mathcal{R}[\rho] = \sum_s U_s \rho P_s U_s^{\dagger},$$  

$$= P \left( \sum_s U_s \rho U_s^{\dagger} \right) P,$$  

the trace preservation being ensured by the completeness relation $\sum_s (P_s U_s)(U_s P_s) = \sum_s P_s = I$, while the idempotent property (1) by the orthogonality of the projectors $P_s$.

B. Continuous-time implementation

In the previous section we assumed that the recovery transformation $\mathcal{R}$ acts after the noise $\mathcal{N}$ has affected the memory system. In what follows instead we are interested in the case where both the noise and the associate recovery transformation operate continuously over time on the system. In particular we will assume the former to be generated by a Markov process $\mathcal{N}_t = e^{t\mathcal{L}_n}$ induced by a Lindblad super-operator $\mathcal{L}_n$, while a recovering QEC map (4) is applied stochastically with a probability of success which, over a time interval $\Delta t$, increases exponential with a characteristic time-scale $\gamma^{-1}$, i.e.

$$\rho \rightarrow e^{-\gamma \Delta t} \rho + (1 - e^{-\gamma \Delta t}) \mathcal{R}[\rho].$$  

Following Ref. [11] we model this scenario by describing the dynamical evolution of the system in terms of the master equation obtained by adding to the noise generator $\mathcal{L}_n$ a contribution that originates from the process (5), i.e.

$$\frac{d}{dt} \rho(t) = \eta \mathcal{L}_n[\rho(t)] + \gamma \mathcal{L}_{\text{e.e.}}[\rho(t)],$$  

where the rate $\eta$ defines the characteristic time-scale of the noise and where

$$\mathcal{L}_{\text{e.e.}}[\cdots] \equiv \mathcal{R}[\cdots] - \mathcal{I}[\cdots],$$  

the symbol $\mathcal{I}[\cdots]$ representing the identity channel. It goes without mentioning that typically the dissipative process described by $\mathcal{L}_{\text{e.e.}}$ does not arise naturally, and has to be carefully engineered. In Ref. [1, 7] a general way to engineer arbitrary forms of Markovian dissipation was shown, which employs both Hamiltonian interactions
and damped qubits: as one ancilla per Lindblad operator is needed, the recovery operator associated with a \([n,k]\) stabilizer code requires a total of \(2^{n-k}\) ancillas; rigorous error estimates are also provided.

The dynamics described by (6) is governed by two independent mechanisms which compete with each other. On the one hand, the noise associated with the generator \(L_n\), in the absence of \(L_{e.c.}\), will tend to corrupt the coded state by “moving” it out of the coding space \(H_L\). On the other hand the generator \(L_{e.c.}\) tends instead to “freeze” the dynamics induced by the noise by forcing the system to remain in \(H_L\). The efficiency of \(L_{e.c.}\) can be measured again through the average fidelity (2). More specifically, we will adopt the following figure of merit:

\[
F_t^T = \int d\mu_\psi \langle \psi_L | T \circ D_t^{(\eta)}(\psi_L) | \psi_L \rangle , \tag{8}
\]

where \(T\) is a generic CPTP map and

\[
D_t^{(\eta)} = \exp \left[ t (\eta L_n + \gamma L_{e.c.}) \right] , \tag{9}
\]

is the CPTP mapping that solves Eq. (6) – the dependence on the parameter \(\eta\) is emphasized for future reference. In the special \(T = I\) case, Eq. (8) yields the bare average fidelity between the input states of the logical space and their evolved counterparts under the action of the noise and of the instantaneous error corrections, as a function of the elapsed time \(t\). The quantity \(F_t^T\), with \(T \neq I\), measures the same average fidelity under the assumption that an additional, finite, non-trivial recovery operation \(T\) (possibly \(R\) itself) is performed at the read-out. Clearly if \(T\) provides a reasonable protection for the selected noise, then \(F_t^T\) should be always larger than \(F_t^I\) as it will remove all the spurious errors left in the system by the instantaneous, but weak, QEC applications. The figure \(F_t^T\) may nonetheless be of interest in all cases in which performing a non-trivial recovery at read-out (as opposed to a simple projective measurement) is technically complicated.

### III. PERTURBATIVE EXPANSION

In this Section we present the main result of the article. We shall consider the evolution channel \(D_t^{(\eta)}\) in (9) and study it in the limit where the noise contribution associated with \(L_n\) is weaker than the one associated with the error correction contribution \(L_{e.c.}\). Formally this is obtained by assuming \(\eta\) to be the smallest rate of the system (i.e. \(\eta \ll \gamma, 1/t\)) and expanding \(D_t^{(\eta)}\) perturbatively with respect to such parameter. For the moment no extra assumptions will be made either on the specific form of \(L_n\), nor on the recovering map \(R\) which defines \(L_{e.c.}\) – apart from the idempotent relation (1) which we always take for granted [24].

In what follows we shall limit the analysis to study the dynamics induced by \(D_t^{(\eta)}\) on logical states, i.e. inputs \(\rho\) which have support on the codomain \(\mathcal{S}(H_L)\) of \(R\). This amounts to focusing on the channel

\[
D_t^{(\eta)} \circ R = CTQEC \text{ on logical states}, \tag{10}
\]

and to compare its performance with effect of a bare noisy evolution, i.e.

\[
\mathcal{N}_t \circ R = NOISE \text{ on logical states}. \tag{11}
\]

Along the line detailed when introducing Eq. (8), both regimes will be also studied by including a final recovery operation \(T = R\) acting on the system at the end of the dynamical process, i.e. studying the performances of

\[
R \circ D_t^{(\eta)} \circ R = \text{CTQEC on logical states with final recovery operation}, \tag{12}
\]

and

\[
\mathcal{R} \circ \mathcal{N}_t \circ R = \text{NOISE on logical states with final recovery operation}. \tag{13}
\]

The last mapping in particular can be used to induce a classification for the recovery operations \(R\). For this purpose we expand \(\mathcal{N}_t\) as a power series in terms of its generator, i.e.

\[
R \circ \mathcal{N}_t \circ R = R + \sum_{k=1}^{\infty} \frac{(\eta t)^k}{k!} \mathcal{R} \circ L_{n}^{k} \circ R , \tag{14}
\]

with \(L_{n}^{k}\) indicating \(k\) applications of \(L_n\), e.g. \(L_{n}^{2} = L_n \circ L_n\). A map \(R\) is then said to be \(k\)-effective for the noise \(\mathcal{N}_t\) if for all integers \(k' \in \{1, \ldots k\}\) we have

\[
R \circ L_{n}^{k'} \circ R = 0 , \tag{15}
\]

the rationale being that under this condition it takes at least \(k+1\) iterations of the noise generator to move the system out of the coding space. Physically, that means we require the code to successfully correct any sequence of \(k\) errors; for quantum codes that deal with single-qubit errors, this can be phrased in terms of the familiar concept of distance [18]. We emphasize the fact that the notion of \(k\)-effectiveness is strictly dependent upon the given noise Lindbladian, and that therefore we are in general discussing a form of channel-adapted quantum error recovery [25, 26]. We will thus say that a CTQEC scheme \(R\) is effective against a noise \(L_n\) if it successfully cancels the first order, i.e. if it is \(1\)-effective. Canceling higher orders as well is a desirable property, but it is not necessary.

#### A. First-order expansion

For \(\eta = 0\) Eq. (9) yields the channel

\[
D_t^{(0)} = e^{\gamma t L_{e.c.}} = e^{-\gamma t} I + (1 - e^{-\gamma t}) R , \tag{16}
\]
which is responsible for the transformation (5) and which, in our perturbative approach, represents the free evolution of the system. For future reference we notice that from the idempotence property (1) it follows that

$$\mathcal{R} \circ \mathcal{D}_t^{(0)} = \mathcal{D}_t^{(0)} \circ \mathcal{R} = \mathcal{R}.$$  \hspace{1cm} (17)

For $\eta \neq 0$ an explicit expression for $\mathcal{D}_t^{(\eta)}$ is obtained in terms of the following Dyson expansion series,

$$\mathcal{D}_t^{(\eta)} = \mathcal{D}_t^{(0)} \circ \exp \left[ \int_0^t dt' \eta \tilde{\mathcal{L}}_{n}(t') \right],$$

where $\tilde{\mathcal{L}}_{n}(t)$ is the noise super-operator expressed in the interaction picture induced by $\mathcal{D}_t^{(0)}$, i.e.

$$\tilde{\mathcal{L}}_{n}(t) = \mathcal{D}_t^{(0)} \circ \mathcal{L}_{n} \circ \mathcal{D}_t^{(0)},$$

and where $\exp$ denotes the time-ordered exponential.

The first-order correction in the expansion parameter $\eta$ of (18) is obtained by truncating the Dyson series at $k = 1$. Exploiting (17) this gives

$$\mathcal{D}_t^{(\eta)} \circ \mathcal{R} = \mathcal{R} + \eta \int_0^t dt_1 \mathcal{D}_{t-t_1}^{(0)} \circ \mathcal{L}_{n} \circ \mathcal{R} + \mathcal{O}(\eta^2)$$

$$= \mathcal{R} + \frac{\eta}{\gamma} (1 - e^{-\gamma t}) \mathcal{L}_{n} \circ \mathcal{R}$$

$$- \frac{\eta}{\gamma} (1 - e^{-\gamma t} - \gamma t) \mathcal{R} \circ \mathcal{L}_{n} \circ \mathcal{R} + \mathcal{O}(\eta^2),$$

for the CTQEC process (10), and

$$\mathcal{R} \circ \mathcal{D}_t^{(\eta)} \circ \mathcal{R} = \mathcal{R} + \eta t \mathcal{R} \circ \mathcal{L}_{n} \circ \mathcal{R} + \mathcal{O}(\eta^2),$$  \hspace{1cm} (21)

for the CTQEC process followed by a finite recovery operation $\mathcal{R}$ at the end of the dynamical evolution (12). Notice that these expressions make it explicit that the expansion we are performing can be trusted only for $\eta \ll \gamma$ and up to times $t \ll 1/\eta$.

In the absence of CTQEC instead we get

$$\mathcal{N}_t \circ \mathcal{R} = \mathcal{R} + \eta t \mathcal{L}_{n} \circ \mathcal{R} + \mathcal{O}(\eta^2),$$  \hspace{1cm} (22)

$$\mathcal{R} \circ \mathcal{N}_t \circ \mathcal{R} = \mathcal{R} + \eta t \mathcal{R} \circ \mathcal{L}_{n} \circ \mathcal{R} + \mathcal{O}(\eta^2),$$  \hspace{1cm} (23)

for (11) and (13) respectively.

Consider hence the case where the recovery transformation $\mathcal{R}$ is at least a 1-effective (15) with respect to the noise $\mathcal{N}_t$, i.e. $\mathcal{R} \circ \mathcal{L}_{n} \circ \mathcal{R} = 0$. In this limit Eq. (20) becomes

$$\mathcal{D}_t^{(\eta)} \circ \mathcal{R} = \mathcal{R} + \frac{\eta}{\gamma} (1 - e^{-\gamma t}) \mathcal{L}_{n} \circ \mathcal{R} + \mathcal{O}(\eta^3),$$  \hspace{1cm} (24)

which by direct comparison with its purely noisy counterpart (22) shows a clear improvement in the system performance: the linear departure from $\mathcal{R}$ (the identity transformation on the coding space) is in fact now replaced by an asymptotic constant term which for $t \gg \gamma^{-1}$ is proportional to $\eta/\gamma$ (see Fig. 1).

The advantage gained by exploiting the CTQEC procedure however seems to be washed away when we include a single, finite recovery transformation acting on the system at the very end of the dynamical process. In this case in fact, from Eq. (21) and (23) it follows that for a 1-effective recovery transformation $\mathcal{R}$, both $\mathcal{R} \circ \mathcal{D}_t^{(\eta)} \circ \mathcal{R}$ and $\mathcal{R} \circ \mathcal{N}_t \circ \mathcal{R}$ coincide with $\mathcal{R}$ up to corrections of order $\eta^2$: to evaluate the effects of CTQEC in this regime one needs to include higher expansion terms, a task that we accomplish in the next subsection.

B. Second-order expansion

Second-order effects in $\eta$ can be included by truncating the Dyson series at $k = 2$. We report here the results for 1-effective maps $\mathcal{R}$ which are the only ones which are relevant for our purposes (if the QEC procedure is not able to correct at least first order effects it is useless to analyze second order effects). In this regime we get (see Appendix A for additional details):

$$\mathcal{D}_t^{(\eta)} \circ \mathcal{R} = \mathcal{R} + \eta \int_0^t dt_1 \mathcal{D}_{t-t_1}^{(0)} \circ \mathcal{L}_{n} \circ \mathcal{R} + \eta^2 \int_0^t dt_1 \int_0^{t_1} dt_2 \mathcal{D}_{t-t_1}^{(0)} \circ \mathcal{L}_{n} \circ \mathcal{D}_{t_1-t_2}^{(0)} \circ \mathcal{L}_{n} \circ \mathcal{R} + \mathcal{O}(\eta^3)$$

$$= \mathcal{R} + \frac{\eta}{\gamma} (1 - e^{-\gamma t}) \mathcal{L}_{n} \circ \mathcal{R} + \frac{\eta^2}{\gamma} \left\{ [1 - e^{-\gamma t}(1 + \gamma t)] \mathcal{I} + [\gamma t - 1 + (\gamma t + 2)e^{-\gamma t}] \mathcal{R} \right\} \circ \mathcal{L}_{n} \circ \mathcal{R} + \mathcal{O}(\eta^3).$$  \hspace{1cm} (25)
we noticed that for an initial transient defined by the dynamics of an effective CTQEC scheme. In particular by CTQEC in the fast-operation limit: if the correction mechanisms is becoming more effective as time increases – see Fig. 2. This behavior agrees qualitatively with what we should expect from the familiar “discrete-time” version of QEC (which must be well-approximated by CTQEC in the fast-operation limit): if the correction operation $R$ is iterated with an average time interval $1/\gamma$ between consecutive applications the first error correction operation is expected to occur at $t \gtrsim 1/\gamma$. After this point, fidelity losses are entirely due to undetectable logical errors, which only occur when 2 elementary errors happen in the time $\tau$ between consecutive QEC operation. The probability for such an event is $\sim (\eta \tau)^2$, hence the rate $\eta^2\tau \approx \eta^2/\gamma$.

From this discussion one expects that if $R$ is $k$-effective, with $k \geq 2$, then fidelity losses should be further suppressed by factors of $\eta/\gamma$. Indeed, one can easily show (see Appendix B) that for a $k$-effective $R$ the leading correction to the trivial evolution $R$ is

$$R \circ D^{(\eta)} \circ R \approx (\eta/\gamma)^{k+1} f_k(\eta t) R \circ L_n^{k+1} \circ R,$$

where

$$f_k(x) = x - \int_0^x dy e^{-y} \sum_{l=0}^{k-1} \frac{1}{l!} y^l.$$  \hfill (31)

We observe that for $x \ll 1$ one has $f_k(x) \sim x^{k+1}$, therefore the short-time behavior of the leading-order correction (30) is $\sim (\eta t)^{k+1}$, which is again insensitive to $\gamma$. Then this is smoothly matched to the long-time decay rate $\eta^{2k} \gamma k$. 

In the remainder of the paper we shall however focus on the most practically relevant case of 1-effective maps.

### C. Stabilizer quantum codes

As an application of the previous arguments we now specialize to the case of a $[n,k]$ stabilizer quantum code. Consider hence the noise Lindbladian $L_n(\rho) = \sum_{s \in \mathcal{E}} (U_s \rho U_s^\dagger - \rho)$, where the $U_s$ are Pauli operators defined on the space of $n$ physical qubits and $s$ labels the syndrome. $s$ runs over a subset $\mathcal{E}$ of the allowed $2^{n-k}$ syndrome strings; for some codes and noise models (such as the instances we analyze in the following sections IV and V), this subset is merely $\{s \neq 0\}$, while in general (e.g. for the Shor code under general single-qubit noise, in which case one has $2^n$ possible syndromes only 27 of which are effectively used to correct errors) $\mathcal{E}$ is a smaller subset. The only assumption we make is that different errors yield different syndromes. For this model a 1-effective recovery transformation is provided by the mapping (3) where, at variance with $L_n$, the sum over $s$ is not restricted to just $\mathcal{E}$ but includes all possible $2^{n-k}$ binary strings. To see this explicitly, let $N = |\mathcal{E}|$ and assume $\rho$ to be a logical state, $R(\rho) = \rho$. Then we can write

$$R \circ L_n \circ R(\rho) = \sum_{p,q} \sum_{s \in \mathcal{E}} PU_p U_s PU_q P_s U_t P - N \rho$$

$$= \sum_{p,q} U_p U_s U_q P - N \rho = 0,$$

where $s \oplus p = \mod (s + b, 2)$ and we used the fact that $P_{s \oplus p} P = 0$ unless $s = p$ and that $(U_s)^2 = 1$, being a Pauli operator. Accordingly for this model we can use
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Eq. (26) to estimate the rate of information loss in the presence of the corresponding CTQEC followed by a final recovery. We can simplify this process by introducing the super-operator $C$ defined by $L_n = C - N\mathcal{I}$ and observing that the perturbative term on the right-hand-side of Eq. (26) rewrites as

$$\mathcal{R} \circ L_n^2 \circ \mathcal{R} = \mathcal{R} \circ C \circ (C - \mathcal{I}) \circ \mathcal{R} = \mathcal{R} \circ C^2 \circ \mathcal{R} - N\mathcal{R} \circ C \circ \mathcal{R} = \mathcal{R} \circ C^2 \circ \mathcal{R} - N^2 \mathcal{R},$$

(33)

where in the last passage we used the fact that $\mathcal{R} \circ C \circ \mathcal{R} = N\mathcal{R}$ which trivially follows from Eq. (32). Thus the second-order correction is known once we are able to compute

$$\mathcal{R} \circ C^2 \circ \mathcal{R} (\rho) = \sum_{p} \sum_{r \in \mathbb{E}} P U_p U_r^\dagger U_s U_r^\dagger P \rho U_p U_r^\dagger U_s U_r^\dagger (\cdots)^\dagger,$$

(34)

where $(\cdots)^\dagger$ denotes the adjoint of the operator acting on the left. Now, since $\rho = P \rho P$, the summand is non-zero only if $p = r \oplus s$ (p ranges over all syndromes so this non-zero term is always present), so we have

$$\mathcal{R} \circ L_n^2 \circ \mathcal{R} (\rho) = \sum_{r \in \mathbb{E}} (U_r^\dagger U_s U_r^\dagger U_s^\dagger - \rho).$$

(35)

The summand is non-zero whenever a syndrome $r \oplus s$ coming from two distinct errors is corrected through a single unitary that does not undo the effect of the two errors. We thus recover the familiar discrete-time picture, in which the fidelity loss is due to multiple errors being misinterpreted as a single one and hence turned into an undetectable logical error by the “correction” process.

IV. CTQEC ON THE 3-QUBIT BIT-FLIP CODE

We now focus on the simplest QEC code, i.e. the 3-qubit bit-flip code. This code is simple enough to allow an exact analytical solution for the continuous-time implementation, which is ideal for investigating in greater detail some of the general features which we demonstrated in the previous Section.

A. The Model

The 3-qubit QECC is a stabilizer code defined by two independent stabilizers, $g_1 = Z_1 Z_2$ and $g_2 = Z_2 Z_3$ (here and in the following, $X_i$, $Y_i$, $Z_i$ are the Pauli operators acting on the $i$-th real qubit). The code-space projector is $P = \prod_{i=1}^{3} (1 + g_i)/2 = (I + (1/2)(I + Z_1 Z_2)) (I + Z_2 Z_3)$. The logical operators are denoted $\hat{X}$, $\hat{Y}$ and $\hat{Z}$, where $\hat{X} = X_1 X_2 X_3$ and similarly for the other two. Note that logical operators commute with $P$, as well as with the projectors $P^\perp_s = \frac{1}{4} (I + (-1)^s Z_1 Z_2) (I + (-1)^s Z_2 Z_3)$, where $s = (s_1, s_2)^T$ and $s_i \in \{0,1\}$. It follows from (7) that the error-correcting Lindblad operators are $\{P, PX_1, PX_2, PX_3\}$, with an intensity coefficient $\gamma$. As for the noise, we consider a bit-flip noise acting identically and independently on each qubit with decay rate $\kappa$:

$$N_i = \phi_i \otimes^3, \quad \phi_i (\sigma_\alpha) = \begin{cases} \sigma_\alpha, & \alpha = 0, 1, \\ e^{-\kappa t} \sigma_\alpha, & \alpha = 2, 3, \end{cases}$$

(36)

which can be represented by a generator $L_n$ characterized by Lindblad operators $\{X_1, X_2, X_3\}$ and by an intensity coefficient $\eta = \frac{\gamma}{2\kappa}$. Accordingly, adopting $\mathcal{R}$ as in Eq. (3), Eq. (6) yields

$$\frac{d}{dt} \rho = \eta L_n [\rho] + \gamma L_{e.c.} [\rho] = \frac{\kappa}{2} \left( \sum_{i=1}^{3} X_i \rho X_i - 3\rho \right) + \gamma \left( P \rho P + \sum_{i=1}^{3} PX_i \rho X_i P - \rho \right).$$

(37)

B. Solution of the dynamics

An analytical solution for Eq. (37) can be found by observing that both the initial condition $\rho(0) = P \rho(0) P$ and the evolution equation are invariant under the exchange of any two qubits. This symmetry justifies the following ansatz:

$$\rho(0) \xrightarrow{\mathcal{P}^{(n)}} \rho(t) \doteq a(t) \rho(0) + b(t) \sum_{i=1}^{3} X_i \rho(0) X_i + c(t) \sum_{i=1}^{3} X_i \hat{X} \rho(0) \hat{X} X_i + d(t) \hat{X} \rho(0) \hat{X}.$$

(38)

In Appendix C we show that ansatz (38) is correct and we derive analytical expressions for the coefficients $a(t)$, $b(t)$, $c(t)$ and $d(t)$, plotted in Fig. 3 for several values of the ratio $\gamma/\kappa$. Without the continuous error correction, i.e. for $\gamma = 0$, the four coefficients converge to the value $1/8$ [see Fig. 3 (a)]. When the error-correcting process is turned on [see Fig. 3 (b) and (c)], the weight of $\rho(t)$ outside the code-space gets suppressed. Finally, in the strong error-correction limit [see Fig. 3 (d)], $b$ and $c$ are negligibly small at all times, while $a$ decreases very slowly and $d$, representing undetectable logical errors, increases at the same rate. Logical errors will eventually corrupt the information, but the CTQEC approach provides a method to make the storage time arbitrarily long by increasing $\gamma/\kappa$.

C. Average recovery fidelity

We now quantify the last statement and compute the average fidelities $F_{t}^E$ and $F_{t}^\perp$ between the initially en-
coded qubit and its time-evolved counterpart, as defined in Eq. (8).

Let $\omega_n^l = P\omega_n^l P \in \mathcal{S}(H_L)$ be the encoded logical state corresponding to the unit vector $n$ in the Bloch sphere, i.e. $\omega_n^l = (P + n \cdot \sigma^l)/2$, where $\sigma^l = (PX, PY, PZ)^T$. Accordingly the average fidelity $F_t^\mathcal{L}$, i.e. the average fidelity associated with the CTQEC mapping (10) without any extra final recovery operation, is

$$F_t^\mathcal{L} = \int \mu_n \text{Tr}[\omega_n^l D_t^{(n)}(\omega_n^l)] = \int \mu_n \text{Tr}\left[a(t)\omega_n^l + d(t)\omega_n^l X\omega_n^l X\right]$$

$$= a(t) + d(t) \int \mu_n \frac{1 + n_x^2 - n_y^2 - n_z^2}{2} = a(t) + \frac{1}{3} d(t),$$

where we used the fact that $PX_i P = 0 \forall i$, and the fact that $X$ acts on the encoded qubit as a bit-flip operator.

On the contrary performing an additional QEC operation $\mathcal{T} = \mathcal{R}$ at read-out corresponds to the following update rule for the state coefficients:

$$a' = a + 3b, \quad b' = 0, \quad c' = 0, \quad d' = d + 3c.$$ (40)

The effect of this final, read-out operation on the recovery fidelity (8) is

$$F_t^\mathcal{R} = a(t) + 3b(t) + c(t) + \frac{1}{3} d(t) = F_t^\mathcal{L} + 3b(t) + c(t).$$

Clearly $F_t^\mathcal{R} \geq F_t^\mathcal{L}$, but in the strong error-correction regime the relative difference is small, since coefficients $b$ and $c$ are much smaller than $a$ or $d$ at all times.

We are now in a position to first benchmark the results of Sec. III. Since the fidelity is linear in $D_t^{(n)}$ by definition [see Eq. (8)], Eq. (27) and (28) predict that for $\gamma/\kappa \gg 1$ and at short times, one should have $F_t^\mathcal{L} \sim 1 - \alpha t$ and $F_t^\mathcal{R} \sim 1 - \beta t^2$, where $\alpha$ and $\beta$ are real coefficients independent of $\gamma$. This behavior is displayed in Fig. 4, which moreover shows that it extends to all values of $\gamma/\kappa$ (i.e. not only in the strong correction regime). The role of the final recovery operation is shown in detail in Fig. 5: an initial and abrupt fidelity loss $\sim \kappa t$ for $F_t^\mathcal{L}$ is turned into a more gentle decay after time $1/\gamma$. The application of a final recovery operation eliminates also the first fast decay and lets a more gradual decay $\sim \kappa^2 t^2$ set in. From an analytical standpoint, the expressions for the averaged fidelities in Appendix C, Eq. (C4) and (C5), can be expanded for short times and correctly reproduce the general properties derivable from Sec. III: $F_t^\mathcal{L} \sim 1 - \frac{3}{2} \kappa t$, $F_t^\mathcal{R} \sim 1 - \frac{1}{2} \kappa^2 t^2$.

\section*{D. Geometric picture}

Finally, taking advantage of the mathematical simplicity of the model, we derive explicitly the eigenmodes of the dynamics and the associated decay rates, which remarkably can be expressed exactly for all values of $\kappa/\gamma$. This exact analysis of the spectral properties of the dynamics provides an intuitive geometric interpretation to the general phenomenology that we discussed in the previous sections.

One quantity that is particularly interesting in light of the general perturbative picture of Sec. III is the asymptotic decay rate (ADR) [23] of the Markovian evolution (9). The latter is defined as the maximum $\lambda < 0$ such that $\Re(\lambda) = \lambda$ with $\lambda$ being an eigenvalue of the

\begin{figure}[h]
\includegraphics[width=\textwidth]{fig3.png}
\caption{(Color online) Time-dependence of the coefficients in (38) obtained from the solution of the master equation presented in Appendix C, for the following values of the ratio $\gamma/\kappa$: 0, 1, 10 and 100.}
\end{figure}

\begin{figure}[h]
\includegraphics[width=\textwidth]{fig4.png}
\caption{(Color online) Decay of the average recovery fidelities $F_t^\mathcal{L}$ and $F_t^\mathcal{R}$ from Eq. (8) for the 3-qubit code exposed to bit-flip noise of strength $\kappa$ and continuous QEC of strength $\gamma$.
(a) No additional recovery operation is applied at read-out.
(b) A final round of QEC is applied at read-out.}
\end{figure}
we are considering we get matrix not being Hermitian in general). For the model to be solved by casting it in the standard Jordan form (the mapping into a 64 × 64 matrix not being Hermitian in general). For the model we are considering we get

\[ \mathcal{L}[\theta] = \tildel \theta, \quad \mathcal{L} = \eta \mathcal{L}_n + \gamma \mathcal{L}_x, \]  \hspace{1cm} (41)

with \( \theta \) the associated eigenoperator.

The fixed point equation (41) can be solved passing through the Liouville representation [12] where \( \mathcal{L} \) is mapped into a 64 × 64 matrix \( \mathcal{L}_E \) whose spectrum can be solved by casting it in the standard Jordan form (the matrix not being Hermitian in general). For the model we are considering we get

\[ \mathcal{M}_L = \left( \frac{\kappa}{2} I \otimes I + \gamma P \otimes P \right) \left( I \otimes I + \sum_{i=1}^{3} X_i \otimes X_i \right) + (2\kappa + \gamma) I \otimes I \]  \hspace{1cm} (42)

whose eigenvalues are listed in Table I.

In the strong QEC limit (\( \gamma \gg \kappa \)) there are 2 stable modes, 60 modes that decay over a short time scale \( \sim \gamma^{-1} \), and 2 modes that decay over a longer time scale \( \sim \gamma \kappa^{-2} \); for \( \gamma \gg \kappa \), the latter reads:

\[ - \frac{(\gamma + 4\kappa)^2 - \sqrt{(\gamma + 4\kappa)^2 - 12\kappa^2}}{2} = - \frac{2\kappa^2}{\gamma} + O(\kappa^3). \]  \hspace{1cm} (43)

These modes are stable in the limit of infinitely strong QEC (or, equivalently, in the absence of noise). For large but finite values of \( \gamma/\kappa \), they are the slowest decaying modes and define the ADR of the problem.

1. Stable modes.

The first stable mode is easily found by observing that the subspace spanned by the operators \( I \) and \( P \) is invariant under the action of the Lindbladian \( \mathcal{L} \). Indeed we have

\[ \mathcal{L}[I] = \gamma (4P - I), \quad \mathcal{L}[P] = \frac{\kappa}{2} (I - 4P). \]  \hspace{1cm} (44)

The first fixed point is thus

\[ \tilde{\sigma}_0 = \frac{1}{2} \kappa I + 2\gamma P \]  \hspace{1cm} (45)

By the same reasoning, applied to operators \( \bar{X} \) and \( \bar{P} \bar{X}P \), it can be shown that the second fixed point is

\[ \tilde{\sigma}_1 = \frac{1}{2} \kappa \bar{X} + 2\gamma \bar{P} \bar{X}P. \]  \hspace{1cm} (46)

The normalization is chosen so that \( ||\tilde{\sigma}_0||_{tr} = ||\tilde{\sigma}_1||_{tr} = 2 \). In the strong QEC limit, \( \tilde{\sigma}_0 \) approximates \( \sigma_0^L \approx \bar{P} \) (the identity operator on the logical qubit) and \( \tilde{\sigma}_1 \) approximates \( \sigma_1^L \approx \bar{P} \bar{X} \) (the Pauli operator \( \sigma_1 \) on the logical qubit).

2. Slowly-decaying modes.

The other two modes of interest are those that, though not fixed, decay very slowly in the \( \gamma \gg \kappa \) limit. These two modes are expected to approximate \( \sigma_2^L \) and \( \sigma_3^L \). It is easy to see that the subspace spanned by \( \bar{Z} \) and \( \bar{P} \bar{Z}P \) is invariant under the action of the Lindbladian:

\[ \begin{align*}
\mathcal{L}[\bar{Z}] &= -(3\kappa + \gamma) \bar{Z} - 2\gamma \bar{P} \bar{Z}P, \\
\mathcal{L}[\bar{P} \bar{Z}P] &= -\frac{\kappa}{2} \bar{Z} - \kappa \bar{P} \bar{Z}P. 
\end{align*} \]  \hspace{1cm} (47)

The eigenvalue problem restricted to this subspace can be solved to obtain the eigenvalues

\[ \lambda_{\pm} = -\frac{(\gamma + 4\kappa) \pm \sqrt{(\gamma + 4\kappa)^2 - 12\kappa^2}}{2}. \]  \hspace{1cm} (48)

\( \lambda_+ \) is the ADR (see also Table I) and the corresponding slowly-decaying mode is

\[ \tilde{\sigma}_3 = \frac{(2\kappa + \gamma + \chi) \bar{P} \bar{Z}P - \kappa \bar{Z}}{4\kappa + \gamma + \chi}, \]  \hspace{1cm} (49)

where we introduce the shorthand notation \( \chi = \sqrt{(\gamma + 4\kappa)^2 - 12\kappa^2} \). In the strong QEC limit this approximates \( \sigma_3^L \approx \bar{P} \bar{Z} \). Finally, by applying the same reasoning to \( \bar{Y} \) and \( \bar{P} \bar{Y}P \), we get the second slowly-decaying mode:

\[ \tilde{\sigma}_2 = \frac{(2\kappa + \gamma + \chi) \bar{P} \bar{Y}P - \bar{Y}}{4\kappa + \gamma + \chi}, \]  \hspace{1cm} (50)

which completes the set of independent “slow” operators.
We are now in a position to benchmark against this set of exact properties one of the results of the perturbative calculations of Sec. III, namely that $\mathcal{R} \circ D_t^{(\eta)} \circ \mathcal{R} \approx \mathcal{R} + \frac{\eta^2}{\gamma} \mathcal{R} \circ L^2_n \circ \mathcal{R}$ [see Eq. (29)]. A convenient expression for this channel is found in Eq. (35), which describes the action of the competing noise and correction processes as an effective map on the code-space spanned by $\{\sigma^L_0 \ldots \sigma^L_3\}$. It is easy to verify that for the code and noise model we are considering now, (35) reduces to

$$\mathcal{R} \circ L^2_n \circ \mathcal{R}(\rho) = \sum_{i,j=1}^{3} \frac{\gamma t}{\gamma} \rho \sigma^L_{i,j} \rho^*$$

which, given the commutation relations of logical operators, is 0 if $\sigma^L_0 = \sigma^L_2$ and $-12\rho$ if $\rho = \sigma^L_1$ or $\sigma^L_3$. Since in this case the noise strength is $\gamma = \frac{\gamma}{\kappa}$, the approximate channel (26) takes the following form:

$$\mathcal{R} \circ D_t^{(\eta)}[\sigma^L_i] = \begin{cases} \sigma^L_i & \text{if } i = 0, 1 \\ 1 - 3 \frac{\kappa^2}{\gamma} \left( t - 1 - \frac{\epsilon t - \gamma}{\gamma} \right) & \text{if } i = 2, 3. \end{cases}$$

This is a bit-flip on the logical qubit. For times such that $\kappa^2/\gamma \ll 1$, this correctly reproduces the ADR in Eq. (43). Even though the validity of the perturbative approach is necessarily limited in time, there still is a wide time frame $\langle 1/\gamma \ll t < \gamma/\kappa^2 \rangle$ in which the long-time behavior of the exact solution is correctly captured, at least for appropriately small values of $\kappa/\gamma$.

The most complete comparison between the exact solution and the perturbative one comes from the averaged fidelity $F_{t}^{\text{avg}}$. An exact formula for said fidelity is given in App. C, Eq. (C5), whereas for the effective bit-flip channel (53) it is easily seen to be $\frac{2}{3} + \frac{\lambda(t)}{3}$, $\lambda(t)$ being the eigenvalue in square brackets in (53).

We compute the exact fidelity loss $(1 - F_{t}^{\text{avg}})$ and its perturbative approximation $(1 - F_{t}^{\text{pert}})$ for several values of $t$ and of $\kappa/\gamma$ and plot the relative error of the approximation in Fig. 7. The relative error $\epsilon = (1 - F_{t}^{\text{pert}})/(1 - F_{t}^{\text{exact}}) - 1$ is fitted very accurately by $\epsilon = 1.63(\tau t + 2.34)$ in the relevant parameter range, thus proving that the correct behavior is reproduced in the strong-correction limit. More precisely, an accurate approximation is obtained if $\kappa/\gamma \ll 1$ and $\kappa t \ll \gamma/\kappa$. We note that the validity time is much longer than that guaranteed by the a priori perturbation theory bound, $kt \ll 1$. 

---

3. Qualitative behavior of the encoded qubit.

Let us now show that the previous identification of stable and slowly-decaying modes allows us for a pictorial understanding of the real-time corruption of information which takes place under the action of $D_t^{(\eta)} \circ \mathcal{R}$ (no recovery operation acting at the end).

The set of stable and “slow” operators we found defines a quasi-stable 3-manifold $\mathcal{Q} \subset \mathcal{S}(\mathcal{H}_3)$:

$$\mathcal{Q} = \left\{ \tilde{\sigma}_0 + \frac{r \cdot \tilde{\sigma}}{2} \mid r \text{ such that } \tilde{\sigma}_0 + r \cdot \tilde{\sigma} \geq 0 \right\}. \quad (51)$$

$\mathcal{Q}$ is generally not perfectly parallel to the encoded Bloch sphere (it is if and only if $\gamma/\kappa \to \infty$). Even when $\gamma/\kappa$ is large but finite, there is a small “tilt” between the two 3-manifolds, which causes an unavoidable loss of fidelity at short times. The situation is illustrated in Fig. 6.

Indeed, the first part of the time evolution is a sudden collapse of the encoded Bloch sphere onto $\mathcal{Q}$, which causes a small fidelity loss of order $\kappa/\gamma$ (the angle between the two manifolds) in a short time interval $\sim \gamma^{-1}$. Thus the initial slope of $F_{t}^{\text{avg}}$ is approximately independent of $\gamma$. This constitutes an intuitive geometric frame for the behavior of the fidelity curves in Fig. 4, and more generally for the initial transient predicted for all implementations of CTQEC in Sec. III.

After this transient, when all fast-decaying modes have been suppressed, the dynamics is confined to the slow sub-manifold $\mathcal{Q}$. The decoherence process takes the form of an effective bit-flip channel whose strength is the ADR, $\Delta \propto \kappa^2 \gamma^{-1}$.

---
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V. CTQEC ON THE 5-QUBIT PERFECT CODE

In this Section we test our perturbative approach on the smallest QEC code that corrects all single-qubit noise processes, which is the 5-qubit perfect code [20]. Since the dynamics of the model is not analytically solvable, we will resort to a numerical approach. The results are essentially similar to those derived analytically for the smaller 3-qubit code, and the more complex nature of this code gives us an opportunity to show how to practically apply the perturbative method in a more general setting.

A. The 5-qubit code and the noise model

The 5-qubit code is a stabilizer code defined by the 4 stabilizer operators \( \{g_n = X_n Z_{n\oplus 1} Z_{n\oplus 2} X_{n\oplus 3} : n = 1, \ldots, 4\} \), “\( \oplus \)” denoting sum modulo 5. Measuring the 4 stabilizers yields 16 possible syndromes: one is associated to the absence of any errors; the other 15 correspond to an \( X \), \( Y \) or \( Z \) error occurring in any of the 5 qubits.

The definition of the code-space projector reads \( P = \prod_{i=1}^{5} (I + g_i)/2 \); the encoded logical operators are \( \sigma_i^L = P \), \( \sigma_i^L = P \hat{X} \), \( \sigma_i^L = P \hat{Y} \), \( \sigma_i^L = P \hat{Z} \), where \( \hat{X} = X_1 X_2 X_3 X_4 X_5 \) and \( \hat{X} \), \( \hat{P} \) \( \hat{O} = 0 \) (similarly for \( \hat{Y} \) and \( \hat{Z} \)).

The error-correcting Lindbladian (7) requires 16 Lindblad operators \( \{P U_{\gamma} \} \) and has again the intensity coefficient \( \gamma \). As for the noise model, we consider for simplicity a uniform depolarizing channel with strength \( \kappa \); acting identically and independently on each qubit:

\[
N_i = \phi_i^{\otimes 5}, \quad \phi_i \left( \frac{\sigma_0 + a \cdot \sigma}{2} \right) = \sigma_0 + e^{-\eta t} a \cdot \sigma,
\]

(54)

where the \( \sigma_i \) are here the \( 2 \times 2 \) identity and Pauli matrices. The same discussion could be applied to other noise models with little algebraic differences. The channel defined in Eq. (54) is produced by a Markovian master equation whose Lindblad operators are \( \{X_i, Y_i, Z_i\} \) and whose intensity coefficient is \( \eta = \frac{\kappa}{2} \).

While for the 3-qubit QECC an analytical solution for the solution (9) of the dynamics was feasible, the 5-qubit QECC requires either a numerical treatment or a perturbative approach in the spirit of Sec. III.

B. Numerical approach

1. Recovery fidelity

The numerical treatment benefits from the use of the Liouville representation, \( M_L \) of the total Lindbladian \( L \) which in this case is given by

\[
M_L = \left( \frac{\k}{4} I \otimes I + \gamma P \otimes P \right) \times \times \left( I \otimes I + \sum_{i=1}^{5} (X_i \otimes X_i - Y_i \otimes Y_i + Z_i \otimes Z_i) \right) + - (4 \kappa + \gamma) I \otimes I \right.
\]

(55)

Analogously, we have for the recovery map \( M_R = P \otimes \otimes \sum_{i=1}^{5} (P X_i \otimes P X_i - P Y_i \otimes P Y_i + P Z_i \otimes P Z_i) \). The average recovery fidelity from Eq. (39) (with an additional read-out operation \( R \)) can be expressed in terms of these super-operators:

\[
F_t^R = \int d\mu_n \langle \omega_n^L | R \circ D_t^{(n)} | \omega_n^L \rangle = = \frac{1}{4} (\langle \sigma_0^L | M_R e^{t M_L} | \sigma_0^L \rangle + \sum_{i=1}^{3} (\langle \sigma_i^L | M_R e^{t M_L} | \sigma_i^L \rangle)
\]

(56)

As \( M_L \) is a \( 1024 \times 1024 \) matrix, the problem is numerically treatable. In Fig. 8 we plot the average fidelity \( F_t^R \) in Eq. (56) for several values of \( \gamma/\kappa \).

By comparing Fig. 4 and 8, it can be seen that the 5-qubit QECC behaves in the same qualitative way as the 3-qubit code discussed in Sec. IV, in agreement with the general argument from Sec. III.
2. Spectral properties and geometric picture

The situation can be described geometrically in terms of stable, quasi-stable and suppressed eigenmodes of the Lindbladian, analogously to the study in Sec. IV. Again, a numerical approach is necessary.

We choose several exponentially spaced values for $\gamma/\kappa$, namely $\gamma_n = 2^n \kappa$, $n \in \{0, 1, \ldots, 12\}$; for each $\gamma_n$ we compute numerically the eigenvalues of $\mathcal{M}_\mathcal{L}$ and verify that its Jordan form is diagonal. The 1024 eigenvalues cluster into 8 sets of identical eigenvalues. One is a non-degenerate 0 eigenvalue (required by trace preservation); next, a threefold-degenerate ADR appears, scaling as $\gamma^{-1}$ for $\gamma \gg \kappa$; all the remaining eigenvalues scale as $\gamma$. The results are plotted in Fig. 9.

This behavior is analogous that of the 3-qubit code. The main difference is the absence of non-trivial fixed modes and the presence of 3, rather than 2, quasi-stable modes. This is however due entirely to the nature of the noise model: while the bit-flip noise considered in Sec. IV preserves the $\hat{x}$ axis of the Bloch sphere, the depolarizing noise is completely isotropic, hence the 3-fold degeneracy.

C. Perturbative approach

We can now test the accuracy of the perturbative approach presented in Sec. III against the numerical results.

The perturbative prediction can be obtained from Eq. (35). In App. D we prove that the approximate channel takes the form of an isotropic depolarizing noise on the logical qubit:

$$\mathcal{R} \circ \mathcal{D}^{(n)}_{\epsilon} [\sigma_i^L] = \begin{cases} \sigma_0^L & \text{if } i = 0 \\ \left[ 1 - 15 \frac{2}{\gamma} \left( t - \frac{1 - e^{-\gamma t}}{\gamma} \right) \right] \sigma_i^L & \text{if } i = 1, 2, 3 \end{cases}$$

(57)

Thus the perturbative estimate for the ADR is $15 \frac{\epsilon^2}{\gamma}$, which is consistent with the numerical estimate one gets from the asymptote of the lower branch of Fig. 9.

We turn again to the average fidelity $F^R_t$ for a more thorough comparison. The average fidelity for the effective depolarizing channel is $\frac{1+\lambda(t)}{2}$, $\lambda(t)$ being the expression in square brackets in (57). This gives us the perturbative estimate of the fidelity loss, $(1 - F^R_t)_{\text{pert.}}$.

As a benchmark, we compute the fidelity loss numerically following the method described in the previous subsection, and label it $(1 - F^R_t)_{\text{num.}}$. We then compare the two and plot the relative error $\epsilon = (1 - F^R_t)_{\text{pert.}}/(1 - F^R_t)_{\text{num.}} - 1$ in Fig. 10. The relative error $\epsilon = (1 - F^R_t)_{\text{pert.}}/(1 - F^R_t)_{\text{exact}} - 1$ is fitted very accurately by $\epsilon = 7.9 \frac{\epsilon}{\gamma} (kt + 0.94)$ in the relevant parameter range. An accurate approximation is obtained if $\kappa/\gamma \ll 1$ and $kt \ll \gamma/\kappa$, in complete analogy to the 3-qubit case. In this case, though, the fit coefficients are substantially larger [compare Fig. 7 and Fig. 10].

VI. CONCLUSION

CTQEC can be interpreted both as a mathematical method for modeling discrete-time QEC and as a description of a suitably engineered dissipative process. It results in a competition between two different open-system Markovian dynamics, the noise and the error correction.

We analyzed perturbatively the limit of strong QEC (or weak errors). By examining the bare noisy evolution, we derived a criterion for the effectiveness of recovery operations. By considering the second-order contribution for this class of “effective” recovery operations, we gained insight into the real-time dynamics of the encoded qubit. We then compared these general predictions with some accurate results about the simplest instances of CTQEC, namely the continuous implementations of
the 3-qubit bit-flip code and the 5-qubit perfect code. The main features of the time evolution predicted by our perturbative argument and shown by the examples are a short transient in which QEC is ineffective, and a subsequent regime in which the decay rate for the encoded information is suppressed by a factor of $\kappa/\gamma$, $\gamma$ being the QEC rate and $\kappa$ being the error rate.

In order to be effective as quantum memories, such protocols require high QEC rates: $\gamma$ has to exceed $\kappa$ by several orders of magnitude. Remarkably, this is the very regime in which our perturbative approach becomes a reliable tool. We thus propose this method as an efficient way of predicting quantitative details of both traditional, discrete-time QEC codes in the fast-operation limit and more general dissipation-based error-correction protocols.

In particular, as CTQEC is a special instance of the coding schemes discussed in Ref. [9], this work provides a first indication of the dynamical properties of the envisioned protection protocols.
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Appendix A: Details on the perturbative expansion in the strong-QEC limit

In this appendix we show some technical details about the derivation of formula (25), which is the key result of the second-order perturbative calculation discussed in Sec. III B.

The first-order term in the Dyson series for $\exp\{t(\gamma L_{c.e.} + \eta L_n)\}$ is

$$\mathcal{D}_t^{(1)} \circ \mathcal{R} - \mathcal{R} \approx \eta \int_0^t dt_1 \mathcal{D}_{t-t_1}^{(0)} \circ L_n \circ \mathcal{R} . \quad (A1)$$

Since $\mathcal{D}_t^{(1)} = e^{-\gamma t} I + (1 - e^{-\gamma t}) R$, using the 1-effectiveness of $\mathcal{R}$ against $N_t$ we can replace $\mathcal{D}_{t-t_1}^{(0)}$ by the factor $e^{-\gamma (t-t_1)}$ and perform the integral, which yields

$$\mathcal{D}_t^{(0)} \circ \mathcal{R} - \mathcal{R} = \frac{\eta}{\gamma} (1 - e^{-\gamma t}) L_n \circ \mathcal{R} + O(\eta^2) . \quad (A2)$$

The second order term in the Dyson series is

$$\mathcal{D}_t^{(1)} \circ \mathcal{R} - \mathcal{R} = \text{(first order)} + \eta^2 \int_0^t dt_1 \int_0^{t_1} dt_2 \mathcal{D}_{t-t_1}^{(0)} \circ L_n \circ \mathcal{D}_{t_1-t_2}^{(0)} \circ L_n \circ \mathcal{R} ; \quad (A3)$$

again $\mathcal{D}_{t_1-t_2}^{(0)}$ can be replaced by $e^{-\gamma (t_1-t_2)}$ using the 1-effectiveness of $\mathcal{R}$, and the integral over $t_2$ yields $\frac{1}{\gamma} (1 - e^{-\gamma t_1})$. Therefore

$$\mathcal{D}_t^{(1)} \circ \mathcal{R} - \mathcal{R} = \left(\frac{\eta}{\gamma}\right)^2 (1 - e^{-\gamma t}) I \circ \mathcal{R}_n \circ \mathcal{R} . \quad (A4)$$

in order to avoid cancellation (the initial $\mathcal{R}$ means that we are focusing on logic states). The leading correction is thus

$$\mathcal{R} \circ \mathcal{D}_t^{(1)} \circ \mathcal{R} \approx \mathcal{R} + \eta^{k+1} \mathcal{R} \circ L_n \circ \int_0^t dt_1 \cdots \int_0^{t_k} dt_{k+1} \mathcal{D}_{t_1-t_2}^{(0)} \circ L_n \circ \cdots \circ \mathcal{D}_{t_{k+1}}^{(0)} \circ L_n \circ \mathcal{R} ; \quad (B1)$$

now, all instances of $\mathcal{D}_{t_{i-1}}^{(0)}$ can be replaced by $e$-
numbers \( e^{-\gamma(t_{k+1} - t_k)} \). We are thus left with
\[
\mathcal{R} \circ P_i^{(0)} \circ \mathcal{R} \approx \mathcal{R} + \eta^{k+1} \mathcal{R} \circ P_i^{k+1} \circ \mathcal{R}
\]
\[
\times \int_0^t dt_1 \cdots \int_0^{t_{k+1}} dt_{k+1} e^{-\gamma(t_{k+1} - t_k)}.
\]

(B2)

The integral over \( t_{k+1} \) maps \( e^{\gamma t_{k+1}} \) to \( \frac{i}{\gamma} (e^{\gamma t_k} - 1) \). Then the integral over \( t_k \) maps this to \( \frac{i}{\gamma} (e^{\gamma t_k} - 1 - \gamma(t_k-1)) \). It is easy to see that each iteration adds a factor of \( \frac{i}{\gamma} \) and subtracts a new term in the Taylor series expansion of the exponential. Therefore after \( k \) integrals we are left with
\[
\frac{i^k}{\gamma^k} \int_0^t dt e^{-\gamma t} (e^{\gamma t} - \sum_{|s|=\frac{k-1}{2}} (\gamma t)^{|s|} ) \cdot \frac{1}{\gamma}.
\]
Changing variable to \( y = \gamma t_i \) yields the result presented in Eq. (31).

Appendix C: Exact solution of the 3-qubit CTQEC

In this Appendix, we shall present some technical details on the exact solution of the CTQEC equations for the 3-qubit code.

Let us first of all introduce the following shorthand notation: given a code-state \( \rho(0) \), we define \( A = \rho(0) \) (no flips), \( B = \sum_{i=1}^3 X_i \rho(0) X_i \) (1 flip), \( C = \sum_{i=1}^3 X_i \bar{X} \rho(0) \bar{X} X_i \) (2 flips), \( D = \bar{X} \rho(0) \bar{X} \) (3 flips). The action of the total Lindbladian (37) on these operators is as follows:

\[
\begin{aligned}
\mathcal{L}(A) &= \kappa B/2 - 3\kappa A/2, \\
\mathcal{L}(B) &= (3\kappa/2 + 3\gamma) A - (3\kappa/2 + \gamma) B + \kappa C, \\
\mathcal{L}(C) &= (3\kappa/2 + 3\gamma) D - (3\kappa/2 + \gamma) C + \kappa B, \\
\mathcal{L}(D) &= \kappa C/2 - 3\kappa D/2.
\end{aligned}
\]  

(C1)

This proves that the ansatz (38) is correct: the subspace spanned by \( A, B, C \) and \( D \) is indeed invariant. The evolution equations for the coefficients \( a(t), b(t), c(t) \) and \( d(t) \) introduced in Eq. (38) read as follows:

\[
\begin{pmatrix}
\dot{a} \\
\dot{b} \\
\dot{c} \\
\dot{d}
\end{pmatrix} = \kappa
\begin{pmatrix}
-\frac{3}{2} & \frac{3}{2} + 3\gamma & 0 & 0 \\
\frac{1}{2} & -\frac{3}{2} - 3\kappa & 1 & 0 \\
0 & 1 & -\frac{3}{2} - 3\kappa & \frac{1}{2} \\
0 & 0 & \frac{3}{2} + 3\kappa & -\frac{3}{2}
\end{pmatrix}
\begin{pmatrix}
a \\
b \\
c \\
d
\end{pmatrix}.
\]

(C2)

The initial conditions for all code-states are \( a(0) = 1, b(0) = c(0) = d(0) = 0 \).

Eq. (C2) can be solved by expressing it in terms of the functions \( f_\pm(t) \equiv a(t) \pm b(t) \) and \( f_\mp(t) \equiv b(t) \pm c(t) \), which yields two decoupled systems. The result is the following:

\[
x(t) = x_0 + x_1 e^{-\frac{\gamma + 4\kappa - \gamma t}{2}} + x_2 e^{-\frac{\gamma + 4\kappa - \gamma t}{2}} + x_3 e^{-\gamma(2\kappa + t)}.
\]

(C3)

where \( \chi = \sqrt{(\gamma + 4\kappa)^2 - 12\kappa^2} \) and \( x \) stands for either \( a, b, c \) or \( d \). The coefficients \( \{x_i : x = a, b, c, d; i = 0, 1, 2, 3\} \) are given in Table II. It follows that

\[
\begin{array}{c|cccc}
& 0 & 1 & 2 & 3 \\
\hline
a & \kappa + 2\gamma & \chi + \gamma + \kappa & \chi - \gamma - \kappa & 3\kappa \\
\hline
b & \kappa & \kappa/4 & -\kappa/4 & -\kappa/4 \\
\hline
c & \kappa & \kappa/4 & -\kappa/4 & -\kappa/4 \\
\hline
d & \kappa + 2\gamma & \chi + \gamma + \kappa & \chi - \gamma - \kappa & 3\kappa \\
\end{array}
\]

Table II. Coefficients \( \{x_i\} \) that appear in Eq. (C3). We set \( \chi = \sqrt{\gamma^2 + 8\gamma\kappa + 4\kappa^2} \).

\[
\begin{align*}
F_{st}^F &= \frac{\kappa + 2\gamma}{3(\gamma + 2\kappa)} + \frac{\gamma + \kappa + \chi}{6\chi} e^{-\frac{\gamma + 4\kappa - \gamma x}{2}} + \\
&\quad \frac{\chi - \gamma - \kappa}{6\chi} e^{-\frac{\gamma + 4\kappa - \gamma x}{2}} + \frac{\kappa}{\gamma + 2\kappa} e^{-(\gamma + 2\kappa)x}, \quad (C4)
\end{align*}
\]

while

\[
\begin{align*}
F_{st}^B &= \frac{2}{3} + \frac{\gamma + 4\kappa + \chi}{6\chi} e^{-\frac{\gamma + 4\kappa - \gamma x}{2}} - \\
&\quad \frac{\gamma + 4\kappa - \chi}{6\chi} e^{-\frac{\gamma + 4\kappa - \gamma x}{2}}. \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \ quad The effective channel is thus diagonal in the basis of log-
| s | $U_s$ | $f(X.s)$ | s | $U_s$ | $f(X.s)$ |
|---|---|---|---|---|---|
| 0000 | I | 0 | 1000 | $X_2$ | 0 |
| 0001 | $X_1$ | 1 | 1001 | $Z_4$ | 1 |
| 0010 | $Z_3$ | 1 | 1010 | $Z_1$ | 1 |
| 0011 | $X_3$ | 1 | 1011 | $Y_1$ | 1 |
| 0100 | $Z_5$ | 1 | 1100 | $X_3$ | 0 |
| 0101 | $Z_2$ | 1 | 1101 | $Y_2$ | 1 |
| 0110 | $X_4$ | 1 | 1110 | $Y_3$ | 1 |
| 0111 | $Y_5$ | 1 | 1111 | $Y_4$ | 1 |

TABLE III. Correcting unitaries $U_s$ and the function $f(X.s)$ defined in Appendix D for the 5-qubit code.

This sum can be evaluated analytically for $\sigma = I$: since $f(I.s) = 0 \forall s$, we simply have $S(I) = 0$. All the other choices of $\sigma$ are equivalent, being related by a permutation of the syndrome indeces $s$. The evaluation yields $S(X) = 240$, so that plugging in the noise strength $\eta = \frac{t}{8}$ we get a three-fold degenerate eigenvalue of $-15\frac{t^2}{8}$, relative to the $\{\sigma^x, \sigma^y, \sigma^z\}$ subspace, and a 0 eigenvalue relative to $\sigma^2$. This leads to the expression given in Eq. (57).
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