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Abstract
Often quantum systems are not isolated and interactions with their environments must be taken into account. In such open quantum systems these environmental interactions can lead to decoherence and dissipation, which have a marked influence on the properties of the quantum system. In many instances the environment is well-approximated by classical mechanics, so that one is led to consider the dynamics of open quantum-classical systems. Since a full quantum dynamical description of large many-body systems is not currently feasible, mixed quantum-classical methods can provide accurate and computationally tractable ways to follow the dynamics of both the system and its environment. This review focuses on quantum-classical Liouville dynamics, one of several quantum-classical descriptions, and discusses the problems that arise when one attempts to combine quantum and classical mechanics, coherence and decoherence in quantum-classical systems, nonadiabatic dynamics, surface-hopping and mean-field theories and their relation to quantum-classical Liouville dynamics, as well as methods for simulating the dynamics.
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1. Introduction
It is difficult to follow the dynamics of quantum processes that occur in large and complex systems. Yet, often the quantum phenomena we wish to understand and study take place in such systems. Both naturally-occurring and man-made systems provide examples: excitation energy transfer from light harvesting antenna molecules to the reaction center in photosynthetic bacteria and plants, electronic energy transfer processes in the semiconductor materials used in solar cells, proton transfer processes in some molecular machines that operate in the cell and the interactions of the qbits in quantum computers with their environment. Although the systems in which these processes take place are complicated and large, it is often the properties that pertain to only a small part of the entire system that are of interest; for example, the electrons or protons that are transferred in a biomolecule. This subsystem of the entire system can then be viewed as an open quantum system that interacts with its environment. In open quantum systems the dynamics of the environment can influence the behavior of the quantum subsystem in significant ways. In particular, it can lead to decoherence and dissipation which can play central roles in the rates and mechanisms of physical processes. This partition of the entire system into two parts has motivated the standard system-bath picture where one of these subsystems (henceforth called the subsystem) is of primary interest while the remainder of the degrees of freedom constitute the environment or bath.

Most system-bath descriptions focus on the dynamics of the subsystem density matrix, which is obtained by tracing over the bath degrees of freedom: $\hat{\rho}_s = \text{Tr}_b \hat{\rho}$. If such a program were carried out fully an exact equation of motion for $\hat{\rho}_s$ could
be derived and no information about the bath would be lost in this process. Of course, for problems of most interest where the bath is very large with complicated interactions this is not feasible and would defeat the motivation behind the system-bath partition. Consequently, the influence of the bath on the dynamics of the subsystem is embodied in dissipative and other coupling terms in the subsystem evolution equation.

There are many instances where more detailed information about the bath dynamics and its coupling to the subsystem is important. Examples are provided by proton and electron transfer processes in condensed phases or biological systems. As a specific example, consider the proton transfer reaction in a phenol-amine complex, PhO-H-NR₃⁺, when the complex is solvated by polar molecules (see figure 1). The proton transfer events are strongly correlated with local solvent collective polarization changes. Subtle changes in the orientations of neighboring solvent molecules can induce proton transfers within the complex, which, in turn, influence the polarization of the solvent. The treatment of the dynamics in such cases requires detailed information about the dynamics of the environment and its coupling to the quantum process. It is difficult to capture such subtle effects without fully accounting for dynamics of individual solvent molecules in the bath.

When investigating the dynamics of a quantum system it is often useful and appropriate to take into account the characteristics of the different degrees of freedom that comprise the system. The fact that electronic and nuclear motions occur on very different time scales, as a result of the disparity in their masses, forms the basis for the Born–Oppenheimer approximation where the quantum-configuration-dependent electronic energy is used as the potential energy for the evolution of the nuclear degrees of freedom. This distinction between electronic and nuclear degrees of freedom is an example of the more general partition of a quantum system into subsystems with different characteristics.

Since the scale separation in the Born–Oppenheimer approximation is approximate, it can break down and its breakdown leads to coupling among many electronic energy surfaces. When this occurs, the evolution is no longer described by adiabatic dynamics on a single potential energy surface and nonadiabatic effects become important. Nonadiabatic dynamics plays an essential role in the description of many physical phenomena, such as photochemical processes where transitions among various electronic states occur as a result of avoided crossings of adiabatic states or conical intersections between potential energy surfaces.

In the examples presented above the molecules comprising the bath are often much more massive than those in the subsystem \( (M \gg m) \). This fact motivates the construction of a quantum-classical description where the bath, in the absence of interactions with the quantum subsystem, is described by classical mechanics. Mixed quantum-classical methods provide a means to investigate quantum dynamics in large complex systems, since fully quantum treatments of the dynamics of such systems are not feasible. The study of such open quantum-classical systems is the main topic of this review. Since quantum and classical mechanics do not easily mix, one must consider the properties of schemes that combine these two types of mechanics. One such scheme, quantum-classical Liouville dynamics, will be discussed in detail and its features will be compared to other quantum-classical and full quantum methods.

2. Open quantum systems

Since the quantum systems we study are rarely isolated and interact with the environments within which they reside, the investigation of the dynamics of such open quantum systems is a worthy endeavor. The full description of the time evolution of a composite quantum system comprising a subsystem and bath is given by the quantum Liouville equation,

\[
\frac{\partial}{\partial t} \hat{\rho}(t) = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}(t)],
\]

where \( \hat{\rho}(t) \) is the density matrix at time \( t \), \( \hat{H} \) is the total Hamiltonian and the square brackets denote the commutator. Introducing some of the notation that will be used in this paper, we denote by \( \hat{q} = [\hat{q}_i] \), \( i = 1, ..., n \) the coordinate operators for the \( n \) subsystem degrees of freedom with mass \( m \), while the remaining \( N \) bath degrees of freedom with mass \( M \) have coordinate operators \( \hat{Q} = [\hat{Q}_i] \), \( i = 1, ..., N \). (The formalism is easily generalized to situations where the masses \( m \) and \( M \) depend on the particle index.) The total Hamiltonian takes the form

\[
\hat{H} = \frac{\hat{P}^2}{2M} + \frac{\hat{P}^2}{2m} + \hat{V}(\hat{q}, \hat{Q}),
\]

where the momentum operators for the subsystem and bath are \( \hat{P} \) and \( \hat{P} \), respectively. It is convenient to write the potential energy operator, \( \hat{V}(\hat{q}, \hat{Q}) \) as a sum of subsystem, bath and coupling contributions: \( \hat{V}(\hat{q}, \hat{Q}) = \hat{V}_s(\hat{q}) + \hat{V}_b(\hat{Q}) + \hat{V}_c(\hat{q}, \hat{Q}) \).

In this case the Hamiltonian operator can be written as a sum of contributions,

\[
\hat{H} = \hat{H}_s + \hat{H}_b + \hat{V}_c,
\]

where \( \hat{H}_s = \frac{\hat{P}^2}{2m} + \hat{V}_s(\hat{q}) \) is the quantum subsystem Hamiltonian, \( \hat{H}_b = \frac{\hat{P}^2}{2M} + \hat{V}_b(\hat{Q}) \) is the quantum bath Hamiltonian and \( \hat{V}_c \) is the coupling between these two subsystems.

Figure 1. Schematic representation showing the local solvent structure around the phenol-triethylamine complex. The covalent form PhO-H···NR₃ of the phenol-amine complex (left) is unfavorably solvated by the polar solvent molecules. This induces a proton transfer giving rise to the ionic form PhO⁻···H-NR₃⁺ (right). Subsequent solvent dynamics can lead to solvent polarization that favors the covalent form and the reverse proton transfer.

In the examples presented above the molecules comprising the bath are often much more massive than those in the subsystem \((M \gg m)\). This fact motivates the construction of a quantum-classical description where the bath, in the absence of interactions with the quantum subsystem, is described by classical mechanics. Mixed quantum-classical methods provide a means to investigate quantum dynamics in large complex systems, since fully quantum treatments of the dynamics of such systems are not feasible. The study of such open quantum-classical systems is the main topic of this review. Since quantum and classical mechanics do not easily mix, one must consider the properties of schemes that combine these two types of mechanics. One such scheme, quantum-classical Liouville dynamics, will be discussed in detail and its features will be compared to other quantum-classical and full quantum methods.

2. Open quantum systems

Since the quantum systems we study are rarely isolated and interact with the environments within which they reside, the investigation of the dynamics of such open quantum systems is a worthy endeavor. The full description of the time evolution of a composite quantum system comprising a subsystem and bath is given by the quantum Liouville equation,

\[
\frac{\partial}{\partial t} \hat{\rho}(t) = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}(t)],
\]

where \( \hat{\rho}(t) \) is the density matrix at time \( t \), \( \hat{H} \) is the total Hamiltonian and the square brackets denote the commutator. Introducing some of the notation that will be used in this paper, we denote by \( \hat{q} = [\hat{q}_i] \), \( i = 1, ..., n \) the coordinate operators for the \( n \) subsystem degrees of freedom with mass \( m \), while the remaining \( N \) bath degrees of freedom with mass \( M \) have coordinate operators \( \hat{Q} = [\hat{Q}_i] \), \( i = 1, ..., N \). (The formalism is easily generalized to situations where the masses \( m \) and \( M \) depend on the particle index.) The total Hamiltonian takes the form

\[
\hat{H} = \frac{\hat{P}^2}{2M} + \frac{\hat{P}^2}{2m} + \hat{V}(\hat{q}, \hat{Q}),
\]

where the momentum operators for the subsystem and bath are \( \hat{P} \) and \( \hat{P} \), respectively. It is convenient to write the potential energy operator, \( \hat{V}(\hat{q}, \hat{Q}) \) as a sum of subsystem, bath and coupling contributions: \( \hat{V}(\hat{q}, \hat{Q}) = \hat{V}_s(\hat{q}) + \hat{V}_b(\hat{Q}) + \hat{V}_c(\hat{q}, \hat{Q}) \).

In this case the Hamiltonian operator can be written as a sum of contributions,

\[
\hat{H} = \hat{H}_s + \hat{H}_b + \hat{V}_c,
\]

where \( \hat{H}_s = \frac{\hat{P}^2}{2m} + \hat{V}_s(\hat{q}) \) is the quantum subsystem Hamiltonian, \( \hat{H}_b = \frac{\hat{P}^2}{2M} + \hat{V}_b(\hat{Q}) \) is the quantum bath Hamiltonian and \( \hat{V}_c \) is the coupling between these two subsystems.
Most often in considering the dynamics of such open quantum systems one traces over the bath since it is the dynamics of the subsystem that is of interest. As noted in the Introduction, a considerable research effort has been devoted to the construction of equations of motion for the reduced density matrix, $\hat{\rho}_s(t) = Tr_b \hat{\rho}(t)$. The Redfield equation [1] describes the dynamics of a subsystem weakly coupled to a bath with suitably fast bath relaxation time scales, since a Born–Markov approximation is made in its derivation. In a basis of eigenstates of $\hat{h}_s$, $\hat{h}_s | \lambda \rangle = \epsilon_\lambda | \lambda \rangle$, it has the form,

$$\frac{\partial}{\partial t} \hat{\rho}_s^{\lambda\lambda'}(t) = -i \omega_{\lambda\lambda'} \hat{\rho}_s^{\lambda\lambda'}(t) + R_{\lambda\lambda';\nu\nu'} \hat{\rho}_s^{\nu\nu'}(t),$$

(4)

where the summation convention has been used. This convention will be used throughout the paper when confusion is unlikely. Here $\omega_{\lambda\lambda'} = (\epsilon_\lambda - \epsilon_{\lambda'})/\hbar$, while the second term on the right accounts for dissipative effects due to the bath. Remaining within the Born–Markov approximation, the general form of the equation of motion for a reduced density matrix that guarantees its positivity is given by the Lindblad equation [2],

$$\frac{\partial}{\partial t} \hat{\rho}_s(t) = -i [\hat{h}_s, \hat{\rho}_s(t)] + \frac{1}{2} \sum_j \left( [\hat{L}_j, \hat{\rho}_s(t)], \hat{L}_j^\dagger \right) + [\hat{L}_j^\dagger, \hat{\rho}_s(t)] \hat{L}_j^\dagger \right),$$

(5)

where the $\hat{L}_j$ are operators that account for interactions with the bath. In addition to these equations, a number of other expressions for the evolution of the reduced density matrix have been derived. These include various master equations and generalized quantum master equations. There is a large literature dealing with open quantum systems, which is described and surveyed in books on this topic [3–5]. In such reduced descriptions information about the bath is contained in parameters that enter in the operators that describe the coupling between the subsystem and bath. Also, quantum-classical versions of the Redfield [6] and Lindblad [7] equations have been derived.

There are many applications, such as those mentioned in the Introduction, where a more detailed treatment of the bath dynamics and its interactions with the subsystem is required, even though one’s primary interest is in the dynamics of the subsystem. If, as we suppose here, the systems we wish to study are large and may involve complex molecular constituents, a full quantum mechanical treatment is beyond the scope of existing computational power and algorithms. Currently, the only viable way to simulate the dynamics of such systems is by using mixed quantum-classical schemes. Quantum-classical methods in a variety of forms and derived in a variety of ways have been used to simulate the dynamics [8–12]. Mean field and surface-hopping methods are widely employed and will be discussed in some detail below. Mixed quantum-classical dynamics [13] based the on the exact time-dependent potential energy surfaces derived from the exact decomposition of electronic and nuclear motions [14] has been constructed. In addition, semiclassical path integral formulations of quantum mechanics [15–19] and ring polymer dynamics methods [20] have been developed to approximate the dynamics of open quantum systems.

In the next section the specific version of mixed quantum-classical dynamics that is the subject of this review, quantum-classical Liouville dynamics, will be described. The passage from quantum to classical dynamics is itself a difficult problem with an extensive literature and decoherence is often invoked to effect this passage [21,22]. Considerations based on decoherence can also be used motivate the use of mixed quantum-classical descriptions [23]. Mean-field and surface-hopping methods suffer from difficulties related to the treatment of coherence and decoherence and these methods will be discussed in the context of the quantum-classical Liouville equation, which is derived and discussed in the next two sections. Some applications of the theory to specific systems will be presented in order to test the accuracy of this equation description and the algorithms used to simulate its dynamics.

### 3. Quantum-classical Liouville dynamics

The first step in constructing a quantum-classical Liouville description is to introduce a phase space representation of the bath degrees of freedom in preparation for the passage to the classical bath limit. This is conveniently done by introducing a partial Wigner transform [24] over the bath degrees of freedom defined by

$$\hat{\rho}_W(U, P) = \frac{1}{(2\pi\hbar)^N} \int dZ e^{iUZ/\hbar} \left( R - \frac{Z}{2} | R + \frac{Z}{2} \right),$$

(6)

with an analogous expression for the partial Wigner transform of an operator $\hat{A}_W(U, P)$ in which the prefactor $(2\pi\hbar)^{-N}$ is absent. We let $X = (U, P)$ to simplify the notation. The quantum Liouville equation then takes the form,

$$\frac{\partial}{\partial t} \hat{\rho}_W(X, t) = -i \left( \hat{H}_W e^{i\Delta H/\hbar} \hat{\rho}_W(t) - \hat{\rho}_W(t) e^{i\Delta H/\hbar} \hat{H}_W \right).$$

(7)

To obtain this equation the formula for the Wigner transform of a product of operators [25],

$$\langle \hat{A} \hat{B} \rangle_W(X) = \hat{A}_W(X) e^{i\Delta H/\hbar} \hat{B}_W(X),$$

(8)

was used. Here the operator $\Delta = \nabla_X \cdot \nabla_U - \nabla_U \cdot \nabla_X$, where the arrows denote the directions in which the derivatives act, is the negative of the Poisson bracket operator,

$$\hat{A}_W \Lambda \hat{B}_W = - \left( \nabla_U \hat{A}_W \cdot \nabla_U \hat{B}_W - \nabla_P \hat{A}_W \cdot \nabla_P \hat{B}_W \right) \equiv - [\hat{A}_W, \hat{B}_W]$$

(9)

The partial Wigner transform of the total Hamiltonian is,

$$\hat{H}_W(X) = \frac{P^2}{2M} + \frac{\hat{q}^2}{2m} + \hat{V}(\hat{q}, R) \equiv \frac{P^2}{2M} + \hbar \hat{q}(\hat{q}, R).$$

(10)

We have dropped the subscript $W$ on the potential energy operator to simplify the notation; when the argument contains $R$ the partial Wigner transform is implied.
3.1. Derivation of the QCLE

The quantum-classical Liouville equation (QCLE) can be derived by formally expanding the exponential operators on the right side of equation (7) to $\mathcal{O}(\hbar)$ [26, 27]. The truncation of the series expansion can be justified for systems where the masses of particles in the environment are much greater than those of the subsystem, $M \gg m$ [28]. Scaling similar to that in the microscopic derivation of the Langevin equation for Brownian motion from the classical Liouville equation [29] can be used for this purpose and we may write the equations in terms of the reduced bath momenta, $P = \mu P$ where $\mu = (m/M)^{1/2}$. In this variable the kinetic energies of the light and heavy particle systems are comparable so that $P$ is of order $M^{1/2}$. To see this more explicitly we introduce scaled units where energy is expressed in the unit $\epsilon_0$, time in $t_0 = \hbar/\epsilon_0$ and length in units of $\lambda_m = (\hbar^2/m\epsilon_0)^{1/2}$. Using these length and time units, the scaling factor for the momentum is $p_m = (m\lambda_m/t_0) = (m\epsilon_0)^{1/2}$. Thus, in terms of the scaled variables $R = R/\lambda_m$ and $P' = \hat{P}/p_m$ we have

$$\hat{e}^{\hat{A}/2} = e^\mu A/2 + O(\mu^2),$$

where the prime on $A$ indicates that it is expressed in the primed variables. Note that for a system characterized by a temperature $T$ the small parameter $\mu$ can be written as the ratio of the thermal de Broglie wavelengths $\lambda_M = (\hbar^2/Mk_BT)^{1/2}$ and $\lambda_m = (\hbar^2/mk_BT)^{1/2}$ of the heavy bath and light subsystem particles, respectively, $\lambda_M/\lambda_m = \mu$ and truncation of the dynamics to terms of $\mathcal{O}(\mu)$ effectively averages out the quantum bath oscillations on the longer quantum length scale of the light subsystem.

Inserting the expression for the exponential Poisson bracket operator, valid to $\mathcal{O}(\mu)$, into the scaled version of equation (7) and returning to unscaled variables we obtain the quantum-classical Liouville equation [28],

$$\frac{d}{dt} \hat{\rho}_W(X, t) = -i \hat{\mathcal{L}} \hat{\rho}_W(t) = -\frac{i}{\hbar} \hat{H}_W, \hat{\rho}_W(t)$$

$$+ \frac{1}{2} \left( \left\{ \hat{H}_W, \hat{\rho}_W(t) \right\} - \{ \hat{\rho}_W(t), \hat{H}_W \} \right).$$

Additional discussion of this equation can be found in the literature [11, 26–28, 30–36]. Comparison of the second and third equalities in this equation defines the QCL operator $i\hat{\mathcal{L}}$ and given this definition the formal solution of the QCLE is

$$\hat{\rho}_W(X, t) = e^{-i\hat{\mathcal{L}}t} \hat{\rho}_W(X),$$

where we let $\hat{\rho}_W(X) = \hat{\rho}_W(X, 0)$ here and in the following to simplify the notation. The QCLE (12) may also be written in the form [37],

$$\frac{d}{dt} \hat{\rho}_W(X, t) = -\frac{i}{\hbar} \left( \hat{\mathcal{H}}_W \hat{\rho}_W(t) - \hat{\rho}_W(t) \hat{\mathcal{H}}_W \right),$$

which resembles the quantum Liouville equation but the quantum Hamiltonian operator is replaced by the forward and backward operators,

$$\hat{\mathcal{H}}_W = \hat{H}_W \left( 1 + \frac{\hbar \Lambda}{2i} \right), \quad \hat{\mathcal{H}}_W = \left( 1 + \frac{\hbar \Lambda}{2i} \right) \hat{H}_W.$$
variables, the density matrix element is
\[
\left(\hat{R} + \frac{Z}{2}\right)|\hat{\rho}(t + \Delta t)|\hat{R} - \frac{Z}{2}\right) = \int d\hat{R}_0 d\hat{P}_0 d\hat{Z}_0 d\hat{P}_0 e^{\hat{\mu}(\hat{Z} - \hat{Z}_0)}
\]
\[
\times e^{-i\hat{P}_0(\hat{R} - \hat{R}_0)} e^{-\frac{i}{\hbar} \hat{h} \hat{P}_0 \Delta t} e^{-\frac{i}{\hbar} \hat{h}(\hat{R}_0 + \hat{Z}_0/2) \Delta t}
\times \left(\hat{R}_0 + \frac{Z_0}{2}|\hat{\rho}(t)|\hat{R}_0 - \frac{Z_0}{2}\right) e^{\hat{\mu}(\hat{Z}_0 - \hat{Z}_0/2) \Delta t}.
\]
We may now make use of the definition of the partial Wigner transform (see equation (6)) in the expression for the matrix element of the density operator in equation (22) to derive an equation of motion for \(\hat{\rho}_W(\hat{R}, \hat{P}, t)\). To do this we first expand the exponentials that depend on \(\Delta t\) to first order in this parameter; e.g., \(e^{-\frac{i}{\hbar} \hat{h} \hat{P}_0 \Delta t} \approx 1 - \frac{i}{\hbar} \hat{h} \Delta t \hat{P}_0 \Delta t\). We may then use this expansion to compute the finite difference expression ((\(\hat{R} + \frac{Z}{2}\hat{\rho}(t + \Delta t)|\hat{R} - \frac{Z}{2}\)).

We obtain the QCLE in equation (12).

The potential energy operator, \(\hat{V}(\hat{q}, \hat{R}_0, \hat{R})\) for the quantum subsystem and directly coupled degrees of freedom, the potential energy of the outer bath \(\hat{V}_0\), and the coupling between the two bath subsystems, \(\hat{V}_{00}\).

An evolution equation for the reduced density matrix of the quantum subsystem and directly coupled \(X_0\) degrees of freedom,

\[
\hat{\rho}_W(\hat{X}_0, t) = \int d\hat{X}_a \hat{\rho}_W(\hat{X}_0, \hat{X}_a, t).
\]

For a system of this type the partially Wigner transformed total Hamiltonian of the system is,

\[
\hat{H}_W(X) = \frac{p_a^2}{2M} + \frac{p_0^2}{2M} + \hat{\rho}^2 + \hat{\nu}(\hat{q}, \hat{R}_0, \hat{R}_a)
\]

\[
\equiv \frac{p_a^2}{2M} + \frac{p_0^2}{2M} + \hat{h}(\hat{R}) + \hat{V}(\hat{q}, \hat{R}_0, \hat{R}_a).
\]

The potential energy operator, \(\hat{V}(\hat{q}, \hat{R}_0, \hat{R})\) for the quantum subsystem and directly coupled degrees of freedom, the potential energy of the outer bath \(\hat{V}_0\), and the coupling between the two bath subsystems, \(\hat{V}_{00}\).

An evolution equation for the reduced density matrix of the quantum subsystem and directly coupled \(X_0\) degrees of freedom,

\[
\hat{\rho}_W(\hat{X}_0, t) = \int d\hat{X}_a \hat{\rho}_W(\hat{X}_0, \hat{X}_a, t),
\]

The result of this calculation is a dissipative QCLE, which takes the form [39],

\[
\frac{\partial}{\partial t} \hat{\rho}_W(\hat{X}_0, \hat{X}_a, t) = -i\hat{L} \hat{\rho}_W(\hat{X}_0, \hat{X}_a, t) - \frac{\partial}{\partial P_0} \hat{\rho}_W(\hat{X}_0, \hat{X}_a, t)
\]

\[
+ \zeta(\hat{R}_0) \frac{\partial}{\partial P_0} \left(\frac{P_0}{M} + k_B T \frac{\partial}{\partial P_0}\right) \hat{\rho}_W(\hat{X}_0, \hat{X}_a, t),
\]

where \(i\hat{L}\) is the QCL operator introduced earlier but now only for the quantum subsystem and \(X_0\) bath degrees of freedom. The effects of the less relevant \(X_a\) bath degrees of freedom are accounted for by the mean force \(\mathcal{F}\) defined by \(\mathcal{F}(\hat{R}_0) = -\langle \partial \hat{V}_{00}/\partial \hat{R}_0 \rangle_0 \equiv (\hat{F}_{00})_0\), where the average is over a canonical equilibrium distribution involving the Hamiltonian \(H_0 = p_0^2/2M + \hat{V}_0(R_0) + \hat{V}_{00}(R_0, R_a)\). The Fokker–Planck like operator in equation (26) depends on the fixed particle friction tensor, \(\zeta(\hat{R}_0)\), defined by

\[
\zeta(\hat{R}_0) = \int_0^\infty dt \langle \delta F_{00}(t) \delta F_{00}(0) / k_B T \rangle
\]

where \(\delta F_{00} = F_{00} - \mathcal{F}\) and its time evolution is given by the classical dynamics of the \(X_a\) degrees of freedom in the field of the fixed \(R_0\) coordinates. The quantum-classical limit of the multi-state Fokker–Planck equation introduced by Tanimura and Mukamel [42] is similar to the dissipative QCLE (26) when expressed in the subsystem basis.

4. Some properties of the QCLE

The QCLE specifies the time evolution the density matrix of the entire system comprising the subsystem and bath and conserves the energy of the system. If the coupling potential \(\hat{V}_c(\hat{q}, \hat{R})\) in the Hamiltonian is zero, the density matrix factors into a product of subsystem and bath density matrices, \(\hat{\rho}(X, t) = \hat{\rho}_s(t) \hat{\rho}_b(X, t)\). In this limit the subsystem density matrix satisfies the quantum Liouville equation,

\[
\frac{\partial}{\partial t} \hat{\rho}_s(t) = -i\hbar \left[\hat{H}_s, \hat{\rho}_s(t)\right].
\]
and bath phase space density satisfies the classical Liouville equation,
\[
\frac{\partial}{\partial t} \rho_b(X, t) = \{H_b(X), \rho_b(X, t)\}.
\] (29)

While the bath evolves by classical mechanics when it is not coupled to the quantum subsystem, its evolution is no longer classical when coupling is present. As we shall see in more detail below, not only does the bath serve to account for the effects of decoherence and dissipation in the subsystem, it is also responsible for the creation of coherence. Conversely, the subsystem can interact with the bath to modify its dynamics. This leads to a very complicated evolution, but one which incorporates many of the features that are essential for the description of physical systems.

Often, when considering the dynamics of a quantum system coupled to a bath, the bath is modeled by a collection of harmonic oscillators which are bilinearly coupled to the quantum subsystem. In this case we may write the coupling potential as \( V(X, R) = \tilde{C}(\hat{q}) \cdot R \). The partially Wigner transformed Hamiltonian then takes the form,
\[
\hat{H}_W(X) = \frac{\hat{p}_b^2}{2m} + \hat{V}(\hat{q}) + \frac{\lambda^2}{2M} + V_b(X) + \tilde{C}(\hat{q}) \cdot R
\equiv \hat{h}_b + H_b(X) + \tilde{C}(\hat{q}) \cdot R
\] (30)
where \( H_b \) is the harmonic oscillator bath Hamiltonian. When the Hamiltonian has this form one may show easily that \( \langle \hat{H}_W \Lambda^2 \hat{\rho}_W(t) - \hat{\rho}_W(t) \Lambda^2 \hat{H}_W \rangle = 0 \). Consequently, when the exponential Poisson bracket operators in equation (7) are expanded in a power series, the series truncates at linear order and we obtain the QCLE in the form given in equation (14); thus, the QCLE is exact for general quantum subsystems which are bilinearly coupled to harmonic baths. For more general Hamiltonian operators the series does not truncate and QCL dynamics is an approximation to full quantum dynamics.

Quantum and classical mechanics do not like to mix. The coupling between the smooth classical phase space evolution of the bath and the quantum subsystem dynamics with quantum fluctuations on small scales presents challenges for any quantum-classical description. The QCLE, being an approximation to full quantum dynamics, is not without defects. One of its features that requires consideration is its lack of a Lie algebraic structure. The quantum commutator bracket \((i/\hbar)[\hat{A}, \hat{B}]\) and Poisson bracket \(\{A, B\}\) for quantum and classical mechanics, respectively, are bilinear, skew symmetric and satisfy the Jacobi identity, so that these brackets have Lie algebraic structures. The quantum-classical bracket, \(\{A_w, \hat{B}_w\}_{QCL} = (i/\hbar)[\hat{A}_w, \hat{B}_w] - \{\hat{A}_w, \hat{B}_w\} - \{\hat{B}_w, \hat{A}_w\}/2\), which is the combination of the commutator and the Poisson bracket terms does not have such a Lie algebraic structure. While this bracket is bilinear and skew symmetric, it does not exactly satisfy the Jacobi identity. Instead, the Jacobi identity is satisfied only to order \(\hbar\) (or \(\mu\) if scaled variables are considered): \(\{\hat{A}_w, (\hat{B}_w, \hat{C}_w)\} + (\{\hat{C}_w, (\hat{A}_w, \hat{B}_w)\} + (\hat{B}_w, (\hat{C}_w, \hat{A}_w)) = O(\hbar)\). The lack of a Lie algebraic structure, its implications for the dynamics and the construction of the statistical mechanics of quantum-classical systems were discussed earlier [37, 43] where full details may be found. For example, the standard linear response derivations of quantum transport properties have to be modified and in quantum-classical dynamics the evolution of a product of operators is not the product of the evolved operators; this is true only to order \(\mu\). These features are not unique to QCL dynamics and almost all mixed quantum-classical methods used in simulations suffer from such defects, although they are rarely discussed. Mixed quantum-classical dynamics and its algebraic structure continue to attract the attention of researchers [44–52].

One way to bypass some of the difficulties in the formulation of the statistical mechanics of quantum-classical systems that are associated with a lack of a Lie algebraic structure is to derive expressions for average values and transport property using full quantum statistical mechanics. Then, starting with these exact quantum expressions, one may approximate the quantum dynamics by quantum-classical dynamics [53–56]. In this framework the expectation value of an observable \(\hat{B}_w(X)\) is given by,
\[
B(t) = \text{Tr}_W \int dX \hat{B}_w(X, t) \hat{\rho}_w(X),
\] (31)
where \(\hat{\rho}_w(X)\) is the partial Wigner transform of the initial quantum density operator and the evolution of \(\hat{B}_w(X, t)\) is given by the QCLE. Similarly, the expressions for transport coefficients involve time integrals of correlation functions \(C_{\hat{A} \hat{B}}(t)\) of the form,
\[
C_{\hat{A} \hat{B}}(t) = \frac{1}{Z_Q} \int dX \left[ (e^{-\beta \hat{H}_w})_w(X) \hat{B}_w(X, t) \right],
\] (32)
where \((e^{-\beta \hat{H}_w})_w(X)\) is the partial Wigner transform of the product of the quantum canonical density operator and the operator \(\hat{A}\) and the time evolution of \(\hat{B}_w(X, t)\) is again given by the QCLE. Such formulations preserve the full quantum equilibrium structure which, while difficult to compute, is computationally much more tractable than full quantum dynamics [57, 58]. The importance of quantum versus classical equilibrium sampling on reactive-flux correlation functions, whose time integrals are reaction rate coefficients, has been investigated in the context of quantum-classical Liouville dynamics [55]. In this review we shall focus on dynamics but, when applications are considered, the above equations that contain the quantum initial or equilibrium density matrices will be used.

5. Surface hopping, coherence and decoherence

Surface hopping methods are commonly used to simulate the nonadiabatic dynamics of quantum-classical systems. In such schemes the bath phase space variables follow Newtonian trajectories on single adiabatic surfaces. Nonadiabatic effects are taken into account by hops between different adiabatic surfaces that are governed by probabilistic rules.

One of the most widely used schemes is Tully’s fewest-switches surface hopping [9, 59, 60]. In this method one assumes that the electronic wave function \(|\psi(R(t), t)\rangle\) depends on the time-dependent nuclear positions \(R(t)\), whose
evolution is governed by a stochastic algorithm. More specifically, choosing to work in a basis of the instantaneous adiabatic eigenfunctions of the Hamiltonian $\hat{H}(R(t))$, $\hat{H}(R(t))|\alpha; R(t)\rangle = E_{\alpha}(R(t))|\alpha; R(t)\rangle$, we may expand the wave function as $|\psi(R(t), t)\rangle = \sum_{\alpha} c_{\alpha}(t)|\alpha; R(t)\rangle$. An expression for the time evolution of the subsystem density matrix $\rho_{\alpha}(t) = |\psi(R(t), t)\rangle\langle\psi(R(t), t)|$ can be obtained by substitution into the Schrödinger equation. The equations of motion for its matrix elements, $\rho_{\alpha\beta}(t) = c_{\alpha}(t)c^{\dagger}_{\beta}(t)$ are given by,

$$\frac{d\rho_{\alpha\beta}(t)}{dt} = -i\omega_{\alpha\beta}(R(t))\rho_{\alpha\beta}(t) - \frac{P(t)}{M}\cdot d_{\alpha\beta}(R(t))\rho_{\alpha\beta}(t) - \frac{P(t)}{M}\cdot d_{\alpha\beta}^{\ast}(R(t))\rho_{\alpha\beta}^{\ast}(t).$$

(33)

In this equation $d_{\alpha\beta}$ is the nonadiabatic coupling matrix element, $d_{\alpha\beta} = \langle\alpha; R|\frac{\partial}{\partial R}|\beta; R\rangle$. From this expression the rate of change of the population in state $\alpha$ may be written as

$$\dot{\rho}_{\alpha\alpha} = -\frac{2P}{M}\cdot \Re(d_{\alpha\beta}\rho_{\beta\alpha}^{\ast}).$$

(34)

where, for simplicity, we have suppressed the time dependence in the variables and $\Re$ stands for the real part. This rate has contributions from transitions to and from all other states $\alpha''$. Consider a single specific state $\beta$. Then transitions into $\alpha$ from $\beta$ and out of $\alpha$ to $\beta$ will determine the rate of change of the $\alpha$ population due to transitions involving this $\beta$ state. In fewest-switches surface hopping the transitions $\beta \rightarrow \alpha$ are dropped and the transition rate for $\alpha \rightarrow \beta$, $r_{\alpha \rightarrow \beta}$, is adjusted to give the correct weighting of populations:

$$r_{\alpha \rightarrow \beta} = \frac{2P}{M}\cdot \frac{\Re(d_{\alpha\beta}\rho_{\beta\alpha}^{\ast})}{\rho_{\alpha\alpha}^{\ast}}.$$

(35)

This transition rate is used to construct surface-hopping trajectories that specify the evolution of the phase space variables $R(t)$, $P(t)$ as follows: When the system is in state $\alpha$, the coordinates evolve by Newtonian trajectories on the $\alpha$ adiabatic surface. Transitions to other states $\beta$ occur with probabilities per unit time, $p_{\alpha \rightarrow \beta} = r_{\alpha \rightarrow \beta}\Theta(r_{\alpha \rightarrow \beta})$. Since the rates may take negative values, the Heaviside function $\Theta(x)$ sets the probability zero for negative values of the rate. If the transition to state $\beta$ occurs, the momentum function of the system is adjusted to conserve energy and the system then propagates on the $\beta$ adiabatic surface. The momentum adjustment is taken to occur along the direction of the nonadiabatic coupling vector and is given by $P \rightarrow P + \Delta P_{FS}^{\beta\alpha}$, with

$$\Delta P_{FS}^{\beta\alpha} = \hat{d}_{\alpha\beta}\left(\frac{\text{sgn}(P \cdot \hat{d}_{\alpha\beta})}{\sqrt{(P \cdot \hat{d}_{\alpha\beta})^2 + 2\Delta E_{\alpha\beta}M}}\right) - (P \cdot \hat{d}_{\alpha\beta}).$$

(36)

The form that the stochastic evolution takes can be seen from an examination of figure 2, which schematically shows the evolution of a wave packet that starts on the upper adiabatic surface of a two level system with a simple avoided crossing. (This is Tully’s simple avoided crossing model [59].) When the system enters the region of strong nonadiabatic coupling near the avoided crossing, nonadiabatic transitions to the lower state are likely, a surface hop occurs and the system then continues to evolve on the lower surface after momentum adjustment. For upward transitions it may happen that there is insufficient energy in the environment to insure energy conservation. In this case the transition rule needs to be modified, usually by setting the transition probability to zero. This scheme is very easy to simulate and captures much of the essential physics of the nonadiabatic dynamics.

Fewest-switches surface hopping does suffer from some defects associated with the fact that decoherence is not properly treated. The transition probability depends on the off-diagonal elements of the density matrix but no mechanism for their decay is included in the model. As a result, the fewest-switches surface hopping model overestimates coherence effects and retains memory which can influence the probabilities of subsequent hops. Several methods have been proposed to incorporate the effects of decoherence in mixed quantum-classical theories and, in particular, in surface-hopping schemes [61–72]. In many of these methods a term of the form, $-\gamma\rho_{\alpha\beta}^{\ast\ast\ast}(t)$, is appended to the equation of motion for the off-diagonal elements of the subsystem density matrix to account for the decay of coherence. The decoherence rate $\gamma$ is estimated using perturbation theory or from physical considerations involving the overlap of nuclear wave functions. In the remainder of this section we discuss how the QCLE accounts for decoherence and comment on its links to surface-hopping methods.

5.1. QCL dynamics in the adiabatic basis and decoherence

Since surface-hopping methods are often formulated in the diabatic basis, it is instructive to discuss the dynamical picture that emerges when the QCLE is expressed in this basis. Adopting an Eulerian description, the adiabatic energies, $E_{\alpha}(R)$ and the adiabatic states, $|\alpha; R\rangle$, depend parametrically...
on the coordinates of the bath. We may then take matrix elements of equation (12),
\[ \frac{\partial}{\partial t} (\alpha; R|\hat{\rho}_W (X, t)(\alpha'); R) = -i(\alpha; R|\hat{L}_W (t)(\alpha'); R), \] (37)
to find an evolution equation for the density matrix elements,
\[ (\alpha; R|\hat{\rho}_W (X, t)(\alpha'); R) = \rho^{\alpha\alpha'}_{\omega}(X, t). \] Evaluation of the matrix elements on the right side of this equation yields an expression for the QCL superoperator [28],
\[ i\mathcal{L}_{\alpha\alpha',\beta\beta'} = (i\omega_{\alpha\alpha'} + i\mathcal{L}_{\alpha\alpha'})\delta_{\alpha\beta}\delta_{\alpha'\beta'} - \mathcal{J}_{\alpha\alpha',\beta\beta'}. \] (38)
Here the frequency \( \omega_{\alpha\alpha'}(R) = (E_{\alpha} - E_{\alpha'})/\hbar \equiv \Delta E_{\alpha\alpha'}(R)/\hbar \) (now in the adiabatic basis) and \( i\mathcal{L}_{\alpha\alpha'} \) is the classical Liouville operator
\[ i\mathcal{L}_{\alpha\alpha'} = \frac{P}{M} \cdot \frac{\partial}{\partial R} + \frac{1}{2} (F_{\alpha} + F_{\alpha'}) \cdot \frac{\partial}{\partial P}, \] (39)
and involves the Hellmann–Feynman forces, \( F_{\alpha} = -\partial E_{\alpha}/\partial R. \) The superoperator, \( \mathcal{J} \), whose matrix elements are
\[ \mathcal{J}_{\alpha\alpha',\beta\beta'} = -d_{\alpha\beta} \cdot \left( \frac{P}{M} + \frac{1}{2} \Delta E_{\alpha\beta} \frac{\partial}{\partial P} \right) \delta_{\alpha'\beta'}, \] (40)
couples the dynamics on the individual and mean adiabatic surfaces so that the evolution is no longer described by Newtonian dynamics.

The resulting QCLE in the adiabatic representation reads,
\[ \frac{\partial}{\partial t} \rho_{\alpha\alpha'}^{\omega}(X, t) = -i\mathcal{L}_{\alpha\alpha',\beta\beta'} \rho_{\beta\beta'}^{\omega}(X, t). \] (41)
To simplify we shall often use a formal notation and write equation (41) as
\[ \frac{\partial}{\partial t} \rho_{\alpha\alpha'}^{\omega}(X, t) = -i\mathcal{L}\rho_{\alpha\alpha'}^{\omega}(X, t), \] (42)
where \( \rho_{\alpha\alpha'}^{\omega} \) and \( \mathcal{L} \) (without ‘hats’) are understood to be a matrix and superoperator, respectively, in the adiabatic basis.

Insight into the nature of QCL dynamics can be obtained as follows. If the operator \( \mathcal{J}_{\alpha\alpha',\beta\beta'} \) is dropped the resulting equation of motion for the diagonal elements of the density matrix is
\[ \left( \frac{\partial}{\partial t} + i\mathcal{L}_{\alpha} \right) \rho_{\alpha\alpha}^{\omega}(X, t) = 0, \] (43)
which implies that the phase space density is constant along trajectories on the \( \alpha \) adiabatic surface,
\[ \rho_{\alpha\alpha}^{\omega}(X, t) = e^{-i\mathcal{L}_{\alpha}(t-t_0)} \rho_{\alpha\alpha}^{\omega}(X(t_0), t_0). \] (44)
where
\[ \dot{R}(t) = \frac{P(t)}{M}, \quad \dot{P}(t) = -\frac{\partial}{\partial R(t)} E_{\alpha}(R(t)). \] (45)
with the notation \( X(t) = X \). The off-diagonal density matrix elements satisfy
\[ \left( \frac{\partial}{\partial t} + i\mathcal{L}_{\alpha\alpha'} \right) \rho_{\alpha\alpha'}^{\omega}(X, t) = -i\omega_{\alpha\alpha'}(R) \rho_{\alpha\alpha'}^{\omega}(X, t), \] (46)
whose solution is
\[ \rho_{\alpha\alpha'}^{\omega}(X, t) = e^{-i[\mathcal{L}_{\alpha\alpha'}(t-t_0)]} \rho_{\alpha\alpha'}^{\omega}(X(t_0), t_0). \] (47)
where \( \mathcal{L}_{\alpha\alpha'} \) and \( \mathcal{J}_{\alpha\alpha',\beta\beta'} \) respectively, in the adiabatic basis. 

The off-diagonal elements accumulate a phase in the course of their evolution on the mean of the two \( \alpha \) and \( \alpha' \) adiabatic surfaces.

The momentum derivative terms in \( \mathcal{J} \) are responsible for the energy transfers that occur to and from the bath when the subsystem density matrix changes its quantum state. Consequently the subsystem and bath interact with each other and the dynamics of both the subsystem and bath are modified in the course of the evolution. Further, we can see from the structure of the QCLE that there are continuous changes to the subsystem quantum state and bath momenta during the evolution, as opposed to the jumps that appear in surface-hopping schemes. Nonetheless, links to surface-hopping methods can be made.

Subotnik, Ouyang and Landry [70] established a connection between fewest-switches surface-hopping and the QCLE. They investigated what must be done to the equations describing fewest-switches surface hopping in order to obtain the QCL dynamics. Since there are continuous bath momentum changes in QCL dynamics and discontinuous changes in fewest-switches surface hopping, there are limitations on the nuclear momenta. An important element in their analysis is the fact that terms of the form,
\[ -\gamma_{\alpha\alpha'} \rho_{\alpha\alpha'}(t), \] that account for decoherence must be added to the fewest-switches approach. The specific form of the decoherence rate in their analysis is
\[ \gamma_{\alpha\alpha'} \approx \frac{1}{2} \left( F_{\alpha} - F_{\alpha'} \right) \cdot \frac{1}{\rho_{\alpha\alpha}^{\omega}} \frac{\partial}{\partial P} \rho_{\alpha\alpha}^{\omega}. \] (49)
The superscript \( \alpha \) indicates that evolution is on the \( \alpha \) adiabatic surface and all quantities on the right are taken to evolve on this surface. An analogous expression can be written for \( \gamma_{\alpha\alpha'}. \)

Recall that surface-hopping schemes assume that the dynamics occurs on single adiabatic surfaces between hops. Given this fact, we can understand the need for such a term by viewing QCL dynamics in a frame of reference corresponding to motion along single adiabatic surfaces. To see this consider the equation of motion for an off-diagonal element of the density matrix as given by the QCLE. From equations (38)–(41) we have
\[ \frac{\partial}{\partial t} \rho_{\alpha\alpha'}^{\omega}(X, t) = -(i\omega_{\alpha\alpha'} + i\mathcal{L}_{\alpha\alpha'}) \rho_{\alpha\alpha'}^{\omega}(t) \] + \mathcal{J}_{\alpha\alpha',\beta\beta'} \rho_{\beta\beta'}^{\omega}(t). \] (50)
Defining the material derivative for the flow on the \( \alpha \) adiabatic surface as
\[ \frac{da}{dt} = \frac{\partial}{\partial t} + i\mathcal{L}_{\alpha}, \] (51)
we obtain
\[
\frac{d}{dt} \rho^\alpha_\alpha(X,t) = \left( -i \omega^\alpha_\alpha - \frac{1}{2} \left( F^\alpha_\alpha - F^\alpha_\alpha \right) \cdot \frac{\partial}{\partial P} \right) \rho^\alpha_\alpha(t) + J^\alpha_\alpha \rho^\beta_\beta(X,t).
\]

(52)

We see that the second term on the right side of this equation is just the decoherence factor that appears in equation (49). The fact that decoherence depends on the difference between the forces is a common factor in many of the models for decoherence mentioned above. The decoherence contribution is difficult to compute in its current form because of the bath momentum derivative and it is usually approximated in applications [70].

5.2. Surface-hopping solution of the QCLE

As discussed above, the dynamics prescribed by the QCLE is not in the form of surface hopping since quantum state and bath momentum changes as embodied in the \(J\) superoperator occur continuously throughout the evolution. The effects of \(J\) can be seen by considering the formal solution of equation (41),

\[
\rho^\alpha_\alpha(X,t) = \left( e^{-i \mathcal{L}_t} \right)^\alpha_\alpha \rho^\alpha_\alpha(X,0).
\]

(53)

The time interval \(t\) can be divided into \(N\) segments of lengths \(\Delta t_j\) so that for the \(j\th\) segment \(t_j-t_{j-1} = \Delta t_j = \Delta t\). Without approximation we may then write

\[
\left( e^{-i \mathcal{L}_t} \right)^\alpha_\alpha \rho^\alpha_\alpha(X,0) = \sum_{j=1}^N \left( e^{-i \mathcal{L}_{t_j-t_{j-1}}} \right)^\alpha_\alpha \rho^\alpha_\alpha(X,0),
\]

(54)

where \(\alpha_0 = \alpha\) and \(\alpha_0' = \alpha'\). In each short time segment we can write

\[
\left( e^{-i \mathcal{L}_{t_j-t_{j-1}}} \right)^\alpha_\alpha \rho^\alpha_\alpha(X,0) \approx \mathcal{W}_{\alpha_\alpha'; \alpha_\alpha'} \left( \Delta t \right) e^{-i \mathcal{L}_{t_j-t_{j-1}}} \Delta t \\
\times \left( \delta_{\alpha_\alpha'} \delta_{\alpha_\alpha'} + \Delta t J_{\alpha_\alpha'; \alpha_\alpha'} \right).
\]

(55)

If this expression for the short time evolution is substituted into equations (53) and (54), the resulting form for the density matrix is represented as a sum of contributions involving increasing numbers of nonadiabatic transitions governed by the \(J\) operators. The first term in the series is just ordinary adiabatic dynamics if a diagonal density matrix element is considered; for an off-diagonal the dynamics takes place on the mean of two surfaces and incorporates a phase factor as discussed earlier. The higher order terms in the series involve nonadiabatic transitions between such adiabatic evolution segments.

More specifically, the operator \(J\) contains terms which can be written as follows:

\[
d_{\alpha\beta} \cdot \left( \frac{P}{M} + \frac{1}{2} E^\alpha_\alpha \cdot \frac{\partial}{\partial P} \right)
\]

\[
= \frac{P}{M} \cdot d_{\alpha\beta} \left( 1 + \frac{1}{2} \frac{M \Delta E^\beta_\beta}{P \cdot \hat{d}_{\alpha\beta}} \cdot \frac{\partial}{\partial Y^\beta_\beta} \right)
\]

\[
= \frac{P}{M} \cdot d_{\alpha\beta} \left( 1 + \frac{M \Delta E^\beta_\beta}{\partial Y^\beta_\beta} \right),
\]

(56)

where \(Y^\beta_\beta = (P \cdot \hat{d}_{\alpha\beta})^2\). The second equality shows that the momentum changes in the bath occur along the direction of the nonadiabatic coupling matrix element while the third equality shows that the momentum changes can be expressed in terms of an \(R\)-dependent prefactor \((\Delta E^\beta_\beta(R))\) multiplying a derivative with respect to the square of the momentum along \(\hat{d}_{\alpha\beta}\).

If the momentum derivative is approximated by finite differences, a branching tree of trajectories will be generated; each branch corresponding to the increment in the bath momentum in the finite difference form the derivative [73]. The number of trajectories will then grow exponentially and the dynamics cannot be propagated for long times and large nonadiabatic coupling. Such a branching tree of trajectories can be avoided and a surface-hopping description can be obtained by making the momentum-jump approximation described below [11, 28, 43].

An expression for the \(J\) operator for small \(M \Delta E^\beta_\beta\) can be obtained by approximating the factor in parentheses in the last line of equation (56) as

\[
(1 + M \Delta E^\beta_\beta \frac{\partial}{\partial Y^\beta_\beta}) \approx e^{M \Delta E^\beta_\beta \frac{\partial}{\partial Y^\beta_\beta}} \equiv J_{\alpha\beta}.
\]

(57)

The operator \(J_{\alpha\beta}\) acts as a momentum translation operator on any function \(f(P)\). If we decompose the momentum into its components parallel and perpendicular to the direction of the nonadiabatic coupling matrix element \(d_{\alpha\beta}\) we have

\[
P = (P \cdot \hat{d}_{\alpha\beta}) \hat{d}_{\alpha\beta} + (P \cdot \hat{d}_{\alpha\beta}) \hat{d}_{\alpha\beta}^\perp
\]

\[
= \text{sgn} (P \cdot \hat{d}_{\alpha\beta}) \sqrt{Y^\beta_\beta} \hat{d}_{\alpha\beta} + (P \cdot \hat{d}_{\alpha\beta}) \hat{d}_{\alpha\beta}^\perp.
\]

(58)

Then \(J_{\alpha\beta} f(P) = f(P + \Delta P_{\alpha\beta})\), where

\[
\Delta P_{\alpha\beta} = \hat{d}_{\alpha\beta} \left( \text{sgn} (P \cdot \hat{d}_{\alpha\beta}) \sqrt{(P \cdot \hat{d}_{\alpha\beta})^2 + \Delta E^\beta_\beta M} \\
- (P \cdot \hat{d}_{\alpha\beta}) \right),
\]

(59)

and the momentum along the direction of the nonadiabatic coupling matrix element is changed by the action of this operator. Note that this expression for the momentum adjustment is very similar to that in equation (36) for the fewest-switches surface hopping algorithm, the only difference being a factor of two multiplying \(\Delta E^\beta_\beta\). This factor arises because in fewest-switches surface hopping transitions occur between single adiabatic states corresponding to populations; instead, in QCLE dynamics transitions change only one index of the density matrix and correspond to changes from, say, a diagonal density matrix element to an off-diagonal element. It then takes two (or more generally an even number) of quantum transitions to effect a population change; hence, two of these half changes are needed to adjust the momentum in a population change.

In this momentum-jump approximation the operator \(J\) is given by

\[
J_{\alpha\beta; \alpha'\beta'} \approx -P \cdot d_{\alpha\beta} J_{\alpha\beta} \delta_{\alpha'\beta'} - P \cdot d_{\alpha'\beta'} J_{\alpha'\beta'} \delta_{\alpha\beta}.
\]

(60)

If the momentum-jump expression for \(J\) is used in equation (55) and the terms in the series in equation (54) are
evaluated by Monte Carlo sampling, a solution in terms of surface-hopping trajectories can be obtained [74–76]. To see this in more detail it is convenient to introduce some notation for the pairs of quantum indices that appear in the expressions given above. We define an index for the pairs of quantum indices that appear in the expressions this in more detail it is convenient to introduce some notation

\[ \rho_{\alpha'\beta'}(X, t) = \sum_{\gamma} \int d\gamma \rho_{\alpha'\beta'}(X, t) \rho_{\alpha\beta}(X', t') \rho_{\gamma\gamma}(X', t') \rho_{\gamma\gamma}(X, t) \]

For the diagonal (\( \alpha = \alpha' \)) density matrix element at phase point \( X \) at time \( t \). Following the upper trajectory backward in time, evolution on the \( \alpha \) adiabatic surface proceeds until, at some time, a nonadiabatic transition to an off-diagonal state \( \alpha\beta \) occurs. Quantum coherence is created by this nonadiabatic event; the system evolves on the mean of the \( \alpha \) and \( \beta \) adiabatic surfaces and carries a phase factor \( \mathcal{W}_{\alpha\beta} \). Proceeding along the trajectory, another nonadiabatic transition occurs and this transition takes the system back to the \( \alpha \) population state and, after evolution on this surface, it ends at phase point \( X' \). In the second transition the quantum coherence that was created in the first transition is destroyed. The other sample trajectory in the figure shows that sequences of nonadiabatic transitions can lead to more complex evolution in ‘off-diagonal’ space before the coherence is destroyed. The ensemble of all such trajectories will contribute to the solution of the density matrix. Thus, we see that decoherence is automatically taken into account in this description and will play an essential role in determining the dynamics.

These largely qualitative considerations form the basis for the sequential-short-time-propagation [74, 75] and more the refined Trotter-based surface-hopping [76] algorithms. Both of these algorithms make use of the momentum-jump approximation and are surface-hopping schemes. In addition both involve ‘hops’ between adiabatic surfaces, or the means of adiabatic surfaces, based on weight functions that are designed to simulate the evolution prescribed by the QCLE. The contributions that yield the solution must then include reweighting to compensate for the chosen transition probabilities. While the dynamics is easily simulated for relatively short times, the trajectory contributions contain both weight factors and the signs of the \( P \cdot d\beta / M \) terms that enter the equations. As a result of the sign oscillations and the accumulation of Monte Carlo weights, instabilities in the first transition is destroyed. The other sample trajectory in the figure shows that sequences of nonadiabatic transitions can lead to more complex evolution in ‘off-diagonal’ space before the coherence is destroyed. The ensemble of all such trajectories will contribute to the solution of the density matrix. Thus, we see that decoherence is automatically taken into account in this description and will play an essential role in determining the dynamics.

These largely qualitative considerations form the basis for the sequential-short-time-propagation [74, 75] and more the refined Trotter-based surface-hopping [76] algorithms. Both of these algorithms make use of the momentum-jump approximation and are surface-hopping schemes. In addition both involve ‘hops’ between adiabatic surfaces, or the means of adiabatic surfaces, based on weight functions that are designed to simulate the evolution prescribed by the QCLE. The contributions that yield the solution must then include reweighting to compensate for the chosen transition probabilities. While the dynamics is easily simulated for relatively short times, the trajectory contributions contain both weight factors and the signs of the \( P \cdot d\beta / M \) terms that enter the equations. As a result of the sign oscillations and the accumulation of Monte Carlo weights, instabilities in some trajectories can develop for long times. The number of trajectories needed to accurately simulate the dynamics will then grow. Filtering out the unstable trajectories can ameliorate this problem but at the expense of introducing systematic errors. Several filtering methods have been suggested and employed in applications [76–78]. Nevertheless, simulations on variety of systems (some described in section 7) have shown that these surface-hopping schemes for the solution of the QCLE often provide very accurate solutions. In addition, several other methods have been constructed to simulate the evolution of the QCLE [32, 33, 79–81] and the development of effective simulation methods is an active area of research.
6. Mean-field methods and approximate solutions of the QCLE

6.1. Mean-field theory neglects correlations in the QCLE

Mean-field methods are frequently used to study the nonadiabatic dynamics of complex systems since they provide a simple trajectory description of the dynamics that is easy to simulate. The standard mean-field description of quantum-classical systems follows from the QCLE when correlations are neglected [27, 82]. In general, the density operator may be written as a product of subsystem and bath density functions up to a term that accounts for correlations: \( \hat{\rho}_W(X, t) = \hat{\rho}_s(X, t) + \hat{\rho}_{se}(X, t) \). Here \( \rho_s(X, t) = \text{Tr}_b(\hat{\rho}_W(X, t)) \) and \( \hat{\rho}_{se}(X, t) = \int dX' \hat{\rho}_W(X', t) \). Substituting this form for \( \hat{\rho}_W(X, t) \) into the QCLE and dropping all terms involving \( \hat{\rho}_{se}(X, t) \) leads to two coupled equations. The equation for the bath density is

\[
\frac{\partial}{\partial t} \rho_b(X, t) = \{ H_{\text{eff}}, \rho_b(X, t) \},
\]

with an effective Hamiltonian given by \( H_{\text{eff}} = H_b + \text{Tr}_s(\hat{V}_c \hat{\rho}_s) \), where the subsystem density matrix satisfies

\[
\frac{\partial}{\partial t} \hat{\rho}_s(t) = -\frac{i}{\hbar}[\hat{h}_s + \int dX \hat{V}_c \hat{\rho}_s(X, t), \hat{\rho}_s(t)],
\]

Equation (63) admits a solution of the form \( \rho_s(X, t) = \delta(X - X(t)) \) where

\[
\dot{X}(t) = \frac{P(t)}{M}, \quad \dot{P}(t) = -\frac{\partial V_{\text{eff}}(R(t))}{\partial R(t)},
\]

with \( V_{\text{eff}}(R(t)) = V_b(R(t)) + \text{Tr}_s(\hat{V}_c \hat{\rho}_s(t)) \). The equation for the subsystem density may then be written as,

\[
\frac{\partial}{\partial t} \rho_s(t) = -\frac{i}{\hbar}[\hat{h}_s + \hat{V}_c(R(t)), \hat{\rho}_s(t)].
\]

These equations are the Ehrenfest mean-field equations of motion [83–85].

When expressed in a basis of the instantaneous adiabatic states these equations take the form,

\[
\dot{R}(t) = \frac{P(t)}{M}, \quad \dot{P}(t) = \Re(\text{Tr}_w(\hat{V}_{ac}(R(t)) \rho_{ac}(t))),
\]

where the force matrix elements are

\[
F_{ac}(R) = F_a(R) \delta_{ac} + \Delta E_{ac}(R) \delta_{ac}(R).
\]

The subsystem density matrix elements satisfy

\[
\frac{\partial}{\partial t} \rho_{ac}(t) = -i\omega_{ac}(R(t)) \rho_{ac}(t)
\]

\[= \frac{P(t)}{M} \cdot d_{ab}(R(t)) \rho_{ab}(t) - \frac{P(t)}{M} \cdot d_{ba}^*(R(t)) \rho_{ba}(t),
\]

which has the same same form as equation (33) in the discussion of surface hopping; however, now the bath phase space coordinates evolve according to the mean-field equations (67).

Both the utility and difficulties of mean-field dynamics have been discussed often in the literature [9, 12, 86, 87]. In particular, since the classical degrees of freedom evolve subject to a potential that is the average of all subsystem quantum states, the mean-field dynamics will not be able to capture aspects of the dynamics where the potential energy surfaces differ markedly and trajectories populate the levels with very different probabilities. Because of these problems, several methods have been proposed to modify mean-field dynamics to correct these difficulties. These methods include combinations of mean-field and surface-hopping dynamics [66, 86–90], which are designed to allow the system to evolve to a single quantum state in regions where the coupling vanishes.

In the remainder of this section we consider approximate solutions to the QCLE which have a mean-field-like character but are not equivalent to the simple mean-field theory outlined above. The results we present below are derived by employing a mapping of the discrete subsystem states onto single-occupancy oscillator states, as in earlier semi-classical path integral methods [16, 91–97]. The mapping representation yields a continuous phase-space-like representation of the quantum degrees of freedom. We first show how the QCLE can be written in this mapping basis and then describe how approximate solutions can be constructed.

6.2. QCLE in the mapping basis

The representation of the QCLE (12) in the mapping basis can be carried out by mapping either the adiabatic or subsystem quantum states onto oscillator states. We first consider a mapping of the discrete subsystem states onto single-occupancy oscillator states, as in earlier semi-classical path integral methods [16, 91–97]. The mapping representation yields a continuous phase-space-like representation of the quantum degrees of freedom. We first show how the QCLE can be written in this mapping basis and then describe how approximate solutions can be constructed.
where
\[ \hat{\rho}_m(X) = \rho_{m\lambda}(X)\hat{a}_\lambda^\dagger \hat{a}_\lambda, \]
with an analogous expression for an operator. The mapping annihilation and creation operators are given by
\[ \hat{a}_\lambda = \sqrt{\frac{1}{2\hbar}}(\hat{q}_\lambda + i\hat{p}_\lambda), \quad \hat{a}_\lambda^\dagger = \sqrt{\frac{1}{2\hbar}}(\hat{q}_\lambda - i\hat{p}_\lambda). \]
(74)

They satisfy the commutation relation \([\hat{a}_\lambda, \hat{a}_\lambda^\dagger] = \delta_{\lambda,\lambda'}\) and act on the single-excitation mapping states to give \(\hat{a}_\lambda |0\rangle = |m_\lambda\rangle\) and \(\hat{a}_\lambda |m_\lambda\rangle = |0\rangle\), where \(|0\rangle = |0_1 \ldots 0_\lambda\rangle\) is the ground state of the mapping basis.

Because of the equivalence of matrix elements in the subsystem and mapping bases, we can write equation (70) as
\[ \frac{\partial}{\partial t} \langle m_\lambda | \hat{\rho}_m(X,t) | m_\lambda \rangle = -i \langle m_\lambda \mid \hat{L}_m \hat{\rho}_m(t) | m_\lambda \rangle. \]
(75)

Here \(\hat{L}_m\) has the same form as \(\hat{\chi}\) in equation (12) but with the Hamiltonian replaced by the corresponding mapping Hamiltonian. Provided we restrict our calculations to mapping function matrix elements, we have the following alternative formal expression for the QCLE:
\[ \frac{\partial}{\partial t} \hat{\rho}_m(X,t) = -i \hat{L}_m \hat{\rho}_m(t). \]
(76)

By taking a Wigner transform of this equation in the mapping space, we can cast the equation of motion into a form where the discrete quantum degrees of freedom are described by continuous position and momentum variables \([101]\). This can be done by making use of an \(n\)-dimensional coordinate space representation of the mapping basis. More specifically, we take matrix elements of the equation with respect to \(\{r-\z/2, r+\z/2\}\) and then take the Wigner transform defined as
\[ \rho_m(X) = \frac{1}{2\pi\hbar^n} \int d\z e^{i\z p/\hbar} \left\{ r - \frac{\z}{2} |\hat{\rho}_m(X)| r + \frac{\z}{2} \right\}, \]
(77)

where \(X = (x, X)\) with \(x = (r, p)\). To evaluate the terms in the Wigner transform of \(\hat{L}_m \hat{\rho}_m(t)\) we again make use of the rule for the Wigner transform of a product of operators in equation (8) to obtain,
\[ \frac{\partial}{\partial t} \rho_m(X,t) = \frac{2}{\hbar} H_m \sin \left( \frac{\hbar \Lambda_m}{2} \right) \rho_m(t) \]
\[ + \frac{\partial H_m}{\partial R} \cos \left( \frac{\hbar \Lambda_m}{2} \right) \frac{\partial \rho_m(t)}{\partial P} \frac{P}{M} \frac{\partial \rho_m(t)}{\partial R}, \]
(78)

where the negative of the Poisson bracket operator on the mapping phase space coordinates is defined as \(\Lambda_m = \vec{\nabla}_\mu \cdot \nabla^\mu - \vec{\nabla}^\mu \cdot \nabla_\mu\). The Hamiltonian in the mapping basis is
\[ H_m(X) = \frac{p^2}{2M} + V_0(R) + \frac{h_{\lambda\lambda'}}{2\hbar} (r_{\lambda} r_{\lambda'} + p_{\lambda} p_{\lambda'}), \]
(79)

where \(h_{\lambda\lambda'}(R) = \langle \lambda | \hat{h}(R) | \lambda' \rangle\) and \(V_0(R) = V_0(R) + \text{Tr} \hat{h}/n\). Evaluating the exponential Poisson bracket operators and making use of the fact that the mapping Hamiltonian is a quadratic function of the mapping coordinates, we have,
\[ \frac{\partial}{\partial t} \rho_m(X,t) = \{H_m, \rho_m(t)\}_X \]
\[ - \frac{\hbar}{8} \frac{\partial h_{\lambda\lambda'}}{\partial R} \left( \frac{\partial}{\partial r_{\lambda'}} + \frac{\partial}{\partial p_{\lambda'}} \right) \frac{\partial}{\partial P} \rho_m(t), \]
(80)

where \([A_m, B_m(t)]_X\) is a Poisson bracket in the full mapping-bath phase space of the system. We may write equation (80) more compactly as
\[ \frac{\partial}{\partial t} \rho_m(X,t) = -i \mathcal{L}_m \rho_m(t) = -i \mathcal{L}_m^{\text{PB}} \rho_m(t), \]
(81)

where the QCL operator is given by the sum of two contributions: a Poisson-bracket term, \(i \mathcal{L}_m^{\text{PB}}\), which gives rise to Newtonian evolution in the \(X\) phase space and a second term, \(i \mathcal{L}_m\), which involves derivatives with respect to both mapping and bath variables. This latter operator accounts for a portion of the influence of the quantum subsystem on the bath \([102]\) and the dynamics that results when this term is included can be described by an ensemble of ‘entangled’ trajectories \([103]\), analogous to but different from the entangled trajectories that arise in the solutions of the Wigner transformed quantum Liouville equation constructed by Donoso, Zheng and Martens \([104, 105]\).

### 6.3. Poisson-bracket mapping equation and its extensions

A simple approximation to equation (81) is obtained by neglecting the difficult \(i \mathcal{L}_m^{\text{PB}}\) operator to obtain the Poisson-bracket mapping equation,
\[ \frac{\partial}{\partial t} \rho_m(X,t) = -i \mathcal{L}_m^{\text{PB}} \rho_m(t), \]
(82)

where the explicit form of \(i \mathcal{L}_m^{\text{PB}}\) is
\[ i \mathcal{L}_m^{\text{PB}} = -\{H_m, \},_X = \left( \frac{\partial}{\partial P} - \frac{\partial}{\partial R} \right) \frac{\partial H_m}{\partial R} \frac{\partial H_m}{\partial P} \frac{\partial H_m}{\partial R} \frac{\partial H_m}{\partial P}, \]
(83)

It is possible to solve this equation in characteristics leading to a solution in terms of an ensemble of independent trajectories that satisfy the Hamiltonian set of equations,
\[ \frac{dX_\mu}{dt} = \frac{\partial H_m}{\partial \pi_\mu}, \quad \frac{d\pi_\mu}{dt} = -\frac{\partial H_m}{\partial X_\mu}, \]
(84)

where \(\chi = (r, R)\) and \(\pi = (p, P)\). These equations have appeared earlier in mapping formulations based on semi-classical path integral formulations of the dynamics \([94, 100, 106]\).

The solutions of Poisson-bracket mapping equation often provide a quantitatively accurate description of the dynamics \([100–103]\), but for some systems this approximation may not provide accurate results and even artifacts in the dynamics may appear \([103, 107]\). Common with other approaches that use the mapping representation, these difficulties can be traced to the fact that the dynamics may take the system out of the physical space \([96, 100, 108]\).

The dynamics will be confined to the physical space provided that mapping operators act on mapping functions
\(|m_{\lambda}\rangle\). In mapping space we have the completeness relations 
\(\hat{P} = \sum_{\lambda=m} |m_{\lambda}\rangle\langle m_{\lambda}| = 1\), where \(\hat{P}\) is the projector onto 
the complete set of mapping states. We may then consider 
operators projected onto the physical space to ensure that they 
act there. The density operator projected onto the physical space is given by 
\[
\rho_m^P(X) = |m_{\lambda}\rangle\langle m_{\lambda}|. \tag{85}
\]
Taking the Wigner transform of this operator, we obtain 
\[
\rho_m^P(X) = \int dz \ e^{i p \cdot z / \hbar} \left( r - \frac{z}{2} |m_{\lambda}\rangle \langle m_{\lambda}| r + \frac{z}{2} \right) \tag{86}
\]
\[
= \int dz \ e^{i p \cdot z / \hbar} \left( r - \frac{z}{2} |m_{\lambda}\rangle \langle m_{\lambda}| r + \frac{z}{2} \right)
= (2\pi\hbar)^n g_{\lambda\lambda}(x) \int dx' g_{\lambda\lambda}(x')\rho_m(x',X) \equiv \mathcal{P}\rho_m(X).
\]
The quantity \(g_{\lambda\lambda}(x)\) is defined by 
\[
g_{\lambda\lambda}(x) = \frac{1}{(2\pi\hbar)^n} \int dz \ e^{i p \cdot z / \hbar} \left( r - \frac{z}{2} |m_{\lambda}\rangle \langle m_{\lambda}| r + \frac{z}{2} \right) \tag{87}
\]
and its explicit form is 
\[
g_{\lambda\lambda}(x) = \phi(x) \tag{88}
\]
\[
\times \frac{2}{\hbar} \left( r r_{\lambda} + p_{\lambda} p_{\lambda} - i(r_{\lambda} p_{\lambda} - p_{\lambda} r_{\lambda}) - \frac{\hbar}{2} \delta_{\lambda\lambda} \right),
\]
where \(\phi(x) = (\pi\hbar)^{-n} \exp(-x^2 / \hbar)\) is a normalized Gaussian function. Here \(x^2 = r r_{\lambda} + p_{\lambda} p_{\lambda}\) in the Einstein summation convention.

One may show that the projected density satisfies the QCLE in the mapping basis \[103\],
\[
\frac{\partial}{\partial t} \rho_m^P(X,t) = -i\mathcal{L}_m \rho_m^P(t), \tag{89}
\]
and that the QCL operator, \(i\mathcal{L}_m\), commutes with the projection operator:
\[
\int dX' B_m(X')i\mathcal{L}_m \rho_m(X) = \int dX' B_m(X') \mathcal{P}\rho_m(X). \tag{90}
\]
The same is not true for the Poisson-bracket mapping approximation; if \(i\mathcal{L}_m\) is replaced by \(i\mathcal{L}_m^{PP}\) in the above equation the identity is no longer satisfied \[103\]. Therefore, unlike the evolution under the full QCL operator, the evolution prescribed by the Poisson-bracket mapping operator may take the dynamics out of the physical space. As a consequence, there are instances where this approximation fails and it is desirable to construct schemes for solving the full mapping form of the QCLE \(80\).

\section{6.3.1. Extensions of the Poisson-bracket mapping solution.}

In order to break the mean-field character of the Poisson-
bracket mapping solution and ensure that the solutions remain 
in the physical space, the operator \(i\mathcal{L}_m\) that accounts for 
additional correlations between the quantum subsystem and 
the bath must not be neglected. Several approaches have 
been proposed to do this. In circumstances when the Poisson-
bracket mapping solution fails, it is still often very accurate 
at short times. This feature has been exploited by Kelly and 
Markland \[109\] who combined the Poisson-bracket mapping 
solution with an exact generalized master equation derived 
using projection operator methods. Using this approach, 
accurate solutions could be obtained for long times. The utility 
of the method was verified through calculations on a model for 
condensed phase charge transfer where both fewest-switches 
surface hopping and mean-field approaches failed.

Rather than dropping the \(i\mathcal{L}_m\) operator, Kim and Rhee \[110\] constructed an approximation to this term by making 
use of its simpler form in the subsystem basis. Their 
approximation,
\[
i\mathcal{L}_m' \approx \frac{n}{2(n + 4)\hbar} \frac{\partial h^{\lambda\lambda}}{\partial R} \left( r r_{\lambda} + p_{\lambda} p_{\lambda} - \frac{\hbar}{2} \delta_{\lambda\lambda} \right), \tag{91}
\]
leads to a simple set of equations for the dynamics. The results of simulations on symmetric and asymmetric spin-
boson models for a variety of parameters are in good agreement 
with exact results, even for long times. Such approximations 
to and use of the mapping form of the QCLE could prove to 
be very useful in applications to complex systems.

\section{6.4. Forward–backward trajectory solution}

The formal solution of the quantum Liouville equation \(1\) can be written as
\[
\hat{\rho}(t) = e^{-i\hat{H}_t / \hbar} \hat{\rho}(0) e^{i\hat{H}_t / \hbar}, \tag{92}
\]
which is the starting point for the derivation of a number of forward–backward evolution methods for the solution of 
quantum and mixed quantum-classical dynamics \[19, 95, 96, 
106, 111–117\].

A more accurate approximate solution to the QCLE 
may be constructed by starting with the formal solution of 
equation \(14\):
\[
\hat{\rho}_W(X,t) = S \left( e^{-i\hat{\mathcal{L}}_t / \hbar} \hat{\rho}_W(X) e^{i\hat{\mathcal{L}}_t / \hbar} \right) \tag{93}
\]
which is the analog of equation \(92\). Here the \(S\) operator specifies the order in which the forward and backward 
evolution operators act on \(\hat{\rho}_W(X)\) \[37, 118, 119\]. We may 
write the formal solution of the QCLE for an operator \(18\) 
in a similar form,
\[
\hat{B}_W(X,t) = S \left( e^{i\hat{\mathcal{L}}_t / \hbar} \hat{B}_W(X) e^{-i\hat{\mathcal{L}}_t / \hbar} \right), \tag{94}
\]
and, since this expression will be used in the applications 
discussed in section \(7\), we shall construct the approximate 
solution for the time evolution of this operator. We 
shall see that the approximate solution to the QCLE given 
below \[118, 119\], which utilizes this starting point, bears a 
close connection to linearized forward–backward propagation 
schemes.

Consider the matrix elements of \(\hat{B}_W(X,t)\) in the 
subsystem basis,
\[
B_W^{\lambda\lambda}(X,t) = \langle \lambda | S \left( e^{i\hat{\mathcal{L}}_t / \hbar} \hat{B}_W(X) e^{-i\hat{\mathcal{L}}_t / \hbar} \right) | \lambda' \rangle. \tag{95}
\]
We may now follow the procedure given in the previous section and convert to a representation in mapping states:

\[ B_{W^{(t)}}^\lambda(X, t) = (m_{\lambda}) S \left( e^{i\frac{\sqrt{2}}{\hbar} \sqrt{m_{\lambda}} \hat{B}_m(X)e^{-i\frac{\sqrt{2}}{\hbar} \sqrt{m_{\lambda}}}} \right) |m_{\lambda}\rangle, \]  

(96)

where \( \hat{H}_m = \tilde{H}_m(1 + \hbar \Lambda/2i) \), with an analogous definition for \( \tilde{H}_m^\lambda \). The formal solution of QCLE for an operator in the mapping basis then reads

\[ \hat{B}_m(X, t) = S \left( e^{i\frac{\sqrt{2}}{\hbar} \sqrt{m_{\lambda}} \hat{B}_m(X)e^{-i\frac{\sqrt{2}}{\hbar} \sqrt{m_{\lambda}}}} \right) \]  

(97)

Instead of going directly to a coordinate representation of the mapping equation as for the Poisson-bracket mapping equation, we introduce a coherent state basis \( |z\rangle \) in the mapping space,

\[ \hat{a}_i |z\rangle = z_i |z\rangle, \quad \langle z| \hat{a}^+_i = z_i^* \langle z|, \]  

(98)

where \( |z\rangle = (z_1, \ldots, z_n) \) and the eigenvalues are \( z_i = (q_i + ip_i)/\sqrt{\hbar} \). The mean coordinates and momenta of the harmonic oscillators entering the coherent state \( |z\rangle \) are \( q = (q_1, \ldots, q_n) \) and \( p = (p_1, \ldots, p_n) \), respectively. The coherent states form an overcomplete set and the inner product of two states is

\[ \langle z| z'\rangle = e^{-i\Delta t - i\epsilon z^* - z'} \]  

(99)

The resolution of identity in the coherent state basis is given by

\[ 1 = \int \frac{d^2 z}{\pi^n} |z\rangle \langle z|, \]  

(100)

where \( d^2 z = d(\Re(z))d(\Im(z)) = dq dp/(2\hbar)^n \).

The forward and backward evolution operators in equation (97) may now be written as a concatenation of \( M \) short-time evolution segments with \( \Delta t_i = \tau \) and \( M \tau = t \). Each short-time interval \( \Delta t_i \), we introduce two sets of coherent states, \( |z_i\rangle \) and \( |z'_i\rangle \), using the resolution of the identity (100) in order to compute the forward and backward time evolution operators, respectively. Evaluating the resulting expression (details can be found in [118] and [119]), the matrix elements of equation (97) can be written as

\[ B_{W^{(t)}}^\lambda(X, t) = \prod_{i=1}^{M} \frac{d^2 z_i}{\pi^n} \frac{d^2 z'_i}{\pi^n} \langle m_{\lambda} | z_i \rangle \langle z'_i | m_{\lambda} \rangle e^{iL_\lambda(X, z_i, z'_i)\Delta t_i} \langle z_1(\Delta t_i)| z_2 \rangle e^{iL_\lambda(X, z_2, z_3)\Delta t_i} \langle z_2(\Delta t_i)| z_3 \rangle \cdots | z_M \rangle \langle m_{\lambda}(\Delta t_M)| m_{\lambda} \rangle \]  

(101)

The evolution operators in this equation should be evaluated sequentially, from smallest to largest times, by taking the bath phase space propagators in expressions such as \( e^{iL_\lambda(X, z_i, z'_i)\Delta t_i} \) to act on all quantities in the parentheses, including other propagators at later times. The bath phase space propagator is given by

\[ i\mathcal{L}_\lambda(X, z, z') = \frac{P}{M} \frac{\partial}{\partial R} - \frac{\partial}{\partial R} V_\lambda(X, z, z') - \frac{\partial}{\partial P}, \]  

(102)

where

\[ V_\lambda(X, z, z') = V_\lambda(R) + \frac{1}{2} \left( h_{\lambda} \frac{\pi}{\Lambda} z^*_\lambda z_\lambda + h_{\lambda} \frac{\pi}{\Lambda} z^*_\lambda z_\lambda \right), \]

(103)

with \( V_\lambda(R) = V_\lambda(R) - Tr \dot{\hat{H}} \). In obtaining the expression for \( B_{W^{(t)}}^\lambda(X, t) \) in equation (101), we used the exact form for the coherent state evolution under a quadratic Hamiltonian \( e^{-i\Delta t \frac{\hbar}{\Lambda} \frac{\pi}{\Lambda} z^*_\lambda z_\lambda} \) where the trajectory evolution of \( z_i \) is governed by

\[ \frac{dz_i}{dt} = -i \frac{\hbar}{\Lambda} \frac{\partial h_\lambda(R, z)}{\partial z^*_i}, \]  

(104)

with \( h_\lambda(R, z) = h_{\lambda} \frac{\pi}{\Lambda} z^*_\lambda z_\lambda \). The dynamics of the quantum subsystem comprises discontinuous segments of coherent state trajectories, since the coherent state variables \( z_i \) and \( z_{i+1} \) are independent of each other. While this feature complicates the simulation of the dynamics, in the limit of sufficiently small time steps, this formulation will yield an exact solution of the QCLE.

However, to obtain a simple tractable solution involving a continuous trajectory evolution, we may approximate that the inner products, \( \langle z_i(t_i) | z_{i+1} \rangle \), are orthogonal: \( \langle z_i(t_i) | z_{i+1} \rangle \approx \pi^n \delta(z_{i+1} - z_i(t_i)) \).

With this approximation, equation (101) reduces to the compact expression

\[ B_{W^{(t)}}^\lambda(X, t) = \int dx dx' \phi(x)\phi(x') \frac{1}{\hbar}(q, \bar{p})(q', \bar{p}') / \left. e^{i\frac{\sqrt{2}}{\hbar} \sqrt{m_{\lambda}} \hat{B}_m(X)e^{-i\frac{\sqrt{2}}{\hbar} \sqrt{m_{\lambda}}}} \right) \times B_{W^{(t)}}^\mu(X(t)) \frac{1}{\hbar}(q_m(t), \bar{p}_m(t))(q'_{\mu}(t), \bar{p}'_{\mu}(t)), \]  

(105)

where \( x = (q, p) \) gives the real and imaginary parts of \( z \), \( dx = dq dp \) and \( \phi(x) \equiv (h)^{-n} e^{-\frac{1}{2} \sum_i q_i^2 + p_i^2}/(\pi^n) \) is the normalized Gaussian distribution function. In the extended phase space of \( (X, x, x') = (\chi, \pi) \), with \( \chi = (R, q, q') \) and \( \pi = (P, p, p') \), the trajectories follow Hamiltonian dynamics,

\[ \frac{d\chi_{\mu}}{dt} = -\hbar H_\mu(\chi, \pi), \quad \frac{d\pi_{\mu}}{dt} = -\hbar H_{\pi}(\chi, \pi), \]  

(106)

where

\[ H(\chi, \pi) = \frac{P^2}{2M} + V_\lambda(R) \]  

(107)

+ \frac{1}{2\hbar} h_{\lambda}(R)(q, \bar{p})(q', \bar{p}') + p_{\mu}(q, q') + p'_{\mu}(q, q').

This is the forward–backward trajectory solution. It is very simple to simulate since it only involves propagating Newtonian trajectories in an extended phase space whose dimension is four times the number of quantum states plus the number of bath degrees of freedom. A schematic representation of the nature of the trajectories is given in figure 4. The forward and backward quantum mapping
coherent state phase space variables couple to the evolution of the bath variables but are not directly coupled to each other. Efficient schemes have been constructed to evolve the dynamics [103]. As we shall see below, the forward–backward trajectory solution often yields an excellent approximation to the dynamics but does fail in some circumstances. The set of evolution equations for the forward–backward trajectory solution are similar to those that arise in the partial linearized density matrix method [116]; in fact, they are identical if the system Hamiltonian is traceless. To understand this difference, note that the quantity system Hamiltonian is traceless. To understand this difference, note that the quantity 

$$H_{\alpha\alpha} \equiv E_\alpha(R) = E_\alpha(R) - Tr \hat{h}$$

appears in the evolution equations for the forward–backward trajectory solution. The trace term arose from the need to use an antinoormal order for the product of the annihilation and creation operators when evaluating the short-time propagator. If this trace term is not present, the solution will not satisfy the differential form of the QCLE and the derivation will depend on how one chooses to write the Hamiltonian operator (for example, as a sum of trace and traceless parts).

### 6.4.1. Adiabatic basis.

In some instances it is more convenient to carry out calculations in the adiabatic basis, since the adiabatic states can be obtained from quantum electronic structure calculations. The forward–backward trajectory solution can be formulated in this basis as follows [120]. We may define adiabatic versions of the forward and backward mixed quantum-classical Hamiltonians, 

$$\hat{H}_{\alpha\alpha}' = \langle \alpha; R \rangle \hat{H}_{\alpha\alpha} \langle \alpha'; R \rangle,$$

with

$$\hat{H}_{\alpha\alpha}' \equiv \left( \frac{P^2}{2M} + V_\alpha(R) + E_\alpha(R) \right) \delta_{\alpha\alpha'}$$

$$+ \frac{\hbar}{2i} \left[ \frac{P}{M} \cdot \frac{\partial}{\partial R} \delta_{\alpha\alpha'} + 2 \frac{P}{M} \cdot d_{\alpha\alpha'} + F_{\alpha\alpha'} \cdot \frac{\partial}{\partial P} \right],$$

and

$$\hat{H}_{\alpha\alpha}' = \langle \alpha; R \rangle \hat{H}_{\alpha\alpha}' \langle \alpha'; R \rangle,$$

with a definition for \(\hat{H}_{\alpha\alpha}'\) similar to that given above for the right-acting operator. Given these definitions, the adiabatic matrix elements of the operator equation,

$$\frac{\partial}{\partial t} \hat{B}_W(X, t) = \frac{i}{\hbar} \left( \hat{H}_{\alpha\alpha}' \hat{B}_W(X, t) - \hat{B}_W(X, t) \hat{H}_{\alpha\alpha}' \right),$$

just reproduce the QCLE (41) in the adiabatic basis. Following a strategy like that for calculations in the subsystem basis, the mapping transformation,

$$\langle \alpha; R \rangle \hat{H}_{\alpha\alpha}' \langle \alpha'; R \rangle = \langle \alpha'; \tilde{R} \rangle \hat{H}_{\alpha'\alpha'}'^{\tilde{R}} \langle \alpha; \tilde{R} \rangle$$

$$= \langle \alpha; R \rangle \hat{H}_{\alpha\alpha}' \langle \alpha'; R \rangle = \langle m_\alpha | \hat{H}_{\alpha\alpha} | m_\alpha \rangle,$$

is introduced. The annihilation and creation operators, \(\hat{b}_\alpha\) and \(\hat{b}_\alpha^\dagger\), respectively, now act on the single excitation states corresponding to the occupancy of the adiabatic states: \(|0\rangle = \hat{b}_\alpha |m_\alpha\rangle\) and \(|m_\alpha\rangle = \hat{b}_\alpha^\dagger |0\rangle\). The mapping matrix elements of the adiabatic mapping operators are identical to the matrix elements of operators in the adiabatic basis; for example,

$$\langle \alpha; R \rangle \hat{H}_{\alpha\alpha}' \langle \alpha'; R \rangle = \langle m_\alpha | \hat{H}_{\alpha\alpha} | m_\alpha \rangle.$$

To complete the calculation, coherent states \(|y\rangle\) are introduced such that \(\hat{b}_\alpha |y\rangle = y_{\alpha} |y\rangle\), where \(y_{\alpha} = \frac{1}{\sqrt{\hbar}} (\bar{q}_{\alpha} + i \bar{p}_{\alpha})\) and \(\bar{x} = (\bar{q}, \bar{p})\) and following the steps used in the subsystem basis calculation, the expression for \(B_{\alpha\alpha}'(X, t)\) has a form identical to that in equation (105). In this adiabatic formulation the evolution equations for the bath variables are

$$\frac{dR}{dt} = \frac{P}{M}, \frac{dP}{dt} = \frac{\partial V_\alpha(R)}{\partial R} + F_{\alpha\alpha'} \frac{1}{2} (y_{\alpha} y_{\alpha}' + y_{\alpha}' y_{\alpha}),$$

where the force matrix elements are defined by equation (68). The structure of these equations is similar to that of the bath mean-field equations (67) but the bath momenta evolve under a mean force that depends on the forward and backward coherent states \(|y\rangle\) and \(|y\rangle\).

The quantum coherent state variables evolve by

$$\frac{dy_{\alpha}}{dt} = -\frac{i}{\hbar} E_\alpha y_{\alpha} - \left( d_{\alpha\alpha}(R) \cdot \frac{P}{M} \right) y_{\alpha},$$

$$\frac{dy_{\alpha}'}{dt} = -\frac{i}{\hbar} E_\alpha y_{\alpha}' - \left( d_{\alpha\alpha}(R) \cdot \frac{P}{M} \right) y_{\alpha'},$$

or, written as equations for \(y_{\alpha} y_{\alpha}'\), by

$$\frac{dy_{\alpha} y_{\alpha}'}{dt} = -i \omega_{\alpha\alpha} y_{\alpha} y_{\alpha}',$$

$$- \frac{P}{M} \cdot d_{\alpha\beta}(R) y_{\alpha} y_{\alpha}' = \frac{P}{M} \cdot d_{\alpha\beta}(R) y_{\alpha} y_{\alpha}'$$

with an analogous set of equations for the backward propagating subsystem variables. Each of these sets of equations has a form identical to the mean-field equations of motion for the subsystem density matrix elements in equation (69). Thus, although the forward–backward trajectory solution provides a more sophisticated treatment of the dynamics, it nevertheless has a mean-field character. This mean-field nature stems from the orthogonality approximation made on the coherent state overlap matrices. This approximation leads to a simple trajectory description (in the subsystem basis) which necessarily endows it with a mean-field character. In order to break this mean-field structure one must relax the orthogonality approximation and we next describe how this may be done.
6.5. Jump forward--backward solution

Returning to the subsystem mapping representation, equation (101) has the general structure,

\[ B_{W}^{i,k}(X, t) = \sum_{j \neq k} \int \prod_{i} \frac{d\overline{z}_{i}^{'}}{\pi^{\frac{1}{2}}} \frac{d\overline{z}_{i}^{''}}{\pi^{\frac{1}{2}}} \cdot \cdot \cdot (115) \]

\[ \times \langle z_{i}(t) | \overline{z}_{i+1}, \cdot \cdot \cdot | z_{i}(t) \rangle \cdot \cdot \cdot . \]

If the orthogonality approximation were not invoked, one would have to evaluate the coherent state integrals at each intermediate time step and compute the integrals by Monte Carlo or some other sampling method. This would give rise to an exponentially large set of trajectories, making the algorithm impracticable. However, the orthogonality approximation need not be relaxed at every time step. For example, given a total of \( M \) time steps in the expression for the matrix element, we may select \( L = M/J \) time steps that are \( J \) steps apart to provide possible relaxation of the orthogonality approximation. The steps at which this occurs may be chosen randomly by using a given binary sequence \( \{\kappa_{1}, \ldots, \kappa_{L}\} \), to determine when to fully evaluate the coherent state integrals. If at the \( v \)-th time step \( \kappa_{v} = 1 \), the full integral is performed (by some sampling method); otherwise, if \( \kappa_{v} = 0 \) the orthogonality approximation is applied. The matrix element \( B_{W}^{i,k}(X, t) \) is given by an average over all possible binary sequences as,

\[ B_{W}^{i,k}(X, t) = \sum_{\kappa_{1}, \ldots, \kappa_{L}} P_{\kappa_{1}} \cdot \cdot \cdot P_{\kappa_{L}} B_{W}^{i,k}(X, t), \quad (116) \]

where \( P_{\kappa_{1}} \) denotes the discrete probability distribution of a given binary sequence \( \{\kappa_{1}, \ldots, \kappa_{L}\} \). This is the jump forward--backward trajectory solution. The continuous forward--backward trajectories experience discontinuous jumps in the forward and backward subsystem phase variable and between such jumps the evolution is governed by equation (106). This method is closely related to the iterative partial linearized density matrix method [117]. Both methods make use of stochastic sampling at intermediate times. The method is also similar in spirit to schemes that combine surface-hopping and mean-field methods. Finally we note that the forward--backward trajectory solution in the abadiatic basis can be reformulated to yield other variants of the jump forward--backward solution that could prove useful in applications [120], but such solutions have not been fully explored.

7. Simulations of the dynamics

The validity and accuracy of quantum dynamical methods are often tested on standard simple models that are designed to include features present in more complex realistic systems. In this section we shall present results for several such models in order to test how the solutions of the QCLES compare to full quantum dynamics and, as well, to determine the utility and accuracy of some of the algorithms for the simulation of this equation. Rather than presenting an exhaustive review of work along these lines, the focus of this section will be restricted to results obtained using the Trotter-based surface-hopping method, the forward--backward trajectory solution and its jump extension. As discussed in previous sections, the Trotter-based scheme makes use of the momentum-jump approximation to arrive at a surface-hopping picture, while the forward--backward trajectory solution imposes orthogonality of coherent states to obtain a simple trajectory picture. The jump forward--backward solution can yield a numerically exact solution of the QCLES, provided a sufficient number of ‘jumps’ are taken, but this quickly become computationally infeasible for some systems for long times. Calculations on a variety of models using quantum-classical Liouville dynamics have been carried out using the Poisson-bracket mapping approximation [76, 101–103] as well as number of other computational schemes [32, 33, 79–81] and this literature can be consulted for details. The general conclusion from these studies is that the QCLES solutions agree very well with exact quantum results for a wide variety of systems; however, approximations that are made in some simulation algorithms may fail in some circumstances. Special emphasis will be given here to models that challenge the simulation algorithms.

7.1. Spin-boson and FMO models

We begin with a discussion of two models for which the QCLES provides an exact description of full quantum dynamics: the spin-boson and Fenna–Matthews–Olson models. Both models describe systems where an \( n \)-level quantum system is bilinearly coupled to a harmonic bath.

Spin-boson models have been studied often since they provide a simple description for a wide range of physical phenomena and are some of the first systems used to gauge the efficacy of quantum dynamics algorithms [4]. Although all three QCLES simulation methods described earlier have been used to simulate this model [76, 101, 121, 122], here we give the results using the forward--backward trajectory solution and its extension including jumps. The partially Wigner transformed Hamiltonian for the spin-boson model is,

\[ \hat{H}_{W}(X) = \sum_{i=1}^{N_{B}} \left( \frac{P_{i}^{2}}{2M_{i}} + \frac{1}{2} M_{i} \omega_{i}^{2} R_{i}^{2} - c_{i} \hat{R}_{i} \hat{C}_{i} \right) + \epsilon \hat{C}_{c} - \Omega \hat{C}_{a}, \quad (117) \]

where \( M_{i} \) and \( \omega_{i} \) are the mass and frequency of bath oscillator \( i \), respectively, \( c_{i} \) controls the bilinear coupling strength between the oscillator \( i \) and the two-level quantum subsystem, \( \Omega \) is the coupling strength between the two quantum levels, \( \epsilon \) is the bias and \( \hat{C}_{(1)} \) is a Pauli matrix. The bilinear coupling is characterized an ohmic spectral density, \( J(\omega) = \pi \sum c_{i}^{2}/(2M_{i} \omega_{i}) \delta(\omega - \omega_{i}) \) with \( c_{i} = (\xi \Delta M_{i})^{1/2} \omega_{i} \), \( \omega_{i} = -\omega_{c} \ln(1 - i \Delta \omega/\omega_{c}) \) and \( \Delta \omega = \omega_{c}(1 - e^{-\omega_{c}/\Delta \omega})/N_{B} \) with \( \omega_{c} \) the cut-off frequency, \( N_{B} \) the number of bath oscillators and \( \xi \) and \( \Delta \omega \) the Kondo parameter. The two-level system is initially in the state \( |1 \rangle \) and the bath is initially in thermal equilibrium characterized by a thermal energy \( k_{B}T = 1/\beta \).

Results for the symmetric spin-boson system with \( \epsilon = 0 \) using the forward--backward trajectory solution are in quantitative agreement with exact quantum calculations [123]
for a wide range of parameter values [119] and will not be shown here. Instead, we prefer to focus on the asymmetric case ($\epsilon \neq 0$) where the forward–backward trajectory solution is not in quantitative agreement with the exact quantum results. The introduction of a bias leads to significant differences between the symmetric and asymmetric spin-boson models [124]. Figure 5 compares the exact results for $\langle \sigma_z(t) \rangle$ for the asymmetric spin-boson model with simulations using the forward–backward trajectory solution and its jump analog. The forward–backward trajectory solution deviates from the exact results but this discrepancy can be corrected when jumps are included (results with 26 jumps are shown). The number of jumps needed to reproduce the exact result depends on factors such as the size of the time-step and the probability distribution chosen for the jumps [119]. While very few trajectories are needed to obtain converged results for the forward–backward trajectory solution, implementation of the jump forward–backward solution requires substantially more trajectories, depending on the number of jumps needed for a specific application.

Photosynthesis involves excitation energy transfer from antenna proteins to the reaction center. [126, 127] The Fenna–Matthews–Olson (FMO) protein plays an important role in the excitation energy transfer process in green sulfur bacteria [126]. The model Hamiltonian for this system comprises a seven-level quantum subsystem with each quantum level bilinearly coupled to a harmonic bath [128]. The quantum subsystem is initially in quantum state $|1\rangle$ and all bath oscillators are initially in thermal equilibrium. Numerically accurate quantum results are available [128, 129] and simulations using the Poisson-bracket mapping equation [130] and partial linearized density matrix [116] algorithms have been carried out. (Also, the Poisson-bracket mapping equation was used to study the dynamics of a much more realistic model for FMO [131]). Since this model corresponds to a quantum subsystem bilinearly coupled to a harmonic bath, the QCLE is again exact.

The populations in quantum states $|1\rangle$, $|2\rangle$ and $|3\rangle$ of bacteriochlorophyll as function of time at a temperature of 77 K. The solid lines are the forward–backward trajectory solution results [119], while the data points are extracted from numerically exact quantum results [129]. Reproduced with permission from [119]. Copyright 2013, AIP Publishing LLC.

Figure 5. Comparison of exact quantum [125], forward–backward trajectory solution (FBTS) and jump forward–backward trajectory solution (JFBTS) results [119] for the asymmetric spin-boson model with parameters, $\epsilon = \Omega = 0.4$, $\xi = 0.13$, $\beta = 12.5$ and $\omega_i = 1.0$. Reproduced with permission from [119]. Copyright 2013, AIP Publishing LLC.

Figure 6. Populations in states $|1\rangle$, $|2\rangle$ and $|3\rangle$ of bacteriochlorophyll as function of time at a temperature of 77 K. The solid lines are the forward–backward trajectory solution results [119], while the data points are extracted from numerically exact quantum results [129]. Reproduced with permission from [119]. Copyright 2013, AIP Publishing LLC.

7.2. Avoided crossing and conical intersection models

Nonadiabatic dynamical events are especially important in systems where the adiabatic states are nearly degenerate at avoided crossings or at conical intersections where the adiabatic states cross. Plots of diabatic and adiabatic states for a two-level system as a function of a nuclear coordinate $R$ were shown in figure 2 when surface-hopping dynamics was discussed. In the vicinity of an avoided crossing the nonadiabatic coupling matrix elements, $d_{\alpha\alpha}^\prime(R)$, are large and, if a surface-hopping method is used to evolve the system, transitions between the two adiabatic states will occur with high probability.

A set of such avoided crossing models was constructed by Tully [59] and these have served as test cases for nonadiabatic methods. Figure 2 is actually a sketch of the diabatic and adiabatic curves for Tully’s single avoided crossing model. The Hamiltonian matrix in the diabatic representation is
The numerical values of parameters and all other details of this particular model are available in the literature [59, 102, 119]. Initially, the quantum subsystem is taken to be in the state $|1\rangle$ and the bath particle is modeled as a Gaussian wave packet centered at $R_0$ with initial bath momentum $P_0$ directed towards the interaction region. The forward–backward trajectory computations of the populations are in quantitative agreement with exact quantum results, except for very small initial momenta $P_0$ where small deviations are observed. Simulations using the jump forward–backward trajectory solution with 2 jumps converge to the exact quantum results [119].

The properties of the nuclear degrees of freedom in this model provide more stringent tests of simulation algorithms. Simulations based on the forward–backward initial-value representation yield a double-peak structure in accord with exact quantum results [106]. As the system passes through the avoided crossing and the coupling vanishes, the nuclear momenta have characteristically different values in the two asymptotic states. Consequently, the probability density of final nuclear momenta, $p(P_t)$, has a bimodal form. By contrast, computations using the forward–backward trajectory solution (and the Poisson-bracket mapping equation) yield a single-peak structure. The nuclear mean-field character of these solutions fails to capture this effect, although the quantum populations are described accurately. This is not a failure of the QCLE, but only of these specific algorithms. Computations using the forward–backward trajectory solution results differ considerably from the jump forward–backward, Trotter-based and exact quantum results for larger coupling strengths. At the higher coupling strengths, the errors introduced by the coherent state orthogonality approximation become significant but the 15-jump forward–backward solution and Trotter-based results shown in the figure appear to capture this nuclear quantum effect as can be seen from the plot of the momentum distribution in figure 7 obtained using the Trotter-based surface-hopping algorithm [103].

Conical intersections involve dynamical features that are responsible for the rapid population transfer observed in some systems [132]. To examine such dynamics, we consider a two-level, two-mode quantum model for the coupled vibronic states of a linear ABA triatomic molecule constructed by Ferretti, Lami and Villiani [133, 134]. In this model, the nuclei are described by two vibrational degrees of freedom, $X$ and $Y$, the tuning and coupling coordinates. The partially Wigner transformed Hamiltonian is

$$\mathbf{H}_w(R_s, P_s) = \left( \frac{P_s^2}{2M_X} + \frac{P_y^2}{2M_Y} + \frac{1}{2} M_Y \omega_{XY}^2 Y^2 \right) \mathbf{1} + \mathbf{h}(R_s),$$

(119)

where the subsystem Hamiltonian is defined by the following matrix elements:

$$h^{11}(R_s) = \frac{1}{2} M_X \omega_X^2 (X - X_s)^2,$$

$$h^{22}(R_s) = \frac{1}{2} M_Y \omega_{XY}^2 (X - X_s)^2 + \Delta,$$

$$h^{12}(R_s) = \gamma Y \exp \left( -\alpha (X - X_s)^2 - \beta Y^2 \right).$$

(120)

In these equations, $R_s = (X, Y)$, $P_s = (P_X, P_Y)$, $M_X$ and $M_Y$ are the mass and frequency for the $X$ and $Y$ degrees of freedom, respectively. The quantum subsystem is initialized in the adiabatic ground state, while the vibronic $X$ and $Y$ initial states are taken to be Gaussian wave packets. Further details of this model can be found in the literature [133, 135].

Figure 8 plots the adiabatic ground state population at $t = 50$ fs as a function of the coupling strength $\gamma$. We see that all results agree for small coupling strengths, somewhat less than $\gamma = 0.02$; however, the forward–backward trajectory solution results differ considerably from the jump forward–backward, Trotter-based and exact quantum results for larger coupling strengths. At the higher coupling strengths, the errors introduced by the coherent state orthogonality approximation become significant but the 15-jump forward–backward solution and Trotter-based results shown in the figure
are able to reproduce all major trends in population versus coupling strength curve. The description of dynamics in systems with a conical intersection places significant demands on simulation algorithms due to the strong nonadiabaticity that arises near the conical intersection point, especially for strong coupling. Both the jump forward–backward and Trotter-based solutions can account for this strong nonadiabaticity; however, many nonadiabatic events and more extensive statistical sampling are needed to improve the results further.

Systems with conical interactions also exhibit effects due to the existence of a geometric phase. These quantum effects manifest themselves in the nodal structure seen in the probability densities of the nuclear coordinates and provide a stringent test of the QCLE. Investigations of the geometric phase within the context of QCL dynamics have also been carried out for this model [135], as well as for a linear vibronic model that has a conical intersection [136, 137]. The Trotter-based results on both of these models are able to capture nuclear nodal structure effects that are signatures of a geometric phase, again attesting to the accuracy of QCL dynamics.

7.3. Proton transfer in a polar solvent

All of the above examples considered very simple models for both the subsystem and bath. Any of those model systems could have been (and were) solved using a full quantum description. The main motivation for developing quantum-classical dynamical models was to be able to simulate large complex many-body systems that are not amenable to a full quantum treatment. Our last example is of this type. We consider the system mentioned in the Introduction (see figure 1): proton transfer \((AH-B \rightarrow A^- + H^+ B)\) in a phenol \((A)\)-trimethylamine \((B)\) complex solvated by polar methyl chloride molecules. We shall not consider the dynamics of this system by using first-principles, electronic-structure expressions for all of the interactions which are determined in the course of the dynamical evolution. Rather, we again appeal to a model for this system, but one that is far more realistic than those described above and contains most of the elements needed to simulate quantum dynamics in complex environments. In this Azzouz-Borgis model [138] the phenol and trimethylamine molecular groups are treated as united-atom spheres, as are the methyl and chloride groups comprising the solvent molecules. The phenol-amine complex is solvated by condensed-phase methyl chloride molecules that interact among themselves and with the proton, phenol and amine groups through intermolecular potentials. The proton is treated quantum mechanically and the Schrödinger equation is solved at each time step to determine the adiabatic energies and eigenfunctions that enter the quantum-classical dynamics. In addition to illustrating the effects of solvent polarization on proton transfer dynamics, this model has served as test case for quantum reactive dynamics in condensed phase systems and has been studied often using various approaches [62, 77, 139–144], where further details of the model and results can be found. The rate and mechanism of this quantum transfer reaction are of primary interest. This system provides a good example of how a quantum-classical description can be used to study a quantum rate process in a condensed phase environment that may be approximated by classical mechanics.

Following the strategy briefly described at the end of section 4, we may compute the rate constant from the reactive flux correlation function by sampling from quantum initial conditions and approximating the dynamics by evolution given by the QCLE. Expressions for reaction rate constants in this framework have been formulated [53, 55, 56, 145–147]. The QCL expression for the time-dependent rate coefficient, \(k(t)\) is

\[
k(t) = -\langle \beta n_R^n \rangle^{-1} \text{Tr} \int dX \hat{N}_R(X,t) \langle \hat{\rho}_R \rangle \hat{P}_R, \tag{121}
\]

where \(\hat{N}_R \) and \(\hat{\rho}_R \) are operators that characterize the reactant \(R = (AH-B)\) and product \(P = (A^- + H^+ B)\) states and \(n_R^n\) is the equilibrium density of the reactant state. The quantum equilibrium canonical density is \(\hat{\rho}_R \) and the dynamics of \(\hat{N}_R(X,t)\) is given by the QCLE. If there is a significant time scale separation between the chemical and other relaxation processes, the plateau value of \(k(t)\) yields the measured rate constant \(k\) for the reaction \(R \rightarrow P\).

The solvent polarization, defined as the difference between the solvent electrical potentials at points \(s\) and \(s'\) within the complex, \(\Delta E(R) = \sum_{i,a} z_{ae}(r^a_i - s^{-1}) - r^a_i - s'^{-1}\), can be used as a reaction coordinate to monitor the proton transfer reaction [148, 149]. Here \(z_{ae}\) is the charge on atom \(a\), \(s\) and \(s'\) are two points within the complex, one at the center of mass and the other displaced from the center of mass and the sums run over all solvent molecules \(i\) and atoms \(a\). The free energy along this reaction coordinate is plotted in figure 9 when the system is in the ground and excited protonic states [144]. This figure shows that when the system is in the ground state the values of \(\Delta E(R)\) can be used to identify reactant \(R\) (left) and product \(P\) (right) species separated by a free energy barrier at \(\Delta E^\pm\). The free energy when the system is in the first excited state has a single minimum at \(\Delta E(R) = \Delta E^\pm\) and the avoided crossing with a small energy gap leads to strong nonadiabatic coupling in the vicinity of the barrier. Given this picture, we can choose \(\hat{R} \) and \(\hat{P} \) species as, \(\hat{N}_R = 0(\Delta E(R) = \Delta E^\pm)\) and \(\hat{N}_R = 0(\Delta E^\pm - \Delta E(R))\). If the quantum equilibrium density is approximated by its adiabatic value, the expression for the rate coefficient can be written as

\[
k(t) \approx \frac{1}{\hbar Z_Q} \sum_a \int dX N_R^{aa}(X,t) \frac{P}{M} \nabla \Delta E(R) \delta(\Delta E(R) - \Delta E^\pm) e^{-\beta H_a(X)}, \tag{122}
\]

where \(Z_Q\) is the partition function. This expression can be simulated using rare event sampling starting at the barrier top and the rate constant can be determined from relatively short-time QCL dynamics simulations using the Trotter-based surface-hopping algorithm [77, 144]. The rate coefficient extracted from such simulations is \(k = 0.163 \text{ ps}^{-1}\). The transmission coefficient \(\kappa = k / k_{\text{TST}}\), defined to be the ratio of the rate coefficient to its transition state value, has the value \(\kappa = 0.65\). The reduction of the rate coefficient is due to dynamical recrossing of the barrier arising from both motion on the ground adiabatic surface and nonadiabatic effects.
involving transitions to the excited state surface. Other details concerning correlations between the dynamical evolution of the solvent polarization and the quantum mechanical average value of the proton position in the complex have also been extracted from such nonadiabatic QCL simulations and have served to elucidate the nature of the reaction mechanism [77].

Proton transfer in the phenol-amine complex has also been investigated when the complex is solvated by a small cluster of methyl chloride molecules [150, 151]. In addition to the computations of the rate coefficients for proton and deuteron transfer rates, the QCL simulations indicate that the cluster structure itself is changed as a result of the quantum particle transfer in the molecular complex. Figure 10 shows two configurations of the cluster. In the left configuration the proton-phenol-amine complex is in the covalent form and the complex resides on the surface of the cluster. When a quantum proton transfer takes place in the complex to yield the ionic form, the complex moves to the interior of the cluster since this is the more favorable solvation state. Thus, the structure of the complex itself can also serve as a reaction coordinate.

The QCLE has been generalized to include the presence of a radiation field in order to be able to theoretically model multi-dimensional spectroscopy, which has then been applied to this proton transfer model, in both condensed phase and cluster environments [152–154].

While various methods have been used to simulate quantum-classical Liouville dynamics [32, 33, 79, 80, 82, 102], we have chosen limit the above illustrative computational examples to the Trotter-based method, the forward–backward trajectory solution and its jump extension. The forward–backward solution is very simple to implement since it only requires the solution of a set of Hamiltonian equations in an extended phase space. The computational effort is comparable to that of Ehrenfest dynamics but it provides a much more accurate treatment of the dynamics. As discussed above, because of the coherent state orthogonality approximation that leads to a simple trajectory representation, it retains a mean-field character, albeit different from Ehrenfest dynamics. Its jump extension breaks this mean-field structure and yields a numerically exact solution of the quantum-classical Liouville equation, provided a sufficient number of ‘jumps’ are included in the simulation. This method can then be used to gauge the accuracy of the simple forward–backward scheme. The Trotter-based method makes use of the momentum-jump approximation that leads to a surface-hopping trajectory picture of the dynamics, which is different from fewest-switching surface hopping since decoherence is taken into account. Like the jump forward–backward solution, it is also able to describe effects that lie outside mean-field-like descriptions and properly accounts for the back reaction of the quantum system on its environment.

8. Summary and conclusion

There have been significant advances in the construction of quantum dynamical algorithms that are applicable for increasingly large systems [155–159]. Nevertheless, at the present time it is still difficult to treat the full complexity of quantum dynamics in condensed-phase or large biochemical systems at a level of detail where the environment is not described in a highly idealized fashion. As a result, the study of quantum dynamics in open quantum-classical systems is a topic worth pursuing.

Quantum-classical Liouville dynamics, which was the focus of this review, is one of several quantum-classical dynamical schemes that are currently being developed and applied to study quantum dynamics. Problems are encountered when any mixed quantum-classical method is used. These problems center around the theoretical foundations of the mixed dynamics and the way interactions between the quantum subsystem and its environment are treated. The manner in which theories account for (or do not account for) decoherence in the quantum subsystem is an important factor in the construction of quantum-classical dynamics. When approximations are made to quantum-classical Liouville dynamics it was shown that mean-field and surface-hopping
descriptions of the dynamics could be obtained. In addition, it was also shown how decoherence is naturally accounted for in quantum-classical Liouville dynamics.

While the quantum-classical Liouville equation is able to provide an accurate description of many of the complex systems that are encountered in nature, it is not easy to simulate the dynamics prescribed by this equation. Several algorithms that yield either numerically exact or approximate solutions of this equation were presented and the advantages and limitations of these algorithms were discussed. One of the important areas for future research on this topic is the development of more robust and generally accurate algorithms. In more a general context, it is also an interesting and challenging exercise to seek schemes that combine quantum and classical dynamics. The construction of mixed quantum and classical dynamical theories still presents many challenges and is fertile ground for future new developments.
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