Entropy production of a small quantum system under strong coupling with an environment: A computational experiment
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Abstract

Many theoretical expressions of dissipation along non-equilibrium processes have been proposed. However, they have not been fully verified by experiments. Especially for systems strongly interacting with environments the connection between theoretical quantities and standard thermodynamic observables are not clear. We have developed a computer simulation based on a spin-boson model, which is in principle exact and suitable for testing the proposed theories. We have noted that the dissipation obtained by measuring conventional thermodynamic quantities deviates from the second law of thermodynamics presumably due to the strong coupling. We show that additive correction to entropy makes it more consistent with the second law. This observation appears to be consistent with the theory based on the potential of mean force.
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1. Introduction

The second law of thermodynamics is considered to be one of the most fundamental laws of physics.[1] Yet the precise definition of irreversible entropy production still remains elusive. It is now widely accepted that von Neumann entropy (vN-entropy), $S(\rho) = -\text{tr} \rho \ln \rho$ where $\rho$ is the density operator of the system, represents thermodynamic entropy even in non-equilibrium situations. However, it is invariant under unitary evolution owing to the Liouville theorem and the microscopic time reversibility, and thus the entropy of isolated systems never changes. On the other hand, the second law and entropy production can be determined by comparing forward and time-reversed processes[2, 3], suggesting that the irreversibility of thermodynamics systems does not conflict with the microscopic time reversibility. Esposito-Lindenberg-Van den Broeck (ELV) has recently developed a general “non-equilibrium” expression of entropy production based on the vN-entropy[4], which is consistent with fluctuation theorems.[5] While the proposed expression is developed under a rather general condition, its validity has not been tested, in particular for systems strongly interacting with environments.

A standard theory of thermodynamics assumes that interaction energy between system and environment is negligibly small compared to the system energy. Under such a condition, boarder lines between a system and environments are obvious and the thermodynamic laws can be expressed only with the state of system. However, the assumption of weak coupling becomes untenable when the system is reduced to a molecular size where the system energy and the coupling energy are of the same order. Then, the separation becomes moot since the interaction energy depends on the state of system and environment simultaneously. Because of this inseparability, standard thermodynamic quantities such as heat and entropy are no longer clearly defined. It is natural to ask if the thermodynamic laws can be expressed only with the state of system or
the state of environments must be taken into account. Many works have been reported[4–27] but the issues have not been resolved yet.

In addition to the issue of interaction energy, the correlation between system and environment, especially quantum entanglement, plays an important role in thermodynamics. For example, the coupling introduces irreversible change in the information entropy through decoherence induced by quantum entanglement between system and environments[28, 29]. Moreover, under the strong coupling limit, the system density no longer takes a canonical form [30–32] and even not diagonal in the energy basis.[9, 32, 33] It has been suggested that continuous measurement of the system by the environments projects the Gibbs state onto the so-called pointer basis.[32] Continuous measurement also suppresses heat conduction due to the quantum Zeno effect under the strong coupling limit.[32, 34–36]. Since the quantum coherency and entanglement can be used as resources in thermodynamics[26, 37–39], the decoherence should be considered as a part of thermodynamic dissipation.

A promising method that takes into account strong coupling was developed long ago by Kirkwood[40], in which an effective Hamiltonian or so-called potential of mean force, replaces the Hamiltonian of system. In this approach, the effects of strong coupling are incorporated into effective thermodynamic quantities such that they satisfy the standard thermodynamics laws. The same idea has recently been extended to stochastic thermodynamics.[6, 7, 9, 11, 14, 16, 18, 19, 27, 33]. In particular, the first and second laws of thermodynamics are redefined with the effective quantities[14, 18, 27]. In this theory, the laws of thermodynamics with the effective thermodynamics quantities are still determined only by the state of system. However, the physical meaning of effective thermodynamic quantities and their relation to the observable physical quantities are not clear.

The present investigation tries to find where the standard theory of thermodynamics fails due to strong coupling through exact numerical experiments. We observed that the second law is violated if the conventional definition of thermodynamic variables are used. On the other hand, we found that if an appropriate additive correction applied to entropy and other quantities, the entropy production appears to be consistent with the second law even under strong coupling. In the following, first we introduce an experimental strategy to measure necessary information from computational experiments. Then, a simple model and numerical methods are introduced. Experiments are carried out for various different cases to ensure that the observed results are not specific to a single case. At the end, we will compare the results with a theory based on the potential of mean force.

2. Construction of experiments

We first construct experiments that provide accurate information about dissipation under strong coupling conditions. Consider an isolated composite system consisting of a small systems S and a large environment B. When S is brought into contact with B, dissipation takes place. We would like to determine the irreversible entropy production by measurement only with the knowledge of conventional thermodynamics.

Hamiltonian of the whole system is given by

\[ H_{SB} = H_S + H_B + \lambda(t)H_i \]  

where \( H_S \) and \( H_B \) are Hamiltonians for a system and an environment, respectively. The coupling Hamiltonian \( H_i \) is switched on and off by a protocol \( 1 \geq \lambda(t) \geq 0 \). We measure the following energies in numerical experiments. System energy is simply the mean energy of system:

\[ U(t) = \text{tr}_s\{\rho_s(t)H_s\}. \]  

Heat is defined as the energy released by the environment,

\[ Q(t) = \text{tr}_s\{\rho_s(t_0)H_s\} - \text{tr}_s\{\rho_s(t)H_s\}, \]  

and work is the change in total energy

\[ W(t) = \text{tr}_{SB}\{\rho_{SB}(t)H_{SB}\} - \text{tr}_{SB}\{\rho_{SB}(t_0)H_{SB}\}. \]
where \( \rho_{sb} \) is the density operator of the whole system. The reduced densities \( \rho_s = \text{tr}_b \rho_{sb} \) and \( \rho_b = \text{tr}_s \rho_{sb} \) represent the state of system and environment, respectively. In addition, we measure the coupling energy:

\[
V_i(t) = \lambda(t) \text{tr}_{sb} \{ \rho_{sb}(t) H_i \}. \tag{5}
\]

We assume that the initial state is a product state \( \rho_{sb}(t_0) = \rho_s(t_0) \otimes \rho_b^0 \) where the environment is in a local Gibbs state \( \rho_b^0 = e^{-\beta H_b} / \text{tr}_b e^{-\beta H_b} \). The initial state \( \rho_s(t_0) \) is arbitrary. We will make it sure that \( V_i(t_0) = 0 \), which prevents any discontinuity in the evolution of work and avoids unnecessary dissipation. Our goal is to determine entropy production along non-equilibrium transformations between the two states, \( \lambda = 0 \) and \( \lambda = 1 \). Based on the standard theory of thermodynamics, internal energy \( U \), entropy \( S \) and free energy \( F \) are state functions at thermal equilibrium. There are two ways to determine the entropy production, one from work and the other from heat as

\[
\begin{align*}
\Sigma_q &= \Delta S - \beta Q \tag{6} \\
\Sigma_w &= W - \Delta F \tag{7}
\end{align*}
\]

where free energy difference are defined by \( \Delta F = F(\lambda = 1) - F(\lambda = 0) \) and entropy difference by \( \Delta S = S(\lambda = 1) - S(\lambda = 0) \). Strictly speaking, the two expressions of entropy production are valid only for a transition between two equilibriums and should take the same value.

First, we try to find information on equilibrium states, namely \( \Delta F \) and \( \Delta S \). Since the initial state is not at an equilibrium, we must relax it by connecting the system to the environment. For this purpose, we use a “quasi static” protocol (protocol 1):

\[
\lambda_1(t) = \begin{cases} 
  \text{slowly turn on coupling} & t_1 > t > t_0 \\
  \text{keep coupling constant} & t_2 > t > t_1 \\
  \text{slowly turn off coupling} & t_3 > t > t_2 \\
  \text{keep coupling off} & t_4 > t > t_3
\end{cases} \tag{8}
\]

Each step takes a sufficiently long time that no unwanted dissipation takes place. During the first period, the initial non-equilibrium state relaxes to an equilibrium and the initial dissipation \( \Sigma_0^0 \) completes before \( t_1 \). At the same time the system energy also relaxes by \( \Delta U^0 \). No further dissipation takes place after \( t_1 \). Then, the measurements of heat and work at \( t_2 \) and \( t_4 \) provide information on the equilibrium states. In real experiments, the two measurements must be done in separate experiments since the measurement at \( t_2 \) changes the quantum states afterward.

Since \( H_{sb}(t_0) = H_{sb}(t_4) \), we have \( \Delta S(t_4) = S(t_4) - S(t_0) = 0 \). Hence, net heat observed at \( t_4 \) is entirely dissipative and entropy production due to the relaxation of initial non-equilibrium state is given by

\[
\Sigma_0^0(t_4) = -\beta Q^0(t_4) \tag{9}
\]

Similarly we have \( \Delta F(t_4) = F(t_4) - F(t_0) = 0 \). However, we must take into account the free energy difference from the initial non-equilibrium state to the final equilibrium, which we assume \( \Delta F^0 \equiv \Delta U^{eq}(t_4) = U^{eq}(t_4) - U^{eq}(t_0) \). Then, the dissipation obtained from work is

\[
\Sigma_w = \beta [W^{eq}(t_4) - \Delta U^{eq}(t_4)] \tag{10}
\]

The energy conservation law \( W^{eq}(t_4) + Q^{eq}(t_4) = \Delta U^{eq}(t_4) \) guarantees that the two expressions of entropy production (14) and (13) are equivalent.

Next we determine \( \Delta F \) and \( \Delta S \) by measuring \( W \) and \( Q \) at \( t_2 \) by which the whole system reaches the equilibrium with \( \lambda = 1 \). The free energy and entropy differences between the fully detached and connected states are determined as

\[
\begin{align*}
\Delta F &= W^{eq}(t_2) - W^{eq}(t_4) + \Delta U^{eq}(t_4) \tag{11} \\
\Delta S &= \beta [Q^{eq}(t_2) - Q^{eq}(t_4)] \tag{12}
\end{align*}
\]
From the theoretical view, these expressions look obvious. However, since we do not know the equilibrium state at the strong coupling this measurement is necessary.

Now we turn to non-equilibrium processes. As an extreme case, we turn on the coupling instantaneously. The second protocol remains zero during the first period \( (t_1 > t > t_0) \) but it is identical to protocol 1 for the remaining periods. Since \( V_i = 0 \), no work is done by the sudden change of \( \lambda \). Between \( t_1 \) and \( t_2 \), the system relaxes to an equilibrium, during which dissipation takes place. The entropy production can be measured at \( t_2 \) and \( t_4 \). At \( t_4 \), \( \Delta F = 0 \) and \( \Delta S = 0 \) and thus the net dissipation is given by

\[
\Sigma_w(t_4) = \beta [W(t_4) - U(t_4)],
\]

\[
\Sigma_q(t_4) = -\beta Q(t_4).
\]

which include the initial dissipation \( \Sigma^0 \).

We make another measurement at \( t_2 \) where the relaxation has completed. Since no work is done before this point, the amount of dissipation is just the free energy difference:

\[
\Sigma_w(t_2) = W(t_2) - \Delta F = \beta \left[ -W^\text{op}(t_2) + W^\text{op}(t_4) - \Delta U^\text{op}(t_4) \right].
\]

On the other hand, heat flows during the relaxation. The dissipation obtained from heat is

\[
\Sigma_q(t_2) = \Delta S - \beta Q(t_2) = \beta \left[ Q^\text{op}(t_2) - Q^\text{op}(t_4) - Q(t_2) \right].
\]

We have used only the standard theory of thermodynamics based on the transition between equilibrium states and thus these expressions \((13) - (16)\) should be correct and they all coincide. These measured quantities serve as a benchmark test of the computational experiment.

Now, we try to extend the expression of dissipation to a “non-equilibrium” expression (time-dependent expression) for the period where dissipation is actually taking place \( (t_2 > t > t_1) \). Since no work is done during this period, time-dependent dissipation based on work is not possible. Therefore, we determine the dissipation from heat. By definition, the dissipative heat is \( Q_\text{rev}(t) \) where the reversible heat is \( Q_\text{rev}(t) = Q^\text{op}(t) - Q^\text{op}(t_4) \) in the current experimental setting. It is reasonable to define time-dependent entropy production as

\[
\Sigma_q(t) = \beta \left[ Q^\text{op}(t) - Q^\text{op}(t_4) - Q(t) \right], \quad t > t_1.
\]

While this expression takes the correct values at the two equilibrium measurement points, its validity is not certain since the coupling energy also deviates from its equilibrium value during this period.

ELV has proposed a promising expression\([4, 5]\):

\[
\Sigma_S(t) = \Delta S_q(t) - \beta Q(t)
\]

which is strictly positive. It replaces the reversible entropy change \( \beta [Q^\text{op}(t) - Q^\text{op}(t_4)] \) in Eq. (17) with the change in vN-entropy \( \Delta S_q(t) = -\text{tr}_x \rho_5(t) a \ln \rho_5(t) + \text{tr}_x \rho_5(t_0) \ln \rho_5(t_0) \). One important feature of this expression is that the dissipation due to decoherence is explicitly included. It has been also claimed that this expression is valid even when the coupling is strong. However, it is not obvious.

In next section, we construct a simple model and measure the conventional entropy production from expressions \((13)-(16)\), which serves as a benchmark for the proposed theory. The two non-equilibrium expressions of entropy production \((17)\) and \((18)\) are evaluated and their validity will be checked.

3. Model

We consider a simple spin-Boson model in which a pair of coupled qubits interact with an environment consisting of an ideal Bose gas. (See Fig. 1a.) Hamiltonian of the system is given by

\[
H_s = \frac{\omega_0}{2} \sigma_z \otimes I + \frac{\omega_0}{2} I \otimes \sigma_z + \Lambda (\sigma_+ \otimes \sigma_- + \sigma_- \otimes \sigma_+ )
\]
A pair of qubits in a system $S$ is connected and disconnected to an environment through the time-dependent protocol $\lambda(t)$. During transition periods, work is done through the time-varying coupling.

(b) Two protocols. The coupling is slowly turned on in protocol 1 and instantaneously in protocol 2. In both protocols, the coupling is slowly turned off.

Figure 1: Model

where $\omega_0$ and $\Lambda$ is the excitation energy of individual qubits and a coupling strength between them, respectively. We use $\omega_0 = 1$ and $\Lambda = 0.5$ for all case studies. (All energies are scaled with $\omega_0$ through out the paper.)

The environment is an ideal Bose gas with Hamiltonian

$$H_b = \sum_{j \geq 1} \omega_j a_j^\dagger a_j$$

and it interacts with the system through a bilinear form of coupling Hamiltonian

$$H_i(t) = \lambda(t) X_s \otimes Y_b$$

where the strength of coupling is controlled by a protocol $0 \leq \lambda(t) \leq 1$. The environment side of the bilinear coupling is a displacement of the environment

$$Y_b = \sum_j \nu_j \left( a_j^\dagger + a_j \right)$$

with coupling strength $\nu_j$ between the system and $j$-th mode. The spectral density of the environment is assumed to be of the Drude-Lorentz type

$$J(\omega) = \frac{2\kappa}{\pi} \frac{\omega \gamma}{\omega^2 + \gamma^2}$$

where $\kappa$ and $\gamma$ are the coupling strength and relaxation rate, which are fixed at $\kappa = 1$ and $\gamma = 0.1$ in the present investigation. For the system side of the coupling operator, we will explore various different $x_s$.

We assume the the whole system is completely isolated and its unitary evolution is determined by the Liouville–von Neumann equation, $\frac{d}{dt} \rho_{SB} = -i[H_{SB}, \rho_{SB}]$. Taking partial trace, the reduced density follows a non-unitary evolution

$$\frac{d}{dt} \rho_s = -i[H_s, \rho_s] - i\lambda(t)[X_s, \eta_s]$$

where $\eta_s = \text{tr}_b(Y_b \rho_{SB})$ is an operator in the system Hilbert space. If the initial state is a product state $\rho_{SB}(t_0) = \rho_s(t_0) \otimes \rho_b^0$, then Eq (24) can be numerically solved using the method of hierarchical equations of motion (HEOM) [34, 41] and the results are in principle exact. A brief summary of HEOM is given in Appendix. The operator $\eta_s$ contains sufficient information about the state of the environment and allows us to evaluate various thermodynamics quantities.
Figure 2: Correlation between system and environment for the three initial states given in Eq (30) during protocol 1 (left) and protocol 2 (right). Initial state (i) shows no correlation at all. (ii) and (iii) forms quantum and classical correlation, respectively. The formation of correlation is rather quick as shown in the right panel.

Heat (3), work (4), and coupling energy (5) are computed as

\[ Q = -\int_{t_0}^{t} (tr_s[H_s\dot{\rho}_s(\tau)] + \lambda(\tau) tr_s[X_s\dot{\eta}(\tau)]) d\tau, \]  

\[ W = \int_{t_0}^{t} \dot{\lambda}(\tau) tr_s\{X_s\eta(\tau)\} d\tau, \]  

and

\[ V_i = \lambda(t) tr_s\{X_s\eta_i(t)\}, \]  

which satisfy the conservation of energy \( W + Q = \Delta U + \Delta V_i \). In addition, we monitor the presence of system-environment correlation by computing correlation function

\[ C_{sb}(t) = \langle X_s \otimes Y_b \rangle - \langle X_s \rangle \langle Y_b \rangle = tr_s (X_s \eta_s) - tr_s (X_s \rho_s) \cdot tr_s (\eta_s). \]  

The quasi static process is emulated by protocol 1:

\[ \lambda_1(t) = \begin{cases} 
\sin^2 \left( \frac{\pi t}{2\tau} \right) & 0 < t < \tau \\
1 & \tau < t < 2\tau \\
\sin^2 \left( \frac{\pi(3\tau-t)}{2\tau} \right) & 2\tau < t < 3\tau \\
0 & 3\tau < t < 4\tau 
\end{cases} \]  

where \( \tau = 1000 \). (See Fig. 1b.) For the relaxation experiment (protocol 2), \( \lambda_2(t) = 0 \) for \( t_1 > t > t_0 \) and otherwise \( \lambda_2(t) = \lambda_1(t) \). This allows us to compare equilibrium and non-equilibrium states easily on the plots.

4. Case studies

We choose three particular initial states:

\[ \rho_s(t_0) = \begin{cases} 
(i) & |00\rangle\langle 00| \\
(ii) & \frac{1}{2} (|00\rangle\langle 00| + |00\rangle\langle 11| + |11\rangle\langle 00| + |11\rangle\langle 11|) \\
(iii) & e^{-\beta H_s} / tr (e^{-\beta H_s}) 
\end{cases} \]  

(30)
which allow us to control S-B correlation.

First we consider a special choice of coupling $X_s = H_s$. Since $H_s$ commutes with the total Hamiltonian, the energy of system conserves, i.e., $\Delta U = 0$ which highlights the effect of coupling energy since heat released by the environment never enters the system. The diagonal elements of the reduced density $\rho_s$ in the energy basis are invariant but the off-diagonal elements vanish due to decoherence as soon as the interaction with environment is turned on. We also consider a more general form of coupling, $X_s = \sigma_x \otimes I + I \otimes \sigma_x$.

4.1. Case I

Initial state (i) is an energy eigenstate, which is protected from the environment by $X_s = H_s$. Since the reduced density remains in the pure state, no correlation of any kind is formed throughout the time-evolution. Figure 2 confirms that there is no S-B correlation and thus the whole system remains in a product state. The entropy production takes place only in the environment. Figure 3a plots the energy changes. For protocol 1, both work and heat vanish at the end, certifying the process is quasi static. For protocol 2, both work and heat reach the same value at $t_4$. Using Eqs. (9) and (10), we find $\Sigma_q(t_4) = \Sigma_w(t_4) = 1.0$, which is the dissipation incurred during initial relaxation. At the other check point $t_2$, we obtain entropy production $\Sigma_q(t_2) = \Sigma_w(t_2) = 0.98$ from Eqs. (15) and (16). The slight difference between the two check points is due to the small dissipation caused by the finite time protocols. Based on these observations, we conclude that the simulation produces a standard thermodynamic behavior of the quasi static and relaxation processes.

Next, we plot non-equilibrium expressions (17) and (18) in Fig. 3b. After the rapid relaxation period, $\Sigma_q$ reaches the correct dissipation and passes through the two check points. On the other hand, $\Sigma_s$ shows disagreement. While the correct value is reached at the end, it grossly overestimates the dissipation at the check point $t_2$. As mathematically proved, $\Sigma_s$ is always positive, consistent with the second law but its derivative is clearly negative between $t_2$ and $t_3$. Hence, $\Sigma_s$ cannot be considered as a valid definition of the entropy production. Zooming into the period where the dissipation actually takes place (the bottom panel of Fig.3b), $\Sigma_q$ initially goes down below 0, which is incompatible with the second law. We found that neither $\Sigma_q$ nor $\Sigma_s$ is consistent with the second law.
(a) Energy transaction during protocol 1 (top) and 2 (bottom).

(b) Various definitions of entropy production evaluated from the computer experiment. Whole process (top) and during the relaxation process takes place (bottom).

Figure 4: Time evolution of various thermodynamics quantities for case II.

However, we have noticed that if the entropy is redefined as $S(t) \rightarrow S(t) + \frac{1}{2} V_i(t)$, both $\Sigma_q$ and $\Sigma_s$ coincide and become consistent with the second law. Based on these observations, we introduce two empirical expressions of entropy production:

$$\Sigma_{qv}(t) = \Sigma_q(t) + \frac{1}{2} [V_{qs}^i(t) - V_i(t)]$$  \hspace{1cm} (31)$$

and

$$\Sigma_{sv}(t) = \Sigma_s(t) + \frac{1}{2} \Delta V_i(t)$$  \hspace{1cm} (32)$$

where $V_{qs}^i(t)$ and $V_i(t)$ are the coupling energy along protocol 1 and 2, respectively. Figure 3b show that $\Sigma_{qv}$ and $\Sigma_{sv}$ both monotonically increase to the correct value as expected from the second law.

4.2. Case II

The coupling operator $X_s$ is still $H_s$. Initial state (ii) is a superposition of two energy eigenstates, which is subject to decoherence due to quantum entanglement with the environment. The off-diagonal elements in the initial pure state vanish and $S_s$ increases.

Figure 2 indeed shows a strong S-B correlation, which is presumably due to entanglement. In terms of energy transaction, this case is almost identical to case I, and thermodynamic dissipations measured at two check points are consistent (Fig. 4a). The entropy production evaluated from heat, $\Sigma_q$ failed in the same way as in the previous case. Similarly, $\Sigma_s$ failed as well. Applying the same empirical correction introduced in case I, $\Sigma_{qv}$ monotonically increases to the value obtained from $\Sigma_w(t_4)$ and $\Sigma_q(t_4)$. Hence, it is consistent with thermodynamics. On the other hand, $\Sigma_{sv}$ reaches a higher value due to the decoherence-induced entropy production. When the decoherence is perfect, $\ln 2$ of irreversible entropy is expected. Figure 4b shows that $\Sigma_{sv} - \Sigma_{qv} = \ln 2$ in good agreement.

4.3. Case III

We still keep the same $X_s$. The system starts with a Gibbs state (iii) with the same temperature as the environment and thus the whole system is in a thermal equilibrium at the beginning. It is a classical mixture
of the energy eigenstates protected from the environment. Thus only the classical correlation between the system and environment can be formed and the $S_s$ remains constant. Figure 2 shows a weaker correlation than the entanglement in case II. Since the initial state is diagonal, there is no decoherence and thus $\Sigma_{qv}$ and $\Sigma_{sv}$ are nearly identical. Both $\Sigma_q$ and $\Sigma_s$ fail as the previous cases and the empirical expressions work for this case as well as the previous cases.

4.4. Case IV

We consider a more realistic coupling $X_s = \sigma_x \otimes I + I \otimes \sigma_x$. Due to the symmetry between the two qubits, the singlet state (decoherence free state) is protected from the environment. The remaining triplet states are thermalized. Unlike the previous special cases, the system energy relaxes and thus some portion of heat flows into the system. Starting with the non-equilibrium initial state (ii), we expect both classical and quantum correlations are formed. The energy transaction plotted in Fig. 6a are a little more complicated than the previous cases. Figure 6b shows that $\Sigma_q$ and $\Sigma_s$ fail in the same way as before. Remarkably, both $\Sigma_{qv}$ and $\Sigma_{sv}$ still behave reasonably and seem consistent with the second law despite of energy exchange between the system and the environment. The dissipation due to the decoherence is clearly visible in $\Sigma_{sv} - \Sigma_{qv}$.

5. Discussion

We found that the entropy production $\Sigma_S$ proposed in Ref. [4] is not consistent with the second law as it is. The conventional interpretation of dissipation defined by Eq. (17) also failed. However, the empirical redefinition of entropy made them more consistent. In order to justify the correction, we briefly review the more recent theory based on the potential of mean force.[6, 7, 9, 14, 18, 19, 27, 33] Here we use the quantum version based on Ref. [27].

First the theory assumes that the whole system is in a canonical equilibrium and defines a temperature $\beta$ for a given energy by

$$E_{\text{total}} = \text{tr}_{sb} \left\{ (H_s + H_B + V_{sb}) e^{-\beta(H_s + H_B + V_{sb})} \right\} / Z_{sb}$$  (33)
(a) Energy transaction during protocol 1 (top) and 2 (bottom).

(b) Various definitions of entropy production evaluated from the computer experiment. Whole process (top) and during the relaxation process takes place (bottom).

Figure 6: Time evolution various thermodynamics quantities for case IV.

where $Z_{sb} = \text{tr}_{sb} \left\{ e^{-\beta (H_s + H_b + V_{sb})} \right\}$. Assuming that the reference temperature does not change over time, an effective Hamiltonian[27] for the system is defined by

$$\tilde{H}_s = -\frac{1}{\beta} \ln \left[ \text{tr}_b \left\{ e^{-\beta (H_s + H_b + V_{sb})} \right\} / Z_b \right]$$  \hspace{1cm} (34)

with $Z_b = \text{tr}_b e^{-\beta H_b}$. Further, the effective thermodynamics quantities are redefined for an arbitrary state of system $\rho_s(t)$ by

$$\tilde{U} = U + \tilde{U}' + \tilde{U}''$$  \hspace{1cm} (35)

$$\tilde{S} = S_s + \beta \tilde{U}''$$  \hspace{1cm} (36)

$$\tilde{F} = F + \tilde{U}'$$  \hspace{1cm} (37)

$$\tilde{Q} = Q - \Delta V_{sb} + \tilde{U}' + \Delta \tilde{U}''$$  \hspace{1cm} (38)

where the additive correction terms are defined by

$$\tilde{U}' = \text{tr}_s \{ \rho_s(t) (\tilde{H}_s - H_s) \}$$  \hspace{1cm} (39a)

$$\tilde{U}'' = \text{tr}_s \{ \rho_s(t) \beta \partial_\beta \tilde{H}_s \}.$$  \hspace{1cm} (39b)

These effective quantities satisfy usual thermodynamic relations. Using these definitions along with the first law $W + \tilde{Q} = \Delta \tilde{U}$ we find an expression of entropy production

$$\tilde{\Sigma} = \Sigma_s + \beta \tilde{U}'$$  \hspace{1cm} (40)

The present empirical correction is equivalent to $\tilde{U}' = \tilde{U}'' = \frac{1}{2} V_i$. Then, the effective thermodynamic quantities become

$$\tilde{U} = U + V_i$$  \hspace{1cm} (41a)

$$\tilde{S} = S_s + \frac{1}{2} V_i$$  \hspace{1cm} (41b)
\[ \tilde{F} = F + \frac{1}{2}V_i \]
\[ \tilde{Q} = Q \]
\[ \tilde{\Sigma} = \Sigma + \frac{1}{2}\Delta V_i. \]

Admittedly we are not able to derive the correction terms from the first principle. We do not claim that they are exact. However, the additive corrections obtained from the potential of mean force is quite consistent with our finding. The correction terms in the mean force theory do not depend on the state of environment whereas the coupling energy does. So, the corresponding between the mean force theory and our results are still not clear. Further theoretical investigation is needed.

6. Conclusion

We have developed an exact numerical experiment of qubits strongly coupled to a thermal environment. Information about equilibrium states is obtained from a slow protocol mimicking a quasi static process. The dissipation during relaxation processes is measured based on the standard thermodynamic principle. Based on the entropy production obtained from the experiment and the standard relation between entropy and heat, we defined a time-dependent expression of entropy production consistent with the observed value. Then, we tested it along with a theoretical expression. Neither was found to be consistent with the second law. However, a simple additive correction to entropy makes them consistent with the second law. For the current model, the correction is a half of the coupling energy. Accordingly, other quantities need to be adjusted to satisfy the 1st and 2nd laws. The results are qualitatively consistent with the theory based on the potential of mean force.
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Appendix A. Hierarchical Equations of Motion

Kato and Tanimura [34] calculated heat conduction with essentially the same model using the same method of hierarchical equation of motion (HEOM) as the present work. Here only the equations we used are shown without derivation.

The pair correlation function are approximated as \( \langle Y_{a}(\tau)Y_{a}(0) \rangle = \lambda (c_1 e^{-\gamma_1\tau} + c_2 e^{-\gamma_2\tau} + 2\lambda_0\delta(\tau)) \). The coefficients \( c_j \) and the decay rates \( \gamma_j \) are fitted to the Drude-Lorentz spectral density. If the whole system is initially in a product state \( \rho_s(t_0) \otimes \rho_b \), the non-unitary equation of motion (24) can be mapped to a hierarchy of Markovian equations:

\[
\frac{d}{dt} \zeta_{n_1,n_2}(t) = -i[H_s, \zeta_{n_1,n_2}](t)
- (\gamma_1 n_1 + \gamma_2 n_2)\zeta_{n_1,n_2}(t) - \lambda c_j \lambda^2(t)S^{-}S^{-} \zeta_{n_1,n_2}(t)
- in_1 \lambda(t) G_1 \zeta_{n_1-1,n_2}(t) - in_2 \lambda(t) G_2 \zeta_{n_1,n_2-1}(t)
- i\lambda(t) S^{-} \{ \zeta_{n_1+1,n_2}(t) + \zeta_{n_1,n_2+1}(t) \}
\] (A.1)

where \( \zeta_{n_1,n_2} \) are auxiliary operators. Super operators \( S^{\pm} = [X_s, \cdot]_{\pm} \) are commutator and anti-commutator. Another super operator is defined by

\[ G_j = \text{Re}(c_j)S^{-} + i \text{Im}(c_j)S^{+}. \] (A.2)
The system density $\rho_s$ and the moment operator $\eta_s$ are obtained from the auxiliary operators as $\rho_s(t) = \zeta_{0,0}(t)$ and

$$\eta_s(t) = \lambda(t) \left[ \zeta_{1,0}(t) + \zeta_{0,1}(t) + i(\omega S - \zeta_{0,0}(t)) \right]. \quad (A.3)$$

Although we need only top three auxiliary operators, they are tightly coupled to higher depths especially when non-Markovian effects are strong. For a system strongly coupled with environments, we must include many auxiliary operators of higher depth. The hierarchy is terminated at a certain depth $d$ depending on the coupling strength. In the present case studies, $d = 50$ is used.
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