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Abstract. In the last years, AI systems, in particular neural networks, have seen a tremendous increase in performance, and they are now used in a broad range of applications. Unlike classical symbolic AI systems, neural networks are trained using large data sets and their inner structure containing possibly billions of parameters does not lend itself to human interpretation. As a consequence, it is so far not feasible to provide broad guarantees for the correct behaviour of neural networks during operation if they process input data that significantly differ from those seen during training. However, many applications of AI systems are security- or safety-critical, and hence require obtaining statements on the robustness of the systems when facing unexpected events, whether they occur naturally or are induced by an attacker in a targeted way. As a step towards developing robust AI systems for such applications, this paper presents how the robustness of AI systems can be practically examined and which methods and metrics can be used to do so. The robustness testing methodology is described and analysed for the example use case of traffic sign recognition in autonomous driving.
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1 Introduction

AI systems based on neural networks have tremendously increased their performance over the course of the last years and are now used in a plethora of very diverse areas. The improved performance is in particular based on a strong increase in available computing power and data, but also on theoretic advances in the area of AI in general and in the design of the networks in particular. Current applications of neural networks range from predictions based on structured data to natural language processing and computer vision tasks. In the latter domain, AI systems are for instance used in biometrics for identifying people, and as an important building block of (partially) autonomous driving for processing and analysing sensor data.

However, unlike the classical systems of symbolic AI, neural networks can, in most cases, not be manually developed by experts, but are instead trained on the
basis of large data sets so as to provide the desired functionality. As a result of this training procedure, several problems arise when evaluating the behaviour of AI systems after they have been deployed to live operation. On the one hand, the systems are strongly dependent on the quality and representativeness of training data, whose amount is necessarily limited and which, in most realistic application scenarios, cannot cover all possible inputs [2]. Furthermore, it is becoming increasingly evident that even if we could easily obtain much larger data sets, this alone will not be sufficient to ensure the safe operation of these models [12, 7].

As a result, significant effort has been recently devoted to developing techniques capable of providing formal robustness guarantees [14, 15, 11, 19]. Such guarantees are of paramount importance, especially when considering use cases where severe damages may potentially arise. As an example, malfunction of an AI system used in autonomous driving can lead to significant material loss and in extreme cases to fatalities. Unfortunately, such techniques are currently not applicable to state-of-the-art computer vision models due to their limited scalability and the limited type of robustness properties they support.

This article focuses on the complementary approach of developing a methodology for testing the robustness of AI systems. This allows the developers of the AI systems to assess the robustness of any state-of-the-art system in a principled way and to identify failure modes that need to be explored in more detail and remedied before the system can be deployed. While this empirical approach cannot provide absolute guarantees, the amount of robustness testing carried out can be adjusted to achieve the required confidence level about the model correctness. It allows systematically taking into account prior human knowledge by defining task-specific robustness properties, and thus aids in making the development of robust neural networks more efficient. In what follows, we will briefly describe the main components of our work and instantiate the approach to the concrete use case of traffic sign recognition.

2 Related Work

The robustness of AI systems has been extensively studied in the literature, but the large majority of research has focused on their robustness to attacks specially designed to break the system, an area commonly referred to as adversarial machine learning (AML). Starting with the first publication [21] applying adversarial attacks (more generally known as evasion attacks years in advance [6]) to neural networks, many approaches to mitigating the vulnerability of neural networks to these attacks have been developed and many of them have been broken subsequently [4]. Another similar, albeit somewhat less popular subject of research are poisoning attacks [4]. One common feature of research in AML is the lack of a standardised and agreed-upon framework for evaluating robustness, although some progress has been made towards this end [5].
When considering research on the robustness of AI systems to perturbations that may occur naturally during operation and should thus be much easier to cope with than malicious attacks, results are much more scarce. Some publications deal with the robustness to natural perturbations and propose measures for increasing it [17, 18, 16], but they do not set out to perform a fine-grained and systematic assessment of the phenomenon. Probably the work most closely related to ours is [23, 22]. Similar to our work, the authors define a set of robustness properties and assess the model robustness against them. However, while the main goal of their work is to introduce a new benchmark, the goal of our work is a thorough assessment of state-of-the-art models. As a result, (i) we assess the robustness of significantly better models that achieve 99% standard accuracy (compared to models with at most 90% accuracy used in [23]), (ii) we show the need of considering robustness properties jointly, rather than in isolation, and (iii) we focus on an iterative methodology to assess and improve model robustness (which includes eliciting new properties and discovering model failure modes), rather than proposing a fixed data set.

One line of work that can yield results for this research question is that of formal verification [14, 15, 11, 19]. The main limitations of formal verification are that the methods developed so far do not scale to large neural networks used in practice and that the type of robustness properties that can be efficiently encoded is limited. For example, the majority of the current works consider only norm-constrained pixel perturbations, and verifying even simple geometric transformations such as rotations is highly non-trivial [1]. Further, formal verification approaches suffer from the issue of incomplete specification, since the number of robustness properties they can encode is limited (mostly pixel perturbations). As a result, one has to be careful when interpreting their results and make sure not to incur a false sense of security by performing a thorough assessment of a wide range of the robustness properties, not only a subset of those for which formal verification can provide strong guarantees.

3 Approach

This section presents details about our case study on the robustness testing of traffic sign classifiers. Figure 1 provides an overview of the approach. Robustness testing is performed on a neural network based on a test data set and a specification of certain properties. A metric is used to compute the robustness scores. Apart from identifying common failure modes of the model, the results can be used to understand how to enhance the data set and to define additional custom properties, which improve both the neural network and the testing process. More detailed information on the individual components for the case study on traffic sign classifiers is described in sections 3.2–3.4. The general methodology depicted in Figure 1 can be applied to other use cases by exchanging and adjusting the components in a suitable way.
3.1 Models
The following models, which were trained by the authors, were used for the robustness testing:

- The first neural network, called pre-trained, has 99.0% accuracy. It uses the pre-trained Inception-v3 model [20], which is trained on the ImageNet data set [8] and fine-tuned for the GTSRB data set [13].
- The second one, called self-trained, has 97.4% accuracy. It uses an architecture based on Inception-v3 but with reduced size and without pre-training.

Both networks were trained on the GTSRB data set with a data augmentation policy that applies the following random transformations: random cropping of a portion of the original image with a side length between 0.6 and 1.0 of its original length, rotation by an angle within $-15$ and $+15$ degrees, colour changes – brightness, contrast, saturation, and hue – by a factor of up to 0.1, and random change to a gray-scale format with a probability of 0.1. The transformed images are then scaled to the neural networks’ expected resolution – $32 \times 32$ pixels for the self-trained network and $299 \times 299$ pixels for the pre-trained network.

3.2 Data Set
We use the German Traffic Sign Recognition Benchmark data set (GTSRB) [13], as illustrated in Figure 2. This data set consists of 39,209 colour images used for training and 12,630 images for testing, each assigned to one of 43 classes. The data set images have different resolutions, with height and width ranging between 25–266 and 25–232 pixels, respectively.

3.3 Robustness properties
The robustness properties used were chosen according to the ambient conditions of the use case. Traffic sign recognition, and autonomous driving in particular, is
a very challenging but also relevant use case in this respect. Since autonomous driving technologies are deployed in the real world and on the roads, ambient conditions can change dramatically depending on the time of day, season or weather. Traffic signs may also to some extent be rotated, occluded and damaged. The sensors used to capture images of the traffic signs may themselves be degraded from long use, damaged or soiled, and the quality of the images captured can strongly vary depending on the specific lighting conditions. This situation is in (stark) contrast to other sensitive use cases such as medical image classification or biometrics used in border control, where ambient conditions can be standardised to a (much) larger extent, and the conditions after deployment can be made reasonably close to the ones considered during training.

The following list provides a brief overview of the robustness properties used. For the complete list of properties along with the used robustness bounds, we refer the reader to our detailed technical report [3].

- **Image noise** includes Gaussian noise, uniform noise and impulse noise, each of them modelling different deviations from optimal conditions in image capture or pre-processing.

- **Pixel perturbations** define the robustness over individual pixels, each of which is allowed to change independently from other pixels subject to a total perturbation budget measured in the $L_0$ or $L_\infty$ norm. The $L_0$ norm allows modifying a limited amount of pixels to any extent, while the $L_\infty$ norm allows changing all pixels by less than a certain threshold.

- **Geometric transformations** model different orientations or positions of the traffic signs as well as faults in image acquisition and pre-processing. The perturbations considered are rotation, translation, scaling, shearing, blurring, sharpening and flipping (flipping was only considered on images whose class was not changed by applying it).

- **Colour transformations** model changes in lighting conditions or colour post-processing performed on the images. The colour transformations considered are brightness, contrast, saturation, hue, gray-scale and colour-depth.

### 3.4 Metric

The metric used to assess the robustness of a model to a specified property is the robustness score, defined as the fraction of robust samples in the data set.
A sample is called robust to a given property if the network produces the correct label for all transformations captured by the property. For example, suppose the model achieves 86.5% robustness to rotations up to 15 degrees. This indicates that for 13.5% of the input samples, a rotation of the original image within 15 degrees was found which causes the model to predict the wrong label. Robustness is defined only over input images for which the model already predicts the correct label as all incorrect inputs are trivially non-robust.

4 Results

This section provides a summary of the results obtained using the data set, models, robustness properties and metric from section 3. For comprehensive results, as well as exact definitions of the tested properties, the reader is referred to [3].

4.1 Basic Robustness Tests

Figure 3 shows the robustness of the models with respect to the robustness properties as outlined in section 3.3. Each part of Figure 3 is organised as follows: The robustness score of both the self-trained and pre-trained model to the respective property is given, and the result of applying different intensities of the

Fig. 3. Overview of the models’ robustness to different transformations.
4.2 Stronger and Task-specific Properties

In addition to the generic and basic computer vision properties considered in section 4.1, many of which naturally transfer to other use cases and application domains, the robustness of the models for traffic sign recognition was assessed with respect to more-task specific and stronger properties. Generally speaking, these properties better reflect specific ambient conditions that may occur in this use case. Figures 4 and 5 show the results for two task-specific properties. On the one hand, the adaptive brightness property is defined as a generalisation of the basic brightness transformation. While the basic brightness transformation applies brightness changes uniformly to the whole image, the adaptive brightness transformation makes fine-grained changes, allowing some parts of the image to become brighter, and others darker. This better reproduces situations that can occur in practice, as a result of the material properties of object surfaces with respect to absorption and reflection of light. On the other hand, the robustness to generic stickers placed on the traffic signs is assessed. Especially in metropolitan
areas, it is not uncommon for such stickers to be placed on traffic signs. As can be seen from Figures 4 and 5, the models become much more brittle when generalising the basic brightness transformation to its adaptive version, and their robustness to stickers is very low indeed.

4.3 Testing Combinations

So far, the robustness properties were analysed independently from each other. However, a combination of all of the properties with different strengths reflects real-world conditions more realistically. As a first step towards evaluating these situations, the properties can be composed together (e.g., combining brightness with rotation), effectively creating a new set of properties with additional degrees of freedom that should be assessed for robustness. Figure 6 provides an overview of robustness scores of the models when tested against combinations of two properties. In most cases, the robustness scores for combinations decrease. For instance, combining translation and scaling yields a robustness score of 85.5%, whereas the robustness to translation and scaling only is 94.7% and 93.0%, respectively. The combination thus decreases robustness by an additional 7.5% as compared to the lower of the two individual robustness scores.

5 Discussion

The results in section 4 show that significant differences in robustness exist both between models and properties. Variations in robustness scores can be partly ascribed to differences in the structure of the models and in the resolution of their input images (which were taken into account in testing in order not to distort the results). The different levels of brittleness the models exhibit to different properties at least partly correlate with the degree of representation of these properties in the training data set or the data augmentation process. It is assumed that, hereby, the models are actively endowed with a certain baseline
robustness against such properties. It is concerning to see that the models’ robustness to some properties is very low indeed, and using such brittle models in safety- and security-relevant use cases seems audacious.

The more detailed analyses of stronger and task-specific properties as well as of combinations of properties outlined in sections 4.2 and 4.3 show that performing a standard set of basic robustness tests provides a good baseline, but more comprehensive tests can yield higher levels of confidence and better insights as to under what conditions the models are robust.

As an additional refinement, the aggregate robustness scores can be replaced with more precise plots of model robustness across the perturbation parameter space (e.g., [9, 10]). This can provide detailed insights into the specific regions where models may fail, which is especially beneficial in safety- and security-critical applications. Beyond that, a careful, fine-grained inspection of the robustness results can help pinpoint failure modes, i.e. specific conditions where model robustness is lower than in others (e.g., direct sunlight or very low brightness, as shown in Figure 7). Improving the training data sets based on the results obtained in the robustness tests, e.g. by using specially selected, augmented or synthesised data, seems a promising direction for alleviating their shortcomings.

The results presented in section 4 are those obtained using the specific use case of traffic sign recognition, a specific data set and two specific models trained with very limited resources. It is to be expected that models deployed in the real-world by car vendors will have been trained using much larger resources and
will, therefore, exhibit higher robustness on average. Nevertheless, a principled procedure for testing their robustness is necessary and the approach discussed in this article yields one possible solution.

6 Conclusion and Outlook

The tests that were performed in the scope of this work mainly focus on the robustness of models against naturally occurring, random properties. They only address to a limited extent the stability of the models with respect to perturbations crafted by an attacker in a targeted way. On the one hand, it is to be expected that the models’ robustness can be further decreased by using specialised attacks and that remedying this problem is much harder than improving robustness to certain naturally occurring failure modes as identified by the tests. On the other hand, the effort required for performing different kinds of attacks strongly varies and, therefore, not all attacks are realistic depending on the use case, the motivation and the capabilities of possible attackers.

The testing methodology was applied to the special use case of traffic sign recognition. The results show that performing such tests in a principled way is feasible, and they yield valuable insights into the existing limitations of the models. As a next step, such tests should also be applied to other use cases, in order to obtain the respective results. In doing so, the questions to what extent the testing methodology from traffic sign recognition can be transferred to other use cases and where it needs to be adapted should be addressed. Whereas the basic tests do not have any specific connection to the example use case considered and can probably be transferred easily to check models solving different computer vision problems, the task-specific properties may well need to be adjusted to reflect the specific ambient conditions that may arise in such new use cases. More generally, the abstract testing methodology might also be generalised to AI models solving problems not based on image data, but on data from other input domains, e.g., acoustic signals or even structured tabular data, and to other model architectures beyond neural networks.

For AI models to be used in safety- and security-critical areas such as (partly) autonomous driving in the years to come, a standardised methodology and concrete test criteria will be required in order to assess and evaluate the robustness of these models with respect to random as well as targeted perturbations. For ensuring an adequate level of safety and security, such criteria must be developed, and checking compliance with them must be made compulsory.

Another question that should be further studied is under what conditions and to what extent it is feasible not only to test the robustness of the models in an empirical, though principled, way but also to obtain formally verified statements, which could guarantee the required level of safety and security. Intense research should be devoted to this question, while aiming at practical applicability of
solutions at least as a mid-term goal. Combining robustified models with a reject option for specific, non-verifiable regions of the input space might be a first step in this direction. In addition to that, further research effort should be devoted to investigating defensive measures that are able to ensure a high security level even when facing strong attackers, i.e. adaptive attackers with knowledge of the security measures in place (e.g., [24]), and to developing fundamental approaches for increasing the robustness of AI models.
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