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Abstract. The tasks of recognition actions and classification objects are fundamental in computer vision systems. Even subtasks, such as recognition of atomic motion and single objects form the basis for understanding the situation in the work area and the scene in general. This is especially important in video surveillance systems designed to ensure security. Thus, the effectiveness of recognition and classification methods is one of the primary tasks of computer vision. But the visual methods implemented in similar video surveillance systems, encounter some difficulties, such as inhomogeneous background, uncontrolled operating environments, irregular illumination, etc. To address these drawbacks, the paper presents a model for combining visible range images and depth images. This model allows to improve the quality of recognized images, provides the construction of a more informative descriptor, which also positively affects the recognition efficiency. Our results show that it has good performance in fusion visible image and depth map.

1. Introduction

Through the high-tech development of modern society, computer vision is implemented in such systems as security systems, monitoring and control systems, authentication systems, automation of various production processes, quality control, and inspection systems, etc. Recognition of objects and classification actions are fundamental in solving almost all of the above problems. Automated systems for recognizing objects and actions encounter a number of difficulties when implemented in real conditions, such as a different background, uncontrolled operating environments, irregular illumination, etc. In this regard, the topical task is to combine information from cameras in the visible range and depth sensors to obtain informative signs of objects located in the frame.

In a number of previously published papers [1–4], it has been shown that, the fusion of vision and depth cameras or infrared sensors data improves the accuracy of recognition. The focus is on depth cameras and inertial sensors as these two types of sensors are cost-effective, commercially available, and more significantly they both provide 3D human action data and scene structure.

In paper [1] presented thermal infrared and visible data fused for face recognition. Thermal face recognition technology has achieved high resistance to changes in lighting, and therefore, scientific and business circles are studying its application [4]. An infrared thermal image of a face was first introduced as a reliable face signature in [5], because the infrared “appearance” consists of a
temperature picture of the face and branches of a blood vein; therefore, it is considered a reliable and distinguishable physiological biometric feature [1].

In [2, 3, 6] presented techniques for human action recognition based on depth sequences. It was shown that fusing depth and vision information leads to more robust recognition.

In paper [7] presented a new method for object recognition from RGB-D data. In particular, authors focused on making recognition robust to imperfect sensor data. The proposed architecture consists of two convolutional network streams operating on color and depth information. The network automatically learns to fuse these two streams information.

As literature shows, Infrared images provide a picture of the heat of the human body or scene affected by ambient temperature, airflow conditions, exercise, illness, and more [2]. In its turn, depth sensor technology an exhibit less sensitivity to lighting changes and background clutter.

In the paper presents a model for combining visible range and depth images.

### 2. Fusion model

The most notable benefit of the joint use of depth and visible sensors is the complementary nature of different modalities that provide the depth and visible-light information of the scene. And the complementarity of information captured by the different modalities can increase the reliability and robustness of recognition or surveillance [8]. As a prototype of our model in this paper, a new image aware HVS based multi-view images fusion technique that makes use of the Parameterized Logarithmic Image Processing (PLIP) model is proposed [1]. The PLIP model [9], a generalized version of LIP model, views images in terms of their gray-tone functions and processes them using new arithmetic operators replacing the standard arithmetical operators. The gray-tone function \( \Psi \), for a given image, is generated using:

\[
\Psi = \alpha - 1,
\]

where \( \alpha \) is a model parameter. Value \( \alpha \) is the maximum intensity value in the image \( I \).

The fused image can be obtained using the following,

\[
\text{fusedImage} = \Psi_1 \oplus \Psi_2 \ominus \Psi_3,
\]

where \( \Psi_1 \) is the visible image; \( \Psi_2 \) is the depth image; \( \Psi_3 \) is the maximum-combined image obtained by selecting the maximum intensity value of depth and visible image at each pixel location; \( \oplus \) is the PLIP addition operator and \( \Psi_1 \) is the result of PLIP scalar multiplication as defined below.

\[
\Psi_1 \oplus \Psi_2 = \Psi_1 + \Psi_2 - \left( \frac{\Psi_1 \Psi_2}{\max(\Psi_1, \Psi_2)} \right),
\]

\[
\Psi_1 = (\Omega_1 \Psi_1) = \max(\Psi_1) - \max(\Psi_1) \left( 1 - \frac{\Psi_1}{\max(\Psi_1)} \right)^{\Omega_1}.
\]

The constants \( \Omega_i \) were chosen as represented in [1] that \( \sum \Omega_i = 1 \), \( \Omega_1 = 0.2989 \), \( \Omega_2 = 0.5870 \) and \( \Omega_3 = 0.1141 \).

### 3. Results and discussion

NYU-Depth V2 dataset [10] has been used for experimental protocol design and testing. This dataset consists of 1449 pairs of RGB and depth images.

The results of the depth and visible image fusion using the prosed fusion method are shown in figure 1-5.

![Figure 1. Depth-visible image fusion. (a) visible image; (b) depth image; and (c) fused image](image-url)
Successful image fusion is an important step for the increase in the accuracy of the recognition system. The fused image contains the characteristics of both visible and the depth images combining
the advantages of both the modalities. This model is planned to use in further studies for object recognition and classification of human actions.

4. Conclusions
It has been proposed the model for combining visible range images and depth images. This model allows to improve the quality of recognized images, provides the construction of a more informative descriptor, which also positively affects the recognition efficiency. The fusion approach tested on several databases and showed good results using data in visible range and depth maps.
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