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Abstract

The development of reduced models for complex multiscale problems remains one of the principal challenges in computational physics. The optimal prediction framework of Chorin et al. [1], which is a reformulation of the Mori-Zwanzig (M-Z) formalism of non-equilibrium statistical mechanics, provides a methodology for the development of mathematically-derived reduced models of dynamical systems. Several promising models have emerged from the optimal prediction community and have found application in molecular dynamics and turbulent flows. In this work, a new M-Z-based closure model that addresses some of the deficiencies of existing methods is developed. The model is constructed by exploiting similarities between two levels of coarse-graining via the Germano identity of fluid mechanics and by assuming that memory effects have a finite temporal support. The appeal of the proposed model, which will be referred to as the ‘dynamic-MZ-τ’ model, is that it is parameter-free and has a structural form imposed by the mathematics of the coarse-graining process (rather than the phenomenological assumptions made by the modeler, such as in classical subgrid scale models). To promote the applicability of M-Z models in general, two procedures are presented to compute the resulting model form, helping to bypass the tedious error-prone algebra that has proven to be a hindrance to the construction of M-Z-based models for complex dynamical systems. While the new formulation is applicable to the solution of general partial differential equations, demonstrations are presented in the context of Large Eddy Simulation closures for Burgers equation, decaying homogeneous turbulence, and turbulent channel flow. The performance of the model and validity of the underlying assumptions are investigated in detail.

1. Introduction

Direct computations of many complex problems, such as atomistic simulations and turbulence, are typically prohibitively expensive because of the presence of a wide range of spatial and temporal scales. Models of reduced computational complexity are required to bridge the gap between reality and affordability. In the context of turbulent flows, the Large Eddy Simulation (LES) technique has proven to be a computationally feasible alternative to Direct Numerical Simulations (DNS). In LES, the governing equations of motion are coarse-grained to reduce the range of scales present in the system. Unresolved effects are accounted for through a so-called subgrid model. For non-linear systems lacking scale separation, the coarse-graining procedure leads to non-Markovian effects [1]. These non-local effects are challenging to quantify, understand, and model, and are typically ignored in in LES models.
The optimal prediction framework developed by Chorin and co-workers [1, 2, 3, 4, 5] provides a formal setting for both the development of closure models and the analysis of memory effects stemming from the coarse-graining process. This framework is a reformulation of the Mori-Zwanzig (M-Z) formalism of non-equilibrium statistical mechanics. The M-Z formalism [6, 7] provides a methodology to recast a high-dimensional Markovian dynamical system into a lower-dimensional, non-Markovian (non-local) system. In this lower-dimensional system, which is commonly referred to as the generalized Langevin equation (GLE), the effects of the unresolved scales on the resolved scales are non-local and appear as a convolution integral. The GLE is an exact statement of the original dynamics, but has the advantage that it depends only on the resolved variables.

It is possible, in theory, to use the GLE to determine the impact of the unresolved scales on the resolved scales using only the resolved variables. While such a process can provide valuable insight into the non-locality of coarse-grained simulations and, concurrently, model development, it does not result in a reduction of computational complexity compared to the original system. A variety of approximations have thus been developed. The $t$-model [8, 9, 10], finite memory models [11, 12, 13, 14], and renormalized M-Z models [15, 16] are several such examples.

In the context of fluid dynamics, M-Z-based models have been successfully applied to a variety of problems, including Fourier-Galerkin solutions of the Navier-Stokes equations. The models, however, have several shortcomings. In the case of the finite memory models, the memory length of the M-Z memory integrand is required. While guidelines on how the memory length scales with grid resolution have been presented in [14, 16, 17], the a priori selection of the memory length is still challenging and somewhat unsatisfying. In the case of the Markovian $t$-model, it has been recognized [15] that the model form requires an additional scaling to maintain accuracy. Most prominently, Stinis [15, 16] has developed a class of M-Z models that employ a renormalization procedure. The approach is shown to perform well for Burgers equation and the Euler equations. As in the $t$-model, however, the functional form of these models implicitly contains a time term. As such, it is not clear how the procedure can be applied to statistically steady problems.

An additional limitation of M-Z-based models is that the simplifying assumptions have been difficult to assess; thus the success of the models has remained somewhat a mystery. The challenge in assessing the simplifying assumptions arises from the fact that the evaluation of the non-local convolution integral requires the solution of the so-called orthogonal (or unresolved) dynamics equation, which itself is a high-dimensional hyperbolic PDE. Instead of directly computing the orthogonal dynamics, a common approach has been to represent the convolution integral with an expressive basis [1, 8]. Unfortunately, this process is intractable for high-dimensional problems unless a (very) low-dimensional basis is used. The dimensionality of the basis functions severely limits the accuracy and insight that can be gained from such finite-rank projections. In Refs. [13, 14, 17], Gouasmi and the present authors propose an approximate technique that can be used to obtain approximations to the memory. The methodology uses a set of auxiliary ODEs obtained from the unresolved equations to approximate solutions to the orthogonal dynamics. The convolution integral is then approximated by solving the auxiliary ODEs using the trajectories of the resolved variables as initial conditions. In Ref. [17], the procedure was shown to provide accurate predictions for subgrid content in Burgers equation.

In the present work, we develop a parameter-free closure model based on the M-Z formalism. The model combines ideas from the optimal prediction community with the Germano procedure from fluid mechanics. This work outlines the development of the model and assesses the performance and underlying assumptions of the model. Fourier-Galerkin solutions of Burgers equation and the incompressible Navier-Stokes equations will be considered. The outline of this paper is as follows: Section 2 will provide a
brief overview of the Mori-Zwanzig formalism. The orthogonal dynamics equation and an approximate methodology for evaluating the memory integral will be presented. Section 3 will outline the formulation of the dynamic-τ model. In Section 4, the model will be applied to Burgers equation. In Sections 5 and 6, the model will be applied to decaying homogeneous turbulence and turbulent channel flow. Conclusions and perspectives will be provided in Section 7.

2. The Mori-Zwanzig formalism

The model reduction framework of Chorin et al. [1], which is a reformulation of the Mori-Zwanzig formalism, is now provided. We first consider a demonstrative example to introduce the unfamiliar reader to the Mori-Zwanzig formalism. Consider a two-state linear system given by

\[
\frac{dx}{dt} = A_{11}x + A_{12}y \\
\frac{dy}{dt} = A_{21}x + A_{22}y. 
\]

Suppose that one wants to created a ‘reduced-order’ model of the system given in Eqns. 1 and 2 by creating a reduced system that depends only on \( x(t) \), i.e.

\[
\frac{dx}{dt} = A_{11}x + F(x). 
\]

The challenge for the modeler is to construct the function \( F(x) \) that accurately represents the effect of the unresolved variable \( y \) on the resolved variable \( x \). This is analogous to modeling subgrid scale effects in large eddy simulations.

For this simple linear system, \( F(x) \) can be exactly determined by solving Eq. 2 for \( y(t) \) in terms of a general \( x(t) \). Through this process, the two-component Markovian system can be cast as a one-component non-Markovian system that has the form

\[
\frac{dx}{dt} = A_{11}x + \int_0^t x(t-s)e^{A_{22}s}ds + A_{12}y(0)e^{A_{22}t}. 
\]

Equation 4 has no dependence on \( y(t) \) and hence is closed. Note, however, that one had to formally integrate out the unresolved variable \( y \) to obtain Eq. 4. The one-dimensional non-Markovian representation of the original system offers no decrease in computational complexity. Instead, it provides a starting point for the construction of closure models since the effect of the unresolved variable \( y \) has been expressed purely in terms of the resolved variable, \( x \). This is of importance since, in a reduced order simulation, one only has access to the resolved variable \( x \).

The reduction of a Markovian set of equations to a lower-dimensional, non-Markovian set of equations, for a general set of non-linear differential equations, is the essence of the Mori-Zwanzig formalism.

Before providing the mathematical foundations, we offer the following high level description of the Mori-Zwanzig formalism and how it can be used for model reduction:

1. Start with an \( N \)-component system of non-linear ordinary differential equations. In the case that the ODE system is a spatially discretized PDE (as is considered in this work), there is an underlying assumption that the ODE has some hierarchical structure. Spectral methods and high-order hierarchical finite element methods are two such examples.
2. Transform the non-linear set of ordinary differential equations into linear partial differential equations. The linear PDEs exist in the space of the initial conditions and the transformation is exact. The purpose of this transformation is to perform the model reduction in the linear PDE space, and then transform the resulting equations back into ordinary differential equations.

3. Split the right hand side dynamics of the PDEs into resolved and unresolved components through projection operators.

4. Formally integrate out the unresolved dynamics through the Duhamel relation. This allows the effect of the unresolved scales on the resolved scales to be expressed purely as a memory integral (it will be shown that the noise term is inconsequential for this work). The arguments of the memory integral involve only the resolved variables.

5. Construct an efficient model to the memory integral.

6. Transform the linear PDEs back into M-component non-linear ODEs (where \( M < N \)).

The construction of an efficient model to the memory integral is the focus of this work.

2.1. The Generalized Langevin Equations

The mathematical basis of the Mori-Zwanzig formalism is now provided. Ref. [1] offers a more complete description. Consider the semi-discrete system of ordinary differential equations

\[
\frac{d\phi}{dt} = R(\phi),
\]

(5)

where \( \phi = \{ \hat{\phi}, \tilde{\phi} \} \), \( \hat{\phi} \in \mathbb{R}^M \) are the resolved modes, and \( \tilde{\phi} \in \mathbb{R}^{N-M} \) are the unresolved modes. The initial condition is \( \phi(0) = \phi_0 \) with \( \phi_0 \in L^2 \). The objective is to solve Eq. 5 for the resolved modes without explicitly computing the unresolved modes. The non-linear ODE can be posed as an N-dimensional linear partial differential equation by casting it in the Liouville form,

\[
\frac{\partial}{\partial t} u(\phi_0, t) = Lu(\phi_0, t),
\]

(6)

with \( u(\phi_0, 0) = g(\phi(\phi_0, 0)) \) and

\[
L = \sum_{k=1}^{N} R_k(\phi_0) \frac{\partial}{\partial \phi_0 k},
\]

where \( \phi_{0k} = \phi_k(0) \). Note that Eq. 6 exists in the space of initial conditions, and has as many spatial dimensions as there are state variables. The link between Eq. 5 and Eq. 6 is intuitive by considering Eq. 5 as an N-dimensional advection equation where the characteristic paths are defined by the RHS of the original ODE. It can be shown that the solution to Eq. 6 is given by

\[
u(\phi_0, t) = g(\phi(\phi_0, t)).
\]

(7)

The semigroup notation is now used, i.e. \( u(\phi_0, t) = e^{tL}g(\phi_0) \). By Eq. 7, it is seen that the evolution operator \( e^{tL} \) is the Koopman operator [18] for the original dynamic system. By taking \( g(\phi_0) = \phi_{0j} \), an equation for the trajectory of a resolved variable can be written as

\[
\frac{\partial}{\partial t} e^{tL} \phi_{0j} = e^{tL} L \phi_{0j}.
\]

(8)

The right hand side can be partitioned into resolved and unresolved components through the use of projection operators. Let the space of the resolved variables be denoted by \( \hat{L}^2 \). Further, define \( \mathcal{P} : L^2 \rightarrow \hat{L}^2 \), as well as \( Q = I - \mathcal{P} \).
In this work, a simple projection operator is used. For a function \( f(\hat{\phi}_0, \tilde{\phi}_0) \), application of the projection operator yields \( P f(\hat{\phi}_0, \tilde{\phi}_0) = f(\hat{\phi}_0, 0) \). More complex projections are possible (again see [1]). Using the identity \( I = P + Q \), the right hand side of Eq. 8 can be split into resolved and unresolved components,

\[
\frac{\partial}{\partial t} e^{tL} \phi_0 = e^{tL} P \phi_0 j + e^{tL} Q L \phi_0 j.
\]

At this point the Duhamel formula is utilized,

\[
e^{tL} = e^{tQ L} + \int_0^t e^{(t-s)Q L} P L e^{sQ L} ds.
\]

Inserting the Duhamel formula into Eq. 9, the generalized Langevin equation is obtained,

\[
\frac{\partial}{\partial t} e^{tL} \phi_0 = e^{tL} P \phi_0 j + e^{(t-s)Q L} P L e^{sQ L} Q L \phi_0 j ds.
\]

The system described in Eq. 10 is precisely equivalent to the original ODE system. The authors note that, although Langevin equations are traditionally thought of as stochastic differential equations, Eq. 10 is deterministic. Equation 10 demonstrates that coarse-graining leads to non-local (in time) effects, which are referred to as memory. For notational purposes, define

\[
F_j(\phi_0, t) = e^{tQ L} Q L \phi_0 j, \quad K_j(\phi_0, t) = P L F_j(\phi_0, t).
\]

By definition, \( F_j(\phi_0, t) \) satisfies the orthogonal dynamics equation

\[
\frac{\partial}{\partial t} F_j(\phi_0, t) = Q L F_j(\phi_0, t),
\]

where \( F_j(\phi_0, 0) = Q L \phi_0 j \). It can be shown that solutions to the orthogonal dynamics equation are in the null space of \( P \), meaning \( P F_j(\phi_0, t) = 0 \). Further simplifications can be achieved by applying the projection \( P \) to Eq. 10 to eliminate the dependence on the noise term,

\[
\frac{\partial}{\partial t} P \phi_j(\phi_0, t) = \frac{\partial}{\partial t} P R_j(\hat{\phi}_0, t) + P \int_0^t K_j(\hat{\phi}(\phi_0, t-s), s) ds.
\]

Equations 12 and 13 provide a set of equations for the resolved modes \( \hat{\phi} \) that only depend on \( \hat{\phi} \). In this sense, Eq. 13 is closed. Evaluation of the memory kernel is, however, not tractable as it involves the solution of a high dimensional partial differential equation (which itself depends on both resolved and unresolved modes). Instead, Eq. 13 provides a starting point for the derivation of mathematically-based closure models. It is additionally worth noting that the derivation presented above relies on the projection operators \( P \) and \( Q \) being orthogonal to each other. In the context of traditional LES, this can be conceptualized as a sharp cutoff filter. The above discussion does not apply to non-orthogonal spatial filters (such as a Gaussian filter).

2.2. The orthogonal dynamics equation and the memory kernel

For analysis purposes, it is desirable to directly evaluate the convolution integral in Eq. 13. The evaluation of the integral is made challenging by the orthogonal dynamics equation. The orthogonal dynamics equation is an \( N \)-dimensional hyperbolic partial differential equation that exists in free-space. The orthogonal dynamics can be thought of as a type of \( N \)-dimensional linear advection equation (with spatially varying
wave speeds) projected onto the space of the unresolved variables. For high dimensional problems, a numerical solution to the orthogonal dynamics is not tractable. A procedure for approximating the orthogonal dynamics by the solution of a set of ODEs was introduced in [13] and further developed in [17]. This procedure is briefly outlined below.

Recall that the generalized Langevin equation is an \( N \)-dimensional PDE, but its solution may be obtained by solving a set of ordinary differential equations. This is due to the fact that \( e^{tL} \) is a transfer (or Koopman [18]) operator,

\[
e^{tL}g(\phi_0) = g(\phi(\phi_0, t)).
\]

Next, recall that the orthogonal dynamics is given by

\[
F_j(\phi_0, t) = e^{tQL}QL\phi_0_j.
\]

For general nonlinear systems, \( e^{QL} \) is not a Koopman operator. In the general case, solutions to the orthogonal dynamics equation can not be obtained by solving a set of ordinary differential equations. To approximate the orthogonal dynamics, we make the assumption that \( e^{QL} \) is a Koopman operator,

\[
e^{QL}g(\phi_Q^0) = g(\phi(\phi_Q^0, t)),
\]

where \( \phi_Q \) obeys what we refer to as the orthogonal ODE,

\[
\frac{d\phi_Q^j}{dt} = R_j(\{\hat{\phi}^Q, \tilde{\phi}^Q\}) - R_j(\{\hat{\phi}^Q, 0\}). \tag{14}
\]

For the observable of interest, \( e^{t-s}PL e^{sQL}QL\phi_0 \), the approximation is equivalent to linearizing the original dynamical system about \( \phi(t) \) and solving the resulting orthogonal dynamics equation. The memory can be evaluated by solving the orthogonal ODE using the trajectories of the resolved simulation. Step by step details are provided in Section 3.1, where the method is applied to Burgers equation. For details on the methodology, the interested reader is referred to [17].

3. Formulation of the Dynamic-\( \tau \) Model

The construction of a closure model involves approximating the memory integral in Eq. [13]. Various approximation strategies exist, the most explored of which is the \( t \)-model. In this section, we first outline the well studied \( t \)-model and expose its shortcomings and necessary modifications. The resulting insight is used as the basis for the dynamic-\( \tau \) model.

3.1. Shortcomings of the \( t \)-model

The \( t \)-model \([11]\) can be derived under the guise of various mathematical assumptions. For example, the \( t \)-model can be derived by expanding the memory integral in a Taylor series expansion about \( s = 0 \) or by approximating the orthogonal dynamics evolution operator \( (e^{QL}) \) with the evolution operator of the full dynamics \( (e^{L}) \). The most straightforward and physically intuitive derivation is to use a left hand side quadrature rule to approximate the memory integral using its value at \( s = 0 \),

\[
\mathcal{P} \int_0^t e^{(t-s)L}PL e^{sQL}QL\phi_0 ds \approx t e^{tL}PL QL\phi_0. \tag{15}
\]

\(^1\)While \( L \) is the generator of a Koopman operator, \( QL \) is not
Table 1: Physical and numerical details for reconstruction of the kernel via the orthogonal ODE.

| L   | ν   | N_j | Δt  | Quadrature Δt |
|-----|-----|-----|-----|---------------|
| 2π  | 5 × 10⁻³ | 1028 | 1 × 10⁻³ | 5 × 10⁻³ |

With this approximation one does not need to solve the troublesome orthogonal dynamics equation as the dependence on $e^{itQL}$ is eliminated. The $t$-model has been applied with varying success to a number of problems, including Burgers equation and the incompressible Navier-Stokes equations. Work by Stinis [16] has argued that the $t$-model needs an additional scaling constant to maintain accuracy.

Stinis motivates the need for these “renormalization” constants by the idea that the full-order model that the $t$-model is approximating is, itself, under-resolved. Assessing the validity of the underlying assumptions of the $t$-model (as well as a renormalized $t$-model) is challenging as it requires one to directly evaluate the memory kernel. This involves solving the $N$-dimensional orthogonal dynamics equation, which is thus far intractable. Here, we use the orthogonal ODE presented in Section 2.2 to approximate solutions to the orthogonal dynamics in an attempt to directly assess the underlying assumptions of the $t$-model and Stinis’ renormalized models. Burgers equation is considered as a numerical example as it has been studied extensively by various authors.

Burgers equation in Fourier space is given by
\[
\frac{\partial u_k}{\partial t} + \frac{ik}{2} \sum_{p+q=k \in F \cup G} u_p u_q = -\nu k^2 u_k, \quad k \in F \cup G. \tag{17}
\]

The Fourier modes have been separated into two sets, $F$ and $G$. Modes in $F$ are resolved and modes in $G$ are unresolved. The purpose of the following discussion is to use the orthogonal ODE to approximate the memory kernel so as to understand how the modes in $G$ impact the modes in $F$. Numerical details for the simulation considered are given in Table 1. The initial condition in physical space is $u(x) = \sin(x)$. Again, this initial condition is considered because it has been studied extensively in [8, 15]. The reconstruction of the memory kernel through the orthogonal ODE is performed as follows:

1. Run the full order simulation to obtain $u(t_j)$, where $j$ are the number of desired quadrature points for the eventual discrete reconstruction of the memory integral.
2. From the full order simulation data, compute $K(u(t_j), 0) = e^{itQL}LQL\phi_0$.
3. For each $t_j$, evolve the orthogonal ODE using the initial condition $K(u(t_j), 0)$ to obtain $K(u(t_j), s_i)$.
4. For each $t_j$ discretely reconstruct the memory integrand, $M(t) = \int_0^t K(u(t-s), s)ds$, using any numerical quadrature rule.

Figure 1 shows the reconstructed memory integrand at $t = 5$, as well as the total subgrid energy transfer. The reconstructed terms are compared to those extracted from DNS data. The integrand assumed by the $t$-model is also shown for reference. The subgrid term given by M-Z is the area of the shaded regions. The yellow shaded region is that predicted by the orthogonal ODE procedure, while the gray shaded region is that assumed by the $t$-model. It is seen that the comparison of the memory term approximated through the orthogonal ODE to the DNS is reasonable, although some error is notably present for the total subgrid energy transfer. Nonetheless, the important observation to make from Figure 1 is the presence of a decaying memory kernel. It is quite clear that the $t$-model will grossly overestimate the value of the integrand and
that an additional scaling is required. The required scaling is the ratio of the true integral (area of the shaded yellow region) to the assumed t-model integral (area of the shaded gray region). Figure 2 shows these ratios computed for various coarse-grained model sizes (i.e. varying the cut-off wave number $k_c$) at $t = 1$. The ratios are compared to the renormalized t-model coefficients as computed by Stinis. The agreement is excellent.

This numerical evidence shows that, as suggested by Stinis, the t-model requires an additional scaling coefficient. The simple left hand side quadrature rule assumed by the t-model is inappropriate and unjustified. To accurately model the memory, one needs to account for the decaying kernel.

3.2. Derivation of the dynamic-$\tau$ model

The numerical evidence in the previous section suggests that the memory kernel has a finite support,

$$P \int_0^t e^{(t-s)L} P L e^{Q_L} Q L \phi_0 j ds \approx P \int_{t-\tau_P}^t e^{(t-s)L} P L e^{Q_L} Q L \phi_0 j ds.$$  \hspace{1cm} (18)

In addition to numerical evidence, there is also a theoretical argument for the presence of a finite memory. For problems that reach a statistically steady state (such as a turbulent channel), the memory kernel must also reach a statistically steady state. This directly implies that any model for the memory term must not explicitly contain a time term.

In this work, we present a Markovian model that represents non-local effects through a dynamic approximation to the memory length. The most straightforward derivation of the model is to use a single-point quadrature rule starting from $s = 0$ to approximate the memory integrand and assume a temporal support of $\tau_P$. The finite memory assumption implies that $K(\hat{\phi}(t-\tau), \tau) = 0$. In this case, the memory kernel can be simplified as

$$P \int_{t-\tau_P}^t e^{(t-s)L} P L e^{Q_L} Q L \phi_0 j ds \approx C_q \tau_P e^{(t-L)P L L \phi_0 j},$$  \hspace{1cm} (19)

where $C_q$ is the constant associated with the quadrature rule. For example, a trapezoidal quadrature would assume $C_q = 0.5$. One could alternatively assume the memory decays in an exponential fashion, sinusoidal fashion, etc. Eq. 19 will be referred to as the $\tau$-model. As in the t-model, the key simplification in Eq. 19 is
that the dependence on the orthogonal dynamics has been removed. Additionally, note that the $\tau$-model can recover the $t$-model if $C_q \tau_P = t$.

The model described in Eq. 19 requires the selection of the memory length $\tau_P$. Here a dynamic procedure using the Germano identity [19] is derived for the $\tau$-model. To proceed, decompose the resolved variable $\hat{\phi}$ into two sets such that

$$\hat{\phi} = \{\bar{\phi}, \phi'\}, \quad \phi = \{\bar{\phi}, \phi', \tilde{\phi}\}.$$

Further, define the sharp cutoff filters $\hat{G}$ and $\bar{G}$ that satisfy

$$\hat{G}\phi = \{\hat{\phi}, 0\} = \{\bar{\phi}, \phi', 0\} \quad \bar{G}\phi = \{\bar{\phi}, 0, 0\}.$$

Note that these filters are not Zwanzig projection operators (i.e. $\hat{G} f(\phi) \neq \overline{f(\hat{\phi})}$) and they do not commute with non-linear functions; instead they act as a traditional sharp spectral cutoff filter. To derive an expression for $\tau_P$, note the following identity for the specified projection operators with fully resolved initial conditions,

$$P \int_0^t K_j(\hat{\phi}(s), t-s)ds = \hat{G}R_j(\phi) - R_j(\hat{G}\phi). \quad (20)$$

Applying the "test" filter $\bar{G}$ to Eq. 20 and adding and subtracting $R_j(\hat{G}\phi)$ yields

$$\bar{G}P \int_0^t K_j(\hat{\phi}(s), t-s)ds = [\bar{G}R_j(\phi) - R_j(\bar{G}\phi)] + [R_j(\bar{G}\phi) - \bar{G}R_j(\hat{G}\phi)]. \quad (21)$$

Equation 21 is a statement of the Germano identity. The first term on the RHS is simply the unclosed term that arises from coarse-graining at a level $\bar{G}$. The second bracketed term on the RHS can be computed from the under-resolved simulation. The memory length $\tau_P$ can be approximated by using the $\tau$-model to model the LHS and the first term on the RHS,

$$\bar{G}e^{t\tau_P}C_q \tau_P P L Q L \phi_{0j} = e^{t\tau_P}C_q \tau_P P L Q L \phi_{0j} + [R_j(\bar{G}\phi) - \bar{G}R_j(\hat{G}\phi)]. \quad (22)$$
3.3. Scaling Laws for the Memory Length

To close Eq. 22, a constitutive relation between the time-scales \( \tau_P \) and \( \tau_{\overline{P}} \) needs to be established. It is seen in Figure 2 that decreasing the size of the coarse-grained model increases the memory length. This increase is seen to obey a power-law scaling. Figure 3 shows the ratio of the integrated kernel to that of the memory kernel at \( s = 0 \) for Burgers equation, homogeneous turbulence at several Reynolds numbers, and channel flow. Remarkably, in all cases, the memory-length is seen to approximately obey a \( 1/N^{1.5} \) scaling. As such, the relationship between \( \tau_P \) and \( \tau_{\overline{P}} \) is straightforward,

\[
\tau_{\overline{P}} = \left( \frac{\Delta_{\overline{P}}}{\Delta_P} \right)^{1.5} \tau_P,
\]

where \( \Delta \) is the corresponding filter scale. The resulting equation for the memory length, \( \tau_P \), is

\[
\tau_P = \frac{1}{C_q} \frac{R_j(\overline{G}\phi) - \overline{G}R_j(\hat{G}\phi)}{\overline{G} e^{\Delta_{\overline{P}} P L Q L \phi_{0j}} - \left( \frac{\Delta_P}{\Delta_{\overline{P}}} \right)^{1.5} e^{\Delta_{\overline{P}} P L Q L \phi_{0j}}}. 
\]

It is noted that Eq. 24 still contains the unknown quadrature constant, \( C_q \). This term, however, vanishes when Eq. 24 is injected into Eq. 19.

3.4. Energy Transfer Constraint

Equation 24 is an over-determined system for \( \tau_P \). It is unlikely that one scalar \( \tau_P \) will exist that can satisfy Eq. 24 for each mode. As in the Dynamic Smagorinsky model, Eq. 24 is understood to be valid in
an average sense only. To constrain the equation for a single scalar \( \tau_p \), the coarse-graining time-scale is estimated by equating the energy transferred by the subgrid model out of the modes \( \tilde{\Omega} \),

\[
\tau_p = \frac{1}{C_q \left[ \sum \tilde{\Omega}_j^* e^{t \mathcal{P} \mathcal{L} \mathcal{Q} \mathcal{L} \phi_0} \left( \phi - G R_j (\tilde{\phi}) \right) \right]}
\]

With Eqns [19] and [25] the dynamic model for the memory integral is closed. The final expression for the closure model is

\[
\mathcal{P} \int_0^t e^{t \mathcal{P} \mathcal{L} \mathcal{Q} \mathcal{L} \phi_0} ds \approx \frac{\mathbb{R} \left[ \sum \tilde{\Omega}_j^* \left[ \mathcal{R}_j (\tilde{\phi}) - G R_j (\tilde{\phi}) \right] \right]}{\mathbb{R} \left[ \sum \tilde{\Omega}_j^* e^{t \mathcal{P} \mathcal{L} \mathcal{Q} \mathcal{L} \phi_0} \left( \phi - G R_j (\tilde{\phi}) \right) \right]} e^{t \mathcal{P} \mathcal{L} \mathcal{Q} \mathcal{L} \phi_0}.
\]

Note that \( C_q \) is canceled out in the dynamic procedure. The key assumptions in the dynamic model are that the memory integral is well correlated to its value at \( s = 0 \) (Eq. [19]) and that the scaling law (Eq. [23]) holds. The stronger of these two assumptions is that the memory integral is well correlated to its value at \( s = 0 \). For increasingly under-resolved simulations, the orthogonal dynamics is expected to grow in complexity and the Markovian approximation to the integral may not be sufficient.

3.5. Evaluation of \( e^{t \mathcal{P} \mathcal{L} \mathcal{Q} \mathcal{L} \phi_0} \)

The dynamic-\( \tau \) model (as well as many other M-Z-based models) requires the evaluation of \( e^{t \mathcal{P} \mathcal{L} \mathcal{Q} \mathcal{L} \phi_0} \). This term can be computed by analytically evaluating the Liouville and projection operators (note that \( \mathcal{P} \mathcal{L} \mathcal{Q} \mathcal{L} \) is applied to the initial conditions and hence the evaluation is simply an exercise in algebra; examples can be found in [4]). The naive analytic evaluation of such terms, however, is extremely tedious for complex systems of equations. The complexity of the derivations can be greatly simplified by recognizing that application of the Liouville operator to a vector \( v(\phi_0) \) can be written as a matrix vector product,

\[
L v = \frac{\partial v}{\partial \phi_0} R(\phi_0).
\]

Evaluating the Jacobian of \( v \) and matrix vector product in Eq. [27] can be costly and tedious. Fortunately, the only quantity of interest is the final matrix vector product, which is simply the Fréchet derivative of \( v \) in the direction of \( R \),

\[
L v = \nabla_{R(\phi_0)} v = \lim_{\varepsilon \to 0} \frac{v(\phi_0 + \varepsilon R(\phi_0)) - v(\phi_0)}{\varepsilon}.
\]

Two techniques are considered to compute the Fréchet derivative. The most straightforward approach is to approximate the derivative with a first order finite difference,

\[
L v(\phi_0) \approx \frac{v(\phi_0 + \varepsilon R(\phi_0)) - v(\phi_0)}{\varepsilon}.
\]

To evaluate \( \mathcal{P} \mathcal{L} \mathcal{Q} \mathcal{L} \phi_0 \) using the first order finite difference approximation for the specified projection operators, define the vector field \( v \) to be

\[
v(\phi_0) = Q \mathcal{L} \phi_0 = R(\phi_0) - R(\tilde{G} \phi_0).
\]
Applying the projection operator and the finite difference approximation of the Liouville operator to Eq. 29 yields

\[
\mathcal{P}LQ \mathcal{L} \phi_{0j} = \left[ \frac{R_j(\tilde{G} \phi_0 + R(\tilde{G} \phi_0)) - R_j(\tilde{G}[\tilde{G} \phi_0 + \epsilon R(\tilde{G} \phi_0)])}{\epsilon} - \frac{R_j(\tilde{G} \phi_0) - R_j(\tilde{G} \phi_0)}{\epsilon} \right].
\] (30)

Noting that the last term on the right hand side is zero, one obtains

\[
e^{tL} \mathcal{P}LQ \mathcal{L} \phi_{0j} = \frac{R_j(\tilde{G} \phi(t) + \epsilon R(\tilde{G} \phi(t))) - R_j(\tilde{G}[\tilde{G} \phi(t) + \epsilon R(\tilde{G} \phi(t))])}{\epsilon}.
\] (31)

The practical evaluation of Eq. 31 is as follows:

1. Evaluate the right hand side residual, \( R(\tilde{G} \phi) \). This evaluation has to be performed in an enriched space.
2. Compute the filtered quantity \( \tilde{G}[\tilde{G} \phi + R(\tilde{G} \phi)] \)
3. Evaluate the right hand side residual with arguments \( \tilde{G} \phi + R(\tilde{G} \phi) \) This has to be performed in an enriched space, although only the first \( M \) residual components are sought.
4. Evaluate the right hand side residual in the full order space with the filtered arguments \( \tilde{G}[\tilde{G} \phi + R(\tilde{G} \phi)] \). This evaluation can be performed in the reduced order space and, again, only the first \( M \) components of the residual are sought.
5. Evaluate \( e^{tL} \mathcal{P}LQ \mathcal{L} \phi_{0j} \) via Eq. 31

The finite difference approximation to \( \mathcal{P}LQ \mathcal{L} \phi_{0j} \) is attractive due to its simplicity. Further, the procedure can be used to evaluate higher order terms (i.e. \( \mathcal{P}L(QL)^n \phi_{0j} \)) through recursive differentiation of functions, which provides a potential pathway to the generation of automated M-Z-based closures. Several issues arise, however. First, the selection of the finite difference step size \( \epsilon \) can be problematic. While the authors have not found the finite difference approximation to be overly sensitive to \( \epsilon \) for the problems considered, it is still a point of concern (especially for the evaluation of higher order terms). The second issue with the above approach is the cost. Evaluation of \( e^{tL} \mathcal{P}LQ \mathcal{L} \phi_{0j} \) requires three residual evaluations, several of which are in an enriched space. We do note that this cost can be reduced for certain problems due to symmetries (this will be seen later). Nonetheless, this approach increases the computational cost of a reduced model significantly.

The second approach considered to evaluate \( \mathcal{P}LQ \mathcal{L} \phi_{0j} \) is to compute the exact Fréchet derivative. The exact derivative can be computed by linearizing the functional form produced by \( Q \mathcal{L} \phi_{0} \), and then evaluating the resulting function at \( R(\tilde{G} \phi) \). An example is provided for Burgers equation in Appendix A. While more tedious, this approach is attractive in that the exact functional form of the model is obtained and it is computationally more affordable. The model evaluation requires \( N - M \) components of an enriched space evaluation as well as an additional linearized right hand side evaluation that is comparable in cost to step 2 in the finite difference approach. In addition to being more affordable than the finite difference approach, many terms in the linearized right hand side evaluation become zero such that the cost of the linearized right hand side evaluation can be decreased substantially.

4. Application to Burgers equation

In this section the dynamic-\( \tau \) model is applied to Burgers equation. The memory length predicted by the dynamic model is compared to the memory length computed by directly evaluating the memory kernel via solutions of the auxiliary orthogonal ODE system.
The viscous Burgers equation in Fourier space is given by

\[
\frac{\partial u_k}{\partial t} + \frac{ik}{2} \sum_{p+q=k} u_p u_q = -\nu k^2 u_k, \quad k \in F \cup G
\] (32)

with \( u_k(0) = u_{0k} \). The Fourier modes \( u = \{ \hat{u}, \tilde{u} \} \) are contained within the union of two sets, \( F \) and \( G \). In the construction of the reduced order model, the resolved modes are \( \hat{u} \in F \) and the unresolved modes are \( \tilde{u} \in G \). Partitioning Eq. [32] into the resolved and unresolved modes, the evolution equation for the resolved variables is written as

\[
\frac{\partial u_k}{\partial t} + \frac{ik}{2} \sum_{p+q=k} u_p u_q = -\nu k^2 u_k - \frac{ik}{2} \left( \sum_{p+q=k} u_p u_q + \sum_{p+q=k} u_p \tilde{u}_q + \sum_{p+q=k} \tilde{u}_p u_q \right) \quad k \in F. \] (33)

Eq. [33] is equivalent to the LES form of the Burgers equation with a sharp spectral cutoff filter. The last term on the RHS of Eq. [33] contains the effect of the unresolved scales on the resolved scales and must be modeled. The dynamic-\( \tau \)-model takes the form

\[
-\frac{ik}{2} \left( \sum_{p+q=k} u_p u_q + \sum_{p+q=k} u_p \tilde{u}_q + \sum_{p+q=k} \tilde{u}_p u_q \right) \approx -0.5\tau_{\|} k^2 \sum_{p+q=k} \tilde{u}_p \left[ -\frac{u_q}{2} \sum_{r+s=q, r,s \in F} u_r u_s \right] \quad k \in F
\] (34)

where \( \tau_{\|} \) is determined through the dynamic procedure described in Section [3]. Note that the RHS of Eq. [34] was derived by analytically evaluating \( \mathcal{P} \mathcal{L} \mathcal{Q} L u_{0j} \) (see Appendix A), but it can also be evaluated numerically.

The initial condition considered in the numerical example is \( u(x, 0) = \sin(x) \) with \( x \in [0, 2\pi] \). The viscosity is taken to be \( \nu = 5\varepsilon - 3 \), which leads to a standing shock slightly after \( t = 1 \). The low viscosity allows for the solution to be mostly inviscid but keeps the PDE from being singular. The reduced model is taken to be of size \( N = 16 \) (corresponding to a cutoff frequency at \( k = 8 \)), while the full order model assumes \( N = 1024 \). Note that, due to symmetries in Burgers equation, one only needs to take the unresolved wave numbers \( q \in G \) to have \( 2N \) support when evaluating Eq. [34]. The subgrid model must be capable of removing the energy transferred to the high frequency modes resulting from the shock. The simulation is evolved until \( t = 15 \).

The numerical results for total resolved kinetic energy and the mean magnitude of the subgrid content are shown in Figure [4]. The results are compared to the t-model as well as a coarse-grained simulation using no subgrid model. The dynamic model is seen to accurately predict the decay of kinetic energy and the subgrid content. Figure [5] shows the \( x - t \) diagrams of the numerical solutions in physical space. The trajectories of the coarse-grained simulation using the dynamic model compare well with the DNS data.

To assess the underlying assumptions of the model, we return to approximating the convolution integral using the orthogonal ODE, as in Section [3,3]. Similar to Figure [12], Figure [6a] shows the evaluation of the imaginary component of the memory integrand for \( k = 7 \) at \( t = 3 \). The area of the shaded yellow region yields the subgrid content (dashed red line). The support of the integrand is seen to decay in time, indicating that only a finite time history of the resolved variables is needed to reconstruct the subgrid content. Figure [6b] shows the coarse-graining time-scale \( \tau_{\|} \) as predicted by the dynamic-\( \tau \) model and compares it to the time-scale of the orthogonal ODE integrand. The memory length for the orthogonal ODE is defined as being the support in time of the integrand that is required for the area under the curve to be 95% of the total value. Note that, although the final model form is independent of the quadrature constant \( C_q \), the equation for \( \tau_{\|} \)
Figure 4: Evolution of integral quantities for Burgers equation.

(a) Total kinetic energy in the resolved modes.

(b) Mean magnitude of the subgrid content.

Figure 5: $x - t$ diagrams for the filtered velocity field in physical space. The unfiltered field shows that the DNS solution is fully resolved.
is not. We take $C_q = 0.5$, corresponding to a trapezoidal rule quadrature. It is emphasized that this selection is only for the qualitative comparison of the memory length predicted by the model to that extracted from the orthogonal ODE, it is inconsequential in the model performance. The memory length is additionally compared to the ratio

$$
\tau_r = \frac{1}{C_q} \frac{e^{L \mathcal{P} L \phi_0}}{e^{L \mathcal{P} L \phi_0}},
$$

as computed by the DNS data The dynamic-$\tau$ well predicts this memory length and almost perfectly recovers the DNS ratio. Figure 6c shows non-dimensional integrands for various wave numbers and time instances, where it is seen that the memory integrand is somewhat self-similar. This implies that the memory integral for the entire field can be well correlated to its value at $s = 0$. Finally, the slope of the memory length $\tau_P$ for $0 \leq t \leq 1$ for varying grid resolutions is compared to the results obtained by Stinis’ dynamic procedure [16] in Figure 6d. We compare the slopes for early time because Stinis obtains his renormalized coefficients while the model is still fully resolved.

We make several important observations.

- The support of the memory integrand is seen to grow approximately linearly with respect to time. Further, the shape of the integrand is somewhat self-similar. As such, the memory for this example is well described by

$$
\int_0^t e^{(t-s)L \mathcal{P} L e^{sL \phi_0}} ds \approx C t e^{L \mathcal{P} L \phi_0}, \quad (35)
$$

where $C$ is a scalar constant that is related to the self-similar area under the curve.

- Eq. 35 shows that the impact of the unresolved scales on the resolved scales is well-described by a Markovian functional of the instantaneous field. The authors would like to emphasize the significance of this point and its implications for model development. The reader will note that Eq. 35 is nothing but the renormalized (scaled) t-model and the reason for its surprising accuracy becomes clear.

- It is observed that the "memory length" computed by the dynamic model compares well with the true memory (as approximated by the orthogonal ODE procedure) in that it grows mostly linearly with time. This growth is consistent with the DNS data. This predicted memory is quantitatively consistent with the results predicted by Stinis’ renormalized models. We reiterate that Stinis’ renormalized models are derived under different assumptions and implicitly assume a linear dependence on time (the renormalization procedure determines the slope), while the dynamic-$\tau$ model predicts it.

- For this specific case, it was shown that the M-Z-based dynamic-$\tau$ model is able to predict the decay of kinetic energy, the mean magnitude of the subgrid content, and the trajectories of the resolved field in physical space.

While it is not prudent to assume that more complex problems will have a self-similar integrand (for increasingly complex problems this would be very surprising), the results presented in this section provide strong evidence for the relative accuracy of the t-model and show that the dynamic-$\tau$ model provides accurate results for the right reasons.
(a) Evaluation of the approximate (normalized) memory integrand for $k = 7$ at $t = 3$.

(b) Growth of the computed memory length with time.

(c) Non-dimensional integrand profiles.

(d) Comparison of the slope of the memory length (with respect to time) for varying grid resolutions to the renormalized coefficients obtained by Stinis.

**Figure 6:** Summary of the reconstruction of the subgrid terms via the orthogonal ODE and a comparison of the predicted memory lengths. The support of the integrand and hence the memory length grows with time. The non-dimensional integrand profiles are seen to be somewhat self-similar, meaning that the area under the curve can be well correlated to the integrand at $s = 0$. 
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5. Application to the Triply Periodic Navier-Stokes Equations

Large Eddy Simulations of Fourier-Galerkin approximations to the Navier-Stokes equations are now considered. The incompressible Navier-Stokes equations are given by

\[
\frac{\partial u_i}{\partial x_i} = 0 \tag{36}
\]

\[
\frac{\partial u_i}{\partial t} + \frac{\partial u_i u_j}{\partial x_j} = - \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \nu \frac{\partial u_j}{\partial x_j} \right). \tag{37}
\]

For triply periodic problems, Eqns. [36] and [37] can be Fourier-transformed in all directions. The pressure Poisson equation can be directly solved in Fourier space, allowing the governing equations to be written compactly as

\[
\left( \frac{\partial}{\partial t} + \mathbf{v} \mathbf{k}^2 \right) \hat{u}_i(\mathbf{k},t) + \left( \delta_{im} - \frac{k_i k_m}{k^2} \right) \mathbf{k} j \sum_{p \mathbf{q} = \mathbf{k}} \hat{u}_j(\mathbf{p},t) \hat{u}_m(\mathbf{q},t) = 0 \quad \mathbf{k} \in F \cup G, \tag{38}
\]

where the Fourier modes have been written to belong to the union of two sets (with \( F \) being the resolved set and \( G \) being the unresolved set). Separating the modes into the resolved and unresolved sets yields the reduced system

\[
\left( \frac{\partial}{\partial t} + \mathbf{v} \mathbf{k}^2 \right) \hat{u}_i(\mathbf{k},t) + \left( \delta_{im} - \frac{k_i k_m}{k^2} \right) \mathbf{k} j \sum_{p \mathbf{q} = \mathbf{k}} \hat{u}_j(\mathbf{p},t) \hat{u}_m(\mathbf{q},t) = - \left( \delta_{im} - \frac{k_i k_m}{k^2} \right) \mathbf{k} j \hat{\tau}_{jm}(\mathbf{k},t) \quad \mathbf{k} \in F, \tag{39}
\]

where

\[
\hat{\tau}_{jm}(\mathbf{k},t) = \sum_{p \mathbf{q} = \mathbf{k}} \hat{u}_j(\mathbf{p},t) \hat{u}_m(\mathbf{q},t) + \sum_{p \mathbf{q} \in G} \hat{u}_j(\mathbf{p},t) \hat{u}_m(\mathbf{q},t) + \sum_{p \mathbf{q} \in F, G} \hat{u}_j(\mathbf{p},t) \hat{u}_m(\mathbf{q},t). \]

Note that, in Fourier space, the pressure term appears as a projection. This projection leads to additional non-linear interactions between the resolved and unresolved scales. Through the use of the Mori-Zwanzig formalism, the RHS of Eq. [39] can be alternatively written as a convolution integral

\[
\left( \frac{\partial}{\partial t} + \mathbf{v} \mathbf{k}^2 \right) \hat{u}_i(\mathbf{k},t) + \left( \delta_{im} - \frac{k_i k_m}{k^2} \right) \mathbf{k} j \sum_{p \mathbf{q} = \mathbf{k}} \hat{u}_j(\mathbf{p},t) \hat{u}_m(\mathbf{q},t) = \mathcal{P} \int_0^t K_i(\mathbf{u}(t-s),s) ds \quad \mathbf{k} \in F. \tag{40}
\]

For the spectral Navier-Stokes equations in their primitive form (Eq. [38]), the analytic derivation of the M-Z models is tractable. Details regarding the derivations can be found in [12]. Here only the final form of the dynamic-\( \tau \) model is given, which can be shown to be,

\[
\mathcal{P} \int_0^t K_i(\mathbf{u}(t-s),t-s) ds \approx 0.5 \tau_{ij} \left[ - \left( \delta_{im} + \frac{k_i k_m}{k^2} \right) \mathbf{k} j \sum_{p \mathbf{q} = \mathbf{k}} \hat{u}_j(\mathbf{p},t) e^{sL} \mathcal{P} L \hat{u}_m(\mathbf{q},0) - \left( \delta_{im} + \frac{k_i k_m}{k^2} \right) \mathbf{k} j \sum_{p \mathbf{q} = \mathbf{k}} \hat{u}_m(\mathbf{p},t) e^{sL} \mathcal{P} L \hat{u}_j(\mathbf{q},0) \right], \tag{41}
\]
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Table 2: Physical and numerical details for homogeneous turbulence simulations. The Taylor microscale-based Reynolds number of the filtered field ($\hat{\text{Re}}_\lambda = \hat{E} \sqrt{20/3\nu\hat{\varepsilon}}$) is higher than that of the unfiltered field due to the filtering of high wave number content.

| Case          | L  | $\text{Re}_L$ | $\text{Re}_\lambda$ | $\nu$ | N (DNS) | $\Delta t$ (DNS) | N (LES) | $\Delta t$ (LES) | $k_*$ |
|---------------|----|---------------|----------------------|-------|---------|------------------|---------|------------------|------|
| Low Re        | $2\pi$ | 65 | 82 | 0.001 | 512$^3$ | 0.0025 | 64$^3$ | 0.025 | 32              |
| Moderate Re   | $2\pi$ | 75 | 130 | 0.0005 | 512$^3$ | 0.0025 | 64$^3$ | 0.025 | 32              |
| High Re 1     | $2\pi$ | 164 | 482 | 0.00015 | 1024$^3$ | 0.00125 | 64$^3$ | 0.025 | 32              |
| High Re 2     | $2\pi$ | 164 | 324 | 0.00015 | 1024$^3$ | 0.00125 | 128$^3$ | 0.02  | 64              |

where $\varepsilon^0 \cdot \mathcal{P} \mathcal{L} \hat{u}_j$ is the coarse-grained right-hand side.

The triply periodic spectral Navier-Stokes equations are solved in their primitive form using a Galerkin pseudo-spectral method. The main solvers are written in Python and use the fast Fourier transform to evaluate the convolutions. The LES solver uses 2x padding for FFTs. The DNS solver utilizes 2/3 dealiasing. A low storage RK4 time integration scheme is used for all calculations. The relevant details for the simulations are given in Table 2.

5.1. Homogeneous Turbulence at a Low Reynolds Number

Homogeneous isotropic turbulence with an initial Reynolds number of $\text{Re}_\lambda \approx 65$ is first considered. The Taylor microscale-based Reynolds number is defined by $\text{Re}_\lambda = \hat{E} \sqrt{20/3\nu\hat{\varepsilon}}$, where $\varepsilon$ is the dissipation rate. The DNS velocity field is initialized using the Rogallo [20] procedure. The initial spectrum is taken to be

$$E(k,0) = \frac{q^2}{2A} \frac{1}{k_p^{\sigma+1}} k^{\sigma} \exp \left(-\frac{\sigma}{2} \left(\frac{k}{k_p}\right)^2 \right),$$

where $k_p$ is the wave number at which the energy spectrum is maximum, $\sigma$ is a parameter set to 4, and $A = \int_0^\infty k^\sigma \exp(-\sigma k^2/2) dk$. The parameters used are $\sigma = 4$, $k_p = 5$, and $q^2 = 3$. The DNS simulation is evolved on a $512^3$ mesh until realistic homogeneous turbulence is present. The filtered velocity field is then used for initial conditions for the Large Eddy Simulations. Figure [7] shows the resulting spectrum and q-criterion. For reference the initial spectrum is compared to the experiment of Comte Bellot and Corrsin (CB-C) [21]. The initial Reynolds number of the simulations is $\text{Re}_\lambda \approx 65$. The DNS simulation using $512^3$ degrees of freedom resolves up to $k\lambda_k \approx 1$, where $\lambda_k = (\frac{\nu^3}{\varepsilon})^{1/4}$ is the Kolmogorov lengthscale.

Figure [8] shows the evolution of the resolved kinetic energy and the energy spectra at various time instances. The dynamic-\(\tau\) model is compared to the dynamic Smagorinsky model as well as a simulation without using any subgrid model. The simulation with no subgrid model predicts the decay of energy reasonably, but the energy spectra are seen to exhibit significant error. The dynamic Smagorinsky model slightly over predicts the decay of energy, but offers improved predictions for the energy spectra. The dynamic-\(\tau\) model is seen to provide excellent predictions for both the energy decay and spectra. Figure [9] shows the evolution of the energy transferred by the subgrid model. The dynamic Smagorinsky model is seen to remove too much energy from the low wave numbers and too little from the high wave numbers. The dynamic-\(\tau\) model is seen to compare well to the subgrid energy transfer extracted from the DNS data.

An interesting feature to note about the dynamic-\(\tau\) model is that it deposits a small amount of energy into the low wave numbers ($0 \leq k \leq 16$). This phenomena indicates that the M-Z-based models are capable of predicting backscatter. Indeed, at $t = 4.0$ (Figure [8c]) it is clear that a small amount of backscatter is present in the DNS simulation at low wave numbers. The dynamic model is able to capture this phenomena. Note, however, that the model predicts backscatter at $t = 2.0$ (Figure [8b]) while none is present in the DNS.
Figure 7: Energy spectra (left) and q-criterion (right) of the unfiltered DNS field used for the initialization of the low Reynolds number Large Eddy Simulations. The initial Reynolds number is \( \text{Re}_{\lambda} \approx 65 \).

Figure 8: Evolution of the resolved kinetic energy and resolved spectrum.

(a) Evolution of the resolved kinetic energy.

(b) Energy spectrum at \( t = 2.0 \).

(c) Energy spectrum at \( t = 4.0 \).

Figure 9: Evolution of the subgrid (S-G) energy transfer for the low Reynolds number case. The subgrid energy transfer is computed by \( T_{\text{sgs}} = w_k u_k^* \).

(a) Evolution S-G energy transfer.

(b) S-G energy transfer at \( t = 2.0 \).

(c) S-G energy transfer at \( t = 4.0 \).
The simulation of homogeneous turbulence at a moderate Reynolds number ($Re \lambda \approx 75$) is now considered. The procedure described in the previous section is again used to initialize the flow field. Figure 10 shows the resulting initial spectrum and q-criterion. The initial condition is seen to contain more small-scale vortical structures than in the previous case. At this Reynolds number, the DNS simulation using $512^3$ degrees of freedom resolves up to $k \lambda_k \approx 0.5$.

The dynamic-τ model does not perform as well at the increased Reynolds number. Figure 11 shows the evolution of the resolved kinetic energy and the energy spectra for multiple time instances. The dynamic model is seen to under predict the initial dissipation of energy. A slight build up of energy is seen for the mid wave numbers at early times. As the simulation evolves, the spectrum predicted by the dynamic model improves and approaches the DNS simulation. Figure 12 shows the evolution of the subgrid energy transfer and the subgrid energy transfer spectra at various time instances. The dynamic-τ model is seen to under-predict the energy transfer for low to mid wave numbers, while it over predicts the energy transfer for higher wave numbers. This leads to an under-prediction of the dissipation rate.

5.3. Homogeneous Turbulence at a High Reynolds Number

Homogeneous turbulence simulations at a high Reynolds number ($Re \lambda \approx 164$) are now considered. At this Reynolds number, the DNS simulation requires $1024^3$ degrees of freedom to resolve up to $k \lambda_k = 0.5$. We consider large eddy simulations at both $64^3$ and $128^3$ degrees of freedom. These resolutions are 16 and 8 times coarser than the DNS, respectively. Figure 13 shows the evolution of resolved kinetic energy as well as the energy and subgrid transfer spectra at $t = 4.0$ for the $64^3$ case. The same trends that were observed in the moderate Reynolds number case are again seen. The dynamic-τ model is slightly under dissipative. Not enough energy is removed from the low wave numbers, while too much energy is removed from the high wave numbers (as observed in Figure 13c). The dynamic Smagorinsky model out performs the dynamic-τ model in this case. The dynamic-τ model still outperforms the case where no model is present. Figure 14 shows the same results for the $128^3$ case. At this increased resolution, the performance of the dynamic-τ
(a) Evolution of the resolved kinetic energy.

Figure 11: Evolution of the resolved kinetic energy for the moderate Reynolds number case.

(b) Energy spectrum at $t = 2.0$.

(c) Energy spectrum at $t = 4.0$.

Figure 12: Evolution of the subgrid (S-G) energy transfer for the moderate Reynolds number case.

(a) Evolution of S-G energy transfer.

(b) S-G energy transfer at $t = 2.0$.

(c) S-G energy transfer at $t = 4.0$.  

Figure 12: Evolution of the subgrid (S-G) energy transfer for the moderate Reynolds number case.
model improves while the performance of the dynamic Smagorinsky model is slightly worse than what it was in the $64^3$ case.

5.4. Evolution of the coarse-graining time-scale

We now examine the evolution of the coarse-graining time-scale predicted by the dynamic procedure. Figure 15 shows the evolution of $\tau_P$ as predicted by the dynamic procedure for both the low Reynolds number case and the moderate Reynolds number cases. As a reference, the predicted constant $\tau_P$ is additionally compared to the Kolmogorov time-scale of the LES, $\tau_k = \sqrt{\frac{\nu}{\varepsilon}}$. The Kolmogorov time-scale is the relevant physical quantity as it reflects the small-scale dynamics. The predicted time-scales are seen to grow approximately linearly with respect to time. The linear growth of $\tau_P$ demonstrates that the dynamic-\(\tau\) model behaves similarly to a renormalized \(t\)-model. The dynamic model, however, predicts the linear growth with respect to time while the renormalized \(t\)-model assumes it. It is further observed that $\tau_P$ compares well with the Kolmogorov time-scale, demonstrating that there is a qualitative similarity between the time-scales of the memory kernel and that of the small-scale dynamics.
5.5. Validity of model assumptions

In the previous sections, it was seen that the performance of the dynamic-τ model degrades slightly as the LES becomes increasingly coarse. This degradation is due to the breakdown of the assumption that the memory integral is well correlated to its value at $s = 0$. To demonstrate this, we compute the a priori correlation coefficient between the the exact memory integral and its value at $s = 0$ as a function of the Reynolds number for several resolutions. The correlation coefficient between the memory integral and the term predicted by the Smagorinsky closure model is additionally computed for reference. Figure 16 shows the resulting correlations. It is seen that as the Reynolds number increases, the correlation coefficient drops. It is further seen that the correlation coefficient drops as the model becomes increasingly coarse. This drop in the correlation coefficient is due to the fact that the orthogonal dynamics becomes increasingly complex. It is noted, however, that the point-wise correlation between the field predicted by the dynamic-τ model is better than that predicted by the dynamic Smagorinsky model for all resolutions.

6. Application to Turbulent Channel flow

Thus far, in this work as well as other applications of M-Z models in the literature, only decaying homogeneous problems have been discussed. These problems are characterized by the decay of kinetic energy and the growth in memory length. The simulation of fully developed turbulent channel flow with a Fourier-Chebyshev pseudo-spectral method is now considered. There are several significant differences between the channel and the triply periodic Navier-Stokes equations that are worth pointing out. First, the channel is only streamwise and spanwise periodic. The flow is inhomogeneous in the wall-normal direction with no-slip boundary conditions at the wall. Due to the inhomogeneity in the wall normal direction, no simple solution to the Poisson pressure equation exists for the channel (in contrast to Eq. 38, where pressure simply appears as a projection). This complicates the derivation of M-Z-based models as pressure is determined by the solution of an elliptic equation. Pressure in incompressible flows is not a thermodynamic variable determined by an equation of state. In some sense, it can be viewed as a Lagrange multiplier that enforces the velocity field to be solenoidal at all times \[22\]. This viewpoint is adopted in this work. We choose to neglect the effects of pressure in the subgrid scale model, and instead ensure that the continuity equation is satisfied in the solution space of the resolved variables.
Figure 16: Correlation coefficient between the point-wise field of the approximated memory integral and the true memory integral. The solid lines are the dynamic-$\tau$ model, while the dashed lines are the dynamic Smagorinsky model.

Table 3: Physical and numerical details for large eddy simulations of the channel flow.

| Re$\tau$ | $L_x$ | $L_y$ | $L_z$ | $N_x$ | $N_y$ | $N_z$ | $\Delta \tau$ | $\Delta t$ |
|----------|-------|-------|-------|-------|-------|-------|---------------|------------|
| 180      | 4\pi  | 2     | 4/3\pi| 32    | 64    | 32    | 0.24          | 0.02       |
| 395      | 2\pi  | 2     | $\pi$ | 32    | 128   | 32    | 0.28          | 0.005      |
| 590      | 2\pi  | 2     | $\pi$ | 32    | 192   | 32    | 0.31          | 0.0025     |

For the channel flow, the Navier-Stokes equations are solved in skew-symmetric form. This form has been shown to minimize aliasing errors [23]. The skew-symmetric form is, however, significantly more complicated than the primitive form of the Navier-Stokes equations and the analytic derivation of the M-Z models is considerably more challenging. As such, the M-Z-based models are computed by numerically evaluating the Fréchet derivative, as discussed in Section 3.5. The dynamic model is constructed by coarse-graining in the periodic directions. A no-slip boundary condition is used at the wall. Note that, since we only coarse-grain in the periodic directions, the effect of coarse-graining on the boundary conditions is not addressed in this work. The Navier-Stokes equations are solved using a coupled semi-implicit Adams-Bashforth scheme for time integration, as in [24]. The continuity equation is directly enforced at each time-step, bypassing the need for pressure boundary conditions. The main solvers are written in Python and utilize mpi4py for parallelization. All FFT calculations (including the Chebyshev transforms) are de-aliased by the 3/2 rule. The solutions are compared to the dynamic Smagorinsky model. LES simulations at Reynolds numbers of $Re_\tau = \{180, 395, 590\}$ are considered. The relevant computational details are given in Table 3. The domain sizes were selected to match those in Ref. [25] and are designed to be long enough such that the periodicity constraint imposed by the Fourier ansatz is appropriate.

LES solutions at $Re_\tau = 180$ are shown in Figure 17 and are compared to unfiltered DNS data from [25]. The filtering process will not affect the mean velocity profiles, but the filtered Reynolds stress profiles are expected to be slightly different. The mean velocity profile predicted by the dynamic-$\tau$ model is slightly larger in magnitude than that of the DNS, but it is much improved from the simulation ran with no subgrid model. The model correctly damps the $R_{22}$, $R_{33}$, and $R_{12}$ Reynolds stresses. A slight amplification of the $R_{11}$ Reynolds stress is seen near the wall. The reason for this is not quite clear in the context of the dynamic-$\tau$ model. The mean non-dimensional coarse-graining time-scale as predicted by the dynamic model is
\( \tau_p^+ \approx 2.35 \), where \( \tau_p^+ = \tau_p u^2_2/\nu \). It is important to note that the dynamic procedure predicted a time-scale that did not increase with time. A growing time-scale, as was the case for the decaying problems, would be incorrect in this context.

Figure 18 shows the velocity profiles for LES solutions at \( Re_\tau = 395 \) and \( Re_\tau = 590 \). As was seen in the case of homogeneous turbulence, increasing the Reynolds number (while holding the resolution constant) leads to a slight decrease in model performance. The mean velocity profiles for both cases are slightly over-predicted. The mean coarse-graining time-scales as predicted by the dynamic model are \( \tau_p^+ \approx \{2.2, 2.5\} \) for the 395 and 590 case, respectively. These non-dimensional time-scales are similar to those observed in the \( Re_\tau = 180 \) case. It is also worth noting that the predicted time-scale is roughly ten times the time step for all cases. This is due to the fact that the memory length scales with the spectral radius of the Jacobian \([13] \), as does the largest stable time step. This indicates that the time-step can be used as an alternative indicator to the memory length.

7. Conclusions and Future Work

The development of reduced models for systems that lack scale separation remains one of the prominent challenges in computational physics. Reduction of such systems to a reduced range of scales gives rise to
a closure problem involving non-local memory effects. The optimal prediction framework developed by Chorin and co-workers uses the Mori-Zwanzig formalism to provide a mathematical framework to derive closure models for such systems. In this work, we presented a new M-Z-based model that approximates non-Markovian effects using a Markovian closure. The model assumes that memory effects have a finite support in time. This time-scale is determined through a Germano-type procedure. The result of this process is a parameter-free closure model for coarse-grained systems, the structure of which is mathematically (rather than phenomenologically) imposed.

The dynamic-MZ-τ model was shown to provide accurate results for Burgers equation and moderately resolved LES of fluid flows. For decaying problems (i.e. Burgers equation and decaying homogeneous turbulence) the dynamic procedure predicted a coarse-graining time-scale that grows linearly with time. The rates at which these time-scales increase are close to those obtained by Stinis’ renormalized t-model. The t-model, however, does not have a rigorous basis in problems that reach a statistically stationary state. In the case of turbulent channel flow, the dynamic procedure predicted a time-scale that did not grow with time - an attribute that the t-model is incapable of predicting. We believe that the flexibility of the model and consistency with renormalized M-Z models makes the dynamic-MZ-τ model a promising candidate. The dynamic model was shown to not perform as well for significantly under-resolved flows. This observation was also made regarding the t-model in [10]. The reason for this discrepancy is that the correlation between the integrated memory kernel and its value at $s = 0$ degrades as the LES becomes increasingly coarse.

Nevertheless, the results presented in this work highlight the potential of Mori-Zwanzig-based techniques in closure modeling as the structural form of the closure is imposed by the mathematics of the coarse-graining and not by the specific physics at play. Extensions can target higher order approximations of the memory integral. Further a dynamic procedure in the context of Stinis’ [11] hierarchical finite memory models may also yield higher levels of accuracy.

The extension of the proposed model to the channel flow is one of the first applications of M-Z-based models to wall-bounded turbulence. However, the proposed model (and M-Z-based models in general) require further development to be of use in a general LES setting. We are currently pursuing the development of the dynamic model in a context similar to that of the variational multiscale method (VMS) [26]. The VMS formulation makes use of explicit scale-separation operators that are essential to the M-Z procedure.
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Appendix A: Analytic evaluation of $\mathcal{P}LQ_L\phi_0$ for Burgers Equation

The analytic form of $\mathcal{P}LQ_L\phi_0$ can be computed by evaluating the exact Fréchet derivative of $Q_L\phi_0$ and then projecting it. This corresponds to a linearization. For clarity, this process is illustrated on the inviscid Burgers equation (viscosity does not effect the final model form). The right hand side of Burgers equation at $t = 0$ in Fourier space is

$$Lu_{0k} = R_k(u_0) = -\frac{ik}{2} \sum_{p+q=k \atop p,q \in F \cup G} u_{p0}u_{q0}, \quad k \in F \cup G. \quad (42)$$

Split the convolution in Eq. (42) into resolved and unresolved terms,

$$Lu_{0k} = -\frac{ik}{2} \sum_{p+q=k \atop p \in F,q \in G} u_{p0}u_{q0} - \frac{ik}{2} \sum_{p+q=k \atop p \in G,q \in F} u_{p0}u_{q0} - \frac{ik}{2} \sum_{p+q=k \atop p \in F,q \in G} u_{p0}u_{q0} - \frac{ik}{2} \sum_{p+q=k \atop p,q \in G} u_{p0}u_{q0}, \quad k \in F \cup G, \quad (43)$$

where modes in $F$ are resolved and in $G$ are unresolved. Application of the complimentary projector eliminates the first term on the RHS,

$$Q_Lu_{0k} = -\frac{ik}{2} \sum_{p+q=k \atop p \in F,q \in G} u_{p0}u_{q0} - \frac{ik}{2} \sum_{p+q=k \atop p \in G,q \in F} u_{p0}u_{q0} - \frac{ik}{2} \sum_{p+q=k \atop p \in F,q \in G} u_{p0}u_{q0}, \quad k \in F \cup G. \quad (44)$$

Now linearize Eq. (44) about $u_0$,

$$Q_L^{lin}u_{0k} = -\frac{ik}{2} \sum_{p+q=k \atop p \in F,q \in G} (u_{p0}u'_{q0} + u'_p u_{q0}) - \frac{ik}{2} \sum_{p+q=k \atop p \in G,q \in F} (u_{p0}u'_{q0} + u'_p u_{q0}) - \frac{ik}{2} \sum_{p+q=k \atop p,q \in G} (u_{p0}u'_{q0} + u'_p u_{q0}), \quad k \in F \cup G. \quad (45)$$

Application of the Liouville operator to Eq. (44) is simply Eq. (45) evaluated at $u_0' = R(u_0)$,

$$LQ_Lu_{0k} = -\frac{ik}{2} \sum_{p+q=k \atop p \in F,q \in G} (u_{p0}R_q(u_0) + R_p(u_0)u_{q0}) - \frac{ik}{2} \sum_{p+q=k \atop p \in G,q \in F} (u_{p0}R_q(u_0) + R_p(u_0)u_{q0}) - \frac{ik}{2} \sum_{p+q=k \atop p,q \in G} (u_{p0}R_q(u_0) + R_p(u_0)u_{q0}), \quad k \in F \cup G. \quad (46)$$

Finally, project Eq. (46),

$$\mathcal{P}LQ_Lu_{0k} = -\frac{ik}{2} \sum_{p+q=k \atop p \in F,q \in G} u_{p0}R_q(\hat{u}_0) - \frac{ik}{2} \sum_{p+q=k \atop p \in G,q \in F} R_p(\hat{u}_0)u_{q0}, \quad k \in F \cup G. \quad (47)$$
Noting that the two separate terms on the RHS are identical and inserting in $R_q$, one recovers Eq. \[33\]

\[\mathcal{P} L Q L u_{0k} = -ik \sum_{p+q=k \atop p \in F, q \in G} u_{p0} \left[ -\frac{iq}{2} \sum_{r+s=q \atop r \in F, s \in F} u_{r0} u_{s0} \right], \quad k \in F \cup G. \tag{48}\]

The reader will note that the model form for the viscous Burgers equation is the same for modes in $F$.
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