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Abstract—Small satellite networks (SSNs), which are constructed by large number of small satellites in low earth orbits (LEO), are considered as promising ways to provide ubiquitous Internet access. To handle stochastic Internet traffic, on-board routing is necessary in SSNs. However, large-scale, high dynamic SSN topologies and limited resources make on-board routing in SSNs face great challenges. To address this issue, we turn to graph neural network (GNN), a deep learning network inherently designed for graph data, motivated by the fact that SSNs can be naturally modeled as graphs. By exploiting GNN’s topology extraction capabilities, we propose a GNN-based learning routing approach (GLR) to achieve near-optimal on-board routing with low complexity. We design high-order and low-order feature extractor and cross process to deal with high dynamic topologies of SSNs, even those topologies that have never been seen in training. Simulation results demonstrate that GLR results in a significant reduction in routing computation cost while achieves near-optimal routing performance in SSNs with different scales compared with typical existing satellite routing algorithms.
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I. INTRODUCTION

Due to the low manufacturing and deployment costs, a large number of small satellites in low earth orbits (LEO) are planed or have been launched to provide low-latency, high-bandwidth communication coverage, especially for areas that are difficult to construct terrestrial networks [1], such as underdeveloped suburbs, deserts, oceans, etc [2, 3]. To break capability and resource limitations of a single small satellite and provide ubiquitous Internet access, small satellites which are usually operated in the form of constellations are expected to constitute networks through inter-satellite links [4].

Small satellite networks (SSNs) will be integrated into future Internet, which supply alternative data packet forwarding paths for users in terrestrial networks [5, 6]. In detail, data packets from source ground users are transmitted to SSNs over ground-to-satellite links, forwarded in SSNs, and then sent back to destination ground users by satellite-to-ground links. For SSNs, the most important task is to establish paths for data packet forwarding from source small satellites to destination small satellites, also known as satellite routing.

There have been many research attempts on satellite routing [7, 11], including scheduled routing and opportunistic routing. However, existing routing schemes are inappropriate for SSNs. The rapid movement of small satellites will increase the complexity of the network topology and status of inter-satellite links, leading to inaccurate network topology pre-calculated in scheduled routing schemes [7, 2]. Therefore, on-board routing is necessary in SSNs. Opportunistic routing schemes [8] collect network state information on-board and then perform routing computing based on collected information. However, the enormous overhead makes this kind of routing schemes unable to be applied to SSNs. SSNs are large in scale in order to realize global coverage. For example, OneWeb and SpaceX have launched or plan to launch hundreds or even more small satellites. Large scale together with high dynamic nature imposes tremendous resource demand on opportunistic routing in SSNs. On the other hand, resources in small satellites are limited to ensure low cost. Hence, in large-scale SSNs, there is a significant gap between resources required for on-board routing and resources that small satellites can provide.

As mentioned above, high efficient on-board routing is most desired in SSNs to combat challenges brought by large-scale, high dynamic topologies and limited resources. Fortunately, the rapid development of deep learning over recent years has provided potential solutions with low complexity. In order to make use of the benefits from the predictable and periodic satellite’s trajectory, SSNs are usually described as graphs. However, traditional neural networks used in deep learning such as convolutional neural networks (CNN), recurrent neural networks (RNN) are not suitable to deal with graph-structured information. Consequently, they are unable to learn optimal routing when applied in SSNs.

Different from traditional neural networks, GNN [12] is inherently designed for processing graph data. In this paper, we propose a GNN-based learning approach for routing in SSNs, by exploiting the GNN’s topology extraction capabilities. The processing of GNN under a single topology is expanded for SSNs. To obtain powerful feature capture and reasoning capabilities, we have carefully designed high-order and low-order feature extractor and cross process. The designed modules can deal with different topologies of SSNs during the routing process, even those topologies that have never been seen in training. By offline pre-learning, on-board decision-making complexity can be greatly reduced. Therefore, efficient on-board routing can be achieved with large-scale, high dynamic SSN topology. Furthermore, we carry out simulations to evaluate the performance of the proposed routing approach in SSNs with different scales. Results show that the proposed routing approach can significantly reduce the complexity of routing computation while achieve near-optimal routing performance compared with typical existing satellite routing algorithms.

The rest of the paper is organized as follows. In Section II, we explain the formulation of SSNs routing problem, and in
In this section, we describe the routing problem in SSNs and emphasize the difference between the traditional training process of learning-based routing approach and the proposed one.

The satellite network topology can be expressed as $G$, and its adjacency matrix is recorded as $A \in \mathbb{R}^{N \times N}$, where $N$ represents the total number of satellite nodes. In specific, $G = \{V, E, f(e)\}$, where $V$ denotes the set of satellite nodes, $E$ denotes the set of inter-satellite links at the current moment, and $f(e)$ is the link feature of link $e \in E$. Note that we model the predictable inter node delay as link feature $f(e)$ so as to enable each node to perform routing calculation independently.

For a given source and destination pair $(s, d)$, the routing process can be formulated as a series of next-hop path selection process, i.e., $R(s, d) = (t_1, t_2, ..., t_n)$, where $R(s, d)$ denotes the routing path, and $t_i$ denotes the $i$-th hop in the routing path for $(s, d)$. Thus, the routing decision on the next hop $t_{i+1}$ should be performed iteratively, and the decision of $i + 1$-th hop can be described as $t_{i+1} = P(t_i, d, G)$, which means the current hop $t_i$, destination $d$, and network topology information are considered during the selection process.

Different from the classical routing algorithms, e.g., greedy searching in Dijkstra algorithm, GLR is a data-driven approach, which requires labeled data and training process. Most of existing works formulate routing decision as the node selection probability of the next hop [13]. For $i$-th hop $t_i$, next-hop decision $P(t_i, d, G) = \arg \max_{v \in V} p_{i, v} \cdot f_v$ (where $p_{i,m}$ denotes the probability of $v_m$, and $M$ denotes the number of inter-satellite links connected to $t_i$. As shown in Fig. 1(a), $v_2$ points to the target next hop and $R(s, d) = (s, v_2, d)$ is the shortest path, then $p_{i,2} = 1$, and $p_{i,1} = p_{i,3} = 0$. However, by adopting such processing method, the result of the data set is always in the form of one hot encoding vector, which cannot provide sufficient information. Furthermore, when multiple “optimal paths” exist, e.g., multiple paths share the same delay or distance to the destination, the probability-based method becomes difficult to model and be used for training process.

Thus, rather than node selection probability, we consider the communication distance, which is the hop count between the current and destination node, as the output of our GLR model. As shown in Fig. 1(b), next-hop decision $P(t_i, d, G) = \arg \min_{v \in V} \{p_{i,1, v}, p_{i,2, v}, p_{i,3, v}\} = v_2$, where $t_1 = s$. In this case, not only the information of the optimal node selection is recorded ($p_{i,2} = 1$), but also the information of the other node selections can be captured during the training process ($p_{i,1} = p_{i,3} = 2$). By replacing node selection probability with communication distance, the classification problem in routing process can be converted into a regression problem to capture more feature information and obtain better routing performance.

### III. GNN-BASED ROUTING APPROACH

In this section, we describe the specific design of our GLR model in the following three aspects: 1) we design a topological feature extractor using the information aggregation ability of Graph Convolution Network (GCN), 2) we define high-order and low-order topological features, where high-order topological features are extracted by combining the original input with primary topological information. 3) we cross the above high-order and low-order topological features to obtain richer global information and then predict the node communication distance through the dense layer. The structure diagram of the proposed routing model is shown in Fig. 2.

#### A. Topological Feature Extractor

Combining the input data and preprocessed data, the graph convolution mechanism is adopted to spread information. Similar to CNN, GCN can spread farther information between nodes through multi-layers.

As shown in the middle part of Fig. 2, the topological feature extractor is composed of two convolution layers. In each convolution layer, the node information aggregation is performed by considering the adjacency relation and the node degree (i.e., the number of connected neighbors). In specific, the information aggregation process of each node can be calculated by:

$$
\bar{h}_{i} = \frac{1}{d_{i} + 1}h_{i}^{l-1} + \sum_{j=0}^{N-1} \frac{a_{ij}}{(d_{i} + 1)(d_{j} + 1)}h_{j}^{l-1},
$$

where $h_{i}^{l}$ denotes the $i$-th node’s output on the $l$-th layer, $a_{ij} \in \{0, 1\}$ denotes the connection relation between node $v_i$ and node $v_j$, $d_i$ denotes the degree of node $v_i$. In particular, the weight of a single node should be smaller when the node degree is larger.

Multiplied by the weighting matrix $W$ and then updated by the relu function, the result can be finally written into matrix form, as is shown in eq. (2).

$$
\bar{H}^{l} \leftarrow \sigma(\bar{D}^{-\frac{1}{2}} \bar{A} \bar{D}^{-\frac{1}{2}} H^{l-1} W^{l}),
$$

where $\bar{H}^{l}$ denotes the output of $l$-th layer, $\bar{A} = A + I$ is the adjacency matrix that adds self-connection which is corresponding to the first part in eq. (1). $\bar{D}$ represents the degree diagonal matrix of $\bar{A}$, and $\sigma(\cdot)$ denotes relu function.
Note that all nodes share the same $W$ to capture common features during the training process.

B. High-Order and Low-Order Topological Features

Due to the highly dynamic characteristic of the network topology in SSNs, the connection relations between satellite nodes are varying rapidly at different intervals, and there are few continuity characteristics in the time domain. To meet the routing requirement under such dynamic environment, stronger generalization ability is required in our routing model.

To capture more topological information from labeled data, a common solution is to adopt deeper graph convolutional network. However, too deep layers will lead to excessively smooth information and poor results. Generally speaking, 3 to 4 layers are the limit of the depth of GNN-based model. Compared with CNN, this kind of depth is still difficult to capture the high-level structural information of the graph structure. To tackle such problem, we designed two modes, i.e., low-order mode and high-order mode respectively, based on the topological feature extractor. The former one is directly obtained from original input through feature extractor, while the former one is obtained by another feature extractor after splicing preprocessed structure information. By doing so, the and the generalization ability of our model can be improved.

The specific splicing process in data preprocessing can be described as follows: Since the farther neighbor contains less effective information, 1 and 0.5 are used to represent the one-hop and two-hop neighbor of the node, respectively. After that, the output of data preprocessing becomes the input of the topological feature extractor in high-order mode.

C. Features Cross and Prediction Process

To take advantage of high-order and low-order topological features, we make features cross between them to obtain richer and wider network information. Generally speaking, there are three common ways to achieve features cross, i.e., splicing, Hadaman product and outer product. In specific, splicing is the most basic feature intersection method, while Hadaman product and outer product can achieve node-level and dimension-level feature intersection with higher computational and parameter cost, respectively. Since the efficiency of routing model is an important aspect to resource-limited SSNs, splicing method, as the most efficient features cross method, is adopted in features cross process.

After features cross process, the data passes through the dense layer and the final predicted result can be obtained. We use the communication distance as the predicted label as shown in the output part of Fig. 2. Compared with the traditional next-hop prediction, the communication distance prediction is a regression problem, which contains multi-level, richer label information, and stronger guiding significance for model training. The regression error $L$ is defined by a loss function:

$$L = \frac{1}{n} \sum_{i=1}^{n} (y_i - y_i^p)^2 + \beta ||\theta||_2,$$  \hspace{1cm} (3)

where $y_i$ and $y_i^p$ represent the predicted communication distance and ground-truth distance, respectively. In order to avoid over-fitting, a regularization term $\parallel \theta \parallel_2$ is also added, where $\beta$ represent the significance of the regularization part.

| Parameter                  | Value    |
|----------------------------|----------|
| LEO orbit height           | 1050km   |
| Number of LEO satellites   | 132-396  |
| Number of orbital planes   | 12-36    |
| Eccentricity               | 0        |
| Inclination                | 53°      |
| Maximum elevation angle    | 50.4°    |
| Transmission rate          | 100kps   |
| Communication range        | 3500km   |

IV. PERFORMANCE EVALUATION

A. Simulation Setup

In this section, a series of simulations are conducted to evaluate the performance of the proposed GLR approach, and
simulation parameter settings are summarized in the Table I. To construct an Iridium-like constellation, an open-sourced simulation platform called LSSN [11, 14] is adopted. Hardware configurations of our simulation platform are: Core i7-7700 CPU, 3.6 Ghz, 8G RAM, O.S. Windows 10 Professional 64 bits. Similar to [11], the following routing algorithms are adopted as comparisons:

- **Temporal graph based Brute-force Routing (TBR):** TBR adopts brute-force algorithm at each hop to find the optimal path.

- **Temporal graph based Source Routing (TSR):** TSR executes Dijkstra algorithm once at the source node and encapsulates the calculated path in the packet header. The data packet will be forwarded according to the pre-calculated path during the transmission.

- **Contact Graph Routing (CGR):** CGR utilizes Dijkstra algorithm to find the shortest routing path from pre-planned links (i.e., scheduled contact plan).

### B. Routing Performance

Considering the complex communication environment of SSNs, we evaluate the performance of the proposed GLR approach and the traditional routing algorithms under different link interruption probabilities as shown in Fig. 5. Since the higher link interruption leads to the increases of rerouting probabilities, the performance of all routing approaches in terms of delay and packet drop rate is decreasing with the increase of interruption probability. Compared with TSR, other routing algorithms can obtain alternative routing solutions through rerouting, so they can relatively get better performance. In particular, facing link interruptions, GLR shows stronger robustness with its topology information capture mechanism.

As shown in Fig. 4 with the increase of network scale, the proposed GLR approach achieves better performance and the end-to-end transmission delay is decreasing. This phenomenon implies that GLR can adapt to various network topology. In Fig. 5, we further compare the computational cost of each routing algorithm. By measuring the execution time of each algorithm, we observe that the computational cost of TBR and CGR rises drastically with the increase of network scale, while GLR grows slowly at a lower level in Fig. 5. This phenomenon implies that GLR can reduce significantly computational overhead, which makes GLR become a better choice for on-board routing decisions in SSNs.

### V. Conclusion

In this paper, we proposed a low-complexity on-board routing approach in SSNs. To address with the large-scale, high dynamic SSN topologies and limited resources at satellites, we defined the communication distance, thereby converting the classification problem into a regression one. By defining high-order and low-order feature extractor and feature cross process, the proposed GLR model can handle dynamic topologies or random interruptions due to its strong generalization ability. Simulation results validate that, GLR can obtain near-optimal routing performance with lower computational cost compared with traditional routing algorithms. Integrating LEO networks and terrestrial networks, terrestrial-satellite networks face severe challenges in routing problem when facing frequent
satellite-ground link switching. In the future, we can further explore the GNN-based routing approach in the terrestrial-satellite networks using GNN’s topology processing capability.
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