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Abstract: Many speech emotion recognition systems have been designed using different features and classification methods. Still, there is a lack of knowledge and reasoning regarding the underlying speech characteristics and processing, i.e., how basic characteristics, methods, and settings affect the accuracy, to what extent, etc. This study is to extend physical perspective on speech emotion recognition by analyzing basic speech characteristics and modeling methods, e.g., time characteristics (segmentation, window types, and classification regions—lengths and overlaps), frequency ranges, frequency scales, processing of whole speech (spectrograms), vocal tract (filter banks, linear prediction coefficient (LPC) modeling), and excitation (inverse LPC filtering) signals, magnitude and phase manipulations, cepstral features, etc. In the evaluation phase, state-of-the-art classification methods and rigorous statistical tests were applied, namely N-fold cross validation, paired t-test, rank, and Pearson correlations. The results revealed several settings in a 75% accuracy range (seven emotions). The most successful methods were based on vocal tract features using psychoacoustic filter banks covering the 0–8 kHz frequency range. Well scoring are also spectrograms carrying vocal tract and excitation information. It was found that even basic processing like pre-emphasis, segmentation, magnitude modifications, etc., can dramatically affect the results. Most findings are robust by exhibiting strong correlations across tested databases.
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1. Introduction

Speech provides a natural and very complex form of communication as it can be rather precise by the means of grammar and it can convey side information about our state (physical, mental) and our attitude to what is said or to whom it is told (emotions). Such information is added to the speech rather unintentionally and humans can spot the smallest swings in their mood. When it comes to interaction with machines, these basic capabilities are not so easy to realize. As human–machine interaction is becoming more human-like, the speech emotion recognition (SER) is getting more important and has been an active research area for some time. SER systems have several applications and their usage is still widening. Such systems are used in call centers [1] prioritizing callers and assigning them to proper agents or in online learning making the human–machine interaction more effective [2]. Moreover, SER systems find their place in medical applications as well, e.g., [3], where the system helps military medics detect specific changes in soldiers’ behavior in early stages. A similar system was applied in 2010 in Haiti after earthquakes [4]. SER systems are also useful in automotive industry, where they can increase safety for drivers,
e.g., in [5] an in-car conversation was analyzed, and in [6] visual emotion recognition was added making the system more accurate.

Emotions can be recognized from the so-called body language, face-play, and speech. Most of their characteristics are changing with age, education, experience, etc. Moreover, there is variability among speakers, their body language, and facial expressions. Therefore there are strong differences across ethnic groups, cultures, and even genders [7]. The exact detection of emotions is difficult and even an expert cannot classify emotions without any errors. In speech and perhaps other domains, it should be differentiated between natural and artificial emotions that can differ [8]. There is no objective definition for a single emotion. The basic, so called archetypal emotions according to [8] are anger, disgust, fear, joy, sadness, surprise, and neutral. In other research [9,10] different classes were used, e.g., boredom, hot/cold anger, approval, attention, slow/fast neutral, etc. In [8,11] authors showed that there is a strong dependence among some groups of emotions. If the amount of energy is regarded emotions like joy, anger, and fear fall into a high energy emotional class and sadness, boredom, and neutral to a low energy class. To distinguish between positive and negative emotions (joy and anger) with the similar arousal, the valence criterion was introduced.

For any speech emotion analysis it is important to understand the speech production process. Such process encodes different sorts of information and consists of four stages, i.e., thought (what to say, how, etc.), language (expressing thoughts by vocabulary and grammar, which introduces social background, education, etc.), prosody (stress, intonation, pace, etc., which is given by a learnt behavior, context, emotions, etc.), and air vibrations (caused by vocal organs reflecting physical personal features). As it can be seen emotions are spread over several stages. Having the physical signal it is necessary to know its basic characteristics that are: non-stationarity (stationary intervals for analyses range from 10 to 30 ms), frequency ranges (300 Hz to 4 kHz—speech recognition, and coding, 8 kHz—speaker recognition, and diagnostics), energy distribution (varies in time and frequency based on phonemes, e.g., vowels, fricatives, stops, etc., and can be up to 50 dB), and it is combined by an excitation signal (noise like or quasi periodic) and a vocal tract response (with dominant formant frequencies). However besides the speech production its perception is important too. Substantial for the detection of different sounds are [12]: number, location, and width of formant frequencies (vocal tract), intensity is perceived non-linearly, and frequency resolution declines with the frequency. On the contrary, irrelevant aspects are: overall tilt of spectra, i.e., \( \chi(\omega)\omega^n \), removal of frequencies below the first and over the 3rd formant, and narrow band stop filtering. As speech contains a variety of information it is important for a particular application to extract specific features. The features are classified as acoustic (short time physical properties of vocal tract or excitation signal—related to an individual), prosodic (span longer time as stress, pace, pitch, etc.—identifying actual mood and learnt behavior), and higher level features (vocabulary and style—disclosing social background). Features can be further classified to parametric and non-parametric methods based on models they use and domain they operate in, e.g., time or frequency.

Therefore, as the recognition of speech emotions is a complex problem variety of approaches have been presented. The introduction of new machine learning approaches and the existence of large and complex databases caused a massive boom in this research domain. There are many articles elaborating on main aspects of SER systems, i.e., feature extraction and classification techniques. Most of them are based on a very successful deep learning approach. In [13] a comparison of different convolutional neural networks (CNNs) architectures can be found. The Mel based filter bank consisting of 40 filters covering 260 frames, i.e., 2.6 s was used as a feature vector (FV). It was shown that the application of different architectures provided small improvements to the success rate. A similar approach was presented in [14] using a 256 × 256 spectrogram as FV for CNN with 3 convolutional layers and 2 fully connected layers that was compared with a pretrained AlexNet network. It was found that using a pretrained CNN on a different dataset followed
by a fine-tuning on a speech emotional dataset had no real effect on the recognition rate. Square kernels are the most preferable with CNN architectures; however, rectangular kernels were presented in [15], where each convolution layer had a different kernel size. The idea was based on the fact that rectangular windows could better cover the location of a single emotion in a spectrogram. The original spectrogram was split into the number of segments to achieve the proper simulation of continuous speech, similar to [13], and for better fine tuning of a complex CNN architecture. Different modifications of kernel types designed for SER systems were also tested, e.g., multi-convolutional kernels used across different convolution layers [16], or Fisher’s kernels [17].

Unlike many other research, the authors in [18] were focused on the speech signal processing, namely cyclostationary spectral analysis by which they estimated a second order spectral content using the Fourier transform accumulation method. There are many, more or less complex features that could be used in SER systems, e.g., in [19,20] a Teager energy operator (TEO) was used to dynamically adapt to various pitch and formants distributions to improve their sensitivity to emotional changes. The papers [21,22] were focused on time and speech segmentation aspects involved in SER.

Apart from CNN there are a few methods not being based on deep learning. In [23] the authors applied Gaussian mixture modeling (GMM) of a feature space. A FV was created by a combination of several prosodic features derived from fundamental frequency undergoing different modifications, Mel frequency cepstral coefficients (MFCCs), and linear predictive cepstral coefficients (LPCCs). Such FV, prior to the GMM modeling was subjected to a dimension reduction process. In [10] the authors researched on the Geneva minimalistic acoustic parameter set (GeMAPS) in affective computing. GeMAPS contains frequency related parameters (pitch, jitter, and formants), energy/amplitude related parameters and spectral parameters that formed a final FV consisting of 36 parameters. In addition to this, an extended parameter set was proposed using MFCC coefficients (from 1 to 4), spectral flux, and formant bandwidths (second and third). These parameter sets were evaluated both in arousal and valence dimensions. The authors in [24] used several low-level acoustic features, such as MFCC, eGeMAPS, and some high-level acoustic features produced by speech recognition networks as they have superior capability to extract speech related information. Then different classifiers, e.g., K-nearest neighbors, random forest (RF), and support vector machines (SVM) were applied to such FV. In [25] the authors extracted several features as MFCC, formant, and fundamental frequencies, on which different statistics were calculated. By doing so FVs having 166 coefficients were constructed. Consequently they were fed into a SVM based classifier. In [26] also a SVM classification method was applied, this time to a mixture of MFCCs, LPCCs, shifted delta cepstrum, and RASTA-PLP (perceptual linear prediction) features, where both one against all and one against one scenario were tested.

The feature extraction problem for SER is not yet fully solved. With the application of machine learning, and vast complex databases, different concepts have been introduced, e.g., autoencoder based ones or end-to-end processing. However, usually the more complex systems are, the less valuable information (knowledge) about the basic speech characteristics relevant for SER is available as it is hidden deep in the classification models. Therefore, in this paper the variety of basic speech characteristics, time, frequency, and energy aspects, signal processing methods, and their settings used for extracting basic features were analyzed by the means of machine learning. The goal was to find relevant methods and settings, disclose possible dependencies how particular settings especially in combination with others affect the accuracy, and augment the knowledge which basic speech characteristics and settings are important for SER systems and to what extent. Such extensive, detailed, and evaluated experiments should help to design a particular SER system in an effective way without an excessive tuning. There are many auxiliary features used in SER like: pitch, jitter, spectral slope, Hammarberg index, etc., that are derived from the basic ones, but still they can be mimicked by complex classification models applied to as versatile features as, e.g., spectrograms. Therefore spectrograms form the base for our fur-
other processing enabling direct access to most of the tested parameters. In addition to that
CNNs were used as eligible and complex enough classification tools for their outstanding
performance when processing image-like (spectrograms) features. The selected methods
and settings were subjected to rigorous comparison based on statistical hypotheses testing
using N fold validation and paired t-test. Finally, the robustness of some relevant findings
was supported by correlating (Pearson and rank one) the results with another database,
whereas performing hypotheses tests.

2. Materials and Methods

Regarding the main aim of the article, in the following a brief presentation of applied
methods and considered speech characteristics is given.

2.1. Time–Frequency Distributions, Spectrograms

As stated before, it is important to analyze speech in time and frequency at the same
time. There are several options how to do it, e.g., Wigner–Ville distribution [27], Wavelet
transform [28], etc., but practically a short time discrete Fourier transform (ST DFT) is
currently the most preferable approach for several reasons. It forms spectrograms when
applied frame by frame to speech signals. Spectrograms carry both vocal tract and excita-
tion signals, and magnitude and phase information as well. This makes them very flexible
basic features suitable for further processing in many speech applications. Their impor-
tance is growing in connection with very complex modeling techniques and large datasets,
where a more severe feature extraction may even deteriorate the overall performance.
It is so because features are not optimal for given applications, i.e., may suppress vital
information, whereas still preserving noise-like (missing SER related information) parts.
The time-frequency resolution of spectrograms is controlled by the length of speech frames,
their overlaps and applied windows. Usually a proper trade-off must be found considering
a particular domain, application and the environment. More on frames, windows, DFT,
and spectrograms in the speech processing area can be found, e.g., [12].

2.2. Auditory Filter Banks and Psychoacoustic Scales

Filter banks (FBs), especially auditory ones, are very popular tools for extracting rele-
vant vocal tract information (spectral envelops). Their design follows different perception
phenomena or auditory models. Psychoacoustics cover more aspects, therefore different
scales and related FBs have been derived, depending on a certain phenomenon in focus,
e.g., Mel FB (MFB) is based on a pitch perception, Bark FB (BFB) deals with the concept of
critical bands, Gammatone FB (GFB) approximates an impulse response of human auditory
system, etc. All the mentioned auditory FBs follow different aspects of a human perception,
thus it is important to investigate, which are relevant and to what extent for the SER
task; therefore they were incorporated in the experiments. More on FBs can be found in,
e.g., [12,29], etc.

2.3. Linear Model of Speech Production

The most widely used model for speech production is a time variant linear model
utilizing linear prediction coefficients (LPCs). The model combines an excitation signal
with parameters of a vocal tract to form the speech signal. The vocal tract is represented
by an all-pole filter that directly models formant frequencies, whereas modeling of zeros
(nasal phonemes) is usually inefficient. Due to the computation process (mean square error)
higher formants of lower energy can be neglected. Therefore it is common to perform a
high-pass filtering (pre-emphasis) removing a low-pass filter effect of a sound propagating
into an open space. Having model parameters and a speech signal, it is possible to estimate
an excitation signal through an inverse filtering. Excitation signals mostly carry prosodic
information, e.g., fundamental frequency, gain, and thus can be interesting also for SER
systems. For more details on LPC refer to, e.g., [12,30].
2.4. Phase Information

The phase information is not used very often in speech analyses due to many reasons. However, in some articles [31] it was reported to improve the results. Construction of phase spectrograms poses two main difficulties: phase discontinuity along frequency and time axes. To suppress discontinuity along a frequency axis a phase unwrapping can be applied, which is ambiguous in a discrete case. To make it more robust a frequency up sampling by factor M can be used. Another source of a phase variability stems from processing time shifted frames. The aim is to compensate phases of periodic signals so that they would be constant regardless of the frame position, i.e., removing phase modifications caused by a processing of time shifted frames, while tracking their natural evolution comprised in real speech signals. A straightforward solution is the elimination of the well-known circular time shift property of DFT for each frame (m) as follows.

\[
\phi'_m(k) = \phi_m(k) - \frac{2\pi k S m}{N}, \quad k = 0, \ldots, \frac{N}{M} - 1
\]

where \( S \) is a frame shift, \( k \) is a frequency index, \( N \) is a frame length, \( \phi_m \) and \( \phi'_m \) are the original and compensated phases, and \( L \cdot \pi k \) is a modulo operation. However, we found this standard method cannot be directly applied in the case of up sampled frequency components (by factor \( M \), i.e., there will be \( NM \) frequency components calculated from a frame of \( N \) samples). In such a case we derived frequency dependent compensation terms to be applied to the original signal \( x(n) \) prior to the DFT. The compensated signal \( x_{\text{comp}}(n) \) is calculated as in (2).

\[
\begin{align*}
    x_{\text{comp}}(n) &= x(n) e^{-\frac{j2\pi k s m}{N}} & n \in \{S \ldots N - 1\} \\
    x_{\text{comp}}(n) &= x(n) e^{-\frac{j2\pi (k-N) s m}{N}} & n \in \{0 \ldots S - 1\}
\end{align*}
\]

Then the up sampled DFT is applied to \( x_{\text{comp}}(n) \) of the length \( N \), whereas producing \( NM \) frequency components. This secures the same phases across the time shifted frames covering all \( MN \) frequency components \( k \). It should be noted that \( x_{\text{comp}}(n) \) is frequency dependent and thus must be calculated for each frequency \( k \).

Another option is to unwrap phases separately for each frame and for a fixed frequency, e.g., \( k_{\text{ref}} \) set a constant phase (\( \phi_{\text{ref}} \)) to all frames. Finally, the phases of remaining frequency components (\( k \)) are adjusted as in (3).

\[
\phi'_m(k) = \phi_m(k) + \frac{\phi_{\text{ref}} - \phi_m(k)}{k_{\text{ref}}}
\]

2.5. Cepstral Features Using Psychoacoustic FBs (MFCC and GFCC)

Cepstral features are popular in the speech processing (speech and speaker recognition) and the most widely used is MFCC [12] that is based on MFB because of its good performance, compact representation, and easy computation. Its coefficients have clear representation, i.e., lower cepstral coefficients reflect low frequency changes, whereas the higher ones depict sharp changes in log spectra, and \( c0 \) represents log gain. They are efficient to suppress convolutional noises, separating components merged by convolution, etc. However, they are inefficient in handling additional noises. This concept can be generalized to different FBs, e.g., Bark or Gammatone, producing BFCC or GFCC features. More on cepstral features in speech processing can be found in [12].

2.6. Convolutional Neural Networks

Neural networks (NNs) [32] are applied in many areas, providing the best competition results in, e.g., face and speech recognition. It is due to the availability of huge training data, massive computational power, new structures, and enhanced training algorithms. For processing of 2D signals, e.g., pictures the most preferable structure is CNN [33].
It efficiently treats specific variabilities in the resolution and location while being able to extract many patterns in a hierarchical manner. The choice for CNN is obvious as speech related features (spectrograms, FBs) are assumed to exhibit such variations and patterns. Particular emotional patterns will be spread in time and may be located at any position, and due to speaker variability a certain shift may exist also on the frequency axis. The resolution variability comes from different pace of speaking (time axis) and location of formant frequencies (frequency axis) that is speaker dependent; no rotation like modifications are expected in the case of spectrograms or FBs.

CNNs with 2 layers, consisting of $5 \times 5$ kernels (Figure 1) were deployed in the experiments, as they were successfully used for SER systems utilizing spectrograms. The first layer had 16 and the second one 32 kernels. Max-pooling layers of the size $2 \times 2$ were placed at the output of each convolutional layer. Consequently a fully connected layer with 128 hidden neurons followed by a dropout layer (retention probability 0.5) was deployed. Finally, there was a soft max activation layer classifying data into 7 classes, and ReLU (rectified linear unit) was chosen as an activation function. The CNN architecture was implemented in the TensorFlow backend [34]. A mini-batch size of 45 with a learning rate 0.01, Adam algorithm [35] for the training, and a categorical cross-entropy as a loss function were used. A validation loss was used as a metric for early stopping and data were divided into 15 folds. Each fold approximately consisted of the same number of recordings per emotion and was gender and speaker independent. The validation set accounted for 20% of random recordings of the training set for each fold.

**Figure 1.** The structure of used convolutional neural network (CNN). Its input size changes to fit the size of feature vector (FVs) that varied across tests.

### 2.7. Statistical Evaluation of Results

Numerous methods/settings deploying a single parameter statistical hypothesis tests were compared to see which are statistically better at a given significance level $\alpha$. There are many measures whereas the most detailed one is the receiver operating characteristic (ROC) curve and its simplification—an area under ROC curve (AUC). These are too descriptive and rather computationally demanding (multiclass problem) and thus impractical in this large set of method-ranking experiments. Therefore it was decided to use very popular and rather representative measure of accuracy utilizing both true negatives and true positives samples defined as in (4).

$$\text{accuracy} \left[ \% \right] = \frac{\#\text{True Positives} + \#\text{True Negatives}}{\#\text{all samples}} \times 100$$ (4)

To alleviate some of its drawbacks the classes having the same number of samples were secured across all the experiments. Even though different measures may differ in a value, naturally, they are highly correlated, e.g., for a 2-class same-sample-size problem and the least correlated scenario the correlation between the accuracy and F1-score was more than 0.91. Under some conditions measures may be even the same, e.g., accuracy and unweighted averaged recall (UAR) in a same-size scenario. Thus the selection of any
proper measure should not substantially affect the ranking of methods, which is the main goal of the article.

$k$ fold validation is used to compare two methods, the best one ($M_x$) with the highest average accuracy $\mu_x$ against the remaining methods ($M_y$ with $\mu_y$) in each experiment. The tested hypotheses were in the form:

$$H_0(\mu_x \leq \mu_y) \text{ against } H_1(\mu_x > \mu_y) \quad (5)$$

It was checked if the best method $M_x$ is actually equal or even worse to other methods with the maximal decision error equal to $\alpha$. Methods $M_y$ for which $H_0$ could not be rejected were regarded as statistically equal to the best one, whereas the decision error is at most $\alpha$.

As methods and settings were tested on the same data applied to the same folds, i.e., results were dependent, paired $t$-test [36] applied fold-wise was used. Methods based on accuracy intervals they fall in at some significance level were ranked in concluding remarks, i.e., following hypotheses were tested:

$$H_0(\mu_x \geq \text{Min accuracy}) \text{ against } H_1(\mu_x < \text{Min accuracy}) \quad (6)$$

Finally, the least successful methods were tested similarly if they were equal to a random generator or were still able to extract some SER relevant information. As we had seven categories the tested hypotheses were:

$$H_0(\mu_x = 1/7) \text{ against } H_1(\mu_x \neq 1/7) \quad (7)$$

Fundamental to all tests based on a paired $t$-test is Gaussian distribution of data. In the case of $15$ folds the Shapiro–Wilk test for small size data was applied. In most cases the results passed the Gaussianity test at the $10\%$ significance level. For more details on statistical hypothesis testing see, e.g., [36].

To see how general the results are a different database was tested. Correlations (Pearson) [37] between accuracies of the $2$ databases separately for each experiment and together were calculated as well. In addition to that a rank correlation (Spearman) [37] detecting any monotonic trend in the scorings of tested methods/settings observed on the databases was calculated for each test and in general. To see if the results-findings equally apply to different databases, the following hypothesis was tested:

$$H_0(Z_{d1,d2} = 0) \text{ against } H_1(Z_{d1,d2} \neq 0) \quad (8)$$

$Z_{d1,d2}$ is the Fisher transformation of Pearson or Spearman correlation coefficient ($\rho$) between accuracies of the $2$ databases denoted as $d1$ and $d2$ and calculated as:

$$Z_{d1,d2} = 1/2 \ln \left( \frac{1 + \rho_{d1,d2}}{1 - \rho_{d1,d2}} \right) \quad (9)$$

In the case of uncorrelated normally distributed accuracies $Z_{d1,d2}$ has an asymptotical normal distribution so the $H_0$ (methods/settings observed on the databases are uncorrelated) was rejected if

$$|Z_{d1,d2}| > \frac{u(1 - \alpha/2)}{\sqrt{N - 3}}, \quad (10)$$

$u$ is a quantile of normal distribution, $N$ is the number of samples, and $\alpha$ is the required significant level. Finally a match ratio ($Mr$) between equally performing methods ($EQ$) observed separately on the original and tested databases was calculated as in (11)

$$Mr(d1,d2) = \frac{EQ(d1) \cap EQ(d2)}{EQ(d1) \cup EQ(d2)} \quad (11)$$
2.8. Databases

The Berlin database of emotional speech [38] was used in all experiments, whereas the IEMOCAP (Interactive Emotional Dyadic Motion Capture) database [39] was used to verify our findings. The Berlin database is in German and consists of 535 utterances with a 16 kHz sampling frequency. Ten different texts are spoken by 10 actors (5 men and 5 women) in the studio environment. The texts are independent from emotional categories: anger, disgust, fear, boredom, happiness, neutral, and sad. Recordings were labeled by 15 people to 7 emotional categories based on their subjective opinion. IEMOCAP contains recordings by 5 male and 5 female actors in 5 sessions with more categories. In the experiments only the corresponding classes were extracted using all actors to match the Berlin database.

3. Results

Several different aspects of speech signals (time, frequency, vocal tract, excitation, etc.) that are relevant for SER using many methods and settings were tested in the designed set of experiments. Therefore the following results were grouped into experiments focusing on a particular aspect.

3.1. Time and Segmentation

Features that are common in SER applications using CNNs, i.e., power-based spectrograms spanning a fixed time of 1 s were used in time related experiments. At first the relation between accuracy and the applied segmentation, i.e., frame lengths and overlaps was tested. Frame lengths control a trade-off between time and frequency resolution while overlaps control the time resolution, amount of available training data and their redundancy. Average accuracies and standard deviations are shown in Figure 2 for frame lengths ranging from 10 to 30 ms combined with 0%, 25%, and 50% overlaps in the case of a 4 kHz maximal frequency. Filled marks show equally performing methods to the best one at the 10% significant level. The same is depicted in Figure 3 for an 8 kHz maximal frequency.

Figure 2. Averaged accuracies and standard deviations for 10, 20, and 30 ms frame lengths (len) with 0, 25, and 50% overlaps (over) and a 4 kHz frequency range. Filled marks show equally performing settings.
There is a visible trend in both graphs regarding the size of overlap, which is rather independent of the frame length, i.e., higher overlaps lead to better accuracies. This suggests the higher number of frames (higher overlap) in spectrograms that increase its time resolution and redundancy is beneficial for the CNN classification. On the other hand, the tested frame lengths were not dominant factors for the accuracy as all the lengths managed to record equal performance at the 10% significance level, i.e., the time-frequency resolution given by frame lengths in the tested range is satisfactory for SER.

The next experiment took into consideration lengths and shifts (complement to an overlap) of speech blocks that are used to form spectrograms, i.e., FVs for CNNs classification. The longer the block the more information is provided, however an extremely long speech part may potentially cover changes in emotions and reduce the amount of available training data. When considering the shift of adjacent blocks the larger the shift the less available blocks there are, but neighboring blocks are less redundant. The effect of spectrogram lengths (0.5, 0.8, 1, and 1.2 s) in combination with their shifts (0.1, 0.2, and 0.4 s) is shown in Figure 4 for an 8 kHz upper frequency; very similar results were recorded for a 4 kHz frequency limit. The 1.2 s upper bound for spectrogram lengths was given by the shortest recording in the database.

**Figure 3.** Averaged accuracies and standard deviations for 10, 20, and 30 ms frame lengths (len) with 0, 25, and 50% overlaps (over) and 8 kHz frequency range. Filled marks show equally performing settings.

**Figure 4.** Averaged accuracies and standard deviations for 0.5, 0.8, 1, and 1.2 s block lengths (bl) with 0.1, 0.2, and 0.4 s shifts (sh) between adjacent blocks and an 8 kHz maximal frequency. Filled marks show equally performing settings.
The result was obvious, the longer blocks (spectrograms in time) the better accuracies, however, the increase seemed to start to saturate above 1 s. The size of shifts between spectrograms acted reversely in all cases, i.e., the longer shift the worse accuracy. This means the amount of training data prevailed over the increased redundancy among FVs.

The effect of applied windows, i.e., Boxcar, Bartlett, and Hamming in combination with different sizes of speech frames was considered in the last set of experiments involving segmentation. Figure 5 shows the results for the above-mentioned windows with lengths: 10, 20, and 30 ms, and a 4 kHz maximal frequency. The same experiment in the case of 8 kHz is shown in Figure 6. For the 4 kHz maximal frequency (Figure 5) the windows performed rather equally, however in the case of 8 kHz maximal frequency (Figure 6) the slow-decaying frequency characteristic of Boxcar caused a statistically significant drop in the accuracy regardless of the frame length. This may suggest that when considering higher frequency ranges the long tail aliasing is getting more disturbing for SER applications.

![Figure 5](image1)

**Figure 5.** Averaged accuracies and standard deviations for Bartlett, Boxcar, and Hamming windows, in case of 10, 20, and 30 ms frame lengths, and 4 kHz maximal frequency. Filled marks show equally performing settings.

![Figure 6](image2)

**Figure 6.** Averaged accuracies and standard deviations for Bartlett, Boxcar, and Hamming windows, in the case of 10, 20, and 30 ms frame lengths, and 8 kHz maximal frequency. Filled marks show equally performing settings.

### 3.2. Frequency Ranges and Frequency Scales

This set of experiments used magnitude-based spectrograms. Accuracies for minimal (0+, 150, and 300 Hz) and maximal (4 and 8 kHz) frequency limits are shown in Figure 7. The effect of pre-emphasis is demonstrated in Figure 8. Notation 0+ Hz means the first frequency index after the unidirectional offset, thus the minimal frequency was determined by a particular frequency resolution. As it can be seen, the pre-emphasis actually deteriorated the results for all tested ranges. A remarkable observation was the positive effect of low
frequencies under 300 Hz, which is in line with the failure of pre-emphasis. Moreover, the increase of the frequency range above 4 kHz seemed to be of minor additional benefit, especially in combination with pre-emphasis.

Figure 7. Averaged accuracies and standard deviations as functions of minimal and maximal frequency limits; Fmin {0+, 150, 300 Hz}, Fmax {4, 8 kHz}; and no pre-emphasis. Filled marks show equally performing settings.

Figure 8. Averaged accuracies and standard deviations as functions of minimal and maximal frequency limits; Fmin {0+, 150, 300 Hz}, Fmax {4, 8 kHz}, and with pre-emphasis. Filled marks show equally performing settings.

Consequently the deployment of a nonlinear frequency scale using the psychoacoustic Mel scale was investigated. The results without and with pre-emphasis and tested frequency ranges are shown in Figures 9 and 10, respectively. In the same way as in the previous case the pre-emphasis slightly deteriorated accuracies for all settings. A notable observation is the significant improvement achieved by introducing the higher upper frequency limit, i.e., 8 kHz over 4 kHz in both cases. Nevertheless, this is caused by having more samples that (due to Mel non-linearity) provided a finer resolution for lower frequencies. However, if the linear frequency range is properly set, it slightly (on average) outperforms the Mel scale.

The results varied a lot depending on the magnitude manipulation methods in the frequency range experiments. Therefore magnitude, power, log magnitude, and log power applied to spectrograms having different frequency ranges were tested. The results are shown in Figure 11 for 4 and 8 kHz ranges. As can be seen, the applied spectrum modification is an important factor depending on the frequency range that must be taken into consideration. Magnitudes scored significantly better regardless of the deployment of logarithm. On the other hand, powers and log powers were inferior especially when higher frequencies (8 kHz) were considered.
3.3. Vocal Tract Spectra Estimated by FB and LPC

So far, the signal was processed as a whole containing both excitation and vocal tract characteristics. Only spectral envelopes (vocal tract information) estimated by FB and LPC were examined in these experiments. The results for Mel, Bark, and Gammatone filter banks are shown in Figure 12 with different number of bands and an 8 kHz maximal frequency limits; Fmin {0+, 150, 300 Hz}, Fmax {4, 8 kHz}, and no pre-emphasis. Filled marks show equally performing settings.

Figure 9. Averaged accuracies and standard deviations in case of Mel scale for minimal and maximal frequency limits; Fmin {0+, 150, 300 Hz}, Fmax {4, 8 kHz}, and no pre-emphasis. Filled marks show equally performing settings.

Figure 10. Averaged accuracies and standard deviations in case of Mel scale for minimal and maximal frequency limits; Fmin {0+, 150, 300 Hz}, Fmax {4, 8 kHz}, and with pre-emphasis. Filled marks show equally performing settings.

Figure 11. Averaged accuracies and standard deviations for different modifications of spectral magnitudes: magnitude (Mag), power (Pow), log magnitude, and log power, for 4 and 8 kHz maximal frequencies. Filled marks show equally performing settings.

The results varied a lot depending on the magnitude manipulation methods in the frequency range experiments. Therefore magnitude, power, log magnitude, and log power were used as inputs to spectrograms having different frequency ranges were tested. The results are shown in Figure 11 for 4 and 8 kHz ranges. As can be seen, the applied spectrum modification is an important factor depending on the frequency range that must be taken into consideration. Magnitudes scored significantly better regardless of the deployment.
frequency. The most successful were Gammatone FBs, however the Mel one cannot be rejected as inferior at the 10% confidence level. Furthermore, the higher number of bands had a positive effect, which is evident for Mel and Gammatone FBs.

Consequently, spectrograms derived from LPC with different model settings were constructed. Effects of a LPC model order and a maximal frequency range are shown in Figure 13; without pre-emphasis. Results for the same settings using pre-emphasis are depicted in Figure 14. There is a clear trend, the accuracy increased with the model order and with the maximal frequency range. On the other hand, the pre-emphasis, which is a standard technique when performing LPC speech analysis, failed as in other cases. It should be noted that the listed results reflected only the shape of spectral envelopes, i.e., the gain of LPC model was not included (as it is a part of excitation). Thus in the next experiment its deployment was tested and shown in Figure 15.

**Figure 12.** Averaged accuracies and standard deviations for Mel, Bark, and Gammatone FBs, having 30, 45, and 60 bands with an 8 kHz maximal frequency. Filled marks show equally performing settings.

**Figure 13.** Averaged accuracies and standard deviations for linear prediction coefficient (LPC) model orders (lpc) ranging from 8 to 18, for 4 and 8 kHz maximal frequencies (f), and no pre-emphasis. Filled marks show equally performing settings.
Figure 13. Averaged accuracies and standard deviations for linear prediction coefficient (LPC) model orders (lpc) ranging from 8 to 18, for 4 and 8 kHz maximal frequencies (f), and pre-emphasis. Filled marks show equally performing settings.

Figure 14. Averaged accuracies and standard deviations for LPC model orders (lpc) ranging from 16 to 20, model order and frequency range (kHz), Gain.

Figure 15. Averaged accuracies and standard deviations for LPC model orders (lpc) ranging from 16 to 20, maximal frequency (f) {4, 8 kHz}, and no pre-emphasis. Filled marks show equally performing settings.

In all settings the incorporation of gain significantly increased the accuracy; the best results were recorded by model orders of 18 and 20 with gain and an 8 kHz maximal frequency.

3.4. Excitation Signal Spectra

The residual signal (excitation) to check also the effect of glottal and pre-glottal features on SER was extracted from the LPC model. Model orders, maximal frequency limits, and pre-emphasis were tested as well. It should be noted that here the pre-emphasis (if used) was not applied to the excitation signal, but only to the computational process deriving LPC coefficients, which is a standard technique. The results for spectrograms constructed over excitation signals derived from different LPC model settings are shown in Figure 16. The same results are displayed with the application of pre-emphasis in the LPC calculation process in Figure 17. Compared to LPC related findings shown in Figures 13 and 14, rather opposite observations can be seen in the case of excitation signals, i.e., pre-emphasis is clearly beneficial and in general the accuracy is not growing with the model order. It may suggest that the strategy of having less precise LPC model works. Such a filter (inverse) applied to speech does not filter out the spectral envelop thus more vocal tract components leak into the excitation signal. The pre-emphasis emphasizes higher frequencies and therefore the inverse LPC filter removes more high-frequency components from speech.
tract components leak into the excitation signal. The pre-emphasis emphasizes higher frequencies and therefore the inverse LPC filter removes more high-frequency components. Therefore in the following set of experiments the effect of phase signals on SER was considered. The results for the following phase extraction and modification methods were tested in Figure 18 in the case of an 8 kHz range: raw, unwrap, up sampled and unwrap, set reference phase, unwrap and set reference phase, shift compensation, and unwrap and set reference. The same results for a 4 kHz frequency range were very similar, thus not shown for the sake of brevity.

Even though the accuracy was significantly lower, the phase unwrapping and unwrapping with the time shift compensation were significantly better than the remaining approaches. The phase experiments were extended also to excitation signals derived from an inverse LPC filtration. The most successful phase modifications, i.e., unwrap, unwrap and shift compensation, and unwrap and set reference were tested in combination with the following LPC model orders: 16, 18, and 20, and an 8 kHz maximal frequency are shown in Figure 19.

Figure 16. Averaged accuracies and standard deviations for spectrograms constructed over excitation signals with different LPC model orders (lpc) [16, 18, 20], maximal frequencies (f) [4, 8 kHz], and no pre-emphasis. Filled marks show equally performing settings.

Figure 17. Averaged accuracies and standard deviations for spectrograms constructed over excitation signals with different LPC model orders (lpc) [16, 18, 20], maximal frequencies (f) [4, 8 kHz], and pre-emphasis used to derive LPCs. Filled marks show equally performing settings.

3.5. Phase Processing

So far this paper was focused on magnitude spectra eliminating all phase information. Therefore in the following set of experiments the effect of phase signals on SER was considered. The results for the following phase extraction and modification methods were tested in Figure 18 in the case of an 8 kHz range: raw, unwrap, up sampled and unwrap, set reference phase, unwrap and set reference phase, shift compensation, and shift compensation and unwrap. The same results for a 4 kHz frequency range were very similar, thus not shown for the sake of brevity.
compared to the speech signal as a whole the excitation based phases provided similar compensation. The model order did not play any major role in the tested ranges. When modifications: unwrap, unwrap and set reference phase, and unwrap and shift compensation in the case of an 8 kHz maximal frequency. Filled marks show equally performing settings.

Figure 18. Averaged accuracies and standard deviations for phase spectrograms using following modifications: raw, unwrap, up sampled and unwrap, set reference phase, unwrap and set reference phase, shift compensation, and shift compensation and unwrap in the case of an 8 kHz maximal frequency. Filled marks show equally performing settings.

Figure 19. Averaged accuracies and standard deviations for phase spectrograms using following modifications: unwrap, unwrap and set reference phase, and unwrap and shift compensation in the case of an 8 kHz frequency limit and LPC model orders (lpc): 16, 18, and 20. Filled marks show equally performing settings.

The best scores were recorded by unwrapping and unwrapping enhanced by shift compensation. The model order did not play any major role in the tested ranges. When compared to the speech signal as a whole the excitation based phases provided similar results.

3.6. Cepstrum Based Features

Cepstrum based features that are more complex but very successful in many speech applications were analyzed in the last set of experiments. Different settings involved in the cepstrum calculation, i.e., liftering, \( c_0 \), number of cepstral coefficients, in the case of an 8 kHz upper frequency and 60 filter banks (best settings for Mel and Gammatone FBs, Figure 12) were tested based on previous experiments. The performance of MFCC using 10, 13, 16, and 19 coefficients, with and without \( c_0 \) and liftering is shown in Figure 20. Referring to the promising results involving Gammatone FBs the construction of cepstral coefficients using Gammatone FB (GFCC) with the same settings as in the case of MFCC were tested as well. The results for GFCC are shown in Figure 21 and as in the case of Gammatone FBs, GFCCs scored better than MFCC. Though not very conspicuous but a trend of an increasing accuracy with the growing number of coefficients can be seen, e.g.,
the interval between 16 and 19 coefficients seems to work well. When considering the role of $c_0$ it proved to be beneficial in most cases especially with GFCC. On the other hand, the least successful was the liftering. MFCC consisting of only 35 FBs were tested just for curiosity. We realized such setting provides even better results, i.e., by 2% on average and by 2.8% in the best score compared to best performing MFBs. For the sake of brevity this experiment was not shown as the above-mentioned observations remain the same; naturally for 35 FBs the best number of cepstral coefficients decreased accordingly to 16.
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**Figure 20.** Averaged accuracies and standard deviations for the following MFCC settings: number of coefficients: 10, 13, 16, and 19, with and without $c_0$, and liftering, for an 8 kHz maximal frequency and 60 FBs. Filled marks show equally performing settings.

![Figure 21](image2.png)

**Figure 21.** Averaged accuracies and standard deviations for the following GFCC settings: number of coefficients: 10, 13, 16, and 19, with and without $c_0$, and liftering, for an 8 kHz maximal frequency and 60 FBs. Filled marks show equally performing settings.

3.7. Database and Classification Method Dependency Tests

So far all the listed results are based on the Berlin database. Tests on another database were performed to see how the methods/setting are consistent/robust. To keep the results succinct, correlations (Pearson) between accuracies on both databases for every experiment were computed. The ranking consistency of methods/settings between databases was evaluated by a rank correlation (Spearman) as well. Moreover a match ratio between sets of equally performing methods found in every experiment on both databases was calculated. Finally, the hypotheses that results/methods on different databases were uncorrelated to each other were evaluated at the 10% significant level. The results and average accuracies observed in each set of experiment are listed in Table 1. When the results were considered all together, the correlations between databases were as follows, Pearson correlation 0.25 (uncorrelation rejected), rank correlation 0.3 (uncorrelation rejected), and the match ratio of
equally performing methods was 0.25. All correlations were positives, but in approximately 40% of the experiments the uncorrelated hypothesis can be rejected. However, even for low correlated results some common trends can still be inferred that will be discussed in the conclusions.

Table 1. Correlations of methods/setting across databases for each set of experiments.

| Tests                                      | Accuracy Correlation | H0 - Accuracies Uncorrelated | Methods/ Rank Correlation | H0 - Rank Uncorrelated | Match of Equally Performing Methods | Averaged Accuracy Berlin Database | Averaged Accuracy IEMOCAP Database |
|--------------------------------------------|----------------------|------------------------------|---------------------------|------------------------|-------------------------------------|-----------------------------------|-----------------------------------|
| LPC modelling                              | 0.93                 | F                            | 1                         | F                      | 1                                   | 0.7                               | 0.35                              |
| Mell scales ranges                         | 0.92                 | F                            | 0.89                      | F                      | 0.6                                 | 0.63                              | 0.38                              |
| MFCC and GFCC                              | 0.82                 | F                            | 0.87                      | F                      | 0.67                                | 0.67                              | 0.39                              |
| Classification block/spectrogram lengths   | 0.65                 | F                            | 0.70                      | F                      | 0.33                                | 0.59                              | 0.37                              |
| Linear frequency ranges                    | 0.43                 | T                            | 0.30                      | T                      | 0.25                                | 0.62                              | 0.39                              |
| Filter banks                               | 0.35                 | T                            | 0.38                      | T                      | 0.33                                | 0.67                              | 0.41                              |
| Excitation signals                         | 0.11                 | T                            | 0.03                      | T                      | 0.06                                | 0.64                              | 0.39                              |
| Frame lengths/types                        | 0.07                 | T                            | 0.09                      | T                      | 0                                   | 0.66                              | 0.33                              |

- T—hypothesis H0 is true (accepted), F—hypothesis H0 is false (rejected); Mel frequency cepstral coefficients (MFCC); gammatone frequency cepstral coefficients (GFCC).

Finally, the choice of the classification method (CNN) for this task (spectrogram like FVs) was justified by comparing its performance on Berlin database for the best features (GBF experiments) with a SVM [40] approach (Gaussian kernel, slack variable, and one-over-rest scenario). On average CNN outperformed SVN by 45% (accuracy: 74.7% vs. 51.5%) and in the terms of the best scoring settings by 44.7% (accuracy: 75.38% vs. 52.1%). Moreover, the hypothesis on equality of both methods must be rejected at a 10% significance level.

3.8. Most Successful Methods and Settings

The methods and settings were grouped and ordered into proper accuracy intervals at the 10% significance level to summarize the results. Methods and relevant settings scoring over 75% and 70% accuracy ranges in the case of Berlin database are listed in Table 2. For the sake of brevity only 10 most successful methods falling into a 70% accuracy range are shown; in fact there were 28 methods in this range. The same results listing 5 best scoring methods observed on IEMOCAP database are shown in Table 3.

Table 2. Methods and settings being in 75% and 70% accuracy ranges at the 10% significance level sorted in descending order (Berlin database).

| Features                                      | Fmin (kHz) | Fmax (kHz) | Magnitude Modification | Frequency Scale | Feature Vector Length | Signal Type: Excitation/Envelop | Accuracy (%) |
|-----------------------------------------------|------------|------------|------------------------|-----------------|-----------------------|-------------------------------|--------------|
| Methods and settings in over 75% accuracy range |
| GFB                                           | 0          | 8          | mag                    | RBF             | 60                    | enve                          | 75.38        |
| GFB                                           | 0          | 8          | mag                    | RBF             | 45                    | enve                          | 75.21        |
| MFB                                           | 0          | 8          | mag                    | MEL             | 60                    | enve                          | 74.63        |
| GFB                                           | 0          | 8          | mag                    | RBF             | 30                    | enve                          | 73.51        |
Table 2. Cont.

| Features | Fmin (kHz) | Fmax (kHz) | Magnitude Modification | Frequency Scale | Feature Vector Length | Signal Type: Excitation/Envelop | Accuracy (%) |
|----------|------------|------------|------------------------|----------------|-----------------------|---------------------------------|--------------|
| 10 best methods and settings in over 70% accuracy range |
| MFB 0 8 mag MEL 45 enve 73.48 |
| BFB 0 8 mag BAR 30 enve 73.3 |
| BFB 0 8 mag BAR 60 enve 73.2 |
| BFB 0 8 mag BAR 45 enve 73.2 |
| Spect 0 8 Log mag Hz 160 both 72.45 |
| MFB 0 8 mag MEL 30 enve 72 |
| Spect 0 8 Log mag Hz 160 both 71.88 |
| GFCC 0 8 Log pow RBF 19 enve 71.4 |
| Spect 0.3 8 mag Mel 155 both 71.17 |
| Spect 0 4 mag Hz 80 both 71.12 |

Gammatone FB (GFB); Mel FB (MFB).

Table 3. The 5 best methods and settings observed on IEMOCAP database sorted in descending order.

| Features | Fmin (kHz) | Fmax (kHz) | Magnitude Modification | Frequency Scale | Feature Vector Length | Signal Type: Excitation/Envelop | Accuracy (%) |
|----------|------------|------------|------------------------|----------------|-----------------------|---------------------------------|--------------|
| GFB 0 8 mag RBF 60 enve 44.35 |
| GFB 0 4 mag RBF 45 enve 44.24 |
| GFCC 0 8 Log pow RBF 19 enve 43.67 |
| GFCC, c0 0 8 Log pow RBF 19 enve 43.24 |
| MFB 0 8 mag BAR 60 enve 43.02 |

To see the most challenging emotions to differentiate between, a confusion matrix is shown in Table 4 for the best case and Berlin database. As it can be seen, the worst emotions to classify were happiness, which was mostly confused with anger and neutral misclassified with boredom.

Table 4. Confusion matrix for 7 emotions, best settings, and berlin database (%).

| Emotions | Fear | Disgust | Happy | Angry | Sad | Bored | Neutral |
|----------|------|---------|-------|-------|-----|-------|---------|
| Fear     | 90.3 | 4.3     | 2.2   | 2.2   | 1.1 | 0     | 0       |
| Disgust  | 10.6 | 75.2    | 1.2   | 0     | 0   | 10.6  | 2.5     |
| Happy    | 16.7 | 1.9     | 44.4  | 36.1  | 0   | 0     | 0.9     |
| Angry    | 1.4  | 0       | 3.5   | 95.1  | 0   | 0     | 0       |
| Sad      | 2    | 6.9     | 0     | 0     | 79.3| 10.3  | 1.5     |
| Bored    | 0.6  | 2.9     | 0     | 0.6   | 4   | 85.5  | 6.4     |
| Neutral  | 3.2  | 3.2     | 4.8   | 0     | 0   | 24.8  | 64      |

4. Discussion

The presented series of results revealed some interesting findings that could be well generalized and these were discussed in more details as follows:

- As listed in Table 2, the most successful methods were derived from FBs using Gammatone, Mel, and Bark shape filters and scales. This means vocal tract features (spectral envelope) are very important, and the manner they are extracted and expressed, e.g.,
LPC model based features were proven to be statistically worse while extracting and representing the same sort of information. Even though the rank correlation is only 0.38, these findings mostly apply to the IEMOCAP database as can be seen in Table 3, i.e., the best methods are also GFB based.

- Other successful methods cover spectral based features (spectrograms) derived from the whole speech signals, i.e., containing both excitation and vocal tract signals. However, to do so they use significantly more parameters than FB features, e.g., 160 vs. 60, see Table 2. The settings proved to be important again, especially when frequency ranges in combination with magnitude modifying methods are regarded.

- The least successful methods were based on phase signals. However, neither of the tested settings failed, i.e., all were able to extract some SER relevant information so that the performance was significantly better than the one provided by a random classifier, i.e., 14.3% (seven classes). Thus they can still act as auxiliary features in some systems.

- In general the same ranking of methods, i.e., vocal tract based expressed by GFB, vocal tract and excitation signals using spectrograms and the least successful utilizing phases were observed on both databases. They however differ in some particular settings and ranges. This is mostly caused by differences in databases, e.g., by listening to some recordings it was noticed that the Berlin database consists mostly of genuine speech whereas in IEMOCAPS there were many recordings containing more background or speech artifacts. Thus some segments might not even contain a speech and a proper speech detection algorithm should be used. Moreover there was reported a significant difference between actors and native evaluators [37] in the perception of emotions for some scenarios.

- The time span of speech blocks (spectrograms) that were used for SER (classification) could significantly improve the accuracy. It is natural as more speech provides more valuable information. However, the increase becomes mild at around 1.2 s (Figure 4). The shift of adjacent speech blocks showed to be an important parameter as well, i.e., the shorter the shift the higher the accuracy. Nevertheless, this phenomenon is rather related to the increase of available data for CNN at the cost of increased redundancy across speech blocks. The same observations were made also for IEMOCAP database (rank correlation 0.7) however this time the shift (more data) was a more dominant factor.

- The effect of speech segmentation is documented in Figures 2 and 3. As in the previous case longer overlaps (shorter shifts) of adjacent segments are preferred. However, in this case the bigger overlaps do not increase the number of training–testing samples (this effect is negligible) as the spectrograms are of a fixed time duration. It increases the number of frames in spectrograms, i.e., time resolution at the expense of increased redundancy, resulting in bigger FVs. The frame lengths (from which short time spectra were constructed) in the tested range were not a decisive factor, i.e., all lengths proved to be statistically equal (Figure 2). This means the frequency resolution resulting from 10 to 30 ms windows was adequate for SER.

- Windows types, e.g., Boxcar, Bartlett, and Hamming showed slightly different behavior depending on the used frequency range. For the 4 kHz upper frequency they acted equally from a statistical point of view (Figure 5). However, for the 8 kHz upper bound (Figure 6) Boxcar proved to be inferior in all cases. Boxcar is the least decaying window in the frequency meaning it causes frequency aliasing among distant frequencies. This probably proved to be more important for higher frequencies that got contaminated by lower frequencies having much higher energies. This phenomenon was not that critical in the 4 kHz limit as the “noise” from higher frequencies was presumably negligible compared to low frequency energies. Nevertheless this segmentation related setting in the tested ranges did not prove to be very decisive and robust as there was only negligible positive correlation (0.11) between databases.
• Very interesting and apparent was the effect of magnitude manipulation, i.e., power, magnitude, and logarithm of power and magnitude in connection with a frequency upper bound and the application of pre-emphasis. The magnitude processing is significantly dependent on the frequency ranges and pre-emphasis. Even though magnitudes scored better both for 4 and 8 kHz ranges (Figure 11), a quite substantial deterioration in the case of log energy and energy in combination with pre-emphasis was recorded for the 8 kHz range. These observations led to the following possible explanation. Higher frequencies are known to have rather small magnitudes for speech signals especially voiced ones. By the additional application of power these values get even smaller that is critical for a logarithm, e.g., if $X \sim R(0,1)$ and $y = \ln(x)$, then $D(y) = 12D(x)$ ($D$ is dispersion), if power of $x$ is used, the dispersion is further amplified by factor 4, i.e., $D(2\ln(x)) = 4^2 12D(x)$. The application of a logarithm is a known practical problem, so to avoid singularities an energy threshold is applied, e.g., using a minimal positive number at a given precision. Nevertheless, high variations persist for low energies (high frequencies). Such amplified variations that are not caused by genuine speech naturally deteriorate the accuracy. This effect is crucial for spectrograms and vanishes when, e.g., a bank of filters are applied that average (dispersion reduction) energies over frequency bands. It should be noted that some of the deterioration may have been caused by the applied classification method; in our case CNN, which uses convolution (weighted combination of samples) and logarithm turns it into a multiplication of original samples powered to filter weights, which in general may be rather difficult to interpret. Thus the designers must be aware of this phenomenon and take into consideration magnitude modifications, frequency ranges, and pre-emphasis in connection with spectrograms and classification methods. An automatic application of logarithmic power, so common in speech processing, may not be optimal in such cases. Even though these phenomena show only a small positive correlation (0.07) between databases, a closer inspection of IEMOCAP results revealed that for an 8 kHz frequency range, all except a magnitude spectra modification, i.e., log power and log magnitude recorded a dramatic accuracy drop from approximately 40% to only 19%. So, this is strictly in line with the observations and explanations inferred from the Berlin database.

• While testing frequency ranges a positive effect of low frequencies, less than 300 Hz was found (Figures 7 and 8). Likewise, higher frequencies, i.e., 8 kHz recorded better scores (Figure 11). It differs from the speech recognition systems that mostly operate in the 300 Hz to 4 kHz range. However, these systems aim to extract minimal lexical information, which increases their robustness in real environments. The benefit of a higher frequency limit (over 4 kHz) is in the line with our previous research on speaker recognition [41]. It shows the speaker specific information is also located in higher frequencies. Nevertheless, these findings favoring the $(0^+, 8$ kHz) range hold true for clean recordings, and taking into account the previous discussion, the effect of an upper bound significantly depends on magnitude modifications when spectrograms are regarded. The positive effect for $0^+$ lower bound was confirmed also for IEMOCAP database (correlation 0.43), however the higher frequency bond had a slightly adverse effect compared to the Berlin database.

• When testing linear and nonlinear frequency scales in the construction of spectrograms (Figures 9 and 10), it was observed that on average the linear scale slightly outperformed the non-linear Mel scale both for 4 and 8 kHz frequency limits. A non-linear scale may disrupt the clear trace of a fundamental frequency in a spectrum that is presented by sharp minima located at integer multiplications of a fundamental frequency. The course of fundamental frequency in time is known to reflect speech prosody, which is definitely controlled by emotions. On the other hand, the Mel scale significantly improved the performance for the 8 kHz frequency limit, which was not observed for the linear scale. Such a behavior can be attributed to the increased precision for lower frequencies over the higher ones (nonlinear scale) as the amount
of frequency samples (FV size) in both cases was kept the same. It should be noted that the experiments regarding the Mel scale were highly correlated (0.92) to the IEMOCAP database.

- The importance of vocal tract characteristics extracted by the LPC model is presented in Figures 13–15. It was clearly shown that the best performance was achieved by high model orders (18, 20) without a pre-emphasis. This focuses the model to low frequencies and a finer description of speech spectra. Nevertheless, the main contributing factor was the incorporation of gain that represents the speech dynamic, which is related to prosody and thus to emotions. In comparison to psychoacoustic FBs this method proved to be inferior. This can be due to model limitations, e.g., sort of an excitation signal, the model order, parameter estimation (the mean square error of a prediction signal), numerical problems, etc. A high correlation (0.93) between the databases for LPC and gain modeling was recorded.

- Excitation signals were also incorporated in our study as they carry relevant information about the speech prosody. They were derived from an inverse LPC filter of different orders. Interesting though explainable behavior was observed, i.e., the less precise the LPC model was the better results were. The best scoring one was with pre-emphasis (did not work for spectral envelopes) having only eight prediction coefficients. Based on the empirics related to LPC, a model order of 8 is not adequate for a precise modeling of speech sampled at 16 kHz. Naturally by having a less precise model more vocal tract information is leaking through an inverse LPC filtering into the excitation signal. This leads us to the conclusion that the improved results (for a less precise model) might have been a consequence of additional information resulting from an improperly removed spectral envelope. These findings are moderately correlated (0.4) to the IEMOCAP database.

- In a series of phase related experiments (Figures 18 and 19) its modifications, e.g., unwrapping, upsampling, shift compensations, setting reference frequency to a fixed phase, etc., were tested. They were applied to both speech and excitation signals. In all cases the results were much worse (approximately by 50%) than the magnitude based approaches. Nevertheless, the most successful methods for phase extraction were unwrapping and unwrapping combined with time shift compensation.

- The most common feature used in many speech applications, i.e., cepstral coefficients in forms of MFCC and GFCC were tested in the concluding experiments. Based on the presented results (Figures 20 and 21) the higher number of coefficients (16–19) led to better accuracies. The Gammatone based design outperformed the Mel one measured both on average and in the best scores. In almost all cases the incorporation of c0 (energy) was clearly beneficial, which is in line with expectations (prosody). However, when it comes to liftering, no obvious merit was observed. It is so because CNNs can easily and more precisely perform such operation if needed using its convolutional layers; moreover, it helps in adverse conditions to increase robustness for the sake of precision, which was not the case. MFCC and GFCC are more complex features involving many underlying settings bound in a nonlinear way. Thus finding optimal settings and making more general conclusions would involve a parallel optimization of all relevant parameters at the same time, e.g., a significantly worse Mel FBs using 35 bands outperformed the best one having 60 FBs (Figure 12) when it was subsequently used for the MFCC calculation. Still such results could not be easily extended to other MFCC/GFCC systems if some settings must be changed not even mentioning different background conditions. MFCC/GFCC experiments proved a solid consistency as they reached high correlations (0.87) between the databases.

- The selected CNN based classification was compared with another common approach—the SVM in the case of the best scoring methods and settings. The original choice proved to be superior for spectrogram-like processing over SVM where more than a 40% improvement was observed for the best features (GFB).
• The most challenging emotions to separate were happiness, which was mostly confused with anger and neutral misclassified with boredom. It is of no surprise as these emotions are very close to each other when considering acoustic and prosodic features. An obvious improvement to separate these cases would be to use high level speech features, e.g., vocabulary, phrases, etc., to get also a context of speech.

• While trying to remove a phase shift (in a frequency domain) between adjacent frames and the up sampled case (by factor M, to get more precise phase unwrapping), we found that the classical formula does not work. By a closer inspection we derived frequency dependent compensation terms that must be applied to the original signal (Equation (2)) prior to the DFT. By doing so the adjacent frames, after the DFT, will have their phases unaffected by the time shift, i.e., the distortion of phase characteristics caused by the time shift of 8 samples will be suppressed and only the natural (speech related) changes will be preserved.

• In the next work it should be analyzed, which features and settings affect a particular emotion, how successful speech features of different levels work together, and how they are related to other emotional modalities, e.g., facial features.

Nevertheless, the abovementioned findings still carry some issues such as:

• The databases consist of only acted emotions by professional actors that might not reflect their true emotions. So, the SER system and its settings only reflect emotions that we believe are correct based on our perception.

• The databases contain only clean speech recorded in the controlled environment. Thus the results do not include session variability, noise, etc., so the presented methods and settings may differ for mismatched conditions. Even though some of the main findings are rather robust as the cross database correlations on different levels were high.

• Even though CNN is a very complex classification method with outstanding results in image/speech processing, we cannot reject that the findings released here can be partly affected by its limitations (structure, training algorithm, numerical precisions, etc.). Nevertheless, when compared to another successful classification method—SVM, still the CNN provided better results.

• The experiments and outcomes are related to single language SER systems (German and English). However, in [42] it was shown that the performance of SER systems and features applied in a cross lingual scenario may drop substantially.

• Even though the knowledge of how each setting, method and preprocessing affects a SER system is important from the theoretical point of view, and may dramatically shorten the design of a particular SER system, in [43] it was documented that using complex classification models and databases it is possible to process even raw speech signals, while achieving challenging results. However, in such a case the extracted features (local or global) are hidden deep in the complex model structure.

Relation of the study to the existing research:

• There are many articles presenting particular SER systems focusing on new features, feature fusions, or modeling/classification methods in order to achieve the best performance. In contrary to that, there are few articles testing and analyzing the behavior of specific features and their settings in given conditions, e.g., testing frequency ranges or scales [44], etc. Nevertheless, published results measured even on the same database vary a lot, e.g., from approximately 50% [45] to even 92% [46], mainly due to the experimental set up, evaluation, processing, and classification. This study differs as it provides a unified, complex, and statistically rigorous analysis of great variety of basic speech properties, features and their settings, and calculation methods related to SER, by means of the machine learning. Where it was possible a generalization and explanation of particular findings was provided using signal theory. Some of the results were tested on another database to reveal their robustness. The presented results ranging from approximately 60% to 75% were in line with other similar systems. No obvious contradiction to other comparable results was observed. Nevertheless,
differences attributed to the stochastic nature could be spotted, e.g., in [44] the Mel scale performed better (by 1.9%) than a linear frequency, whereas our results showed slightly better scores (by only 0.2%) in favor of a linear frequency, etc. Therefore we introduced and used the concept of equally performing methods throughout the result section.

- When viewing the results in terms of confusion matrices, i.e., ranking of emotions according to their accuracies, very similar outcomes were observed, e.g., in [47,48]. An interesting fact is that there was a perfect match with at least five other articles, where happiness recorded the worst scores and disgust, neutral, and boredom were also low-scorers. The situation with the best performing emotions was not that clear, however, fear and anger were amongst the best. This is also in line with our outcomes.

5. Conclusions

A wide set of experiments targeting basic speech signal characteristics, and speech processing methods applied to SER were designed and evaluated. These experiments were designed to disclose how and to what extent the characteristics and methods are important for SER and help us to understand their meaning in this task. In some cases a high degree of generalization was observed using two databases. The most successful methods were based on vocal tract signals represented by filter banks (Gammatone, Mel, and Bark) covering the 0–8 kHz frequency range. Promising base features are also spectrograms carrying both vocal tract and excitation information processed by CNN. It was further shown that even such common processing steps like segmentations, windowing, pre-emphasis, and application of different magnitude modifying methods, e.g., power, log power, intensity, etc., can dramatically affect the results especially in combination with frequency ranges. Thus all of these common steps must be of high concern even if they are only parts of more complex features and scenarios. All the detailed and evaluated experiments should serve as practical and theoretical bases for constructing more robust, accurate and more complex SER systems.

Author Contributions: Conceptualization, J.K. and J.P.; methodology, J.K.; software, B.P.; validation, J.K., B.P. and J.P.; formal analysis, J.K. and B.P.; investigation, B.P. and J.P.; resources, B.P.; data curation, B.P.; writing—original draft preparation, J.K., B.P. and J.P.; writing—review and editing, J.K., J.P. and M.O.; visualization, J.K.; supervision, J.P. and M.O.; project administration, M.O. and J.P.; funding acquisition, M.O. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by grant No. 1/0867/17 of the Slovak Grant Agency VEGA and it was supported by the Operational Program Integrated Infrastructure for the project: International Center of Excellence for Research of Intelligent and Secure Information and Communication Technologies and Systems—II. Stage, ITMS code: 313021W404, co-financed by the European Regional Development Fund.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The datasets (Berlin database of emotional speech and IEMOCAP) supporting the conclusions of this article are available at http://emodb.bilderbar.info/docu/ (accessed on 6 March 2021) and https://sail.usc.edu/iemocap/iemocap_release.htm (accessed on 6 March 2021). In a part of our experiments we used TensorFlow platform available at https://www.tensorflow.org/install? (accessed on 6 March 2021) under Apache License 2.0, implemented in Python 3.5 programming language.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Amir, N.; Ron, S.; Laor, N. Analysis of an emotional speech corpus in Hebrew based on objective criteria. In Proceedings of the ISCA Workshop (ITRW) on Speech and Emotion, Belfast, Ireland, 5–7 September 2000.
2. Cen, L.; Wu, F.; Yu, Z.L.; Hu, F. A Real-Time Speech Emotion Recognition System and its Application in Online Learning. In Emotions, Technology, Design, and Learning, 1st ed.; Tettegah, S.Y., Gartmeier, M., Eds.; Academic Press: San Diego, CA, USA, 2016; pp. 27–46. [CrossRef]
3. Tokuno, S.; Tsumatorii, G.; Shono, S.; Takei, E.; Suzuki, G.; Yamamoto, T.; Mitsuuyoshi, S.; Shimura, M. Usage of emotion recognition in military health care. In Proceedings of the Defense Science Research Conference and Expo (DSR), Singapore, 3–5 August 2011; pp. 1–5. [CrossRef]
4. Mitsuuyoshi, S.; Nakamura, M.; Omiya, Y.; Shinohara, S.; Hagiwara, N.; Tokuno, S. Mental status assessment of disaster relief personnel by vocal affect display based on voice emotion recognition. Disaster Mil. Med. 2017, 3. [CrossRef] [PubMed]
5. Bosch, E.; Oehl, M.; Jeon, M.; Alvarez, I.; Healey, J.; Ju, W.; Jallais, C. Emotional GaRage: A workshop on in-car emotion recognition and regulation. In Proceedings of the 10th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18), Association for Computing Machinery, New York, NY, USA, 23–25 September 2018; pp. 44–49. [CrossRef]
6. Katsis, C.D.; Rigas, G.; Goletis, Y.; Fotiadis, D.I. Emotion recognition in car industry. In Emotion Recognition: A Pattern Analysis Approach; Konar, A., Chakraborty, A., Eds.; Wiley Online Library: Hoboken, NJ, USA, 2015; pp. 515–544. [CrossRef]
7. Hu, H.; XingXu, M.; Wu, W. GMM Supervisor Based SVM With Spectral Features for Speech Emotion Recognition. In Proceedings of the IEEE International Conference on Acoustics, Speech and Signal Processing—ICASSP ’07, Honolulu, HI, USA, 15–20 April 2007; pp. IV–413–IV–416. [CrossRef]
8. El Ayadi, M.H.; Kamel, M.S.; Karray, F. Survey on Speech Emotion Recognition: Features, classification schemes, and databases. Pattern Recognit. 2011, 44, 572–587. [CrossRef]
9. Sánchez-Gutiérrez, M.E.; Albomoz, E.M.; Martínez-Licona, F.; Rúfiner, H.L.; Goddard, J. Deep Learning for Emotional Speech Recognition. In Pattern Recognition; Martínez-Trinidad, J.F., Carrasco-Ochoa, J.A., Olivera-Lopez, J.A., Salas-Rodríguez, J., Suen, C.Y., Eds.; MCR 2014. Lecture Notes in Computer Science; Springer: Cham, Switzerland, 2014; Volume 8495. [CrossRef]
10. Eyben, F.; Scherer, K.R.; Schuller, B.W.; Sundberg, J.; Andrés, E.; Bussos, C.; Devillers, L.Y.; Epps, J.; Laukka, P.; Narayanan, S.S.; et al. The Geneva minimalistic acoustic parameter set (GeMAPS) for voice research and affective computing. IEEE Trans. Affect. Comput. 2016, 7, 190–202. [CrossRef]
11. Posner, J.; Russell, J.A.; Peterson, B.S. The circumplex model of affect: An integrative approach to affective neuroscience, cognitive development, and psychopathology. Dev. Psychopathol. 1980, 17, 715–734. [CrossRef] [PubMed]
12. Rabinder, L.; Juan, B.H. Fundamentals of Speech Recognition; PTR Prentice Hall: Englewood Cliffs, NJ, USA, 1993.
13. Fayek, H.; Lech, M.; Cavedon, L. Evaluating deep learning architectures for speech emotion recognition. Neural Netw. 2017, 92, 60–68. [CrossRef] [PubMed]
14. Badshah, A.; Ahmad, J.; Rahim, N.; Baik, S. Speech emotion recognition from spectrograms with deep convolutional neural network. Int. Conf. Platf. Technol. Serv. 2017, 1–5. [CrossRef]
15. Badshah, A.M.; Rahim, N.; Ullah, N.; Ahmad, J.; Mohammad, K.; Lee, M.Y.; Kwon, S.; Baik, S.W. Deep features-based speech emotion recognition for smart affective services. Multimed. Tools Appl. 2019, 78, 5571–5589. [CrossRef]
16. Zheng, L.; Li, Q.; Ban, H.; Liu, S. Speech emotion recognition based on convolution neural network combined with random forest. In Proceedings of the 2018 Chinese Control and Decision Conference (CCDC), Shenyang, China, 9–11 June 2018; pp. 4143–4147. [CrossRef]
17. Deng, J.; Xu, X.; Zhang, Z.; Frühholz, S.; Grandjean, D.; Schuller, B. Fisher Kernels on Control and Decisi Phase-Based Features for Speech Emotion Recognition. In Dialogues with Social Robots; Jokinen, K., Wilcock, G., Eds.; Lecture Notes in Electrical Engineering; Springer: Singapore, 2017; Volume 427. [CrossRef]
18. Jalili, A.; Sahami, S.; Chi, C.; Amirfattahi, R.R. Speech emotion recognition using cyclostationary spectral analysis. In Proceedings of the 2018 IEEE 28th International Workshop on Machine Learning for Signal Processing (MLSP), Aalborg, Denmark, 17–20 September 2018; pp. 1–6. [CrossRef]
19. Kvedalen, E. Signal Processing Using the Teager Energy Operator and Other Nonlinear Operators. Master thesis, University of Oslo, Oslo, Norway, 2003.
20. Wu, C.; Huang, C.; Chen, H. Text-independent speech emotion recognition using frequency adaptive features. Multimed. Tools Appl. 2018, 77, 24353–24363. [CrossRef]
21. Puterka, B.; Kacur, J.; Pavlovicova, J. Windowing for Speech Emotion Recognition. In Proceedings of the 2019 International Symposium ELMAR, Zadar, Croatia, 23–25 September 2019; pp. 147–150. [CrossRef]
22. Puterka, B.; Kacur, J. Time Window Analysis for Automatic Speech Emotion Recognition. In Proceedings of the International Symposium ELMAR, Zadar, Croatia, 16–19 September 2018; ELMAR. 2018; pp. 143–146. [CrossRef]
23. Daneshfar, F.; Kabudian, S.J. Speech emotion recognition using discriminative dimension reduction by employing a modified quantum-behaved particle swarm optimization algorithm. Multimed. Tools Appl. 2020, 79, 1261–1289. [CrossRef]
24. Jiang, W.; Wang, Z.; Jin, J.S.; Han, X.; Li, C. Speech emotion recognition with heterogeneous feature unification of deep neural network. Sensors 2019, 19, 2730. [CrossRef]
25. Özerseven, T. Investigation of the effect of spectrogram images and different texture analysis methods on speech emotion recognition. Appl. Acoust. 2018, 142, 70–77. [CrossRef]
26. Mansour, A.; Chenchah, F.; Lachiri, Z. Emotional speaker recognition in real life conditions using multiple descriptors and i-vector speaker modeling technique. Multimed. Tools Appl. 2019, 78, 6441–6458. [CrossRef]
27. Cohen, L. *Time-Frequency Analysis*; Prentice-Hall: Englewood Cliffs, NJ, USA, 1995.
28. Chui, Ch.; Lemm, J.M.; Sedigh, S. *An Introduction to Wavelets*; Academic Press: Cambridge, MA, USA, 1992.
29. Sahley, T.; Musiek, F. *Basic Fundamentals in Hearing Science*; Plural Publishing: San Diego, CA, USA, 2015.
30. Markel, J.D.; Gray, A.H., Jr. *Linear Prediction of Speech*; Springer: New York, NY, USA, 1976.
31. Nakagawa, S.; Wang, L.; Ohtsuka, S. Speaker Identification and Verification by Combining MFCC and Phase Information. *IEEE Trans. Audio Speech Lang. Process.* 2012, 20, 1085–1095. [CrossRef]
32. Schmidhuber, J. Deep learning in neural networks: An overview. *Neural Netw.* 2015, 61, 85–117. [CrossRef]
33. Li, H.; Lin, Z.; Shen, X.; Brandt, J.; Hua, G. A Convolutional Neural Network Cascade for Face Detection. In Proceedings of the 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Boston, MA, USA, 12 June 2015; pp. 5325–5334. [CrossRef]
34. Abadi, M.; Agarwal, A.; Barham, P.; Brevdo, E.; Chen, Z.; Citro, C.; Corrado, G.S.; Davis, A.; Dean, J.; Devin, M.; et al. TensorFlow: Large-Scale Machine Learning on Heterogeneous Distributed Systems. *arXiv* 2016, arXiv:1603.04467.
35. Kingma, D.; Ba, J. Adam: A Method for Stochastic Optimization. In Proceedings of the International Conference on Learning Representations, Banff, AB, Canada, 14–16 April 2014.
36. Rice, J.A. *Mathematical Statistics and Data Analysis*, 3rd ed.; Duxbury Press: Belmont, CA, USA, 2006.
37. Daniel, W.W. *Applied Nonparametric Statistics*, 2nd ed.; PWS-Kent: Boston, MA, USA, 1990.
38. Burkhardt, F.; Paeschke, A.; Rolfes, M.; Sendmeier, W.; Weiss, B. A database of German emotional speech. In Proceedings of the Interspeech 2005, Lisbon, Portugal, 4–8 September 2005.
39. Busso, C.; Bulut, M.; Lee, C.C.; Kazemzadeh, A.; Mower, E.; Kim, S.; Chang, J.N.; Lee, S.; Narayanan, S.S. IEMOCAP: Interactive emotional dyadic motion capture database. *J. Lang. Resour. Eval.* 2008, 42, 335–359. [CrossRef]
40. Bishop, C.M. *Pattern Recognition and Machine Learning, Series: Information Science and Statistics*; Springer: New York, NY, USA, 2006.
41. Kacur, J.; Varga, M.; Rozinaj, G. Speaker Identification in a Multimodal Interface. In Proceedings of the ELMAR-2013, Zadar, Croatia, 25–27 September 2013; pp. 191–194.
42. Mustaqeem; Kwon, S. CLSTM: Deep Feature-Based Speech Emotion Recognition Using the Hierarchical ConvLSTM Network. *Mathematics* 2020, 8, 2133. [CrossRef]
43. Albu, C.; Lupu, E.; Arsinte, R. Emotion Recognition from Speech Signal in Multilingual Experiments. In Proceedings of the 6th International Conference on Advances of Medicine and Health Care through Technology, Cluj-Napoca, Romania, 17–20 October 2018; Springer: Singapore, 2018. [CrossRef]
44. Lech, M.; Stolar, M.; Bolia, R.; Skinner, M. Amplitude-Frequency Analysis of Emotional Speech Using Transfer Learning and Classification of Spectrogram Images. *Adv. Sci. Technol. Eng. Syst. J.* 2018, 3, 363–371. [CrossRef]
45. Ren, M.; Nie, W.; Liu, A.; Su, Y. Multi-modal Correlated Network for emotion recognition in speech. *Vis. Inform.* 2019, 3, 150–155. [CrossRef]
46. Anvarjon, T.; Mustaqeem; Kwon, Y. Multi-modal Correlated Network for emotion recognition in speech. *Vis. Inform.* 2019, 3, 150–155. [CrossRef]
47. Mustaqeem; Sajjad, M.; Kwon, S. Clustering-Based Speech Emotion Recognition by Incorporating Learned Features and Deep BiLSTM. *IEEE Access* 2020, 8, 79861–79875. [CrossRef]
48. Basu, S.; Chakraborty, I.; Aftabuddin, M. Emotion recognition from speech using convolutional neural network with recurrent neural network architecture. In Proceedings of the 2017 2nd International Conference on Communication and Electronics Systems (ICCES), Coimbatore, India, 19–20 October 2017; pp. 333–336. [CrossRef]