Prediction of Severe Drought Area Based on Random Forest: Using Satellite Image and Topography Data
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Abstract: The uncertainty of drought forecasting based on past meteorological data is increasing because of climate change. However, agricultural droughts, associated with food resources and determined by soil moisture, must be predicted several months ahead for timely resource allocation. Accordingly, we designed a severe drought area prediction (SDAP) model for short-term drought without meteorological data. The predictions of our proposed SDAP model indicate a forecast of serious drought areas assuming non-rainfall, not a probability prediction of drought occurrence. Furthermore, this prediction provides more practical information to help with rapid water allocation during a real drought. The model structure using remote sensing data consists of two parts. First, the drought function \( f(x) \) from the training area by random forest (RF) learned the changes in the pattern of soil moisture index (SMI) from the past drought and the training performance was found to be root mean square error (RMSE) = 0.052, mean absolute error (MAE) = 0.039, \( R^2 = 0.91 \). Second, derived \( f(x) \) predicted the SMI of the study area, which is 20 times larger than the training area, of the same season of another year as RMSE = 0.382, MAE = 0.375, \( R^2 = 0.58 \). We also obtained the variable importance stemming from RF and discussed its meaning along with the advantages and limitations of the model, training areas selection, and prediction coverage.
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1. Introduction

The ultimate objective of drought prediction is to prepare a mitigation plan in advance, rather than resolve intellectual curiosity about nature. Drought forecasting plays an important role in mitigating the negative effects of drought [1]; hence, various approaches for predicting droughts have constantly been attempted, such as stochastic methods, combined statistical and dynamical models, categorical prediction, machine learning approaches, and hybrid models [2–6]. However, drought prediction is still challenging because, in addition to precipitation deficit, complicated interactions among other variables, such as temperature, evapotranspiration, land surface processes, and human activities, also contribute to droughts [1,7,8]. Further, meteorological anomalies, due to climate changes have made it increasingly difficult to predict precipitation, which forms the basis for forecasting drought.

Agricultural droughts determined by soil moisture must be predicted several months ahead for proper and rapid resource allocation [1], because this allocation can mitigate the effects of upcoming droughts by supplying timely water and guaranteeing suitable crop growth and availability of food.
resources. Droughts are generally classified into four categories, namely, meteorological, hydrological, agricultural, and socio-economic droughts [9].

In recent years, the prevalence of machine learning methodologies, and frequent droughts and floods around the world, have increased the prediction of agricultural drought. However, the uncertainties of prediction caused by combination of meteorological factors [10–13], still remain a problem. According to the Intergovernmental Panel on Climate Change (IPCC) AR5 guidance note, the complex use of different models, complexity of models, and inclusion of additional processes in the analysis are the main reasons for the increase in uncertainties [14]. Thus, the complex models used for the integrated analysis of meteorological and agricultural drought have increased the uncertainty in the results [14]. However, agricultural drought prediction methods that do not include spatial information, and are only based on precipitation, such those put forth in [12,15], cannot predict the spatial distribution of agricultural drought. Another difficulty in predicting agricultural drought stems from predictions based on the meteorological pattern, such as patterns of past precipitation. Even well-designed agricultural drought models, based on meteorological factors, cannot make accurate predictions because of the shifts in existing patterns, due to climate change. According to a study of agricultural forecasting models from 2007 to 2017, (see Table 1 in [16]), precipitation was used as an input variable in almost all the models.

Previous studies have attempted to develop drought prediction models by using remote sensing data. For example, Sheffield et al. [17] applied a downscaling technique to predict seasonal droughts by combining hydrological and agricultural models. However, such prediction models are difficult to use because they require decades of weather data. Hao et al. [18] designed a system that predicts soil moisture and severe drought affected areas by focusing on seasonal droughts, which is similar to the approach used in our model. However, because of its global scale and large system, it is difficult to use for developing regional drought mitigation plans.

Therefore, alternative agricultural drought-forecasting methods that are easy to use and scalable are required to realize practical drought mitigation plans. Moreover, these methods must consider the uncertainty of the precipitation forecasts and spatial information. To achieve this objective herein, we designed a model, called the severe drought area prediction (SDAP) model, to estimate soil moisture index (SMI) maps after several months using surface factors. All variables were composed of surface factors derived from remote sensing data, which are related to soil moisture, to obtain spatial information of agricultural drought.

The SDAP model predicts the area of severe agricultural drought in terms of preparation information to help mitigate agricultural drought in case there exists a possibility of meteorological drought. This model was proposed to help planning of priority and rapid water allocation for predominantly drought-affected risk area in occurring a drought. Therefore, prediction, in the SDAP model, does not imply a prediction of the occurrence of drought. Rather, it provides information on the future development and evolution of agricultural drought, assuming that rainfall-deficit conditions continue to prevail, in preparation for drought mitigation plans. We believe this is a realistic approach that avoids the uncertainty problem associated with meteorological drought forecasting.

In order to design the SDAP model, we classified the land surface factors that affect the soil moisture into four categories, which are vegetation, topographic, thermal, and water factors during the non-rainfall period. Thermal increase is one of the core factors that increases the risk of agricultural drought by causing loss of soil moisture due to increased evaporation [19], while the vegetation factor delays the loss of soil moisture by slowing the increase in surface heat [20]. The topography factor is another important determinant of soil moisture [21]. The water content status is also a factor related to the soil moisture remaining after the drought period [1]. These environmental factors, which are used as the initial land conditions as a predictor for drought forecasting [1], are regressed on the soil moisture after the non-rainfall period and can then predict soil moisture during short-term drought [22]. In this regard, our model is designed to regress 15 input variables (derived from four surface factors) to the soil moisture index using the random forest (RF) algorithm.
The RF algorithm, proposed by Breiman [23], is an ensemble technique that uses an average of the multiple decision trees to reduce overfitting and lead to sound regression performance. Furthermore, the RF algorithm is advantageous for the analysis of large datasets; thus, it is suitable for analysis involving satellite images. It generates a tree-based regression function; hence, the scale adjustment between different features is not necessary, which is a considerable advantage in cases involving multiple features with different scales, as is the case in the current study.

The novelty of this study is as follows: First, we used simple data. We derived the drought function from the selected training area in the years when drought existed. In contrast, other studies (see [2,4,24–29]) trained with the entire study area or used data for years. Second, once created, the drought function was repeatedly used for the same season and local conditions. This drought function was based on the regression information for soil moisture according to the land surface and climatic conditions in the area during a non-rainfall period. Third, the precipitation data were not used because rainfall-deficit was assumed. Fourth, we used topographical data, which were an important factor for soil moisture at the local scale, as a variable. The agricultural drought forecasting models that were developed [5,30–33] were mostly analyzed on the global scale and mainly used satellite imagery. In contrast, our SDAP model uses terrain data for satellite imagery to improve the model to fit the local scale.

To design the SDAP model, the following approach was used. We first defined four surface factors that affect the maintenance and decrease of the SMI during non-rainfall periods. We then selected input variables corresponding to this category of surface factors. We generated drought function with the RF algorithm using input variables and three months afterward SMI to train agricultural drought. Additionally, we have identified the order of feature importance that affects drought training (regression) among the input variables (features). The drought function \( f(x) \) used to predict the SMI of the study area. We verified the training and prediction performance of the drought function using the actual SMI value.

2. Methods

2.1. Study and Training Area

Our study area covered 12 administrative districts in the western part of Korea, where irregular droughts have occurred in spring since mid-2010. This area is located between 36°50’ N and 37°35’ N latitudes and 126°30’ E and 127°35’ E longitudes (Figure 1), has been severely affected by droughts in the springs of 2014–2017.
In the given study area, training areas for training drought should be selected based on the following criteria. First, the area with the least amount of precipitation should be selected to minimize the influence of meteorological factors. In that regard, we have reviewed all of the precipitation data [34] corresponding to the weather-observation points in the study area. Second, it needed to find a place that includes the various type of land cover. The extent should include enough sample to train the drought.

In this study, we only used a part of the study area as the training sample because we cannot control for the influence of meteorological effects for analysis; moreover, the representative of the drought function cannot be guaranteed. In addition, the use of the entire study area increases the number of training samples, which significantly increases the learning time, rendering it inefficient.

From among the candidate areas for training drought, we extracted as a square region of 7.5 km × 7.5 km (56 km², Figure 1) as the final training area. The study area (approximately 3575 km²) is 20 times larger than the training area.

2.2. Data and Trained Drought Period

We used Landsat-8 (Level 1) and the Shuttle Radar Topography Mission (SRTM) 30 m DEM (ARC 1) data downloaded from the United States Geological Survey (USGS) EarthExplorer [35]. In addition, the land cover data for selecting the training area were retrieved from the Korea’s Environmental Information Service [36]. The software for the analysis was ArcGIS Pro version. The programming language was Python 3.6.1 version for a 64-bit Windows 10 platform.

The duration of the drought to be used for training in our study was a spring drought of approximately 3 months (97 days) corresponding to the period from 19 March 2017–23 June 2017. This period was determined by considering the date of the Landsat-8 image, drought beginning, and just before drought ending due to rain. The spring in 2017 was the worst drought since 2010, when precipitation was less than 25% of the normal annual precipitation in the study area.

2.3. Variables

We defined four categories of surface factors (i.e., vegetation, topographic, water, and thermal factor of the group) that can affect the soil moisture during short-term drought periods based on previous studies. We then selected 15 input variables corresponding to the operational definitions of the four categories mentioned earlier. Table 1 presents these variables with their abbreviations.

| Land Surface Factors | Input Variables (15) | Abbreviation | Data |
|----------------------|-----------------------|--------------|------|
| Vegetation 1         | Enhanced vegetation index [37–39] | EVI | Band 2, 4, 5 |
|                      | Normalized difference vegetation Index [38–40] | NDVI | Band 4, 5 |
|                      | Soil-adjusted vegetation index [38,39,41] | SAVI | Band 4, 5 |
|                      | Modified soil-adjusted vegetation index [39,42] | MSAVI | Band |
| Topography 2         | Topographic wetness index [43] | TWI | SRTM DEM |
|                      | Slope [44,45] | | SRTM DEM |
|                      | Aspect [44,46] | | SRTM DEM |
| Water 3              | Normalized difference moisture index [39,47] | NDMI | Band 5, 6 |
|                      | Modification of normalized difference water index [48] | MNDWI | Band 3, 6 |
|                      | Moisture stress index [49] | MSI | Band 5, 6 |
| Thermal 4            | Near infrared [50] | NIR | Band 5 |
|                      | Short-wavelength infrared 1 [50] | SWIR1 | Band 6 |
|                      | Short-wavelength infrared 2 [50] | SWIR2 | Band 7 |
|                      | Thermal infrared 1 [50] | TIRS1 | Band 10 |
|                      | Thermal infrared 2 [50] | TIRS2 | Band 11 |

1 This factor limit soil moisture loss; 2 this factor is affecting soil moisture content; 3 this factor is related to surface water; 4 this factor is related to the soil moisture evaporation.
We calculated all the input variables as follows, according to the USGS guidelines [39] and references, as shown in Table 1. The thermal factor consists of the five bands of Landsat-8, without the calculation.

\[
EVI = 2.5 \times \frac{NIR - Red}{NIR + 6.0 \times Red - 7.5 \times Blue + 1.0}
\]

\[
NDVI = \frac{NIR - Red}{NIR + Red}
\]

\[
SAVI = \frac{NIR - Red}{NIR - Red + 8} \times 1.5
\]

\[
MSAVI = \frac{2 \times NIR + 1 - \sqrt{(2 \times NIR + 1)^2 - 8 \times (NIR - Red)}}{2}
\]

\[
TWI = \ln \frac{a}{\tan b}
\]

where \(a\) (m\(^2\)) is the upstream contributing area and \(b\) is the slope.

\[
NDMI = \frac{NIR - SWIR_1}{NIR + SWIR_1}
\]

\[
MNDWI = \frac{Green - SWIR_1}{Green + SWIR_1}
\]

where \(Green\) is a green wavelength band, which is band 3 in the Landsat-8 images.

\[
MSI = \frac{SWIR_1}{NIR}
\]

Soil moisture can be estimated using various methods and indices, such as Soil Moisture Anomaly (SMA), Evapotranspiration Deficit Index (ETDI), Soil Moisture Deficit Index (SMDI), and Soil Water Storage (SWS) [38]. Accordingly, the appropriate indices must be selected depending on the purpose of the drought analysis [51]. We reviewed several methods to obtain the SMI for this study and found that the SMI derived by Sandholt et al. [52], calculated using NDVI and LST, using moderate-resolution satellite images, (such as Landsat-8) was the most appropriate for short-term drought prediction between spring and autumn. Welikhe et al. [49] suggested that this SMI calculation is particularly advantageous in estimating soil moisture during growing periods. The results of their study indicated that this SMI showed the highest correlation with real soil moisture at a depth of 20 cm. The formula used to calculate the SMI is presented as follows [52,53]:

\[
SMI = \frac{T_{smax} - T_s}{T_{smax} - T_{smin}}
\]

where \(T_{smax}\) is the maximum surface temperature observation for a given NDVI, \(T_{smin}\) is the minimum surface temperature observation for a given NDVI.

Subsequently, we constructed a drought function using the aforementioned 15 input variables of the training area on 19 March 2017 and the SMI output variables on 23 June 2017 via RF. Figure 2 shows the structure of the SDAP model including generation of the drought function and prediction of the drought-severe area.
2.4. Drought Function

We performed machine learning via RF, using 62,500 (250 x 250) data samples from the training area, in order to generate the drought function \( f(x) \). All samples were split by training (75%, \( n = 46,875 \)) and test (25%, \( n = 15,625 \)) datasets after 100 shuffles for all samples. We then used the RandomForestRegressor python function of the ensemble module of the scikit-learn library for machine learning. When fitting the \( f(x) \), max_depth is the most important parameter that can be used to prevent overfitting or underfitting of data during training. The optimal max_depth was 14 and was found by tuning the coefficient of determination (\( R^2 \)) of the training dataset maximized, while minimizing the \( R^2 \) difference between the training and the test dataset.

We verified the performance of \( f(x) \) using root mean square error (RMSE), normalized RMSE (NRMSE), mean absolute error (MAE) and \( R^2 \). In addition, we confirmed the spatial distribution of error by mapping.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y - \hat{y})^2} \tag{10}
\]

\[
NRMSE = \frac{RMSE}{y_{max} - y_{min}} \times 100(\%) \tag{11}
\]

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y - \hat{y}| \tag{12}
\]

where \( y \) is the actual SMI, \( \hat{y} \) is the predicted SMI, \( y_{max} \) is a maximum actual SMI and \( y_{min} \) is a minimum actual SMI.

2.5. Feature Importance

The tree-based RF regression can confirm the importance of features using the feature_importances_ function of the ensemble module of scikit-learn libraries after fitting. We found the effect of each input variable on the retention and loss of soil moisture, during non-rainfall periods, by sorting the input variables according to their individual importance using two functions.
In addition, the feature's importance of each category (i.e., vegetation, topography, water, and thermal factor) was summed to obtain the category importance order.

2.6. SMI Prediction on the Study Area

We estimated the SMI of the study area for June 2015, using the data of 14 March 2015, by applying the drought function to predict the agricultural drought of 18 June 2015. These are suitable data for predicting agricultural drought because a real drought happened in that area between March and July in 2015. The best verification for the SDAP model is the drought case since 2017, which is the year of the data source of the drought function. However, drought did not occur after 2017; hence, the closest case of the past was an alternative. As previously mentioned, prediction in this study means the future some months after; thus, the context of year does not matter.

We tried to use the Landsat-8 image on 18 June 2015 (after 97 days from 14 March 2015) for verification, but we alternatively used an image from 4 July 2015 (after 113 days from 14 March 2015) because of the many clouds in the image. For reference, the drought function trained the drought of 97 days.

The final prediction SMI map (the agricultural drought map) of the study area was obtained by the following process (see prediction section in Figure 2). We generated 400,000 random points of the study area. The predicted SMI value of those random points \( \hat{y} \) were obtained via \( f(x) \) using the input variables \( x_{pi} \) on 14 March 2015. After that, the final SMI map was completed by interpolating the SMI value of the random points. We validated this predicted SMI value of random points with the actual SMI calculated using the Landsat-8 (4 July 2015) and SRTM DEM.

3. Results

3.1. Training Performance

Confirmation of the training performance and error distribution of the drought function are shown in Figure 3 and Table 2. \( R^2 \) showed a training performance of 0.91, and the error distribution was not concentrated on a specific land cover. Thus, it was considered to be a drought function (training area) that can represent drought in this area.

![Figure 3. Verification of the training performance and error distribution.](image)

**Table 2. Evaluation of the training performance of the drought function.**

| RMSE  | NRMSE | MAE  | \( R^2 \) | Max. SMI | Min. SMI | Max. Error |
|-------|-------|------|---------|----------|----------|-----------|
| 0.05294 | 5.29% | 0.03980 | 0.91 | 0.97940 | 0.05684 | 0.30352 |

1 The actual maximum SMI value is 1; 2 The actual minimum SMI value is 0.

3.2. Feature Importance

Figure 4 shows the importance of each input variable for \( f(x) \). Table 3 lists the total importance by category (i.e., thermal, water, topography, and vegetation features). The results showed that the thermal factor was the most important, but only SWIR1 had low explanatory power on the soil moisture.
Particularly, among the thermal images of Landsat-8, TIRS$_1$ was identified as a better predictor of soil moisture than TIRS$_2$. The slope was the most important of the topographic features. The importance of water or vegetation features was similar.

![Figure 4. Feature importance of drought function.](image_url)

Table 3. The importance of land surface factor on drought function.

| Land Surface Factors | Importance |
|----------------------|------------|
| Thermal              | 0.659      |
| Topography           | 0.238      |
| Water                | 0.059      |
| Vegetation           | 0.044      |

3.3. SMI Prediction and Validation

Figure 5a illustrates the map of agricultural droughts after 3 months (97 days) of non-rainfall period, predicted using the input variables of 14 March 2015 and the drought function. Figure 6 shows a scatter plot of the predicted SMI and the actual SMI for validation. From the validation results, $R^2 = 0.58$, which was lower than the training performance ($R^2 = 0.91$). However, it shows clearly the potential severe drought area comparing with Figure 5b as the actual SMI of drought.

![Figure 5. Final predicted SMI map and actual SMI.](image_url)
we confirmed suitable pattern generation for more than 400,000 points, whereas 300,000 points were
providing a threshold for the number of appropriate points is difficult, given regional deviations, but prediction accuracy
increases.

4. Discussion

4.1. General Information on the SDAP Model

The appropriate training area, the selection of appropriate drought period, and the number of
suitable random points to cover the study area are important in utilizing the SDAP model. Therefore,
the following factors should be considered in this model. First, in the training area selection, similar
proportions of different land cover types should be chosen. If a particular land cover type is dominant
in the training area, the model is prone to errors in areas under the less representative land cover
types. In addition, irrigated areas should be avoided to insulate against human influence on the output
variable SMI.

Second, the SDAP model uses only land surface factors; hence, it is recommended to develop
the drought function using data from the year in which the precipitation was the lowest (i.e., the
drought year for modeling should have had the least rainfall possible for minimizing the interferences
of meteorological factors). In this study, the short-term drought function was trained using data from
March to June (97 days). However, drought periods can be freely selected within a one-year period (e.g.,
May–July), depending on the application, region, and country. It means this model has transferability
to other locations with different conditions by generating drought function using the local data of the
study area to be analyzed.

Third, enough random points should be allocated for the estimation and subsequent generation
of the prediction map after interpolation. Given that the SMI is a float number between 0 and 1, if
few points are available for estimation, the SMI pattern will not appear after the interpolation. In fact,
providing a threshold for the number of appropriate points is difficult (it will vary depending on the
scope of the study area and the variety of land cover). However, increasing the number of points by
an adequate margin is recommended when the results do not exhibit a clear pattern. In this study,
we confirmed suitable pattern generation for more than 400,000 points, whereas 300,000 points were
insufficient to show the trend of agricultural drought.

4.2. Coverage of the Trained Drought Function

This study shows that the function trained by the RF algorithm was predicted as $R^2 = 0.58$ over
an area approximately 20 times larger than the training area. However, determining the predictable
coverage using the trained function is difficult, given regional deviations, but prediction accuracy
is negatively correlated with the distance from the training area and decreases as the prediction
area increases.

Figure 6. Scatter plot between the actual and the predicted SMI of the study area. As a result of the
validation, $R^2$ was 0.58 and the predicted value tended to be slightly higher than the observed.
We conducted further analysis to verify the predictable coverage. We specifically predicted the SMI of a training area approximately 150 times larger than the training area and obtained a decrease in $R^2$ from 0.58 to 0.39. As shown in Figure 7a, a region with a sharp decrease in correlation between the actual and predicted SMI was observed. The distribution of these samples was confirmed on the map. Figure 7b shows that the highest error mostly occurred far from the training area in largely heterogeneous areas. In contrast, the samples with a low correlation occurring near the training area were mostly identified as water bodies, and the error can be caused by the lack of sufficient water samples for training.

![Figure 7](image_url)

**Figure 7.** (a) Relation between the actual and predicted SMI over an area 150 times (8249 km$^2$) larger than the training area; (b) Distance from the training area and distribution of erroneous samples.

### 4.3. SDAP Model Advantages

#### 4.3.1. Prediction of Severe Drought Areas

Information on drought severity is the most practical and important information for mitigating an upcoming drought [54]. The objective of this study was to predict the distribution of soil moisture assuming non-rainfall conditions. According to the National Drought Mitigation Center (NDMC), it is necessary to make a plan for drought before beginning, confirm the priority of water dependence on agriculture and the community, and to immediately apply this step-by-step when water begins to become insufficient [55]. In this step, the SDAP model can help by supporting spatial information on droughts in advance, and allow effective and planned resource allocation to reduce the impact of upcoming droughts.

The SDAP model can show future severe agricultural drought areas through non-rainfall periods because the method can reduce the uncertainty by separating two models (i.e., meteorological and agricultural droughts) with different features in the analytical results [14]. Under non-rainfall conditions, the SDAP model works on the assumption that meteorological drought forecasting is preceded. Thus, the SDAP model can analyze drought without considering meteorological data.

However, the absence of meteorological data for analysis does not mean that we have excluded climate factors. Machine learning on the growth of soil drought is a learning of the trend caused by climate and seasonal changes in the area. Therefore, the further away from the training area, the more the climate and the weather become different; hence, the prediction error of the SMI increases.

We found that one of the studies [5] predicted soil moisture using hybrid machine learning without climate data, with a similar concept to the SDAP model. However, that study cannot show the spatial distribution of the SMI because of the usage of the actual measured data from the soil of only seven points, not the remote sensing data. In fact, the prediction by [5] aimed to only predict the soil moisture of seven trained points using training data (corresponding to the validation of the performance of
the drought function in our study); hence, this is just an assessment of the training performance, and not prediction. However, in our study, the training data were only used to generate the drought function, and different data from another year were used for prediction. Another study [15], using only meteorological data, cannot be used in practical drought mitigation plans because of the exclusion of the spatial distribution of agricultural drought in the prediction results.

In contrast, the results of the SDAP model can show clear SMI trends including the severe area of the SMI (Figure 5). The mitigation of Short-term drought requires the SMI spatial trend information rather than accurate SMI values [1,56]. In this model, although the SMI error (RMSE = 0.382, MAE = 0.375) of the predicted study area increased compared to the training performance of the drought function (RMSE = 0.052, MAE = 0.039), our model has achieved the aim sufficiently because it can show the agricultural drought trend clearly.

4.3.2. Feature Importance

We found that the thermal factor is one of the major factors affecting soil moisture during a drought period by confirming the findings of Sruthi and Aslam [20], who noted that increased temperature reduces soil moisture. Furthermore, TIRS1 in the thermal factor was the most important feature in the drought function (Table 3). However, one should be cautious when considering the feature importance. For example, relative vegetation features have been shown to be of low importance in our model. However, according to Sruthi and Aslam, vegetation and temperature were strongly correlated with each other [20]; hence, vegetation might play an important role in preserving soil moisture. Therefore, feature importance should be carefully considered based on other studies.

We obtained this variable importance information because we used the RF algorithm for drought training. The RF algorithm has the advantage of providing variable importance; hence, it is also used to extract important variables and remove unnecessary variables when creating a model [57]. One case involved the estimation of the relative importance of variables related to soil hydrological properties in the field of hydrology using this importance function [58].

However, whether the correlation between the SMI and feature importance is negative or positive, is unknown. Therefore, it is also helpful to reference the multi-linear regression coefficients to understand feature importance. Comparing the feature importance of the drought functions, calculated from various regions and periods, can provide important insights into drought studies related to soil moisture.

4.4. Limitations and Applications of the SDAP Model

The predicted SMI, using machine learning applied to satellite images with the resolution of 30 m, is a suitable drought information for planning the mitigation of short-term drought at the regional level because the local spatial distribution is acquired. However, some general remote sensing limitations exist, such as difficulty in obtaining data of the right date to be analyzed because of cloud or revisit cycle of the Landsat-8. This limitation can be addressed by considering using other satellite images with a higher temporal resolution. This solution remains to be confirmed in further studies. Along with the general limitations of remote sensing, this SDAP model has the following limitations:

First, the SDAP model applies only to the prediction of short-term droughts, within several months, because the SMI is a suitable measure for that timescale [49]. In practice, the soil will become dry, regardless of the surface state if non-rainfall conditions persist for longer periods. Therefore, the SDAP model is suitable for short-term droughts that can be mitigated by human action within a few months.

Second, the prediction of droughts may be difficult if the area has no drought experience or different seasons, because this model is based on learning from past droughts. Therefore, various drought functions by period or season must be considered to make a suitable prediction of the situation.

Third, this model must be based on a sequential approach to finding solutions by analyzing droughts by each expert group. Thus, it is not suitable for an integrated method of calculating
meteorological, agricultural, and hydrological droughts at one time because this model predicts the trend of agricultural drought change after the meteorological drought analysis is preceded. For example, the spatial information of agricultural drought, which is the result of this model, is then subject to a primary review against the corresponding hydrological drought. After all the analyses have been conducted, and the areas of concern droughts have been identified, priority plans for water reserves (e.g., water demand control) and water allocation for these areas should be established. Therefore, the proposed model is only suitable to prepare for short-term droughts and find focalized solutions by each expert group, instead of performing an integrated analysis of various models with high uncertainty.

5. Conclusions

Agricultural drought is a disaster that must be managed effectively as it directly affects food security. For this reason, several models have been developed to predict agricultural drought. However, regardless of how good a model is, inaccuracies arise in the prediction of droughts, due to meteorological anomalies where the model is based on repeated patterns or historical precipitation data. The proposed SDAP model was hence developed by accepting those uncertainties, rather than overcome meteorological uncertainties. This SDAP model does not depend on precipitation data because it predicts potential drought-severe areas under the assumption that rainfall-deficit conditions already exist.

In addition, existing other models can be catastrophic in the event that an unpredicted drought occurs. However, given that it makes prediction under the condition of no rainfall such as that done in our model, there is a benefit for society even if no drought occurs. Although our model is designed for a short-term drought, accumulation of these predictions also helps us identify areas that are susceptible to drought so that mitigation plans can be prepared from a long-term perspective.

Given that the ultimate objective for predicting droughts is to develop mitigation plans, the model must be a simple, practical, and useful such as the SDAP model. This model is easy to understand as it uses a regression algorithm compared to other huge prediction systems. Further, the analysis of various case studies for many regions and drought functions in SDAP model can provide meaningful insights into the key factors associated with drought. At present, we are working on a comparison study of machine learning algorithms to improve the SDAP model as well as a case study involving the application of the SDAP model.
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