Non-invasive control of excitons in two-dimensional materials
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We investigate how external screening shapes excitons in two-dimensional (2d) semiconductors embedded in laterally structured dielectric environments. An atomic scale view of these elementary excitations is developed using models which apply to a variety of materials including transition metal dichalcogenides (TMDCs). We find that structured dielectrics imprint a peculiar potential energy landscape on excitons in these systems: While the ground-state exciton is least influenced, higher excitations are attracted towards regions with high dielectric constant of the environment. This landscape is “inverted” in the sense that low energy excitons are less strongly affected than their higher energy counterparts. Corresponding energy variations emerge on length scales of the order of a few unit cells. This opens the prospect of trapping and guiding of higher excitons by means of tailor-made dielectric substrates on ultimately small spatial scales.

I. INTRODUCTION

Coulomb interaction causes pronounced correlation phenomena such as superconductivity,11–13 charge-density waves,14–16 magnetism,17–19 and strong excitonic effects20–22 in two-dimensional (2d) materials. Monolayers of these materials realize atomically thin electronic systems, where the Coulomb interaction is strongly dependent on the dielectric environment as for instance the substrate of the material.23–25 This leads to the exciting opportunity to control interaction driven material properties externally and non-invasively via screening of the substrate or some adsorbates: for instance, laterally structured substrates (see Fig. 1) can be used to create "junctions" with band gap modulations on the scale of several 100 meV within one and the same material.26–28 For independently moving electrons or holes, indeed very sharp potential energy modulations on the scale of a few nm or even less are possible.29 However, under optical excitation electrons and holes are known to form strongly bound excitons instead of moving independently in 2d materials. It is thus unclear which optoelectronic material functionalities can be imprinted externally. To change this situation, it is central to understand how and at which length scales excitons are influenced by laterally structured dielectric environments.

In this paper, we investigate how excitons respond to the tuning of the Coulomb interaction in 2d materials. To this end, we consider two tight-binding model systems, which emulate single semiconducting layers embedded in a dielectric environment. We study two different kinds of environments as depicted in Fig. 1. We first analyze the influence of different homogeneous dielectric environments, characterized by the macroscopic dielectric constant \( \varepsilon \) of the substrate, on our monolayer and show that the size of the exciton Bohr radius \( a \) determines how two-particle excitations react to changes in the materials dielectric environment.

Then, we investigate how a spatially structured dielectric environment influences the energy spectrum of an excited system. We show that any exciton which has a considerable spread is strongly affected by the environment, giving rise to the prospect of atomic scale trapping and guiding of higher excited excitons by means of laterally structured dielectric substrates. The only exception holds for the energy of strongly localized excitons, which reveal a non-monotonous behavior leading to interesting possibilities for nonscale engineering including the creation of novel quantum confined materials. These might serve as building blocks for nanoscale lasers and could help realizing exotic states of excitonic matter (cf. Fig. 1 for a visual account of a possible potential energy landscape).

II. MODELLING SPATIALLY RESOLVED OPTICAL PROPERTIES

To investigate the influence of dielectric environments on excitonic effects in 2d materials we diagonalize a many-body Hamiltonian in the electron-hole picture. We consider a two-band model and the excitation of one electron from the valence to the conduction band. The interaction-free ground-state is described in the tight-binding approximation with a basis set \( \{ \mathbf{R} \} \), where \( \mathbf{R} \) is labeling the lattice site on which the orbital is predominantly localized. To account for the electron-electron Coulomb interaction effects on the ground state and on single-particle excitations, we use the Hartree-Fock method and include the screening effects of the spatially structured dielectric environment semi-classically via an electrostatic picture as in Ref. 29. As a basis set for the electron-hole Hamiltonian, we use Slater determinants of dressed electron and hole wave functions.
which result from the Hartree-Fock calculations. Then, the many-body wave functions of the excited states are linear combinations of these determinants and we are left with a two-particle Schrödinger equation. A detailed description of the construction of the electron-hole Hamiltonian can be found Appendix A. After diagonalizing the electron-hole Hamiltonian, we obtain the many-body eigenenergies $E_\lambda$ and eigenstates $|\Psi^\lambda\rangle$. In order to simulate an experimentally easily accessible property, we calculate the linear optical spectrum within the dipole approximation (for details see Appendix B).

The linear absorption spectrum is obtained by Fermi's golden rule:

$$I(E) = \sum_\lambda \frac{2\pi}{\hbar} |\langle \Psi^\lambda | H_d | 0 \rangle|^2 \delta(E - E_\lambda - E). \quad (1)$$

Here, $H_d$ is the light-matter coupling Hamiltonian, $E$ is the absorption/emission energy and $0$ and $|\Psi^\lambda\rangle$ are the semiconductor vacuum state and many-body final state, respectively, with energies $E_0$ and $E_\lambda$, the former of which will be, as usual, set to zero in the remainder of this paper.

On similar grounds, we can calculate the total two-particle or "excitonic" density of states (DOS)

$$A(E) = 2\pi \sum_\lambda \delta(E - E_\lambda), \quad (2)$$

which includes all possible two-particle excitations regardless of the selection rules, i.e., also accounts for "dark" excitons. To investigate excitonic correlations in real space, we use the spatially resolved two-particle DOS, which can be experimentally measured by using a dual-tip scanning tunneling microscope.

$$A(E, r_e, r_h) = 2\pi \sum_\lambda |\Psi^\lambda (r_e, r_h)|^2 \delta(E - E_\lambda). \quad (3)$$

Here, $r_e/h$ describe the position of the electron/hole. Further details on the calculation of the spatially resolved eigenstates $\Psi^\lambda (r_e, r_h)$ can be found in Appendix C.

### III. TIGHT-BINDING MODELS FOR 2D SEMICONDUCTORS

In order to emulate 2D semiconductors, we use two different models. First, we consider a "monolayer" that consists of two hexagonal layers on top of each other (in the following, this model will be called "hexagonal bilayer") embedded in a dielectric environment. The coupling between the two layers mimics hybridization effects similar to the $d$-orbitals in transition metal dichalcogenides like MoS$_2$ as explained in Ref. [32] and Appendix D. In the tight-binding approach, we only consider an in-plane nearest neighbour hopping $t_{RR'} = t$ and an out-of-plane hopping $t_{RR'} = t_\perp$, where $t_{RR'}$ gives the energy associated with an electron hopping from state $|R\rangle$ to $|R'\rangle$.

An additional class of embedded monolayers is modeled using a honeycomb lattice with broken sublattice symmetry, which has been widely studied to 2d semiconductors such as hBN [41] as well as graphene commensurately stacked with hBN [42,43]. This model leads to a massive Dirac equation in the low energy limit and is in the following referred to as "Honeycomb lattice". Again, we only consider in-plane nearest neighbor hopping $t$.

As one particular example representative for 2d semiconductors we consider MoS$_2$. Therefore, the on-site energies and hopping matrix elements are chosen as in Ref. [32] for the hexagonal bilayer ($t = 1.7$ eV) and in Ref. [40] for the honeycomb lattice ($t = 1.1$ eV).

The in-plane hopping $t$ determines how easily electrons can be localized. Thereby, smaller $t$ corresponds to smaller hopping probabilities and thus easier localization. In the following discussion (c.f. Fig. 3), this case...
will be referred to as "localized" models in contrast to "delocalized" models with larger $t$.

**IV. MONOLAYER OF A SEMICONDUCTOR EMBEDDED IN HOMOGENEOUS DIELECTRIC ENVIRONMENT**

To discuss environmental influences on a monolayer, it is important to understand the interplay of excitonic binding and exchange self-energy effects. These effects are schematically shown in Fig. 2. In the non-interacting (NI) limit no Coulomb interaction is considered which results in the band gap being given by the single-particle band gap $E_g^0$. This single-particle gap is widened by the exchange self-energy $\Sigma_{HF}$ that enters the Hartree-Fock ground-state due to electron-electron interaction, resulting in the quasi-particle (QP) band gap $E_g^{HF}$ (QP limit). In the presence of Coulomb attraction between electron and hole, the excitonic gap $E_g^\text{exc}$ is strongly reduced by the exciton binding energy $E_B$ and cancels to some extent the exchange effects of $\Sigma_{HF}$.

![FIG. 2. (Color online) Schematic illustration of competing contributions to the excitonic gap $E_g^\text{exc}$: the single-particle band gap $E_g^0$ is widened to the dressed quasi-particle band gap $E_g^{HF}$ due to the exchange self-energy $\Sigma_{HF}$, which results from the ground-state electron-electron interaction. The optically measurable excitonic gap is reduced as compared to $E_g^{HF}$ due to the electron-hole binding energy $E_B$.](image)

To investigate the effect of external screening on excited states, we show two quantities in Fig. 3: (i) The linear optical absorption spectra according to Eq. (1), and (ii) the two-particle DOS from Eq. (2) for a real space supercell of approximate area $(9 \times 10) \alpha_\text{latt}^2$ using a lattice constant $a_\text{latt} = 3.18 \text{Å}$ for MoS$_2$.

In general, for different models and in-plane hoppings $t$ we see that external screening has a large impact on both the absorption spectra and two-particle DOS. In all cases, even though in the localized models most pronounced, smaller dielectric constants (i.e., weaker screening / stronger interaction) lead to energetically more extended spectra with spectral weight being shifted towards higher excitation energies. The NI limit is described by $\varepsilon \rightarrow \infty$ and thus yields all possible excitations of non-interacting particles. Then, the lowest-energy transition is the single-particle gap $E_g^0$. We see, that the influence of the environment is stronger on the the higher energy states, which are marked by solid lines in Fig. 3a. They shift much more upon changes in the dielectric surroundings than the lowest-energy excitation (dashed lines), which are shown in the insets of the two-particle DOS. For example, in the localized hexagonal bilayer, the lowest exciton is shifted by $0.3 \text{eV}$, which is $1 \text{eV}$ smaller than the shift of one of the higher energy excitations ($1.3 \text{eV}$).

To explain this relation between excitation spectra and dielectric environment, we show the two-particle DOS as function of electron-hole distance of the fully interacting system in Fig. 4 for $\varepsilon = 2$. We compare this data to the non-interacting two-particle DOS and to the two-particle DOS in the QP limit to show the interplay of excitonic binding $E_B$ and exchange self-energy $\Sigma_{HF}$ as already discussed for Fig. 2. In the NI and in QP limit, the figures show the joint DOS, i.e., the DOS of simple electron-hole excitations resulting from the non-interacting and Hartree-Fock calculations. The lowest-energy excitations visible in these joint DOS are then the non-interacting $E_g^0$ and the HF quasi-particle band gap $E_g^{HF}$. As the NI
FIG. 4. (Color online) Local two-particle DOS for $\varepsilon = 2$ for different models and in-plane hopping parameters $t$. A smaller $t$ describes more strongly localized electrons. The quasi-particle (QP) limit corresponds to the case of vanishing electron-hole interaction ($V_{\text{ehhe}} = 0$) but electron-electron interaction being included via the Hartree-Fock self-energy. In addition, the non-interacting (NI) limit $\varepsilon \to \infty$ is depicted. As the QP and the NI limit show no spatial dependence, the corresponding two-particle DOS are spatially averaged. Note that in the "localized" panels a broadening of $\Gamma = 0.01$ eV and in the "delocalized" panels $\Gamma = 0.1$ eV was used.

and QP limits are always independent of the electron-hole interaction, there is no dependence of the spectral function on the electron-hole distance.

As soon as the Coulomb interaction between the electron and the hole is considered (as shown in panels marked as "correlated") we find (i) a strong dependence on the electron-hole distance and (ii) a, in comparison to the QP band gap $E_{\text{HF}}^g$, reduced excitonic gap $E_{\text{exc}}^g$ which can be identified as the lowest peak in all correlated spectra. In more detail, we find that this lowest-excitation belongs to a bound exciton with the electron and hole being in close proximity. With growing electron-hole distance the correlated DOS shows excitonic peaks at elevated energies. Thus, the corresponding excitonic binding energies get smaller with increasing electron-hole distance until the correlated DOS approaches the QP limit.

Consequently, higher energy states belong to two-particle excitations where electrons and holes are not in too close proximity. Since the environmental screening is more effective for larger separations of the electron and the hole, these higher states can generally be easily manipulated by engineering of the dielectric environment as recently also shown in Ref. [33].

V. RESPONSE OF LOWEST-ENERGY EXCITON TO DIELECTRIC SCREENING

The lowest-energy excitation can show a different response to the dielectric screening than the higher excitations. Especially in the localized models, an almost perfect cancellation of the exciton binding and electron-electron exchange effects can occur. We analyze this behavior by plotting the energetic shift $\delta E = E_{\text{exc}}^g - E_0^g$ of the lowest-energy exciton $E_{\text{exc}}^g$ with respect to the non-interacting band gap $E_0^g$ and the corresponding excitonic Bohr radius $a$ as a function of the inverse environmental dielectric constant in Fig. [5]. In all cases, we see an increase of $\delta E \propto 1/\varepsilon$ at sufficiently weak interactions ($1/\varepsilon \ll 1$). As $E_{\text{exc}}^g$ and with it $\delta E$ depends on the size of the exchange self-energy $\Sigma_{\text{HF}}$ and the binding energy $E_B$ (c.f., Fig. [2]), this directly follows from $\Sigma_{\text{HF}} \propto 1/\varepsilon$ (for $1/\varepsilon \ll 1$) and $E_B \propto 1/\varepsilon^2$ within the Wannier-Mott model for excitons [30]. In other words for sufficiently weak interactions ($1/\varepsilon \ll 1$) exchange self-energy effects always dominate over electron binding effects, and the lowest-energy exciton shifts similarly upon changes in $1/\varepsilon$ as the higher excitons. However, the dependence of $\delta E$ on $1/\varepsilon$
changes fundamentally at larger interaction strength being no longer given by a linear increase, but a decreasing energy shift upon increasing interaction. This can be seen exemplarily in the delocalized models for $1/\varepsilon > 0.5$. The corresponding Bohr radii $a$ (see Fig. 5) lower panel, for calculation details see Appendix [3] show that this change in the dependence of the excitonic gap on the Coulomb interaction occurs when $a$ approaches the length scale of the lattice spacings (marked as gray line). Then, the Wannier-Mott model is no longer a good description of the exciton binding. Thus, for the lowest-energy exciton a subtle interplay between exchange effects and the exciton Bohr radius determines how this exciton reacts on changes in environmental screening and it can either shift towards lower or higher energies upon increasing $1/\varepsilon$.

VI. EXCITONIC PROPERTIES OF A SEMICONDUCTOR MONOLAYER EMBEDDED IN LATERALLY STRUCTURED ENVIRONMENT

It has been suggested and experimentally realized to create "junctions" with electronic band gap modulations within one and the same material by a laterally structured dielectric environment. Now, we investigate how two-particle excitations react to such structured dielectrics. As the forthcoming results do not critically depend on the choice of the model Hamiltonian, we focus on the hexagonal bilayer with $t = 0.255\text{eV}$. We use a laterally structured environment with two different dielectrics with $\varepsilon_1 = 5$ and $\varepsilon_2 = 2$.

FIG. 5. (Color online) (Upper panel) Energetic shift $\delta E = E_{\text{exc}}^0 - E_{\text{exc}}^t$ of the lowest-energy exciton $E_{\text{exc}}^0$ with respect to the non-interacting band gap $E_0^t$ as function of the inverse environmental dielectric constant $1/\varepsilon$. (Lower panel) The Bohr radius $a$ of the lowest-energy exciton as a function of $1/\varepsilon$. The gray line marks the lattice constant.

FIG. 6. (Color online) One-particle local DOS for different unit cells along a line perpendicular to the dielectric interface of the environment located in the unit cell 5 (left $\varepsilon_1 = 5$ and right $\varepsilon_2 = 2$).

On the quasi-particle level this setup leads to a heterojunction-like spatial modulation of the band gap with a type-II like band line-up, as can be seen from the quasi-particle local DOS shown in Fig. 6. The dielectric interface induces a spatial dependence in the local DOS such that the quasi-particle band gap $E_{\text{HF}}^t$ in the region with the higher value of $\varepsilon$ is smaller than the band gap in the other region.

The same physics governs the spatial energy landscape experienced by two-particle-excitation, as can be seen from the spatially resolved two-particle DOS shown in Fig. 7. Here, red dots mark the position of the electron (to be more precise, the unit-cell index of the corresponding electron wave function). The unit cell index of the hole is used as a spatial coordinate across the supercell along a line perpendicular to the interface. In addition, we also show the spatially resolved quasi-particle limit of the two-particle DOS in the left panel which simply follows the heterojunction type band gap structure seen in the single-particle DOS of Fig. 6.

For the interacting case, shown in the right three panels of Fig. 7 we find that particularly the higher excitonic states are strongly influenced by the environment. Their energies follow the heterojunction-like band gap profile imprinted by the external dielectric essentially on an atomic scale. This means that higher energy two-particle excitations can be trapped and guided on an atomic scale non-invasively by creating a spatial potential energy landscape as, for example, suggested in Fig. 1).

The lowest-energy excitations, where electron and hole are closest together, are much less influenced by the dielectric environment, i.e., modulations in the corresponding excitation energies are about one order of magnitude smaller than for the higher energy excitons. Thus, while the higher excitations are trapped, the lowest-energy exciton can move almost freely.
FIG. 7. (Color online) Local two-particle DOS for a heterogeneous dielectric environment with \( \varepsilon_1 = 5 \) and \( \varepsilon_2 = 2 \). The \( x \)-axis marks the used hole positions whereas the red dot in the picture reveal the chosen electron positions for each subfigure. The quasi-particle limit (left panel) show all possible electron-hole excitations without electron-hole interaction.

Depending on the characteristics of the system, the energy landscape of the lowest exciton can either follow or be inverted with respect to the energy landscape experienced by the higher energy excitons. Inverted in this context means, that the energies of the lower excitons shift in different directions as compared to their higher energy counterparts. The example considered in Fig. 7 reveals such an inverted potential energy landscape as the energies of the higher excitons in the region with \( \varepsilon_1 = 5 \) are smaller than in the region with \( \varepsilon_2 = 2 \) but the lowest exciton has a slightly larger energy in the region with \( \varepsilon_1 \). A comparison with Fig. 5 reveals that such inverted potential energy landscapes are expected for strongly localized excitons (i.e., Frenkel excitons) but not for Mott-Wannier excitons. Only for Frenkel excitons the lowest-energy excitation shifts towards smaller energies upon decreasing \( \varepsilon \) (increasing \( 1/\varepsilon \)) in contrast to the shift of the higher energy excitations.

VII. CONCLUSIONS

We have shown that two-particle excitations in 2d materials show a peculiar response to their dielectric environment. The higher energy states are in general strongly influenced by the dielectric environment, which means that their excitation energies can be tuned at energy scales comparable to the quasi-particle gap at spatial distances of a few lattice constants. This leads to the prospect of trapping and guiding higher energy excitons in 2d materials (including Rydberg excitons, which have been realized e.g., in MoS\(_2\)) simply via the dielectric landscape of the surrounding medium in a non-invasive way.

For the lowest-energy exciton, which determines by definition the excitonic band gap \( E_{g}^{exc} \), we have shown that the Bohr radius in comparison to the lattice spacing determines how the excitonic gap responds to modulations in the dielectric environment. In the Wannier-Mott limit of delocalized excitons, the excitonic gap follows the trend of the higher energy excited states and, the quasi-particle gap, i.e., the ground-state exciton shifts in the same direction (albeit by a lesser amount) as the higher energy excitons upon changes in the dielectric environment. In the limit of strongly localized excitons, this trend is reversed and the ground-state exciton experiences a potential energy landscape which is inverted with respect to the higher excited states.

Rather unexpected types of potential energy landscapes can emerge from this different response of two-particle excitations to external dielectrics, where higher energy states are trapped on atomic scale but lower energy states move almost freely or are even expelled from the trapping regions. This opens a large parameter space for dielectric quantum engineering of nanostructures hosting exotic physical states of matter with a variety of imaginable applications. One possible candidate are substrates with periodically modulated dielectric constants such as shown in Fig. 1, that would allow for a nanoscale separation of higher energy and ground-state excitons. Locally occupation-inverted regions should occur in these systems already upon weak optical pumping, which would be interesting in context of laser applications.
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Appendix A: Electron-Hole Hamiltonian

The many-body wave functions of the excited state in the electron-hole picture can be described as linear combinations of Slater determinants of electron and hole wave functions. Upon single excitation of only one electron-hole pair, all electron-electron (V_{\text{ee}}) and hole-hole (V_{\text{hh}}) interaction terms vanish. If we neglect electron-hole exchange-like terms (which do not contribute to the energy scale discussed in this paper), the many-body Hamiltonian in second quantization is given by

$$ H = \sum_i E_i^e c_i^e \dagger c_i^e + \sum_i E_i^h h_i^\dagger h_i - \sum_{ijkl} V_{ijkl}^{\text{ehhe}} c_i^e h_j^\dagger c_k^h h_l^\dagger, $$

(A1)

where $E_i^e/h$ are dressed electron/hole eigenenergies from the Hartree-Fock calculations. The operator $(e/h)^{(t)}$ annihilates (creates) an electron/hole in the Hartree-Fock eigenstate $|\psi_i^{e/h}\rangle = \sum R |\tilde{r}_i^{e/h}(R)\rangle$. The Coulomb matrix elements $V_{ijkl}^{\text{ehhe}}$ between electrons and holes are then given by

$$ V_{ijkl}^{\text{ehhe}} = \sum_{R_1,R_2,R_3,R_4} \sum_{c,c',c''} c_{R_1,c}^i c_{R_2,c}^j c_{R_3,c'}^k c_{R_4,c}^l $$

$$ \times \langle R_1 | (R_2 | U(r-r') | R_3) | R_4 \rangle. $$

(A2)

Here, $U$ describes the screened Coulomb interaction. Due to the orthogonality and the localization of the states $|R\rangle$ we only consider two-center contributions,

$$ V_{ijkl}^{\text{ehhe}} \approx \sum_{R,R'} \sum_{c,c',c''} c_{R,c}^i c_{R',c}^j c_{R',c'}^k c_{R,c}^l $$

$$ \times \langle R | (R' | U(r-r') | R') | R \rangle. $$

(A3)

For further details see, e.g., Ref. [32] and the references therein. In our lattice-discretized approach, the short-range spatial distribution of the states $|R\rangle$ is not explicitly known. Thus, the electron-hole Coulomb matrix elements are approximated by

$$ V_{ijkl}^{\text{ehhe}} \approx \sum_{R,R'} \sum_{c,c',c''} c_{R,c}^i c_{R',c}^j c_{R',c'}^k c_{R,c}^l U_{RR'}. $$

(A4)

The Coulomb matrix elements $U_{RR'}$ contain the screening effects of the spatially structured dielectric environment:

$$ U_{RR'} = \frac{1}{e^2} \frac{\epsilon^2}{\sqrt{(R-R')^2 + \delta^2}} $$

(A5)

Here, $e$ is the elementary charge and the parameter $\delta$ takes into account the finite spread of the orbitals $|R\rangle$ for $R = R'$. To emulate MoS2 we choose $\delta = 1.5 \, \text{Å}$ according to Ref. [32]. The macroscopic dielectric function $\epsilon_{RR'}$ includes the screening effects of the environment. For a homogeneous environment it is set to a constant value, whereas in a heterogeneous environment the interface is included by using image charges as described in detail in Ref. [32].

Appendix B: Dipole matrix elements

To directly investigate experimentally easily accessible optical properties, we calculate the linear optical absorption spectrum. In the dipole approximation, the light-matter coupling can be described by the dipole Hamiltonian:

$$ H_d = -e E \sum_{ij} \langle \psi_i^e | r | \psi_j^h \rangle e_i h_j + h.c. $$

(B1)

Its matrix elements, that contain the optical selection rules can unambiguously be obtained from matrix elements of the position operator $r$ between the quasi-particle electron and hole states $|\psi_i^e/h\rangle$,

$$ d_{ij}^{eh} = e \langle \psi_i^e | r | \psi_j^h \rangle. $$

(B2)

Here $e$ is the electron charge and $r$ is (in consistency with the spatial resolution on a lattice scale) approximated by the lattice operator $r \approx \sum_R |R\rangle R (R) \sum_R \delta_R$ thus neglecting the short range contributions that are not accessible in the tight-binding model. Depending on the polarization of the electric field vector of the incident light, different vectorial components are projected out of $d_{ij}^{eh}$ in Eq. (1). We simulate the case of unpolarized light via an equally weighted superposition of $I(E = [100]), I(E = [010])$ and $I(E = [001])$.

Appendix C: Many-body eigenstates

For the spatially resolved two-particle DOS, Eq. (3) in the main text, we calculate the eigenstates $\Psi^\lambda(r_e,r_h)$ of the electron-hole Hamiltonian (Eq. (A1)) as a function of the electron and hole position $r_e/h$. Therefore, we calculate the eigenstate $|\psi^\lambda\rangle$ from the many-body Hamiltonian (A1) as linear combination of Slater determinants of electron and hole wave functions build from the Hartree-Fock eigenstates $|\psi_i^{e/h}\rangle = \sum R c_{R,i}^{e/h} |R\rangle$:

$$ |\psi^\lambda\rangle = \sum_{nm} a_{nm}^\lambda |\psi_n^{e}\rangle |\psi_m^{h}\rangle $$

$$ = \sum_{nm} a_{nm}^\lambda c_{R,n}^{e} c_{R,m}^{h} |R\rangle |R'\rangle. $$

(C1)

We determine the expansion coefficients $a_{nm}^\lambda$ from numerically diagonalizing the many-body Hamiltonian. The spatial representation of the eigenstate is then the projection on the electron and hole position $r_e/h$:

$$ \Psi^\lambda(r_e,r_h) = \langle r_e | (r_h | \psi^\lambda \rangle $$

$$ = \sum_{nm} a_{nm}^\lambda c_{R,n}^{e} c_{R,m}^{h} \delta_{r_e,R} \delta_{r_h,R'}. $$

(C2)
Appendix D: Semiconductor tight-binding models

From the perspective of tight-binding modelling, several methods exist to open a gap in an initially gapless electronic band structure. The two distinct models we use are depicted in Fig. 8, mimicking a hybridization gap (Fig. 8a) and a broken sublattice symmetry (Fig. 8b).

In a single MoS$_2$ layer, two sets of orbitals ($d_{z^2}$ and $\{d_{xy}, d_{x^2-y^2}\}$) are responsible for the properties of the highest valence and lowest conduction band. The band gap results from hybridization between these blocks. To mimic these hybridization effects, we use a model which consists of two hexagonal layers placed in the distance $c$ on top of each other. Then the layer A and B mimic the $d_{z^2}$ and $\{d_{xy}, d_{x^2-y^2}\}$ blocks, respectively. We only consider in-plane nearest neighbour hopping $t$ and out-of-plane hopping $t_{\perp}$.

A different class of semiconducting monolayers can be modeled by using a honeycomb lattice with broken sublattice symmetry. This model leads to a massive Dirac equation in the low energy limit. Again, we only consider in-plane next nearest hopping $t$.

For the hexagonal bilayer, the on-site energies and hopping matrix elements are chosen to reproduce DFT band gaps and band width of MoS$_2$ as in Ref. [49]. For the honeycomb lattice the parameter from Ref. [40] are used. In both models we control how localized the electrons are with the in-plane hopping $t$. The hopping $t_{A/B}$ defines the on-site energy and quantifies the sublattice symmetry breaking. The employed parameters and their notation are presented in Table 1.

**TABLE I. Tight-binding model parameter for the description of MoS$_2$**

| Model                  | State          | $t$    | $t_{A/B}$ | $\alpha$ | $t_{\perp}$ | $c$ (eV) |
|------------------------|----------------|-------|-----------|-----------|-------------|----------|
| Hexagonal bilayer      | Localized      | 0.225 | 0.0 eV    | 0.0 eV    | 3.18 Å      | −0.85 eV/a |
|                        | Delocalized    | 1.7   | 0.0 eV    | 0.0 eV    | 3.18 Å      | −0.85 eV/a |
| Honeycomb lattice      | Localized      | 0.5   | 0.83 eV   | −0.83 eV  | 3.19 Å      |          |
|                        | Delocalized    | 1.1   | 0.83 eV   | −0.83 eV  | 3.19 Å      |          |

FIG. 8. The 2d semiconductors are modeled using two different tight binding models labeled "hexagonal bilayer" and "honeycomb lattice", where the schematic side and top views of the model illustrate the hopping matrix elements.

Appendix E: Bohr radius

To analyze the spatial extent of the lowest-energy excitation $E_{\text{exc}}^g$, we calculate the corresponding excitonic Bohr radius $a$ for every dielectric constant $\varepsilon$. We use the expectation value of the Coulomb interaction $V$ between electron and hole:

$$\langle V_0 \rangle = \frac{\varepsilon^2}{\varepsilon a}. \quad (E1)$$

To calculate $\langle V_0 \rangle$, we calculate the expectation value of the Coulomb matrix elements $V_{ijkl}^{\text{ehhe}}$ with the eigenstate which corresponds to $E_{\text{exc}}^g$:

$$\langle V_0 \rangle = \langle \Psi^0 | V_{ijkl}^{\text{ehhe}} | \Psi^0 \rangle \quad (E2)$$

separately for each $\varepsilon$ of the homogeneous dielectric environment.
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