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Abstract

It is shown that the $\gamma$-van der Waals equation of state (eos) permits shock polars with supersonic critical points, corresponding to critical or strong-type shock reflections that are supersonic, which is not possible for ideal gas. It is also shown that general van der Waals eos permit polars with multiple critical points, corresponding to four or more reflected shocks for same deflection angle. Of these reflected shocks at least two are weak-type, i.e. deflection angle increasing with increasing shock strength, so that standard literature has no criteria to select one of the two. Both phenomena can be found with Hugoniot curves entirely in the region of convex and thermodynamically stable eos, avoiding the coexistence region and satisfying various shock stability criteria.

Shock polars are fundamental in shock interaction and reflection. Consider supersonic flow onto a blunt body (fig. 1). The resulting bow shock ahead of the body has constant upstream state, but runs through every possible shock angle, from negative to positive Mach angle through vertical (normal shock). The curve of resulting downstream velocities $u$ is called shock polar (fig. 2).

If the body is instead a sufficiently narrow wedge, then straight shocks are attached to the wedge tip (fig. 3); they turn upstream velocity $u_0$ by an angle $\theta$ to make $u$ parallel to the wedge surface. For sufficiently small $\theta$ it is apparent from inspection of the shock polar that on each side there are two possible angles for the tip shock, weak and strong; the weak shock is usually observed. As $\theta$ increases to the critical angle the weak and strong shock merge into the critical shock; for any larger $\theta$ flows with tip-attached shocks are not possible.

The shock polar is also essential for many closely related reflection problems, for example two incident into two outgoing shocks, meeting in absence
Figure 1: Bow shock ahead of a blunt body in supersonic flow

Figure 2: Shock polar ($\gamma = 7/5$ polytropic, $M_0 = 2.5$), symmetric across $u_0$ axis

of solid boundaries, either in a regular reflection or in a Mach reflection ([vN43 BD92 Hor86 Ell10]); for these problems the $P-\theta$ polar is often preferred (fig. 6).

For polytropic (calorically perfect) equation of state (eos) the shock relations are easy to solve, with an abundance of explicit formulas. In particular, there is the following classical formula for the shock polar (see [Mey08 Bus31], or [CF48 par. 121]):

$$u^y = \pm |1 - u^x| \sqrt{\frac{u^x - u^x_0}{u^x_\infty - u^x}} \quad (1)$$

where $u_0 = (1,0)$ is scaled and rotated upstream velocity, $u = (u^x, u^y)$
downstream velocity, $1 < \gamma < \infty$ ratio of heats, $M_0$ upstream Mach number,

$$u_n = \frac{\gamma - 1 + 2M_0^{-2}}{\gamma + 1}$$

(2)

the $u^x$ for a normal shock,

$$u_\infty^x = 1 + \frac{2M_0^{-2}}{\gamma + 1}$$

(3)

the limit $u^x$ of the (unphysical) expansion branch.

From such formulas it is easily seen that the compressive part of the shock polar is a convex curve in the $u$ plane, so that it has “standard” behaviour:
1. each half has a unique critical shock, and
2. the critical and strong shocks are transonic.

The weak ones near critical are also transonic, but the range is usually narrow, separated by a sonic point from the much larger segment of supersonic weak shocks.

The polytropic case is too restrictive since, to give one example, $c_v$ for oxygen cannot be treated as constant beyond a few hundred Kelvin above room temperature ([Ell21, fig. 5]). Of course many applications easily exceed this temperature range; for example ongoing research on hypersonic engines and/or combustion [FZDT19, LCX+17, WZYT20], or most obviously astrophysics [LS19].

Shock polars for general eos have been discussed by many other authors, for example [Tes86] or [HM98]. There the focus is generally on positive results rather than counterexamples or specifics of van der Waals eos.

There is a much wider range of temperatures in which the eos is not
polytropic but nevertheless ideal (thermally but not calorically perfect):

\[
\frac{PV}{T} = R_s = \text{constant},
\]

(4)

with specific gas constant \(R_s\), volume per mass \(V\), temperature \(T\), linked to energy per mass by

\[
E = \hat{E}(T),
\]

(5)

where \(\hat{E}\) is now a general function, in contrast to the classical calorically perfect case \(\hat{E}(T) = c_v T\) with constant \(c_v\). This case is significantly more difficult, because the wealth of explicit formulas is replaced by a few semi-explicit ones and a lot of implicit reasoning. Nevertheless [Ell21] recently found that ideal shock polars are “standard” in the sense above if the eos is convex, i.e. if \(P\) a convex function of \(V\) at constant entropy per mass \(S\), assuming a few other reasonable conditions (e.g. specific heat \(c_v > 0\)). This is satisfactory because any non-convex eos permits multiple compressive normal shocks, so that the polar cannot be standard.

Although it is believed that there are physical fluids with eos non-convex in some regions of phase space [LT72, CMC21], it is not clear whether the question is considered settled. In any case, since most gases have convex eos, the results permit using freely that ideal polars are “standard”, in particular that small turning angles \(\theta\) always have a unique weak reflection, eliminating the need to perform numerical computations for each concrete eos and each upstream state.

This is rather convenient since the preconditions of the result are simple. It is natural to wonder whether this convenience extends to non-ideal eos. Although counterexamples can be given with artificially constructed non-ideal eos (see [Ell21 sect. 10]), physically relevant eos remain to be discussed.

In the thermodynamic phase plane the region of ideal gas behaviour has as its high-temperature boundary the onset of dissociation and ionization. (Some authors do not consider dissociation to be a non-ideal effect, as chemically reacting mixtures are still ideal in the modified sense

\[
P = R_u T n
\]

(6)

for \(R_u\) universal gas constant, \(n\) particle density in moles; since mass per particle is usually not constant during reactions, neither is \(R_s\) in (4). [Ell21] performed some preliminary numerical studies of dissociating diatomic gas which were inconclusive.
In contrast, the low-temperature boundary of the ideal behaviour region is usually at the onset of significant inter-particle forces, at moderate pressures near transitions from gas to condensed states. This boundary is more complicated, especially near the thermodynamic critical point (not to be confused with the critical points of shock polars). Some of the most important fluids, such as water or carbon dioxide ([WH20, fig. 1]), are particularly difficult to model by reasonably simple eos. As is standard in the literature, we choose the van der Waals eos as a representative of non-ideal eos. Since it has few parameters, any pathologies possible despite this lack of freedom are likely to be present in many other non-ideal eos with more generous parameter space as well. Indeed we find that “standard” behaviour does not hold even for this simplest model, which brings the discussion of the lower temperature boundary to a conclusion.

1 Van der Waals specifics

The “incomplete” van der Waals eos is
\[ t = (P + \frac{a}{V^2})(V - b), \] (7)
in pressure form
\[ P = \frac{R_s T}{V - b} - \frac{a}{V^2}; \] (8)
we abbreviate \( t = R_s T \) and \( s = S/R_s \) for specific gas constant \( R_s \). For rarefied gas (\( V \to \infty \)) the behaviour is ideal (\( t \approx PV \)). Using \( t = (\partial E/\partial s)_V \) and \( P = -(\partial E/\partial V)_s \) the method of characteristics yields a “complete” eos
\[ E = \tilde{E}(s - \ln(V - b)) - \frac{a}{V} \] (9)
for some function \( \tilde{E} \). A particularly important special case is \( \gamma \)-van der Waals:
\[ \tilde{E}(x) = \exp((\gamma - 1)x) \] (10)
with \( \gamma > 1 \); this corresponds to a van der Waals gas that is not only ideal but polytropic when rarefied.

We only consider positive temperature states:
\[ t = (\frac{\partial E}{\partial s})_V = \tilde{E}'(s - \ln(V - b)) > 0. \] (11)
Thermodynamic stability requires that $E''$ is a positive definite matrix, i.e.

\[ 0 < \left( \frac{\partial^2 E}{\partial s^2} \right)_V = \tilde{E}'' \quad \text{and} \quad 0 < \det \frac{\partial^2 E}{\partial (V, s)^2} \]

\[ = \left( \frac{\tilde{E}'' + \tilde{E}' t}{(V - b)^2} - 2 \frac{a}{V^3} \right) \tilde{E}'' - \left( \frac{\tilde{E}''}{V - b} \right)^2 \]

\[ = \left( \frac{\tilde{E}' t}{(V - b)^2} - 2 \frac{a}{V^3} \right) \tilde{E}'' > 0 \quad \text{(15)} \]

The first condition is equivalent to heat capacity $c_v$ at constant volume being positive:

\[ \left( \frac{\partial E}{\partial t} \right)_V = \left( \frac{\partial E}{\partial s} \right)_V \left( \frac{\partial t}{\partial s} \right)_V = \frac{t}{\tilde{E}''} > 0 \quad \text{(16)} \]

By positive temperature this is essentially equivalent to $\tilde{E}'' > 0$. This is satisfied in the $\gamma > 1$ case, but needs to be required in the general non-$\gamma$ case. The second condition then amounts to

\[ t > 2a \frac{(V - b)^2}{V^3} \quad \text{(17)} \]

The curve of equality is called spinodal (fig. 5).

$\tilde{E}'' > 0$ means $\tilde{E}'$ is an invertible function, so we have

\[ \tilde{E} (s - \ln(V - b)) = \hat{E}(T) \]

for a corresponding function $\hat{E}$. Under the assumptions made, the complete eos (9) takes the alternative form

\[ E = \hat{E}(T) - \frac{a}{V} \quad \text{(18)} \]

Here $\hat{E}$ describes the ideal behaviour in the rarefied $V \to \infty$ limit.

“Convex eos” refers to an eos for pressure as function of volume, with entropy held fixed:

\[ P = - \left( \frac{\partial E}{\partial V} \right)_S = \frac{\tilde{E}' t}{V - b} - \frac{a}{V^2} \quad \text{(19)} \]
satisfies the condition
\[ 0 < \left( \frac{\partial^2 P}{\partial V^2} \right)_S = \frac{\dot{E}'' + 3 \dot{E}'''}{V - b} - 6 \frac{a}{V^4}. \] (20)

This is a lower bound on \( \dot{E}''' \).

The isotherms in the \( V-P \) plane have slope
\[ \left( \frac{\partial P}{\partial V} \right)_T = -\frac{t}{(V - b)^2} + 2 \frac{a}{V^3}. \] (21)

This expression is zero on the spinodal curve. As the expression is decreasing in \( t \) for fixed \( V \), it is negative at all \( V > b \) for \( t \) above some value \( t_c \), the critical temperature. At the critical temperature the expression is maximal with value zero, which is therefore a joint zero with its derivative
\[ \left( \frac{\partial^2 P}{\partial V^2} \right)_T = 2 \frac{t}{(V - b)^3} - 6 \frac{a}{V^4}. \] (22)

Combining the two equations to eliminate \( t \), a joint zero \( V \) is found, giving critical volume, temperature and pressure
\[ V_c = 3b , \quad t_c = \frac{8a}{27b} , \quad P_c = \frac{a}{27b^2}. \] (23)

Below the critical temperature, for a fixed temperature \( T \) some pressures \( P \) can be realized by three different \( V \), which is clearly an unstable situation, so the van der Waals pressure \( P \) cannot be considered accurate without modification.

The standard modification is the Maxwell equal-area rule, replacing part of the isotherm by a horizontal line from \((V_l, P)\) to \((V_g, P)\) with \( V_g(T) > V_l(T) \). This amounts to constant pressure \( \overline{P}(T) \) for \( V \) between \( V_l, V_g \), with both endpoints on the original isotherm. Those states \( V \) form the coexistence region in the \( (V, T) \) plane, bounded by the binodal curve (fig. 5). States in that region represent vapor-liquid mixtures in evaporation-condensation equilibrium. The equal-area rule is
\[ \int_{V_l}^{V_g} P(V, T)dV = (V_g(T) - V_l(T)) \overline{P}(T); \] (24)
where the left-hand side uses the unmodified van der Waals \( P \). The rule can be derived from equilibrium requiring equal chemical potentials.

Our computations do not use the equal-area rule; instead we try to avoid the coexistence region altogether.
2 Shocks

Normal steady shocks are determined as solutions of the Hugoniot relation

\[ [E] + \bar{P}[V] = 0, \]

(25)

where \([f] = f - f_0\) is jump from upstream value \(f_0\) to downstream value \(f\), with average \(\bar{f} = (f + f_0)/2\). For each fixed upstream thermodynamic state \((T_0, V_0)\), the Hugoniot curve is the curve of downstream states \((T, V)\) solving the Hugoniot relation. Given the two thermodynamic states, every other physical variable for normal steady shocks can be derived, starting with

\[ (j^n)^2 = \left[ \frac{P}{-V} \right], \]

(26)

for normal mass flux \(j^n = j^n_0 > 0\), then normal velocities

\[ u^n = Vj^n, \quad u^n_0 = V_0j^n_0, \]

(27)

eetc. These equations are equivalent to conservation of mass, normal momentum and energy,

\[ 0 = [\rho u^n], \]

(28)

\[ 0 = [\rho(u^n)^2 + P], \]

(29)

\[ 0 = [\rho u^n(u^n)^2/2 + E + u^n P], \]

(30)

where \(\rho = 1/V\) is mass density.

For oblique shocks, with tangential velocity \(u^t\), conservation of tangential momentum

\[ 0 = [\rho u^n u^t] \]

(31)

additionally yields \(u^t = u^t_0\). The shock polar is the curve of oblique shocks with fixed \(u_0\) in addition to fixed \(T_0, \theta_0\). We may simply obtain it from the Hugoniot curve by adding

\[ u^t = u^t_0 = \pm \sqrt{|u_0|^2 - (u^n)^2} \]

(32)

(choice of + or − selects one half of the shock polar). From \(u^t\) every other oblique-shock quantity can be computed; most important for our purposes is the deflection angle

\[ \theta = \beta_0 - \beta \]

(33)
where

$$\beta = \arcsin \frac{u^n}{|u|}$$  \hspace{1cm} (34)$$

is angle between shock and downstream velocity $u$, $\beta_0 = \arcsin(u^n_0/|u_0|)$ the same upstream.

A point on the polar is called critical if $\theta$ has a local extremum there. In between extrema, in direction of increasing $u^n_0$ (i.e. increasing shock strength), segments running towards a local maximum of $|\theta|$ are called weak-type, otherwise strong-type. These definitions are necessary since we discuss polars with multiple critical points (fig. [12]), so that some deflection angles $\theta$ allow three or more reflected shocks, including multiple weak-type shocks, some of which can be stronger than some of the strong-type shocks.

We define $(\partial f/\partial g)_\mathcal{O}$ as the derivative of $f$ with respect to $g$ along the polar. For pure normal-shock quantities this is the same as “along the Hugoniot curve”. Note that in contrast to derivatives $(\partial f/\partial g)_h$ for some functions $f,g,h$ of the local state $(T,V)$, here the derivative also depends on the chosen upstream state $T_0,V_0$.

At critical points, where $\theta$ has an extremum,

$$\left(\frac{\partial \theta}{\partial \beta_0}\right)_\mathcal{O} = 0.$$  \hspace{1cm} (35)$$

To find critical points fast numerically we use the equivalent formula

$$(\mathbf{u'}^2)_{\text{critical}} = \frac{u^n(u^n_0 - u^n)}{1 - (\partial u^n/\partial u^n_0)_\mathcal{O}}.$$  \hspace{1cm} (36)$$

The formula is purely geometric, with all thermodynamics contained in the value of $\partial u^n/\partial u^n_0$, which can be obtained as a formula involving the eos. Put differently, given a point on the Hugoniot curve (normal shock), to find a polar that has upstream state $(T_0,V_0)$ and a critical point with downstream state $(T,V)$, choose

$$|\mathbf{u}_0|^2 = (\mathbf{u'})^2 + (u^n_0)^2 = \frac{u^n(u^n_0 - u^n)}{1 - (\partial u^n/\partial u^n_0)_\mathcal{O}} + (u^n_0)^2.$$  \hspace{1cm} (37)$$

Importantly, this is the unique $|\mathbf{u}_0|$ permitting a polar with such a critical point. This reduces the search space considerably.
3 Restrictions

Using formula (36), for simple non-ideal eos, for example $\gamma$-van der Waals, a numerical search can be performed by iterating over $\gamma$, upstream states $T_0, V_0$, and one Hugoniot curve parameter, for example $V$. It is then easy to produce a large variety of critical points of polars with all kinds of pathologies. However, such cases are not interesting unless they are outside undesirable regions of phase space where the model or its shocks are unphysical or unstable, or where normal shocks already have similar pathologies. Compelling examples should satisfy several conditions.

First, we do not permit any encounter with the region of non-convex eos, i.e. thermodynamic states $(T, V)$ where

$$\left(\frac{\partial^2 P}{\partial V^2}\right) s \leq 0. \quad (38)$$

Non-convex eos generally already permit multiple normal steady shocks, as well as downstream normal Mach numbers above 1, so that discussion of oblique shocks is secondary. Besides, many of the shocks need not be physically correct; instead of a single attached oblique shock at (say) a solid wedge, the physical flow may well be a combination of shocks and expansion/compression fans.

Second, we also require thermodynamic stability by not permitting the polars to cross the spinodal curve into the region where the $2 \times 2$ matrix of second derivatives of $E = E(V, S)$ is no longer positive definite. The spinodal curve contains the region of non-convex eos in its interior if $\gamma$ is large, for example $\gamma = 7/5$, but not for $\gamma$ closer to 1 (see fig. 5 for the $\gamma = 1.05$ case).

Beyond stability, we try to find examples avoiding the coexistence region where multiple phases, such as vapor and liquid, are present in equilibrium. This requirement is debatable; in many settings condensation is much slower than flow speed, especially near the boundary of the coexistence region. But the relative speed of condensation and flow depends too much on the specifics of the setting, for example on the spatial scale of the flow. In any case we wish to avoid the complications and qualifications required for discussing speed of condensation. Since we discount results involving the coexistence region, numerical computations were accelerated by not applying the equal-area rule or other corrections, which should be kept in mind in diagrams such as fig. 5.

Finally, the admissibility conditions of Lax and Liu ([Liu81, ZMRS11]) are enforced along the entire Hugoniot curve.
\begin{table}[h]
\begin{center}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
line & $\gamma$ & $V_0/b$ & $T_0/T_c$ & $M_0$ & $M$ crit. & $\theta$ crit. & $\theta$ sonic \\
\hline
solid & 1.05 & 14 & 0.9440 & 1.5741 & 1.1004 & 33.4338° & 32.9691° \\
\hline
dashed & 1.15 & 32 & 0.6799 & 2.4175 & 1.0600 & 41.9649° & 41.8647° \\
\hline
dotted & 4/3 & 100 & 0.2058 & 2.5503 & 1.006 & 35.1956° & 35.1942° \\
\hline
\end{tabular}
\end{center}
\caption{Parameters for the three supersonic polars in fig. 4–5.}
\end{table}

\section{Supersonic critical reflections in $\gamma$-van der Waals}

Despite the phase plane restrictions, polars with supersonic critical shocks can still be found. Figures 4–7 show examples for various $\gamma$ (see table 1 for parameters), with solid strokes representing $\gamma = 1.05$, dashed for $\gamma = 1.15$, dotted for $\gamma = 4/3$; $\square$ indicates the critical point, $\diamond$ sonic point; $\circ$ is the vanishing shock ($u \to u_0$), whereas the unmarked end of each Hugoniot curve/polar is the normal shock. For large $\gamma$, namely $\gamma = 4/3$, the Hugoniot curves are mostly located in the coexistence region (fig. 5), and well below the critical temperature, but for $\gamma$ around 1.15 and lower, examples outside the coexistence region are possible.

Fig. 4 shows the Mach numbers along each polar, plotted over turning angle $\theta$. All critical shocks (marked $\square$) are above the $M = 1$ grid line, i.e. in the supersonic region. This is also apparent in fig. 10 where the critical shocks are located right of the sonic shocks (marked $\diamond$) on each polar, whereas on “standard” shock polars they are located to the left. While critical and sonic point almost coincide in the $\gamma = 4/3$ case, the separation is quite clear in the cases $\gamma = 1.05$ and $\gamma = 1.15$. Smaller $\gamma$ are typical for gas with higher temperature or more complex molecules, the latter having a wider range of non-ideal behaviour.

The examples are mostly located near the critical point or on the right side of the spinodal curves (cf. fig. 5). For this a natural explanation can be given. The Mach number

$$M = |u|/c$$

is a ratio of quantities that have different sensitivity to the eos. The numerator

$$|u| = \sqrt{(u^t)^2 + (u^n)^2} = \sqrt{|u_0|^2 - (u^n_0)^2 + (u^n)^2}$$

with $u^n = j^nV$ and $u^n_0 = j^nV_0$ and $j^n = [P]/[-V]$ is via

$$P = \left\{ -\frac{\partial E}{\partial V} \right\}_s$$
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Figure 4: Polars for $\gamma = 1.05$ (solid curve), $\gamma = 1.15$ (dashed), $\gamma = 4/3$ (dotted); □ indicates critical point, ◆ sonic point

Figure 5: Hugoniot curves (bold) and coexistence, nonconvex and spinodal regions.
Figure 6: $P_0/P_c \approx 0.443$ for $\gamma = 1.05$; $P_0/P_c \approx 0.0139$ for $\gamma = 4/3$; $P_c = a/27b^2$

Figure 7: Angle $\beta_0$ between upstream velocity and shock

Figure 8: $c^2/T$ level sets from 4 (leftmost dotted contour) to 1/4 (lowest dotted) in factor $\sqrt{2}$ steps, for $\gamma = 1.4$; solid contour spinodal, dashed binodal

Figure 9: Same as above, but for $\gamma = 1.1$; sound speed increases rapidly as $V \searrow b$ (left boundary), decreases near the right side of the critical point
a function of first derivatives of the equation of state $E = E(V, S)$. In contrast,

$$\rho^2 c^2 = \left( \frac{\partial^2 E}{\partial V^2} \right)_S$$

so that the denominator $c^2$ depends on a second derivative. Hence $c^2$ is one order more sensitive to rapid changes and near-singular behaviour of the eos.

The eos changes rapidly near the $V = b$ boundary (left side of diagrams in fig. 8 and 9), but towards there $c$ increases, so that $M$ tends to decrease, apparently prohibiting values above 1. In contrast, $c$ tends to decrease towards the spinodal curve, favoring change to $M > 1$.

Note that the $u$ plane polars are still convex (fig. 10); likewise the $P-\theta$ plane polars in fig. 6 have a “standard” shape. Fig. 7 shows the $\beta_0$ used to create each turning angle $\theta$.

Some of our Hugoniot curves (fig. 5) are close to those of [BM00, fig. 2] (see also [BM99, Bat07]). There the interest is in shocks with multidimensional instability.

5 Multiple critical reflections in non-polytropic van der Waals

Compared to finding van der Waals polars with supersonic but unique critical points, it is relatively harder to find examples with multiple critical
points. In fact for $\gamma$-van der Waals a detailed numerical search did not reveal any candidates. The reason is not obvious, but by using a few parameters $\gamma, V_0, T_0$, as opposed to a function $\tilde{E}$ that can be thought of as an infinity of parameters, we may simply have restricted our search space too much to discover more pathologies.

To find examples with multiple critical points it is necessary to use non-$\gamma$ functions $\tilde{E}$. Since there is an infinity of choices, some guesswork and experimentation are required.

We use the following idea: given a normal shock, (37) gives the unique value $q_0^c$ of $|u_0| = \sqrt{(u_n^0)^2 + (u_t^0)^2}$ turning it into an oblique shock that is a critical point on a fixed-$u_0$ polar. This critical $q_0^c$ is a function of the normal shock quantities:

$$q_0^c = \frac{u^n(u_n^0 - u^n)}{1 - (\partial u^n/\partial u_n^0)_{\mathcal{O}}} + (u_n^0)^2,$$

where $(\partial u^n/\partial u_n^0)_{\mathcal{O}}$ is obtained by the implicit function theorem from the Hugoniot relation $[\tilde{E}] = -\bar{P}[V]$; it involves second derivatives of $\tilde{E}$ through the sound speed $c$ and Gr"uneisen coefficient $\mathcal{G}$. Its derivative $(\partial q_0^c/\partial \beta_0)_{\mathcal{O}}$, can be obtained as a formula in normal shock quantities as well, which we do not give here as it is lengthy and its details unimportant, other than being a linear function of the third derivative of $\tilde{E}$. $(\partial q_0^c/\partial \beta_0)_{\mathcal{O}}$ is usually positive, corresponding to increasing $q_0^c$ as the shock strength increases. If, at any point, we can choose the eos-defining $\tilde{E}$ to make $(\partial q_0^c/\partial \beta_0)_{\mathcal{O}}$ negative, then we return to smaller $q_0^c$ we have already visited, which means we have generated new critical points on an old polar.

The range of the third derivative $E'''$ is constrained by our requirement that the eos is convex, i.e.

$$0 < \Gamma = V \frac{-(\partial^3E/\partial V^3)s}{2a^2c^2}. \tag{44}$$

The numerator expands to

$$\frac{\tilde{E}''' + 3\tilde{E}'' + 2\tilde{E}'}{(V - b)^2} - 6 \frac{a}{V^4}, \tag{45}$$

containing $\tilde{E}'''$, which is therefore lower-bounded by $\Gamma > 0$. Since $(\partial q_0^c/\partial \beta_0)_{\mathcal{O}}$ is linear in $\tilde{E}'''$, all we have to do is check numerically whether any $\tilde{E}'''$ in the admissible interval makes $(\partial q_0^c/\partial \beta_0)_{\mathcal{O}} < 0$. This numerical test is significantly faster than more straightforward methods.
For our numerical search we chose to start the Hugoniot curve with $\tilde{E}''' = (\gamma - 1)\tilde{E}''$, corresponding to a $\gamma$-van der Waals eos. The numerical test reveals quickly that for a wide range of $\gamma$ and upstream states $V_0, T_0$, there are points along the Hugoniot curve where a different admissible $\tilde{E}'''$ permits $(\partial q_0^c/\partial \beta_0)_{|\sigma} < 0$.

To fix a definite eos, we switch at some point to the unique $\tilde{E}'''$ corresponding to constant $\Gamma = 0.01$, i.e. a slightly convex eos. The switching point is arbitrary, but good results are obtained by switching as soon as $(\partial q_0^c/\partial \beta_0)_{|\sigma} < 0$ is possible for some admissible $\tilde{E}'''$. This point often occurs shortly after the critical shock on a $\gamma$-van der Waals polar.

If $\Gamma = 0.01$ is sustained indefinitely, the polar will usually be incomplete, ending before a normal shock is reached, for several possible reasons: $\tilde{E}'' < 0$ so that heat capacity $c_v$ becomes negative, or spinodal curve reached, or admissibility criteria violated, etc. Although there is no particular theoretical reason, some readers may regard complete polars as more convincing examples, so we chose to switch back to $\tilde{E}''' = (\gamma - 1)\tilde{E}''$, same as for the original $\gamma$-van der Waals, at some later point which was chosen arbitrarily, but early enough to reach the normal shock, yet late enough to permit a second $|\theta|$ maximum.

Out of an infinity of cases we select one interesting example for display in fig. 11. There we start with $\gamma = 5/3$, $V_0/b = 1.6$ and $T_0/T_c \approx 0.851707$, with $M_0 \approx 3.645829$; the switch explained above is made at $\beta_0 = 52.797^\circ$ and the switch back at $\beta_0 = 66.0043^\circ$. The entire resulting Hugoniot curve (not shown) is outside the coexistence region. As desired we have found a polar with multiple critical points: $\theta$ has multiple maxima, which is easier to see in the close-up in fig. 12. For $\theta = 7.425^\circ$ there are four solutions, two weak-type ones ($\theta$ increasing as $\beta_0$ increases) and two strong-type ones. Naturally the second weak-type one has higher shock strength than the first strong-type one.

The $\theta$ gap between maxima and minimum that our choices achieve are quite small. This is in part because the eos reaches forbidden regions quickly if we sustain $\Gamma = 0.01$, in part because we modified a $\gamma$-van der Waals polar near its critical point, where $\theta$ differences are zero to first order in $\beta_0$ to begin with. It remains to be seen whether new ideas, or different non-ideal eos, can achieve a wider gap between $\theta$ extrema.

On the other hand the differences between (say) the two weak-type reflections are large in most other variables. For example the shock-velocity angles $\beta_0$ differ by about $8^\circ$.

We also observe that the Mach number is no longer decreasing along the subsonic part of the polar, unlike the case of ideal convex eos [Ell21]: fig. 14.
Figure 11: Solid curve $\theta$ (see close-up in fig. [12]): $\Gamma = 0.01$ between the vertical (dotted-dashed vertical lines), $\gamma = 5/3$ elsewhere. $V_0/b = 1.6$, $T_0/T_c \approx 0.851707$, $M_0 \approx 3.645829$.

Figure 12: Detail: at $\theta = 3.15^\circ$ there are four possible shocks, two weak-type (“w”), two strong-type (“s”).

Figure 13: Same as above: $v$ over $\beta_0$. Figure 14: Unlike the ideal gas case $M$ need not be monotone along the subsonic part of the polar.

Figure 15: Positive $G$ throughout

Figure 16: $c$ not monotone
shows a significant rise from about 0.75 to over 0.81 in the \( \Gamma = 0.01 \) region. In this region the Grüneisen parameter \( \mathcal{G} \) drops from 3.5 to almost 0 (fig. 15). To avoid reaching negative \( \mathcal{G} \) the switch back to a \( \gamma \)-van der Waals eos \( \mathcal{E}'' = (\gamma - 1)\mathcal{E}'' \) was performed.

The sound speed \( c \) is not monotone in this example. In fact we did not discover any examples with downstream sound speed \( c \) monotone along the entire Hugoniot curve. It is not clear whether such examples do not exist or whether some additional ideas are needed to construct them; after all the variety of possible functions \( \mathcal{E} \) is infinite-dimensional. On the other hand, it is possible to find examples of multiple critical points where \( \Gamma \) is not 0.01 but some constant larger value, above 1 or even 2. (\( \Gamma > 1 \) does not force rising sound speed because it requires positive derivative of \( c \) along the isentrope, not along the Hugoniot curve which deviates significantly for non-small shocks.)

6 Consequences for theory

If a critical point is supersonic, then for \( \theta \) angles slightly below critical both strong- and weak-type reflections are supersonic. In particular, in supersonic flow along a ramp both supersonic strong- and weak-type reflected shocks may be possible (fig. 17). This causes theoretical problems, since literature explanations for why the strong shock is unstable generally assume explicitly or implicitly that it is a transonic shock, with subsonic downstream side. Some explanations propose that any transonic shock is unstable because downstream perturbations can generate acoustic waves that reach the reflection point, although [Tes89] finds that weak-type transonic shocks are still stable (see [Ell09] for a similar conclusion but for structural rather than dynamic stability).
Figure 18: Self-similar reflections at a solid corner, for initial data \( u_0, \rho_0 \) constant in the entire domain. For \( \theta \) near the critical shocks in fig. 4, two different supersonic reflections (wt, st) may be possible.

The author believes that strong-type reflections will still be found unstable even when supersonic, but a longer theoretical and experimental investigation will be necessary.

Similarly, if some polar has multiple critical points, then some \( \theta \) permit multiple weak-type reflections, so that any arguments excluding strong-type shocks are insufficient to select a unique solution. Since theory gives some indication that weak-type shocks are stable (Tes89, Ell09, Ell06), the author suspects that those reflections will be found stable under perturbations, but stability can be defined in multiple senses that may produce different answers; again a much longer discussion will be necessary.

Beyond steady reflection problems it is even more exciting to consider consequences for initial-value problems. [LL08] considered supersonic potential flow onto a solid ramp, with the entire region at initial time \( t = 0 \) filled with upstream state (fig. 18 left). At \( t > 0 \) a straight parallel shock separates from the ramp far from the corner; at the corner some polar-determined reflected shock appears. The two are connected by a curved shock segment, with a region of non-constant flow below. The flow is self-similar, with \( u \) and other flow variables functions of \( (x/t, y/t) \) alone. In the frame of an observer travelling at a fixed \( (x/t, y/t) \) coordinate, the flow in the constant region is supersonic (hyperbolic), in the non-constant region it is subsonic (elliptic), with sonic (parabolic) segments connecting to the constant parts.
If there is more than one possible supersonic reflection, then there may be more than one self-similar wedge flow of this type. This would be an example of non-uniqueness for the initial-value problem; the initial data does not determine the future uniquely. However, the existence and construction of the non-constant regions is very nontrivial. [EL08] solved the problem for compressible potential flow, a model that permits shocks but suppresses vorticity $\nabla \times \mathbf{u}$; the model does not permit the pathologies uncovered in this paper. Construction of fig. 18 and many other self-similar flow patterns for more complete models is still an open problem.

If there is more than one weak-type reflection, say transonic as in fig. 12, then each of them may be included in a flow that is similar except for nonconstant elliptic regions extending all the way to the corner. Which of these flows can actually occur is also unclear. For example, the curved shock needed to connect the corner shock to the ramp-parallel shock necessarily passes through a range of tangents, which would necessarily include critical and strong-type ones if the upstream state was the same for all the shocks. But due to the self-similar nature of the flow the shock polars are different in each point (the upstream velocity is shifted by subtracting the $x/t, y/t$ coordinate). Although each corner shock is certainly possible as a local solution, it is unclear which of the curved connectors are possible in a global flow.

In case several reflections are possible, a next step is to consider additional stability criteria. Our examples satisfy the weak stability criterion ([BGS07 sec. 15.2.1], see also [Maj83, D’15, Kon57, Erp62, SF75, Fow81]), and the example with multiple critical points also satisfies the uniform stability criterion. These conditions are essentially inviscid, so it is not clear, especially in the case of strong shocks, whether viscosity and heat conduction terms can restore or destroy stability. For compressible flow the corresponding parabolic coefficients are a bit too varied for a definite conclusion, to say nothing of boundary layers, or kinetic effects due to significant deviation from thermal equilibrium when shock strength is larger.

In other settings multiple solutions are really possible in a physical fluids, in particular in detonations or absence thereof [RMG21]. For instance in a fuel-oxidizer mixture some parameters allow multiple normal shocks with same upstream state, one shock causing detonation, the other staying below ignition temperature. Which of these choices occurs can obviously not be decided by considering shock relations in a purely inviscid model; the question of ignition is complex. It is nevertheless important in many applications, for example ramjets/scramjets ([FZDT19, LCT+17, WZYT20]). Of course the analogy between van der Waals effects and combustion cannot
be carried too far, since the latter is an irreversible process.

7 Conclusion

We found that in contrast to the ideal eos case settled in [Ell21], both supersonic and multiple critical points are possible on shock polars for the most common non-ideal eos, the van der Waals model, even when the entire polar avoids the undesirable regions from section 3. To find examples with multiple critical points it is necessary to consider a general (non-\(\gamma\)) van der Waals eos. The transition to and from constant fundamental derivative \(\Gamma = 0.01\) is abrupt, so it is unclear whether some physical fluid has transitions sufficiently sharp to allow multiple critical points.

In contrast, for supersonic critical points \(\gamma\)-van der Waals suffices; \(\gamma\) below 1.15 are sufficient to avoid coexistence and other forbidden regions, although we caution that coexistence regions of some physical fluids can deviate significantly from the van der Waals model (cf. [Gug45, fig. 2]). But the range of examples found is large enough that we expect some physical fluid near its thermodynamic critical point to allow supersonic strong-type/critical shocks.

Direct experimental confirmation seems to require producing shock waves with compression ratios of 3 to 5 (fig. 5) in a high–pressure fluid, which is not easy. However, it would already be interesting to obtain indirect confirmation, without generating shock waves, by
1. obtaining a sufficiently large set of eos data for a homogeneous non-moving fluid, by experiment or by molecular simulation,
2. then calculating numerically that some polar for this eos has supersonic critical shocks.

Again hydrocarbons seem promising since their economic importance has ensured richer experimental data and more refined molecular simulation models.

However, our more immediate conclusion is on the theoretical side: non-ideal gas appears to offer little hope for a catch-all theorem like the one for ideal gas in [Ell21], namely that convex eos and a few standard assumptions guarantee subsonic and unique critical shocks, as well as decrease of Mach number on subsonic parts of polars.

Finally, our results show a need to revisit the weak-strong reflection problem, namely to discuss supersonic strong-type reflections, a possibility that appears to have been ignored in the literature.
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