A SACKS INDESTRUCTIBLE CO-ANALYTIC MAXIMAL EVENTUALLY DIFFERENT FAMILY
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Abstract. In the constructible universe, we construct a co-analytic maximal family of pairwise eventually different functions from \( \mathbb{N} \) to \( \mathbb{N} \) which remains maximal after adding arbitrarily many Sacks reals (by a countably supported iteration or product).

1. Introduction

Suppose \( X \) is a set and \( \mathcal{R} \subseteq {}^{<\omega}X \) is a relation; then \( \mathcal{A} \subseteq X \) is called discrete (with respect to \( \mathcal{R} \)) if and only if \( {}^{<\omega}\mathcal{A} \cap \mathcal{R} = \emptyset \), and maximal discrete if and only if in addition, \( \mathcal{A} \) is not a proper subset of a discrete family.

Maximal discrete families always exist by the Axiom of Choice; a definable such family may or may not exist. Firstly this depends on the \( X \) and \( \mathcal{R} \) in question: For example, letting \( X = \mathbb{R} \), a maximal independent set with respect to linear dependence over \( \mathbb{Q} \) is usually called a Hamel basis; such a set cannot be analytic. The same is true for other examples such as maximal almost disjoint (short: mad) families or maximal independent families. See [21] and [22, 10.28].

In stark contrast, consider the following binary relation on Baire space \( ^{\omega}\omega \) (the space of functions from \( \mathbb{N} \) to \( \mathbb{N} \) with the product topology): \( f \) and \( g \) from \( ^{\omega}\omega \) are eventually different if and only if

\[
(\exists n \in \mathbb{N})(\forall m \in \mathbb{N}) m \geq n \Rightarrow f(m) \neq g(m).
\]

A (maximal) discrete set with respect to this relation is called an (maximal) eventually different family (short: \( ed \) family resp. \( med \) family). Horowitz and Shelah [16] showed that there is a Borel such family (see also [25] for a simpler proof); this was improved by the second author of the present article by constructing a closed (in fact \( \Pi^0_1 \)) such family [25, 26].

A Borel (or equivalently, analytic) \( med \) family must always have size \( \mathfrak{c} \) (i.e., the size of the continuum, \( 2^{\omega} \)). Thus in models where \( \mathfrak{c} \geq \aleph_2 \), the definability \( med \) families of cardinality strictly smaller than \( \mathfrak{c} \) becomes of interest. In fact, the question how simple the definitions of various combinatorial sets of reals can be in models of large continuum has been a central theme in the study of the combinatorial properties of the real line (see [3] for an introduction and for definitions of the cardinal invariants \( b \) and \( \mathfrak{d} \); [2] may also serve as a reference). These include the existence of definable maximal almost disjoint families ([14, 10, 5, 17]), definable maximal families of orthogonal
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measures ([13], [9], [27], [24]) very recently maximal independent families ([1]), and definable maximal cofinitary groups.

A Borel maximal cofinitary group was constructed by Horowitz and Shelah [15]. The existence of a co-analytic maximal cofinitary group of size $\aleph_1$ in a model of $\mathfrak{b} = \aleph_1 < \mathfrak{c} = \mathfrak{d} = \kappa$ is known for arbitrary regular uncountable $\kappa$ (see [12]). The core of the argument is the existence of a co-analytic Cohen indestructible maximal cofinitary group (in the constructible universe $L$). While the argument of [12] can be easily modified to produce a co-analytic Cohen indestructible maximal eventually different family, the existence of a co-analytic maximal eventually different family of size $\aleph_1$ in a model of $\mathfrak{d} = \aleph_1 < \mathfrak{c} = \kappa$ requires a different approach.

Such an approach is suggested by a recent analysis of Sacks indestructibility of maximal independent families (see [28], [11], [4]) showing that in the constructible universe there is a co-analytic Sacks indestructible maximal independent family (see [4]). This clearly implies that the existence of a co-analytic maximal independent family of size $\aleph_1$ is consistent with $\mathfrak{d} = \aleph_1 < \mathfrak{c} = \kappa$.

In the present paper, we show that in the constructible universe $L$, there is a Sacks indestructible (indestructible under countable support products and countable support iterations of Sacks forcing) maximal eventually different family which has a $\Pi^1_1$ definition. We thus obtain:

**Theorem 1.** The existence of a co-analytic (in fact lightface $\Pi^1_1$) maximal family of size $\aleph_1$ is consistent with $\mathfrak{d} = \aleph_1 < \mathfrak{c} = \kappa$, where $\kappa$ is an arbitrary cardinal of uncountable cofinality.

Crucial to our proof of this theorem is the following lemma, which may be of independent interest in descriptive set theory. We will prove this in Section 3 in slightly different form, namely as Lemma 7.

**Lemma 2.** Let $F_0$ be a countable set of functions from $\mathbb{N}$ to $\mathbb{N}$ and suppose $f^*: \mathbb{N}^{(\mathbb{N}^2)} \to \mathbb{N}^{\mathbb{N}}$ is a continuous function such that

$$(\forall \bar{x} \in \mathbb{N}^{(\mathbb{N}^2)})(\forall f \in F_0) f^*(\bar{x}) \text{ is eventually different from } f$$

Then there is $h \in \mathbb{N}^{\mathbb{N}}$ and a sequence $\langle P_n \mid n \in \omega \rangle$ of perfect subsets of $\mathbb{N}^2$ such that

$$(\forall \bar{x} \in \prod_{n \in \omega} P_n) h \text{ is not eventually different from } f^*(\bar{x})$$

but $h$ is eventually different from every function in $F_0$.

Closely related is the following property of a forcing $\mathbb{P}$ (we shall refer to this as “property ned”, see Definition 12): namely, that for every countable ground model set $F_0 \subseteq \mathbb{N}^{\mathbb{N}}$ and every $f: \mathbb{N} \to \mathbb{N}$ added by $\mathbb{P}$ which is eventually different from every function in $F_0$ there is a function $h$ in the ground model which is not eventually different from $f$ but which is eventually different from every function in $F_0$. We show that property ned is equivalent to “not adding an eventually different real” for $\omega^\omega$-bounding forcing (see Proposition 13), which is an iterable property for

\footnote{The existence of a Cohen indestructible maximal cofinitary group in $L$ with a relatively simple definition stands in strong contrast with the fact that in the Cohen model, there are no projective maximal independent families.}
sufficiently definable such forcings (Proposition 15). We also show arbitrary countably supported products of Sacks forcing have this property (Proposition 15).

In a forthcoming paper, we will extend our main result to the existence of a Sacks indestructible co-analytic maximal cofinitary group in $L$, thus obtaining the existence of a co-analytic maximal cofinitary group of size $\aleph_1$ in a model of $\delta = \aleph_1 < \kappa = \kappa$ for an $\kappa$ arbitrary regular uncountable cardinal. Furthermore since uncountable co-analytic sets must have size either $\omega_1$ or $2^{\omega}$, to obtain other sizes, one must go beyond the co-analytic realm. For a (forcing) construction of a model in which there is a $\Pi^1_2$ med family (and in fact a $\Pi^1_2$ maximal cofinitary group) of size $\omega_2$ while $\kappa = \aleph_3$ see [8].

The paper is structured as follows. In Section 2 we collect some notation and a few basic facts that will be needed throughout.

In Section 3 we prove some results about Sacks forcing: In Lemma 4, we provide a particularly strong version of what is known as continuous reading of names which will be convenient for our main result. We then remind the reader of the proof that Sacks forcing does not add eventually different reals (Lemma 6). We then prove Lemma 2 in slightly different form (Lemma 7), i.e., that property ned holds “in an absolute manner” for countable products of Sacks forcing; this together with our particular form of continuous reading of names will be crucial in the proof of our main result, Theorem 9.

In Section 4 we show that any $\Sigma^1_2$ med family gives rise to a $\Pi^1_1$ such family which is indestructible by the same forcings (Theorem 8) and then show how to construct a $\Sigma^1_2$ med family which is indestructible by Sacks forcing in $L$ (Theorem 9).

Finally Section 5 we explore property ned (see Definition 12) in greater generality, discussing its relation to the property of not adding an eventually different real, its iterability, and show that countably supported iterations and products of Sacks forcing have property ned.

We close with some open questions in Section 6.
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2. Notation and preliminaries

We use both $\omega$ and $\mathbb{N}$ for the set of natural numbers. We write $A^B$ for the set of functions from $A$ to $B$. For an ordinal $\alpha$, $<^\alpha B$ denotes $\bigcup_{\xi < \alpha} \xi B$ (the set of sequences from $B$ of length $< \alpha$), and $\leq^\alpha B$ is just $<^\alpha+1 B$. For $s \in <^\alpha B$ we write $\text{lh}(s)$ for the length of $s$, that is, for $\text{dom}(s)$. We denote by $\text{parfin}(A, B)$ the set of finite partial functions from $A$ to $B$.

If $S$ is a set equipped with a strict ordering $<_S$, $\leq^\omega S$ is ordered by the maximolexicographic ordering, denoted here by $<_\text{lex}$ and defined as follows: Given $s, s' \in \leq^\omega S$, $s <^\text{lex} s'$ if $\text{lh}(s) < \text{lh}(s')$ or $\text{lh}(s) = \text{lh}(s')$ and for the smallest $k < \text{lh}(s)$ such that $s(k) \neq s'(k)$, it holds that $s(k) <_S s'(k)$. 


Here, \(<_S\) will itself be the lexicographic order again, or the natural order on \(\mathbb{N}\). We will not be explicit about which order \(<_S\) is meant since this will be clear from the context.

Following [19, 2.6], we say \(f: \omega^2 \rightarrow \omega\) is \textit{monotone} if whenever \(s, s' \in \omega^2\) and \(s \subseteq s'\), then \(f(s) \subseteq f(s')\). We say such \(f\) is \textit{proper} if for any \(x \in \omega^2\),

\[
\lim(f(x \upharpoonright n))_{n \to \infty} = \infty
\]

Given such \(f\), we define a continuous function \(f^*: \omega^2 \rightarrow \omega_1\) by

\[
f^*(x) = \bigcup_{n \in \omega} f(x \upharpoonright n)
\]

We also say \(f\) is a \textit{code} for \(f^*\).

Any continuous function \(h: \omega^2 \rightarrow \omega\)—or more generally, between effective Polish spaces—arises from a code, and being a code for a continuous function (i.e., being monotone and proper) is absolute between well-founded models of (a small fragment of) set theory. Analogously, we will talk about monotone and proper functions

\[
f: \omega^2 \rightarrow \omega_1
\]

in which case \(f^*\) is a total function \(\omega^2 \rightarrow \omega\). All the above holds, the necessary changes having been made; we leave details to the reader.

Recall that Sacks forcing \(\mathbb{S}\) is the partial order consisting of perfect subtrees of \(\omega^2\), ordered by reverse inclusion. Given \(p \in \mathbb{S}\), a \textit{splitting node in} \(p\) is a node \(t \in p\) such that \(\{t \upharpoonright 0, t \upharpoonright 1\} \subseteq p\), and \(p_n\) denotes the set of \(n\)th splitting nodes, that is, the set of splitting nodes \(t \in p\) such that among the proper initial segments of \(t\) there are exactly \(n\) splitting nodes; \(p_{\leq n}\) denotes \(\bigcup_{k \leq n} p_k\). Given \(t \in p\), \(p_t = \{s \in p \mid s \subseteq t \land t \subseteq s\}\). We write \([p] = \{x \in \omega^2 \mid (\forall n \in \omega) x \upharpoonright n \in p\}\) for the set of branches of \(p\). When \(\mathbb{P}\) is a product of Sacks forcing and \(\tilde{p} \in \mathbb{P}\), we shall use the same notation and write

\[
[p] = \{\tilde{x} \in \text{supp}(\tilde{p}) \upharpoonright \omega_2 \mid (\forall \xi \in \text{supp}(\tilde{p})) \tilde{x}(\xi) \in [\tilde{p}(\xi)]\}.
\]

Below in Definition 3.4 we will introduce similar a notation for iterated Sacks conditions.

Given an iteration \(\mathbb{P}\) of Sacks forcing of length \(\lambda\), a condition \(\tilde{p} \in \mathbb{P}\) and \(\bar{t} \in \text{parfin}(\text{supp}(\tilde{p}), \omega^2)\), we define by induction a sequence \(\bar{p}_\lambda\) of length \(\lambda\) as follows: Clearly, \(\bar{p}_0\) is the empty sequence. Given \(\sigma \in \lambda\), suppose \(\bar{p}_\lambda \upharpoonright \sigma\) is already defined. If \(\sigma \in \text{dom}(\bar{t})\) let \(\bar{p}_\lambda(\sigma)\) be a \(\mathbb{P} \upharpoonright \sigma\)-name such that

\[
\Vdash_{\mathbb{P} \upharpoonright \sigma} \bar{p}_\lambda(\sigma) = \bar{p}(\sigma)_{\bar{t}(\sigma)}.
\]

Otherwise, let \(\bar{p}_\lambda(\sigma) = \bar{p}(\sigma)\).

Given \(\tilde{p} \in \mathbb{P}\) and \(\bar{t} \in \text{parfin}(\text{supp}(\tilde{p}), \omega^2)\), we say \(\tilde{p}\) \textit{accepts} \(\bar{t}\) to mean that \(\tilde{p}_\lambda \in \mathbb{P}\), i.e., the above definition yields an iterated Sacks conditions—equivalently, for each \(\sigma \in \text{dom}(\bar{t})\),

\[
\bar{p}_\lambda \upharpoonright \sigma \Vdash_{\mathbb{P} \upharpoonright \sigma} \bar{t}(\sigma) \in \bar{p}(\sigma).
\]
When $\mathbb{P}$ is a product of Sacks forcing and $\vec{p} \in \mathbb{P}$, $\vec{p}_t$ and the relation “accepts” is defined analogously. We usually denote by $\vec{s}_G$ a name for the generic sequence of Sacks reals in a product or iteration of Sacks forcing.

Recall that a forcing $\mathbb{P}$ is $\omega\omega$-bounding if any only if

$$\forces_{\mathbb{P}} (\forall f \in \omega\omega)(\exists h \in \omega\omega \cap V) (\forall n \in \omega) f(n) \leq h(n).$$

We say $\mathbb{P}$ does not add an eventually different real to mean

$$\forces_{\mathbb{P}} (\forall f \in \omega\omega)(\exists h \in \omega\omega \cap V) f \text{ is not eventually different from } h.$$  

We sometimes—but not always—decorate names in the forcing language with checks and dots, with the goal of helping the reader. We refer to [17, 2, 19, 23, 18] for further notation and notions left undefined here.

### 3. Iterated Sacks forcing and eventually different reals

It will be convenient for our main result to have a particular form of “continuous reading of names” for iterated Sacks forcing which is more easily stated after we introduce some terminology (some of which is taken from [24]).

**Definition 3.** Let $\mathbb{P}$ be a countable support iteration of Sacks forcing of any length and suppose $\vec{p}, \vec{q} \in \mathbb{P}$.

(a) Given $p \in \mathbb{S}$, let $p_n^\ast$ denote the set of immediate successors of $n$th splitting nodes, i.e.,

$$p_n^\ast = \{ s \in p \mid s \restriction (lh(p) - 1) \in p_n \}.$$  

(b) A standard enumeration of $\text{supp}(\vec{p})$ is a sequence

$$\Sigma = \langle \sigma_l \mid l < \alpha \rangle$$

such that $\alpha \leq \omega$, $\{ \sigma_l \mid l < \alpha \} = \{0\} \cup \text{supp}(\vec{p})$, and $\sigma_0 = 0$.

(c) Given $n \in \omega$, a finite subset $S$ of $\{0\} \cup \text{supp}(\vec{p})$, and $n \in \omega$ we write $\vec{q} \leq_n S \vec{p}$ exactly if $\vec{q} \leq \vec{p}$ and for every $\sigma \in S$,

$$\vec{q} \restriction \sigma \forces \vec{q}(\sigma)_n = \vec{p}(\sigma)_n.$$

If $S = \{\sigma_0, \ldots, \sigma_k\}$ and $\Sigma$ is a sequence whose first $k + 1$ values are $\sigma_0, \ldots, \sigma_k$, we also write $\leq_{\Sigma}^{n(k)}$ or $\leq_{\Sigma}^{n(k+1)}$ for $\leq_{\Sigma}^n$. Note that $\leq_{\Sigma}^0$ is just $\leq$.

(d) Let $[\vec{p}]$ be some name such that

$$\forces_{\mathbb{P}} [\vec{p}] = \{ \vec{x} \in \{0\} \cup \text{supp}(\vec{p}) \mid (\forall \sigma \in \{0\} \cup \text{supp}(\vec{p})) \vec{x}(\sigma) \in [\vec{p}(\sigma)] \}.$$  

(e) Let $\Sigma = \langle \sigma_k \mid k \in \alpha \rangle$ be standard enumeration of $\text{supp}(\vec{q})$. For each $k \in \alpha$ let $\vec{e}_{\Sigma}^{\vec{q}, k}$ be a $\mathbb{P} \restriction \sigma_k$-name such that

$$\forces_{\mathbb{P} \restriction \sigma_k} \vec{e}_{\Sigma}^{\vec{q}, k} : [q(\sigma_k)] \to \omega2 \text{ preserves the strict lexicographic ordering and is onto.}$$

Note that $\mathbb{P} \restriction \sigma_0 = \{\emptyset\}$, i.e., the trivial forcing and we treat $\vec{e}_{\Sigma}^{\vec{q}, k}$ as a name only to simplify notation.
Moreover, let $\vec{e}^{\vec{q},\Sigma}$ be a name for the map $[\vec{q}] \to^{\alpha}(\omega 2)$ such that
\[
\models_\mathcal{P} e^{\vec{q},\Sigma}(\vec{x}) = (e^{\vec{q},\Sigma}_k(\vec{x}(\sigma_k)) \mid k \in \alpha).
\]

We drop the superscript $\Sigma$ as well as $\vec{q}$ when they can be inferred from the context.

We shall use the same notation for products; most of the definitions above then simplify slightly. Details are left to the reader.

The next lemma is a version of continuous reading of names for iterations and products of Sacks forcing.

**Lemma 4.** Let $\mathcal{P}$ be the countable support iteration or product of Sacks forcing of length $\lambda$. Suppose $\vec{p} \in \mathcal{P}$ and $\vec{f}$ is a $\mathcal{P}$-name such that $\vec{p} \models \vec{f} \in \omega^\omega$. Then we can find $\vec{q} \in \mathcal{P}$ together with a standard enumeration $\Sigma = \langle \sigma_k \mid k \in \alpha \rangle$ of $\text{supp}(\vec{q})$ and a code $f: <^\alpha(\omega 2) \to ^\omega \omega$ for a continuous map
\[
f^*: (\omega 2) \to \omega,
\]
such that (dropping superscripts from $\vec{e}^{\vec{q},\Sigma}$ and letting $\vec{s}_G$ be a name for the generic sequence of Sacks reals)
\[
\vec{q} \models_\mathcal{P} \vec{f} = (f^* \circ \vec{e})(\vec{s}_G \mid \text{supp}(\vec{q})).
\]

**Proof.** The proof for products is a straightforward simplification of the proof for iterations, so let us suppose $\mathcal{P}$ is an iteration as in the lemma. Let $\vec{p} \in \mathcal{P}$ and let $\vec{f}$ be a $\mathcal{P}$-name such that $\vec{p} \models \vec{f} \in \omega^\omega$. To obtain $\vec{f}$ and $\vec{q}$, we will build a fusion sequence $\vec{p}^0 \geq \vec{p}^1 \geq \vec{p}^2 \ldots$ with $\vec{p}^0 = \vec{p}$ and whose greatest lower bound will be $\vec{q}$, as follows: Fix a standard enumeration $\Sigma^0 = \langle \sigma_k^0 \mid k \in \alpha_0 \rangle$ of $\text{supp}(\vec{p}^0)$. For every further step $n > 0$ in the construction of the fusion sequence, after having obtained $\vec{p}^n$ we shall also fix an enumeration $\Sigma^n = \langle \sigma_k^n \mid k \in \alpha_n \rangle$ of $\text{supp}(\vec{p}^n) \setminus \text{supp}(\vec{p}^{n-1})$. Note that the choice of enumeration at each step is essentially arbitrary; but let us assume $0 \in \text{supp}(\vec{p}^0)$ to avoid trivialities. Also note that it is entirely possible that for some $n > 0$, $\Sigma^n$ is the empty sequence.\(^\ddagger\)

At the end of the construction we obtain a standard enumeration $\Sigma = \langle \sigma_m \mid m < \alpha \rangle$ of $\text{supp}(\vec{q})$ as follows: Let
\[
\delta: \bigcup_{n \in \omega} (\{n\} \times \alpha_n) \to \omega
\]
be any bijective function such that $\delta(0) = (0, 0)$ and for each $m \in \omega$,
\[
\delta^{-1}([0, \ldots, m]) \subseteq \bigcup_{n \leq m} (\{n\} \times \alpha_n).
\]

Then we shall let $\Sigma = \langle \sigma_m \mid m \in \alpha \rangle$ be defined by
\[
\sigma_{\delta(n,k)} = \sigma_k^n.
\]
\(^\ddagger\)Of course, we could distinguish cases as follows: If $\lambda < \omega_1$ we may assume $\text{supp}(\vec{p}^0) = \lambda$ and $\alpha_n = \emptyset$ for $n > 0$; if $\lambda \geq \omega_1$ we may assume $\alpha_n = \omega$ for each $n \in \omega$. 

For concreteness, assume that for each $n \in \omega$, $\alpha_n = \omega$. Then we can let
$$\delta(n, k) = \frac{(n + k + 1)(n + k)}{2} + n.$$In other words, $\Sigma$ will enumerate $\{\sigma_k^n | n, k \in \omega\}$ by the well-known diagonal counting procedure:

In case some (or all) $\alpha_n$ are finite, we leave it to the reader to vary this construction to find an appropriate map $\delta$—but note from the footnote on p. 6 that in this case, one can simply assume $\Sigma = \Sigma^0$ and that $\text{supp}(\bar{p}^n) = \lambda$ for each $n \in \omega$.

Our construction will be set up so as to guarantee that
$$\bar{p}^0 \geq_0 \bar{p}^1 \geq_{\Sigma^1} \bar{p}^2 \geq \ldots \geq_{\Sigma^n} \bar{p}^{n-1} \geq_{\Sigma^n} \bar{p}^n \ldots$$At the same time we shall define $f$ and auxiliary functions which approximate the inverse of $\hat{\delta} : \Sigma$:

For each $n > 0$ and $k$ such that $0 < k \leq n \cap \alpha$, we define
$$d_n^k : k(\langle n \rangle^2) \to \langle \sigma_l | l < k \rangle^{\langle \omega \rangle^2}$$so that the following hold:

(A) For each $\bar{t} \in k(\langle n \rangle^2)$, $\bar{p}^n$ accepts $d_n^k(\bar{t})$, that is, $\bar{p}^n_{d_n^k(\bar{t})}$ is an iterated Sacks condition (see Section 2 for the meaning of “accepts”).

(B) The map defined for $t \in \langle n \rangle^2$ by
$$t \mapsto d_n^1 (\langle t \rangle)(\sigma_0),$$where $\langle t \rangle$ denotes the sequence of length 1 whose only element is $t$, is the unique bijection
$$\langle n \rangle^2 \to \bar{p}^n(0)_{n-1}^*$$which preserves the lexicographic ordering.

(C) If $k'$ is such that $k < k' \leq n \cap \alpha$, the map $d_n^{k'}$ extends $d_n^k$ in the sense that for any $\bar{t} \in k'(\langle n \rangle^2)$,
$$d_n^{k'} (\bar{t}) \upharpoonright \sigma_k = d_n^k (\bar{t} \upharpoonright k).$$
(D) When \( \bar{t} \in k^{(n)} \), the condition \((\bar{p}^n \upharpoonright \sigma_k)_{d^n_k(i)} \) forces that in the extension by \( \mathbb{P} \upharpoonright \sigma_k \), the map defined for \( t \in n \) by

\[ t \mapsto d_{n+1}^k(\bar{t} \cap t)(\sigma_k) \]

is the unique bijection

\[ n \to \bar{p}^n(\sigma_k)_{n-1} \]

which preserves the lexicographic ordering on \(<\omega \omega \). 

(E) For each \( \bar{t} \in \bar{n}^{\omega} (n^{2}) \), \((\bar{p}^n)_{d^n(i)} \upharpoonright \mathbb{P} \upharpoonright n = f(\bar{t}) \).

Remark 5.

(1) Note that by Requirement \([D]\) in particular \((\bar{p}^n \upharpoonright \sigma_k)_{d^n_k(i)} \) decides \( \bar{p}(\sigma_k)_{n-1} \), and in fact by induction decides \( \bar{p}(\sigma_k)_{\leq n-1} \).

(2) The reader should recognize that due to the fact that the \( \Sigma \) cannot in general enumerate the support in its natural order, often \( d^n_k(\bar{t}) \) will not depend on some of the components of its input \( \bar{t} \)—precisely, it only depends on those \( \bar{t}(j) \) where both \( j < k \) and \( \sigma_j < \sigma_k \). Nevertheless, it is notationally much easier to allow 'dummy input' in the other components.

(3) Since \( 0^{(n)} = \{ \emptyset \} \), i.e., contains only the empty sequence, \([B]\) can be interpreted as the case of \([D]\) where we allow \( k = 0 \) (where necessarily \( \bar{t} = \emptyset \), and \( \mathbb{P} \upharpoonright \sigma_0 \) is the trivial forcing).

(4) By these requirements, in particular Requirement \([E]\) clearly \( f \) will be monotone and proper and thus code a continuous function \( f^*: <\alpha(\omega \omega ) \to \omega \omega \).

We now give the details of the construction. The definition of \( d^n_k \) is by induction on \( n \), with several finite sub-inductions, one of them on \( k \leq n \), at each step. Simultaneously, we define \( f \).

Let \( p^0 \leq \bar{p} \) be any condition such that \( 0 \in \text{supp}(p^0) \) to avoid trivialities. We first define \( f \) restricted to \( 0^{(n)} \) (i.e., to \( \{ \emptyset \} \), the set containing the empty function) by letting \( f(\emptyset) = \emptyset \).

For arbitrary \( n \geq 1 \), suppose by induction we have already defined \( \bar{p}^{n-1} \), and \( f \) restricted to

\[ \bigcup_{n' < n} n'^{\gamma} \omega (n')^{2} \).

We first define \( d^n_k \) by induction on \( k \in \{ 1, \ldots, n \cap \alpha \} \). The definition will be so that Requirements \([A][C]\) above are satisfied. At the same time, we build a sequence \( \bar{p}^{n,1} \succ \Sigma_{n-1}^{\bar{n}^{2}} \bar{p}^{n,2} \cdots \succ \Sigma_{n-1}^{\bar{n}} \bar{p}^{n,n^{\omega} \alpha} \), starting with \( \bar{p}^{n-1} \). It is crucial here that by Equation \([D]\) we have already determined the first \( n \cap \alpha \) elements of \( \Sigma \), i.e., \( \langle \sigma_i \upharpoonright l \leq n \cap \alpha \rangle \).

So let \( \bar{p}^{n,1} = \bar{p}^{n-1} \). Now define \( d^n_k \) as follows. For the moment denote by \( d^n_k \) the unique map

\[ d_{n}^k : n \to \bar{p}^{n,1}(0)_{n-1} \]

which preserves the lexicographic ordering. Recalling again that \( \sigma_0 = 0 \), for each \( \bar{t} \in \{ 0 \}^{(n)} \), define \( d^n_k(\bar{t}) \) be the unique \( \bar{t}' \in \{ \sigma_0 \}(\bar{p}^{n,1}(0)_{n-1}) \) such that

\[ \bar{t}'(0) = d_{n}^k(\bar{t}(0)) \].
Clearly, [B] is satisfied.

Now assume $1 \leq k < n \cap \alpha$ and suppose by induction that $d^k_n$ and $\bar{p}^{n,k}$ are already defined. We shall presently define $d^{k+1}_n$. Also, in finitely many steps we reach $\bar{p}^{n,k+1} \subseteq \Sigma^n_n \bar{p}^{n,k}$ such that for each $\bar{t} \in k(n^2)$ we can find $T(\bar{t}) \subseteq \omega^2$ so that

$$(2) \quad (\bar{p}^{n,k+1} \mid \sigma_k)_{d^k_n(\bar{t})} \models \varphi[\sigma_k \bar{p}^{n,k+1}(\sigma_k)]^\alpha_n = \bar{T}(\bar{t}).$$

Now let $d^{k+1}_n$ be the unique map satisfying [C] such that for each $\bar{t} \in k(n^2)$ and $t \in n^2$,

$$t \mapsto d^{k+1}_n(\bar{t} \setminus t)(\sigma_k)$$

is the unique map

$$n^2 \to T(\bar{t})$$

which preserves lexicographic order. Clearly [A] and [D] are also satisfied by construction.

For each $\bar{t} \in n^{\cap n}(n^2)$ we shall now define $f(\bar{t})$ and a condition $\bar{p}^f$ by induction on the lexicographic order on $n^{\cap n}(n^2)$, starting with the outcome of the previous finite sub-induction, i.e., $\bar{p}^{n,n^{\cap n}}$. We ensure that $(\bar{p}^f \mid \bar{t} \in n^{\cap n}(n^2))$ is a $\leq_{n-1}^{\cap \alpha}$-descending sequence in $\bar{t}$ with respect to the lexicographic ordering.

Suppose now that we have already defined $f$ on the all elements $n^{\cap n}(n^2)$ of which come before $\bar{t}$ in lexicographic order. If $\bar{t}$ is lexicographically minimal in $n^{\cap n}(n^2)$, let $\bar{p}^* = \bar{p}^{n,n^{\cap n}}$, otherwise let $\bar{p}^* = \bar{p}^{\bar{t}}$, where $\bar{t}$ is the lexicographic predecessor of $\bar{t}$. We may find $\bar{p}^f \leq_{n-1}^{\cap \alpha} \bar{p}^*$ and $f(\bar{t}) \in n\omega$ such that

$$(3) \quad (\bar{p}^f)_{d^f_n(\bar{t})} \models \varphi[f(\bar{t}) n = \hat{f}(\bar{t})].$$

Finally, we let $\bar{p}^n$ be the condition reached after having done this for every $\bar{t} \in n^{\cap n}(n^2)$—i.e., $\bar{p}^n = \bar{p}^{\bar{t}_*}$ where $\bar{t}_*$ is maximal in $n^{\cap n}(n^2)$ with respect to the lexicographic ordering. Since $\bar{p}^n \leq \bar{p}^f$ for every $\bar{t} \in n^{\cap n}(n^2)$, Equation (3) shows that Requirement [E] is satisfied.

Let $\bar{q}$ be the greatest lower bound of the sequence $(\bar{p}^n \mid n \in \omega)$. It is clear that $f$ is monotone and proper and thus codes a function on $\alpha(\omega^2)$. We verify that

$$\bar{q} \models f = (f^* \circ \bar{q}^{\alpha}(\bar{s}^\alpha_G) \mid \text{supp}(\bar{q})).$$

First, letting

$$d = \bigcup_{n \in \omega \setminus \{0\}} d^{n^{\cap n}}_n$$

we obtain a map

$$d: \bigcup_{n \in \omega} n^{\cap n}(n^2) \to \text{parfin}(\text{supp}(\bar{q}), \omega^2).$$

Note that $\bar{q} \leq_{n-1}^{\cap \alpha} \bar{p}^{n,k}$ for every $n \in \omega \setminus \{0\}$ and $k \in \{1, \ldots, n \cap \alpha\}$, so that Equation (2) still holds if we replace $\bar{p}^n_k$ by $\bar{q}$ everywhere.
Therefore if $\bar{t} \in n^{n_\alpha}(n^2)$ for $n > 0$, $\bar{q}$ accepts $d(\bar{t})$, $\operatorname{dom}(d(\bar{t})) = \{ \sigma_0, \ldots, \sigma_{(n \cap \alpha) - 1} \}$ and for each $\kappa \in \operatorname{dom}(d(\bar{t}))$
\[ \bar{q}(d(\bar{t}))(\sigma) \models P d(\bar{t})(\sigma) = \bar{q}(\sigma)^*_n \]
and in fact for each $k$ such that $1 \leq k < n \cap \alpha$
\[ (\bar{q} \upharpoonright \sigma_k)_{d(\bar{t})|k} \models P_{\sigma_k} \bar{q}(\sigma_k)^*_n = T(\bar{t} \upharpoonright k) \]
and $(\bar{q} \upharpoonright \sigma_k)_{d(\bar{t})|k}$ also forces that the map $t \mapsto \bar{t} \upharpoonright k \smallsetminus t$ is the unique lexicographically order preserving map from $\bar{q}(\sigma_k)_{n}$ to $n^2$. Therefore $d$ must be a code for the inverse of $\hat{e}^\emptyset \Sigma$.

Moreover, for any $\bar{t} \in \bigcup_{n \in \omega} n^{n_\alpha}(n^2)$ it holds by construction that
\[ (\bar{q})_{d(\bar{t})} \models P f(\bar{t}) \subseteq \bar{f} \]
and so
\[ \bar{q} \models P f = \bigcup \{ f(\bar{t}) \mid \bar{t} \in \bigcup_{n \in \omega} n^{n_\alpha}(n^2) \land (\forall \sigma \in \operatorname{dom}(d(\bar{t}))) d(\bar{t})(\sigma) \subseteq \bar{s}_G(\sigma) \} \]
and hence $\bar{q} \models P f = f^* \circ (d^*)^{-1}(\bar{s}_G)$. Since we have shown that $\bar{q} \models P d^* = (\hat{e}^\emptyset \Sigma)^{-1}$, this finishes the proof. \hfill \qed

It is crucial to our construction that Sacks forcing does not add a function from $\mathbb{N}$ to $\mathbb{N}$ which is eventually different from all such functions in the ground model. For the readers convenience and to provide a blueprint for the more complicated construction in Lemma 7 below, we give a simple proof.

**Lemma 6.** Suppose $p \in S$ and $\bar{f}$ is a Sacks name such that $p \models \bar{f} \in ^{\omega \omega}G$. There is $h \in ^{\omega \omega}G$ and a condition $q \in S$ stronger than $p$ such that $q \models \bar{f} \dot{=} h$ and $\bar{f}$ are not eventually different.”

**Proof.** Fix a bijection $\# : ^{<\omega^2} \rightarrow \omega$. Suppose we are given $p$ and $\bar{f}$ as in the Lemma. We may assume (by strengthening $p$ if necessary) that we can find a monotone and proper function (as discussed in Section 2) $f : p \rightarrow ^{<\omega^2}$ such that (denoting by $s_G$ the Sacks generic real)
\[ p \models S f^*(s_G) = \bar{f}. \]

We inductively build a map $c \mapsto t_c$, from $^{<\omega^2}$ to $p$ and simultaneously define $h$ as follows. The induction is over the length of $c \in ^{<\omega^2}$.

Let $t_\emptyset$ be some splitting node in $p$ such that $\#(\emptyset) \in \operatorname{dom}(f(t_\emptyset))$. Also, define $h(\#(\emptyset))$ to be $f(t_\emptyset)(\#(\emptyset))$.

For the inductive step, suppose that we have already defined $t_c$. For each $i \in \{0, 1\}$, let $t_{c \upharpoonright i}$ be some splitting node in $p$ properly extending $t_c$ which is long enough so that $\#(c \upharpoonright i) \in \operatorname{dom}(f(t_{c \upharpoonright i}))$. Also, define $h(\#(c \upharpoonright i))$ to be $f(t_{c \upharpoonright i})(\#(c \upharpoonright i))$.

Finally, letting $q = \{ t_c \mid c \in ^{<\omega^2} \}$, we obviously obtain a Sacks condition below $p$.

It remains to show $q$ and $h$ accomplish what is claimed. Towards a contradiction, we may suppose we have a condition $q' \in S$ stronger than $q$ and $m \in \omega$ such that
\[ \forall n \geq m \ f^*(s_G)(n) \neq \bar{h}(n) \]
(4)
Since \( q' \leq q \), we can find \( c \in \preceq \omega \) 2 so that \( t_c \in q' \) and \( \#(c) \geq m \). But as \((q')t_c \Vdash \hat{f}(\#(c)) = f(t_c)(\#(c)) \) and \( f(t_c)(\#(c)) = h(\#(c)) \), this contradicts Equation (11). \( \square \)

For the proof of our main theorem, we need a technical strengthening of the fact that Sacks forcing does not add an eventually different real. Firstly, the function \( h \) which ‘catches’ \( \hat{f} \) is also required to avoid each function in a fixed countable family \( \mathcal{F}_0 \) of functions in the ground model. Note that the set of \( h \) with this property is meager. We will see in Section 5 that for \( \omega \)-bounding forcings, not adding an eventually different real is in fact equivalent to this (apparently stronger) property.

Secondly, we need a more “absolute” version of this property, just as in Lemma 2. This is made necessary by the fact that to prove Theorem 3 we must work within \( L_{\omega_1} \) and anticipate functions added by an uncountable forcing while working entirely with countable fragments.

For the following lemma recall that for \( \bar{p} \in S^\alpha \), \( [\bar{p}] \) denotes \( \{\bar{x} \in \alpha(\omega^2) \mid (\forall i \in \alpha)(\bar{x}(i) \in [\bar{p}(i)])\} \). The reader will not find it hard to see that essentially the same proof yields Lemma 2.

**Lemma 7.** Let \( \mathcal{F}_0 \subseteq \omega \omega \) be countable, let \( \alpha \leq \omega \), and suppose \( f : \alpha(\omega^2) \to \omega \) is a code for a continuous function \( f^* : \alpha(\omega^2) \to \omega \) such that (denoting by \( \bar{s}_G \) the generic sequence of Sacks reals for the fully supported product \( S^\alpha \))

\[
\Vdash_{\mathcal{M}} f^*(\bar{s}_G) \text{ is eventually different from every function in } \mathcal{F}_0.
\]

There is \( h \in \omega^\omega \) and \( \bar{p} \in S^\alpha \) such that

\[
(\forall \bar{x} \in [\bar{p}]) h \text{ is not eventually different from } f^*(\bar{x})
\]

and \( h \) is eventually different from every function in \( \mathcal{F}_0 \).

**Proof.** Let \( \mathcal{F}_0 \) and \( f : \alpha(\omega^2) \to \omega \) as above be given. Let \( \mathcal{F}_0 \) be enumerated as \( \langle f_k \mid k \in \omega \rangle \). To obtain \( \bar{p} \in S^\alpha \), we will build a fusion sequence \( \bar{p}^0 \geq_0 \bar{p}^1 \geq_1 \bar{p}^2 \geq_2 \bar{p}^3 \ldots \) (note here once more \( \leq_0 \) is just \( \leq \)) with \( \bar{p}^0 = \alpha(\omega^2) \) whose greatest lower bound will be \( \bar{p} \). At the same time we define a partial function \( h_0 \) from \( \mathcal{N} \) to \( \mathcal{N} \) and injective functions

\[
\# : \bigcup_{n \in \omega \setminus \{0\}} (\bar{p}^{n-1} \upharpoonright (n \cap \alpha))_n \to \mathbb{N}
\]

and

\[
d : \bigcup_{n \in \omega \setminus \{0\}} (\bar{p}^{n-1} \upharpoonright (n \cap \alpha))_n \to \bigcup_{n \in \omega} (\bar{p} \upharpoonright (n \cap \alpha))_n.
\]

For arbitrary \( n \geq 1 \), suppose we have defined \( \bar{p}^{n-1} \) and \( h_0 \circ \# \) as well as \( d \) restricted to

\[
\bigcup_{0 < n' < n} (\bar{p}^{n'-1} \upharpoonright (n' \cap \alpha))_n'.
\]

Letting

\[
T = (\bar{p}^{n-1} \upharpoonright (n \cap \alpha))_n.
\]
we shall now for each \( \bar{t} \in T \) define \( \overline{\#} (\bar{t}) \), \( h_0 (\overline{\#} (\bar{t})) \), \( d(\bar{t}) \) and a condition \( \bar{p}^{\bar{t}} \) by induction on the lexicographic order. We ensure that \( \langle p^{\bar{t}} \mid \bar{t} \in T \rangle \) is a \( \leq_{n-1}^{\alpha} \) -descending sequence in \( \bar{t} \) with respect to the lexicographic ordering.

We begin by letting \( \bar{p}^{\bar{t}} = \bar{p}^{n-1} \) when \( \bar{t} \) is the first element of \( T \). Suppose now that we have already defined \( \overline{\#} , h_0 \circ \overline{\#} \), and \( d \) on all the elements \( T \) of which come before \( \bar{t} \) in lexicographic order, and have reached \( \bar{p}^{\bar{t}^\ast} \) where \( \bar{t}^\ast \) is the lexicographic predecessor of \( \bar{t} \). We may find \( \bar{u} \in < \alpha (< \omega 2) \) such that \( \bar{u} \) extends \( \bar{t} \) and natural numbers \( m , m' \) so that

\[
\begin{align*}
& (i) \ f(\bar{u})(m) = m', \\
& (ii) \ m \notin \{ \overline{\#}(\bar{t}') \mid \bar{t}' \leq_{\text{lex}} \bar{t} , \bar{t}' \in \text{dom}(\overline{\#}) \}, \\
& (iii) \text{ for each } j \leq m , \ m' \neq f_j (m), \\
& (iv) \text{ for each } k \in \text{dom}(\bar{u}) , \ \bar{u}(k) \text{ is a splitting node of } \bar{p}^{\bar{t}^\ast}(k). \end{align*}
\]

Item \((iii)\) is possible because \( (f^\ast)^{[\bar{G}]}(\bar{s}_G) \) is forced to be eventually different from \( f_j \) for each \( j \in \omega \). Let \( \bar{p}^{\bar{t}} \) be the unique condition such that for each \( \bar{s} \in T \setminus \{ \bar{t} \} , \ (\bar{p}^{\bar{t}})_{\bar{s}} = (\bar{p}^{\bar{t}^\ast})_{\bar{s}} \) and

\[
(\bar{p}^{\bar{t}})_{\bar{t}} = (\bar{p}^{\bar{t}^\ast})_{\bar{u}}
\]

Set \( \overline{\#}(\bar{t}) = m , \ h_0 (\overline{\#}(\bar{t})) = m' \), and \( d(\bar{t}) = \bar{u} \). Finally, let \( \bar{p}^n \) be \( \bar{p}^{\bar{t}_{\text{max}}} \) where \( \bar{t}_{\text{max}} \) is the lexicographically maximal element of \( T \). Note for later use that if \( \bar{t} \in (\bar{p}^{n-1} \upharpoonright n)_n \) then \( d(\bar{t}) \) is accepted by \( \bar{p}^n \) and that

\[
(f(d(\bar{t})))(\overline{\#}(\bar{t})) = h_0 (\overline{\#}(\bar{t})).
\]

Since for each \( n \in \omega , \ \bar{p}^{n+1} \leq_{\text{lex}} \bar{p}^n \), the sequence \( \langle \bar{p}^n \mid n \in \omega \rangle \) has a greatest lower bound \( \bar{p} \). For the same reason and because of Item \((iv)\)

\[
\text{ran}(d) = \bigcup_{n \in \omega} (\bar{p} \upharpoonright (n \cap \alpha)).
\]

It is then clear by Requirement \((iii)\) above and by construction that \( h_0 \) is eventually different from each function in \( \mathcal{F}_0 \). Extend \( h_0 \) to a total function \( h \) in any way such that \( h \) is still eventually different each of these functions.

It remains to show \((5)\). Towards a contradiction, suppose we can find \( \bar{x} \in [\bar{p}] \) and \( m \) such that for \( h(n) \neq f^\ast(\bar{x}) \) for each \( n \geq m \). Since \( \overline{\#} \) and \( d \) are injective and by \((7)\) we can find \( n \in \omega \) and \( \bar{u} \in (\bar{p} \upharpoonright (n \cap \alpha))_n \) such that for each \( k \in n \cap \alpha , \ \bar{u}(k) \subseteq \bar{x}(k) \) and moreover, \( \overline{\#} \circ d^{-1}(\bar{u}) \geq m \). Letting \( \bar{t} = d^{-1}(\bar{u}) \), by \((6)\) it holds that

\[
f^\ast(\bar{x})(\overline{\#}(\bar{t})) = h(\overline{\#}(\bar{t}))
\]

contradicting our assumption that \( f^\ast(\bar{x}) \) is different from \( h \) above \( m \). \( \Box \)
4. Constructing the co-analytic Sacks-indestructible family

**Theorem 8.** Suppose $\mathcal{E}$ is a $\Sigma^1_2$ med family. There is a $\Pi^1_1$ med family $\mathcal{E}'$ such that for any forcing $\mathbb{P}$, if $\mathcal{E}$ is $\mathbb{P}$-indestructible so is $\mathcal{E}'$.

For the proof, fix a bijection 

$$\tilde{\#} : \bigcup_{n \in \omega} (\omega^2)^{n} \rightarrow \omega.$$ 

and for each $i \in \{0, 1\}$ let $c_i$ be the map from $\mathbb{N}$ to $\bigcup_{n \in \omega} (\omega^2)^{n}$ such that 

$$m \mapsto (c_0(m), c_1(m))$$ 

is the inverse function to $\tilde{\#}$, that is, the function such that for all $s_0, s_1 \in \bigcup_{n \in \omega} (\omega^2)^{n}$, $c_i(\tilde{\#}(s_0, s_1)) = s_i$.

**Proof of Theorem 8** Suppose $R$ is a $\Pi^1_1$ subset of $(\omega^2)^2$ such that the set $\mathcal{E}$ defined by 

$$\mathcal{E} = \{ h \in \omega^2 | (\exists z \in \omega^2) (h, z) \in R \}$$

is a med family. By $\Pi^1_1$ uniformization, we can assume $R \cap (\mathcal{E} \times \omega^2)$ is the graph of a function; of course when $h \in \mathcal{E}$ we can then write $R(h)$ for the unique $z$ such that $(h, z) \in R$.

Define for each pair $(h, z) \in (\omega^2)^2$ a function $g_{h,z} : \mathbb{N} \rightarrow \mathbb{N}$ by letting, for $n \in \mathbb{N}$ 

$$g_{h,z}(n) = \begin{cases} h(\frac{n}{2}) & \text{if } n \text{ is even}, \\ \tilde{\#} (h \upharpoonright n, z \upharpoonright n) & \text{otherwise}. \end{cases}$$

Let 

$$\mathcal{E}' = \{ g_{h,R(h)} | h \in \mathcal{E} \}$$

Clearly $\mathcal{E}'$ is an eventually different family. To see $\mathcal{E}'$ is a med family, suppose $f \in \omega^2$. Consider the function $f' \in \omega^2$ defined by 

$$f'(n) = f(2n)$$

and find $h \in \mathcal{E}$ such that $\{ n \in \omega | h(n) = f'(n) \}$ is infinite. Thus $\{ n \in \omega | g_{h,R(h)}(2n) = f(2n) \}$ is also infinite, so $g_{h,R(h)}$ is not eventually different from $f$, proving maximality.

It remains to verify that $\mathcal{E}'$ is $\Pi^1_1$. We leave it to the reader to verify the following equivalence:

$$f \in \mathcal{E}' \iff \left( \forall i \in \{0, 1\} \right) \left( \forall n, n' \in \omega \right) \left[ n < n' \Rightarrow c_i(f(2n + 1)) \subseteq c_i(f(2n' + 1)) \right] \wedge \left( \forall (h, z) \in (\omega^2)^2 \right) \left( f = g_{h,z} \Rightarrow (h, z) \in R \right)$$

The right-hand-side of this equivalence obviously $\Pi^1_1$.

Now let $\mathbb{P}$ be any forcing so that $\mathcal{E}$ is $\mathbb{P}$-indestructible and let $G$ be $(\mathbb{V}, \mathbb{P})$-generic. Interpreting the defining $\Sigma^1_2$ formula of $\mathcal{E}$ in $\mathbb{V}[G]$, we obtain a superset $\mathcal{E}^*$ of $\mathcal{E}$ which is still an eventually different family by $\Sigma^1_2$ absoluteness, and so $\mathcal{E}^* = \mathcal{E}$ because $\mathcal{E}$ is maximal in $\mathbb{V}[G]$. Also by $\Sigma^1_2$ absoluteness, $R$ is a functional relation in $\mathbb{V}[G]$ and (8) and (9) hold in $\mathbb{V}[G]$. So the above
argument also shows that $E'$ is a med family in $V[G]$. Since $G$ was arbitrary, $E'$ is $P$-indestructible.

Of course this argument generalizes to med families with more complicated definitions provided we assume enough uniformization.

Finally we are able prove our main result, from which also follows Theorem 1.

**Theorem 9.** There is a $\Pi_1^1$ med family in $L$ which is indestructible by countable support iterations or products of Sacks forcing of any length.

**Proof.** By Theorem 8 it is enough to show that there is a $\Sigma_1^2$ such family. We work in $L$ and inductively construct a sequence $\langle (h_\xi, \tilde{p}_\xi) \mid \xi < \omega_1 \rangle$ from $\omega \times \mathbb{S}^\omega$, where $\mathbb{S}^\omega$ denotes the full support product of $\omega$-many copies of Sacks forcing, so that

$$E = \{ h_\xi \mid \xi < \omega_1 \}$$

will be our med family.

For this purpose, first fix a sequence $\langle f_\xi \mid \xi < \omega_1 \rangle$ which enumerates the set $F$ of all codes $f: \omega(\omega^2) \to \omega^\omega$ for continuous functions $\omega(\omega^2) \to \omega^\omega$ (see Section 2). We may in addition ask that if $\xi < \xi' < \omega_1$, it holds that $f_\xi \ll_L f_{\xi'}$.

Suppose we have already defined $\langle h_\xi \mid \xi < \delta \rangle$ and that $\{ h_\xi \mid \xi < \delta \}$ is an ed family. Let $(h_\delta, \tilde{p}_\delta)$ be the $\leq_L$-least pair $(h, \tilde{p}) \in \omega \times \mathbb{S}^\omega$ such that

(I) $h$ is eventually different from $h_\xi$ for each $\xi < \delta$, and

(II) for any $\bar{x} \in [\tilde{p}]$, $h$ is not eventually different from $f^*(\bar{x})$.

It is clear by Lemma 7 that such a pair $(h, \tilde{p})$ exists. This finishes the definition of $E$.

It is clear that $E$ is an ed family. Moreover by construction, for any continuous function $f: \omega(\omega^2) \to \omega^\omega$ there is $\tilde{p} \in \mathbb{S}^\omega$ and $h \in E$ such that for any $\bar{x} \in [\tilde{p}]$, $h$ is not eventually different from $f(\bar{x})$. We now show that any family $E$ with this property is spanning in any iterated Sacks extension. The proof for products is similar but simpler and is left to the reader.

Towards a contradiction let $\lambda$ be an ordinal and $P$ the countably supported iteration of Sacks forcing of length $\lambda$, and suppose we have a $P$-name $\dot{f}$ and $\bar{p} \in P$ such that

$$\bar{p} \Vdash_P \dot{f} \notin \dot{E} \text{ and } \{ \dot{f} \} \cup \dot{E} \text{ is an ed family}.$$  

Apply Lemma 4 to find $q^0 \leq_P \bar{p}$ together with a standard enumeration $\Sigma = \langle \sigma_k \mid k \in \alpha \rangle$ of $\text{supp}(q^0)$ and a function $f: \omega(\omega^2) \to \omega^\omega$ coding a total continuous function $f^*: \omega(\omega^2) \to \omega^\omega$.

---

3By spanning we mean of course that $(\forall f \in \omega)(\exists h \in E) f$ is not eventually different from $h$. 

such that
\[ \bar{q}^0 \forces \bar{f} = f^*(e_{\bar{q}^0, \Sigma}^0(\bar{s}_{\bar{G}})). \]

Since \( f \in \mathcal{F} \), we can find \( h \in \mathcal{E} \) and \( \bar{p} \in \mathbb{S}^\omega \) such that for all \( \bar{x} \in [\bar{p}] \), \( h \) is not eventually different from \( f^*(\bar{x}) \).

Let \( \bar{q}^1 \) be the condition in \( \mathbb{P} \) with the same support as \( \bar{q}^0 \) obtained by ‘pulling back’ \( \bar{p}(k) \) via \( e_{\bar{q}^0, \Sigma}^k \) for each \( k \in \alpha \), i.e., such that for all \( k \in \alpha 
\]
\[ \forces_{\mathbb{P}} \bar{q}^1(\sigma_k) = (e_{\bar{q}^0, \Sigma}^k)^{-1}[\bar{p}(k)]. \]

or equivalently, dropping superscripts from \( e_{\bar{q}^0, \Sigma}^k \) from now on,
\[ \forces_{\mathbb{P}} \bar{q}^1 = e^{-1}[\bar{p}]. \]

Clearly, \( \bar{q}^1 \leq_{\mathbb{P}} \bar{q}^0 \).

By choice of \( h \) and \( \bar{p} \), (see Requirement (II) above) and by absoluteness of \( \Pi^1_1 \) formulas
\[ \forces_{\mathbb{P}} (\forall \bar{x} \in [\bar{p}]) \bar{h} \text{ and } f^*(\bar{x}) \text{ are not eventually different} \]

and since
\[ \bar{q}^1 \forces_{\mathbb{P}} e(\bar{s}_{\bar{G}}) \in [\bar{p}] \]

we have by Equation (11)
\[ \bar{q}^1 \forces_{\mathbb{P}} \bar{h}(\bar{s}_{\bar{G}}) \in [\bar{p}] \]

in contradiction to our assumption. This finishes the proof that \( \mathbb{P} \) forces \( \mathcal{E} \) to be maximal.

The theorem will be proved once we show the following claim:

**Claim 10.** \( \mathcal{E} \) is \( \Sigma^1_2 \).

For the proof of this claim, denote by \( \mathfrak{S} \) the effective Polish space of sequences from \( \omega^\omega \) of length at most \( \omega \), and by \( \mathfrak{B} \) the effective Polish space of sequences of length at most \( \omega \) from the set of perfect subtrees of \( \omega^\omega \). We may think of \( \mathfrak{B} \) and \( \mathfrak{S} \) as closed subsets of \( \omega^\omega \).

Given \( x \in \omega^2 \), let \( E_x \subseteq \omega^\omega \) be the binary relation defined by
\[ m \in E_x n \iff x(2^m3^n) = 0. \]

If it is the case that \( E_x \) is well-founded and extensional, we denote by \( M_x \) the set and by \( \pi_x \) the map such that \( \pi_x : \langle \omega, E_x \rangle \rightarrow \langle M_x, \in \rangle \) is the unique isomorphism of \( \langle \omega, E_x \rangle \) with a transitive \( \in \)-model.

We also need the following well-known fact:

**Fact 11** (see [18, 13.8]). If \( E_x \) is well-founded and extensional and \( \varphi \) is a formula (in the language of set theory) with \( k \) free variables, the following relations are arithmetical in \( x \):
\[ \{(m_1, \ldots, m_k) \in \omega \times \cdots \times \omega : \langle M_x, \in \rangle \models \varphi(m_1, \ldots, m_k)\}, \]
\[ \{(y, m) \in \omega \times \omega : \pi_x(m) = y\}. \]
We now prove the Claim.

Proof of Claim 10. Define a relation \( P \) on \( \omega \times S^2 \times B \) as follows: Let \( P(x, f, h, p) \) if and only if

1. \( M_x \) is well-founded and transitive and \( M_x \models \text{ZF} \land V = L \),
2. \( f, h \) and \( p \) are sequences of the same length \( \alpha \leq \omega \) and for some \( \{m_f, m_h, m_p\} \subseteq M_x \) it holds that \( \pi_x(m_f) = f, \pi_x(m_h) = h \), and, \( \pi_x(m_p) = p \),
3. \( f \) enumerates an initial segment of \( F \cap M_x \),
4. The following holds in \( M_x \): For each \( n < \alpha \), \((h(n), p(n))\) is the \( \leq_L \)-least pair \((h, p) \in \omega \times S^\omega \) such that
   a. \( h \) is eventually different from \( h(k) \) for each \( k \) such that \( f(k) <_L f(n) \) and
   b. for any \( \bar{x} \in [\tilde{p}] \), \( h \) is not eventually different from \( f(n)^*(\bar{x}) \).

Note that since \( M_x = \text{ZF} \) and by Mostowski Absoluteness, (4b) above holds in \( M_x \).

By Fact 11, \( P \) is a \( \Pi^1_1 \) predicate, and \( h \in E \) if and only if for some \((x, f, s, p)\), \( P(x, f, s, p) \) holds and \( h = h(n) \) for some \( n < lh(h) \).

| Claim 10 \( \Box \), Theorem 9 \( \Box \) |

5. Property ned

Clearly Lemma 2 and Lemma 7 are closely related to the following property. It is apparently a strengthening of the property of not adding an eventually different real.

Definition 12. We say a forcing \( \mathbb{P} \) has property ned if and only for every countable set \( F_0 \subseteq \omega \omega \) and every \( \mathbb{P} \)-name \( \dot{f} \) such that

\[ \models \mathbb{P} \dot{f} \in \omega \omega \text{ and } \dot{f} \text{ is eventually different from every function in } \mathcal{F}_0, \]

there is \( h \in \omega \omega \) which is eventually different from every function in \( \mathcal{F}_0 \) and \( p \in \mathbb{P} \) such that

\[ \models \mathbb{P} h \text{ is not eventually different from } \dot{f}. \]

Note again that \( \{h \in \omega \omega \mid h \text{ is eventually different from every function in } \mathcal{F}_0\} \) is meager in \( \omega \omega \). Nevertheless, it turns out that an \( \omega \omega \)-bounding forcing has property ned if and only if it does not add an eventually different real. We give a proof for completeness.

Proposition 13. Suppose \( \mathbb{P} \) is an \( \omega \omega \)-bounding forcing, i.e.,

\[ \models \mathbb{P} (\forall f \in \omega \omega)(\exists h \in \omega \omega \cap V)(\forall n \in \omega) f(n) \leq h(n). \]

Then \( \mathbb{P} \) does not add an eventually different real, i.e.,

\[ \models \mathbb{P} (\forall f \in \omega \omega)(\exists h \in \omega \omega \cap V) f \text{ is not eventually different from } h. \]

if and only if \( \mathbb{P} \) has property ned.
Proof. One direction (“⇒”) is trivial (just set \( \mathcal{F}_0 = \emptyset \)) and does not make use of \([12]\).

For the other direction suppose \( G \) is \( (V, \mathbb{P}) \)-generic and working in \( V[G] \), let \( f \in {}^\omega \omega \) which is eventually different from every function in \( \mathcal{F}_0 \) be given. We must find \( h \in V \cap {}^\omega \omega \) which is eventually different from every function in \( \mathcal{F}_0 \) but not from \( f \).

Let \( \mathcal{F}_0 \) be enumerated as \( \langle f_k \mid k \in \omega \rangle \) (perhaps with repetitions) and define \( \langle m_k \mid k \in \omega \rangle \) by recursion as follows:

\[
m_k = \min \{ m \in \omega \setminus \{ m_l \mid l < k \} \mid (\forall n \in \omega \setminus m) \ f(n) \notin \{ f_0(n), \ldots, f_k(n) \} \}.
\]

By assumption we can find \( h^* \in {}^\omega \omega \cap V \) such that and \( h^* \) is not eventually different from \( f \). Thus letting

\[
N = \{ n \in \omega \mid h^*(n) = f(n) \}
\]

we obtain an infinite set. Also by assumption, find \( g^* \in {}^\omega \omega \cap V \) such that

\[
(\forall n \in \omega) \ g^*(n) \geq m_k.
\]

We may assume that \( g^* \) is increasing (otherwise replace it by a faster growing function).

Work in \( V \) until further notice. We define \( h \in {}^\omega \omega \) as follows: Given \( n \in \omega \) fix \( k \in \omega \) such that \( n \in [g^*(k), g^*(k + 1)) \) and let

\[
h(n) = \begin{cases} h^*(n) & \text{if } h^*(n) \notin \{ f_0(n), \ldots, f_k(n) \}; \\ \min (\omega \setminus \{ f_0(n), \ldots, f_k(n) \}) & \text{otherwise}. \end{cases}
\]

Clearly \( h \) is eventually different from each function in \( \mathcal{F}_0 \). It remains to show that in \( V[G] \), \( f \) is not eventually different from \( h \). Given \( n \in N \), fix \( k \in \omega \) such that \( n \in [g^*(k), g^*(k + 1)) \). By choice of \( g^* \), \( n \geq g(k) \) and so \( f(n) \notin \{ f_0(n), \ldots, f_k(n) \} \). As

\[
f(n) = h^*(n)
\]

(because \( n \in N \)) also \( h^*(n) \notin \{ f_0(n), \ldots, f_k(n) \} \), whence by construction

\[
h(n) = h^*(n).
\]

We have shown that \( f \upharpoonright N = h \upharpoonright N \), whence \( f \) is not eventually different from \( h \). \( \square \)

Given the previous proposition, the reader will not be surprised by the following general fact:

**Proposition 14.** For \( {}^\omega \omega \)-bounding Suslin forcing, property ned is preserved under countable support iterations.

Recall here that a forcing \( \mathbb{P} \) is said to be Suslin if and only if it has a presentation \( \langle \mathbb{P}', \leq_{\mathbb{P}'} \rangle \) such that \( \mathbb{P}' \subseteq {}^\omega \omega \), \( \leq_{\mathbb{P}'} \subseteq ({}^\omega \omega)^2 \) and \( \mathbb{P}', \leq_{\mathbb{P}'} \), and the incompatibility relation are all \( \Sigma^1_1 \). For the definition of proper forcing see, e.g., \([1]\).
Proof of Proposition 14. We have seen in Proposition 13 that for \(\omega\)-\(\omega\)-bounding forcing, property \(\text{ned}\) is equivalent to not adding an eventually different real. The proof of [2, 2.4.8, p. 59] shows that any forcing has the latter property if and only if it does not force that \(\omega \cap V\) is meager.

Furthermore, these equivalent properties are known to be preserved under countable support iterations for \(\omega\)-\(\omega\)-bounding Suslin forcings: For this class of forcings, by [20, 2.2] not forcing \(\omega \cap V\) to be meager is equivalent to preserving non-meagerness, which for all \(\omega\)-\(\omega\)-bounding proper forcings is preserved under countable support iterations by [2, 6.3.20 and 6.3.21].  \(\square\)

While this implies that countably supported iterations of Sacks forcing have property \(\text{ned}\) (since single Sacks forcing has it by Lemma 6 and Proposition 13), more is true:

**Proposition 15.** Any countable support iteration or product (of any length) of Sacks forcing has property \(\text{ned}\).

We want to point out that using Lemma 4 (continuous reading of names), one can easily turn the proof of Lemma 7 into an elementary and direct proof of Proposition 15 in full generality (for iterations and products).

**Proof of Proposition 15.** Suppose \(\mathbb{P}\) is a countably supported iteration or product of Sacks forcing. Let a countable set \(\mathcal{F}_0 \subseteq \omega\) and a \(\mathbb{P}\)-name \(\dot{f}\) as in Proposition 15 be given. Just as in the proof of Theorem 9 below, use Lemma 4 to find \(\bar{q} \in \mathbb{P}\) together with a standard enumeration \(\Sigma\) of length \(\alpha \leq \omega\) of \(\text{supp}(\bar{q})\) and a function \(f^*: \langle \omega \rangle \rightarrow \omega\) such that \(\bar{q} \Vdash \mathbb{P} \dot{f} = f^*(e^{\mathbb{P}, \Sigma}(\bar{s}, \dot{G}))\).

As in the proof of Lemma 4, we can find \(h \in \omega\) eventually different from every function in \(\mathcal{F}_0\) and \(\bar{p} \in S^\alpha\) such that for any \(x \in [\bar{p}], f^*(x)\) and \(h\) are not eventually different. Argue exactly as below in the proof of Theorem 9 that using \(e^{\mathbb{P}, \Sigma}\) we can obtain a condition \(\bar{p} \in \mathbb{P}\) from \(\bar{p}\) such that by \(\Pi_1\) absoluteness, \(\bar{p} \Vdash \bar{h}\) is not eventually different from \(\dot{f}\).  \(\square\)

6. Open Questions

We close with some open questions. Here, for a pointclass \(\Gamma \subseteq \omega\), \(a_\Gamma\) means the minimum size of a maximal cofinitary group in \(\Gamma\), \(a_\Gamma^\mathbb{P}\) means the minimum size in the Polish space \(S_\infty\) (i.e., the space of permutations of \(\omega\)) of a maximal eventually different family in \(\Gamma\), and \(a_\Gamma\) means the minimum size of a mad family in \(\Gamma\). When \(\Gamma\) is omitted of course it is taken to be \(\mathcal{P}(\omega)\). See [3] or [2] for definitions of the cardinal invariants \(s\) and \(\text{non}(\mathcal{M})\) mentioned below.

It is known that consistently, \(a < a_g, a_p\). Indeed, since \(\text{non}(\mathcal{M}) \leq a_g, a_p\) and \(s \leq \text{non}(\mathcal{M})\), this holds in any model of \(a < s\) (see for example [6]).

1. What strict relations are consistent between \(a_g, a_p\) and \(a\)?
2. What about \(a_{\Pi_1^1}, a_{\Pi_1^1},\) and \(a_{\Pi_1^1}\)?

Finally, we ask if property \(\text{ned}\) is distinct from “not adding an eventually different real” in general, i.e., for forcings which are not \(\omega\)-\(\omega\)-bounding.
A SACKS INDESTRUCTIBLE CO-ANALYTIC MED FAMILY
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