Diffusible crosslinkers cause superexponential friction forces
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The mitotic spindle lies at the heart of the spatio-temporal control over cellular components during cell division. The spindle consists of microtubules, which are not only crosslinked by motor proteins but also by passive binding proteins. These passive crosslinkers stabilize the highly dynamic mitotic spindle by generating friction forces between sliding filaments. However, it remains unclear how the friction coefficient depends on the number of crosslinkers and the size of the overlap between the microtubules. Here, we use theory and computer simulations to study the friction between two filaments that are crosslinked by passive proteins, which can hop between neighboring binding sites while physically excluding each other. The simulations reveal that the movement of one microtubule relative to the other is limited by free-energy barrier crossings, causing rare and discrete jumps of the microtubule that span the distance between adjacent crosslinker binding sites. We derive an exact analytical expression for the free-energy landscape and identify the reaction coordinate that governs the relative movement, which allows us to determine the effective barrier height for the microtubule jumps. Both through simulations and reaction rate theory, we make the experimentally testable prediction that the friction between the microtubules increases superexponentially with the density of crosslinkers.

I. INTRODUCTION

A key structure in eukaryotic cell division is the mitotic spindle, which controls chromosome segregation and cytokinesis. The mitotic spindle consists of microtubules that grow radially outwards from two opposing poles before cell division. The geometry of the spindle is crucial for its function: the proper establishment of the metaphase plate, the region where growing microtubules meet and overlap each other in the cell midzone, is essential for division into equally sized daughter cells. Yet, how a stable spindle is organized remains poorly understood.

The spindle structure is formed by a dynamic interplay between active driving forces generated by motor proteins and stabilizing forces that counteract these motor forces. Plus-end directed motor proteins, such as kinesin-5, crosslink the antiparallel microtubules that come from the opposing sides, and attempt to slide them apart. This activity must be counterbalanced, because otherwise the motor forces would prevent the interdigitation of the microtubules in the midzone and disrupt cytokinesis. Intriguingly, antagonistic minus-ended directed motor proteins, which oppose the pulling forces of the plus-end directed motors, are not sufficient because the combination of plus- and minus-end directed motors alone yields unstable structures. To create a stable spindle, the motor forces must be balanced via stabilizing forces.

Friction is likely to be a key stabilizing force. While the friction forces between sliding actin filaments can be significant, the friction between bare, unlinked microtubules is negligible. Motor proteins do not only generate an active driving force, but also a friction force when they are pulled faster than their intrinsic motor velocity. However, the observation that motor proteins alone cannot form a stable overlap indicates that this friction is not sufficient.

Interestingly, the mitotic spindle also contains proteins that crosslink the microtubules passively, and the friction forces generated by these passive crosslinkers are likely to be essential for the formation of a stable spindle. Examples of such non-motor proteins are Ase1 in yeast and PRC1 in mammals. Previously, it has been shown that Ase1 has a strong affinity for the overlap region between two microtubules, and that the proteins are able to diffuse within the microtubule overlap. This thermal motion of the crosslinkers creates entropic forces that can antagonize motor forces and lead to a steady-state overlap size when the microtubules are not dynamic. However, many of the short microtubules have lifetimes of roughly 20 s, which may prevent microtubule overlaps from reaching the steady-state size that is determined by the balance between the motor forces and the entropic force generated by the passive crosslinkers. Additionally, microtubules constantly slide past each other due to polymer growth and motor activity, causing a net polewards flux of microtubules. Crosslinking proteins generate friction forces between these sliding microtubules, which can play a large role in the force balance in steady state spindles, specifically in the antiparallel overlap region located at the midzone where PRC1 binds. To understand the size of the spindle structure and the timescale on which it is formed, we need to know how the friction between sliding microtubules depends on the size of the overlap region and the number of crosslinkers bound to it.

To study crosslinker generated friction forces, we analyze the model that was previously used to study entropic force generation. There, it was found computationally and confirmed experimentally that the friction coef-
The microtubules consist of tubulin dimers, which each have a potential energy of 3k_BT. It is assumed that no crosslinker stretches further than one lattice spacing δ. Crosslinkers can make a diffusive step with one head, causing them to switch from R to L, or vice versa. Two of such possible transitions, together with their rates h, are denoted by orange arrows. We assume the fixed microtubule to be infinitely long and the mobile microtubule to have ℓ lattice sites. There are N crosslinkers connecting the two filaments, which stay bound indefinitely.

**II. MODEL**

Our goal is to understand how the friction between two microtubules depends on the absolute number of proteins crosslinking them and on the length of their overlap region. For this, we turn to the model shown in Fig. 1 that captures the key mechanisms by which crosslinkers influence microtubule movement. This model was previously successful in explaining the entropic force generation by diffusive crosslinkers, and it resembles the experimental setup used to study the properties of Ase1 proteins in vitro \[15\]. We imagine a microtubule that is fixed on the bottom, and a second microtubule on top of the first one connected via crosslinkers. The top microtubule can move in one dimension, parallel to the fixed microtubule. Since we are interested in the friction between these two filaments, we avoid entropic force generation by ensuring that the overlap length remains constant \[15\]. To this end, the fixed filament is assumed to be much longer than the mobile one, such that the two microtubules always fully overlap, as indicated in Fig. 1.

The microtubules consist of tubulin dimers, which each contain one binding site for the crosslinking proteins \[19\]. These binding sites are spaced at a lattice spacing of \(\delta = 8\) nm \[20\]. While each microtubule consists of 13 protofilaments, we assume that the crosslinkers can only bind to the one protofilament on each microtubule that is facing the other. Therefore, the microtubules can be modeled as one-dimensional lattices onto which the crosslinkers can bind, as shown in Fig. 1. Crosslinkers bind between the microtubules and physically exclude each other, meaning that they can neither cross each other nor bind to the same site. We also assume that the two microtubules are separated by a fixed distance. Then, to allow for movement of both the microtubule and the linkers, we suppose that the crosslinkers can stretch.

To enable the stretching of crosslinkers, we model them as Hookean springs. The relaxed conformation is a straight spring between two filaments that have their lattice sites in register, and linkers resist deformations from this energy minimum with a harmonic potential with spring constant \(k\). The quadratic potential is a second-order approximation to the full potential, and it captures not only contributions from the physical extension of the linkers, but also from deviations from the preferred angle of binding. The parameter \(k\) is estimated from experimental data by observing how the diffusion constant of crosslinkers is reduced in overlaps compared to protein diffusion on a single microtubule, as described in detail in supplemental Sec. S.3. This gives us the relatively high value of \(k = 1.1 \times 10^5\) k_B T/µm^2, which makes it difficult for the microtubule to stretch the crosslinkers far. To facilitate model analysis and speed up simulations, we choose to impose a maximum stretch on the linkers at a distance which is already rendered unlikely by the harmonic potential. Specifically, we let the linkers extend at most one lattice spacing, at which point a single spring has a potential energy of 3.5 k_B T.

Pulling forces from the springs cause the top micro-
The system is invariant under reflections where $R \leftrightarrow L$ and $x \leftrightarrow \delta - x$. As illustrated in Fig. 1, these are respectively called left- and right-pulling crosslinkers, since they apply a left- or rightward force on the mobile top-microtubule. The microtubule responds to the net force, and we model its movement using Brownian dynamics, as described in supplemental Sec. S.II.

Besides the top microtubule, also the crosslinkers are dynamic. To model the Brownian motion of crosslinkers within the overlap, both ends of the linkers can hop to neighboring sites. This thermally driven process needs to obey detailed balance, 

$$\frac{h(x)}{h(\delta - x)} = \exp(-\beta \Delta U(x)),$$  \hspace{1cm} (1)$$

where $h(x)$ is the rate at which one head of a left-pulling linker hops to a right-pulling position, and $\beta = 1/k_B T$. The system is invariant under reflections where $R \leftrightarrow L$ and $x \leftrightarrow \delta - x$, so the reverse process where the head of a right-pulling linker hops occurs at the rate $h(\delta - x)$. The potential energy difference $\Delta U(x)$ between a left- and right-pulling linker is given by

$$\Delta U(x) = U_R(x) - U_L(x) = \frac{1}{2} k (\delta - x)^2 - \frac{1}{2} k x^2.$$  \hspace{1cm} (2)$$

We choose the simplest rate function $h(x)$ that obeys detailed balance and the symmetry of the system,

$$h(x) = h_0 \exp\left(\frac{1}{2} \beta \Delta U(x)\right).$$  \hspace{1cm} (3)$$

Here, $h_0$ is the hopping rate when there is no change in stretch upon a hop, i.e. for $x = \delta/2$. To estimate $h_0$, we also assume that a crosslinker diffusing on a single microtubule hops with this rate. In the simulations, we implement the hops through a kinetic Monte Carlo algorithm [21], which we describe in more detail in supplemental Sec. S.II.

Asel1 (un)binding from the microtubule overlap plays no role in the in vitro friction experiments [13], leading us to exclude these reactions. Ignoring binding effects reduces the number of parameters, and allows us to focus on the specific dependence of friction on the absolute number of crosslinkers in the microtubule overlap region $N$, and on the number of lattice sites on the mobile microtubule $\ell$.

III. BARRIER CROSSINGS CAUSE MICROTUBULE JUMPS

We are interested in the dynamics of the mobile microtubule, which we visualize using computer simulations and show in Fig. 2. We see that the position of the top filament makes discrete jumps of exactly one lattice spacing. Crosslinkers are energetically relaxed when their binding sites are positioned exactly above each other, and thus microtubule positions that minimize the spring energies are those where the microtubules are aligned and $x \equiv 0 \mod \delta$). These preferential positions are indicated by horizontal lines in Fig. 2 and barriers must exist between these positions to explain the rarity of the jumps. The waiting time between jumps is exponentially distributed and has a rate $r$, as shown in supplemental Sec. S.III.

The jumping behavior causes effective Brownian motion of the microtubule with diffusion constant $D = \delta^2 r$. We can estimate the effective friction coefficient of the crosslinked microtubule $\zeta$ using the Einstein relation [22],

$$\zeta = \frac{k_B T}{D} = \frac{k_B T}{\delta^2 r}.$$  \hspace{1cm} (4)$$

FIG. 2. A typical time trace of the mobile microtubule position shows that it moves with sudden jumps. Horizontal lines denote positions where the microtubules are aligned, which are 8 nm apart. The springs are energetically relaxed at these positions, and intermediate locations are rarely visited. The jumps occur at a fixed rate, which can be estimated from simulations as the inverse of the mean waiting time, $r = 1/\tau$. (inset top-left) A typical transition, where the microtubules begin and end in aligned positions. Crosslinkers are stretched in intermediate states, which energetically suppresses transitions. (inset bottom-right) The observed rate of microtubule jumps appears to decrease exponentially with the number of crosslinkers $N$. Dots show simulation estimates of the rate, whereas the line shows a least square exponential fit to guide the eye. In the examples, $\ell = 40$, and $N = 12$ for the time trace.

The potential energy difference $\Delta U(x)$ between a left- and right-pulling linker is given by

$$\Delta U(x) = U_R(x) - U_L(x) = \frac{1}{2} k (\delta - x)^2 - \frac{1}{2} k x^2.$$  \hspace{1cm} (2)$$

We choose the simplest rate function $h(x)$ that obeys detailed balance and the symmetry of the system,

$$h(x) = h_0 \exp\left(\frac{1}{2} \beta \Delta U(x)\right).$$  \hspace{1cm} (3)$$

Here, $h_0$ is the hopping rate when there is no change in stretch upon a hop, i.e. for $x = \delta/2$. To estimate $h_0$, we also assume that a crosslinker diffusing on a single microtubule hops with this rate. In the simulations, we implement the hops through a kinetic Monte Carlo algorithm [21], which we describe in more detail in supplemental Sec. S.II.

Asel1 (un)binding from the microtubule overlap plays no role in the in vitro friction experiments [13], leading us to exclude these reactions. Ignoring binding effects reduces the number of parameters, and allows us to focus on the specific dependence of friction on the absolute number of crosslinkers in the microtubule overlap region $N$, and on the number of lattice sites on the mobile microtubule $\ell$.

III. BARRIER CROSSINGS CAUSE MICROTUBULE JUMPS

We are interested in the dynamics of the mobile microtubule, which we visualize using computer simulations and show in Fig. 2. We see that the position of the top filament makes discrete jumps of exactly one lattice spacing. Crosslinkers are energetically relaxed when their binding sites are positioned exactly above each other, and thus microtubule positions that minimize the spring energies are those where the microtubules are aligned and $x \equiv 0 \mod \delta$). These preferential positions are indicated by horizontal lines in Fig. 2 and barriers must exist between these positions to explain the rarity of the jumps. The waiting time between jumps is exponentially distributed and has a rate $r$, as shown in supplemental Sec. S.III.

The jumping behavior causes effective Brownian motion of the microtubule with diffusion constant $D = \delta^2 r$. We can estimate the effective friction coefficient of the crosslinked microtubule $\zeta$ using the Einstein relation [22],

$$\zeta = \frac{k_B T}{D} = \frac{k_B T}{\delta^2 r}.$$  \hspace{1cm} (4)$$
Previously, the friction force of a single PRC1 protein bound on a single microtubule was measured directly, showing a linear force-velocity relationship up to roughly 4 μm s⁻¹ [12]. Furthermore, the diffusion constant and friction coefficient that were obtained in two separate experiments in [12] can be compared directly to show that the Einstein relation holds for this protein, as is the case for motors in equilibrium [23]. Hence, we can focus our attention on the jump rate r, which indirectly gives the friction coefficient via Eq. 4.

The bottom-right inset of Fig. 2 shows that the jump rate decreases roughly exponentially with the number of crosslinkers in the overlap N. This suggests that the friction coefficient in Eq. 4 increases exponentially with the number of crosslinkers, whereas one would naively expect friction to increase linearly with N.

To investigate the origin of the exponential decrease of the jump rate, we calculate the free-energy landscape as a function of two order parameters involved in the jumps. Without loss of generality, we focus on a jump to the right. As shown in the top-left inset of Fig. 2, a jump requires the microtubule to move one lattice spacing, and all crosslinkers need to make one net hop. The former change is captured by the microtubule position x changing from 0 to δ, and the latter change is described by the number of right-pulling crosslinkers N_R changing from 0 to N. To find the free-energy as a function of the order parameters x and N_R, we first calculate the potential energy of the system,

\[ U(x, N_R) = \frac{1}{2} k x^2 (N - N_R) + \frac{1}{2} k (\delta - x)^2 N_R = \frac{1}{2} k \delta^2 N \left( \frac{x}{\delta} - \frac{N_R}{N} \right)^2 + \frac{N_R}{N} \left( 1 - \frac{N_R}{N} \right). \]  

(5)

All potential energy is stored in the springs, and there are N_R right-pulling linkers with stretch δ - x and N - N_R left-pulling linkers with stretch x. When the values of the order parameters x and N_R are set, all microstates have the same potential energy. Hence, we can make use of Boltzmann’s formula S = k_B \log \Omega to calculate the entropy of the system, where, \( \Omega(x, N_R) \) represents the number of microstates due to different permutations of the crosslinkers in the overlap. Furthermore, the number of different permutations of the L- and R-linkers is independent of the position x, meaning that \( \Omega(x, N_R) = \Omega(N_R) \). The Helmholtz free-energy is thus

\[ \mathcal{F}(x, N_R) = U(x, N_R) - TS(x, N_R) = U(x, N_R) - k_B T \log \Omega(N_R). \]  

(6)

We managed to find a closed form expression for \( \Omega(N_R) \), of which the derivation can be found in supplemental Sec. SIV

\[ \Omega(N_R) = \binom{\ell - N_R}{N - N_R} \binom{\ell - N + N_R}{N_R}. \]  

(7)

Notice that the two factors are invariant under flipping L and R, mapping N_R to N - N_R and vice versa. Intuitively, the first binomial factor represents the number of ways N - N_R L-linkers can be placed in an overlap with ℓ sites, when N_R of those sites are excluded by R-linkers. The second factor is simply the symmetric counterpart to the first one, and counts permutations of the R-linkers. The product of binomial coefficients is relatively small for N_R = 0 or N_R = N, but reaches a peak around N_R = N/2, where there are more possibilities due to permutations of left- and right-pulling linkers among each other. With Eq 5 and Eq 7 we have arrived at an exact solution for the free-energy Eq. 6. We also checked this directly by comparing simulation results with the analytical free-energy equation in supplemental Sec. SIV.

We plot the exact free-energy as a function of the order parameters in Fig. 3 which clearly shows that a free-energy barrier exists between two minima. Hence, the jumping behavior can be understood as a barrier crossing phenomenon, and the microtubule has to overcome the low probability region every time it makes an 8 nm move over one tubulin dimer.

IV. MICROTUBULE JUMP RATE FOLLOWES ARRHENIUS’ LAW

The height of the free-energy barrier directly influences the microtubule jump rate, and we are interested in how this rate depends on the number of crosslinkers N and the length of the mobile microtubule ℓ. To calculate the
height of the barrier, we first need to find a proper reaction coordinate. This will allow us to map the free-energy profile to a one dimensional one, and to find the effective barrier that limits the microtubule dynamics. As can be seen in Eq.5, the lowest free-energy path that connects the point \((x = 0, N_R = 0)\) with \((x = \delta, N_R = N)\) obeys \(x/\delta = N_R/N\), which corresponds to the diagonal of Fig.3. We introduce a reaction coordinate for the whole system that monotonically follows this path, 

\[
\alpha = \frac{1}{2} \left( \frac{x}{\delta} + \frac{N_R}{N} \right),
\] (8)

This parameter increases from 0 to 1 along the bottom-left to top-right diagonal in Fig.3. As shown in supplemental Sec S.VI, Fig. S.6 and Fig. S.7, transition paths typically follow this diagonal, and the transition state ensemble is perpendicular to it. Here, the transition state ensemble is defined as the collection of states that have the highest probability of being on a transition path [24]. These states approximately coincide with the region constrained by \(\alpha = 1/2\). Therefore, \(\alpha\) is a proper reaction coordinate, and the free-energy profile can be calculated as a function of \(\alpha\),

\[
e^{-\beta \mathcal{F}(\alpha)} = \sum_{N_R=0}^{N} \int_{0}^{\delta} e^{-\beta \mathcal{F}(x,N_R)} \delta(x,N_R) \, dx, \quad (9)
\]

where \(\delta(y)\) is the Dirac delta function and \(\alpha(x,N_R)\) is the function given by Eq.8. As illustrated in the inset of Fig.4 this free-energy profile sets the effective barrier separating the two regions of attraction,

\[
\Delta \mathcal{F}^\dagger = \mathcal{F}(\alpha = 1/2) - \mathcal{F}(\alpha = 0). \quad (10)
\]

We can use the free-energy barrier height to test if the reaction rate follows Arrhenius’ equation [25],

\[
r(x,N_R) = r_0 \exp \left( -\beta \Delta \mathcal{F}^\dagger (x,N_R) \right). \quad (11)
\]

We confirm its validity by performing prolonged kinetic Monte Carlo simulations of the model, varying \(\ell\) between 15 and 40 sites, and varying \(N\) between 6 and, respectively, 14 (\(\ell = 15\)), 15 (\(\ell = 20\)), 18 (\(\ell = 25\)), and 20 (\(\ell = 30\) and \(\ell = 40\)) linkers. We record the times \(\tau\) between barrier crossings and estimate the hopping rate from the mean waiting time, as illustrated in Fig.2. Then, we normalized the rates by dividing by some \(r^*\), for which we arbitrarily chose the empirically determined rate found at \(\ell = 15\) and \(N = 6\). We plot the logarithm of these empirically obtained rates against the analytically calculated free-energy barrier height in Fig.4. This plot shows that all observed rates fall on a single master curve, which is correctly described by Eq.11 with a constant prefactor. Therefore, we will use Eq.11 and the analytical expression for the free-energy to predict how the microtubule jump rate depends on the parameters \(N\) and \(\ell\) in general.
no data fitting. The full derivation of the free-energy approximation can be found in supplemental Sec. S.VII. As a result, we find the following simplified expression for the barrier height,

$$\beta \Delta F^\ddagger \approx A + BN \exp\left(\frac{1}{4B} \frac{N}{T}\right),$$

(12)

where

$$A = \frac{1}{2} \log\left(1 + \frac{3k\delta^2}{4k_BT}\right), \quad B = \frac{k\delta^2}{8k_BT} - \log(2).$$

(13)

These parameters are positive since $k$ is large relative to $k_BT/\delta^2$, making energetic contributions larger than entropic ones. Now, Eq. (12) and Eq. (11) allow us to make predictions about how the friction coefficient changes with the number of crosslinkers $N$ or the microtubule overlap length $\ell$.

Fig. 5 shows how the barrier height depends on $N$ and $\ell$, for both the exact and approximated results given by Eq. (10) and Eq. (12) (and supplemental Eq. S.30 and Eq. S.44). The exponential approximation of the barrier height is in surprisingly good agreement with the exact results, as demonstrated in supplemental Fig. S.8. For very low crosslinker densities, $N/\ell \ll 1$, the barrier height increases linearly with $N$. There, a microtubule jump requires independent hops from all crosslinkers and simultaneous microtubule movements in the same direction, roughly following the diagonal in Fig. 3. These two actions can occur in any order, but the net effect is that the system transitions through $N$ independent hops. Each has some fixed average probability $q$ of occurring, and this probability is relatively low because of the stiffness of the springs. Therefore, the microtubule jump rate is proportional to $r \propto q^N$. Hence, the rate decreases exponentially with $N$, and the barrier height found in Eq. (11) increases linearly. Eq. (12) shows that $q \propto \exp(−B)$. Then, for higher densities, exclusion effects begin to increase the friction, since some crosslinker hops will be blocked. This latter effect causes the barrier height to increase exponentially with $N/\ell$, manifesting itself as a superexponential decrease of the microtubule jump rate.

Using the Einstein relation Eq. (4) we are able to predict how the friction coefficient depends on both $N$ and $\ell$. We observe that friction increases superexponentially,

$$\zeta \propto \exp\left(BN \exp\left(\frac{1}{4B} \frac{N}{\ell}\right)\right).$$

(14)

Consequently, the friction coefficient is hypersensitive to the number of crosslinkers in the overlap region and to the size of the overlap. Specifically, Eq. (13) shows that the friction increases rapidly when the overlap length drops below $N\delta/4B$. For the parameter values listed in supplemental Tab. S.1 and $N$ in the range $10 - 100$, our analysis predicts that this critical overlap length is around $\sim 0.1 - 1 \mu m$.

VI. DISCUSSION

Here, we used a simple model to show that friction between microtubules caused by diffusible crosslinkers increases non-linearly with the number of crosslinkers in the overlap. This model was previously successful in explaining the entropic forces arising in microtubule overlaps [15], and the combination of the model and experiments suggested an exponential increase in the friction coefficient. Here, we exactly solved the free-energy landscape of the model and found that microtubule movement is limited by barrier crossings. We identify the effective spring constant of crosslinkers, the number of crosslinkers, and the microtubule overlap length as key parameters that set the height of the barrier. The latter two parameters are experimentally accessible, and can be used to test our model predictions. We observe that for very low crosslinker densities, the friction coefficient for microtubule sliding increases approximately exponentially, whereas friction increases superexponentially at finite crosslinker densities.

The non-linearity of the friction coefficient crucially depends on the discrete nature of the microtubule binding sites for crosslinkers. Friction would scale linearly with the number of crosslinkers if crosslinkers moved over the microtubules in a continuous motion, with no preferential binding sites. Hence, the dependence of the friction coefficient on the crosslinkers is an experimentally accessible characteristic that can distinguish between two models.
of crosslinker binding. New experiments which directly measure either the diffusion constant of microtubules or their friction coefficient could test whether the friction coefficient increases superexponentially with the crosslinker density. The predicted scaling, Eq. [13] only contains a single fit parameter, and we have estimated this constant from previous experiments already as shown in supplemental Sec. [S4]. We predict that changing the crosslinker density in the overlap from 10% to 40% would increase the friction coefficient by roughly two orders of magnitude. Hence, the effect should be clearly observable in experiments.

Besides providing specific predictions on microtubule friction, the model grants opportunities for studying barrier crossings in general and to test reaction-rate theories. The model dynamics is relatively simple, yet it still shows emerging barrier crossings. Since we also found an exact solution of the free-energy profile for this transition, it is interesting to study theories that predict the rate of barrier crossings from this free-energy landscape. Specifically, it would be of interest in future work to investigate whether the prefactor of the microtubule jump rate can be described by Kramers’ theory [27]. Also, it would be interesting to study the influence that parameters such as the bare crosslinker hopping rate $h_0$ or the microtubule diffusion constant $D_M$ have on the transition state and optimal reaction coordinate. It is possible that transition paths would no longer follow the optimal free-energy path when the timescales of crosslinker and microtubule dynamics differ significantly [28].

The superexponential dependence of the friction on the crosslinker density has implications in biology, mainly in the control of the overlap region. During cell division, microtubules in the mitotic spindle overlap and are pushed apart by plus-end directed motor proteins. Since the friction coefficient is hypersensitive not only to the number but also to the density of proteins crosslinking two microtubules, we predict that a shrinking overlap region will undergo a sudden increase in the friction coefficient on timescales where crosslinker unbinding can be neglected. This will effectively stall the microtubule, and impose a precise overlap length in the midzone where the opposing spindle microtubules meet. We estimate the size of the stationary overlap region to be on the order of $0.1-1 \mu m$, which appears reasonable given the size of the spindle midzone [6–7]. This length scale can be fine-tuned by controlling the number of crosslinkers contained in the overlap, for example by reducing the binding affinity of PRC1 to microtubules through phosphorylation of a microtubule binding domain on PRC1 [19].
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Supplemental Material:
Diffusible crosslinkers cause non-linear friction forces

S.I. ESTIMATE OF SPRING CONSTANT REVISITED

The model parameters were previously estimated from experimental data [S1]. Specifically, the spring constant was estimated by measuring the diffusion constant of linkers on a single microtubule $D_s$ (s for singly bound), and the diffusion constant of crosslinkers in an overlap region $D_d$ (d for doubly bound). There, measurement of the mean square displacement as a function of time gave values of $D_s = 0.085(7) \, \mu m^2 \, s^{-1}$ and $D_d = 0.011(3) \, \mu m^2 \, s^{-1}$. Then, the spring constant was fitted by varying it in simulations until the simulated diffusion constant roughly matched the measured one, giving a value of $k = 1.1 \times 10^5 \, k_B T/\mu m^2$. Here, we present an analytical expression for the spring constant in terms of the measured diffusion constants.

First, consider the diffusion of a single linker on one microtubule. We assume that the hopping rate of one head equals $h_0$. Then, when the lattice spacing $\delta = 8 \, nm$ is taken into account, we get the diffusion constant $D_s = h_0 \delta^2$. For consistency with previous work, we use $h_0 = 1562.5 \, s^{-1}$ [S1].

The diffusion of a doubly bound crosslinker in an overlap region is more complicated, as several different transitions are possible. We assume that the microtubule does not move (much) during this diffusion, since the time scale of microtubule movement is much longer than that of individual crosslinker hopping. Then, the crosslinker can be either in a straight or in a diagonal state, as shown in Fig. S.1. Ignoring the finite overlap length, we label the straight states with even numbers, and the diagonals with odd numbers. For example, a transition from state 0 to state 1 represents a hop from a straight linker to a diagonal on the right. Both possible diagonal configurations, which are indicated in the left illustration of Fig. S.1, are grouped into one state. We can call this number $Z(t) \in Z$, and it relates to the physical position of the center of the crosslinkers $x$ through

$$x(t) = \frac{\delta}{2} Z(t). \tag{S.1}$$

$Z(t)$ defines a Markov chain on the integers (a two-sided birth-death process), with probabilities $p_n(t)$ to be in state $n$ at time $t$. The time derivatives of these probabilities are set by the transition rate to leave a straight conformation, $h_1$, and the rate to leave a diagonal conformation, $h_2$. These time derivatives are different for the straight state probabilities ($n = 2m$) and diagonal state probabilities ($n = 2m + 1$),

$$\begin{align*}
\partial_t p_{2m} &= -2h_1 p_{2m} + h_2 p_{2m-1} + h_0 p_{2m+1} \\
\partial_t p_{2m+1} &= -2h_2 p_{2m+1} + h_1 p_{2m} + h_0 p_{2m+2}.
\end{align*} \tag{S.2}$$

The hopping rates equal

$$\begin{align*}
h_1 &= 2h_0 \exp \left( -\frac{1}{4} k \delta^2 \right) \\
h_2 &= h_0 \exp \left( -\frac{1}{4} k \delta^2 \right), \tag{S.3}
\end{align*}$$

where $h_0$ is the rate prefactor. We can calculate the long time diffusion constant of the hopping crosslinkers from

| Parameter                              | Value                        |
|----------------------------------------|------------------------------|
| Crosslinker hopping rate $h_0$         | $1562.5 \, s^{-1}$          |
| Spring constant $k$                    | $1.1 \times 10^5 \, k_B T/\mu m^2$ |
| Diffusion constant bare microtubule $D_m$ | $0.01 \, \mu m^2 \, s^{-1}$ |
| Lattice spacing binding sites $\delta$ | $0.008 \, \mu m$            |

TABLE S.1. Model parameters and values. The base hopping rate $h_0$ was fit to the observed diffusion constant $D_s$ of Ase1 on single microtubules, and subsequently $k$ was fit to the observed diffusion constant $D_d$ between two microtubules (see Sec. S.I). $D_m$ was estimated from previously reported experiments (see Sec. S.II). $\delta$ approximately equals the tubulin dimer length.
FIG. S.1. Possible transitions for a diffusing crosslinker in an overlap region. For the estimation of the diffusion constant, we assume that the two microtubules stay fixed relative to each other, and that they are perfectly aligned. Then, crosslinkers can be either in a relaxed straight (left) or stretched diagonal (right) state. When we only focus on transitions towards one direction, e.g. the left, then there are two possible transitions from the straight position, whereas there is only one possible transition from the diagonal state.

Eq. S.2 To that end, we look at the mean square displacement and take its time derivative,
\[
\frac{\partial}{\partial t} \langle Z(t)^2 \rangle = \frac{\partial}{\partial t} \sum_{n=-\infty}^{\infty} n^2 p_n(t) = \sum_{m=-\infty}^{\infty} \left\{ (2m)^2 \frac{\partial}{\partial t} p_{2m}(t) + (2m + 1)^2 \frac{\partial}{\partial t} p_{2m+1}(t) \right\}
\]
\[
= \sum_{m=-\infty}^{\infty} \left\{ (2m)^2 \left[ -2h_1 p_{2m} + h_2 p_{2m-1} + h_2 p_{2m+1} \right] + (2m + 1)^2 \left[ -2h_2 p_{2m+1} + h_1 p_{2m} + h_1 p_{2m+2} \right] \right\}
\]
\[
= \sum_{m=-\infty}^{\infty} \left\{ \left[ -2(2m)^2 + (2m + 1)^2 + (2m - 1)^2 \right] h_1 p_{2m} + \left[ -2(2m + 1)^2 + (2m + 2)^2 + (2m)^2 \right] h_2 p_{2m+1} \right\}
\]
\[
= 2h_1 \sum_{m=-\infty}^{\infty} p_{2m} + 2h_2 \sum_{m=-\infty}^{\infty} p_{2m+1}. \tag{S.4}
\]

Then, we use that in steady state, the probability to be in an even or in an odd state is
\[
\sum_{m=-\infty}^{\infty} p_{2m} = \frac{h_2}{h_1 + h_2},
\]
\[
\sum_{m=-\infty}^{\infty} p_{2m+1} = \frac{h_1}{h_1 + h_2}. \tag{S.5}
\]

Then we combine Eq. S.4 and Eq. S.5 together with its relation with the mean square displacement of the physical position through Eq. S.1,
\[
\frac{\partial}{\partial t} \langle x(t)^2 \rangle = \delta^2 \frac{h_1 h_2}{h_1 + h_2} = 2D_d. \tag{S.6}
\]

The final equality follows from the standard relation between the mean square displacement in one dimension and the diffusion constant. Then we can insert the definitions of the rates, Eq. S.3 and solve the equation for the spring constant \(k\). This gives us
\[
k = \frac{2}{\delta^2} \left[ \log(2) + 2 \arccosh \left( \frac{D_s}{2\sqrt{2}D_d} \right) \right]. \tag{S.7}
\]

Here, we used the simple relation \(D_s = \delta^2 h_0\) to rewrite the result in terms of the diffusion constant. Evaluating this expression for the experimentally measured quantities gives \(k = 1.26 \times 10^5 \text{ k}_B \text{T/\mu m}^2\), which is indeed very close to the computationally estimated \(k = 1.1 \times 10^5 \text{ k}_B \text{T/\mu m}^2\). For consistency with the previously published work [S1], we keep using the value reported there in the rest of this work. A summery of the model parameters is given in Tab. S.1.
S.II. SIMULATION DYNAMICS

Crosslinkers exert pulling forces on the microtubule, and the net force $F$ cause it to move. We only allow the microtubule to move in one dimension, and consider the drag between the mobile microtubule and the fluid to be in the overdamped regime. Hence, we can model the time evolution of the microtubule position $x$ using Brownian dynamics,

$$\frac{dx}{dt} = \frac{F}{\gamma_m} + \eta.$$  \hfill (S.8)

Here, the $\gamma_m$ is the drag coefficient of the mobile microtubule when it is not linked by crosslinkers, and $\eta$ is the thermal noise. The noise amplitude is set by the bare microtubule diffusion constant $D_m$, and is related to $\gamma_m$ through the Einstein relation \[S2\],

$$\gamma_m = \frac{k_B T}{D_m}.$$  \hfill (S.9)

Previously, the diffusion constant was estimated \[S1\] from a formula for the parallel translational drag coefficient \[S3\], which gives us $D_m = 0.01 \mu m^2 s^{-1}$ independent of microtubule length. In simulations, we assume $F$ to be constant during finite time steps of size $\Delta t$, and update the microtubule position with the deterministic term and a Gaussian noise term,

$$\Delta x = \frac{D_m}{k_B T} F \Delta t + \sqrt{2 D_m \Delta t} \mathcal{N}.$$  \hfill (S.10)

Here, $\mathcal{N}$ denotes a Gaussian random variable with zero mean and unit standard deviation.

The net force on the microtubule $F$ depends on the full system state, so both on the position $x$ and on the number of right-pulling crosslinkers $N_R$. Furthermore, when some crosslinkers get close to their maximum stretch of $\delta$, not all values of $\Delta x$ are allowed. The maximum stretch of the crosslinkers is taken into account by placing reflective boundary conditions on $\eta$. We implement the algorithm by first updating the position using the deterministic term, since deterministic change never causes $\Delta x$ to cross a boundary imposed by the crosslinkers. Then, we calculate the boundary $b$ for the stochastic term $\mathcal{N}$, and if $\mathcal{N}$ passes $b$, we reflect the term through $\mathcal{N} \rightarrow 2b - \mathcal{N}$. \hfill (S.11)

For the crosslinker dynamics, we use a kinetic Monte Carlo algorithm \[S4\] to simulate the hops. Each possible hop $i$ has some time-varying rate $h_i(x,t)$ of occurring, as shown in Eq. 3 of the main text. Then, we calculate the full rate \hfill (S.12)

$$H(t) = \sum_i h_i(x,t).$$

To decide the next moment at which a reaction will take place, we draw a uniform random number $\xi$ between 0 and 1, which represents a survival probability $S(t)$, for which \hfill (S.13)

$$S(t) = \exp \left(-\int_0^t dt' H(t') \right).$$

We choose the time steps small enough to keep the rate $h(x,t)$ nearly constant between steps, such that we can approximate the time integral as a sum over time steps, \hfill (S.14)

$$\int_0^t dt' H(t') \approx \sum_{n=1}^{t/\Delta t} H(n\Delta t) \Delta t.$$ 

In the simulations, we update the integral after each time step, and a hop is performed when the integrated total rate reaches a threshold value given by $\xi$, \hfill (S.15)

$$\sum_{n=1}^{t/\Delta t} H(n\Delta t) > -\frac{\log(\xi)}{\Delta t}$$

After the hop, a new value of $\xi$ is drawn and the integral is reset to 0.
FIG. S.2. Histogram of the dwell times $\tau$ at certain lattice positions, as observed for a system with $N = 12$ and $\ell = 40$. The red line shows an exponential distribution with rate $r = 1/\tau$. 

FIG. S.3. Autocorrelation function of the jump direction. Time is represented by the number of stochastic jumps in between. We observe no correlation in the direction of subsequent jumps.

S.III. MICROTUBULE JUMPS ARE MARKOVIAN

The mobile microtubule moves in a discrete fashion on macroscopic time scales, as indicated in Fig. 2 in the main text. The filament makes jumps of size $\delta$, which equals one tubulin dimer length, to the left or right at random points in time. We are interested in describing these jumps as a memoryless process, with a fixed rate of jumping in a random direction. To convince ourselves that this process is indeed Markovian, we plot an example histogram of observed dwell times in Fig. S.2. The histogram shows an exponential distribution, as is expected for a continuous time Markov chain. We estimate the rate of jumping using the maximum likelihood estimator

$$r = \frac{1}{\bar{\tau}} = \frac{n}{\sum_{i=1}^{n} \tau_i}, \quad (S.16)$$

where $\tau_i$ are the $n$ different samples of the waiting time between two microtubule jumps. Then, to compare the estimated exponential distribution to the histogram of dwell times, we need to calculate the expected number of counts in each bin. We call the bin width $\delta\tau$, which means that bin $i$ captures values of $\tau$ between $(i-1)\delta\tau$ and $i\delta\tau$. 
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FIG. S.4. Map to calculate the number of configurations given the number of right-pulling crosslinkers \( N_R \). Here, we show an example configuration with \( \ell = 8, N = 5, \) and \( N_R = 3 \). (a) The number of ways to place \( N_R \) \( R \) linkers and \( N - N_R \) \( L \) linkers in the overlap does not depend on the mobile microtubule position \( x \). Hence, for the purpose of counting configurations, we can ignore the exact alignment of the microtubules and focus on the combinatorics of linker placement. (b) In the picture where \( L \) linkers are straight, they always exclude one site on the top microtubule. However, groups of adjacent \( R \) linkers always exclude one more site. It is helpful to draw boxes around each unit, which can be an \( L \) linker (\( L \)-block), a hole (\( H \)-block), or a set of adjacent \( R \) linkers (\( R \)-block). The last block cannot be an \( L \)-block. The number of \( R \) and \( H \)-blocks together always equals \( \ell + 1 - N + N_R \), and we alternatively label those \( X \)-blocks, to contrast with \( L \)-blocks. (c) There are always \( N - N_R \) \( L \)-blocks, and removing all \( L \)-blocks leaves a system with the same number of \( X \)-blocks, since none of those merge. This means that each configuration can be split into an arrangement of \( L \)- and \( X \)-blocks, and into a specific organization of the crosslinkers within the microtubule with all \( L \)-blocks removed. The arrows represent the bijective mapping between the set of linker configurations in (a) and (c).

Then, the number of expected counts in bin \( i \) is

\[
n_i = n \int_{(i-1)\delta\tau}^{i\delta\tau} e^{-rt} \, dt = 2 \sinh \left( \frac{r\delta\tau}{2} \right) e^{-i\delta\tau} = 2 \sinh \left( \frac{r\delta\tau}{2} \right) e^{-r\sigma}.
\]

(S.17)

We call \( \sigma = (i - \frac{1}{2}) \delta\tau \) the continuous time axis of the histogram. This choice ensures that the exponential fit coincides with the centers of bins. As can be seen in Fig. S.2, the histogram deviates little from the exponential fit. For smaller barrier heights, e.g. for \( \ell = 40 \) and \( N = 6 \) with a barrier height of just \( \Delta F^+ = 2.3 k_B T \), there starts to be a noticeable deviation for small times. Specifically, for low barriers it becomes apparent that it takes time to cross the barrier and equilibrate in the valley, which makes it less likely to quickly jump twice in a row. For high barriers, the typical timescale between jumps is so long that the time it takes to cross the barrier is negligible. Hence, at least for moderately high barriers, the jump times are memoryless. Therefore, we can treat the dynamics of the microtubule as an emergent Markov process with jump rate \( r \) as its only parameter.

**S.IV. CONFIGURATION COMBINATORICS FOR ENTROPY CALCULATION**

We describe a transition of the system through the change of the relative microtubule position and the number of right-pulling crosslinkers. These quantities act as our order parameters, where a transition means that the microtubule position changes by one lattice spacing \( \delta \) and the number of right-pulling linkers changes by the total number of crosslinkers \( N \). To find a description for the transition rate, we require the free energy profile as a function of these order parameters.

In our model, the potential energy only depends on \( x \) and \( N_R \), and is not influenced by other details of the system configuration. This lets us describe the entropy as the logarithm of the number of microstates \( \Omega(x, N_R) \) at a given \( x \).
shows we have sampled the peak region to some extend. Then, we estimated the free energy by calculating \( \times 5 \) of all linkers. Hence, the total number of configurations is simply the product

This concludes our calculation of the entropy term Eq. S.18.

To calculate \( \Omega(N_R) \) we use the mapping depicted in Fig. S.4. There, we decompose the microstate into a set of blocks that group together different sets of microtubule sites and crosslinkers. Each left-pulling linker is placed in its own box spanning a single site called an L-block, whereas all neighboring right-pulling linkers are grouped together into a single R-block. The latter is done to take into account the variable number of sites excluded by right-pulling linkers when they are alone or in contact with other diagonally placed linkers. Finally, the remaining sites are called holes and grouped into H-blocks. In Tab. S2, we calculate the number of blocks of each type by counting the number of sites that are occupied by each type. The numbers of R- and H-blocks are variable, but it turns out that their sum is constant. Therefore, we group these two types under a new block name, called X-blocks. Each configuration of the microtubule has a unique representation as a permutation of \( \ell + 1 - N \) X-blocks and \( N - N_R \) L-blocks, with \( \ell + 1 - N_R \) blocks in total. Additionally, the last of these blocks always needs to be an X-block, since L-blocks cannot occupy the final site where there is no site available on the mobile microtubule. Hence, the number of ways to permute the L- and X blocks among each other is

where the \(-1\) terms are due to the final block always being an X.

\( \Omega_1(N_R) \) captures all permutations of the left side of Fig. S.4(c), which leaves us with calculating the number of permutations of the remaining blocks. Since removing an L-block never merges two neighboring blocks together, we can remove all straight crosslinkers without changing the order of X blocks. Finally, we see that we are left with \( \ell - N + N_R \) sites on the mobile microtubule with \( N_R \) linkers bound to it. Without considering the blocks, we know the number of ways these linkers can be placed,

Each of these configurations actually constitutes a unique permutation of R- and H-blocks. This permutation is then substituted into the the X positions in the string of L- and X-blocks, such that we are left with a unique configuration of all linkers. Hence, the total number of configurations is simply the product

This concludes our calculation of the entropy term Eq. S.18

**S.V. NUMERICAL CONFIRMATION OF FREE ENERGY EQUATION**

We test the analytical expression for the free energy profile by calculating it directly from numerical simulations. We obtained a two dimensional histogram of \((x, N_R)\) positions by running simulations at \(N = 12\) and \(\ell = 40\) for \(5 \times 10^{10}\) time steps representing \(\Delta t = 1 \times 10^{-6}\) s each. The barrier was crossed 9332 times during this run, which shows we have sampled the peak region to some extend. Then, we estimated the free energy by calculating \(-\log(p)\),
FIG. S.5. Comparison of the exact free energy and a numerical estimate. Dark blue colors represent a deviation from the theoretical value $d < 2.5\%$, light blue represent $2.5\% \leq d < 5\%$, and red represents $d > 5\%$. The numerical results confirm the validity of the equations in all regions that can be efficiently sampled. Here, $N = 12$ and $\ell = 40$, and the $x$ axis is divided into 400 bins.

where $p$ is the probability to be found in a particular bin, and choosing a constant offset such that the free energy vanishes at $x = 0$ and $N_R = 0$. The result is plotted in Fig. S.5. In regions where the free energy is relatively low, including the saddle point in the barrier, the simulations confirm the exact free energy profile. We did not sample regions with higher free energy due to the finite simulation time, thus showing a deviation from the theoretical result there. Still, these simulations confirm the agreement between simulation and theory.

S.VI. DETERMINATION OF REACTION COORDINATE

As shown in the main text, two order parameters describe the microtubule jumps. First, the microtubule position $x$ modulo $\delta$ transitions between 0 and $\delta$, and second, the number of right-pulling crosslinkers $N_R$ ranges from 0 to $N$. As shown in Eq. 5 in the main text, the lowest free energy path connecting two neighboring basins of attraction is given by the diagonal $x/\delta = N_R/N$. The reaction coordinate $\alpha$ is defined such that a single value groups states perpendicular to the optimal diagonal,

$$\alpha = \frac{1}{2} \left( \frac{x}{\delta} + \frac{N_R}{N} \right).$$

(S.22)

To study whether this gives the proper reaction coordinate, we simulated a system with $N = 12$ and $\ell = 40$ and recorded the phase space positions $(x, N_R)$ at $N_{\text{max}}$ points in time. In this case, we used $N_{\text{max}} = 5 \times 10^{10}$ time steps of $\Delta t = 1 \times 10^{-8}$ s each. Then, we created a histogram with bin dimensions $(2.5 \times 10^{-3} \delta, 1)$ that collects those points that were part of transition paths. For this, the basins of attraction are defined as squares in phase space of dimensions $(0.15 \delta, 2)$, representing the bottom-left and top-right corners of Fig. S.6. Paths that connect separate basins of attraction are registered in the histogram, giving the number of points in each bin $N_{(x,N_R)}$ and the total number of points $N_{\text{transit}}$, which is given by the sum over all bins,

$$N_{\text{transit}} = \sum_{\{ (x,N_R) \}} N_{(x,N_R)}.$$

(S.23)

By estimating the probability

$$P(x, N_R \mid \text{transit}) = \frac{N_{(x,N_R)}}{N_{\text{transit}},}$$

(S.24)

we show in Fig. S.6 that transition paths typically follow the diagonal parameterized by $\alpha$. Furthermore, we can define the transition state as the region of maximum transition probability [S5]. This probability is calculated using Bayes’
FIG. S.6. Histogram of transition paths. Two square corners of 1.2 nm wide and 2 linkers high were set as the basins of attraction. Then we estimated the probability to be at a certain coordinate, given that the system is on a transition path, \( P(x, N_R | \text{transit}) \). This is simply a normalized histogram of all transition paths. Finally, we plot the negative natural logarithm of this probability. Most paths follow the diagonal, and it is unlikely to deviate far into the top-left or bottom-right corners, making it impossible to sample these latter regions. It is impossible to be part of a transition path in the basins of attraction, as shown by the squares in the bottom-left and top-right.

FIG. S.7. Histogram of transition path probability, \( P(\text{transit} | x, N_R) \). The region of largest values, where \( P = 1/2 \), defines the transition state [S5]. Value fluctuations at the edges of the sampled region are due to undersampling, whereas the top-left and bottom-right corners are not sampled at all. The transition state is roughly perpendicular to the reaction coordinate, and is approximately captured by \( \alpha = 1/2 \).

Before the estimation, \( N_{\text{max}} \) is known and \( P(x, N_R) \) can be calculated exactly from the free energy given by Eq[6] in the main text. To further enhance the estimation process, we make use of the invariance under reflections where both \( R \leftrightarrow L \) and \( x \leftrightarrow \delta - x \). Fig[S7] shows that the transition state is approximately perpendicular to the reaction coordinate in the regions where we have sufficient statistics. This supports the view that \( \alpha \) characterizes transitions well, and that the free energy barrier should be calculated as a function of \( \alpha \).
S.VII. EXPONENTIAL APPROXIMATION OF FREE ENERGY BARRIER

We have an analytical expression for the partition sum as a function of the reaction coordinate $\alpha$ in Eq. S.22,

$$Z(\alpha) = \sum_{N_R=0}^{N-1} \mathbb{1}(0 \leq 2\alpha - \frac{N_R}{N} \leq 1) \left( \frac{\ell - N_R}{N - N_R} \right) \left( \frac{\ell - N + N_R}{N_R} \right) \times \exp \left[ -\frac{k\delta^2 N}{2k_BT} \left( 4 \left( \frac{\alpha - N_R}{N} \right)^2 + \frac{N_R}{N - N_R} \left( 1 - \frac{N_R}{N} \right) \right) \right]. \quad (S.26)$$

The indicator function $\mathbb{1}$ makes sure that the summation is only performed over those terms that represent a valid value of the position $x$, which should obey $0 \leq x \leq \delta$. The free energy barrier peak is located at $\alpha = 1/2$, while the valleys are located at $\alpha = 0$ and $\alpha = 1$. Hence, the height of the barrier is given by

$$\Delta F^\dagger = -k_BT \log \left( \frac{Z(\alpha = 1/2)}{Z(\alpha = 0)} \right). \quad (S.27)$$

At $\alpha = 1/2$ all terms of the sum contribute to Eq. S.26, while at $\alpha = 0$, only the $N_R = 0$ term contributes. The latter observation leads to a simple expression for the partition sum in the valley,

$$Z(\alpha = 0) = \binom{\ell}{N}. \quad (S.28)$$

Then, using that

$$\frac{N_R}{N} \left( 1 - \frac{N_R}{N} \right) = \frac{1}{4} - \left( \frac{N_R}{N} - \frac{1}{2} \right)^2 = \frac{1}{4} - \frac{1}{N^2} \left( N_R - \frac{N}{2} \right)^2, \quad (S.29)$$

we get

$$\frac{Z(\alpha = 1/2)}{Z(\alpha = 0)} = \sum_{N_R=0}^{N-1} \left( \frac{\ell - N_R}{N - N_R} \right) \left( \frac{\ell - N + N_R}{N_R} \right) \left( \frac{\ell}{N} \right) \times \exp \left[ -\frac{k\delta^2 N}{2k_BT} \left( \frac{3}{N^2} \left( N_R - \frac{N}{2} \right)^2 + \frac{1}{4} \right) \right]. \quad (S.30)$$

This equation gives the exact value of the free energy barrier height through Eq. S.27.

Even though we have an exact solution for the barrier height, Eq. S.30 does not provide any understanding on how the barrier height depends on the number of crosslinkers or on the microtubule overlap length. To acquire a better comprehension of these dependencies, we require an analytical approximation for the free energy barrier height in terms of simple functions. Here, we make such an approximation using three conditions. First, we assume that the crosslinker density $N/\ell$ is small. Second, we recognize that the summand peaks at $N_R = N/2$, and that we capture the main contribution to the sum by Taylor expanding the function around this point. Third, we assume that $N$ is large enough such that the summand does not change too strongly as a function of $N_R$. Under that last condition, we can replace the sum by an integral over the real line.

To start, we first rewrite the product of binomial coefficients,

$$\binom{\ell - N_R}{N - N_R} \binom{\ell - N + N_R}{N_R} \binom{\ell}{N} \left( \frac{\ell - N_R}{N_R} \right) \left( \frac{\ell - N + N_R}{N_R} \right) \left( \frac{\ell}{N} \right) = \frac{(\ell - N_R)! (\ell - N + N_R)!}{\ell! (\ell - N)!}. \quad (S.31)$$

The first binomial coefficient captures the main contribution of changes in $N_R$, while the second factor approaches unity for very low densities. Now, we will make Gaussian approximations for the binomial coefficients, following a standard approach presented e.g. by Milewski [S6]. First, we reparameterize the equation using $N_R = N/2 + M/2$, or $M = 2N_R - N$, which allows us to expand around $M = 0$. Then, we use Stirling’s Approximation on all factorials
in the binomial, the first factor of Eq. (S.31) becomes
\[
\binom{N}{N_R} = \left(\frac{N}{N_R + \frac{1}{2}}\right) = \frac{N!}{N_R! \left(N - N_R\right)!} = \frac{N!}{\left(N + \frac{1}{2}\right) \left(N - \frac{1}{2}\right)} = \frac{\sqrt{2\pi} \left(N^N \frac{N}{2} + \frac{M}{2}\right) \left(N - M\right)}{\sqrt{2\pi} \left(N^N \frac{N}{2} + \frac{M}{2}\right) \left(N - M\right)} \approx \frac{1}{\sqrt{2\pi} \left(N^N \frac{N}{2} + \frac{M}{2}\right) \left(N - M\right)} \left(\frac{N}{2} + 1\right) \left(1 - 2M\right) + \frac{M}{2} \left(\frac{M}{N}\right)^2 \approx \sqrt{\frac{2}{\pi N}} e^{-\frac{M^2}{2N}} N e^{-\frac{M^2}{2N}}. \quad (S.32)
\]

In the first line, all exponential terms from Stirling’s Approximation cancel, and only one \(\sqrt{2\pi}\) factor survives. Then, after rearranging the result, we apply the geometric series and keep terms that are at most quadratic in \(M/N\). The equation can be further approximated after applying the logarithm,
\[
\log\left(\frac{N}{N_R}\right) \approx \log\left(\sqrt{\frac{2}{\pi N}} e^{-\frac{M^2}{2N}}\right) - \left(\frac{N}{2} + 1\right) \log\left(1 - \frac{M^2}{N^2}\right) + \frac{M}{2} \log\left(1 - 2\frac{M}{N} + 2\left(\frac{M}{N}\right)^2\right)
\approx \log\left(\sqrt{\frac{2}{\pi N}} e^{-\frac{M^2}{2N}}\right) + \left(\frac{N}{2} + 1\right) \frac{M^2}{N^2} - \frac{M^2}{N}
\approx \log\left(\sqrt{\frac{2}{\pi N}} e^{-\frac{M^2}{2N}}\right) - \frac{M^2}{2N}. \quad (S.33)
\]

Here we used the Taylor expansion of the logarithm in \(M\) around 0, and used the assumption that \(M\) is smaller than \(N\). We can exponentiate the result back to the desired approximation,
\[
\binom{N}{N_R} \approx \sqrt{\frac{2}{\pi N}} e^{-\frac{M^2}{2N}} = \frac{2}{\sqrt{\pi N}} e^{-\frac{M^2}{2N}}. \quad (S.34)
\]

This is the well-known Gaussian approximation of the binomial distribution for \(p = \frac{1}{2}\). We use the same methods to make an approximation of the second factor in Eq. (S.31)
\[
\frac{(\ell - N)! (\ell - N + N_R)!}{\ell! (\ell - N)!} \approx \frac{(\ell - N_R)^{\ell - N_R + \frac{1}{2}} (\ell - N + N_R)^{\ell - N + N_R + \frac{1}{2}}}{\ell^{\ell + \frac{1}{2}} (\ell - N)^{\ell - N + \frac{1}{2}}}
\approx \frac{(1 - \frac{N_R}{\ell}) (1 - \frac{N - N_R}{\ell})^{\ell + \frac{1}{2}}}{\left(\frac{1 - \frac{N_R}{\ell}}{1 - \frac{N - N_R}{\ell}}\right)^{N - N_R}} \approx \frac{(1 - \frac{N_R}{\ell}) (1 - \frac{N - N_R}{\ell})^{\ell + \frac{1}{2}}}{\left(\frac{1 - \frac{N_R}{\ell}}{1 - \frac{N - N_R}{\ell}}\right)^{N - N_R}} \approx \frac{(1 - \frac{N_R}{\ell}) (1 - \frac{N - N_R}{\ell})^{\ell - \frac{N - N_R}{\ell}}}{\left(\frac{1 - \frac{N_R}{\ell}}{1 - \frac{N - N_R}{\ell}}\right)^{N - N_R}}. \quad (S.35)
\]

In the first line we applied Stirling’s approximation again, after which we that both the numerator and denominator contain \((2\ell - N + 1)\) factors. This means we can divide \(\ell\) out of them, after which we rearrange the result into three factors with different exponents. There, we also use that \(N = N_R + (N - N_R)\). Then, in the third line, we substitute our definition of \(M\), and finally regroup the results according to their new exponents.
We continue by approximating the first factor of Eq. (S.35). We apply the geometric series and only keep factors of quadratic order,

\[
\frac{1 - \frac{N}{2\ell} - \frac{M}{2\ell}}{1 - \frac{N}{2\ell}} \approx \left(1 - \frac{N}{\ell} + \frac{N^2}{4\ell^2} - \frac{M^2}{4\ell^2}\right) \left(1 + \frac{N}{\ell} + \frac{N^2}{\ell^2}\right) \\
\approx 1 + \frac{N^2}{4\ell^2} - \frac{M^2}{4\ell^2}.
\] (S.36)

Similarly, we approximate the final factor of Eq. (S.35)

\[
\frac{1 - \frac{N}{2\ell} + \frac{M}{2\ell}}{1 - \frac{N}{2\ell} - \frac{M}{2\ell}} \approx \left(1 - \frac{N}{2\ell} + \frac{M}{2\ell}\right) \left(1 + \frac{N}{2\ell} + \left(\frac{N}{2\ell} + \frac{M}{2\ell}\right)^2\right) \\
\approx 1 + \frac{M}{\ell} + 2 \left(\frac{M}{\ell}\right)^2 + 2 \left(\frac{N}{\ell}\right) \left(\frac{M}{\ell}\right). \quad (S.37)
\]

Then, we can take the logarithm of Eq. (S.35) and expand the logarithms,

\[
\log\left(\frac{(\ell - N)! (\ell - N + N_R)!}{\ell! (\ell - N)!}\right) \approx \left(\ell - \frac{N}{2} + \frac{1}{2}\right) \log\left(1 + \frac{N^2}{4\ell^2} - \frac{M^2}{4\ell^2}\right) \\
+ \frac{N}{2} \log\left(1 - \frac{N}{\ell}\right) \\
+ \frac{M}{2} \log\left(1 + \frac{M}{\ell} + 2 \left(\frac{M}{\ell}\right)^2 + 2 \left(\frac{N}{\ell}\right) \left(\frac{M}{\ell}\right)\right) \\
\approx \frac{N^2}{4\ell} - \frac{M^2}{4\ell} - \frac{N^2}{2\ell} + \frac{M^2}{2\ell} \\
= -\frac{N^2}{4\ell} + \frac{M^2}{4\ell} = -\frac{N^2}{4\ell} + \frac{(N_R - \frac{N}{2})^2}{\ell}. \quad (S.38)
\]

After the expansion of the logarithms, we only keep terms that are at most quadratic in \( M \) and \( N \), and that do not decay faster than \( 1/\ell \). By combining the results from Eq. (S.34) and Eq. (S.39), we find

\[
\left(\frac{\ell - N_R}{N - N_R}\right) \left(\frac{\ell - N + N_R}{N_R}\right) \left(\frac{\ell}{N}\right) \approx \sqrt{\frac{2}{\pi N}} \exp\left\{N \log(2) - \frac{N^2}{4\ell} - \frac{2}{N} \left(\frac{N}{2} - \frac{1}{\ell}\right) \left(N_R - \frac{N}{2}\right)^2\right\}. \quad (S.40)
\]

Now we have the right tools to make an approximation of the barrier probability Eq. (S.30).

\[
\frac{\mathcal{Z}(\alpha = 1/2)}{\mathcal{Z}(\alpha = 0)} \approx \sqrt{\frac{2}{\pi N}} \exp\left\{N \log(2) - \frac{N^2}{4\ell} - \frac{k\delta^2 N}{8k_BT}\right\} \sum_{N_R=0}^{N-1} \exp\left[-\left(\frac{3k\delta^2}{2Nk_BT} + \frac{2}{N} - \frac{1}{\ell}\right) \left(N_R - \frac{N}{2}\right)^2\right]. \quad (S.41)
\]

We make the variable substitution \( \nu = N_R - N/2 \) and treat it as a continuous variable, changing the sum into an integral and extending the summation region to the entire real line,

\[
\frac{\mathcal{Z}(\alpha = 1/2)}{\mathcal{Z}(\alpha = 0)} \approx \sqrt{\frac{2}{\pi N}} \exp\left(N \log(2) - \frac{N^2}{4\ell} - \frac{k\delta^2 N}{8k_BT}\right) \int_{-\infty}^{\infty} d\nu \exp\left[-\left(\frac{3k\delta^2}{2Nk_BT} + \frac{2}{N} - \frac{1}{\ell}\right) \nu^2\right] \\
= \sqrt{\frac{2\pi}{\pi N \left(\frac{3k\delta^2}{2Nk_BT} + \frac{2}{N} - \frac{1}{\ell}\right)}} \exp\left(N \log(2) - \frac{N^2}{4\ell} - \frac{k\delta^2 N}{8k_BT}\right) \\
\approx \frac{1}{\sqrt{1 + \frac{3k\delta^2}{4k_BT}}} \exp\left(N \log(2) - \frac{N^2}{4\ell} - \frac{k\delta^2 N}{8k_BT}\right). \quad (S.42)
\]

In the last line, we used that \( k \) is relatively large, and that \( N/\ell \) is small. We find the approximation of the free energy
The height of the free energy barrier $\Delta F^\dagger$ as a function of the number of crosslinkers $N$ and two values of the mobile microtubule length $\ell$. The analytical solutions as calculated through Eq. S.27 and Eq. S.30 are plotted as sets of points. Lighter colors show the Taylor approximation Eq. S.43 and darker colors show the exponential approximation Eq. S.44 as well as the exact values. The Taylor approximations break down at relatively low crosslinker densities, but they predict the required exponent very well. The exponential approximations nearly perfectly follow the true barrier heights, and only start to deviate at the highest crosslinker densities, where the true barrier height starts increasing even faster than exponentially.

Barrier height using Eq. S.27

\[
\Delta F^\dagger \approx \frac{k_B T}{2} \log \left(1 + \frac{3k\delta^2}{4k_BT}\right) + \left(\frac{k\delta^2}{8} - k_BT \log(2)\right) N + \frac{k_B T}{4\ell} N^2 \tag{S.43}
\]

\[
= \frac{k_B T}{2} \log \left(1 + \frac{3k\delta^2}{4k_BT}\right) + \left(\frac{k\delta^2}{8} - k_BT \log(2)\right) N \left(1 + \frac{1}{\frac{k\delta^2}{2k_BT} - 4\log(2)} \frac{N}{\ell}\right)
\approx \frac{k_B T}{2} \log \left(1 + \frac{3k\delta^2}{4k_BT}\right) + \left(\frac{k\delta^2}{8} - k_BT \log(2)\right) N \exp \left(\frac{1}{\frac{k\delta^2}{2k_BT} - 4\log(2)} \frac{N}{\ell}\right). \tag{S.44}
\]

The second line rewrites the result in terms of the number of crosslinkers $N$ and the crosslinker density $N/\ell$. Then, in the final line, we exponentiate the part of the last term that depends on the density. This was done after inspection of the analytical free energy barrier height as a function of $N$, of which examples are plotted as sets of points in Fig. S.8.

The exponential version of the approximation captures the behavior of the exact function for a much larger range than the second order Taylor approximation. Furthermore, this version takes into account the variables that are intuitively important for the barrier height; for small densities, the height increases linearly with the number of crosslinkers, since a transition depends on the independent hopping of all crosslinkers. Then, at high densities, exclusion effects start playing a role. Hence, we need to include a term that depends on the crosslinker density $N/\ell$, which is done by the exponential term in Eq. S.44.
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