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Abstract

Background: A common registration problem for the application of consumer device is to align all the acquired image sequences into a complete scene. Image alignment requires a registration algorithm that will compensate as much as possible for geometric variability among images. However, images captured views from a real scene usually produce different distortions. Some are derived from the optic characteristics of image sensors, and others are caused by the specific scenes and objects.

Methodology/Principal Findings: An image registration algorithm considering the perspective projection is proposed for the application of consumer devices in this study. It exploits a multisresolution wavelet-based method to extract significant features. An analytic differential approach is then proposed to achieve fast convergence of point matching. Finally, the registration accuracy is further refined to obtain subpixel precision by a feature-based modified Levenberg-Marquardt method. Due to its feature-based and nonlinear characteristic, it converges considerably faster than most other methods. In addition, vignette compensation and color difference adjustment are also performed to further improve the quality of registration results.

Conclusions/Significance: The performance of the proposed method is evaluated by testing the synthetic and real images acquired by a hand-held digital still camera and in comparison with two registration techniques in terms of the squared sum of intensity differences (SSD) and correlation coefficient (CC). The results indicate that the proposed method is promising in registration accuracy and quality, which are statistically significantly better than other two approaches.

Introduction

Image registration is a fundamental technology in a variety of fields and has been extensively investigated over the past few decades. It has been applied to many areas, such as medical image analysis, surveillance operations, video representation and retrieval, remote sensing, and consumer device, with different registration techniques and performance requirements [1–13]. It is mainly the process of spatially registering acquired images so that corresponding features or pixels on them are consistent in geometry. A common registration problem for the application of consumer device is to align all the acquired image sequences into a complete scene. Image alignment requires a registration algorithm that will compensate as much as possible for geometric variability among images. However, images captured views from a real scene usually produce different distortions. Some are derived from the optic characteristics of image sensors, and others are caused by the specific scenes and objects. In general, we would make some reasonable assumptions to develop a fast algorithm for real time applications in the fields of consumer device. That is, there are no moving objects in the scenes when capturing images, and the images are acquired in short time intervals.

Another important issue for image registration is to determine the transformation model. Depending on the chosen type of spatial transformation, the parameter number of registration model that is required would be decided. The rigid transformation model, which preserves relative distances of points, estimates the translation and rotation, whereas the affine model [14] estimates the rigid transformation parameters and the scale factor. The affine transformation preserves collinearity. That is, parallel lines are transformed into parallel lines, and the ratios of distances are preserved along parallel lines. In addition, a more complex transformation model, perspective projection [15], takes more parameters into account. It considers not only affine transformation but also the transformations of panning and tilting. The transformation model of perspective projection is estimated to apply to the images captured from a consumer device, such as a hand-held digital still camera or a CMOS image sensor.

Moreover, a registration algorithm usually minimizes a cost function that is a combination of an objective function and smoothness constraint [16–19]. There are various algorithms that iteratively minimize the surface distance in order to linearly align two regions, such as iterative closest point algorithms.

In this study, we propose an analytic differential approach to achieve fast and robust point matching. A wavelet-based method is used to extract features and discard the noise in multiscale at the same time. It then speedily evaluates the spatial correspondence and geometrical transformation between two point sets with different sizes. It is robust to noise and tolerant to distortion caused by chromatic aberration and geometry discrepancy. Finally, a
feature-based modified Levenberg-Marquardt algorithm (FMLM) is used to further refine registration results and speedily obtain subpixel accuracy because of its feature-based and nonlinear characteristic. Furthermore, we also take vignetting artifacts and color/luminance differences into account so as to achieve registration results in high quality.

The paper is organized as follows. Section 2 describes the proposed method in detail. In Section 3, experimental results and a discussion for some validation examples are presented. Finally, the conclusion and future work is given in Section 4.

Methods

The proposed method consists of feature extraction, image registration, registration refinement, and vignette compensation. First, feature points are extracted by wavelet-based edge correlation with large responses in multi-scale. An analytic differential approach for robust point matching (RPM) algorithm is then proposed to achieve fast convergence and complete image registration of perspective projection as well. Next, a FMLM method is proposed to further obtain subpixel accuracy. Finally, vignette compensation as well as the adjustment of color and luminance differences is performed to enhance the quality of registration results. The flowchart of the proposed method is illustrated in Fig. 1.

2.1. Feature Extraction

It is important to identify characteristic features from acquired images, which will produce a great influence on the registration accuracy. More specifically, feature extraction is to extract representative features from the adjacent images, so as to effectively provide the geometrical and photometric information for image registration. Multi-resolution image decomposition is a useful technique for analyzing image information at various scales. Therefore, wavelet-based edge correlation, which had been verified the efficacy in feature extraction in our previous work [19], is used to extract the feature points with strong and consistent responses under different scales within a local area. In other words, feature points usually have larger values on the product of gradient moduli from multiscales, while the noise does not.

Due to the separable characteristic of wavelet transform, we represent 2D wavelet transform as two 1D ones in x and y directions, respectively,

$$\phi^{H}(x,y)=\frac{\partial S(x,y)}{\partial x}$$

$$\phi^{V}(x,y)=\frac{\partial S(x,y)}{\partial y}$$

where $S(x,y)$ represents a 2D smoothing function. We denote $\phi_{j}(x,y)=\frac{1}{2^{j}}\phi(\frac{x}{2^{j}},\frac{y}{2^{j}})$ as a dilation function of $\phi(x,y)$ by a scaling factor $j$. The gradients $G_{j}f(x,y)$ of an image $f(x,y)$ in the x and y directions and its modulus $M_{j}f(x,y)$ at level $j$ are described as follows,

$$M_{j}f(x,y)=\sqrt{|G_{j}^{H}f(x,y)|^{2}+|G_{j}^{V}f(x,y)|^{2}}$$

where

$$G_{j}^{H}f(x,y)=f * \phi_{j}^{H}(x,y)=2^{j} \frac{\partial}{\partial x} (f * S_{j})(x,y)$$

$$G_{j}^{V}f(x,y)=f * \phi_{j}^{V}(x,y)=2^{j} \frac{\partial}{\partial y} (f * S_{j})(x,y)$$

All the edge points in image $f(x,y)$ at level $j$ is located with local maxima of $M_{j}f(x,y)$. The edge correlation, which filters out the noise by a multiscale edge confirmation to detect reliable feature points, is represented as

$$C_{a}(j,x,y)=\prod_{j=0}^{n-1} M_{j}f(x,y),$$

where $n$ is the level number, and $j$ is the initial level. The true feature points can be obtained by means of edge correlation. Features and noise sometimes coexist in the wavelet domain, but features can usually exist in multiscales while noise can not [19]. In this study, the observed property is used to distinguish the true feature points from noise. The procedure of feature
extraction is shown in Fig. 2. A test image is given in Fig. 2(a). Fig. 2(b) shows 2D two-level wavelet decomposition for the test image. The gradient moduli of test image at level 1 and 2 are illustrated in Fig. 2(c) and 2(d), respectively. Finally, Fig. 2(e) shows the result of feature point extraction.

2.2. Image Registration

The RPM algorithm was first proposed by Chui and Rangarajan [20]. It is a robust method for point-based registration, but it is somewhat slow in parameter convergence. In this study, we propose
an analytic algorithm, namely analytic RPM (ARPM), to fast achieve image registration of perspective projection.

There are two point-sets $\{u_i, i = 1, 2, \ldots, H\}$ and $\{v_j, j = 1, 2, \ldots, K\}$ extracted from adjacent images, and the correspondence mapping is denoted by a matrix $M$ consisting of $m_{ij}$. The entire energy function minimized by the ARPM algorithm is as follows,

$$E(M, T) = \sum_{i=1}^{H} \sum_{j=1}^{K} m_{ij} \|u_i - v_j T\|^2 - 2 \sum_{i=1}^{H} \sum_{j=1}^{K} m_{ij}$$

$$+ \beta \sum_{i=1}^{H} \sum_{j=1}^{K} m_{ij} \log m_{ij} + \lambda \text{trace} \left( (T - I)^t (T - I) \right)$$

where $m_{ij} \in [0, 1]$ and it subjects to

$$\sum_{i=1}^{H+1} m_{ij} = 1, \forall j \in \{1, 2, \ldots, K\}$$

$$\sum_{j=1}^{K+1} m_{ij} = 1, \forall i \in \{1, 2, \ldots, H\}$$

The size of matrix $M$ is $(H+1) \times (K+1)$ and its inner $H \times K$ portion indicates the correspondence information for two point-sets. If a point $u_i$ corresponds to a point $v_j$, then the entry $m_{ij}$ of the correspondence matrix $M$ is equal to 1; otherwise, it is assigned to zero. In addition, in order to take the outliers into account so as to still hold the constraints of the row and column summation to one, an additional row and column is appended to the suffix of the correspondence matrix $M$.

All the components of the energy function are interpreted in turn in the following: The first term $\sum_{i=1}^{H} \sum_{j=1}^{K} m_{ij} \|u_i - v_j T\|^2$ is the error term that describes a corresponding problem by means of the 3-by-3 perspective projection $T$, which is the transform model of eight parameters, that is $T = \begin{bmatrix} T_{11} & T_{12} & T_{13} \\ T_{21} & T_{22} & T_{23} \\ T_{31} & T_{32} & 1 \end{bmatrix}_{3 \times 3}$. It is a desirable transformation since the rotation, scaling, translation,
Figure 4. Registration result of indoor bookcases, (a), (b) an image pair used for registration, (c), (d) results of feature point extraction from (a) and (b), respectively, (e) registered result with the proposed algorithm, (f) registered result by optical flow-based approach.

doi:10.1371/journal.pone.0040558.g004
Figure 5. Registration result of office corridor, (a), (b) an image pair used for registration, (c), (d) results of feature point extraction from (a) and (b), respectively, (e) registered result with the proposed algorithm, (f) registered result by optical flow-based approach.

doi:10.1371/journal.pone.0040558.g005
Figure 6. Registration result of building at a far distance, (a), (b) an image pair used for registration, (c), (d) results of feature point extraction from (a) and (b), respectively, (e) registered result with the proposed algorithm, (f) registered result by optical flow-based approach.

doi:10.1371/journal.pone.0040558.g006
Figure 7. Registration result of indoor stairs, (a), (b) an image pair used for registration, (c), (d) results of feature point extraction from (a) and (b), respectively, (e) registered result with the proposed algorithm, (f) registered result by optical flow-based approach.

doi:10.1371/journal.pone.0040558.g007
and global shear are all taken into account. The second term \( \sum_{i=1}^{H} \sum_{j=1}^{K} m_{ij} \) with the weighting \( \alpha \) is used to avoid excessive null correspondence. If \( \alpha \) is large, fewer points are discarded as outliers.

The third term \( \beta \sum_{i=1}^{H} \sum_{j=1}^{K} m_{ij} \log m_{ij} \) with the temperature parameter \( \beta \) is an entropy function that guarantees the correspondence matrix \( M \) against negative numbers. The final term \( \lambda \text{tr}[\{(T-I)^{T}(T-I)\}] \) with the weighting \( \lambda \) is a constraint on the geometric transformation \( T \) by means of the penalty on the remainder of subtracting the identity matrix \( I \) from the geometric transformation \( T \).

As mentioned above, the minimization problem in equation (5) mainly consists of two related sub-problems: the point-sets correspondence and the geometric transformation between two adjacent slices. Given the point-sets correspondence, the geometric transformation can be evaluated by resolving the constrained least-squares problem. Given the geometric transformation, the point-sets correspondence is found and achieved by resolving the linear assignment problem. Inspired by the idea, the algorithm incorporates the update scheme by alternating the update of the correspondence and the transformation parameters while keeping the other fixed; it is expected to jointly improve the two solutions as well as finally converge to the optimal solution.

The registration algorithm mainly consists of two principal steps. It is accomplished by using an alternating update scheme. The first step is to update the point-sets correspondence matrix \( M \) as well as make sure that \( M \) corresponds to the row and column summation constraints all the time by keeping \( T \) fixed, with its currently evaluated transformation. Afterward, the solution for correspondence matrix \( M \) could be calculated by means of the differentiation of the energy function in equation (5) with respect to \( m_{ij} \),

\[
m_{ij} = \exp \left( -\frac{||u_{i} - v_{j} T||^2}{\beta} - \alpha \right)
\]

The second step is to update the parameters of geometric transformation \( T \) with the correspondence matrix \( M \) held fixed. We propose an analytic ARPM approach to evaluate the parameters of \( T \) by means of the differentiation of the energy function in equation (5) with respect to \( T_{pq} \)

\[
T_{pq} = \left[ \frac{\sum_{i=1}^{H} \sum_{j=1}^{K} m_{ij} \left( u_{iq} - \sum_{k=1}^{3} v_{kp} T_{kq} \right) v_{jp} }{\sum_{i=1}^{H} \sum_{j=1}^{K} m_{ij} v_{jp}^2} + \lambda \delta[p-q] \right] \quad 1 \leq p,q \leq 3
\]

where \( u_{i} = (u_{i1}, u_{i2}, u_{i3}) \), \( v_{j} = (v_{j1}, v_{j2}, v_{j3}) \), and \( T = [T_{ij}]_{3 \times 3} \). \( \delta[n] \), the unit sample sequence, is defined: \( \delta[n] = 1, \forall n = 0 \); otherwise, \( \delta[n] = 0, \forall n \neq 0 \). The two steps are iteratively performed while the temperature parameter \( \beta \) as well as the weighting \( \alpha \) is gradually decreased. The decreasing process for the temperature parameter \( \beta \) is similar to the deterministic annealing procedure [21]. The deterministic annealing with the temperature parameter \( \beta \) is a procedure to adjust the flexible degree of the correspondence matrix \( M \). The correspondence matrix \( M \) eventually approaches a binary-values matrix as the temperature \( \beta \) is gradually annealing. In addition, due to the fact that deterministic annealing can escape from the local minima, the approach is guaranteed to obtain the near-optimal solution.

### 2.3. Registration Refinement

After image registration, a FMLM method is proposed, which is extended from our previous work [19], to enhance registration results to further achieve subpixel precision. The modified algorithm is better than the conventional one in efficiency because the optimization problem is reformulated so that the Hessian matrix is no longer repeatedly calculated. In addition, the proposed feature-based method is efficient since the estimate of geometric transform is from only feature points, not the whole image. It greatly reduces the computation cost and enhances the robustness of registration as well. The FMLM method converges

### Table 1. Geometric transformation \( T \)s of four image pairs (IP) from Fig. 4, 5, 6, 7.

| IP | \( T_{11} \) | \( T_{12} \) | \( T_{13} \) | \( T_{21} \) | \( T_{22} \) | \( T_{23} \) | \( T_{31} \) | \( T_{32} \) | \( T_{33} \) |
|---|---|---|---|---|---|---|---|---|---|
| 1 (Fig. 4) | 0.982 | 0.003 | -145.0 | -0.010 | 0.999 | -38.5 | 0.189 | 0.039 | 0.981 |
| 2 (Fig. 5) | 0.995 | 0.002 | -76.8 | -0.003 | 1.000 | -6.5 | 0.100 | 0.007 | 0.995 |
| 3 (Fig. 6) | 0.999 | -0.053 | -5.9 | 0.052 | 0.925 | 385.0 | -0.013 | -0.376 | 0.927 |
| 4 (Fig. 7) | 0.982 | 0.023 | -145.1 | -0.015 | 0.999 | 43.2 | 0.190 | -0.039 | 0.981 |

### Table 2. Comparison of average registration quality from several (16) synthetic DSC images in terms of SSD and CC for three registration algorithms.

| Registration Quality for Synthetic Images | SSD (mean±standard deviation) | CC |
|---|---|---|
| Result after | Optical Flow-based Motion Approach | 78.19±9.78 | 0.541 |
| | TPS-RPM | 36.72±6.83 | 0.708 |
| | Proposed Algorithm | 12.10±3.13 | 0.896 |

DOI:10.1371/journal.pone.0040558.t001

DOI:10.1371/journal.pone.0040558.t002
much faster than most other methods due to its nonlinear characteristic. The sums of square intensity errors $\varepsilon^2$ for feature-point blocks are minimized to measure the similarity between adjacent images. It is used as the measure of convergence and is defined,

$$
\varepsilon^2 = \sum_{i=1}^{K} \sum_{x_i \in N(x_i)} (f(x_i') - C_p(g(x_i')))^2
$$

(9)

where $N(x_i)$ represents the neighborhood of the feature point $x_i$, $K$ stands for the number of feature points, $C_p$ is the geometric transform between $f(x)$ and $g(x)$ for mosaicing, and $\beta$ represents all the feature points and their neighboring points. For the adaptive geometric transform $C_p(\beta)$, we consider the general transform parameterized by the translation vector $T_t$, rotation angle $R_t$, and scaling factor $S_t$. The geometric transform is represented by means of the operators,

$$
C_p(g(x)) = C_{t,\theta,\alpha}(g(x)) = T_t(S_t(R_t(g(x)))) = g(\alpha \theta x + t)
$$

(10)

The sum of square errors is then derived from the FMLM algorithm,

$$
\varepsilon^2 = \frac{1}{s} \sum_{f_p} \left( \left( R - \theta \left( S_{\alpha \theta - 1} \left( T_{\alpha \theta} \left( f(x) \right) \right) \right) - R_{\alpha \theta} \left( S_{\alpha \theta + \Delta \alpha} \left( T_{\alpha \theta} \left( g(x) \right) \right) \right) \right)^2
$$

(11)

$$
\varepsilon^2 = \sum_{f_p} \left( f(x) - T_{\alpha \theta \left( S_{\alpha \theta} + \Delta \alpha \left( T_{\alpha \theta} \left( g(x) \right) \right) \right) \right)^2
$$

(12)

The Hessian matrix $A$ and gradient vector $b$ are calculated,

$$
b_i = \frac{-1}{2} \frac{\partial^2 \varepsilon^2(\Delta p)}{\partial \Delta p_i}
$$

(13)

$$
A_j = \frac{1}{2} \frac{\partial^2 \varepsilon^2(\Delta p)}{\partial \Delta p_i \partial \Delta p_j}
$$

(14)

$$
A_j = \frac{1}{s} \sum_{f_p} \frac{\partial^2 C_{\alpha \theta}(g(x))}{\partial \Delta p_i} \frac{\partial^2 C_{\alpha \theta}(g(x))}{\partial \Delta p_j}
$$

(15)

where $C_{\alpha \theta}(g(x)) = g(\alpha \theta x + t)$. As the second term in $A_j$ is small, it can be ignored.

$$
b_i = \frac{1}{s} \sum_{f_p} \left( R - \theta \left( S_{\alpha \theta - 1} \left( T_{\alpha \theta} \left( f(x) \right) \right) \right) - g(x) \right) \frac{\partial^2 C_{\alpha \theta}(g(x))}{\partial \Delta p_i}
$$

(16)

The parameter $\theta$ is then updated with estimated component $\Delta p$ iteratively,

$$
\theta^{(k+1)} = \theta^{(k)} + \Delta p \text{ with } \Delta p = (A + \lambda I)^{-1} b
$$

(17)

where $\lambda$ is a positive parameter. It is adjusted according to the convergent condition of errors. The FMLM method is updated iteratively until either the relative error is below a given threshold or the number of iteration reaches a predefined value.

### 2.4. Vignette Compensation

Vignette (lens vignetting or light fall-off) means a kind of light effect that light reaches the center of an image more than its edges. It makes the sides areas of an image darker than its center area for a pure white image. Due to the optical nature of camera, images acquired from the camera may suffer from the vignette. Hence, the registered image shows vignetting artifacts, greatly reducing the quality of results. In order to compensate the vignetting phenomenon, a Gaussian-like model is constructed.
\[ Gau(X, \sigma) = A \exp\left(-\frac{\|X - C\|^2}{2\sigma^2}\right) \]  

where \( X \) represents a point in the overlapping zone, \( A \) is the maximum intensity, \( C \) is the coordinate of the image center point, and \( \|X - C\| \) is the distance between \( X \) and \( C \). For instance, let images \( I_1 \) and \( I_2 \) be adjacent and overlapping images. Points \( C_1 \) and \( C_2 \) are the center point coordinates on images \( I_1 \) and \( I_2 \), respectively. Point \( X_{ij} \) is a random point in the overlapping zone of images \( I_1 \) and \( I_2 \), and its coordinates on images \( I_1 \) and \( I_2 \) are \( X_{ij}^1 \) and \( X_{ij}^2 \), respectively. \( G_{ij}^1 \) and \( G_{ij}^2 \) represent the intensity of point \( X_{ij} \) on image \( I_1 \) and \( I_2 \), respectively. The relationship between these two images can be then written as:

\[ \frac{\prod_{i=1}^{N} G_{ij}^1}{\prod_{i=1}^{N} G_{ij}^2} = \frac{\prod_{i=1}^{N} Gau(X_{ij}^1, \sigma)}{\prod_{i=1}^{N} Gau(X_{ij}^2, \sigma)} = \exp\left(-\frac{\sum_{i=1}^{N} \|X_{ij}^1 - C_1\|^2 - \sum_{i=1}^{N} \|X_{ij}^2 - C_2\|^2}{2\sigma^2}\right) \]

And,

\[ \sigma = \sqrt{-\frac{\sum_{i=1}^{N} \|X_{ij}^1 - C_1\|^2 + \sum_{i=1}^{N} \|X_{ij}^2 - C_2\|^2}{2 \cdot \log \left( \frac{\prod_{i=1}^{N} G_{ij}^1}{\prod_{i=1}^{N} G_{ij}^2} \right)}} \]

where \( N \) is the number of overlapping points on image \( I_1 \) and \( I_2 \), and \( \sigma \) stands for the estimated standard deviation for vignette. Moreover, in order to suppress the influence of noise, \( \sigma \) is calculated by using all the points in the overlapping zone instead of just a single point or a small image block. Finally, the intensities of all the points on image \( I_1 \) are recovered by removing the Gaussian-like degradation with \( \sigma \):

\[ H_{ij} = H_{ij}^0 \exp\left(-\frac{\|Y_{ij} - C_1\|^2}{2(\sigma)^2}\right), \quad j = 1, 2, \ldots, M \]

where \( H_{ij} \) represents the original intensities with their corresponding coordinates \( Y_{ij} \) on image \( I_1 \), \( H_{ij}^0 \) stands for the restored \( H_{ij} \), \( C_1 \) is the center point on image \( I_1 \), and \( M \) is the number of points on image \( I_1 \).

### 2.5. Adjustment of Color and Luminance Differences

The images are captured under automatic settings, including exposure, white balance, and focus. However, there are large color differences for exposure and white balance on adjacent images, when they are captured in the condition of illumination change. If the differences are not considered, it may make the registration unnatural. In order to adjust the color difference, the respective means of the RGB primitives for each pair of adjacent images in the overlapping region are calculated. The differences between the corresponding means are then accumulated from the left image pair to the right one sequentially. Finally, we adjust the color difference of all images according to the calculated accumulated difference. The equations with regard to the adjustment of color difference are described as follows,

\[ S_j = \sum_{k=1}^{j} \left( \frac{1}{N_k} \sum_{i=1}^{N_k} (C_2^i - C_1^i) \right), \quad j = 1, 2, \ldots, K \]

\[ \begin{cases} I_1' = I_1 + \frac{1}{K+1} \sum_{k=1}^{K} S_k \\ I_i' = I_i + \frac{1}{K+1} \sum_{k=1}^{K} S_k + S_{i-1}, \quad i = 2, 3, \ldots, K \end{cases} \]

where \( C_1^i \) and \( C_2^i \) are the colors on adjacent images \( I_k \) and \( I_{k+1} \), respectively, \( N_k \) represents the number of overlapping points for image pair \( I_k \) and \( I_{k+1} \), \( K \) is the number of image pairs, \( S_j \) represents the color difference between images \( I_1 \) and \( I_{j+1} \), and \( I_i' \) stands for the color-adjusted \( I_i \). The results without and with vignette compensation and color difference adjustment are shown in Fig. 3. In addition, we also compare the results of the proposed method with that by other approach, which is referred to the fast stitching approach [2]. More specifically, Fig. 3(a) shows an example of three images acquired from [2] with vignetting and color differences. The stitched results, where the fast stitching approach is used, without and with color correction are shown in Fig. 3(b) and 3(c), respectively. Fig. 3(d) shows the registration result by the proposed method.

### 3.1. Registration Examples

A hand-held digital still camera is used to capture images in the experiments. Each image is obtained with the resolution of 1024×768 pixels in 24 bit RGB format. A wide set of real image sequences are acquired and tested to evaluate the performance of the proposed algorithm by means of the visual quality assessment. The feature extraction and registration results for a variety of image pairs are shown in Fig. 4, 5, 6, 7. More specifically, subfigures (a) and (b) of each figure show the image pair that will be used for registration. The results of feature point extraction from subfigures (a) and (b) are shown in subfigures (c) and (d), respectively. Finally, the registration result of image pair with the proposed algorithm is shown in subfigure (e). The geometric transformation \( Ts \) of these four image pairs from Fig. 4, 5, 6, 7 are listed in Table 1. An optical flow-based motion algorithm [22] is implemented for comparison. The algorithm is a registration technique that only takes affine transform into account. The registered results of the same image pairs for the optical flow-based motion algorithm are shown in Fig. 4(f), 5(f), 6(f), 7(f). The visual demonstrations indicate that the proposed method achieves better and finer results than the optical flow-based approach.

The setup of parameters in this experiment for the ARPM algorithm is described in detail as follows. The initial value for the temperature \( \beta \) is assigned to slightly more than the longest distance of all point pairs, and it then gradually decreases with the annealing rate 0.93. The weighting \( \tau \) is assigned to 5. The point sets correspondence \( M \) is initialized such that all the inner entries are \( 1/K \) and the outlier ones are \( 1/100K \). The geometric transformation \( T \) is initialized to a unit matrix. It is generally sufficient to achieve converged results by the alternating update on the correspondence \( M \) and geometric matrix \( T \) 20 runs.

Fig. 4 shows the image tilting problem for indoor bookcases with books and other stuffs inside. To show the importance of the proposed registration algorithm, the image pair is captured with a
large vertical motion to make big difference. Fig. 4(e) is the result of the proposed registration algorithm, whereas Fig. 4(f) shows the results of optical flow-based approach. As seen in these two images, it can reveal that it is difficult for optical flow-based registration approach to handle large displacement problems. The results indicate that the proposed algorithm can resolve the panning and tilting problems to achieve accurate registration, while the optical flow-based approach still cannot. Fig. 5 shows the result of applying our registration method to the image pairs acquired from the office corridor with large overlapping and perspective distortion. Although the optical flow-based approach can track the matching points more accurate under the condition of small displacement, the result shown in Fig. 5(f) is still poor. The proposed algorithm can achieve accurate registration to overcome the distortion by considering perspective projection.

Fig. 6 show the registered results of image pairs acquired from the buildings with far distances. The displacements between the image pair are quite large in this case, so the optical flow-based approach cannot obtain precise registration. The results shown in Fig. 6(c) indicate that the proposed algorithm concerns large displacements of image pairs and distortions produced from the perspective projection of acquired images. Fig. 7 shows the results of registration for image pairs with large perspective distortion in tilting direction. The optical flow-based approach cannot register well since the perspective distortion is too large to accurately calculate the motion flow from matching points of image pairs. Fig. 7(c) reveals that the proposed algorithm can achieve satisfactory registration results even if the distortion in perspective projection is considerably large in tilting direction.

3.2. Quality of the Registration
We have applied the proposed registration algorithm to all the image pairs. To assess the quality of the registration, we calculate the mean and standard deviation of the squared sum of intensity differences (SSD) as well as the correlation coefficient (CC)

\[
SSD = \frac{1}{n} \sqrt{\sum (I_m - T(I_n))^2}
\]

\[
CC = \frac{\sum (I_m - \overline{I_m}) (T(I_n) - \overline{T(I_n)})}{\sqrt{\sum (I_m - \overline{I_m})^2} \sqrt{\sum (T(I_n) - \overline{T(I_n)})^2}}
\]

(23)

where \(I_m\) and \(I_n\) represent a pair of images. \(T(\cdot)\) is the geometric transform evaluated after each registration step. \(\overline{I_m}\) and \(\overline{T(I_n)}\) denote the average intensities. \(n\) is the pixel number within the overlapping zone. For each image sequence, the SSD and CC provide an indirect measure of registration quality.

We would expect in theory that the image difference only shows the underlying noise from image acquisition. However, the effects of the misregistration, geometric deformation are clearly visible in registered images. In the experiments, we compare the proposed registration method with the optical flow-based motion algorithm [22] and well-known thin-plate spline robust point matching (TPS-RPM) algorithm [20]. Table 2 and 3 summarize the average results of registration quality in terms of SSD and CC for these three registration algorithms for synthetic and real rat brain images, respectively. Table 2 lists the registration results for the synthetic images, which are selected from 16 DSC images with randomly selected parameters of geometric transform and Gaussian noise. The parameters for geometric transform \(T\) are selected in the ranges of

\[
\begin{bmatrix}
N(1, 0.3) & N(0, 0.2) & N(H/5, H/30) \\
N(0, 0.2) & N(1, 0.3) & N(W/5, W/30) \\
N(0, 0.05) & N(0, 0.05) & 1
\end{bmatrix}_{3 \times 3},
\]

and \(W\) represent the height and width of images, respectively; the parameters for Gaussian noise are selected in the ranges of \(N(0, 2 \pm 1)\). Table 3 lists the registration results evaluated from all the pairs of DSC images. The results indicate that the proposed algorithm can achieve satisfactory registration accuracy and quality, which is better than other two approaches.

3.3. Statistical Evaluation
To validate whether these three algorithms are significantly different or not, one-way analysis of variance (ANOVA) and multiple comparison tests are performed for the analysis of SSD and CC on both the synthetic and real data. The statistical analyses with one-way ANOVA are used to evaluate if the difference is significant for the factors SSD or CC. After analyzing with the one-way ANOVA, multiple comparison tests are used to estimate the \(p\)-values and significance of each pair of algorithms.

We obtain \(p\)-values less than 0.0001 and less than 0.0001 for SSD and CC respectively for synthetic data, while the \(p\)-values are less than 0.0001 and less than 0.0001 for SSD and CC respectively for real data. The results of test indicate that these three algorithms are significantly different among them. More detailed comparisons of \(p\)-values between each pair of approaches and multiple comparison tests of means are then performed. The results indicate that there are significant differences in the estimation of SSD and CC between the optical flow-based approach and proposed algorithm for synthetic data (\(p\)-values be <0.0001 and <0.0001 for SSD and CC, respectively). The results also denote that the proposed algorithm is significantly better than the TPS-RPM algorithm in both SSD and CC for synthetic data (\(p\)-values be <0.0001 and <0.0001 for SSD and CC, respectively). In addition to synthetic data, the results of tests for real data are also discussed. The results demonstrate that there are significant differences in SSD and CC estimation between the optical flow-based approach and TPS-RPM algorithm for real data, whereas they show that the proposed algorithm is significantly better than optical flow-based approach in SSD and CC estimation (\(p\)-values be <0.0001 and <0.0001 for SSD and CC, respectively). The results also indicate that the proposed algorithm is better than the TPS-RPM algorithm in both SSD and CC for real data (\(p\)-values be <0.0001 and <0.0001 for SSD and CC, respectively). Accordingly, the proposed algorithm obtains promising performance in the evaluation of registration quality for both the synthetic and real data.

3.4. Computation Time
The computation time is considered to evaluate the computational efficiency of the proposed algorithm in this study. We port the algorithm on mobile phones. More specifically, the registration results are obtained on a mobile phone with a 600 MHz processor and 384 MB RAM. The algorithm can also be performed on other mobile devices. The results indicate that the registration procedure takes 5.27 ± 0.41 (mean ± standard deviation) seconds for image pairs acquired from Fig. 4, 5, 6, 7. It indicates that the proposed method is less time consuming in computation cost.

Conclusion
In this study, we have presented an image registration algorithm for the application of consumer devices. A multiresolution wavelet-based method is exploited to retain significant features by
discarding the noise. An analytic differential approach is then proposed to achieve fast registration of perspective projection. Finally, we refine registration accuracy to subpixel precision by the FMLM method. It reduces the computational cost quite significantly due to its feature-based and nonlinear characteristic. Moreover, we further improve image quality by performing vignette compensation and color/luminance difference adjustment. It shows that this study is fairly valuable for equipping the consumers with a powerful tool in life applications. In future work, the algorithm will be further improved to increase the robustness of registration.

Author Contributions
Conceived and designed the experiments: WYH. Performed the experiments: WYH. Analyzed the data: WYH. Wrote the paper: WYH. Designed the software used in analysis: WYH.

References
1. Viergever RF, Ghersi D (2011) The Quality of Registration of Clinical Triab. PLoS ONE 6(2), 10.1371/journal.pone.0014701.
2. Ali L, Hasck JC, Bol K, Klein S, Tie ST, et al. (2011) Facilitating Tumor Functional Assessment by Spatially Relating 3D Tumor Histology and In Vivo MRI. Image Registration Approach. PLoS ONE 6(8), 10.1371/journal. pone.0022835.
3. Sujhoko D, Carudo MP, Bourgeois D, Mendi M, Hainaut P, et al. (2011) Increase in Female Liver Cancer in The Gambia, West Africa: Evidence from 19 Years of Population-Based Cancer Registration (1988–2006). PLoS ONE 6(8), 10.1371/journal.pone.0018415.
4. Xu D, Kasperis T (2007) A hybrid and hierarchical approach to aerial image registration. International Journal of Pattern Recognition and Artificial Intelligence 21(3): 573–590.
5. Shu F, Yap PT, Wu G, Jia H, Gilmore JH, et al. (2011) Infant Brain Atlases from Neonates to 1- and 2-Year-Olds. PLoS ONE 6(4), 10.1371/journal. pone.0018746.
6. Hsu WY (2012) Application of Competitive Hopfield Neural Network to Brain-Computer Interface Systems. International Journal of Neural Systems 22(1): 51–62.
7. Caskey CF, Hlawitschka M, Qin S, Mahakian LM, Cardiff RD, et al. (2011) An Open Environment CT-US Fusion for Tissue Segmentation during Interventional Guidance. PLoS ONE 6(11), 10.1371/journal. pone.0023732.
8. Holden M (2008) A review of geometric transformations for nonrigid body registration. IEEE Trans. Med. Imag. 27(1): 111–128.
9. Ribes D, Parafita J, Charrier R, Magara F, Magistretti PJ, et al. (2010) JULIDE: A Software Tool for 3D Reconstruction and Statistical Analysis of Autoradiographic Mouse Brain Sections. PLoS ONE 5(11), 10.1371/journal. pone.0014994.
10. Hsu WY (2011) Continuous EEG signal analysis for asynchronous BCI application. International Journal of Neural Systems 21(4): 335–350.
11. Zuo XN, Xing XX (2011) Effects of Non-Local Diffusion on Structural MRI Preprocessing and Default Network Mapping: Statistical Comparisons with Isotropic/Anisotropic Diffusion. PLoS ONE 6(10), 10.1371/journal. pone.0026703.
12. Eichorst JP, Lu S, Xu J, Wang Y (2008) Differential Rheo Dynamics in Migratory and Stationary Cells Measured by FRET and Automated Image Analysis. PLoS ONE 3(12), 10.1371/journal. pone.0008082.
13. Hsu WY, Sun YN (2009) EEG-based motor imagery analysis using weighted wavelet transform features. Journal of Neuroscience Methods 167(2): 310–318.
14. Chen QS, Defrise M, Deconinck F (1994) Symmetric phase-only matched filtering of Fourier-Mellin transforms for image registration and Recognition. IEEE Trans. Pattern Analysis and Machine Intelligence 16(12): 1156–1168.
15. Mann S, Picard RW (1997) Video orbits of the projectile group: a simple approach to featureless estimation of parameters. IEEE Trans. Image Processing 6(9): 1281–1295.
16. Hsu WY (2011) Analytic differential approach for robust registration of rat brain histological images. Microscopy Research and Technique 74(6): 523–530.
17. Rohlfing T, Maurer CR, Bluemke DA, Jacobs MA (2003) Volume preserving nonrigid registration of MR breast images using free-form deformation with an incompressibility constraint. IEEE Trans. Med. Imag. 22(6): 730–741.
18. Foroughi P, Absolmaeemi P, Hashtrudi-Zaad K (2006) Intra-subject elastic registration of 3D ultrasound images. Medical Image Analysis 10(4): 713–725.
19. Hsu WY, Poon WP, Sun YN (2008) Automatic seamless mosaicing of microscopic images: Enhancing appearance with color degradation compensation and wavelet-based blending. Journal of Microscopy 231(3): 408–418.
20. Chui H, Rangarajan A (2003) A new point matching algorithm for non-rigid registration. Computer Vision and Image Understanding 89(2–3): 114–141.
21. Mamitsuka H (2005) Finding the biologically optimal alignment of multiple sequences. Artificial Intelligence in Medicine 35(1–2): 9–18.
22. Heeger DJ (1996) Notes on motion estimation. Psych 267/CS 346/D/EE 365.