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Abstract—We are well aware of the many problems that our current generations are facing. From all these new enhancements in the real world, it has been quite hard for them to keep up with everything evolving around them. Keeping all this in mind, they work day in and out to make sure that their knowledge of their surroundings up to date. However, we believe that they fail to take care of themselves in the process correctly. No matter how much a particular individual may withstand in terms of workload, stress, or other mental & emotional barriers, our physical body will always be the critical aspect to overcoming them. Most people believe that working out and maintaining physical fitness are the significant aspects to sustain an excellent physical form, but they simply overlook the most crucial element which is their eating habits [1]. Although our body may be physically fit, the nourishment of our body depends on the eating styles that we follow on a day to day basis. Food is what nourishes our body with most of the proteins & minerals that we require; without it, we wouldn’t be able to accomplish much. On conducting worldwide research on people's lifestyles, we were able to conclude that over the past 33 years, the obesity rate among human beings has increased by a mere 27.5%. What seems to be the most thoughtful yet intriguing fact is that although many people are overweight as well as obese, they still believe that their eating habits are healthy [2]. Most people are living in the dilemma of the fact that they maintain a healthy lifestyle. We aim to study the views on a healthy lifestyle as per the norms of our current generation. We want to analyze their daily eating habits as well as their thoughts on their lifestyle. So the question that remains is “What exactly is a Healthy Eating Lifestyle?”[3] To know the accuracy of our data set we use the machine learning algorithms like Support Vector Machine (svm), Naïve-Bayes Classifier which are used for both classification and regression [4].

Index Terms: Support vector machine (SVM), Naïve Bayes classifier

I. INTRODUCTION

Our project mainly focuses on analyzing the lifestyles in terms of food on our current generation. For us to accomplish this, we have conducted an extensive survey which consisted mostly of students from our college as well as a few of the colleges in our locality. By this survey, we came to know that they are consuming the nutritional food or not based on their preference given in the study. For this, we have calculated the accuracy of our dataset with the help of machine learning algorithms like support vector machine (SVM) and Naïve-Bayes classifier [5].
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1. Support Vector Machine (SVM):
It is a supervised learning method used for the classification of both linear and non-linear data. It uses a non-linear mapping to a highly sufficient dimension; data from two classes can always be separated by a hyperplane (a “decision boundary” separating the tuples of one class from another). These are much less prone to overfitting. These support vectors can provide a compactness description of the learned model. SVM can also be used for numeric prediction, regression, and outlier-detection. SVM is applied in many areas, including handwritten digit recognition, object recognition, speaker identification, and benchmark time-series prediction tests [12].

1.1 Linear Support Vector Machine Classifier:
In this, the data points are considered as a p-dimensional vector, and (p-1) dimensional points separate them with a hyper-plane. There may be many hyperplanes separating the linear data, but we have to choose the best hyper-plane, which maximizes the edges (the distance between hyper-plane and the closest data point of either class).

The maximum margin hyper-plane is determined by the data points that are nearest to it, which maximizes the distance between the hyper-plane and data points. The data points which Support our hyper-plane are known as support vectors.

Figure 1.1(a) Linear Support Vector Machine Classifier

1.2 Non-Linear Support Vector Machine Classifier:
In this, data points are non-linearly separable in a p-dimensional space. These non-linear hyper-planes are drawn by using kernel tricks. Every kernel holds a non-linear kernel functions.
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The proposed system that we are going to use is:

2. Naive-Bayes Classifier:
   It is a supervised learning method used for the classification of massive datasets. It gives accurate results when we use it for textual data analysis. It mainly works based upon the Bayes theorem [16].

   1. Bayes theorem:
      It uses mostly the conditional probability. Conditional probability is the likelihood of an event that will happen, given that an event that has already occurred. By this, we can calculate the possibility of this event using its prior knowledge.

      \[ P(H \mid E) = \frac{P(E \mid H) \cdot P(H)}{P(E)} \]

      Where,
      \( P(H) \) = probability of hypothesis H being actual (prior probability),
      \( P(E) \) = probability of the evidence,
      \( P(E\mid H) \) = probability of the evidence given that the hypothesis is true,
      \( P(H\mid E) \) = probability of the hypothesis given that evidence is there.

   II. PROCEDURE

   Our project focused on 4 major stages. The first stage consisted of us gathering the required Data for our Study. The next two consist of us importing the collected data into our program and having it pre-processed. The last stage consists of the implementation of algorithms. Once we have successfully implemented our data with various libraries within ‘R’, we can compare the accuracy of the dataset. Let’s take a closer look at each step in our process[6].

   The proposed system that we are going to use is:

   ![Figure 1.1(b)Non-Linear Support Vector Machine Classifier](image)

   ![Figure 2.Proposed system of our dataset](image)

1) Collection of Data:
   For us to commence our study on the lifestyles of the current generation, we needed data sets to work with. We required data sets that would help us understand 2 significant aspects
   i) The Daily Eating Habits of a person.
   ii) The person's outlook on whether their eating style is healthy or not.

   Keeping these two critical aspects in mind, we created an online survey using google forms for students to fill out. The study mainly focused on a person's daily eating habits focusing on what types of food they consumed. From these habits, we ended our survey with a simple question on their views or opinions on whether their lifestyles are healthy. Once our investigation was completed, we were able to output our data in the form of an Excel sheet. The sheet had all the questions placed along the x-axis, while each entry was considered on the y-axis. Once we have properly saved our Excel sheet on our computer, we can now progress to the next stage of implementation and Analysis.

   The attributes that we gathered from our survey form are Age, Gender, Diet Plan, time you wake in weekdays, time you wake in weekend, prefer as soon as you wake, Breakfast in a Rush, skip Breakfast, more in Breakfast, Breakfast in Restaurant, Breakfast in Canteen, Breakfast in Street, After your Breakfast, break time, Lunch Time, food in Lunch, type of food in Lunch, skip Lunch, Snacks you eat more, often you have your Snack, Dinner Time, eat more in Dinner, skip your Dinner, after Dinner, kind of food you prefer more and other values for attributes.

2) Importing our Metadata:
   The most crucial step in any process is gathering all of our pre-requirements. In this stage, we must introduce 2 of the essential requirements into our program, the data along with the required libraries for analysis.

2.1) Importing our Survey Data:
   We will be implementing our project with the help of ‘R’. For us to implement all our Data-sets that are stored in a single excel sheet into our program, we must undergo the following procedure. The most important part is making sure that our sheet is properly saved in the folder of our wish. From here on out, we will use the setwd() function within ‘R’ so that we can set the path to the folder in which our sheet is saved.

   Once we have used the setwd() function in ‘R’, the path will be properly set to the designated folder. The next step involves...
selecting our datasheet so that our program can further access it for future analysis. To do this, we will be using the inbuilt read.csv() function. This function, however, will return our file to have it stored in the form of a vector. To do this, we must first declare a variable and then read our sheet into it.

2.2) Importing Required Libraries:
For us to further access the many tools within 'R', we will have first to import the required libraries. One of the essential Libraries in ‘R’ is ‘e1071’, ‘klar’, ‘caret’. These are the most important and widely used packages in ‘R’ as it permits us to analyse our data in many different methods statistically.

It provides us many different functions that allow us to study the structure of our data as well as the variety of data collected. Further services contained in this library permit us to plot the statistical analysis of our data in many different formats. The study of data is entirely flexible with the desires of the user and can provide very accurate values and details.

3) Data preprocessing:
This data has some quality that satisfies the requirements of its use. Many factors consist of data quality, including accuracy, completeness, consistency, timeliness, believability, and interpretability. In real-world, the data is dirty incomplete with lacking attribute values, specific attributes of interest, or containing only the aggregate data, and incomplete data may come from, “Not applicable” data value when collected. Different considerations between the time when the data was collected and when it is analysed. Human/hardware/software problems [6].

3.1 Noisy:
Containing errors or outliers Noisy data (incorrect values) may come from Faulty data collection instruments, Human or computer error at entry of data, Errors in the transmission of data [7].

\[ \text{e.g., Salary} = \text{"-10"} \]

3.2 Inconsistent:
Containing some disparities in codes or names, Inconsistent data may come from. Different data sources. Functional dependency violation (e.g., modify some linked data) [8].

Duplicate records also need data cleaning
\[ \text{e.g., Age=\"52\" Birthday=\"03/07/1998\"} \]
\[ \text{e.g., Was rating \"1,2,3\", now rating \"A, B, C\".} \]
\[ \text{e.g., discrepancy between duplicate records.} \]

3.3 Data Pre-processing Important:
Quality decisions must be based on quality data. Data warehouse needs consistent integration of quality data, Data extraction, cleaning, and transformation comprises the majority of the work of building a data warehouse [9].

\[ \text{e.g., duplicate or missing data may cause incorrect or even misleading statistics.} \]

3.4 Major Tasks in Data Pre-processing:
One of the major tasks or techniques that we are using in data pre-processing is data cleaning.

3.5 Data cleaning:
It is a process of identifying and changing or removing the data from a data-set, table, or database and which identifies the incomplete, incorrect, inaccurate, or irrelevant parts of the data, and this data is used in replacing, modifying, or deleting the dirty data. It may be executed interactively with data wrangling tools, or as batch processing through scripting. After this, a data set should be consistent with other similar data sets in the system. The inconsistencies detected or removed may have been initially caused by user entry errors, by changing in transmission or storage, or by different data dictionary definitions of similar entities in different stores. It differs from data validation in that validation almost invariably means data is rejected from the system at entry and is executed at the time of entry, rather than on batches of data [10].

The primary process of this is, it may involve removing typographical errors and correcting those values against a list of entities. The correction may be strict (such as rejecting any address that does not have a valid postal code) or fuzzy (such as correcting records that partially match existing, known records). Some of this data cleansing solutions which will clean data by cross-checking with a validated data set. A typical data cleansing practice is data enhancement, where data is made more complete by adding related information. For example, appending addresses with any phone numbers related to that address. Data cleansing may also involve activities like harmonization of data and standardization of data. For example, harmonization of shortcodes (st, rd, etc.) to actual words (street, road, etcetera). Standardization of data is a means of changing a reference data set to a new standard, ex, use of standard codes [11].

3.6 Missing Data:
In this, the data is not always available
E.g., many data records have no recorded value for several attributes, such as customer income in sales data, missing data may need to be inferred [13]

Missing data may be due to:
1. Equipment malfunction
2. Inconsistent data
3. Data not entered due to misunderstanding
4. Certain data may not be considered necessary at the time of entry
5. Not register history or changes of the data

3.7 Handle Missing Data:
Ignore the tuple when the class label is missing (assuming the tasks in classification are not active even when the percentage of missing values per attribute varies [14].

1. Fill the missing value manually: tedious + infeasible?
2. Fill in it automatically with
I.A global constant: e.g., “unknown”, a new class?
II.the attribute mean
III.the attribute mean for all samples belonging to the same class: smarter
IV.the most probable value: inference-based such as Bayesian formula or decision tree.

3.8 Noisy Data:
1. Random error or variance in a measured variable
2. Incorrect attribute values may be due to
I. faulty data collection instruments
II. Entry of data problems
III. Transmission of data problems
IV. Inconsistency in naming convention
3. Other data problems which requires data cleaning
I. duplicate records
II. Incomplete data
III. Inconsistent data
3.9 Handle Noisy Data:
- **Binning**
  - first sort data and partition into (equal-frequency) bins
  - Then one can smooth by bin means, smooth by bin median, smooth by bin boundaries, etc. [15].
- **Regression**
  - smooth by fitting the data into regression function

### 4. Implementation of Algorithms:

These algorithms are machine-learning techniques that are used for classification, regression, prediction, and outlier-detection. The machine learning techniques are used for both supervised learning and unsupervised learning [20].

Some of the machine learning techniques are SVM, Decision Tree, Random Forest, Logistic Regression, KNN, K-Classifier, Naïve-Bayes classifier [21].

Now we are considering the two algorithms like SVM and Naïve-Bayes classifier for getting the accuracy of the dataset [22].

#### 4.1 Implementation of SVM-Algorithm:

Using e1071 and caret library of the R language, we implemented a support vector machine algorithm to classify data about the nutritious diet of several users collected from the internet. The data contain attributes like age, Gender, diet plan of different users. The main decision we need to make from the set is whether the person is eating healthy food or not. Here kind of food you eat more is the dependent attribute and remaining all are independent attributes. We divided the entire data into two categories one is for training purposes, and another is for testing purposes. Train and test are in the ratio of 70:30 compositions. Once the training of data is completed, we can predict the outcomes of different data of similar kind to our model through the model we build with the help of a support vector machine in a supervised learning mechanism. This model predicts almost 75 percent accurately [17].

#### 4.2 Implementation of Naïve-Bayes classifier-Algorithm:

Using klar library of the R language, we implemented the Naive Bayes algorithm to classify data about the nutritious diet of several users collected from the internet. The data contain attributes like age, Gender, diet plan of different users. The main decision we need to make from the set is whether the person is eating healthy food or not. Here kind of food you eat more is the dependent attribute and remaining all are independent attributes. We divided the entire data into two categories one is for training purposes, and another is for testing purposes. Train and test are in the ratio of 70:30 compositions. Once the training of data is completed, we can predict the outcomes of different data of similar kind to our model through the model we build with the help of naive Bayes classifier in a supervised learning mechanism. This model predicts almost 73 percent accurately [18].

#### 4.3 Comparison of Algorithms:

After the implementation of SVM and Naïve-Bayes classifier for our dataset. Compare the accuracy’s of both algorithm and select the best algorithm [19].

### III. RESULTS

The outputs for the SVM algorithm are:
The outputs for Naïve-Bayes Classifier are:

| Healthy Food | Junk Food |
|--------------|-----------|
| Accuracy: 0.748 | Kappa: 0.223 |
| Specificity: 0.900 | Sensitivity: 1.000 |
| PPV: 0.432 | NPV: 0.100 |
| DR: 0.122 | Balanced Accuracy: 0.650 |

| Precision | Recall | F1 Score | Support |
|-----------|--------|----------|---------|
| Healthy Food | Junk Food |
| Healthy Food | 0.998 | 0.814 | 0.901 | 75 |
| Junk Food | 0.998 | 0.814 | 0.901 | 75 |

| Confusion Matrix | Healthy Food | Junk Food |
|------------------|--------------|-----------|
| Healthy Food | 374 | 0 |
| Junk Food | 377 | 629 |

The confusion matrix shows the number of correct and incorrect predictions made by the classifier. The classifier has a high accuracy and balanced accuracy, indicating it performs well on both classes.
We were able to successfully conclude that our modern generation lives in a state of dilemma. From our analysis, we were able to learn that the vast majority of the people that participated in our survey prefer a healthy lifestyle. However, most people according to their eating habits are actually on an unhealthy path yet quite unaware of it. Although they are leading an unhealthy lifestyle when asked how they overview their day to day habits, they confidently answered that they lead a healthy lifestyle. We believe that it should be taken into our hands to further educate our youth about their eating habits and knowledge of nutritional requirements.

### IV. CONCLUSION

We were able to conclude that our modern generation lives in a state of dilemma. From our analysis, we were able to learn that the vast majority of the people that participated in our survey prefer a healthy lifestyle. However, most people according to their eating habits are actually on an unhealthy path yet quite unaware of it. Although they are leading an unhealthy lifestyle when asked how they overview their day to day habits, they confidently answered that they lead a healthy lifestyle. We believe that it should be taken into our hands to further educate our youth about their eating habits and knowledge of nutritional requirements. From this, we are also able to find that the accuracy that we obtained from SVM and naïve-Bayes classifier, SVM gives more accuracy when compared to naïve-Bayes classifier.

### IV. TABLE1: Accuracy table

| Machine learning algorithms | Accuracy |
|-----------------------------|----------|
| Support vector machine(SVM) | 74.88    |
| Naïve-Bayes classifier      | 73.02    |
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