Wikinflection Corpus: A (Better) Multilingual, Morpheme-Annotated Inflectional Corpus

Eleni Metheniti* †, Günter Neumann‡
*CLLE-CNRS, †IRIT-CNRS, ‡DFKI
* †Toulouse, France ‡Saarbrücken, Germany
eleni.metheniti@{*univ-tlse2.fr, †irit.fr}, ‡neumann@dfki.de

Abstract

Multilingual, inflectional corpora are a scarce resource in the NLP community, especially corpora with annotated morpheme boundaries.

We are evaluating a generated, multilingual inflectional corpus with morpheme boundaries, generated from the English Wiktionary (Metheniti and Neumann, 2018), against the largest, multilingual, high-quality inflectional corpus of the UniMorph project (Kirov et al., 2018). We confirm that the generated Wikinflection corpus is not of such quality as UniMorph, but we were able to extract a significant amount of words from the intersection of the two corpora. Our Wikinflection corpus benefits from the morpheme segmentations of Wiktionary/Wikinflection and from the manually-evaluated morphological feature tags of the UniMorph project, and has 216K lemmas and 5.4M word forms, in a total of 68 languages.
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1. Introduction

Inflection is the linguistic process in which a word acquires morphological features, which allow it to create syntactic dependencies with its context or express an additional nuance without changing the word’s core meaning, e.g. number, time. To create inflection on a word-surface level, different languages make different choices on what transformations will occur to the stem of the word, what morphemes will be added (at the end, start, middle, and how many of them). Knowledge on the way a language creates inflections is crucial, in order to be able to identify and create different forms of the base word, the lemma, (re-)inflection) and be able to reverse the process (lemmatization).

In this paper, we are describing our method of creating a multilingual inflectional corpus, using two available inflectional corpora; the corpus from the UniMorph project (Kirov et al., 2018), and the corpus we generated from the paper and code of the Wikinflection project (Metheniti and Neumann, 2018). The UniMorph corpus is the largest to date inflectional corpus, including 108 languages and ~10.7 word forms, and has been extensively evaluated and enriched with other resources. However, it only includes entire word forms, without information on a sub-word level; meanwhile, Wikinflection generates a corpus of 6.4M words in ~140 languages, and offers the morpheme segmentations of word forms as they exist in the English Wiktionary templates. We test the robustness and quality of the generated Wikinflection corpus by generating an iteration of the Wikinflection corpus and running our old evaluation script. In addition, we also evaluate Wikinflection with the UniMorph corpus. Results show that Wikinflection is of lower quality than UniMorph, due to the lack of manual evaluation, with the most serious problem being the inability to capture all grammatical tags for some word forms.

From our findings, we were also able to create a new corpus, the Wikinflection corpus, from the generated corpus of Wikinflection and the UniMorph corpus, by evaluating Wikinflection with UniMorph. Our corpus has 216K lemmas and 5.4M word forms, in 68 languages, with the morpheme segmentations for every word form from Wikinflection and evaluated on word forms with UniMorph and using the morphological feature tags of UniMorph, converted to the Universal Dependencies tag set (Nivre et al., 2018). Our corpus is released on GitHub.

2. Previous Work

There is a limited amount of corpora with inflectional information made available to the NLP community, because manual segmentation and evaluation are difficult, costly and time-consuming. Automatic segmentation is favoured, with semi-supervised or unsupervised methods (Cotterell et al., 2015; Ruokolainen et al., 2016; Cotterell et al., 2016). Only a few corpora have a significant number of entries that are annotated for morphological inflections and with segmented words; CELEX for English, Russian, German and Dutch (Baayen et al., 1996), the Tübingen Treebank of Written German for German (Telljohann et al., 2004), Korpus 2000 for Danish (Asmussen, 2001), Corpus Of Serbian Language (CSL) for Serbian (Kostić, 2001), Stockholm Umeå Corpus for Swedish (Ejerhed et al., 2006), the dataset of the Morpho Challenge for English, Finnish and Turkish (Kurimo et al., 2010), Italian Content Words v3 for Italian (Grella, 2018).

A widely-used source for gathering data and creating corpora is Wiktionary, the open-access, crowd-sourced multilingual dictionary of the Wikimedia foundation. The Wiktionary, in its many source languages, offers various linguistic information on the target words; while some is easily accessible from the XML dump files, such as translations (Acs et al., 2013) and lexical-semantic information (Zesch et al., 2008), other information is not explicitly present, but is generated. The conjugation and declension of lemmas is, unfortunately, not readily available via...
the parsing tools and the resources made available by the Wikimedia foundation, but is created with the use of inflectional templates and inflectional modules. Every time the online HTML page of a lemma is accessed, the inflectional templates (human-readable templates of inflectional classes, created by the Wiktionary community) and modules (machine-readable code in Lua) linked to this lemma are used to generate the inflectional tables in the page. Therefore, the inflectional paradigm is not explicitly embedded in the static XML file that generates the online pages.

However, there have been some attempts to mine Wiktionary for its inflectional information. IWNLP (Liebeck and Conrad, 2015) is a parser for the German Wiktionary, which is able to access the lemma’s inflectional template and recreate its inflectional paradigm. Their method involved re-implementing the Lua modules for inflectional templates of Wiktionary into C#, and then using these inflectional templates alongside lemmas to generate inflectional paradigms with inflectional segmentations (as given by the templates). While they achieved very high quality and accuracy, their method requires great effort and is only used on a fraction of the German words in Wiktionary.

The Universal Morphology (UniMorph) project is a long-standing project which has released the largest multilingual inflectional corpus to date (UniMorph 2.0), generated by the English Wiktionary (Kirov et al., 2018). Their approach to extracting the relevant information from the Wiktionary is different than that of Liebeck and Conrad (2015): they used the static HTML pages of Wiktionary instead of the offline resources, which allowed them to capture word forms that are explicitly written and not generated by a template or word forms which are dictionary entries but not lemmas. These word forms, however, are not segmented to their morphemes, as such information is only available through templates in Wiktionary. They annotated their inflectional paradigms with their own UniMorph schema (Sylak-Glassman et al., 2015), which aims to capture all morphological features of human languages in one unified notation. Unlike the 1.0 version of UniMorph (Kirov et al., 2016), the UniMorph 2.0 corpus is generated by the inflectional tables of the lemma, the tables were grouped based on similarity, and human annotators evaluated, annotated and corrected the pairs of word forms and generated morphological feature tags. This ensured that the UniMorph 2.0 corpus has gold-standard word forms and high-quality annotations for all the 400K inflectional paradigms and 10.7M word forms present.

Another approach to mine the English Wiktionary for inflectional information is Wikinflection (Metheniti and Neumann, 2018). Our approach made use of the static HTML inflectional tables of the Wiktionary, to recreate inflectional templates which could then be associated (with the Wiktionary’s dynamic links) and used with lemmas in the Wiktionary XML dump file, to generate inflectional paradigms with inflectional morpheme boundaries, where the segments added by the template are considered to be the word’s inflectional morphemes. We also offered a script to randomly evaluate the inflectional templates, by randomly selecting one corresponding lemma and inflectional paradigm for each template, and checking the lemma’s HTML page on Wiktionary. Before evaluation, our generated corpus has 225.453 inflectional paradigms and 1.708 inflectional templates, generating 8,426,800 inflected words, in a total of 199 languages. After performing some random evaluations, we reported different numbers for each evaluation; random evaluation 3 returned 210,172 inflectional paradigms and 1,521 templates, and 6,024,077 word forms for 138 languages. We have thoroughly documented the shortcomings of generating inflections without extensive and human evaluation, mostly due to the conflicting styles and templates used across different target languages in the English Wiktionary; our approach to massively gather information from the diversely structured tables of the Wiktionary led sometimes to partial loss of morphological tags. In addition, we were also critical of our own method of evaluation, because it is prone to errors and returns different results in every evaluation run.

3. Re-evaluating Wikinflection

In our previous paper, we (Metheniti and Neumann, 2018) presented our method of generating inflections by reverse-engineering the process in which the Wiktionary server generates inflections on command, every time the page of a dictionary entry is loaded. From the Wiktionary XML dump file, we find words that are lemmas and have inflectional information, we gather the dynamic links that connect a lemma to its corresponding inflectional template, and then we look up the HTML pages for these inflectional templates. With the parsed templates and the information provided in the dynamic link (stem, stem allomorphs, phonetic additions), we expect to be able to exactly recreate the inflectional paradigms as presented in the HTML page of a lemma, and maintain the morpheme boundaries among the stem/stem allomorph and the inflectional morphemes.

A method of evaluation, however, is necessary; for each of the 1,708 unique inflectional templates, we randomly choose a lemma associated with that template, we look up the online HTML page for the lemma in Wiktionary, and we remove any generated word forms which were not found in the HTML page. This method of evaluation was selected because there are not large enough corpora for all the 199 languages for which Wikinflection has generated paradigms, and even in high-resource languages, some inflected types are very rare. However, this method of evaluation does not guarantee gold-standard quality, as the authors document, three different executions of our evaluation script produced corpora of different sizes; for example, when the template for Latin second declension was evaluated with the noun campus “campus”, all word forms were deemed correct and thus no corrections were made in the template, but when it was evaluated with the proper noun Herostratus, the word forms associated with the plural number were not found because the proper noun does not exist in plural.

We decided to run the Wikinflection code, generate the corpus via the Metheniti and Neumann (2018) script and
that we could use the UniMorph corpus for evaluation, as it is also created with the use of the English Wiktionary, is larger than the Wikinflection corpus, and is manually evaluated. We downloaded the current versions of the repositories for each available language, and in Table 1 we are presenting the current size of each language’s corpus. We ran the evaluation in the same method as in [Metheniti and Neumann (2018)]; we are randomly selecting one corresponding lemma for every non-evaluated template, we are generating its inflectional paradigm, and then we are checking the existence of each word form in the UniMorph corpus. We then check, for each word, whether its morphology tags from the generated template and the morphological tags of UniMorph are a (partial) match and if they are, we overwrite them with the UniMorph features in the corresponding position of the template. In order to perform this, we have to convert the UniMorph schema to the Universal Dependencies schema (Nivre et al., 2018), because Wikinflection is built on Universal Dependencies. We used a conversion list provided by McCarthy et al. (2018) in their Github repository.

We are presenting the results of our evaluation with UniMorph in Table 1 as well. First of all, we notice a drop in the remaining languages, because UniMorph has 108 languages compared to the 149 in Wikinflection, and the reason that we have even fewer is that UniMorph was enriched with sources other than Wiktionary (e.g. corpora in Italian, Grella (2018), or some languages in Wiktionary do not have any inflectional templates with significant inflectional information (e.g. Ancient Greek). The number of inflectional templates has been halved, but we can deduce that the remaining templates are of good quality since they have been evaluated with UniMorph, and we also ensured to get rid of the duplicate word forms in the templates.

We notice that the Wikinflection corpus lacks some high-resource languages present in UniMorph, such as French, or has a dramatically smaller number of lemmas and word forms, such as in Arabic and Portuguese. This is probably due to the lack of or the bad structure of the inflectional templates for these languages in Wiktionary, which Wikinflection was not able to parse. However, we notice that for some languages (e.g. Ingrian, Veps) the evaluated Wikinflection has more word forms than UniMorph; this is because we evaluate the templates, and generate the word forms. It is possible that the UniMorph project has not fully queried all the HTML pages for dictionary entries for a language, but since we are using the XML file, we have access to all dictionary entries and can create inflections for whichever lemmas are linked with inflectional templates.

In order to check the improvement in quality that the evaluation with UniMorph brought, we decided to pick one of the randomly chosen words from the previous Wiktionary evaluation, so that we can compare all the evaluated and non-evaluated outputs with a human evaluation. We se-

| Corpus type       | No. languages | Inflectional templates | No. Lemmas | No. Words |
|-------------------|---------------|------------------------|------------|-----------|
| Non-evaluated     | 149           | 1.810                  | 274.798    | 9.320.503 |
| Wiktionary        | 140           | 1.614                  | 254.712    | 6.447.613 |
| Evaluation        | 68            | 977                    | 216.624    | 5.410.746 |

Table 1: The size of the generated Wikinflection corpus (number of languages present, number of (correct and updated) inflectional templates, number of lemmas and number of inflected word forms. The first row refers to the generated corpus from Wikinflection, without evaluation, the second row refers to the Wikinflection corpus after the one random evaluation we performed using Wiktionary and our Wikinflection script, and the third row refers to the evaluation we performed using the UniMorph corpus.

then, at first, evaluate with the evaluation script we previously used and provided in the Wikinflection repository. We used the latest English Wiktionary XML dump file (November 21, 2019) alongside the Python3 code. The results of the generated corpus, before evaluation, are shown in the first row of Table 1 because the Wiktionary is constantly adding new dictionary entries and improving the existing templates. We then ran the evaluation script as provided by the authors, and we report the results in the second row of Table 1. The numbers are, foreseeably, lower than in the non-evaluated corpus, and are close to the evaluation runs that the authors have reported in our previous work. However, we still cannot guarantee that these evaluated, generated paradigms are of high quality; the evaluation log showed us which random lemma was picked for each inflectional template and how many word forms were corrected from each template. We manually checked a few of the corrected templates, by accessing the HTML pages of the inflectional plate and the chosen lemmas, and we noticed the problems with the evaluation. For example, the inflectional template *es-conj-%C3%A9rir* for verbs ending in *-ir* in Spanish; even after the evaluation, there were four duplicate forms of the infinitive form in the template. On the other hand, the inflectional template *fi-decl-k%C3%A4si-kulkija* for Finnish nouns was erroneously found entirely incorrect, because the random word chosen for this template, *Uusi-Kaledonia* “New Caledonia”, is a proper noun without plural, and different rules in Wiktionary applied outside of inflectional templates implement these transformations in the lemma’s page.

Since, in order to perform an evaluation on all the Wiktionary languages, we need a source of inflected forms as big and multilingual as in the Wiktionary, we considered

github.com/lenakmeth/Wikinflection
en.wiktionary.org/wiki/Template:
es-conj-%C3%A9dr
en.wiktionary.org/wiki/Template:
fi-decl-k%C3%A4si-kulkija
en.wiktionary.org/wiki/Uusi-Kaledonia

We are not looking for a one-to-one match of the UniMorph and the Wikinflection tags, as long as the word form matches. Wikinflection’s tags are problematic, and it would be impossible to get a perfect match.

github.com/unimorph/ud-compatibility
the Spanish verb *sofreir* “to fry lightly”, which is linked to the inflectional template *es-conj-ir* which was problematic in the Wiktionary evaluation, and we examined the paradigms from the corpora and the evaluations. We are presenting four different paradigms of this lemma; the non-evaluated lemma from Wikinflection (Table 4), the paradigm from the UniMorph corpus (Table 5), the Wiktionary-evaluated, generated paradigm from Wikinflection (Table 6) and the UniMorph-evaluated generated paradigm (Table 7). First, we notice the many duplicate forms in the Wiktionary paradigms, a problem which also exists in the Wiktionary-evaluated corpus, but is dealt with using UniMorph evaluation. Second, we notice that in Wikinflection, both in the non-evaluated and the evaluated versions, there are word forms with incomplete tags; by copying the UniMorph tags, we are ensuring the complete morphological annotation of each word form. Overall, our generated and evaluated paradigm is not complete, but the word forms present are unique, correct and fully annotated both for morpheme boundaries and morphological features.

4. A new corpus: Wikinflection + UniMorph

Following this evaluation process, we believe that it would be beneficial to release the result of evaluating Wikinflection with UniMorph as an open-access resource. This corpus includes the segmentations of inflectional morphemes for every word form, as found in the Wiktionary templates and in Wikinflection, is evaluated with the use of the manually-evaluated UniMorph, and has UniMorph’s manually-annotated morphological tags. We opted for the use of the Universal Dependencies 2 schema, as opposed to the original UniMorph, since we have already converted the tags to the UD tags on the evaluation stage, and also because currently the UD schema is more commonly used in NLP applications (e.g. dependency parsers). The full list of languages and lemmas and word forms per language can be found in Table 3. We are also going to make use of the ISO 639-3 language codes, as UniMorph does, to ensure uniform language tags; both the Wiktionary and Wikinflection use different versions of the ISO 639 protocol for languages (e.g. the tag *fi* for Finnish is from ISO 639-1, and ISO 639-3 uses *fin*). An example of the format of our corpus can be seen in Table 2 for the lemma *sofreir*.

As happened during the the evaluation of Wikinflection with the Wiktionary, we run in the risk of false negatives, when evaluating an inflectional template with a random lemma that possibly does not have all forms of a template. Therefore, we ran the evaluation twice, and the corpus and the numbers we report in Table 3 are the results of two evaluation runs with UniMorph and their combination.

5. Discussion

Our work started as an effort to assess the quality of the Wikinflection corpus, the largest inflectional corpus to date (openly available) to include inflectional morpheme boundaries. We discovered that the corpus, because it is automatically generated, has several weaknesses, especially when compared to UniMorph, a carefully-evaluated inflectional corpus from a long-standing research project. However, we were able to evaluate Wikinflection with the use of UniMorph, and discovered that a significant portion of Wikinflection is on par with the UniMorph standards. From our evaluation results, we used the intersection of the two corpora to create a new one, with the strengths of each: the morpheme boundaries of Wikinflection and the gold-standard morphological tags of UniMorph.

We are aware of the weaknesses of our work; our inflectional paradigms are not complete, because of the method the inflectional information is parsed by and included in Wikinflection. We also aim to perform a more in-depth analysis of the corpora, on a manual level, to ensure that there are no false positives/negatives cause by the inflectional templates of Wiktionary and Wikinflection. However, we are confident that the quality of the Wikinflection corpus, after the evaluation with UniMorph, is on par with the UniMorph standards, for the present word forms and morphological feature tags.

Finally, we would like to address the fact that the inflectional morphemes, in Wiktionary and subsequently in Wikinflection and our corpus as well, are in most cases composites and not broken down to the smallest possible units; for example, *sofreiremos* “we will fry lightly” (see Tables 4 and 7) is decomposed to *sofre-iremos*, but should have been analyzed as:

\[
\textit{sofre-ir [+future]-emos [+1st.pers.plural]}
\]

This is a weakness of the way inflectional templates in Wiktionary are crafted, and if we would like to deal with this issue (which could prove serious for agglutinative languages such as Finnish), we would need language-specific knowledge and many resources, to ensure gold-standard quality. We aim to address this in a following edition of our corpus, but even with this problem, we see merit in releasing our work to be freely used by the NLP community, especially since our corpus currently includes a meaningful number of word forms for many low-resource languages (Ingrian, Pashto, Classical Syriac, Veps).
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Table 3: The languages and sizes of our corpus, created by the intersection of the Wikinflection and UniMorph corpora.
| Word       | Template | Features                          | POS | Prefix | Suffix | Infix | Stem |
|------------|----------|-----------------------------------|-----|--------|--------|-------|------|
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |

Table 6: The lemma sofreír in Wiktionary-evaluated Wikinflection.

| Word       | Template | Features                          | POS | Prefix | Suffix | Infix | Stem |
|------------|----------|-----------------------------------|-----|--------|--------|-------|------|
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |
| sofreír    | es-conj-ir VerbForm=Inf            | VERB | -      | -      | -      | sofreír |

Table 7: The lemma sofreír in UniMorph-evaluated Wikinflection.