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ABSTRACT

Commercial flights nearly halted due to the COVID-19 pandemic in the second quarter of 2020. Consequently, several countries have had to schedule repatriation flights to return their citizens stranded in other countries. Flight routes and schedules are known in normal circumstances, and passengers buy seats on these flights; however, the reverse steps happen in repatriation. Passengers express their need to travel, and flights are scheduled to satisfy their requests. The problem behind this flight schedule can be called the repatriation scheduling problem (RSP), in which we need to repatriate citizens from different countries. The objective of the RSP is to return the most vulnerable citizens first. The capacity of available airplanes and quarantine locations limit the number of repatriated citizens. To address this problem, we have developed a mixed-integer linear program (MILP) to model the RSP. Moreover, we suggest a basic variable neighbourhood search (BVNS) algorithm to solve the problem. We test the BVNS algorithm by creating and solving a set of 108 RSP instances and then comparing the BVNS solutions with the exact ones. Despite allocating only 20 s to run the BVNS algorithm compared to eight hours for a commercial exact solver’s branch and bound algorithm, the BVNS algorithm could find better results than the lower bounds for 62 instances and similar values for 17 instances.

1. Introduction

The spread of the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which is responsible for the coronavirus disease (COVID-19), has caused the most extensive quarantine in human history (Kharroubi & Saleh, 2020). Starting with the Chinese government’s imposition of a lockdown on Hubei province on January 23, 2020 (Lau et al., 2020), most countries followed the same steps after the World Health Organization (WHO) declared that COVID-19 is a pandemic on 11 March 2020 (WHO, 2020b). Thus, many countries restricted all forms of international and domestic travel (Chinazzi et al., 2020) to restrict people’s movement, hoping to prevent the spread of the SARS-CoV-2 virus; consequently, commercial flights were temporarily suspended. Therefore, decision-makers in several countries had to schedule repatriation flights to return their citizens from other countries. In this paper, we model and solve the flights scheduling problem that decision-makers have addressed in an impromptu manner to repatriate their citizens.

A good percentage of individuals who requested to be repatriated are expatriate workers who lost their jobs due to the COVID-19 pandemic and could not return to their countries due to the border closure and the suspension of commercial flights. Before the COVID-19 pandemic, the number of expatriate workers was expected to be 87.5 million in 2021, according to Finaccord (2017). In the Middle East alone, one million expatriates were expected to lose their jobs in Saudi Arabia due to the sudden lockdown caused by the COVID-19 pandemic in 2020 (Arab News, 2020). A similar number of expatriates was expected to leave the UAE in 2020 due to COVID-19 (Hashmi, 2020).

In addition to work, several other reasons forced people to be out of their countries after the closure of their borders. Millions of people leave their countries for reasons such as tourism and study. Consequently, countries that tried to prevent the infiltration of the SARS-CoV-2 virus by closing their borders have created another problem. Due to border closures and the suspension of commercial flights, these citizens can neither return to their countries nor survive in foreign countries. Consequently, countries had to schedule repatriation flights to return their citizens.
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The first repatriation flights due to COVID-19 were from Wuhan in China. Karim et al. (2020) have shown that between 29 January 2020 and 27 February 2020, 56 flights repatriated a total of 8597 individuals from Wuhan to 55 countries. These countries wanted their citizens to leave the epicentre of the problem. After the WHO declaration and borders closure in March 2020, the Philippines, as an example, organized a large-scale repatriation program that was called “Bring them home” (Liao, 2020). It was stated in Liao (2020) that “the coronavirus pandemic has drawn attention to the role of sending states in protecting labour migrants during disruptions, particularly by returning them to their countries of origin”.

Other countries that have organized repatriation programs similar to the Philippines include Greece (Lytras et al., 2020), India (Syal, 2020), and Australia (Haydar, 2020), to name a few. These countries have organized similar large-scale repatriation programs in collaboration with their flag-carrying airlines. Since a single airline company was responsible for carrying their citizens, the number of repatriated citizens was limited by the capacities of these airlines, in addition to policies imposed by hosting countries. The availability of quarantine locations also limited the number of repatriated citizens. Most countries have followed the recommendations of the WHO regarding the two-week quarantine duration for all repatriated citizens (WHO, 2020a). Consequently, dedicated locations with limited capacity, typically hotels (New South Wales Government, 2020), were used to quarantine and monitor returned citizens to guarantee that the SARS-CoV-2 virus would not spread in the country. Youssef et al. (2021) describes the practical aspects of Lebanon’s repatriation program.

Both the quarantine and airline fleet capacities have forced decision-makers to develop repatriation programs, for example, India (Krisnaha Kumar, 2020) and Jordan (The Jordan Times, 2020). A repatriation program consists of several phases, and in each phase, a limited number of citizens are repatriated based on the citizen’s circumstances. Thus, most countries have used platforms where citizens interested in returning can complete applications in which they mention the reason for returning. Examples of countries using this procedure include Jordan, the Netherlands, and India. For example, India’s repatriation registration form for returning its citizens from Dubai to India https://www.cgidubai.gov.in/covid_register/ allows users to select one of the following reasons for returning:

1. Medical emergency (self)
2. Medical emergency (family)
3. Death of a family member
4. Stranded tourist/visitor
5. Deportation
6. Loss of employment
7. Expiry of visa
8. Stranded student
9. Pregnancy
10. Other

Decision-makers had to choose the countries from which citizens need to be repatriated based on the received cases. Henceforth, we call the decision-maker’s problem of repatriating citizens for one phase the RSP. Fig. 1 shows the sequence of processes to repatriate citizens from foreign countries to the origin country. Each circle in Fig. 1 represents a citizen who wants to return. Circles in black represent citizens of the highest priority to return, followed by moderate priority citizens in dashed circles and low priority citizens in solid circles. Fig. 1 shows that we have two airplanes in stage I, via which we repatriate citizens in countries 3 and 5. Repatriated citizens need to stay in dedicated quarantine locations, as shown in stage II. Unlike the stage I operation—flying citizens—which is a batch operation, stage II—quarantining citizens—is not a batch operation, and each citizen would have a separate room. Note that airplanes need to be full for social and economic reasons. Readers interested in more details about the repatriation process and the possible stakeholders involved in this process are referred to Meena et al. (2021).

Previous researchers have only studied and documented repatriation due to COVID-19 from a medical perspective. For example, Lytras et al. (2020) have checked the percentages of repatriated citizens who carried the virus to Greece in March 2020. Similarly, in Içduygu (2020), the SARS-CoV-2's spread was checked among expatriates flying from Wuhan to their countries in the first three months of 2020. Karim et al. (2020) have shown that it is vital to have multi-disciplinary teams that understand how the virus might spread in an airplane when repatriating citizens and how to mitigate that spread.

Unlike the medical aspects related to repatriation, the operational aspects were not studied earlier. To the authors’ knowledge, no research paper has already analysed or developed optimization models that consider the operational side of international repatriation due to pandemics. To fill this gap, we develop a mixed-integer linear program (MILP) that captures the decision-makers’ dilemmas related to repatriating their citizens due to COVID-19 via their flag-carrying airlines. The objective of the suggested MILP is to repatriate the most vulnerable citizens who need to return, given the quarantine locations and airplanes’ capacities. We also solve the RSP using a basic variable neighbourhood search (BVNS) algorithm as the RSP is highly dynamic, i.e., new passengers might register in the repatriation platform to return or cancel their requests. The BVNS algorithm, despite its simplicity, is capable of quickly finding competitive solutions compared to solutions found using a commercial solver’s branch and bound (B&B) algorithm. We generate and solve a set of 108 instances that represent various repatriation scenarios to compare the B&B and BVNS algorithms.

In brief, the contributions of our paper are: (i) description and definition of a new optimization problem; (ii) a new mathematical programming formulation of that problem; (iii) design of a heuristic method based on Variable neighbourhood search metaheuristic to solve this new problem; (iv) extensive comparative statistical analysis of the exact and heuristic methods on instances simulated by us.

The rest of this paper is organized as follows. Section 2 presents the MILP model for the RSP and explains the model through an illustrative example, whereas Section 3 introduces the BVNS algorithm. A computational study is then presented in Section 4, in which we generate and solve a set of 108 instances. Finally, we discuss our conclusions and possible future research in Section 5.

2. Mathematical model

We start this section by listing the notation used to define the MILP model. We then formulate the MILP model and explain it through an illustrative example.
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3.1. Model notations

We divide the notation used in formulating the MILP model into three groups: indices and sets, problem inputs, and MILP model formulation, as shown in column 1 of Table 1. Columns 2 and 3 of Table 1 show the list of symbols and their definitions, respectively.

2.2. Model formulation

Set \( M = \{1, 2, \ldots, m\} \) represents the set of cities from which citizens are repatriated. Citizens in city \( i \in M \) are divided into \( p \) priority groups based on their need to return. Set \( N = \{1, 2, \ldots, n\} \) is the set of priority groups. We assume that groups are ranked in a descending order based on their priorities in set \( N \) so that the priority of group 1 is higher than group 2. We use \( P_i \) to show the number of individuals stranded in city \( i \in M \) from group \( j \in N \) who want to return to their country.

The decision-makers try to return all the citizens stranded out of the country; however, they are constrained by the airplane fleet capacity and quarantine location availability. Due to these limiting constraints, it is crucial to return citizens having high priorities first, i.e., repatriate as much as possible from group 1, followed by group 2, 3, until groups \( p \). For group \( j \in N \), decision-makers assign weight \( \omega_j \) to show the importance of returning this group. i.e., \( \omega_j \) is the importance measure of group \( j \in N \). This parameter, \( \omega_j \), can also be interpreted as the cost of keeping this group outside of the home country. The higher the group priority is, the higher the value of \( \omega_j \) is.

In addition to sets \( M \) and \( N \), we also have set \( U = \{1, 2, \ldots, u\} \) that represents the set of flag-carrying airplanes, and each airplane \( k \in U \), has capacity \( C_k \). \( QC \) denotes the available quarantine locations. In summary, we have airplanes that will repatriate citizens who reside in \( m \) different cities. The decision-makers need to decide which airplane to send to one of the \( m \) cities. Consequently, the main decision variable of the model is \( x_{ik} \) that has a value of 1 if airplane \( k \) is flying to city \( i \), 0 otherwise. Note that an airplane needs to carry \( C_k \) citizens from city \( i \), unless the number of citizens in city \( i \in M \) is less than \( C_k \).

Decision makers want to maximize the sum of the repatriated citizens’ priorities, as shown in Eq. (1), where \( R_{ij} \) is the number of citizens repatriated from group \( j \in N \) residing city \( i \in M \). To calculate \( R_{ij} \), we define first a new variable, \( P_{ij}^{rep} \), that shows the cumulative number of people in group \( j \in N \) and other groups with priorities greater than \( j \in N \), as shown in Eq. (2). For example, assuming that we have three priority groups that are ranked in descending order based on their priorities. We use the notation \((j, P_j)\) to show the priority group number and the number of stranded citizens that belong to this group. For this example, assume that we have the following situation: \((1400), (2200), (3150)\) then \( P_{1400}^{rep} = 400 \), \( P_{2200}^{rep} = P_{2200} + P_{1400} = 600 \), and \( P_{3150}^{rep} = P_{3150} + P_{2200} + P_{1400} = 750 \).

As stated earlier, if an airplane is assigned to a city, it needs to fly its maximum capacity for economic and social reasons. Airplane \( k \in U \) flying to city \( i \in M \) need to carry \( C_k \) passengers, unless \( P_{ij}^{rep} < C_k \), i.e., the number of stranded citizens in city \( i \in M \) is less than the airplane capacity. Consequently, we use the system of Eqs. (3)–(8), where \( V \) in these equations represent a large number. Auxiliary variable \( \epsilon_i \) has a value of 1 if the number of citizens in city \( i \in M \) is greater than the sum of capacities of airplanes assigned to the same city, 0 otherwise. Based on the value of \( \epsilon_i \), the number of passengers leaving city \( i \in M \), \( L_i \), is either equal to the sum of capacities of the airplanes assigned to city \( i \in M \), as shown in Eqs. (5) and (6), or, the number of citizens stranded in city \( i \in M \), as shown in Eqs. (7) and (8). The constraint represented by Eq. (16) guarantees that the number of citizens repatriated from all cities do not exceed the quarantine capacity QC.

To find \( R_{ij} \), we need first to calculate the cumulative number of citizens in groups \( 0, 1, \ldots, n \) from each city \( i \in M \), after flying back \( L_i \) citizens to the home country. We use \( P_{ij}^{rep} \) to show this number. Consequently, \( P_{ij}^{rep} \) and \( P_{ij}^{rep} \) represent the number of citizens in country \( j \in M \) of priority groups \( 1, 2, \ldots, j \in N \), after and before flying \( L_i \) passengers, respectively. We use the system of Eqs. (9)–(14) to find \( P_{ij}^{rep} \). In this system of Eqs. (9)–(14), We use indicator variable \( a_{ij} \) to find if the number of repatriated citizens from city \( i \) exceeds the number of citizens in groups \( 1, 2, \ldots, j \in N \). Therefore, \( a_{ij} \) is 1 if \( L_i \geq P_{ij}^{rep} \), 0 otherwise, as shown in Eqs. (9) and (10). Based on the values of \( a_{ij} \), we calculate \( P_{ij}^{rep} \), as shown in Eqs. (11)–(14). Knowing the value of \( P_{ij}^{rep} \) enables us to calculate \( R_{ij} \) as shown in Eq. (15). Lastly, Eq. (17) guarantees that an airplane can at most fly to a single destination.

In summary, the MILP model of the RSP can be represented using Eqs. (1)–(17) where the main decisions are how to assign airplanes to cities, as shown in Eq. (18). We use Eqs. (2)–(15) to find the number of citizens repatriated from each group and city. Eq. (16) guarantees that the maximum number of repatriated citizens does not exceed QC, whereas Eq. (17) prevent any airplane from being assigned to more than one destination.

\[
\text{(max)} Z = \sum_{i \in M} \sum_{j \in N} a_{ij} \times R_{ij},
\]
The objective function value (OFV) is shown in column 8 of Table 3.

Table 3 shows how the OFVs increase with an increase in the number of airplanes or quarantine locations. For example, for 2000 quarantine locations, the OFVs are 11,400 and 15,500 for the four and six airplanes scenarios, respectively. The OFVs did not change when increasing the number of airplanes from 6 to 8 for 2000 quarantine locations since quarantine locations limited the number of repatriated citizens, not the number of airplanes.

3. Variable neighbourhood search

In this section, we describe our BVNS algorithm to solve the RSP. We first review BVNS algorithm variants. We then show how did we apply the BVNS algorithm to the RSP.

3.1. VNS

VNS algorithms are metaheuristics designed to solve combinatorial and global optimization problems. Iteratively and systematically, a VNS algorithm perturbs the incumbent solution of the problem and applies local search algorithm(s) to improve the perturbed solution (e.g., Hansen & Mladenovic, 1997, 1999; Hansen, Mladenovic, & Pérez, 2010; Mladenović & Hansen, 1997). If the locally optimal solution found in the perturbed solution’s neighbourhood is better than the incumbent solution, then the VNS algorithm updates the incumbent solution. According to Hansen et al. (2010), for a minimization problem, the VNS algorithm perturbs the incumbent solution of the problem and applies the BVNS algorithm to the RSP.

A generic algorithm that shows the BVNS steps is shown in Algorithm 1. In the initialization phase, lines 3–5, we start by selecting a set of neighbourhoods $\mathcal{N}$, where $k = 1, 2, \ldots, |\mathcal{N}|$. Then, in the search phase, lines 6–8, we start by selecting a set of solutions $x^{\prime}$ in the $k$th neighbourhood $\mathcal{N}_k$. If $x^{\prime}$ is better than the incumbent solution $x^{*}$, we denote the perturbed solution by $x^{\ast}$. Note that $k$ is initialized to 1, line 7. We apply the local search algorithm to the perturbed solution and save the best-found solution to $x^{\ast}$. If $x^{\ast}$ is better than the incumbent solution $x$ then

$$\sum_{i \in M} x_{ik} \leq 1, \quad k \in U,$$

$$x_{ik} = \begin{cases} 1 & \text{if airplane } k \text{ is assigned to fly citizens from city } i \\ 0 & \text{otherwise.} \end{cases}$$
To explain the BVNS algorithm that we use to solve the RSP, we start by describing how we represent the solution. This description has enabled us to create a set of nested neighbourhoods for the shaking step; moreover, this representation has also allowed us to apply a simple but efficient local search to improve perturbed solutions. After describing the solution representation, we explain how we generate the initial solution, followed by a description of the BVNS algorithm to solve the RSP.

### 3.2. BVNS to RSP

To explain the BVNS algorithm that we use to solve the RSP, we start by describing how we represent the solution. This description has enabled us to create a set of nested neighbourhoods for the shaking step; moreover, this representation has also allowed us to apply a simple but efficient local search to improve perturbed solutions. After describing the solution representation, we explain how we generate the initial solution, followed by a description of the BVNS algorithm to solve the RSP.

### 3.2.1. Solution representation

In our implementation, we represent the solution as a vector, as shown in Table 4 for a hypothetical case. The solution shows the (airplane,city) assignments. For example, airplane A is assigned to city 5, while airplane F is not assigned to any city. This solution can be represented as $x = (\{A,5\},\{B,2\},\{C,5\},\{D,1\},\{E, None\},\{F,1\},\{G,4\})$. If the sum of airplane capacities is greater than the quarantine locations, then it means that some airplanes might not be used.

### 3.2.2. Initial solution generation

To find an initial solution, we follow the following steps:

1. rank airplanes in a non-decreasing order based on their capacity,
2. choose the city that will generate the highest sum of priority values of returned citizens, as shown in Eq. (19). If more than one city result in the same value, we randomly choose one of these cities with equal probabilities.

$$\arg\max_i \sum_{j \in N} \omega_{ij} P_{ij} \quad (19)$$

Intuitively, choosing the small airplanes first allows decision-makers to divide repatriated citizens into smaller groups. Thus, decision-makers have more batching options. This increase in batching options is expected to increase the OFVs. Another practical reason for choosing to fill smaller airplanes first has to do with trained pilots to fly these airplanes. In general, more pilots are trained to fly small airplanes that big ones.

### 3.2.3. Neighbourhood definition

Like any other combinatorial optimization problem, the RSP is about finding an optimal solution $x_{opt} \in X \subseteq S$ where $X$ and $S$ represent the sets of feasible solutions and solution space, respectively. A generic representation of a maximization, combinatorial optimization problem is shown in Eq. (20).

$$\max \{ f(x) : x \in X, X \subseteq S \} \quad (20)$$

$\mathcal{N}_k, k = (1, 2, \ldots, k_{max})$, is a finite set of pre-selected neighbourhood structures, whereas $\mathcal{N}_k(x)$ is the set of solutions in the $k$th neighbourhood of $x$. Neighbourhood $\mathcal{N}_k(x)$ of solution $x$ is defined by the Hamming distance between two RSP solutions represent the sum of different (airplane, city) assignments. For example, solution $\{(A,5),(B,2),(C,5),(D,1),(E, None),(F,1),(G,4)\}$ has a Hamming distance of 3 from the solution shown in Table 4. Henceforth, we use $\rho$ to represent the distance between solution $x' \in \mathcal{N}_k(x)$ and $x$, as shown in Eq. (21). Consequently, we can define Neighbourhood $\mathcal{N}_k(x)$ as shown in Eq. (22).

$$\rho(x', x) = |x' \setminus x| = |x \setminus x'| \quad (21)$$

$$\rho(x', x) \in \mathcal{N}_k(x), x = k \quad (22)$$

### 3.2.4. Shaking and local search

The shaking and local search steps are the two main components for any BVNS algorithm. For the shaking step, we use $\mathcal{N}_k(x), k = 1, 2, \ldots, k_{max}$, neighbourhoods, where the value of $k_{max}$ is experimentally chosen as shown in the next section. Assume a small problem having two airplanes and two cities. Assuming an incumbent solution $x_{incumb} = \{(A,1),(B,2)\}$, and $k_{max} = 2$, then we have the following two shaking neighbourhoods:
It is clear that $\rho = 1$ and $\rho = 2$ for $\mathcal{N}(x)$ and $\mathcal{N}_{k}(x)$, respectively. In the shaking step and depending on the $k$ value, one of the possible neighbouring solutions is randomly selected. In the local search step, we only use the $\mathcal{N}(x)$ neighbourhood; moreover, we choose a steepest-ascent strategy to move to a neighbouring solution, i.e., we compare the different neighbouring solutions and choose the one that leads to the best OFVs.

In the local search step, we change the assignment of one airplane at a time and choose the best reassignment, whereas in the shaking operation, we randomly change the assignments of $k$ airplanes as defined by neighbourhood $\mathcal{N}_{k}(x)$.

Algorithm 2 shows the main steps of the BVNS algorithm as we apply it to solve the RSP. Inputs to the algorithm include the initial solution, number of neighbourhoods used in the shaking operation, and maximum computation time. Solution $x$ is initialized by copying the initial solution. Moreover, we start with the least shaking value, $k = 1$. The main loop of Algorithm 2 consists of two steps, shaking and local search. In the shaking step, $k$ assignments are randomly changed with respect to $x$ to generate solution $x^\prime$. The local search algorithm tries to find the best solution in $\mathcal{N}_{k}(x^\prime)$. If the solution found in $\mathcal{N}_{k}(x^\prime)$ is better than $x$, then we update $x$ and have $k = 1$; otherwise, we increment $k$. Lastly, we end the algorithm if we find that the computation time exceeds $t_{\text{max}}$ after the local search step.

Algorithm 2: BVNS for the RSP

Data: $x$, $k_{\text{max}}$, $t_{\text{max}}$
Result: $x^\prime$
begin
1. $x \leftarrow$ initial solution;
2. $t \leftarrow 0$;
3. while $i \leq t_{\text{max}}$ do
4. $k \leftarrow 1$;
5. while $k \leq k_{\text{max}}$ do
6. $x^\prime \leftarrow \text{Shake}(x, k)$;
7. $x^\prime \leftarrow \text{LocalSearch}(x^\prime)$;
8. $k \leftarrow k + 1$;
9. if $f(x^\prime) > f(x)$ then
10. $x \leftarrow x^\prime$;
11. $k \leftarrow 1$;
12. $t^\prime \leftarrow t$
13. $t \leftarrow \text{CpuTime()}$
end
4. Computational study

In this section, we compare the efficiency and effectiveness of the BVNS algorithm with the B&B algorithm of CPLEX12.10. For comparison, we generate a set of 108 instances of different configurations. We start this section by describing the generated instances. We then tune the BVNS parameters before running our comparison experiment and analysing its results.

4.1. Instances

To generate a set of representative instances, we consider the following parameters:

1. Number of cities. We use the following number of cities: 150, 200, and 250.
2. Number of trips is 600, 800, and 1000.
3. Airplanes’ capacities. We randomly select one of the following values of the airplane capacities 100, 150, 200, 250, 300, and 350.
4. Number of priority groups. We use $n$ equal to 3, 6 and 9.
5. Assigning priority values to priority groups. We use two techniques to generate priority values for the priority groups:
   (a) Deterministic: Priority value equals the group number. For example, for the three-group case, the priority values are 1, 2 and 3.
   (b) Random: Randomly choose $n$ values from a normal distribution having a mean of $n$ and standard deviation of $\sqrt{n}$.
6. Number of individuals per group. Using the average capacity of airplanes, we uniformly generate the $P_{ij}$ values to be between 0.5 to 1.5 of this average capacity.
7. Fleet capacity to quarantine capacity ratio, FQ. We choose the quarantine capacity to be either 80% or 120% of the fleet capacity. Thus, the number of repatriated citizens would be limited by either the fleet capacity or the number of quarantine locations.

Based on the parameters mentioned above, we have 108 configurations, i.e., three values for $|M|$, three values for $|U|$, three values for the number of groups, two ratios of $\frac{\text{FleetCap}}{\text{QuarantineCap}}$, and two methods to choose priority values. We use the following format $A-B-C-D-E$ to name the generated instances where $A$, $B$, $C$, $D$, and $E$ show the number of cities, number of airplanes, number of priority groups, priority values’ selection method, and the fleet to quarantine capacity, respectively. We use either D or R for the deterministic and random priority values’ generation techniques, respectively. For example, instance 150-600-3-D-0.8 means that we have 600 airplanes, via which we need to repatriate citizens from 150 cities. The citizens belong to three priority groups, for which we choose the priority values using the deterministic technique. The 0.8 value shows that the number of quarantine locations is 80% of the seats’ sum in all airplanes.

We describe the instances’ generation using Algorithm 3. In Algorithm 3, the $P$ matrix represents the number of individuals in each city and group. The $P$ matrix components are compatible with the aforementioned $P_{ij}$ definition. Vectors $C$ and $\Omega$ represent the airplanes’ capacities and priority values per group, respectively. The number of quarantine locations, $Q$, is the last output needed to create an instance.

Algorithm 3 starts by initializing counter airplane to 1 and variable $\text{sumCapacity}$ to 0. We use the variable $\text{sumCapacity}$ to calculate the sum of seats in the randomly chosen airplanes. We use this value in addition to $FQ$ to find $Q$. Algorithm 3 consists of three loops. In the first loop, line 4–8, we randomly choose the airplanes capacities, line 5, we add these capacities to $\text{sumCapacity}$, line 6, and update the airplane counter, line 7. The first loop ends once the airplane counter is equal to $U$. Line 9 shows how we use $\text{sumCapacity}$ to find $Q$. Before starting the second loop, lines 11–15, we calculate the airplanes’ average capacity, $\text{avgCap}$, as shown in line 10. In the second loop, we create the $P$ matrix. Finally, the third loop, lines 16–18, shows how we assign priority values to the different groups, i.e., how to generate $\Omega$.

4.2. Experiments

We solve the 108 instances using both the BVNS algorithm and the default B&B algorithm of CPLEX12.10 to check the quality of the BVNS solutions. However, before solving these instances, we run a tuning experiment to choose $k_{\text{max}}$. In all our experiments, we report the OFVs, as shown in Eq. (1). The processor used to run all experiments is Core (TM) i7-1065G7, 1.30 GHz. Lastly, the BVNS algorithm was coded in C language.
We solve the MILP models of the 108 instances using an exact solver CPLEX12.10 and max \( k_{max} = 25 \) because six best answers were from any further consideration because its associated

Table 5
Average solutions found for selected instances using different values for \( k_{max} \).

| Instance          | \( k_{max} \) | 5     | 10    | 15    | 20    | 25    |
|-------------------|---------------|-------|-------|-------|-------|-------|
| 150-600-9-D-1.2   | 817,658.40    | 817,656.60 |
| 150-600-9-R-1.2   | 1,319,837.90  | 1,319,839.60 |
| 150-800-9-D-1.2   | 1,080,136.90  | 1,080,111.40 |
| 150-800-9-R-1.2   | 1,820,399.90  | 1,820,478.30 |
| 150-1000-9-R-1.2  | 2,137,139.40  | 2,137,103.80 |
| 200-600-6-D-0.8   | 499,114.70    | 499,109.60 |
| 200-600-6-D-1.2   | 564,792.90    | 564,793.30 |
| 200-800-3-D-0.8   | 362,473.70    | 362,493.20 |
| 200-800-9-R-1.2   | 1,585,901.90  | 1,585,901.40 |
| 250-600-9-R-0.8   | 1,539,459.20  | 1,539,404.70 |
| 250-800-9-R-0.8   | 1,323,761.80  | 1,323,767.50 |
| 250-1000-9-R-0.8  | 1,820,399.90  | 1,820,478.30 |
| 250-1000-9-R-1.2  | 2,137,139.40  | 2,137,103.80 |
| 250-1000-6-R-0.8  | 1,541,729.60  | 1,541,735.70 |
| 250-1000-6-R-1.2  | 2,195,729.10  | 2,195,721.40 |
| Number of Bests 4 | 3             | 6     |
|                   5 | 10            |
|                   15| 20            |
|                   25| 25            |

4.2.1. Tuning experiment

Users need to choose two parameters only to run the BVNS algorithm: \( t_{max} \) and \( k_{max} \). The more time the algorithm is given, the better the results are. Having \( t_{max} = 20 \) s was sufficient to obtain competitive results; thus, we do not tune the \( t_{max} \) parameter. However, we test five values for the \( k_{max} \) parameter: 5, 10, 15, 20, and 25, to choose the best \( k_{max} \) value. We solve 18 instances using the five \( k_{max} \) values, as shown in Table 5. The chosen instances were selected to cover a wide range of cases. Column 1 of Table 5 shows the instance name while the other five columns show the average OFVs that we find by solving each instance 25 times.

The best average results are underlined in Table 5, whereas the number of best answers found for each \( k_{max} \) value are shown in the last row of Table 5. We use the Wilcoxon signed-rank test (Woolcock, 2007) to check if there is a significant difference between the results; thus, we do not tune the \( t_{max} \) parameter.

Table 6
P-values as obtained by the Wilcoxon signed-rank test for different pairs of \( k_{max} \) values.

| \( k_{max} \) | 5     | 10    | 15    | 20    | 25    |
|-------------|-------|-------|-------|-------|-------|
| \( k_{max} \)| 0.647 | 0.066 | 0.327 | 0.026 |
| 10          | 0.580 | 0.066 | 0.799 | 0.018 |
| 15          | 0.670 | 0.026 | 0.081 |
| 20          | 0.099 | 0.026 | 0.081 |
| 25          | 0.099 | 0.026 | 0.081 |

4.2.2. Comparative study

We solve the MILP models of the 108 instances using an exact solver and using the BVNS algorithm to check the efficiency and effectiveness of the BVNS algorithm. Table 7 shows the results of this experiment where column 1 shows the instance names. The first part of Table 7, columns 2-4, show the LB, UB, and gap between the two bounds, respectively, by running the default B&B algorithm of CPLEX12.10 for 8 h, 28,800 s, or until an optimal solution is found, i.e. \( UB = LB \).

The formula used to calculate the gap values in column 4 of Table 7 is:\

\[
\text{Gap} = \left(\frac{LB - UB}{LB}\right) \times 100\%.
\]

The second part of Table 7, columns 5 and 7, reports the OFVs obtained using the BVNS algorithm where each instance is solved 10 times using \( t_{max} = 20 \). Columns 5 and 6 of Table 7 show the best and average solutions, respectively. The last part of Table 7, columns 7, shows the percent deviation between the best BVNS solution compared to the LB found by the exact method, \( \text{Max-LB} \times LB \)%.

Algorithm 3: Instance generation algorithm

Data: \(|M|, |U|, |N|\), priority value selection technique, and FQ

\[
P = \begin{cases} \frac{P_1}{n} & \text{if } m = 1 \leftarrow \frac{|M|}{|U|} \end{cases}
\]

\[
\Omega = \{|o_1, o_2, ..., o_n|, \text{ and QC}\}
\]

1 begin
2 \( \text{airplane} = 1 \);
3 \( \text{sumCapacity} = 0 \);
4 while \( \text{airplane} \leq |U| \) do
5 \( C_{\text{airplane}} \leftarrow \frac{\text{random}}{\text{discrete}(200, 300, 350)} \);
6 \( \text{sumCapacity} = \text{sumCapacity} + C_{\text{airplane}} \);
7 \( \text{airplane} = \text{airplane} + 1 \);
8 End;
9 \( \text{QC} = \text{sumCapacity} \times \text{FQ} \);
10 \( \text{avgCap} = \frac{\text{sumCapacity}}{\text{airplane}} \);
11 for \( i = 1 : |M| \) do
12 for \( j = 1 : |N| \) do
13 \( P_j \leftarrow \frac{\text{uniform}(0.5 \times \text{avgCap}, 1.5 \times \text{avgCap})}{|U|} \);
14 End;
15 End;
16 for \( j = 1 : |N| \) do
17 \( o_{\text{airplane}} \leftarrow \text{priority value selection technique} \);
18 End;
19 End;
### Table 7

Comparison between the exact and the VNS solutions.

| Instance        | CPLEX UB | CPLEX LB | Gap (%) | BVNS Best | BVNS Average | BVNS Dev. |
|-----------------|----------|----------|---------|-----------|--------------|-----------|
| 150-600-3-D-0.8 | 274,649.0| 274,362   | 0.10    | 274,589.0 | 274,589.0    | 0.08      |
| 150-600-3-D-1.2 | 332,411.0| 305,801   | 7.80    | 305,801   | 305,801      | 0.00      |
| 150-600-3-R-0.8 | 259,605.0| 259,605   | 0.00    | 259,605   | 259,605      | 0.00      |
| 150-600-3-R-1.2 | 516,129.7| 462,562.9 | 11.58   | 462,562.9 | 462,562.9    | 0.00      |
| 150-600-6-D-0.8 | 513,711.0| 513,210   | 0.10    | 513,231   | 513,231      | +         |
| 150-600-6-D-1.2 | 611,439.0| 573,022   | 6.70    | 573,144   | 573,144      | 0.02      |
| 150-600-3-R-0.8 | 896,424.1| 895,305.7 | 0.12    | 895,016.1 | 895,016.1    | -0.03     |
| 150-600-6-R-1.2 | 1,086,133.4| 896,555.5| 12.45   | 896,555.5 | 896,555.5    | 0.00      |
| 150-600-9-D-0.8 | 728,773.0| 728,522   | 0.03    | 728,413   | 728,413      | -0.01     |
| 150-600-9-D-1.2 | 868,625.0| 817,245   | 6.29    | 817,606   | 817,433      | 0.04      |
| 150-600-9-R-0.8 | 1,237,482.0| 1,237,150.0| 0.02    | 1,234,900.0 | 1,234,900.0  | -0.01     |
| 150-600-9-R-1.2 | 1,516,494.8| 1,319,807.0| 14.92   | 1,319,807.0 | 1,319,807.0  | 0.02      |
| 150-600-9-R-1.2 | 1,856,939.9| 1,319,807.0| 14.92   | 1,319,807.0 | 1,319,807.0  | 0.02      |

(continued on next page)
When comparing the LB and UB of the exact solver, as shown in columns 2–4 of Table 7, we find that the optimal solutions of only five instances were found in 8 h. Moreover, the average gap between the two bounds is 4.6%, while the maximum gap between the two bounds is 17.8 for instance 250-600-3-R-1.2. Analysing the average gap between the two bounds is 4.6%, while the maximum gap between the two bounds is 17.8 for instance 250-600-3-R-1.2. Moreover, the average deviation between the best and average BVNS solution, which can either be a local or a global optimum. Out of these 59 instances, i.e., the BVNS algorithm always converges to the same solutions and the LBs found by the exact solver. Given the solution quality and computation time, only 20 s, in addition to its simplicity in terms of explaining it for non-professional decision-makers make the BVNS algorithm a trusted algorithm to solve the RSP.

We statistically check the significance of the BVNS results using the Wilcoxon signed-rank test. We compare the best BVNS solutions to the LB solutions found by CPLEX12.10. The P-value of the test is 0.009, which shows that there is a significant difference between the BVNS solutions and the LBs found by the exact solver. Given the solution quality and computation time, only 20 s, in addition to its simplicity in terms of explaining it for non-professional decision-makers make the BVNS algorithm a trusted algorithm to solve the RSP.

5. Conclusion and future work

In this paper, we introduce a real-life new problem caused by COVID-19 that we call RSP. This problem pertains to scheduling flights to repatriate a country’s citizens when they are stranded in other countries. Decision-makers in countries that had repatriation programs must rely on their flag-carrying airlines to repatriate their citizens. Moreover, repatriated citizens must stay in quarantine locations that have limited capacity. Decision-makers must prioritize the return of citizens who could not afford to live abroad or have high necessities to return.

We model the RSP from the decision-makers perspective through a MILP. We also suggest a BVNS algorithm to solve this problem. We generate a set of 108 instances and solve these instances using an exact solver and the BVNS algorithm. When comparing the BVNS algorithm to the exact MILP, it is evident that the BVNS algorithm shows competitive results concerning time and solution quality. The BVNS algorithm was allowed 20 s to execute, compared to eight hours for the exact algorithm. The model assumes a static RSP; however, the RSP can be dynamic, and quick solutions are needed; thus, decision-makers can rely on the BVNS for high-quality solutions in a short time.

We hope that researchers may extend the proposed model to other real-life repatriation problems that countries might face. For the mathematical models, several real-life constraints were not considered—for example, countries allowing a certain number of flights per day. Another example is the scheduling of pilots and flight crews. If pilots need to stay in quarantine as do passengers, flight crews may be a significant constraint. Moreover, researchers can improve the MILP formulation or suggest new meta-heuristics to solve this problem. Last, we hope that governments can use these models to address other repatriation or suggest new meta-heuristics to solve this problem. Last, we hope that governments can use these models to address other repatriation or evacuation problems.
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