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Abstract

This paper presents a two-stage procedure for density-based optimization towards a fail-safe design. Existing approaches either are computationally extremely expensive or do not explicitly consider fail-safe requirements in the optimization. The current approach trades off both aspects by employing two sequential optimizations to deliver redundant designs that offer robustness to partial failure. In the first stage, a common topology optimization or a topology optimization with local volume constraints is performed. The second stage is referred to as “density-based shape optimization” since it only alters the outline of the structure while still acting on a fixed voxel-type finite element mesh with pseudo-densities assigned to each element. The performance gain and computational efficiency of the current approach are demonstrated by application to various 2D and 3D examples. The results show that, in contrast to explicitly enforcing fail-safety in topology optimization, the current approach can be carried out with reasonable computational cost. Compared to the local volume constraint approach, the suggested procedure further increases the fail-safe performance by 47% for the example considered.
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1. Introduction

Safety-critical structures often need to be designed such that they resist a certain load level, even after one load path failed. For instance, according to the Certification Specifications for Large Aeroplanes CS-25 by the European Aviation Safety Agency (2012), a “multiple load path construction” is mandatory for certain airframe structures, as well as the proof that “the aeroplane may function safely with an element missing”. In other words, these structures need to be fail-safe by being able to resist the design load, even if one load path fails. This ability is also often referred to as damage tolerance in the aircraft industry. Motivated by the advances in additive manufacturing, according to Sossou, Demoly, Montavon, and Gomes (2018), design optimization and in particular topology optimization is increasingly used for the design of aircraft structures. Therefore, it is desirable to consider fail-safe requirements already at the optimization stage.

Embedding the fail-safe requirements in structural optimization is straightforward and has already been done by Sun, Arora, and Haug (1976), where the fail-safe design in the optimization of truss structures was addressed by applying stress, buckling, and displacement constraints for each failure case. Due to the large number of constraints and computational limits, this approach is restricted to relatively small examples. For larger models, Sun et al. only considered a few failure cases at the same time.

Implementing fail-safe requirements in topology optimization raises the question of how to remove structural elements, when these evolve during the optimization. Jansen, Lombaert, Schevenels, and Sigmund (2013) tackled this problem by introducing a simplified damage model using damage patches of fixed shape. Since the location of damage is not known a priori, a vast number of possible damage locations have to be evaluated in each iteration. The result is a structure with redundant load paths, but the computational cost is extremely high.
Zhou and Fleury (2016) presented an approach to down-select the locations at which damage patches are to be placed. This reduced the computational cost, that however remains on a very high level. Furthermore, their approach produces designs that are sensitive to damage in locations that have been sorted out (see Ambrozkiewicz and Kriegesmann 2018). Lüdeker and Kriegesmann (2019) discussed approaches for combining failure cases in order to improve computational efficiency. They showed that this is not necessarily a conservative approach, and moreover, the number of analyses to be run per iteration remains unacceptably high.

The authors Ambrozkiewicz and Kriegesmann (2018) presented a method for fail-safe optimization where structural elements are identified as “beams” and “knots” during the optimization. Based on this identification, the damage patch size, shape, and location are adaptively adjusted during the optimization to cover all load-bearing parts of the structure, preferably in a minimal amount of damage patches. In the authors’ opinion, this approach is close to the intention of the Certification Specifications for Large Aeroplanes. The number of damage patches to be considered per iteration decreases by orders of magnitude when compared to the method in Jansen et al. (2013). However, since the optimization problem is continuously changed, the optimization does not converge reliably in all cases.

Besides explicitly formulating the fail-safe requirement as objective or constraint in the optimization, a redundant structure can also be achieved by using the local volume constraints introduced by Wu, Aage, Westermann, and Sigmund (2017). These constraints penalize large accumulations of solid volume in the design space and therefore enforce structural members to be distributed over the whole design space. While this approach is extremely efficient, the evaluation of failure scenarios is not part of the optimization and hence, the fail-safe behavior of the resulting structure is not optimal, and the desired damage tolerance cannot be guaranteed.

The current paper aims at combining the advantages of the approach suggested in Wu et al. (2017) with an explicit formulation of the fail-safe requirement as in Jansen et al. (2013) by a sequential optimization procedure. The workflow for the proposed fail-safe optimization is shown in Fig. 1.

2. Sequential Topology and Shape Optimization for Fail-Safe Design

As shown in Fig. 1, the proposed method consists of these main steps:

1. Deterministic topology optimization to get a preliminary design I
2. Identification of load-bearing members of I and creation of damage scenarios
3. Density-based shape optimization of design I to get a fail-safe design II

In the first step, a computationally cheap topology optimization of the part is run without any fail-safe considerations (see Section 3). This stage will define the final topology of the part. Since redundant structures are more likely more robust to partial damage, using the local volume constraint (see Section 3.7) is a good choice if aiming for optimized damage tolerance.

Afterward, the load-bearing parts of the structure are identified by an automated algorithm (see Section 4) and damage scenarios are generated.

To finally evaluate and minimize the effect of damage on these load paths is the task of the density-based shape optimization stage (see Section 5).

3. Topology Optimization of Redundant Structures – Stage I

Minimizing compliance \( c \) under a volume constraint \( h \) is a well-studied topology optimization task that can be performed to deliver the preliminary design I of the structure.

This section recapitulates the equations for deterministic topology optimization problems under a global volume constraint. Later, the local volume constraint is presented as a cheap modification of the problem formulation to obtain redundant structures.

3.1. Minimum compliance optimization formulation

The optimization task states as follows:

\[
\begin{align*}
\min_{\phi} c(\phi) &= f^T u \\
\text{s.t.} \quad h(\phi) &= V(\phi)/V_0 - k_2 \leq 0 \\
0 &\leq \phi_i \leq 1, \forall i \\
K(\phi)u &= f
\end{align*}
\]
The stiffness matrix $K$ is dependent on the vector of design variables $\varrho$ and is obtained by a finite element discretization of the design domain. The nodal displacement vector $u$ is the solution to the FEM equation of linear elasticity (4) under an external load vector $f$. $V_0$ is the total volume of the design domain and $V$ is the volume occupied by the part which is limited by an upper bound $k_F$ on the global volume fraction $V/V_0$.

### 3.2. Filtering of the design variables

The design variables $\varrho$ are mapped to filtered variables $\tilde{\varrho}$ by a mesh independency filter (Bourdin 2001; Bruns and Tortorelli 2001):

$$\tilde{\varrho}_i = \frac{\sum_j w(x_j - x_i) v_j(\varrho)}{\sum_j w(x_j - x_i) v_j} \quad (5)$$

$$w(x) := \max(r - ||x||_2, 0) \quad (6)$$

Here, $v_j$ are the element volumes, $x_i$ the locations of the element centers and $w$ is a conic weighting function dependent on the filter radius $r$.

### 3.3. Projection of the filtered variables

The filtered variables $\tilde{\varrho}$ are then transformed to projected variables $\hat{\varrho}$ via an approximation to the Heaviside step-function with a variable steepness parameter $\beta$ and the threshold parameter $\eta$ (Wang, Lazarov, and Sigmund 2011):

$$\hat{\varrho}_i = \frac{\tanh(\beta\eta) + \tanh(\beta(\tilde{\varrho}_i - \eta))}{\tanh(\beta\eta) + \tanh(\beta(1 - \eta))} \quad (7)$$

### 3.4. Material interpolation

Finally, the element’s stiffness matrix for element $i$ is assembled based on an effective Young’s modulus $E_i$ calculated by the SIMP approach dependent on the projected element variable $\hat{\varrho}_i$ (Bendsoe 1989):

$$E_i = E_{\text{max}} + (E_0 - E_{\text{max}})(\hat{\varrho}_i)^p \quad \hat{\varrho}_i \in [0, 1] \quad (8)$$

For the material interpolation, $E_0$ and $E_{\text{max}}$ are set as the Young’s moduli of the solid and void phase, respectively. The exponent $p > 1$ is used to penalize intermediate densities.

### 3.5. Global volume constraint

With the pseudo-densities $\hat{\varrho}_i$ and the element volumes $v_i$ the global volume fraction $\omega$ can be defined, and the constraint equation (2) can be expressed as

$$\omega = \frac{\sum_i \hat{\varrho}_i v_i}{V_0} \quad (9)$$

$$h = \omega - k_F \leq 0 \quad (10)$$

### 3.6. Sensitivities

When using gradient-based optimization algorithms, the sensitivities of the objective function $c$ and the constraint equation $h$ are required. Firstly, the partial derivatives with respect to the pseudo-densities are calculated. For $c$ the adjoint method is used (Bendsoe and Sigmund 2004), whereas for $h$ direct differentiation of equations (9) and (10) is performed:

$$\frac{\partial c}{\partial \hat{\varrho}_i} = -w^T \frac{\partial}{\partial \hat{\varrho}_i} u \quad (11)$$

Then, the total derivatives with respect to the design variables are obtained by applying the chain rule:

$$\frac{dc}{d\hat{\varrho}_i} = \frac{\partial c}{\partial \hat{\varrho}_i} + \sum_j \frac{\partial c}{\partial \hat{\varrho}_j} \frac{\partial \hat{\varrho}_j}{\partial \hat{\varrho}_i} \quad (12)$$

$$\frac{dh}{d\hat{\varrho}_i} = \frac{\partial h}{\partial \hat{\varrho}_i} + \sum_j \frac{\partial h}{\partial \hat{\varrho}_j} \frac{\partial \hat{\varrho}_j}{\partial \hat{\varrho}_i} \quad (13)$$

### 3.7. Local volume constraint

A cheap way to get redundant load paths in a topology optimization is to suppress the forming of overly thick members by constraining volume fractions locally (Wu et al. 2017). For the local volume constraint, the volume fraction $\omega_i$ in a local neighborhood $h_i$ around each element $i$ is constrained by a maximum allowed value $k_i$:

$$\omega_i = \sum_{j \in N(i)} \hat{\varrho}_j v_j$$

$$h_i = \omega_i - k_i \leq 0 \quad (15)$$

With $N_i$ being the neighborhood of element $i$ including all surrounding elements, that have their centers within a maximum distance radius of $R$:

$$h_i = \{ j \ | \ ||x_j - x_i||_2 \leq R \} \quad (17)$$

By enforcing a certain amount of void in each neighborhood, thick members need to be split into separate thinner members with enough void space in between to satisfy the local volume constraint. This leads to a redundant design, where the degree of redundancy may be tuned by the relation of the filter radius $r$ and the radius $R$ of the local volume constraints.

The $n$ constraints $h_i$ may be combined into a single constraint $h_{agg}$ by applying the $p$-mean aggregation function on the local volume fractions $\omega_i$ (Wu et al. 2017):

$$h_{agg} = \left( \frac{1}{n} \sum_{i=1}^n \omega_i^{p_{agg}} \right)^{1/p_{agg}} - k \leq 0 \quad (18)$$

This aggregation approximates the maximum value of all $\omega_i$ in a differentiable way. It converges to the real maximum with increasing values for the parameter $p_{agg}$, with the downside that the nonlinearity of the constraint is increased. In this paper a value of $p_{agg} = 16$ is used (Wu et al. 2017).

The minimum compliance topology optimization task with local volume constraint is obtained by taking equations (1)–(4) and changing the inequality constraint (2) to (18).

### 4. Modeling Damage Scenarios on Load-Bearing Members

After a design is obtained in optimization stage 1, individual damage scenarios have to be defined to tackle the original problem of considering failure of single load-bearing members of the structure. This section describes the proposed method of defining the damage scenarios, consisting of these steps:

1. Identification of load-bearing members
2. Analytical description of individual members by auxiliary "member shapes"
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4.1. Identification of load-bearing members

Load-bearing members are extracted by subdividing the solid phase from the result obtained in stage 1 into “beams” and “knots” (c.f. Fig. 2b). Beams are slender, highly directional parts, whereas knots are the regions where several beams meet. Particularly for lattice-type structures, automated processes exist for this subdivision. Appendix A describes the details of two methods successfully applied by the authors based on a simple stress criterion (Ambrozkiewicz and Kriegesmann 2018) and image processing algorithms.

Due to the automated methods available, this paper focuses on lattice-type structures. For 2D problems with low volume fractions, these are mostly automatically obtained. For 3D problems often plate-like structures are optimal. However, when utilizing the local volume constraint, even for 3D problems lattice-type structures are enforced.

As an example, the stress criterion method by Ambrozkiewicz and Kriegesmann (2018) is applied to the cantilever beam structure from Section 6.1 with the density field seen in Fig. 6a. The normalized stress criterion values for the elements of the solid phase are shown in Fig. 2a. Within the value set \( \varphi_n \in [0, 1] \), low values indicate a beam region, higher values are obtained for knot regions.

The classification into beams and knots is done by selecting a threshold value for the criterion, e.g. by choosing a specific probability value and reading the threshold value from the empirical cumulative distribution function of the criterion values. In this example, the structure is dominated by slender beams with relatively little material in the interconnection regions. Consequently, a probability value of 0.7 was chosen, such that 70% of the elements were classified into the beam class and the remaining 30% into the knot class. This procedure is robust towards moderate variations in the exact threshold value, since altering it would only let the knot regions grow or shrink by a small amount, without negatively affecting the overall subdivision process.

After each solid element is assigned to a class (beam or knot), a recursive algorithm collects neighboring elements of the same class. Each individual group is assigned a cluster number. In an automated post-processing step, undesired small clusters are suppressed and too large clusters are split, providing the result in Fig. 2b. Appendix A discusses the classification and post-processing steps in more detail.

4.2. Parametric description of auxiliary member shapes

Auxiliary “member shapes” are constructed for each identified cluster: Beams are expected to be slender members of constant thickness which could best be described by rectangular boxes, whereas knots are aggregations of material of varying shapes which are approximated by ellipsoids. To generalize the shapes, superellipses (in 2D) and superellipsoids (in 3D) are used to describe the member shapes.

For every cluster, the following geometric quantities are needed to describe the auxiliary shapes mathematically:

- The location of the center point \( \mathbf{x}_c \)
- A matrix \( \mathbf{V} \) with unit vectors of the principal axes as columns
- A size vector \( \mathbf{a} \) with the elongation along the half-axes

Appendix B describes how these quantities are calculated for each of the clusters.

The surface for the outline of a superellipsoid (for the 2D case the z-coordinate can be omitted, leading to a superellipse) in local coordinates \( (x, y, z) \) with the center at \((0, 0, 0)\) is

\[
E(\mathbf{x}) := \left| \frac{x}{a} \right|^q + \left| \frac{y}{b} \right|^q + \left| \frac{z}{c} \right|^q - 1 = 0
\]

Here \( a = [a, b, c]^T \) are the lengths of the half-axes, \( q \) is the power to alter the shape of the edge transitions: For the auxiliary shapes for knots a value of \( q = 2 \) will be used, a higher value of \( q = 10 \) is used for beams, resulting in almost box-type shapes.

In general, the superellipsoids will have their centers shifted by a position vector to the center point \( \mathbf{x}_c \), and their principal axes inclined compared to the global coordinate system. The principal axes will be defined as an orthonormal basis \( \mathbf{V} \):

\[
\mathbf{V} = [\mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3]
\]

The relation between global coordinates \( \mathbf{x} \) and local coordinates \( \mathbf{x}' \) is then

\[
\mathbf{x}' = \mathbf{V}^{-T}(\mathbf{x} - \mathbf{x}_c)
\]
pendix B, a close fit of the outlines of the member shapes to the original density field is achieved.

4.3. Damage shapes from member shapes

Each damage scenario is modeled by removing material from the structure inside geometric entities referred to as “damage shapes” in this paper. Parameterizing the shapes’ sizes and locations means that, in contrast to the approach from Jansen et al. (2013), the geometry of the damage shapes used here is not constant and the shapes are not necessarily aligned with the FE mesh axes.

The previously obtained member shapes cannot be directly used as regions of damage for a downstream fail-safe optimization. The shapes need to be enlarged, otherwise, the optimizer would simply circumvent the damage by slightly shifting the outline of the part. A simple approach to counter this undesired effect is to use up-scaled versions of the member shapes as damage shapes e.g. by multiplying the size vector $a$ by 2. The circumvention effect and the influence of the scaling factor on the final optimization result is discussed in Appendix C.

The fail-safe optimization procedure described in Section 5 is not sensitive to the exact size of the damage shapes, they only need to be large enough to reliably cut through the corresponding structural member in the density field. Beam-type members only need to be cut in the middle since beams lose all their load-bearing capacity once they are cut through their whole cross-section at any location. These more compact damage shapes are used for the actual fail-safe optimization.

An example of the final damage shapes can be seen in Fig. 6b, where a scaling factor of 2 was applied to the size vector $a$ obtained for the member shapes from Fig. 2c. For beams, more compact centered damage shapes were obtained by modifying the largest half-axis (length direction) to be half the size of the second half-axis (width direction): $a = 0.5b$.

4.4. Generating damage mask vectors

A multiplicative mask $\psi_d$ is used to describe every damage scenario $d$. The physical densities of the damaged structure are the Hadamard (entrywise) product of the undamaged projected densities and the damage mask:

$$ \bar{\rho}_d = \bar{\rho} \cdot \psi_d, \forall d $$

(22)

The entries of $\psi_d$ are values in the interval from 0 to 1, with 1 meaning that the structure is unchanged and 0 meaning that material is completely removed in this area. Also, partial removing is possible when using values between 0 and 1.

To generate the mask for a damage case $d$, all elements with center points inside the corresponding damage shape superellipsoid $(E(x') \leq 0)$ shall get a mask value close to zero, while all other elements outside $(E(x') > 0)$ shall be mapped to one. A smooth approximation for this mapping function can be constructed by using the hyperbolic tangent function. For each element $i$ with the center point at $x_i$ the mask value is

$$ \psi_{d,i} = \frac{\tanh(\alpha E(x_i')) + 1}{2} $$

(23)

$$ x_i' = V^T(x_i - x_c) $$

(24)

The parameter $\alpha$ controls the sharpness of the transition between zero and one and is set to $\alpha = 10$ in this paper. An example of applying a single damage patch to a structure by the described method is shown in Fig. 3.

5. Fail-Safe Design by Density-Based Shape Optimization – Stage II

In a shape optimization, the contour of a part is altered to minimize an objective function. Typically, the shape of the part is described by a set of parameters that are used as the design variables of the problem. The part is meshed with a conforming mesh with nodes on the part’s boundary. During the optimization, the outer nodes are moved according to a mapping function between the design variables and the nodal positions (see e.g. Hojjat, Stavropoulou, and Bletzinger 2014; Le, Bruns, and Tortorelli 2011).

In contrast to that, the density-based shaping optimization presented here uses the same mesh as for the topology optimization, therefore no remeshing nor data conversion or mapping is needed.

The interface of the structure optimized in stage I using the SIMP approach with relaxed continuous density variables is not sharp but blurred out due to the averaging effect of the density filter ($\gamma$). The projection step (7) is applied to make the gradual interface region more compact for larger $\gamma$ values such that the interface appears sharper.

However, when modifying the projection threshold value $\eta_i$, the outline of the part can be altered. This was used e.g. to include the effects of uniform (see Sigmund 2005; Wang et al. 2011) or spatially varying (see Kriegesmann and Lüdeker 2019; Lazarov, Schevenels, and Sigmund 2012; Schevenels, Lazarov, and Sigmund 2011) manufacturing errors into the optimization,
where eroded and dilated designs were calculated besides the nominal design by altering $ \eta $ values. In Appendix D, the effect of uniformly varying $ \eta $ is shown for an example structure.

In this paper a field of $ q^{II} $ values is used in optimization stage II to apply different projection thresholds to each finite element in the design space. Where needed, the superscripts (\(-^1\)) or (\(-^II\)) are included to clarify if variables originate from the preliminary design of stage I or from the shape optimization of stage II discussed in this section. Figure 4 shows the relations of the variables and is intended as a help to keep track of which variables are used in the individual optimization stages.

5.1. Design variables of stage II

In stage II the $ q^{II} $ values take the role of design variables, whereas the final filtered variables $ \tilde{q}^{I} $ of the preliminary design I are used as the basis and stay constant (cf. Fig. 4):

\[
q^{II} = q^{II}(\tilde{q}^{I}, q^{II}, \beta)
\]

(25)

5.2. Filtering of stage II

Since now with the element-wise $ \eta^{I} $ each physical density $ \tilde{q}^{I} $ can again be modified independently of its neighbors, the effect of the density filter of stage I is nullified: Checkerboarding may occur again and mesh independency is lost. Therefore, another filtering and projection step with a constant uniform $ \eta^{II} = 0.5 $ is applied:

\[
\tilde{q}^{II} = \tilde{q}^{II}(q^{II}, \beta)
\]

(26)

\[
\tilde{q}^{II} = \tilde{q}^{II}(\tilde{q}^{I}, \eta^{I}, \beta)
\]

(27)

Note that the constant scalar $ \eta^{II} $ is a different variable than the element-wise defined $ q^{II} $ which will vary spatially and is the design variable of stage II.

The differences between the two optimization stages may be summarized as follows:

- Stage I: $ q^{I} $ can directly be altered by the optimizer.
- Stage II: $ q^{II} $ is the result of $ q^{I} $ projected by $ q^{II} $. $ q^{II} $ is now the design vector and is altered by the optimizer.

5.3. Volume constraint in stage II

To make the results of the stages I and II comparable, the global volume constraint function $ h $ from equation (10) is used to prohibit that the total volume of design II exceeds the volume of design I.

5.4. Min–max problem of all damage scenarios

To optimize for a fail-safe design, the effect of all damage scenarios, each degrading a single load-bearing member, has to be evaluated. A separate FE calculation is performed to calculate the structural response for every damage scenario $ d $.

The individual damaged configurations are obtained by applying the damage mask $ \psi_d $ to the projected densities using equation (22). The compliance $ c_d $ of the damaged structure is therefore a function of $ q^{II} $ and $ \psi_d $:

\[
c_d = c(q^{II}, \psi_d, \beta) \forall d
\]

(28)

The compliance of the damage scenario with maximum influence should be minimized in optimization stage II. This leads to a min–max problem:

\[
\min_{q^{II}} \max_{d} c_d
\]

(29)

By using the Kreisselmeier–Steinhauser formula (Kreisselmeier and Steinhauser 1983), the min–max problem for the objective function is approximated by a differentiable form with a scaling factor $ \gamma $. The problem for the stage II optimization with a global volume constraint states now:

\[
\min_{q^{II}} \frac{1}{\gamma} \log \left( \sum_d \exp (\gamma c_d) \right)
\]

(30)

s.t. \begin{align*}
  & h = \omega - k_e \leq 0 \quad (31) \\
  & 0 \leq \eta_d \leq 1, \forall i \\
  & K(q^{II})u = f
\end{align*}

(32)

5.5. Sensitivities related to the undamaged configuration

Derivatives with respect to $ q^{II} $ are required for the shape optimization of stage II. The volume constraint $ h $ will be calculated for the undamaged configuration. Compared to the gradient used for topology optimization from equation (14), the chain needs to be augmented by another partial derivative term:

\[
\frac{dh}{dn^{II}} = \sum_j \frac{\partial h}{\partial n^{II}_j} \frac{\delta q^{II}_j}{\delta n^{II}_j} \frac{\delta q^{II}_j}{\delta q^{II}_j} \frac{\partial q^{II}_j}{\delta n^{II}_j}
\]

(34)

For the additional partial derivative, the projection equation (7) has to be differentiated for the threshold parameter $ \eta $.

5.6. Sensitivities related to damaged configurations

In optimization stage II, the compliances $ c_d $ under damage conditions will be calculated. Applying the adjoint equation (11) only yields the derivative of $ c_d $ with respect to the damaged projected densities $ \tilde{q}_d $.

By incorporating the damage masks $ \psi_d $ into the gradients, derivatives obtained with respect to the damaged configurations can be transformed into derivatives with respect to the undamaged configuration:

\[
\frac{\partial c_d}{\partial \psi_d} = \frac{\partial c_d}{\partial q^{II}} \frac{\partial q^{II}}{\partial \tilde{q}_d} = \frac{\partial c_d}{\partial \tilde{q}_d} \psi_d
\]

(35)

If material for an element $ (\psi_d = 0) $ is completely removed by a damage scenario, then also the derivative of the studied function will be zero for this element and this damage case, because any change in material at this location will be erased anyway.

Augmenting the gradient (13) with the procedure described in Section 5.5 and applying equation (35) yields the gradient of the compliance under damage $ c_d $ with respect to $ q^{II} $:
5.7. Initial values

The initial design used in stage II is chosen to be close to the preliminary design in the final iteration of stage I. Therefore, the initial values of the shape design variables $\eta^{II}$ are set to a vector with the value $\eta^{I}_0$ for each component:

$$\eta^{II} = \eta^{I}_0$$

(38)

Hence, for the initial state (iteration 0) of stage II following equality holds (cf. Fig. 4):

$$\rho^{II}_0 = \bar{\rho}^{I}_{final}$$

(39)

However, due to the second filtering step in stage II, slight differences in the projected densities can be observed (slight dilation in sharp corner regions):

$$\bar{\rho}^{II}_0 \neq \bar{\rho}^{II}_{final}$$

(40)

These effects are minimal and very localized, thus the deviations introduced by double filtering of the starting design can be ignored, having in mind that the shape of the part’s outline is still strongly dominated by the effect of changing the projection thresholds $\eta^{II}$ throughout the optimization. Additionally, a global volume constraint will make sure the final design does not exceed the maximum allowed volume.

6. Numerical Examples in 2D

For the 2D examples, a design domain of $80 \times 240$ elements is used. The filter radius is set to $r = 4$. The design domain is pinned on the left side with a transverse unit load acting on the middle node of the right side (see Fig. 5). The loaded end of the beam is excluded from damage considerations (right of the blue line in Fig. 5), meaning that no damage shape may lie in this region.

For all 2D examples, the objective is to minimize the compliance $c$ of the structure for a single load case. The method of moving asymptotes (MMA) by Svanberg (1987) is used as optimization algorithm. For the preliminary design, 200 iterations are performed.

Load path member identification is done using the stress criterion (see Appendix A.1). The damage shapes are obtained by scaling the auxiliary member shapes by a factor of 2. This ensures that the damage shapes are large enough so that any gain of performance in stage II is based on the change of the shape of the individual members and not simply on having circumvented the damage patches. The shapes for the damage on “beam” regions are reduced to slim orthogonal cuts through each beam’s midpoint (cf. Fig. 6b).
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Figure 7: Absolute displacements in the transverse direction of both designs for their worst case damage.

Figure 8: Beam model of the structure with absolute values of cross-sectional moments colored from low values (blue) to high values (red) for the intact (background) and one of the damaged configurations.

The design from stage I consists of beams of constant width since the structure is dominated by tension and compression section forces. In contrast to this, the beams from design II are shaped into beams of varying widths, which means the sections are dominated by bending moments.

To investigate the influence of the bending moments, an additional FE model is set up. The structure is discretized by beam finite elements that each has a thickness assigned to that is extracted from the original density field.

In Fig. 8, the FE model with the absolute values of the cross-sectional moments is shown as a line representation. For the intact structure in the background, the bending moments are low, the load is mostly carried by tension or compression forces.

However, if one of the beams fails, the bending moments become dominant, as shown in the foreground of Fig. 8 for a representative example. The forces are redistributed such that in many beams the function of the moment is zero in the center. To increase the bending resistance, the moments of inertia are optimized for this loading and therefore, beams with thin middle sections are obtained.

6.2. Local volume constraint example

The influence of damages on the structure in Section 6.1 is high since it does not offer redundant load paths. To enforce redundancy, a local volume constraint of $k_l = 0.4$ is used within a control radius of $R = 16$. The redundant load paths from stage I will be conserved in stage II. Therefore, again only the global volume constraint is needed to limit the total volume of the solid phase in stage II.

Figure 9 shows the design from stage I, the identified damage shapes (50 “beams” and 28 “knots”) and the final result from the shape optimization stage II. Numerical values of compliance are given in Table 2.

In this example, the nominal compliance for the undamaged structure has even slightly improved. In stage II only a global volume constraint is active, allowing redistribution of material not allowed for the more restrictive local volume constraint in stage I. Not strictly sticking to the local volume constraint is acceptable here, since applying it in stage I is only a means to obtain more robustness to damage by a redundant topology.
Table 2: Numerical results for 2D example with local volume constraint.

|                | Design I      | Design II     |
|----------------|---------------|---------------|
| Volume fraction | 35.47%        | 35.46%        |
| Nominal compliance | 340.30       | 330.27        |
| Worst case compliance | 1597.73     | 847.34        |

Figure 10: Absolute displacements in the transverse direction of both designs for their worst case damage.

The compliance under a worst case damage is again considerably lowered to about 53%. The according displacements are shown in Fig. 10.

7. Numerical Examples for Lattice-Type 3D Structures

For the 3D examples, a design domain of $20 \times 20 \times 60$ is used. The filter radius is $r = 3$. A lattice-type structure is enforced by using the local volume constraint with low volume fractions in control spheres with a radius of $R = 9$. This procedure breaks shell-like structures down to lattice-type structures which are easier to be automatically identified and partitioned.

The design domain is again pinned on one side. Loads are distributed to a group of $3 \times 3$ central nodes of the opposite side (see Fig. 11). For the 3D examples, 300 iterations are performed in stage I and again only 25 iterations in stage II. A global volume constraint in stage II ensures that the shape optimized structure has less or equal volume than the initial structure.

The compliance under a worst case damage is again considerably lowered to about 53%. The according displacements are shown in Fig. 10.

7.1. Lattice-type 3D structure and multiple load cases

The load cases are a torsion load and a downwards pointing transverse tip load with resultant magnitudes of 1 (see Fig. 11b). The objective is to minimize the weighted sum of the compliances of the two load cases with weights of 1 for torsion and 0.01 for the transverse load. The local volume constraint is set to $k_l = 0.1$. The resulting structure is shown in Fig. 12a.

Since multiple load cases are considered in the optimization, also the stress states inside the structure will be different between the load cases and the assumption of uniaxially loaded “beam” segments is not met (for details see Appendix A.1). Therefore, the stress criterion cannot be used here. Instead, load paths are identified by volumetric image processing algorithms (see Appendix A.2). For better visibility Fig. 12b only shows the damage shapes for a quarter of the structure. For the full structure 30 “beams” and 21 “knobs” are identified.

The result from optimization stage II is shown in Fig. 12c. The change in shape is rather small, but comparing the numerical
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Figure 12: Results for compliance minimization with a local volume constraint for a structure under torsional loading and transverse load. For better visibility, the beams on the far side are shown with less contrast.

Table 3: Numerical results for 3D example with multiple load cases.

|                | Design I | Design II |
|----------------|----------|-----------|
| Volume fraction| 8.45%    | 8.44%     |
| Nominal compliance | 5.19    | 5.39      |
| Worst case compliance | 23.49  | 14.64     |

values in Table 3 reveals a significant decrease of compliance under the damaged condition to about 62% compared to the initial design. The displacements under torsion for the worst case damage are shown in Fig. 13.

7.2. Lattice-type 3D structure and non-ideal loading

This example demonstrates that more drastic changes in shape are possible in stage II. A structure is first optimized in stage I for a torsional load only. In optimization stage II not only damage to the load paths is applied but also small transverse forces with a resultant magnitude of 0.1 in up- and downwards directions are additionally applied to simulate a non-ideal load application. The individual load distributions are still the same as shown in Fig. 11b.

A local volume fraction of $k_l = 0.13$ is used, the design from stage I is shown in Fig. 14a. By using the stress criterion, 75 damage shapes (48 “beams” and 27 “knots”) are generated. Due to symmetry, only a subset of these shapes is shown in Fig. 14b. In optimization stage II the upper and lower region beams become axially aligned to better absorb the bending introduced by the additional transverse load, as seen in Fig. 14c.

Numerical values for the compliances are given in Table 4. The performance for the non-ideal loading is increased and the overall impact of the transverse load is significantly lowered. A more robust design is obtained at the price of a lowered performance for the ideal loading.

Since the transverse forces are acting in both directions (up and down), two load cases exist for the non-ideal load. Due to symmetry of the design, the compliances for both are the same. The values in Table 4 for the non-ideal loading refer to a single load case, for the mirrored transverse load the same value applies.
8. Discussion of Computational Cost

Table 5 summarizes the overall expected computational cost for a fail-safe optimization of the example problems in 2D and 3D from Sections 6 and 7 using different methods.

The approach of Jansen et al. (2013) is taken as a reference. For this method, a rather large damage patch size of one quarter of the shortest design space dimension is chosen (20 × 20 in the 2D case, 5 × 5 × 5 for 3D). This leads to a total count of 11 041 damage cases for the 2D example and 11 776 for 3D which is the number of FE analyses to be done per single optimization iteration. Assuming that the number of iterations is the same as for the preliminary optimizations in this paper (200 for 2D or 300 for 3D), the total number of FE analyses would be in the millions, rendering the method unfeasible for industrial application.

With the reduction proposed by Zhou and Fleury (2016), using the second coarsest damage density level of 2, still 133 analyses have to be done per iteration for the 2D example and 931 for the 3D example. The total number of analyses would then be in the order of magnitude of 10^4–10^5 for the shown examples. However, these computational savings come at the price that the coarser the damage density level is, the more likely it is that a critical damage location is simply disregarded, as shown by the authors in Ambrozkiewicz and Kriegesmann (2018).

For the proposed method for fail-safe optimization, a constant number of FE analyses for the preliminary design plus a variable number of analyses for each design iteration of the second optimization stage need to be conducted. The total number of analyses is now dependent on the number of identified load paths of the structure and therefore different for every loading scenario considered here. Table 5 reveals that for the shown examples the total number of analyses is in the thousands, independently of the design space being modeled in 2D or 3D.

The density-based shape optimization converges much faster than a topology optimization “from scratch”. Therefore, 25 iterations were sufficient to achieve convergence. But even if the same number of iterations is used for topology and density-based shape optimization, the numerical effort of the sequential approach presented here would be lower than with the approach of Zhou and Fleury (2016) and much lower than with the approach of Jansen et al. (2013).

9. Conclusions

A sequential procedure for fail-safe topology and shape optimization has been presented, where the main contribution is the second optimization stage which consists of a density-based shape optimization.

By application to 2D and 3D examples, it has been demonstrated that this density-based shape optimization significantly improves the fail-safe behavior of a structure that originates from a preliminary topology optimization while using the same amount of material.

Compared to topology optimization schemes with explicit fail-safe considerations, the computational effort of the sequential optimization approach is smaller by orders of magnitude which makes it feasible for industrial applications. However, since stage II is a shape optimization, the design freedom is more restricted than for a topology optimization and the result is dependent on the preliminary design of stage I.

Compared to the approach of implicitly increasing damage tolerance only by enforcing redundancy with a local volume constraint, the fail-safe performance of the sequentially optimized
structures improves significantly within a few additional iterations of density-based shape optimization. For the 2D example in Section 6.2, the compliance of the worst case damage scenario was further decreased by 47%. Simultaneously, the compliance of the intact structure was also decreased.

This shows that the sequential approach of topology optimization with the local volume constraint and the subsequent density-based shape optimization is an efficient procedure to design fail-safe structures.
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Appendix A: Automatic Identification of Load-Bearing Members

The presented method for fail-safe optimization uses a set of parametric shapes from which damage scenarios are derived.
Ideally, these shapes can be extracted by automated algorithms. The authors propose to subdivide the lattice-type result of stage I into “beams” and “knots”.

Two methods successfully applied by the authors are briefly presented here: The stress criterion method (Ambrozkiewicz and Kriegesmann 2018) and a method based on image processing algorithms. These methods may be substituted by any other algorithm offering the same functionality or even a manual subdivision can be performed.

### A.1. Stress criterion

When using the stress criterion method, no additional simulation is needed and no special algorithms have to be used. The basic identification algorithm consists of the following steps:

1. Classification of elements into classes “beam” and “knot”
2. Clustering of adjacent elements of the same class
3. Post-processing of the clusters

Classification: It is assumed that the structural beams are in a uniaxial stress state. For each finite element, the criterion uses the stress state $\sigma$ evaluated at the element’s center point. The normalized criterion value is calculated as

$$\phi_n(\sigma) = \frac{4}{\pi} \arctan(\sigma / \bar{\sigma}) \quad (A.1)$$

Here, $\bar{\sigma}$ is the highest principal stress magnitude (in absolute values) and $\sigma$ is the second highest principal stress. To limit the range of values of the criterion, a scaled arctan function is used to map the result to the interval of $[0, 1]$. Low values of $\phi_n$ indicate a strongly directional stress state, whereas in the extreme case the value of $\phi_n$ becomes 1, if the principal stresses are of equal magnitude, indicating a mixed stress state. Figure 2a shows the stress criterion values for the deterministic 2D cantilever beam example.

The classification into beams and knots is then done by choosing a threshold value for the criterion, e.g. based on the empirical cumulative distribution function of the criterion values. For Fig. A1 the threshold was chosen such that 70% of the elements were classified as belonging to beams and the remaining 30% to knots.

Clustering: Neighboring elements that are classified as the same type (beam or knot) are grouped into clusters. This is done by using a recursive algorithm iterating over the direct neighbors of an element until all solid elements are processed once.

Post-processing: In a post-processing step, very small clusters under a desired minimal value are merged with the largest surrounding cluster. The result from Fig. A1 is obtained. Undesirably large beam clusters “B1” and “B9” can be seen in the top and bottom regions. These overly large clusters may occur at locations, where a knot cluster intersects a beam along its length but does not fully cut through it. The beam cluster needs then to be split at this position. An example of that is knot “K3”, where the bottom beam in the final post-processed result in Fig. 2b is split into two separate beams “B1” and “B11” (the same accounts for the top with “K9”, “B9”, and “B14”).

Branched beams are not desired either. They can be easily identified since for them the dominant principal stress direction is not constant within the cluster. This information is used to subdivide the cluster by choosing a threshold value on the inclination angle by Otsu’s method (Otsu 1979). In this example this was the case for the beams “B1” and “B9” from Fig. A1 which are branched near the left side. In the final result in Fig. 2b, “B12” and “B13” resulted from this splitting procedure.

### A.2. Image processing

As an alternative to the stress criterion, methods from image processing can be used for automatic classification. These algorithms work on binary images in 2D or volumetric voxel images in 3D.

For regular FE meshes with a rectangular design space, a binary image can be easily obtained by treating each finite element as a pixel or voxel of an image and projecting the density values with a hard threshold value of e.g. 0.5 into a 0/1 binary representation. For irregular meshes, a sampling into an image of finer resolution can be performed.

In MATLAB the skeleton of a part’s image can be extracted by the command bwmorph. The result will be a one pixel wide center line along each feature of the part obtained by the medial axis transformation (see Pratt 2006).

The branch points of the skeleton can be extracted via the functions bwmorph2 for 2D or bwmorph3 for 3D with the argument ’branchpoints’. Dilated branch points can be directly used as the “knot” regions of the part. However, the actual size of the knot region has to be set manually.

The difference between the skeleton and the branch points gives segmented line representations of the individual “beam” regions. A mapping of each solid element to the nearest skeleton segment or branch point finishes the automatic classification. Applied to the 2D cantilever beam example from Section 6.1 the result from Fig. A2 is obtained, where for knots only the midpoints are displayed.

### Appendix B: Calculating Parameters of Auxiliary Shapes from Element Clusters

For each cluster the location of the center point $x_c$, the matrix $V$ with unit vectors of the principal axes of the auxiliary shape as well as the corresponding size vector $a$ need to be calculated. This section shows the individual calculation steps if for every cluster a set $S$ that contains the corresponding element indices is given.

The center point $x_c$ of the shape is determined by calculating the center of mass of all elements belonging to the cluster:

$$x_c = \frac{\sum_{i \in S} x_i v_i}{\sum_{i \in S} v_i} \quad (B.1)$$
The principal axes are the eigenvectors of the covariance matrix of the coordinates of all elements belonging to a cluster. The corresponding element center points \( x_i \) are concatenated into a matrix \( X \) and the covariance matrix \( \Sigma \) is calculated:

\[
X = [x_i, \ldots] \quad \forall i \in S \quad (B.2)
\]

\[
\Sigma = \text{Cov}(X) \quad (B.3)
\]

A matrix \( V \) with unit vectors of the principal axes as columns is obtained by an eigen decomposition of \( \Sigma \):

\[
\Sigma V = V \Lambda \quad (B.4)
\]

\[
V = [v_1, v_2, v_3] \quad (B.5)
\]

\[
\Lambda = \begin{bmatrix}
\lambda_1 & 0 & 0 \\
0 & \lambda_2 & 0 \\
0 & 0 & \lambda_3
\end{bmatrix} \quad (B.6)
\]

The eigenvalues on the diagonal of \( \Lambda \) are used to determine the size vector \( a \) with the sizes of the shape in every principal direction. Assuming that structural beams have an almost constant thickness over their length, the location of the centers of their underlying elements can be treated like uniformly distributed random coordinates. The eigenvalues of the covariance matrix would be the squared standard deviations:

\[
\sigma_i^2 = \lambda_i \quad (B.7)
\]

For a 1D uniform distribution with a width of \( 2a \) the relation to the standard deviation \( \sigma \) is:

\[
\sigma^2 = \frac{(2a)^2}{12} \quad \Leftrightarrow \quad a = \sqrt{3} \sigma \quad (B.8)
\]

This relation can be applied to all principal directions of the shape to obtain the size vector \( a \):

\[
a = \begin{bmatrix} a \\ b \\ c \end{bmatrix} = \sqrt{3} \begin{bmatrix} \sigma_1 \\ \sigma_2 \\ \sigma_3 \end{bmatrix} \quad (B.9)
\]

Applying the factor \( \sqrt{3} \) from equation (8) as a scaling factor between the standard deviations calculated by equation (7) and the half-axes of the auxiliary shapes stored in \( a \) will give a close fit to the original clusters (cf. Fig. 2c).

**Appendix C: Scaling of the Damage Shapes**

After the preliminary design is obtained in optimization stage I, auxiliary shapes are calculated for every beam and knot region of the structure. The member shapes will fit very closely to the original structure (cf. Fig. 2c).

If the damage shapes derived from the member shapes (see Section 4.3) are not scaled up, they may easily be circumvented during the fail-safe optimization stage II. Considering the example from Section 6.1 without upscaling the final result from Fig. C1a is obtained which clearly differs from the result shown in Fig. 6c. The most critical damage shapes have been circumvented by material that has been placed just around the damage shape, hinders the corresponding structural member to be cut entirely and therefore jeopardizes the fail-safe optimization.

The numerical value of the compliance for the worst case damage with a damage shape scaling factor of 1 is given in Table C1 and is now much lower than for the example in Section 6.1 with a scale of 2. This is not due to increased robustness to damage but rather due to the incomplete cutting of the individual members. Figure C1b shows some exemplary incomplete cuts in the upper region of the part.
tive approach than the ones with the recommended scaling factor of 2 (seen in Fig. 6b), also the worst case compliance listed in Table C1 has increased, but only slightly. The difference in the final structure is minimal when comparing the scaling factors 4 and 2, as shown in Fig. C2b.

Appendix D: Effect of the Threshold Parameter $\eta$

The projection step from equation (7) is applied to the filtered variables $\tilde{\varrho}$. Its purpose is to make interface regions between the solid and void phase more sharp for larger $\beta$ values.

Figure D1: Filtered and projected variables with projection parameter $\beta = 8$.

(a) Filtered variables $\tilde{\varrho}$

(b) Projected variables $\bar{\varrho}$ with threshold value $\eta = 0.5$

Figure D1 a shows the filtered variables $\tilde{\varrho}$ and the resulting projected variables $\bar{\varrho}$ when using a uniform $\eta = 0.5$ as the threshold and $\beta = 8$ as the steepness parameter.

Modifying the $\eta$ value allows for thickness variations of the members of a structure. When altering the threshold value, parts become eroded or dilated. Projecting the filtered variables from Fig. D1 a with uniform values of $\eta = 0.2$ and $\eta = 0.8$ results in the designs shown in Fig. D2.

In this paper, a non-uniform projection threshold field $\eta$ is used to apply spatially varying thickness modifications to a part.

Figure D2: Effect of uniform variation of $\eta$ with $\beta = 8$ on the projected variables.

(a) Threshold value $\eta = 0.8$, eroded design

(b) Threshold value $\eta = 0.2$, dilated design