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ABSTRACT Based on advances in image processing technology and Web-enabling technologies for mobile devices, mobile Augmented Reality (AR) and Virtual Reality (VR) has developed rapidly. The rendering and interaction of 3D models is an important part of AR and VR applications and is closely related to user experience. However, since the existing WebGL 3D JavaScript libraries for Web-based mobile 3D (represented by three.js and babylon.js) load the entire model file at once, large-size 3D models with complex interactions cannot be rendered smoothly due to limited data transmission, the weak computation capabilities of mobile Web browsers, and the latency of 3D model rendering. In this paper, we first propose model-animation data separation and an on-demand loading mechanism to improve the data request and loading process of Web 3D models. The main mechanisms are the following: (1) The model data are segmented into topological data and animation data sequences, and only the necessary data of the model are loaded when the Web-based mobile 3D model is first rendered. (2) The 3D model animation data sequence is semantically decomposed, and a multigranular model animation data service is established to provide continuous animation data support. (3) An asynchronous request-response mechanism is used to optimize the loading method of the model data. The model rendering mechanism uses an on-demand request and rendering method to transform the centralized loading process of the 3D model into a decentralized process. According to the testing and verification results, this optimization method can reduce the latency of mobile Web 3D in model data transmission and rendering by 24.72% for the experiment models. The interaction experience of Web-based mobile AR and VR is substantially improved relative to existing Web 3D rendering engines and rendering mechanisms, especially in complex interactive service scenarios.

INDEX TERMS Mobile Web 3D, rendering interactive computing, on-demand loading, interfacing data services, augmented reality, virtual reality.

I. INTRODUCTION

3D model interaction, as a new type of information interaction mode, provides a more intuitive and efficient means of information presentation than the 2D plane method. With advances in network technology and improvements in the performance of user terminal equipment, this interactive technology is becoming increasingly popular. With the advent of mobile Augmented Reality (AR) and Virtual Reality (VR) technologies, this 3D model interaction technology has received widespread attention from academia and industry as a primary enabling technology [1]. However, app-based 3D application solutions require users to download and install applications, and because of the limitations of portability, cross-platform operation and information interoperability, this requirement significantly hinders large-scale cross-platform application and promotion. Therefore Web-based 3D applications offer new solutions. Web-based
3D applications in browsers are portable and versatile, providing the foundation for sharing 3D information across platforms [2].

3D model rendering is a key supporting technology for Web-based mobile AR and VR applications. However, efficient rendering and dynamic interaction of 3D models for Web-based mobile AR and VR face challenges. On the one hand, due to the low efficiency of JavaScript interpretation, there are some shortcomings in computing power between the mobile Web platforms and native mobile applications. Because of insufficient computing power, applications cannot effectively process large amounts of data and complex calculations, which limits the carrying capacity of the mobile Web for large applications. On the other hand, 3D model files have more data, such as text, images, and animations, than do 2D rendered elements. With the increasing complexity of service requirements, such models also contain a large quantity of attribute data, especially for animation data, and complex interaction requirements further increase the amount of data used for mobile 3D rendering [3]. Moreover, because of the above two aspects, the computing power of the mobile Web platform and the data size of the 3D model affect the mobile Web AR and VR application user experience [4].

Since the advent of WebGL in 2011 [5], third-party JavaScript 3D rendering engines based on WebGL [6] (such as three.js and babylon.js) have been implemented for loading entire model files at one time. This mechanism has the following problems in mobile Web 3D applications. First, significant model loading rendering delay caused by one-time model data loading and rendering mechanism based on the synchronous communication mode: In the synchronous data communication mode, the client needs to wait for all model data transmission to complete before loading and rendering. On the one hand, a lack of bandwidth or instability of the mobile wireless network will cause delays in the loading of the model. Moreover, for mobile Web platforms with weak computing power, there will be a considerable delay in rendering a large 3D model at once, and the browser page may even appear to be stuck. Traditionally, the progressive mesh method used in computer 3D applications solves the problem of large amounts of data latency. However, because the model decompression process is complicated, the mobile Web platform will face increased computing pressure, which will lead to an increase in user response delays, thereby causing customers to abandon this method [7]. The end user cannot afford large-scale, complex interactive mobile 3D applications. Therefore, an asynchronous and decentralized 3D model transmission method is needed to solve the network congestion caused by one-time loading. Second, the problem of redundant computing caused by the one-time model data loading and rendering mechanism: In addition to the model topology data, a 3D model also carries a large amount of data related to user dynamic interaction requirements (such as animation data), which is initialized in the model. These data are not needed for rendering but are used in subsequent user interactions. However, the one-time model loading and rendering mechanism fully loads and renders the model structure data, animation data, etc., which brings additional loading and calculation pressure to the mobile Web platform with weak computational power, which makes the calculation response delay of the service longer. In the traditional cloud and mobile edge-side operation offloading method [8], due to the lack of computing power of mobile terminals, in the cellular network environment, the 3D model rendering calculation of complex interactions and large data volume result in increased communication, energy costs, and user service delays. Therefore, there is a need for an effective method for mitigating model initialization rendering and full rendering of data to alleviate the computational pressure of Web-based mobile terminals.

Based on the discussion of the above two aspects, using a one-time model loading rendering mechanism to build more complex mobile Web 3D applications may lead to severe problems in service delay or even service interruption. Therefore, it is vital to study a 3D model loading and rendering mechanism with sophisticated interactive capabilities for mobile Web platform environments.

To solve the problem that the existing mainstream WebGL-based Web 3D rendering method causes excessive time delay due to the one-time loading of model data and is thus unable to construct complex interactive services and high-quality 3D environments, this paper proposes a 3D model animation data on-demand loading and persistence service mechanism. Via the separation of model data and animation data, creation of a multigranularity animation data service and implementation of an on-demand loading method, this approach reduces the amount of model data initially loaded for Web 3D rendering to minimize the computational pressure of the mobile device and the delay of the application through optimization.

The reduction in the amount of 3D model data loaded and calculated by the mobile device in a unit time effectively improves the interactive response delay of the mobile Web 3D model, thereby improving the user experience. Specifically, first, the method optimizes the 3D model data service. This method converts the 3D mesh model into a JSON 3D (JD) data format. The JD model is segmented into topology data and animation data sequences of the model by the server-side application and provides independent data services for the client. Second, the method is optimized for 3D model data transmission. The loading method of the WebGL plugin is improved to realize asynchronous loading of 3D model data. At the same time, the method provides continuous animation data service based on asynchronous communication through the establishment of a multigranular model animation operation management mechanism. Third, the method is optimized for 3D model data rendering. The rendering method of the WebGL plug-in is improved, and on-demand loading of animation data according to the user’s individual needs is implemented.
II. RELATED WORK

At present, in terms of browser-based 3D scene construction and optimization work, some researchers have proposed three-dimensional scene rendering and methods for mobile computing offload. In this section, we mainly overview and discuss the approaches for 3D scene construction and rendering acceleration on mobile browser platforms.

A. PROGRESSIVE MESH COMPRESSION AND STREAMING LOADING

The progressive transmission process is based on the data transmission method of streaming media. First, the original mesh model is compressed into a basic mesh model and a continuous stream file. In the process of receiving by the client, the simple basic mesh model is transmitted first, and the client performs a rendering calculation on the basic model of low data volume, starts the transmission at the same time, sends the stream file to the client in the form of the transport stream, and receives the client. After decoding, the details of the model are gradually refined until the model data are fully restored.

For the first time, hope propose a scheme for progressively transmitting 3D network model data based on grid simplification and obtained a continuous network model data via an edge folding operation. On the client side, the inverse operation of edge folding is performed via the method of vertex splitting to realize the multiresolution model data transmission process [9]. Scholars further optimized the method on this basis: for example, Pajarola and Rossignac proposed Compressive Progressive Mesh technology [10]. In recent years, with the development of technology, a more effective method for progressive compression of models has been introduced. Maglo et al. proposed a new random incremental lossless manifold triangle mesh compression algorithm. It is algorithmically allowed to input different parts of the model mesh data with different detail confinements during decompression to generate a smooth transition between adjacent regions, and the adjacent areas are decompressed with varying levels of detail [11]. Caillaud et al. proposed a progressive compression algorithm for texture surface meshes. The algorithm solves the discontinuities in polygon nonmanifold meshes and texture mappings. Iterative batch simplification is applied in the algorithm process to maintain the geometry and texture mapping, thus creating a high-quality level of detail for the model [12]. El-Leithy et al. introduced a three-dimensional semiregular mesh progressive compression technique based on self-organizing feature mapping. This method is based on multiresolution decomposition via the wavelet transform and quantizes coefficients using a Self-Organizing Feature Map (SOFM) as a vector. The quantizer improves the visual quality of the reconstructed mesh [4]. Krivokača et al. proposed a redundant linear combination of eigenvectors of lattice Laplacian matrices and selected the atoms of the matrix eigenvectors via the matching pursuit algorithm. Compared with the traditional orthogonal basis method, this method has higher efficiency [13], [14].

For the mobile side, Yan proposed an effective progressive transmission model for the resolution of mobile devices and the characteristics of network instability [15]. Patney and Zakas offered a new incremental transmission algorithm for the attributes of mobile devices based on the screen characteristics of mobile devices [16], [17]. For browsers, Kai designed and implemented a 3D mesh model transmission technique using streaming compression on the Web through JavaScript and WebGL [18]. By using the similarity of 3D models, the data reduction method of component similarity in the model is performed, and all the processed data are organized using the structure of the lightweight scene graph to increase the efficiency of the model transmission and loading process [19]. For network transmission, a new container file format is proposed to address the shortcomings of HTTP request data. The method is optimized for progressive, Web-based 3D mesh data transmission with a minimal number of HTTP requests, highly configurable, and more efficient and flexible than traditional formats because it enables accurate progressive transmission of geometric data. Features such as partial geometry sharing between grids, direct graphics processing unit uploads, and interleaved transmission of geometry and texture data have been implemented [20], [21].

At the same time, with the development of technologies such as machine learning and neural networks, an updated method was proposed to realize the storage and transmission of 3D grid data using related technologies. Lalos proposed a Bayesian learning algorithm to reduce the coding complexity by using the multivariate Gaussian distribution and the expected value maximization method for the subsets without affecting the visual quality of the model [22].

Compared with computing environments such as PC Web and mobile applications, mobile Web has a greater delay in the progressive mesh splitting operation. This delay is due to the limitation of mobile computing capability and mobile browser security due to the rendering and computation of 3D scenes and 3D models on the browser. Additionally, the need to invoke the underlying computing and memory resources of the intelligent mobile terminal via the browser-related interfaces of the intelligent mobile terminal causes delay.

B. COMPRESSION METHOD BASED ON MOBILE DEVICES AND BROWSER

Because mobile devices or browsers and the traditional computer have many different aspects in terms of model rendering, interactive computing, and network transmission, the current research focuses mainly on the migration of mobile computing.

To overcome the shortage of computing resources of mobile devices, another major innovation in the past decade has been Mobile Cloud Computing (MCC), which allows users to offload compute-intensive tasks to many powerful cloud servers deployed on remote cloud platforms for processing [23]. In computing offload migration, the first step is accessing a cloud computing device, such as Amazon EC2, Azure, etc., through the network to help the invention [24].
to implement the computing process. The remote cloud system relies on code offloading to reduce the amount of data exchange in the communication. Because the code granularity introduces different levels of abstraction to manipulate tasks, multiple frameworks implement different levels of granularity. MAUI, ThinkAir [25] and COSMOS [26] perform offloading at the method level. Clonecloud [27] and COMET implement frameworks for offloading at the thread level. Other work employs different levels of granularity, such as classes [28] or jobs [29]. However, since the latency of communication can suddenly change, the opportunistic moments of offloading in a remote cloud system are different. Furthermore, distant cloud offloading is sensitive to multiple parameters of the system (the context of the device), which means that determining opportunistic moments for offloading is challenging [30], [31].

To mitigate the long processing delay and high power consumption of mobile AR applications, scholars recently proposed Mobile Edge Computing (MEC) [32]. The 3rd Generation Partnership Project (3GPP) also considered this technology in its future standards. By performing data processing at the edge of the network, MEC can effectively reduce network congestion and long delays in the cloud computing system [33]. By distributing traditional centralized cloud computing resources at the edge of the mobile network, MEC provides mobile users an adjacent computing environment and offers a variety of benefits, including ultra-low latency, real-time access, and location-aware services [34], [35]. On the other hand, by utilizing the proximity of mobile users in MEC and the abundant computing power available via MCC, effective collaboration between cloud and edge computing can further improve the system performance. Several layered edge-to-cloud architectures have been proposed to leverage the computing power of edge and cloud servers [36], [37].

III. METHOD ANALYSIS

In this section, we provide an overview of the proposed Web-based mobile 3D rendering optimization approach for the WebGL application framework and describe how to separate and load model data on demand.

A. JD MODEL FORMAT ANALYSIS

The main design goal of the Web-based mobile 3D rendering optimization method under the application framework of WebGL is to reduce the volume of data loaded by the mobile device, especially the amount of data loaded the first time. Through the integrated application of the optimization model and the existing model progressive compression, streaming and other technical solutions, the Web-based method relieves the pressure of data rendering and interaction of the client. At the same time, it improves the interactive response efficiency of the client. To ensure the validity of data reading and analysis, it is natural to consider using the JD format, which is exported via Blender software, as the research object in the optimization method. Unlike the standard 3D model formats on the market, such as fbx, obj, mtl, etc., the JD format data describe the object in the form of key-value pairs, which is more suitable for the JavaScript environment of the browser. Moreover, JD files take up less memory and have a more explicit data structure than other file formats that can be loaded by three.js, and the spilled server facilitates the storage management of model data. Based on the above reality, the Web-based mobile 3D rendering optimization method determines the internal data structure of the model through the internal structure of the model data and further optimizes the model transmission and rendering process.

Usually, the descriptive data of a JD model is divided into five parts: file source data (meta), structural data (model), material and texture data (materials), animation data (animation), and hierarchical structure data (hierarchy), as shown in Fig. 1. The file source data mainly describe the model file version, encoding and other basic information related to file parsing. The structural data mainly describe the vertex position information of the 3D model and the connections between the vertices. The material and texture data mostly represent the texture of the 3D model material and other related information. The animation data define the animation of relevant information data carried in the model. The hierarchical structure data are mainly model-level description information generated according to the structure of the model.

Part of the data in the model data composition is determined only by the demand, including the following:

- The file source data describe the model file and present relatively fixed attributes after the related file information is established.
- The structural data and hierarchical structure data are determined by the complexity of the service and the presentation requirements of the service and are presented differently according to the user’s visual interaction requirements and the physical display characteristics of the client.

The topology data of the model formed by these data relate mainly to the physical structure and service content of the 3D
The amount of topology data of the initially loaded model and the amount of completion loaded in 3D rendering can be reduced mainly via model progressive transmission and model compression.

**B. DISADVANTAGES OF ONE-TIME LOADING ANIMATIONS BASED ON FILES**

In the current related application, a file-based one-time synchronous loading method is adopted for 3D model data. Significant model loading rendering delay is caused by the one-time model data loading and rendering mechanism based on synchronous communication mode. In synchronous data communication mode, the client must wait for all model data transmission to be completed before loading and rendering, which will lead to the following issues:

- For animation data, under different service environments, different users, and various individual requirements, it is critical to choose different interaction processes to retrieve different animation data. This diverse environment leads to a model file containing a large volume of redundant animation data.
- Further, for the interior of the animation data, there is a certain amount of repetitive animation frame data between the plurality of response animations. Under the request-response data loading mechanism, repetitive animation frame data are redundantly transmitted between the server and the client and repeatedly written into the client’s computational cache.
- For complex multiframe sequence animation data, under the one-time request-response data loading mechanism, the animation data are affected by large-capacity data during network transmission and calculation data loading, and the data communication and calculation delay time is long.

The problems caused by such low data utilization include the following: (1) the model data transmission, loading, and rendering process wastes a considerable amount of the network resources and computational capability; (2) The model data that do not match the client computing requirements cause the client’s computing pressure to be too significant, resulting in a long waiting time for the user or even a service crash. Therefore, the process of optimization of the relationship between model-animation data and the specific needs of users reduces the redundancy of model data and the pressure of model data transmission, rendering and interaction through strategies to respond to user requirements.

According to the storage structure characteristics of the JD model, the theoretical basis and feasibility of the model animation split loading can be derived. In the JD mode data structure, the animation data exhibit attributed characteristics; that is, each independent track interactive animation has no logical relationship in time and is independent in the internal structure of the file. From the perspective of service abstraction, the animation of the model responds to related interactions in the form of subtracks. From the logical point of view of the service, model rendering construction and model animation interaction are two relatively independent processes. Thus, the model’s rendering construction process does not need to rely on animation interactions. The animation interaction operation can perform further superposition operations based on the basic model rendering construction and the data that must be rendered and processed. Each animation datum can be independently applied to the model’s rendering data without affecting the overall Web-based mobile 3D service process. In the process of loading the model data, loose coupling between the animation data and the model data can be used to separate the topology rendering operation of the model from the animation rendering operation of the model and reduce the amount of calculations of the model in the initial loading. At the same time, during the model loading process, the client caches the model data service in cooperation with the network data model construction. A multigranular 3D model animation loading method is applied to reduce the animation loading delay caused by network transmission [38].

**C. OPTIMIZATION MODEL**

To realize the procedural loading of model data, it is necessary to solve the related technical issues, such as asynchronous loading of model data of the WebGL 3D JavaScript libraries, separation of animation data, and independent loading of animation data. Therefore, the flow of the method adopted in this paper is as follows:

1. During the processing of the original model data, the server stores different animations and other attribute data separately in a form independent of the model construction data file.
2. Multigranularity decomposition is performed on the independent animation file according to the semantic description, and a multigranularity animation library is established.
3. Describe the interactive animation data based on the separation semantics. Additionally, the storage model of the interactive animation data establishes a mapping relation with the user request.
4. In the interactive application process, the server analyzes the user’s interaction request, acquires the corresponding interaction data on demand, and returns to the client to perform a similar interactive response by optimizing the loading process, thereby reducing the initial model data carried when rendering.

According to the design, the main components of the system model are as follows: (1) Establishment of a multigranularity animation cell library. As shown by the multigranularity animation cell library in Fig. 2, the animation data in the 3D model are separated from the model data by an automated or manual calculation method, and the animation data are further decomposed to establish a multigranularity animation unit on the server side. Then, logical analysis and semantic annotation are performed for multigranularity units, and a multigranularity animation unit database for user
interaction requests is constructed to provide animated data service. (2) **Interactive response calculation.** As shown by the interactive response calculation in Fig. 2, an interactive response calculation module is constructed between the server-side multigranularity animation unit library and the network module. The interactive response calculation module converts the user’s request data into a mapping and order relationship of the coarse-granularity animation unit module and provides streaming animation data service to the client according to the mapping and the order relationship. (3) **Collaborative animation data loading mechanism.** As shown in Fig. 3, when the client submits an interactive request, to reduce the delay caused by data communication between the client and the server, an animation data request and loading mechanism coordinated by the server and the client is adopted. When the interaction request is established, the coarse-granularity module number in the cache and the interaction request data form a request for data from the server. The server side calculates the coarse-granularity animation data necessary for the client by means of the interactive response calculation and provides the coordinated animation data service for the app with the coarse-granularity animation data in the cache. (4) **Model data asynchronous loading.** This service model increases the initial loading pressure of the Web-based mobile 3D rendering. Therefore, in the process of optimization, the data transmission process needs to be optimized at the application layer. The asynchronous transfer method is used for this situation: the model topology data and model animation data are asynchronously transferred to the mobile browser, and the model topology is rendered and animated via asynchronous loading and rendering operations.

**IV. METHOD**

The technical methods for the separation of animation data and multigranularity collaborative loading of animation data are adopted in the method design, and the technical solution is provided by the data service providing the mechanism, the asynchronous loading of the model data, and the on-demand rendering of the animation data to build a system model.

**A. DESIGN OF THE PROVISIONING MECHANISM OF DATA DEVICES**

The data service delivery mechanism is designed to transform the traditional file data service form into an interfaced data service form. For the preprocessed interaction model, the model data and the internal structure are serialized by the algorithm of tree structure traversal, and the model is transformed into a data object. By traversing the attributes of the object, acquiring the attribute set of the model data object and performing the calculation, the other attribute data of the model are integrated, and a new topology model is constructed and stored. The serialization operation is performed on the model animation data, and the animation data sequence object is constructed by using the independent animation data as elements [39].

After the animation data are separated from the model data, the independent animation data are decomposed into fine-granularity animation units with simple semantic meanings (such as words) by means of manual or intelligent algorithms. The fine-granularity animation units are further reorganized and arranged according to the semantic relationship of the animation, and a coarse-granularity animation cell oriented to the user request with complex semantic attributes (such as phrases) is constructed, as shown in the multigranularity animation cell library section of Fig. 2.

The individual objects in the multigranularity animation cell are traversed, the interactive semantic description is established, and a multigranularity animation library matching the service is constructed to provide a data interface for the interactive service matching process by means of the traversal process.
In the response of the multiservice response mechanism of the client, the interactive response analysis process is transferred to the server according to the service requirements. The interactive data are transformed into a mapping relationship related to the coarse-granularity animation unit. On the basis of the relationship between the application and the animation cell sequence, the server can generate an accurate response to the user’s handover operation and establish an appropriate response mechanism, as shown in the interactive response calculation section of Fig. 2. The external data service provides services to clients with a unified data interface for client requests for the same function. When requesting data, the server-side interactive response calculation obtains the coarse-grained animation unit number of the mapping according to the interaction and compares the animation unit data in the cache to determine the return animation unit data state, as shown in Fig. 3. Then, the client takes the user’s interaction description information as a parameter and converts the user’s request data into an animation-related semantic description via the interaction request analysis module. The obtained semantic description query, calculation and matching corresponding animation data are returned to the browser in the form of JSON data for rendering and interactive operations.

**B. MODEL DATA ASYNCHRONOUS COMMUNICATION**

The browser’s JavaScript engine is single-threaded, and synchronous loading of model data causes program blocking, which seriously affects the client user experience in the case of large data volumes.

Therefore, in the optimization of the on-demand loading process of model animation data, the WebGL 3D JavaScript library must be addressed via a synchronous-to-asynchronous conversion process applied to browser data requests, as shown in the model data asynchronous loading section of Fig. 3. First, based on the file loading interface corresponding to the model of three.js, the model loading method and rendering method are rewritten and encapsulated, and the FileLoader object is established. The FileLoader object mainly encapsulates the ajax asynchronous request method of JavaScript, and it monitors and processes related network request information to construct an asynchronous data communication channel between the client browser and the server. At the same time, the received model data stream is passed to the conversion module for corresponding instantiation operations and finally rendered by the three.js program at the bottom of the WebGL to display the model.

After the current model is delivered, a new data connection can be initiated via asynchronous processing. The client requests new model topology data or animation data from the server and asynchronously processes the topology data rendering and the animation data interaction calculation of different models or the same model, thereby reducing the short-term calculation pressure of the client.

**C. ANIMATION DATA COLLABORATIVE LOADING**

To reduce the time delay caused by the data communication and rendering process, based on the multigranularity model animation data service and asynchronous data loading method, a collaborative communication loading method for animation unit data is constructed between the client cache and the server. The method is implemented as follows.

- When the client starts the interaction request, the program driver network communication module traverses the client cache to obtain the queue number array of the coarse-grained animation module temporarily stored in the current cache. When the request is sent to the server, the interactive request data and cached animation unit data are used as request data and passed to the server, as shown in Fig. 3.
- The server-side interactive response calculation obtains the mapped coarse-grained animation unit number, compares the cached animation unit array in the interactive request, and determines the response data status of the animation unit in the application-related response data queue, as shown in Fig. 2.
In the response time sequence and data construction of animation units, the orderly queue of application-related animation units obtained via interactive computing is traversed, and the data status of each animation unit in the state of animation queue is calculated by comparing the cache animation unit array. The priority is then returned to the requesting client.

According to the sequence of the animation unit queue, the animation units that are not in the client cache are returned to the client’s network communication module continuously.

The 3D model rendering module of the client obtains the corresponding animation unit data from the network communication module or the collaborative loading module according to the returned application-related animation unit queue and the status of the animation unit. Then, the rendering calculation is performed step by step to complete the loading process of the collaborative animation unit data.

**D. ANIMATION RENDERING ON DEMAND**

The on-demand animation rendering is based on the method of asynchronous loading and rendering calculation after the client browser receives the animation data of the asynchronous server response. The user submits the interactive request through the mobile browser operation; the server responds to the animation data via the interface, including the information of each keyframe track and the name and duration of the animation; and the browser writes the data into the cache of the browser according to the corresponding service requirements. Asynchronous rendering calculations are then performed. The animation loading rendering process, which is independent of the model topology data, mainly includes three aspects, animation data combination, animation data fusion, and playback control, as shown in Fig. 4.

First, animation data combination: After receiving the animation data, the method in the loader parses the obtained animation data to generate an AnimationClip object. In the specific implementation method, the animation data acquired in the memory stack of the browser are traversed, the keyframe orbit data, including the position, the zoom, and the angle are acquired, and the obtained animation, name, time, etc., are combined. A reusable keyframe trackset AnimationClip object that matches the current animation data is generated as an action object that matches the animation to the model. The related code is shown in Algorithm 1.

**Algorithm 1 Action Objects Matching**

**Require:**
- Animation nodes: $A = \{A_1, A_2, \ldots, A_n\}$

**Ensure:**
- AnimationClip
  1: for each animation node $A_i \in A$ do
  2: $T_{i_1} \leftarrow \text{VectorKeyFrame}(A_i, \text{pos})$
  3: $T_{i_2} \leftarrow \text{VectorKeyFrame}(A_i, \text{scl})$
  4: $T_{i_3} \leftarrow \text{QuaternionVectorKeyFrame}(A_i, \text{rot})$
  5: end for
  6: return AnimationClip(name, length, $T$)

Second, animation and model data fusion: In the combination of the animation data and the model topology data, an animation mixer object is constructed for each independent mesh object in the model topology data by rewriting the animation rendering method in the loader to implement a specific object in a specific scene. At the same time, the storage of model data is optimized from the bottom of WebGL, which reduces the cache resources consumed by the animation mixer and reduces the buffer pressure of the browser. The underlying WebGL uses a special data type Float32Array instead of a traditional array. A Float32Array is used to store binary data in JavaScript. It can be read more quickly and uses only half of the original memory. It is used in high-frame-rate model animation rendering scenarios. Storing model data will greatly improve the performance of the browser.

Third, animation playback control: After the animation data are parsed, the AnimationClip object is layered by the animation action’s clip-action method. The browser generates an AnimationAction object and stores it in the animation blend of the corresponding mesh object. The AnimationAction object is used to dispatch AnimationClip animations, which can perform animations, pause animations, set animation execution times, execution modes, etc., to complete the corresponding service process.

**V. OPTIMIZATION EFFICIENCY EVALUATION**

The performance evaluation aims to consider the performance improvement achieved by optimized loading and traditional loading in different computing environments and different network environments in the process of the model loading and rendering calculation in ThreeJS. Meanwhile, the
evaluation verified the impact of animation loading on the user experience during the on-demand loading process and the effect of cache collaborative loading on user interaction. Finally determine the optimization efficiency of the scheme.

The information of the experimental model objects used in the experiment is shown in Fig. 5 and Table 1.

In this article, the application of Google Chrome DevTools is used to simulate the user’s various network environment bandwidths and computing environment CPU computing capabilities under actual scenarios. The test environment including: computer architecture—ACPI x64; processor—Intel (R) Core (TM) i7-8750H, 2.21Ghz; operating system—Windows 10 Home, 64-bit; graphics processing unit—GeForce GTX 1060; browser—Google Chrome version 79.0.3945.130, 64-bit; test tool—Google Chrome DevTools. The parameters used are shown in Table 2.

### A. OPTIMIZATION EFFICIENCY EVALUATION WITH DIFFERENT MODEL

The effect of model loading optimization is assessed in the experimental environment. During the test, the time efficiency of the three models in carrying the animation and in the initial loading after optimization is determined. The model composition is presented in Fig. 5.

For service construction, a model containing a single animation is used as a reference for testing. In the experimental environment, the network bandwidth is set to 10 Mbps, and the CPU frequency is set to 2.21 Ghz. By means of the test data, we obtain the phenomena reported in Table 3 in the process of building the service environment for the first time when the terminal situation is fixed.

According to the data in Table 3, in the process of separating model construction data from model animation data for on-demand loading method, the initial loading time is decreased to a certain extent. The average savings for the three models is 24.72% in experiment environment. The process of downloading and rendering the model animation data is moved back to the interaction process between the user and the application. At the same time, as the proportion of animation data in the overall model data increases, the rendering delay efficiency of the model is significantly improved under the optimization method.

### B. MODEL WITH MULTIPLE ANIMATIONS

This subsection studies the impact on the initial loading delay of on-demand loading method for a model with multiple animations. Taking model I as a reference for testing, this subsection analyzes the corresponding effects on the initial loading of the service and interactive operations under the premise of increasing animation data. For service construction, the model loads 0 to 6 animations of the same size and test the loading delay. We compares the relationship between the original loading method and the on-demand loading method in the initial loading time and the optimization efficiency of the on-demand loading method according to the data in Table 4.

It shows that the original loading method increases the delay as the number of carried animations increases according to the data in Table 4. The on-demand loading method maintains a constant loading delay because it does not load animation. The animation data will be loaded and rendered while users interact (The effect of animation loading delay on user interaction experience is analyzed in SubSection V-D). Therefore, as the number of animation tracks increases,
the on-demand loading method optimizes the initial loading delay decreases.

C. INFLUENCE OF CLIENT COMPUTATION CAPABILITY AND NETWORK CAPABILITY ON OPTIMIZATION EFFICIENCY

The computation and network capability of the client are the main factors affecting the latency of mobile web 3D application loading. This subsection tests the optimize efficiency of on-demand loading method in different computing and network environment. We use Google Chrome DevTools to simulate different computation and network environments.

Based on the test of the CPU computing simulation deceleration of browser development tools, the impact on the loading efficiency improvement is analyzed under various circumstances, as reported in Table 5.

It indicates that the loading and rendering delay of mobile Web 3D applications increases with the decrease in CPU computing frequency according the data in Table 5. We can see that the on-demand loading method saves more loading and rendering time ($\Delta_{op}$) with the CPU’s computing frequency decreases. The on-demand loading method also shows an increasing trend in optimization efficiency ($\delta_{op}$) with the CPU’s computing frequency decreases.

On the basis of the browser simulation in different network resource environments, the relationship between the loading delay and the network bandwidth is analyzed (see Table 6).

According to the data of Table 6, it indicates that the on-demand loading method saves more loading and rendering time and it shows an increasing trend with the bandwidth of mobile Access network decreases.

The experiments in this subsection indicates that the worse the environment (network and computing environment) of the mobile Web 3D application, the more loading time can be saved and the more optimization efficiency can be improved by the on-demand loading method as shown in Fig. 6. Therefore, the on-demand loading method is more obvious for mobile web 3D applications in non-ideal environments.

D. INFLUENCE OF ANIMATION LOADING DELAY

This subsection verificates the animation loading delay and its impact in the on-demand loading method. In the experimental design, we test separately the delay of loading with same animation in different computation and network environments and different file size animations in the same computation and network environment. The experiment uses Model I as a reference for testing. The delay of animation loading is shown in Fig. 7.

Fig. 7(a) and Fig. 7(b) show that the delay of animation loading is related to the computing and network environment of mobile devices. It indicates that the delay time of the animation loading is the same trend as that of the model loading delay comparing with Fig. 6. The ratio of animation loading delay to model loading delay varies. In Fig. 7(a), with the network bandwidth decreases, the ratio of animation
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FIGURE 7. The delay of animation loading.

loading delay to model loading delay decreases. Meanwhile, in Fig. 7(b), with computing capability decreases, the ratio of animation loading delay to model loading delay is also decreasing. This indicates that in the case of network transmission and computing capability lack, animation loading in the on-demand loading method has little impact on the user’s interaction experience.

E. INFLUENCE OF THE MULTIGRANULAR ANIMATION LOADING MECHANISM

For service construction, an animation is decomposed into six coarse-granular parts which size is equal (the coarse-grained part has a larger file size to avoid delay test errors). Coarse-grained data in the cache is written using asynchronous preloading. This subsection tests the loading latency of different numbers of coarse-granular animations that have been loaded into the cache. By means of the test data, we obtain the phenomena reported in Table 7 which the average rendering latency (ms) of the loaded coarse-granular parts at different positions in the sequence are measured respectively.

According the data in Table 7, it shows that the the animation rendering and loading time become shorter with the granularity of animation data in the cache increases. This indicate that when mobile web applications contain multiple animations and there are certain repetitive key frames between animations, the latency of network communication and loading data can be reduced through the cache loading mechanism. Moreover, the more keyframe data is repeated between multi-track animations, the higher the efficiency of animation loading. Therefore, the joint application of the on-demand loading method and the multi-granular collaborative animation loading method is suitable for a complex, multi-animation interactive mobile web 3D application.

VI. DISCUSSION

The performance evaluation demonstrates that the method for on-demand loading of animation data improves the quality of the user interaction experience by reducing the amount of data loaded initially. However, the number of animation tracks and the size of the independent animation data affect the optimization of this method. In the condition of this experimental network environment and computing configuration, this method is not particularly efficient for rendering optimization in some model cases: (1) For mobile Web 3D loading services with a large single animation capacity, the efficiency of multigranular collaborative on-demand loading is affected by the granular coupling relationship between animations. In the case where the capacity of independent track animation is large (such as greater than 5000 kb) and the granularity coupling coefficient of the animation between tracks is low, the multigranular collaborative on-demand loading mode has a poor optimization effect and may even cause more interactive response delays. (2) The optimization efficiency is not significant for a 3D model that contains only one animation track, and the animation data volume is small (e.g., less than 50 kb). However, the separation of model topology data and animation data causes new delays. Therefore, this optimization method is suitable for 3D models with multiple animation tracks and a single animation data volume between 50 and 5000 kb. At the same time, non-open source 3D model formats (such as FBX) cannot directly adopt this method, and the file format needs to be converted into JD format.

VII. CONCLUSION

This paper proposes a method to separate animation data from 3D models and load them on demand for rendering based on multigranularity collaboration between a server and browser. In the process of implementation, the mesh model is first converted into a JD data format, and the animation data are
separated from the model topology data and stored according to the animation track. Further, the 3D model animation data sequence is semantically decomposed, and a multigranular model animation data service is established to provide continuous animation data support. On the basis of the above work, this paper further optimizes the loading and rendering methods of Three.js and aims to achieve asynchronous data loading and 3D model rendering on demand. The method realizes the rendering of a large and complex mobile Web 3D model by reducing the amount of data that are initially loaded and consumption loaded. Through the experimental data, we obtain the following conclusions: (1) The method of collaborative asynchronous data loading and on-demand rendering of 3D models can effectively shorten the initial loading time of the model. The improvement for model loading efficiency is particularly evident, especially in scenarios with complex interactions, in which the model carries multiple independent animations. (2) In a multigranular collaborative loading environment, the higher the semantic correlation between different trajectory animations is, the shorter the loading time of the 3D model animation and the greater the optimization efficiency. (3) The optimization has different effectiveness in different computing and network environments. Specifically, when the computation capabilities and network bandwidth are gradually reduced, the optimization efficiency of rendering is more prominent.

Given the conclusions obtained above, in subsequent research, we will focus mainly on preloading large-data-volume animations using context-aware methods and a collaborative rendering method based on mobile edge servers and cloud servers.
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