AVERAGING PRINCIPLE FOR THE STOCHASTIC CONVECTIVE
BRINKMAN-FORCHEIMER EQUATIONS

MANIL T. MOHAN

Abstract. The convective Brinkman-Forchheimer equations describe the motion of incompressible fluid flows in a saturated porous medium. This work examines the multiscale stochastic convective Brinkman-Forchheimer (SCBF) equations perturbed by multiplicative Gaussian noise in two and three dimensional bounded domains. We establish a strong averaging principle for the stochastic 2D SCBF equations, which contains a fast time scale component governed by a stochastic reaction-diffusion equation with damping driven by multiplicative Gaussian noise. We exploit the Khasminskii’s time discretization approach in the proofs.

1. Introduction

The convective Brinkman-Forchheimer (CBF) equations describe the motion of incompressible viscous fluid through a rigid, homogeneous, isotropic, porous medium. Let $\mathcal{O} \subset \mathbb{R}^n$ ($n = 2, 3$) be a bounded domain with a smooth boundary $\partial \mathcal{O}$. Let $X_t(x) \in \mathbb{R}^n$ denotes the velocity field at time $t \in [0, T]$ and position $x \in \mathcal{O}$, $p_t(x) \in \mathbb{R}$ represents the pressure field, $f_t(x) \in \mathbb{R}^n$ stands for an external forcing. The CBF equations are given by

\[
\begin{cases}
\frac{\partial X_t}{\partial t} - \mu \Delta X_t + (X_t \cdot \nabla)X_t + \alpha |X_t|^{r-1}X_t + \nabla p_t = f_t, & \text{in } \mathcal{O} \times (0, T), \\
\nabla \cdot X_t = 0, & \text{in } \mathcal{O} \times (0, T), \\
X_t = 0, & \text{on } \partial \mathcal{O} \times (0, T), \\
X_0 = x, & \text{in } \mathcal{O},
\end{cases}
\]

the constants $\mu > 0$ represents the Brinkman coefficient (effective viscosity), $\alpha > 0$ stands for the Darcy (permeability of porous medium) coefficient and $\beta > 0$ denotes the Forchheimer (proportional to the porosity of the material) coefficient. In order to obtain the uniqueness of the pressure $p$, one can impose the condition $\int_{\mathcal{O}} p_t(x) dx = 0$, for $t \in (0, T)$ also. The absorption exponent $r \in [1, \infty)$ and the case $r = 3$ is known as the critical exponent. It should be noted that for $\alpha = \beta = 0$, we get the classical 3D Navier-Stokes equations (see [32, 44, 59, 64, 65], etc). The works [11, 40, 42, 56], etc discuss the global solvability results (existence and uniqueness of weak as well as strong solutions) of the deterministic CBF
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equations in bounded domains. As in the case of classical 3D Navier-Stokes equations, the existence of a unique global strong solution for the CBF equations \((1.1)\) for \(n = 3\) and \(r \in [1,3)\) is an open problem.

The existence and uniqueness of strong solutions to the stochastic 3D tamed Navier-Stokes equations on bounded domains with Dirichlet boundary conditions is established in \[62\]. The existence of martingale solutions for the stochastic 3D Navier-Stokes equations with nonlinear damping is established in \[47\]. The existence of a pathwise unique strong solution satisfying the energy equality (Itô’s formula) to the stochastic convective Brinkman-Forchheimer (SCBF) equations perturbed by multiplicative Gaussian noise is obtained in \[57\]. The author exploited the monotonicity and hemicontinuity properties of the linear and nonlinear operators as well as a stochastic generalization of the Minty-Browder technique in the proofs. In order to obtain the Itô formula (energy equality), the author made use of the fact that there are functions that can approximate functions defined on smooth bounded domains by elements of eigenspaces of linear operators (e.g., the Laplacian or the Stokes operator) in such a way that the approximations are bounded and converge in both Sobolev and Lebesgue spaces simultaneously (such a construction is available in \[25\]). By using the exponential stability of strong solutions, the existence of a unique ergodic and strongly mixing invariant measure for the SCBF equations subject to multiplicative Gaussian noise is also established in \[57\]. The works \[5, 9, 50, 51, 60, 61\], etc discuss various results on the stochastic tamed 3D Navier-Stokes equations and related models on periodic domains as well as on whole space.

For the past few decades, averaging principle for multiscale systems got its attention and it has wide range applications in science and engineering (cf. \[4, 23, 41, 53, 54, 69\], etc and references therein). An averaging principle for the deterministic systems was first investigated in \[6\] and for the stochastic differential system was first studied by Khasminskii in \[43\]. Further generalizations of averaging principle for the stochastic differential equations have been carried out in \[37, 45, 48, 66, 71, 72\], etc. The author in \[11\] established an averaging principle for a general class of stochastic reaction-diffusion systems by using the classical Khasminskii approach. The validity of an averaging principle for a class of systems of slow-fast reaction-diffusion equations with the reaction terms in both equations having polynomial growth, perturbed by multiplicative noise is investigated in \[12\]. An averaging principle for a slow-fast system (the almost periodic case) of stochastic reaction-diffusion equations, whose coefficients of the fast equation depend on time is examined in \[14\]. The author in \[7\] showed an averaging principle for a system of stochastic evolution equations of parabolic type with slow and fast time scales and derived explicit bounds for the approximation error with respect to the small parameter defining the fast time scale. An averaging principle for stochastic hyperbolic-parabolic equations with slow and fast time-scales is proved in \[29\]. The authors in \[22\] established an averaging principle for one dimensional stochastic Burgers equation with slow and fast time-scales. An averaging principle for the slow component as two dimensional stochastic Navier-Stokes equations and the fast component as stochastic reaction-diffusion equations by using the classical Khasminskii approach based on time discretization is established in \[46\]. In \[49\], the authors obtained a strong averaging principle for slow-fast stochastic partial differential equations with locally monotone coefficients, which includes the systems like stochastic porous medium equation, the stochastic \(p\)-Laplace equation, the stochastic Burgers type equation and the stochastic 2D Navier-Stokes equation, etc. For more details on averaging principle for different kinds of stochastic systems
like reaction-diffusion system, thermoelastic wave propagation system, FitzHugh-Nagumo system, higher order nonlinear Schrödinger system, Kuramoto-Sivashinsky system, etc the interested readers are referred to see [2, 8, 13, 15, 27, 28, 30, 31, 33, 34, 35, 36, 67, 68, 70, 73], etc and references therein.

In this work, we establish an averaging principle for the following stochastic coupled convective Brinkman-Forchheimer equations for $t \in (0, T)$:

$$\begin{align*}
dX_t^\varepsilon &= [\mu \Delta X_t^\varepsilon - (X_t^\varepsilon \cdot \nabla)X_t^\varepsilon - \beta |X_t^\varepsilon|^{r-1}X_t^\varepsilon + f(X_t^\varepsilon, Y_t^\varepsilon) - \nabla p_t^\varepsilon]dt \\
&\quad + \sigma_1(X_t^\varepsilon)dw_t^{Q_1}, \\
dY_t^\varepsilon &= \frac{1}{\varepsilon}[\mu \Delta Y_t^\varepsilon - \beta |Y_t^\varepsilon|^{r-1}Y_t^\varepsilon + g(X_t^\varepsilon, Y_t^\varepsilon)]dt + \frac{1}{\sqrt{\varepsilon}}\sigma_2(X_t^\varepsilon, Y_t^\varepsilon)dw_t^{Q_2}, \\
\nabla \cdot X_t^\varepsilon &= 0, \quad \nabla \cdot Y_t^\varepsilon = 0, \\
X_t^\varepsilon|_{\partial \Omega} &= Y_t^\varepsilon|_{\partial \Omega} = 0, \\
X_0^\varepsilon &= x, \quad Y_0^\varepsilon = y,
\end{align*}$$

where $\varepsilon > 0$ is a small parameter describing the ratio of the time scales of the slow component $X_t^\varepsilon$ and the fast component $Y_t^\varepsilon$, $f, g, \sigma_1, \sigma_2$ are appropriate functions, and $W_t^{Q_1}$ and $W_t^{Q_2}$ are Hilbert space valued Wiener processes on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with filtration $\{\mathcal{F}_t\}_{t \geq 0}$. As $\alpha$ is not playing a major role in our analysis, we fixed $\alpha = 0$ in (1.2). The system (1.2) can be considered as stochastic convective Brinkman-Forchheimer equations, whose drift coefficient is coupled with a stochastic perturbation $Y_t^\varepsilon$, which can be considered as the dramatically varying temperature in the system. We establish a strong averaging principle for the system (1.2) by exploiting the Khasminkii’s time discretization approach in the proofs. The averaging principle also describes the behavior of the solutions of (1.2), when $\varepsilon \to 0$ and the physical effects at large timescales influence the dynamics of (1.2). Then, we have the following strong averaging principle (for the functional set up and definition of linear and nonlinear operators, see section 2).

**Theorem 1.1.** Let the Assumption 3.1 (A1)-(A3) holds true. Then, for any initial values $x, y \in \mathbb{H}, p \geq 1$ and $T > 0$, we have

$$\lim_{\varepsilon \to 0} \mathbb{E} \left( \sup_{t \in [0, T]} \|X_t^\varepsilon - \bar{X}_t\|_{\mathbb{H}}^{2p} \right) = 0,$$

where $(X_t^\varepsilon, Y_t^\varepsilon)$ is the unique strong solution of the coupled SCBF system:

$$\begin{align*}
dX_t^\varepsilon &= -[\mu A X_t^\varepsilon + B(X_t^\varepsilon) + \beta C(X_t^\varepsilon) - f(X_t^\varepsilon, Y_t^\varepsilon)]dt + \sigma_1(X_t^\varepsilon)dw_t^{Q_1}, \\
dY_t^\varepsilon &= -\frac{1}{\varepsilon}[\mu A Y_t^\varepsilon + \beta C(Y_t^\varepsilon) - g(X_t^\varepsilon, Y_t^\varepsilon)]dt + \frac{1}{\sqrt{\varepsilon}}\sigma_2(X_t^\varepsilon, Y_t^\varepsilon)dw_t^{Q_2}, \\
X_0^\varepsilon &= x,
\end{align*}$$

and $\bar{X}_t$ is the unique strong solution of the corresponding averaged system:

$$\begin{align*}
d\bar{X}_t &= -[\mu A \bar{X}_t + B(\bar{X}_t) + \beta C(\bar{X}_t)]dt + \tilde{f}(\bar{X}_t)dt + \sigma_1(\bar{X}_t)dw_t^{Q_1}, \\
\bar{X}_0 &= x,
\end{align*}$$
with the average $\bar{f}(x) = \int_{\mathbb{H}} f(x, y) \nu^x(dy)$, $x \in \mathbb{H}$, and $\nu^x$ is the unique invariant distribution of the transition semigroup for the frozen system:

$$
\begin{cases}
\partial_t Y_t = -[\mu A Y_t + \beta C(Y_t) - g(x, Y_t)]dt + \sigma_2(x, Y_t)d\bar{W}_t^{Q_2}, \\
Y_0 = y,
\end{cases}
$$

(1.6)

where $\bar{W}_t^{Q_2}$ is an $\mathbb{H}$-valued $Q_2$-Wiener process, which is independent of $W_t^{Q_1}$ and $W_t^{Q_2}$.

In order to obtain the proof of the above Theorem, we use Khasminskii’s time discretization approach (cf. [43]). As in the case of 2D Navier-Stokes equations (cf. [46]), for the case fast component (second equation in (1.2)) as the stochastic reaction-diffusion equation with nonlinear operators. Unlike the works available in the literature, we are considering the fast component (second equation in (1.2)) as the stochastic reaction-diffusion equation with damping (or with the Forchheimer term).

The rest of the paper is organized as follows. In the next section, we provide some functional spaces as well as the hypothesis satisfied by the functions $f, g, \sigma_1, \sigma_2$ needed to obtain the global solvability of the system (1.2). We discuss about the existence and uniqueness of a pathwise strong solution to the system (1.2) (Theorem 3.4) in section 3. In the final section, we examine the strong averaging principle for the coupled SCBF equations (1.2). We first establish the existence of a unique invariant measure for the frozen system (1.6) (Proposition 4.4). Then, by exploiting the classical Khasminskii approach based on time discretization, we prove strong convergence of the slow component (1.4) to the solution of the corresponding averaged SCBF system (1.5) (Theorem 4.1).

2. Mathematical Formulation

This section is devoted for the necessary function spaces and the hypothesis satisfied by the functions $f, g$ and the noise coefficients $\sigma_1, \sigma_2$ needed to obtain the global solvability results for the coupled SCBF equations (1.2).

2.1. Function spaces. Let $C_0^\infty(\mathcal{O}; \mathbb{R}^n)$ denotes the space of all infinitely differentiable functions ($\mathbb{R}^n$-valued) with compact support in $\mathcal{O} \subset \mathbb{R}^n$. We define

$$
\begin{align*}
\mathcal{V} &:= \{X \in C_0^\infty(\mathcal{O}, \mathbb{R}^n) : \nabla \cdot X = 0\}, \\
\mathbb{H} &:= \text{the closure of } \mathcal{V} \text{ in the Lebesgue space } L^2(\mathcal{O}) = L^2(\mathcal{O}; \mathbb{R}^n), \\
\mathcal{V} &:= \text{the closure of } \mathcal{V} \text{ in the Sobolev space } H^1_0(\mathcal{O}) = H^1_0(\mathcal{O}; \mathbb{R}^n), \\
\mathbb{L}^p &:= \text{the closure of } \mathcal{V} \text{ in the Lebesgue space } L^p(\mathcal{O}) = L^p(\mathcal{O}; \mathbb{R}^n),
\end{align*}
$$

for $p \in (2, \infty)$. Then under some smoothness assumptions on the boundary, we characterize the spaces $\mathbb{H}, \mathcal{V}$ and $\mathbb{L}^p$ as $\mathbb{H} = \{X \in L^2(\mathcal{O}) : \nabla \cdot X = 0, X \cdot n|_{\partial\mathcal{O}} = 0\}$, with norm $\|X\|_{\mathbb{H}} := \int_{\mathcal{O}} |X(x)|^2dx$, where $n$ is the outward normal to $\partial\mathcal{O}, \mathcal{V} = \{X \in H^1_0(\mathcal{O}) : \nabla \cdot X = 0\}$, with norm $\|X\|_{\mathcal{V}} := \int_{\mathcal{O}} |\nabla X(x)|^2dx$, and $\mathbb{L}^p = \{X \in L^p(\mathcal{O}) : \nabla \cdot X = 0, X \cdot n|_{\partial\mathcal{O}} = 0\}$, with norm $\|X\|_{\mathbb{L}^p}^p := \int_{\mathcal{O}} |X(x)|^pdx$, respectively. Let $(\cdot, \cdot)$ denotes the inner product in the Hilbert space $\mathbb{H}$ and $(\cdot, \cdot)$ denotes the induced duality between the spaces $\mathcal{V}$ and its dual $\mathcal{V}'$ as well as $\mathbb{L}^p$ and its dual $\mathbb{L}^{p'}$, where $\frac{1}{p} + \frac{1}{p'} = 1$. Note that $\mathbb{H}$ can be identified with its dual $\mathbb{H}'$. We
endow the space $\mathbb{V} \cap \tilde{\mathbb{L}}^p$ with the norm $\|X\|_{\mathbb{V}} + \|X\|_{\tilde{\mathbb{L}}^p}$, for $X \in \mathbb{V} \cap \tilde{\mathbb{L}}^p$ and its dual $\mathbb{V}' + \tilde{\mathbb{L}}^{p'}$ with the norm

$$\inf \left\{ \max(\|Y_1\|_{\mathbb{V}}, \|Y_1\|_{\tilde{\mathbb{L}}^{p'}}) : Y = Y_1 + Y_2, Y_1 \in \mathbb{V}, Y_2 \in \tilde{\mathbb{L}}^{p'} \right\}.$$  

Furthermore, we have the continuous embedding $\mathbb{V} \cap \tilde{\mathbb{L}}^p \hookrightarrow \mathbb{H} \hookrightarrow \mathbb{V}' + \tilde{\mathbb{L}}^{p'}$.

2.2. **Linear operator.** Let us define

$$\begin{align*}
AX : &= -P_{\mathbb{H}} \Delta X, \quad X \in \text{D}(A), \\
\text{D}(A) : &= \mathbb{V} \cap \mathbb{H}^2(\mathcal{O}).
\end{align*}$$

It can be easily seen that the operator $A$ is a non-negative self-adjoint operator in $\mathbb{H}$ with $\mathbb{V} = \text{D}(A^{1/2})$ and

$$\langle AX, X \rangle = \|X\|^2_{\mathbb{H}}, \quad \text{for all } X \in \mathbb{V}, \quad \text{so that } \|AX\|_{\mathbb{V}} \leq \|X\|_{\mathbb{V}}. \quad (2.1)$$

For a bounded domain $\mathcal{O}$, the operator $A$ is invertible and its inverse $A^{-1}$ is bounded, self-adjoint and compact in $\mathbb{H}$. Thus, using the spectral theorem, the spectrum of $A$ consists of an infinite sequence $0 < \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_k \leq \ldots$, with $\lambda_k \to \infty$ as $k \to \infty$ of eigenvalues. Moreover, there exists an orthogonal basis $\{e_k\}_{k=1}^{\infty}$ of $\mathbb{H}$ consisting of eigenvectors of $A$ such that $Ae_k = \lambda_k e_k$, for all $k \in \mathbb{N}$. We know that $X$ can be expressed as $X = \sum_{k=1}^{\infty} \langle X, e_k \rangle e_k$ and $AX = \sum_{k=1}^{\infty} \lambda_k \langle X, e_k \rangle e_k$, for all $X \in \text{D}(A)$. Thus, it is immediate that

$$\|\nabla X\|^2_{\mathbb{H}} = \langle AX, X \rangle = \sum_{k=1}^{\infty} \lambda_k |\langle X, e_k \rangle|^2 \geq \lambda_1 \sum_{k=1}^{\infty} |\langle X, e_k \rangle|^2 = \lambda_1 \|X\|^2_{\mathbb{H}}, \quad (2.2)$$

which is the Poincaré inequality.

2.3. **Bilinear operator.** Let us define the trilinear form $b(\cdot, \cdot, \cdot) : \mathbb{V} \times \mathbb{V} \times \mathbb{V} \to \mathbb{R}$ by

$$b(X, Y, Z) = \int_{\mathcal{O}} (X(x) \cdot \nabla) Y(x) \cdot Z(x) dx = \sum_{i,j=1}^{n} \int_{\mathcal{O}} X_i(x) \frac{\partial Y_j(x)}{\partial x_i} Z_j(x) dx.$$

If $X$, $Y$ are such that the linear map $b(X, Y, \cdot)$ is continuous on $\mathbb{V}$, the corresponding element of $\mathbb{V}'$ is denoted by $B(X, Y)$. We also denote (with an abuse of notation) $B(X) = B(X, X) = P_{\mathbb{H}}(X \cdot \nabla) X$. An integration by parts yields

$$\begin{align*}
\begin{cases}
b(X, Y, Y) = 0, & \text{for all } X, Y \in \mathbb{V}, \\
b(X, Y, Z) = -b(X, Z, Y), & \text{for all } X, Y, Z \in \mathbb{V}.
\end{cases} \quad (2.3)
\end{align*}$$

In the trilinear form, an application of Hölder’s inequality yields

$$|b(X, Y, Z)| = |b(X, Z, Y)| \leq \|X\|_{\mathbb{L}^{r+1}} \|Y\|_{\mathbb{L}^{2(r+1)}} \|Z\|_{\mathbb{V}},$$

for all $X \in \mathbb{V} \cap \tilde{\mathbb{L}}^{r+1}$, $Y \in \mathbb{V} \cap \tilde{\mathbb{L}}^{2(r+1)}$ and $Z \in \mathbb{V}$, so that we get

$$\|B(X, Y)\|_{\mathbb{V}} \leq \|X\|_{\mathbb{L}^{r+1}} \|Y\|_{\mathbb{L}^{2(r+1)}}. \quad (2.4)$$

Hence, the trilinear map $b : \mathbb{V} \times \mathbb{V} \times \mathbb{V} \to \mathbb{R}$ has a unique extension to a bounded trilinear map from $(\mathbb{V} \cap \tilde{\mathbb{L}}^{r+1}) \times (\mathbb{V} \cap \tilde{\mathbb{L}}^{2(r+1)}) \times \mathbb{V}$ to $\mathbb{R}$. It can also be seen that $B$ maps $\mathbb{V} \cap \tilde{\mathbb{L}}^{r+1}$ into $\mathbb{V}' + \tilde{\mathbb{L}}^{r+1}$ and using interpolation inequality, we get

$$|\langle B(X, X), Y \rangle| = |b(X, Y, X)| \leq \|X\|_{\mathbb{L}^{r+1}} \|X\|_{\mathbb{L}^{2(r+1)}} \|Y\|_{\mathbb{V}} \leq \|X\|_{\mathbb{L}^{r+1}} \|X\|_{\mathbb{L}^{2(r+1)}} \|Y\|_{\mathbb{V}}, \quad (2.5)$$
for all \(Y \in \mathbb{V} \cap \tilde{L}^{r+1}\). Thus, we have

\[
\|B(X)\|_{L^{r+1}} \leq \|X\|_{L^{r+1}} \|X\|_{H^{r}}^{1/2},
\]

for \(r \geq 3\).

For \(n = 2\) and \(r \in [1, 3]\), using Hölder’s and Ladyzhenskaya’s inequalities, we obtain

\[
\langle B(X, Y), Z \rangle = \langle B(X, Z), Y \rangle \leq \|X\|_{L^{2}} \|Y\|_{L^{2}} \|Z\|_{V},
\]

for all \(X, Y, Z \in \widetilde{L}^{4}\) and \(Z \in \mathbb{V}\), so that we get \(\|B(X, Y)\|_{V'} \leq \|X\|_{L^{2}} \|Y\|_{L^{2}}\). Furthermore, we have

\[
\|B(X, X)\|_{V} \leq \|X\|_{L^{2}}^{2} \leq \sqrt{2} \|X\|_{H} \leq \sqrt{2} \|X\|_{V},
\]

for all \(X \in \mathbb{V}\).

2.4. Nonlinear operator. Let us now consider the operator \(C(X) := P_{H}(|X|^{r-1}X)\). It is immediate that \(\langle C(X), X \rangle = \|X\|_{L^{r+1}}^{r+1}\). For any \(r \in [1, \infty)\), we have

\[
\langle P_{H}(X|X|^{r-1}) - P_{H}(Y|Y|^{r-1}), X - Y \rangle
\]

\[
= \int (X(x)|X(x)|^{r-1} - Y(x)|Y(x)|^{r-1}) \cdot (X(x) - Y(x)) \: dx
\]

\[
= \int \left( |X(x)|^{r+1} - |X(x)|^{r-1}X(x) \cdot Y(x) - |Y(x)|^{r-1}X(x) \cdot Y(x) + |Y(x)|^{r+1} \right) \: dx
\]

\[
\geq \int \left( |X(x)|^{r+1} - |X(x)|^{r-1}|Y(x)| - |Y(x)|^{r-1}|X(x)| + |Y(x)|^{r+1} \right) \: dx
\]

\[
= \int \left( |X(x)|^{r} - |Y(x)|^{r} \right) (|X(x)| - |Y(x)|) \: dx \geq 0.
\]

(2.7)

Furthermore, we find

\[
\langle P_{H}(X|X|^{r-1}) - P_{H}(Y|Y|^{r-1}), X - Y \rangle
\]

\[
= \langle |X|^{r-1}, |X - Y|^{2} \rangle + \langle |Y|^{r-1}, |X - Y|^{2} \rangle + \langle Y|X|^{r-1} - X|Y|^{r-1}, X - Y \rangle
\]

\[
= \|X|^{r-1}(X - Y)\|_{H}^{2} + \|Y|^{r-1}(X - Y)\|_{H}^{2}
\]

\[
+ \langle X \cdot Y, |X|^{r-1} + |Y|^{r-1} \rangle - \langle |X|^{2}, |Y|^{r-1} \rangle - \langle |X|^{2}, |Y|^{r-1} \rangle.
\]

(2.8)

But, we know that

\[
\langle X \cdot Y, |X|^{r-1} + |Y|^{r-1} \rangle - \langle |X|^{2}, |Y|^{r-1} \rangle - \langle |Y|^{2}, |X|^{r-1} \rangle
\]

\[
= -\frac{1}{2} \|X|^{r-1}(X - Y)\|_{H}^{2} - \frac{1}{2} \|Y|^{r-1}(X - Y)\|_{H}^{2} + \frac{1}{2} \langle |X|^{r-1} - |Y|^{r-1}, (|X|^{2} - |Y|^{2}) \rangle
\]

\[
\geq -\frac{1}{2} \|X|^{r-1}(X - Y)\|_{H}^{2} - \frac{1}{2} \|Y|^{r-1}(X - Y)\|_{H}^{2}.
\]

From (2.8), we finally have

\[
\langle P_{H}(X|X|^{r-1}) - P_{H}(Y|Y|^{r-1}), X - Y \rangle \geq \frac{1}{2} \|X|^{r-1}(X - Y)\|_{H}^{2} + \frac{1}{2} \|Y|^{r-1}(X - Y)\|_{H}^{2} \geq 0,
\]

(2.9)
for \( r \geq 1 \). It is important to note that
\[
\|X - Y\|_{L^{r+1}}^{r+1} = \int_\Omega |X(x) - Y(x)|^{r-1}|X(x) - Y(x)|^2 \, dx \\
\leq 2^{r-2} \int_\Omega (|X(x)|^{r-1} + |Y(x)|^{r-1})|X(x) - Y(x)|^2 \, dx \\
\leq 2^{r-2} \|X\|_{L^2}^{r-1}|X - Y\|^2 + 2^{r-2} \|Y\|_{L^2}^{r-1}|X - Y\|^2.
\]
Combining (2.9) and (2.10), we obtain
\[
\langle C(X) - C(Y), X - Y \rangle \geq \frac{1}{2^{r-1}} \|X - Y\|_{L^{r+1}}^{r+1},
\]
for \( r \geq 1 \).

2.5. Monotonicity. In this subsection, we discuss about the monotonicity as well as the hemicontinuity properties of the linear and nonlinear operators.

**Definition 2.1** ([3]). Let \( X \) be a Banach space and let \( X' \) be its topological dual. An operator \( G : D \to X', \ D = D(G) \subset X \) is said to be monotone if
\[
\langle G(x) - G(y), x - y \rangle \geq 0, \quad \text{for all } x, y \in D.
\]
The operator \( G(\cdot) \) is said to be hemicontinuous, if for all \( x, y \in X \) and \( w \in X' \),
\[
\lim_{\lambda \to 0} \langle G(x + \lambda y), w \rangle = \langle G(x), w \rangle.
\]
The operator \( G(\cdot) \) is called demicontinuous, if for all \( x \in D \) and \( y \in X \), the functional \( x \mapsto \langle G(x), y \rangle \) is continuous, or in other words, \( x_k \to x \) in \( X \) implies \( G(x_k) \overset{w}{\to} G(x) \) in \( X' \). Clearly demicontinuity implies hemicontinuity.

**Lemma 2.2** (Theorem 2.2, [56]). Let \( X, Y \in V \cap \tilde{L}^{r+1} \), for \( r > 3 \). Then, for the operator \( G(X) = \mu AX + B(X) + \beta C(X) \), we have
\[
\langle (G(X) - G(Y), X - Y \rangle + \eta \|X - Y\|_{L^2}^2 \geq 0,
\]
where \( \eta = \frac{r-3}{2\mu(r-1)} \left( \frac{2}{\beta \mu (r-1)} \right)^{\frac{1}{r-1}} \). That is, the operator \( G + \eta I \) is a monotone operator from \( V \cap \tilde{L}^{r+1} \) to \( V' + \tilde{L}^{r+1} \).

**Lemma 2.3** (Theorem 2.3, [56]). For the critical case \( r = 3 \) with \( 2\beta \mu \geq 1 \), the operator \( G(\cdot) : V \cap \tilde{L}^{r+1} \to V' + \tilde{L}^{r+1} \) is globally monotone, that is, for all \( X, Y \in V \), we have
\[
\langle G(X) - G(Y), X - Y \rangle \geq 0.
\]

**Lemma 2.4** (Remark 2.4, [56]). Let \( n = 2, r \in [1, 3] \) and \( X, Y \in V \). Then, for the operator \( G(X) = \mu AX + B(X) + \beta C(X) \), we have
\[
\langle (G(X) - G(Y), X - Y \rangle + \frac{27}{32\mu^4} N^4 \|X - Y\|_{L^2}^2 \geq 0,
\]
for all \( Y \in B_N \), where \( B_N \) is an \( \tilde{L}^4 \)-ball of radius \( N \), that is, \( B_N := \{ z \in \tilde{L}^4 : \|z\|_{L^4} \leq N \} \).

**Lemma 2.5** (Lemma 2.5, [56]). The operator \( G : V \cap \tilde{L}^{r+1} \to V' + \tilde{L}^{r+1} \) is demicontinuous.
3. Stochastic Coupled Convective Brinkman-Forchheimer Equations

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space equipped with an increasing family of sub-sigma fields $\{\mathcal{F}_t\}_{0 \leq t \leq T}$ of $\mathcal{F}$ satisfying:

(i) $\mathcal{F}_0$ contains all elements $F \in \mathcal{F}$ with $\mathbb{P}(F) = 0$,
(ii) $\mathcal{F}_t = \bigcap_{s \geq t} \mathcal{F}_s$, for $0 \leq t \leq T$.

In this section, we consider the stochastic coupled convective Brinkman-Forchheimer equations perturbed by multiplicative Gaussian noise. On taking orthogonal projection $P_\mathbb{H}$ onto the first two equations in (1.2), we obtain

$$
\begin{align*}
\begin{cases}
\frac{dX_i^\varepsilon}{dt} = -[\mu AX_i^\varepsilon + B(X_i^\varepsilon) + \beta C(X_i^\varepsilon) - f(X_i^\varepsilon, Y_i^\varepsilon)] dt + \sigma_1(X_i^\varepsilon) dW_t^{Q_1}, \\
\frac{dY_i^\varepsilon}{dt} = -\frac{1}{\varepsilon}[\mu AY_i^\varepsilon + \beta C(Y_i^\varepsilon) - g(X_i^\varepsilon, Y_i^\varepsilon)] dt + \frac{1}{\sqrt{\varepsilon}}\sigma_2(X_i^\varepsilon, Y_i^\varepsilon) dW_t^{Q_2},
\end{cases}
\end{align*}
$$

where $W_t^{Q_i}$ $(i = 1, 2)$ are $\mathbb{H}$-valued $Q_i$-Wiener process and $Q_i$'s, for $i = 1, 2$ are positive symmetric trace class operators in $\mathbb{H}$. For $i = 1, 2$, we define $\mathbb{H}_0^i := Q_i^{-1/2}\mathbb{H}$. Then $\mathbb{H}_0^i$ is a Hilbert space with the inner product $(x, y)_{\mathbb{H}_0^i} = (Q_i^{-1/2}x, Q_i^{-1/2}y)$, for $x, y \in \mathbb{H}_0^i$ and norm $\|x\|_{\mathbb{H}_0^i} = \|Q_i^{-1/2}x\|_{\mathbb{H}}$, where $Q_i^{-1/2}$ is the pseudo-inverse of $Q_i^{1/2}$. Let $\mathcal{L}(\mathbb{H})$ denotes the space of all bounded linear operators on $\mathbb{H}$ and $\mathcal{L}_{Q_i}(\mathbb{H})$ denotes the space of all Hilbert-Schmidt operators from $\mathbb{H}_0^i$ to $\mathbb{H}$. Since $Q_i$ is a trace class operator, the embedding of $\mathbb{H}_0^i$ in $\mathbb{H}$ is Hilbert-Schmidt and the space $\mathcal{L}_{Q_i}(\mathbb{H})$ is a Hilbert space equipped with the inner product $\langle \Psi, \Phi \rangle_{\mathcal{L}_{Q_i}} = \text{Tr}(\Psi Q_i \Phi^\ast)$ and norm $\|\Psi\|_{\mathcal{L}_{Q_i}}^2 = \text{Tr}(\Psi Q_i \Psi^\ast) = \sum_{k=1}^\infty \|Q_i^{1/2} \Psi^\ast e_k\|_{\mathbb{H}}^2$ and inner product $(\Psi, \Phi)_{\mathcal{L}_{Q_i}} = \text{Tr}(\Psi Q_i \Phi^\ast) = \sum_{k=1}^\infty (Q_i^{1/2} \Phi^\ast e_k, Q_i^{1/2} \Psi^\ast e_k)$. For more details, the interested readers are referred to see [18]. We need the following Assumptions on $f, g, \sigma_1$ and $\sigma_2$ to obtain our main results.

**Assumption 3.1.** The functions $f, g : \mathbb{H} \times \mathbb{H} \to \mathbb{H}$, $\sigma_1 : \mathbb{H} \to \mathcal{L}_{Q_1}(\mathbb{H})$ and $\sigma_2 : \mathbb{H} \times \mathbb{H} \to \mathcal{L}_{Q_2}(\mathbb{H})$ satisfy the following Assumptions:

(A1) The functions $f, g, \sigma_1, \sigma_2$ are Lipschitz continuous, that is, there exist positive constants $C, L_g$ and $L_{\sigma_2}$ such that for any $x_1, x_2, y_1, y_2 \in \mathbb{H}$, we have

$$
\begin{align*}
&\|f(x_1, y_1) - f(x_2, y_2)\|_{\mathbb{H}} \leq C(\|x_1 - x_2\|_{\mathbb{H}} + \|y_1 - y_2\|_{\mathbb{H}}), \\
&\|g(x_1, y_1) - g(x_2, y_2)\|_{\mathbb{H}} \leq C(\|x_1 - x_2\|_{\mathbb{H}} + L_g \|y_1 - y_2\|_{\mathbb{H}}), \\
&\|\sigma_1(x_1) - \sigma_1(x_2)\|_{\mathcal{L}_{Q_1}} \leq C(\|x_1 - x_2\|_{\mathbb{H}}), \\
&\|\sigma_2(x_1, y_1) - \sigma_2(x_2, y_2)\|_{\mathcal{L}_{Q_2}} \leq C(\|x_1 - x_2\|_{\mathbb{H}} + L_{\sigma_2} \|y_1 - y_2\|_{\mathbb{H}}).
\end{align*}
$$

(A2) There exists a constant $\zeta \in (0, 1)$ such that

$$
\|\sigma_2(x, y)\|_{\mathcal{L}_{Q_2}} \leq C(1 + \|x\|_{\mathbb{H}} + \|y\|_{\mathbb{H}}^{\frac{\zeta}{2}}), \quad \text{for all } x, y \in \mathbb{H}.
$$

(A3) The Brinkman coefficient $\mu > 0$, the smallest eigenvalue $\lambda_1$ of the Stokes operator and the Lipschitz constants $L_g$ and $L_{\sigma_2}$ satisfy

$$
\mu \lambda_1 - 2L_g - 2L_{\sigma_2}^2 > 0.
$$

Let us now provide the definition of a unique global strong solution in the probabilistic sense to the system (3.1).
Definition 3.2 (Global strong solution). Let \((x, y) \in \mathbb{H} \times \mathbb{H}\) be given. An \(\mathbb{H} \times \mathbb{H}\)-valued \((\mathcal{F}_t)_{t \geq 0}\)-adapted stochastic process \((X^\varepsilon_t, Y^\varepsilon_t)\) is called a strong solution to the system (3.1) if the following conditions are satisfied:

(i) the process \((X^\varepsilon_t, Y^\varepsilon_t) \in L^2(\Omega; L^\infty(0, T; \mathbb{H}) \cap L^2(0, T; V)) \cap L^{r+1}(\Omega; L^{r+1}(0, T; \tilde{L}^{r+1})) \times L^2(\Omega; \mathbb{H}) \cap L^2(0, T; V)) \cap L^{r+1}(\Omega; L^{r+1}(0, T; \tilde{L}^{r+1}))\) and \((X^\varepsilon_t, Y^\varepsilon_t)\) has a \((V \cap \tilde{L}^{r+1})\)-valued modification, which is progressively measurable with continuous paths in \(\mathbb{H} \times \mathbb{H}\) and \((X^\varepsilon_t, Y^\varepsilon_t) \in C([0, T]; \mathbb{H}) \cap L^2(0, T; V) \cap L^{r+1}(0, T; \tilde{L}^{r+1}) \times C([0, T]; \mathbb{H}) \cap L^2(0, T; V) \cap L^{r+1}(0, T; \tilde{L}^{r+1}), \mathbb{P}\)-a.s.,

(ii) the following equality holds for every \(t \in [0, T]\), as an element of \((V' + \tilde{L}^{-1}) \times (V' + \tilde{L}^{-1})\), \(\mathbb{P}\)-a.s.:

\[
\begin{aligned}
X^\varepsilon_t &= x - \int_0^t [\mu AX^\varepsilon_s + B(X^\varepsilon_s) + \beta C(X^\varepsilon_s) - f(X^\varepsilon_s, Y^\varepsilon_s)]ds + \int_0^t \sigma_1(X^\varepsilon_s)dW^Q_1, \\
Y^\varepsilon_t &= y - \frac{1}{\varepsilon} \int_0^t [\mu AY^\varepsilon_s + \beta C(Y^\varepsilon_s) - g(X^\varepsilon_s, Y^\varepsilon_s)]ds + \frac{1}{\sqrt{\varepsilon}} \int_0^t \sigma_2(X^\varepsilon_s, Y^\varepsilon_s)dW^Q_2,
\end{aligned}
\]

(iii) the following Itô formula (energy equality) holds true:

\[
\begin{aligned}
\|X^\varepsilon_t\|_\mathbb{H}^2 + \|Y^\varepsilon_t\|_V^2 &+ 2\mu \int_0^t \left(\|X^\varepsilon_s\|_V^2 + \frac{1}{\varepsilon} \|Y^\varepsilon_s\|_V^2\right)ds + 2\beta \int_0^t \left(\|X^\varepsilon_s\|_{L^{r+1}}^2 + \frac{1}{\varepsilon} \|Y^\varepsilon_s\|_{L^{r+1}}^2\right)ds \\
&= \|x\|_\mathbb{H}^2 + \|y\|_V^2 + 2\mu \int_0^t (f(X^\varepsilon_s, Y^\varepsilon_s), X^\varepsilon_s)ds + \frac{2}{\varepsilon} \int_0^t (g(X^\varepsilon_s, Y^\varepsilon_s), X^\varepsilon_s)ds \\
&\quad + \int_0^t \left(\|\sigma_1(X^\varepsilon_s)\|_{L^{Q_1}}^2 + \frac{1}{\varepsilon} \|\sigma_2(X^\varepsilon_s, Y^\varepsilon_s)\|_{L^{Q_2}}^2\right)ds \\
&\quad + 2 \frac{1}{\sqrt{\varepsilon}} \int_0^t (\sigma_2(X^\varepsilon_s, Y^\varepsilon_s)dW^Q_2, Y^\varepsilon_s),
\end{aligned}
\]

for all \(t \in (0, T)\), \(\mathbb{P}\)-a.s.

An alternative version of condition (3.2) is to require that for any \((U, V) \in (V \cap \tilde{L}^{r+1}) \times (V \cap \tilde{L}^{r+1})\), \(\mathbb{P}\)-a.s.:

\[
\begin{aligned}
(X^\varepsilon_t, U) &= (x, U) - \int_0^t \langle \mu AX^\varepsilon_s + B(X^\varepsilon_s) + \beta C(X^\varepsilon_s) - f(X^\varepsilon_s, Y^\varepsilon_s), U \rangle ds \\
&\quad + \int_0^t \sigma_1(X^\varepsilon_s)dW^Q_1, U), \\
(Y^\varepsilon_t, V) &= (y, V) - \frac{1}{\varepsilon} \int_0^t \langle \mu AY^\varepsilon_s + \beta C(Y^\varepsilon_s) - g(X^\varepsilon_s, Y^\varepsilon_s), V \rangle ds \\
&\quad + \frac{1}{\sqrt{\varepsilon}} \int_0^t (\sigma_2(X^\varepsilon_s, Y^\varepsilon_s)dW^Q_2, V),
\end{aligned}
\]

Definition 3.3. A strong solution \((X^\varepsilon_t, Y^\varepsilon_t)\) to (3.1) is called a pathwise unique strong solution if \((\tilde{X}^\varepsilon_t, \tilde{Y}^\varepsilon_t)\) is another strong solution, then

\[
\mathbb{P}\left\{\omega \in \Omega : (X^\varepsilon_t, Y^\varepsilon_t) = (\tilde{X}^\varepsilon_t, \tilde{Y}^\varepsilon_t), \text{ for all } t \in [0, T]\right\} = 1.
\]

The strong solutions to the systems (1.5) and (1.6) can be defined in a similar way.
3.1. Global strong solution. In this section, we discuss the existence and uniqueness of strong solution to the system (3.1). For convenience, we make use of the following simplified notations. Let us define \( H := \mathbb{H} \times \mathbb{H} \). For any \( U = (x_1, x_2), V = (y_1, y_2) \in H \), let us denote the inner product and norm on this Hilbert space by

\[
(U, V) = (x_1, y_1) + (x_2, y_2), \quad \|U\|_H = \sqrt{(U, U)} = \sqrt{\|x_1\|_Q^2 + \|x_2\|_{\tilde{Q}}^2}. \tag{3.4}
\]

In a similar way, we define \( V := V \times V \). The inner product and norm on this Hilbert space is defined by

\[
(U, V)_V = (\nabla x_1, \nabla y_1) + (\nabla x_2, \nabla y_2), \quad \|U\|_V = \sqrt{(U, U)_V} = \sqrt{\|\nabla x_1\|_{Q}^2 + \|\nabla x_2\|_{\tilde{Q}}^2}, \tag{3.5}
\]

for all \( U, V \in V \). We denote \( V' \) as the dual of \( V \). We define the space \( \tilde{L}^{r+1} := \tilde{L}^{r+1} \times \tilde{L}^{r+1} \) with the norm given by

\[
\|U\|_{\tilde{L}^{r+1}} = \left\{ \|x_1\|^{r+1}_{L^{r+1}} + \|x_2\|^{r+1}_{\tilde{L}^{r+1}} \right\}^{\frac{1}{r+1}},
\]

for all \( U \in \tilde{L}^{r+1} \). We represent the duality pairing between \( V \) and its dual \( V' \), \( L^{r+1} \) and its dual \( L^{2^{r+1}} \), and \( V' \cap L^{r+1} \) and its dual \( V' + L^{2^{r+1}} \) as \( \langle \cdot , \cdot \rangle \). Note that we have the Gelfand triple \( V \cap L^{r+1} \subset H \subset V' + L^{2^{r+1}} \). Let us denote \( W_t = (W^Q_t, W^\tilde{Q}_t) \) for an \( H \)-valued \( \mathbb{Q} \)-Wiener process in \( V \), where \( Q = (Q_1, Q_2) \) is a positive symmetric trace class operator on \( H \). Let us now rewrite the system (3.3) for \( Z_t^\varepsilon = (X_t^\varepsilon, Y_t^\varepsilon) \) as

\[
\begin{align*}
\frac{dZ_t^\varepsilon}{dt} &= -\left[ \mu \tilde{A}Z_t^\varepsilon + \tilde{F}(Z_t^\varepsilon) \right] dt + \tilde{\sigma}(Z_t^\varepsilon) dW_t, \\
Z_0^\varepsilon &= (x, y) \in H,
\end{align*}
\tag{3.6}
\]

where

\[
\tilde{A}Z = \left( \Lambda X^\varepsilon, \frac{1}{\varepsilon} \Lambda Y^\varepsilon \right),
\]

\[
\tilde{F}(Z^\varepsilon) = \left( B(X^\varepsilon) + \beta C(Y^\varepsilon) - f(X^\varepsilon, Y^\varepsilon), \frac{\beta}{\varepsilon} C(Y^\varepsilon) - \frac{1}{\varepsilon} g(X^\varepsilon, Y^\varepsilon) \right),
\]

\[
\tilde{\sigma}(Z^\varepsilon) = \left( \sigma_1(X^\varepsilon), \frac{1}{\varepsilon} \sigma_2(X^\varepsilon, Y^\varepsilon) \right).
\]

Note that the mappings \( \tilde{A} : V \rightarrow V' \) and \( \tilde{F} : V \cap L^{r+1} \rightarrow V' + L^{2^{r+1}} \) are well defined. It can be easily seen that the operator \( \tilde{\sigma} : H \rightarrow L_Q(H) \), where \( L_Q(H) \) is the space of all Hilbert-Schmidt operators from \( Q^{1/2}H \) to \( H \). Furthermore, the norm on \( L_Q(H) \) is defined by

\[
\|\tilde{\sigma}(z)\|_{L_Q} = \sqrt{\|\sigma_1(x)\|_{L_{Q_1}}^2 + \|\sigma_2(x, y)\|_{L_{Q_2}}^2}, \quad \text{for } z = (x, y) \in H. \tag{3.7}
\]

Let us first prove the existence and uniqueness of strong solution to the system (3.6).

**Theorem 3.4.** Let \((x, y) \in H \) be given. Then for \( n = 2, r \in [1, \infty) \) and \( n = 3, r \in [3, \infty) \) \((2\beta\mu \geq 1, \text{ for } r = 3)\), there exists a pathwise unique strong solution \( Z^\varepsilon \) to the system (3.6) such that

\[
Z^\varepsilon \in L^2(\Omega; L^\infty(0, T; H) \cap L^2(0, T; V)) \cap L^{r+1}(\Omega; L^{r+1}(0, T; \tilde{L}^{r+1})),
\]

and...
and a continuous modification with trajectories in $\mathcal{H}$ and $Z^\varepsilon \in C([0, T]; \mathcal{H}) \cap L^2(0, T; \mathcal{V}) \cap L^{r+1}(0, T; \mathcal{V}^{r+1}), \mathbb{P}$-a.s.

**Proof.** In order to complete the existence proof, we need to show the monotonicity and hemicontinuity properties of the operator $\mu \overline{A} + \overline{F}$.

**Step 1:** $\mu \overline{A} + \overline{F} : \mathcal{V} \cap L^{r+1} \to \mathcal{V}' + L^{\frac{r+1}{r}}$. For $n = 2, 3, r \in [3, \infty)$ and $U = (x, y) \in \mathcal{V} \cap L^{r+1}$, we first note that

$$
\|\mu \overline{A}U + \overline{F}(U)\|_{\mathcal{V}' + L^{\frac{r+1}{r}}} \leq \mu \|A x\|_{\mathcal{V}'} + \frac{\mu}{\varepsilon} \|A y\|_{\mathcal{V}} + \|B(x)\|_{\mathcal{V}' + L^{\frac{r+1}{r}}} + \beta \|C(x)\|_{L^{\frac{r+1}{r}}}
$$

$$
+ \frac{\beta}{\varepsilon} \|C(y)\|_{L^{\frac{r+1}{r}}} + \|f(x, y)\|_{\mathcal{V}'},
$$

$$
\leq \mu \|x\|_{\mathcal{V}} + \frac{\mu}{\varepsilon} \|y\|_{\mathcal{V}} + \|x\|_{L^{\frac{r+1}{r}}} \|x\|_{H^{\frac{r-1}{r}}} + \|C(x)\|_{H^{\frac{r-1}{r}}} + \frac{\beta}{\varepsilon} \|y\|_{L^{\frac{r+1}{r}}}
$$

$$
+ \frac{C}{\lambda_1} (1 + \|x\|_{H^1} + \|y\|_{H}) + \frac{1}{\lambda_1 \varepsilon} (C(1 + \|x\|_{H}) + L_g \|y\|_{H})
$$

$$
\leq \mu \max \left\{ 1, \frac{1}{\varepsilon} \right\} \|U\|_{\mathcal{V}'} + \frac{\mu}{\varepsilon} \|U\|_{L^{\frac{r+1}{r}}} \|U\|_{H^{\frac{r-1}{r}}} + \beta \max \left\{ 1, \frac{1}{\varepsilon} \right\} \|U\|_{L^{\frac{r+1}{r}}}
$$

$$
+ \frac{C}{\lambda_1} \left(1 + \frac{1}{\varepsilon}\right) (1 + \|U\|_{H}),
$$

(3.8)

and hence $\mu \overline{A} + \overline{F} : \mathcal{V} \cap L^{r+1} \to \mathcal{V}' + L^{\frac{r+1}{r}}$. For $n = 2$ and $r \in [1, 3]$, one can estimate $\|B(u)\|_{\mathcal{V}'} \leq \|u\|_{L^{4}} \leq \sqrt{2} \|u\|_{H} \|u\|_{\mathcal{V}}$, by using Hölder’s and Ladyzhenskaya’s inequalities, and an estimate similar to (3.8) follows.

**Step 2:** Monotonicity property of the operator $\mu \overline{A} + \overline{F}$. First, we consider the case $n = 2$ and $r \in [1, 3]$. For $U = (x_1, y_1)$ and $V = (x_2, y_2)$, we have

$$
\langle \mu \overline{A}(U - V) + \overline{F}(U) - \overline{F}(V), U - V \rangle
$$

$$
= \langle \mu A(x_1 - x_2) + \frac{\mu}{\varepsilon} (A(y_1 - y_2), y_1 - y_2) + (B(x_1) - B(x_2), x_1 - x_2)
$$

$$
+ \beta (C(x_1) - C(x_2), x_1 - x_2) + \frac{\beta}{\varepsilon} (C(y_1) - C(y_2), y_1 - y_2)
$$

$$
- (f(x_1, y_1) - f(x_2, y_2), x_1 - x_2) - \frac{1}{\varepsilon} (g(x_1, y_1) - g(x_2, y_2), y_1 - y_2)
$$

$$
\|x_1 - x_2\|^2_\mathcal{V} + \frac{\mu}{\varepsilon} \|y_1 - y_2\|^2_\mathcal{V} + (B(x_1 - x_2, x_1 - x_2)
$$

$$
+ \beta (C(x_1) - C(x_2), x_1 - x_2) + \frac{\beta}{\varepsilon} (C(y_1) - C(y_2), y_1 - y_2)
$$

$$
- (f(x_1, y_1) - f(x_2, y_2), x_1 - x_2) - \frac{1}{\varepsilon} (g(x_1, y_1) - g(x_2, y_2), y_1 - y_2)
$$

$$
\geq \mu \|x_1 - x_2\|^2_\mathcal{V} + \frac{\mu}{\varepsilon} \|y_1 - y_2\|^2_\mathcal{V} - \|x_2\|_{L^4} \|x_1 - x_2\|_{\mathcal{V}} - \|x_2\|_{L^4} \|x_1 - x_2\|_{\mathcal{V}}
$$

$$
+ \frac{\beta}{2^{r-1}} \|x_1 - x_2\|_{L^{r+1}} + \frac{\beta}{2^{r-1}} \|y_1 - y_2\|_{L^{r+1}} - \frac{1}{\varepsilon} \|g(x_1, y_1) - g(x_2, y_2)\|_{H} \|y_1 - y_2\|_{H}
$$

$$
- \frac{1}{\varepsilon} \|g(x_1, y_1) - g(x_2, y_2)\|_{H} \|y_1 - y_2\|_{H}
$$

and

$$
\|x_1 - x_2\|^2_\mathcal{V} + \frac{\mu}{\varepsilon} \|y_1 - y_2\|^2_\mathcal{V} - \|x_2\|_{L^4} \|x_1 - x_2\|_{\mathcal{V}} - \|x_2\|_{L^4} \|x_1 - x_2\|_{\mathcal{V}}
$$
\[ V \in B \]

where we used the Assumption 3.1 (A1), (2.9), (2.10), Hölder’s, Ladyzhenskaya’s and Young’s inequalities. From the above relation, it is clear that

\[
\langle \mu \tilde{A}(U - V) + \tilde{F}(U) - \tilde{F}(V) \rangle + \frac{27}{32\mu^3} \|V\|_1^4 \|x_1 - x_2\|^2 + C \left(1 + \frac{1}{\varepsilon}\right) \|x_1 - x_2\|^2 + \frac{L_g}{\varepsilon} \|y_1 - y_2\|^2 \geq 0,
\]

for all \( U, V \in \mathcal{V} \cap \mathbb{L}^{r+1} = \mathcal{V} \), for \( n = 2 \) and \( r \in [1, 3] \). Now, for an \( \mathbb{L}^4 \)-ball in \( \mathcal{V} \), that is, for \( V \in B_R \), where \( B_R := \{ Z \in \mathcal{V} : \|Z\|_{\mathcal{Z}^4} \leq R \} \), we get from (3.10) that

\[
\langle \mu \tilde{A}(U - V) + \tilde{F}(U) - \tilde{F}(V) \rangle + \frac{27R^4}{32\mu^3} + C \left(1 + \frac{1}{\varepsilon}\right) + \frac{L_g}{\varepsilon} \|U - V\|^2 \geq 0,
\]

which implies that the operator \( \mu \tilde{A} + \tilde{F} : \mathcal{V} \rightarrow \mathcal{V}' \) is locally monotone. Furthermore, we get

\[
\langle \mu \tilde{A}(U - V) + \tilde{F}(U) - \tilde{F}(V) \rangle + \|x_1 - x_2\|^2 \geq \|\sigma_1(x_1) - \sigma_1(x_2)\|^2_{\mathcal{Z}^{q_1}} + \|\sigma_2(x_1, y_1) - \sigma_2(x_2, y_2)\|^2_{\mathcal{Z}^{q_2}} \geq 0.
\]

Let us now consider the case \( n = 2, 3 \) and \( r \in (3, \infty) \). From (2.9), we easily have

\[
\beta \langle C(x_1) - C(x_2), x_1 - x_2 \rangle \geq \beta \|x_2\|_{\mathcal{Z}}^{r-1} \|x_1 - x_2\|_{\mathcal{H}}^{r-1} \|x_1 - x_2\|_{\mathcal{H}}^2.
\]

Using Hölder’s and Young’s inequalities, we estimate \( |\langle B(x_1 - x_2, x_1 - x_2, x_2) \rangle| \) as

\[
|\langle B(x_1 - x_2, x_1 - x_2, x_2) \rangle| \leq \|x_1 - x_2\|_V \|x_2(x_1 - x_2)\|_{\mathcal{H}} \leq \frac{\mu}{2} \|x_1 - x_2\|_V^2 + \frac{1}{2\mu} \|x_2(x_1 - x_2)\|_{\mathcal{H}}^2.
\]

We take the term \( \|x_2(x_1 - x_2)\|_{\mathcal{H}}^2 \) from (3.14) and use Hölder’s and Young’s inequalities to estimate it as (see (30) also)

\[
\int_O |x_2(x)|^2 |x_1(x) - x_2(x)|^2 dx
\]

\[
= \int_O |x_2(x)|^2 |x_1(x) - x_2(x)|^{\frac{r-1}{r}} |x_1(x) - x_2(x)|^{\frac{2(r-3)}{r-1}} dx
\]

\[
\leq \left( \int_O |x_2(x)|^{r-1} |x_1(x) - x_2(x)|^2 dx \right)^{\frac{1}{r-1}} \left( \int_O |x_1(x) - x_2(x)|^2 dx \right)^{\frac{r-3}{r-1}}
\]

\[
\leq \beta \mu \left( \int_O |x_2(x)|^{r-1} |x_1(x) - x_2(x)|^2 dx \right) + \frac{r-3}{r-1} \left( \frac{2}{\beta \mu (r-1)} \right)^{\frac{r-3}{r-1}} \left( \int_O |x_1(x) - x_2(x)|^2 dx \right),
\]

for \( r > 3 \). Using (3.15) in (3.14), we find

\[
|\langle B(x_1 - x_2, x_1 - x_2, x_2) \rangle|
\]
Combining (3.9), (3.13) and (3.16), we get
\begin{align*}
\langle \mu \widetilde{A}(U - V) + \widetilde{F}(U) - \widetilde{F}(V), U - V \rangle \\
+ \left[ \frac{r - 3}{2\mu(r - 1)} \left( \frac{2}{\beta \mu(r - 1)} \right)^{\frac{r - 3}{r - 2}} \right] \cdot \parallel V \parallel^2_{\mathcal{H}} + C \left( 1 + \frac{1}{\varepsilon} + \frac{L}{\varepsilon} \right) \parallel U - V \parallel^2_{\mathcal{H}} \geq 0,
\end{align*}
for \( r > 3 \) and the monotonicity of the operator \( \mu \widetilde{A} + \widetilde{F} : \mathcal{V} \cap \mathcal{L}^{r + 1} \rightarrow \mathcal{V}' + \mathcal{L}^{\frac{r + 1}{r}} \) follows.

Now, for \( n = 3 \) and \( r = 3 \), from (2.9), we have
\begin{equation}
\beta \langle C(x_1) - C(x_2), x_1 - x_2 \rangle \geq \frac{\beta}{2} \parallel x_2(x_1 - x_2) \parallel^2_{\mathcal{H}}.
\end{equation}
We estimate the term \( \langle B(x_1 - x_2, x_1 - x_2), x_2 \rangle \) using Hölder’s and Young’s inequalities as
\begin{align*}
\langle B(x_1 - x_2, x_1 - x_2), x_2 \rangle \\
&\leq \parallel x_2(x_1 - x_2) \parallel_{\mathcal{H}} \parallel x_1 - x_2 \parallel_V \\
&\leq \mu \parallel x_1 - x_2 \parallel^2_{\mathcal{V}} + \frac{1}{4\mu} \parallel x_2(x_1 - x_2) \parallel^2_{\mathcal{H}}.
\end{align*}
Combining (3.9), (3.13) and (3.16), we obtain
\begin{align*}
\langle \mu \widetilde{A}(U - V) + \widetilde{F}(U) - \widetilde{F}(V), U - V \rangle \\
+ \frac{1}{2} \left( \frac{1}{\varepsilon} + \frac{1}{\varepsilon} \right) \parallel x_2(x_1 - x_2) \parallel^2_{\mathcal{H}} \geq 0,
\end{align*}
provided \( 2\beta \mu \geq 1 \) and the monotonicity of the operator \( \mu \widetilde{A} + \widetilde{F} : \mathcal{V} \cap \mathcal{L}^{3} \rightarrow \mathcal{V}' + \mathcal{L}^{\frac{3}{2}} \) follows.

**Step 3:** Hemicontinuity property of the operator \( \mu \widetilde{A} + \widetilde{F} \). Let us now show that the operator \( \mu \widetilde{A} + \widetilde{F} : \mathcal{V} \cap \mathcal{L}^{r + 1} \rightarrow \mathcal{V}' + \mathcal{L}^{\frac{r + 1}{r}} \) is hemicontinuous. We first consider the case \( n = 2, 3 \) and \( r \in [3, \infty) \). Let us take a sequence \( U^n \rightarrow U \) in \( \mathcal{V} \cap \mathcal{L}^{r + 1} \), that is, \( \parallel U^n - U \parallel_{\mathcal{L}^{r + 1}} \rightarrow 0 \) as \( n \rightarrow \infty \). Therefore, we know that \( \parallel x^n - x \parallel_{\mathcal{L}^{r + 1}} + \parallel x^n - x \parallel_{\mathcal{V}} + \parallel y^n - y \parallel_{\mathcal{V}} \rightarrow 0 \) as \( n \rightarrow \infty \), for \( U^n = (x^n, y^n), U = (x, y) \in \mathcal{V} \cap \mathcal{L}^{r + 1} \). For any \( V \in (\widetilde{x}, \widetilde{y}) \in \mathcal{V} \cap \mathcal{L}^{r + 1} \), we consider
\begin{align*}
\langle \mu \widetilde{A}(U^n - U) + \widetilde{F}(U^n) - \widetilde{F}(U), V \rangle \\
= \langle \mu A(x^n - x), \widetilde{x} \rangle + \frac{\mu}{\varepsilon} \langle A(y^n - y), \widetilde{y} \rangle + \langle B(x^n) - B(x), \widetilde{x} \rangle + \beta \langle C(x^n) - C(x), \widetilde{x} \rangle \\
+ \frac{\beta}{\varepsilon} \langle C(y^n) - C(y), \widetilde{y} \rangle - (f(x^n, y^n) - f(x, y), \widetilde{x}) - \frac{1}{\varepsilon} (g(x^n, y^n) - g(x, y), \widetilde{y}).
\end{align*}
Let us take \( \langle \mu A(x^n - x), \widetilde{x} \rangle \) from (3.21) and estimate it as
\begin{equation}
|\langle \mu A(x^n - x), \widetilde{x} \rangle| = |\langle \nabla(x^n - x), \nabla \widetilde{x} \rangle| \leq \parallel x^n - x \parallel_{\mathcal{V}} \parallel \widetilde{x} \parallel_{\mathcal{V}} \rightarrow 0, \text{ as } n \rightarrow \infty,
\end{equation}
since \( x^n \rightarrow x \) in \( \mathcal{V} \). Similarly, we get \( |\langle \mu A(y^n - y), \widetilde{y} \rangle| \rightarrow 0 \) as \( n \rightarrow \infty \). We estimate the term \( \langle B(x^n) - B(x), \widetilde{x} \rangle \) from (3.21) using Hölder’s inequality as
\begin{align*}
|\langle B(x^n) - B(x), \widetilde{x} \rangle| &= |\langle B(x^n, x^n - x), \widetilde{x} \rangle + \langle B(x^n - x), x^n - x \rangle, \widetilde{x} \rangle| \\
&\leq \parallel \langle B(x^n, \widetilde{x}) \parallel_{\mathcal{L}^{r + 1}} \parallel (x^n - x, \widetilde{x}) \parallel_{\mathcal{V}} \\
&\rightarrow 0, \text{ as } n \rightarrow \infty.
\end{align*}
\[ \left( \| x^n \|_{L^{2(r+1)}} + \| x \|_{L^{2(r+1)}} \right) \| x^n - x \|_{L^{r+1}} \| \tilde{x} \|_V \]

\[ \leq \left( \| x^n \|_{L^{r+1}}^{r-3} \| x^n \|_{L^{r+1}}^{2} + \| x \|_{L^{r+1}}^{r-3} \| x \|_{L^{r+1}}^{2} \right) \| x^n - x \|_{L^{r+1}} \| \tilde{x} \|_V \]

\[ \to 0, \quad \text{as } n \to \infty, \]  

(3.23)

since \( x^n \to x \) in \( \widetilde{L}^{r+1} \) and \( x^n, x \in V \cap \widetilde{L}^{r+1} \). We estimate the term \( \langle C(x^n) - C(x), \tilde{x} \rangle \) from (2.11) using Taylor’s formula and Hölder’s inequality as (in fact, it is true for all \( r \geq 1 \))

\[ \| \langle C(x^n) - C(x), \tilde{x} \rangle \| \leq \sup_{0 < \theta < 1} r \| (x^n - x) \|_{\theta} \| x^n + (1 - \theta)x \|_{1} \| \tilde{x} \|_{L^{r+1}} \]

\[ \leq r \| x^n - x \|_{L^{r+1}} \left( \| x^n \|_{L^{r+1}} + \| x \|_{L^{r+1}} \right) \to 0, \]  

(3.24)

as \( n \to \infty \), since \( x^n \to x \) in \( \widetilde{L}^{r+1} \) and \( x^n, x \in V \cap \widetilde{L}^{r+1} \). Similarly, we obtain

\[ \| \langle C(y^n) - C(y), \tilde{y} \rangle \| \to 0, \]  

(3.25)

as \( n \to \infty \). Using the Assumption 3.1 (A1), we get

\[ \| (f(x^n, y^n) - f(x, y), \tilde{x}) \| \leq \| f(x^n, y^n) - f(x, y) \|_{H} \| \tilde{x} \|_{H} \]

\[ \leq C(\| x^n - x \|_{H} + \| y^n - y \|_{H}) \| \tilde{x} \|_{H} \to 0, \quad \text{as } n \to \infty, \]  

(3.26)

since \( x^n \to x \) in \( H \) and \( y^n \to y \) in \( \mathbb{H} \). From the above convergences, it is immediate that \( \langle \mu \tilde{A}(U^n - U) + \tilde{F}(U^n) - \tilde{F}(U), V \rangle \to 0 \), for all \( V \in V \cap \mathcal{L}^{r+1} \). Hence the operator \( \mu \tilde{A} + \tilde{F} : \mathcal{V} \cap \mathcal{L}^{r+1} \to \mathcal{V}^t + \mathcal{L}^{r+1} \) is demicontinuous, which implies that the operator \( \mu \tilde{A} + \tilde{F} \) is hemicontinuous also.

For \( n = 2 \) and \( r \in [1, 3] \), we need to show the convergence (3.23) only. It can easily be seen that

\[ \| (g(x^n, y^n) - g(x, y), \tilde{y}) \| \leq C \| x^n - x \|_{H} + L_g \| y^n - y \|_{H} \to 0, \quad \text{as } n \to \infty, \]  

(3.27)

since \( x^n \to x \) in \( H \) and \( y^n \to y \) in \( \mathbb{H} \). From the above convergences, it is immediate that \( \langle \mu \tilde{A}(U^n - U) + \tilde{F}(U^n) - \tilde{F}(U), V \rangle \to 0 \), for all \( V \in V \cap \mathcal{L}^{r+1} \). Hence the operator \( \mu \tilde{A} + \tilde{F} : \mathcal{V} \cap \mathcal{L}^{r+1} \to \mathcal{V}^t + \mathcal{L}^{r+1} \) is demicontinuous, which implies that the operator \( \mu \tilde{A} + \tilde{F} \) is hemicontinuous also.

For \( n = 2 \) and \( r \in [1, 3] \), we need to show the convergence (3.23) only. It can easily be seen that

\[ \| (B(x^n) - B(x), \tilde{x}) \| \leq \| (B(x^n, \tilde{x}), x^n - x) \| + \| (B(x^n - x, \tilde{x}, x) \| \]

\[ \leq \left( \| x^n \|_{L^1} + \| x \|_{L^1} \right) \| \tilde{x} \|_V \| x^n - x \|_{L^1} \to 0, \quad \text{as } n \to \infty, \]  

(3.28)

since \( x^n \to x \) in \( \widetilde{L}^1 \) and \( x^n, x \in V \).

Now, proceeding similarly as in the proof of Theorem 3.7, [57], we obtain the existence and uniqueness of a stochastic solution to the system (3.1) by using the above properties and a stochastic generalization of the Minty-Browder technique. For the case \( n = 2 \) and \( r \in [1, 3] \), one can use the similar techniques in the works [17, 58, 62], etc, where a localized version of the stochastic generalization of Minty-Browder technique is used in the proofs for the 2D stochastic Navier-Stokes equations and related models perturbed by Gaussian noise.

Let us now prove some uniform bounds with respect to \( \varepsilon \in (0, 1) \) for \( p \)-th-moments of the strong solution \( (X^\varepsilon, Y^\varepsilon) \) to the system (3.1).

**Lemma 3.5.** For any \( x, y \in \mathbb{H} \), \( T > 0 \), \( p \geq 1 \) and \( \varepsilon \in (0, 1) \), there exists a constant \( C_{p, \mu, \lambda_1, L_g, T} > 0 \) such that the strong solution \( (X^\varepsilon, Y^\varepsilon) \) to the system (3.1) satisfies:

\[ \mathbb{E} \left[ \sup_{t \in [0, T]} \| X^\varepsilon \|_{H}^{2p} + \mu \int_0^T \| X^\varepsilon \|_{H}^{2p-2} \| X^\varepsilon \|_V^2 dt + 2\beta p \int_0^T \| X^\varepsilon \|_{H}^{2p-2} \| X^\varepsilon \|_{L^{r+1}}^{r+1} dt \right] \]
\[ \leq C_{p,\mu,\lambda,L_0,T}(1 + \|x\|_{H^2}^{2p} + \|y\|_{H^2}^{2p}), \]  
(3.29)

and

\[ \sup_{t \in [0,T]} \mathbb{E}[\|Y_t^\varepsilon\|_{H^2}^{2p}] \leq C_{p,\mu,\lambda,L_0,T}(1 + \|x\|_{H^2}^{2p} + \|y\|_{H^2}^{2p}). \]  
(3.30)

**Proof. Step 1: \(p\)th-moment estimates for \(Y_t^\varepsilon\).** An application of the infinite dimensional Itô formula to the process \(\|Y_t^\varepsilon\|_{H^2}^2\) yields (cf. [57])

\[ \|Y_t^\varepsilon\|_{H^2}^2 = \|y\|_{H^2}^2 - \frac{2\mu}{\varepsilon} \int_0^t \|Y_s^\varepsilon\|_V^2 ds - \frac{2\beta}{\varepsilon} \int_0^t \|Y_s^\varepsilon\|_{L^{r+1}}^2 ds + \frac{2}{\varepsilon} \int_0^t (g(X_s^\varepsilon, Y_s^\varepsilon), Y_s^\varepsilon) ds \]
\[ + \frac{1}{\varepsilon} \int_0^t \|\sigma_2(X_s^\varepsilon, Y_s^\varepsilon)\|_{L^{Q_2}} ds + \frac{2}{\sqrt{\varepsilon}} \int_0^t (\sigma_2(X_s^\varepsilon, Y_s^\varepsilon) dW_s^{Q_2}, Y_s^\varepsilon), \]  
(3.31)

for all \(t \in [0,T]\), \(\mathbb{P}\)-a.s. Now, applying Itô's formula to the process \((\|Y_t^\varepsilon\|_{H^2}^2)\), we find

\[ \|Y_t^\varepsilon\|_{H^2}^{2p} = \|y\|_{H^2}^{2p} - \frac{2p\mu}{\varepsilon} \int_0^t \|Y_s^\varepsilon\|_{H^2}^{2p-2} \|Y_s^\varepsilon\|_V^2 ds - \frac{2p\beta}{\varepsilon} \int_0^t \|Y_s^\varepsilon\|_{H^2}^{2p-2} \|Y_s^\varepsilon\|_{L^{r+1}}^{r+1} ds \]
\[ + \frac{2p}{\varepsilon} \int_0^t \|Y_s^\varepsilon\|_{H^2}^{2p-2} (g(X_s^\varepsilon, Y_s^\varepsilon), Y_s^\varepsilon) ds + \frac{p}{\varepsilon} \int_0^t \|Y_s^\varepsilon\|_{H^2}^{2p-2} \|\sigma_2(X_s^\varepsilon, Y_s^\varepsilon)\|_{L^{Q_2}}^2 ds \]
\[ + \frac{2p(p-1)}{\varepsilon} \int_0^t \|Y_s^\varepsilon\|_{H^2}^{2p-4} \text{Tr}((Y_s^\varepsilon \otimes Y_s^\varepsilon) \sigma_2(X_s^\varepsilon, Y_s^\varepsilon) Q_2 \sigma_2(X_s^\varepsilon, Y_s^\varepsilon)) ds \]  
(3.32)

Taking expectation in (3.32) and using the fact that the final term appearing in (3.32) is a martingale, we obtain

\[ \mathbb{E}[\|Y_t^\varepsilon\|_{H^2}^{2p}] = \|y\|_{H^2}^{2p} - \frac{2p\mu}{\varepsilon} \mathbb{E}\left[ \int_0^t \|Y_s^\varepsilon\|_{H^2}^{2p-2} \|Y_s^\varepsilon\|_V^2 ds \right] - \frac{2p\beta}{\varepsilon} \mathbb{E}\left[ \int_0^t \|Y_s^\varepsilon\|_{H^2}^{2p-2} \|Y_s^\varepsilon\|_{L^{r+1}}^{r+1} ds \right] \]
\[ + \frac{2p}{\varepsilon} \mathbb{E}\left[ \int_0^t \|Y_s^\varepsilon\|_{H^2}^{2p-2} (g(X_s^\varepsilon, Y_s^\varepsilon), Y_s^\varepsilon) ds \right] + \frac{p}{\varepsilon} \mathbb{E}\left[ \int_0^t \|Y_s^\varepsilon\|_{H^2}^{2p-2} \|\sigma_2(X_s^\varepsilon, Y_s^\varepsilon)\|_{L^{Q_2}}^2 ds \right] \]
\[ + \frac{2p(p-1)}{\varepsilon} \mathbb{E}\left[ \int_0^t \|Y_s^\varepsilon\|_{H^2}^{2p-4} \text{Tr}((Y_s^\varepsilon \otimes Y_s^\varepsilon) \sigma_2(X_s^\varepsilon, Y_s^\varepsilon) Q_2 \sigma_2(X_s^\varepsilon, Y_s^\varepsilon)) ds \right], \]  
(3.33)

for all \(t \in [0,T]\). Thus, it is immediate that

\[ \frac{d}{dt} \mathbb{E}[\|Y_t^\varepsilon\|_{H^2}^{2p}] = - \frac{2p\mu}{\varepsilon} \mathbb{E}[\|Y_t^\varepsilon\|_{H^2}^{2p-2} \|Y_t^\varepsilon\|_V^2] - \frac{2p\beta}{\varepsilon} \mathbb{E}[\|Y_t^\varepsilon\|_{H^2}^{2p-2} \|Y_t^\varepsilon\|_{L^{r+1}}^{r+1}] \]
\[ + \frac{2p}{\varepsilon} \mathbb{E}[\|Y_t^\varepsilon\|_{H^2}^{2p-2} (g(X_t^\varepsilon, Y_t^\varepsilon), Y_t^\varepsilon)] + \frac{p}{\varepsilon} \mathbb{E}[\|Y_t^\varepsilon\|_{H^2}^{2p-2} \|\sigma_2(X_t^\varepsilon, Y_t^\varepsilon)\|_{L^{Q_2}}^2] \]
\[ + \frac{2p(p-1)}{\varepsilon} \mathbb{E}[\|Y_t^\varepsilon\|_{H^2}^{2p-4} \text{Tr}((Y_t^\varepsilon \otimes Y_t^\varepsilon) \sigma_2(X_t^\varepsilon, Y_t^\varepsilon) Q_2 \sigma_2(X_t^\varepsilon, Y_t^\varepsilon))], \]  
(3.34)

for a.e. \(t \in [0,T]\). Using the Assumption [3.1] (A1), the Cauchy-Schwarz inequality and Young's inequality, we get

\[ \frac{2p}{\varepsilon} \|Y_t^\varepsilon\|_{H^2}^{2p-2} (g(X_t^\varepsilon, Y_t^\varepsilon), Y_t^\varepsilon) \leq \frac{2p}{\varepsilon} \|g(X_t^\varepsilon, Y_t^\varepsilon)\|_{H^2} \|Y_t^\varepsilon\|_{H^2}^{2p-1} \]
Using the Assumption 3.1 (A2) and Young’s inequality, we obtain

\[
\frac{p}{\varepsilon} \| Y_t^\varepsilon \|_{H^p}^2 \sigma_2(X_t^\varepsilon, Y_t^\varepsilon) \leq C_p \| Y_t^\varepsilon \|_{H^p}^2 (1 + \| X_t^\varepsilon \|_{H^2}^2 + \| Y_t^\varepsilon \|_{H^2}^2) \\
\leq \frac{p \mu \lambda_1}{4 \varepsilon} \| Y_t^\varepsilon \|_{H^2}^2 + \frac{C_p}{\mu \lambda_1 \varepsilon} \| X_t^\varepsilon \|_{H^2}^2 + \frac{C_p}{\mu \lambda_1 \varepsilon}.
\]

(3.36)

Note that \( \text{Tr}((Y_t^\varepsilon \otimes Y_t^\varepsilon) \sigma_2(X_t^\varepsilon, Y_t^\varepsilon)Q_2 \sigma_2^*(X_t^\varepsilon, Y_t^\varepsilon)) \leq \| Y_t^\varepsilon \|_{H^2}^2 \| \sigma_2(X_t^\varepsilon, Y_t^\varepsilon) \|_{L^2 Q_2}^2 \). Using this fact, the Assumption 3.1 (A2), and Young’s inequality, we deduce that

\[
\frac{2p(p-1)}{\varepsilon} \| Y_t^\varepsilon \|_{H^p}^2 \text{Tr}((Y_t^\varepsilon \otimes Y_t^\varepsilon) \sigma_2(X_t^\varepsilon, Y_t^\varepsilon)Q_2 \sigma_2^*(X_t^\varepsilon, Y_t^\varepsilon)) \\
\leq \frac{p \mu \lambda_1}{4 \varepsilon} \| Y_t^\varepsilon \|_{H^2}^2 + \frac{C_p}{\mu \lambda_1 \varepsilon} \| X_t^\varepsilon \|_{H^2}^2 + \frac{C_p}{\mu \lambda_1 \varepsilon}.
\]

(3.37)

Combining (3.35)-(3.37) and using it in (3.34), we find

\[
\frac{d}{dt} \mathbb{E}[\| Y_t^\varepsilon \|_{H^2}^{2p}] = -\frac{p}{\varepsilon} (\mu \lambda_1 - 2L_g) \mathbb{E}[\| Y_t^\varepsilon \|_{H^2}^{2p}] + \frac{C_p}{\mu \lambda_1 \varepsilon} \mathbb{E}[\| Y_t^\varepsilon \|_{H^2}^{2p}] + \frac{C_p}{\mu \lambda_1 \varepsilon},
\]

for a.e. \( t \in [0, T] \). By the Assumption 3.1 (A3), we know that \( \mu \lambda_1 > 2L_g \) and an application of variation of constants formula gives

\[
\mathbb{E}[\| Y_t^\varepsilon \|_{H^2}^{2p}] \leq |\| Y_0^\varepsilon \|_{H^2}^{2p}| e^{-\frac{\mu \lambda_1 - 2L_g}{\varepsilon} t} + \frac{C_p}{\mu \lambda_1 \varepsilon} \int_0^t e^{-\frac{\mu \lambda_1 - 2L_g}{\varepsilon} s} (1 + \mathbb{E}[\| Y_s^\varepsilon \|_{H^2}^{2p}]) ds,
\]

(3.39)

for all \( t \in [0, T] \), where \( \gamma = (\mu \lambda_1 - 2L_g) \).

**Step 2**: \( p^\text{th} \)-moment estimates for \( X_t^\varepsilon \). Let us now obtain the \( p^\text{th} \)-moment estimates for the process \( X_t^\varepsilon \) also. Applying the infinite dimensional Itô formula to the process \( \| X_t^\varepsilon \|_{H^2}^2 \) (see [57]), we find

\[
\| X_t^\varepsilon \|_{H^2}^2 = \| x \|_{H^2}^2 - 2\mu \int_0^t \| X_s^\varepsilon \|_{H^2}^2 \| X_s^\varepsilon \|_{L^q}^{\beta+1} ds + 2 \int_0^t (f(X_s^\varepsilon, Y_s^\varepsilon), X_s^\varepsilon) ds \\
+ \int_0^t \| \sigma_1(X_s^\varepsilon) \|_{L^2 Q_1}^2 ds + 2 \int_0^t (\sigma_1(X_s^\varepsilon) dW_s^{Q_1}, X_s^\varepsilon),
\]

(3.40)

for all \( t \in [0, T] \), \( \mathbb{P} \)-a.s. Now, we apply Itô’s formula to the process \( \| X_t^\varepsilon \|_{H^2}^p \) to get

\[
\| X_t^\varepsilon \|_{H^2}^{2p} + 2p \mu \int_0^t \| X_s^\varepsilon \|_{H^2}^{2p-2} \| X_s^\varepsilon \|_{H^2}^2 ds + 2p \beta \int_0^t \| X_s^\varepsilon \|_{H^2}^{2p-2} \| X_s^\varepsilon \|_{L^2}^{\beta+1} ds \\
= \| x \|_{H^2}^{2p} + 2p \int_0^t \| X_s^\varepsilon \|_{H^2}^{2p-2} (f(X_s^\varepsilon, Y_s^\varepsilon), X_s^\varepsilon) ds + 2p \int_0^t \| X_s^\varepsilon \|_{H^2}^{2p-2} \| \sigma_1(X_s^\varepsilon) \|_{L^2 Q_1}^2 ds \\
+ 2p(p-1) \int_0^t \| X_s^\varepsilon \|_{H^2}^{2p-4} \text{Tr}((X_s^\varepsilon \otimes X_s^\varepsilon) \sigma_1(X_s^\varepsilon)Q_1 \sigma_1^*(X_s^\varepsilon)) ds \\
+ 2p \int_0^t \| X_s^\varepsilon \|_{H^2}^{2p-2} (\sigma_1(X_s^\varepsilon) dW_s^{Q_1}, X_s^\varepsilon).
\]

(3.41)
Taking supremum over \([0, T]\) and then taking expectation in (3.41), we obtain

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \left\| \mathbf{X}_t^\varepsilon \right\|_{H}^{2p} + 2\mu p \int_0^T \left\| \mathbf{X}_t^\varepsilon \right\|_{H}^{2p-2} \left\| \mathbf{X}_t^\varepsilon \right\|_V^2 dt + 2\beta p \int_0^T \left\| \mathbf{X}_t^\varepsilon \right\|_{E_t+1}^{2p-2} \left\| \mathbf{X}_t^\varepsilon \right\|_{E_t+1}^{r+1} dt \right]
\]

\[
\leq \left\| \mathbf{x} \right\|_{H}^{2p} + 2p \mathbb{E} \left[ \int_0^T \left\| \mathbf{X}_t^\varepsilon \right\|_{H}^{2p-2} \left( f(\mathbf{X}_t^\varepsilon, \mathbf{Y}_t^\varepsilon), \mathbf{X}_t^\varepsilon \right) dt \right] + p \mathbb{E} \left[ \int_0^T \left\| \mathbf{X}_t^\varepsilon \right\|_{H}^{2p-2} \left\| \sigma_1(\mathbf{X}_t^\varepsilon) \right\|_{\mathcal{L}_{Q_1}}^2 dt \right] 
+ 2p(p-1) \mathbb{E} \left[ \int_0^T \left\| \mathbf{X}_t^\varepsilon \right\|_{H}^{2p-4} \text{Tr}((\mathbf{X}_t^\varepsilon \otimes \mathbf{X}_t^\varepsilon) \sigma_1(\mathbf{X}_t^\varepsilon) Q_1 \sigma_1(\mathbf{X}_t^\varepsilon)) dt \right] 
+ 2p \mathbb{E} \left[ \sup_{t \in [0, T]} \int_0^T \left\| \mathbf{X}_s^\varepsilon \right\|_{H}^{2p-2} \left( \sigma_1(\mathbf{X}_s^\varepsilon) dW_{Q_1}^s, \mathbf{X}_s^\varepsilon \right) \right] \]

\[
\leq \left\| \mathbf{x} \right\|_{H}^{2p} + C_p T + C_p \mathbb{E} \left[ \int_0^T \left\| \mathbf{X}_s^\varepsilon \right\|_{H}^{2p} dt \right] + C_p \mathbb{E} \left[ \int_0^T \left\| \mathbf{Y}_s^\varepsilon \right\|_{H}^{2p} dt \right] 
+ 2p \mathbb{E} \left[ \sup_{t \in [0, T]} \int_0^T \left\| \mathbf{X}_s^\varepsilon \right\|_{H}^{2p-2} \left( \sigma_1(\mathbf{X}_s^\varepsilon) dW_{Q_1}^s, \mathbf{X}_s^\varepsilon \right) \right], \tag{3.42}
\]

where we used calculations similar to (3.35)-(3.37). Using Burkholder-Davis-Gundy inequality (see Theorem 1, [20] for the Burkholder-Davis-Gundy inequality for the case \(p = 1\) and Theorem 1.1, [10] for the best constant, [52] for BDG inequality in infinite dimensions), we estimate the final term from the right hand side of the inequality (3.42) as

\[
2p \mathbb{E} \left[ \sup_{t \in [0, T]} \int_0^T \left\| \mathbf{X}_s^\varepsilon \right\|_{H}^{2p-2} \left( \sigma_1(\mathbf{X}_s^\varepsilon) dW_{Q_1}^s, \mathbf{X}_s^\varepsilon \right) \right] 
\leq C_p \mathbb{E} \left[ \int_0^T \left\| \mathbf{X}_s^\varepsilon \right\|_{H}^{2p-2} \left\| \sigma_1(\mathbf{X}_s^\varepsilon) \right\|_{\mathcal{L}_{Q_1}}^2 dt \right]^{1/2} 
\leq C_p \mathbb{E} \left[ \sup_{t \in [0, T]} \left\| \mathbf{X}_s^\varepsilon \right\|_{H}^{2p} \left( \int_0^T \left\| \sigma_1(\mathbf{X}_s^\varepsilon) \right\|_{\mathcal{L}_{Q_1}}^2 dt \right) \right]^{1/2} 
\leq \frac{1}{2} \mathbb{E} \left[ \sup_{t \in [0, T]} \left\| \mathbf{X}_s^\varepsilon \right\|_{H}^{2p} \right] + C_p \mathbb{E} \left[ \left( \int_0^T \left\| \sigma_1(\mathbf{X}_s^\varepsilon) \right\|_{\mathcal{L}_{Q_1}}^2 dt \right)^{p} \right] 
\leq \frac{1}{2} \mathbb{E} \left[ \sup_{t \in [0, T]} \left\| \mathbf{X}_s^\varepsilon \right\|_{H}^{2p} \right] + C_p \mathbb{E} \left[ \int_0^T \left\| \mathbf{X}_s^\varepsilon \right\|_{H}^{2p} dt \right] + C_p T, \tag{3.43}
\]

where we used the Assumption 3.1 (A1). Using (3.39) and (3.43) in (3.42), we deduce that

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \left\| \mathbf{X}_t^\varepsilon \right\|_{H}^{2p} + 4\mu p \int_0^T \left\| \mathbf{X}_t^\varepsilon \right\|_{H}^{2p-2} \left\| \mathbf{X}_t^\varepsilon \right\|_V^2 dt + 4\beta p \int_0^T \left\| \mathbf{X}_t^\varepsilon \right\|_{H}^{2p-2} \left\| \mathbf{X}_t^\varepsilon \right\|_{E_t+1}^{r+1} dt \right] 
\leq 2 \left\| \mathbf{x} \right\|_{H}^{2p} + C_p \varepsilon \left\| \mathbf{y} \right\|_{H}^{2p} + C_p T + C_p \mathbb{E} \left[ \int_0^T \left\| \mathbf{X}_t^\varepsilon \right\|_{H}^{2p} dt \right] 
+ \frac{C_p}{\mu \lambda_1 \varepsilon} \int_0^T \int_0^t e^{-\frac{\rho(t-s)}{\varepsilon}} \left( 1 + \mathbb{E} \left[ \left\| \mathbf{X}_s^\varepsilon \right\|_{H}^{2p} \right] \right) ds dt
\]
Lemma 4.1. An application of Gronwall’s inequality in (3.44) implies
\[\mathbb{E}\left[\sup_{t \in [0,T]} \left\|X^\varepsilon_t - X^\varepsilon_{t(\delta)}\right\|^2_{H_1}\right] \leq C_{p,\mu,\lambda_1,T}(1 + \left\|x\right\|_{H_1}^2 + \left\|y\right\|_{H_1}^2),\]
(3.45)
Substituting (3.45) in (3.44) yields the estimate (3.29). From (3.39), we have
\[\mathbb{E}\left[\|Y^\varepsilon_t\|^2_{H_2}\right] \leq \|y\|_{H_2}^2 + \frac{C_p}{\mu \lambda_1} \left[1 + \sup_{t \in [0,T]} \mathbb{E}\left(\left\|X^\varepsilon_t\right\|^2_{H_1}\right)\right],\]
(3.46)
for all \(t \in [0,T]\). Using (3.45) in (3.46), we finally obtain (3.30). \(\square\)

4. Averaging Principle

In this section, we investigate the strong averaging principle for the coupled SCBF equations (3.1). We exploit the classical Khasminskii approach based on time discretization in the proof of the strong convergence of slow component to the solution of the corresponding averaged SCBF equation. Similar result for the coupled stochastic 2D Navier-Stokes equation is obtained in [46].

Lemma 4.1. For any \(T > 0\), \(\varepsilon \in (0,1)\) and \(\delta > 0\) is small enough, there exists a constant \(C_{\mu,\lambda_1,L_0,T} > 0\) such that for any \(x, y \in H\), we have
\[\mathbb{E}\left[\int_0^T \left\|X^\varepsilon_t - X^\varepsilon_{t(\delta)}\right\|^2_{H_1} dt\right] \leq C_{\mu,\lambda_1,L_0,T}\delta^{1/2}(1 + \left\|x\right\|_{H_1}^2 + \left\|y\right\|_{H_1}^2),\]
(4.1)
for \(n = 2, r \in [1,3]\) and
\[\mathbb{E}\left[\int_0^T \left\|X^\varepsilon_t - X^\varepsilon_{t(\delta)}\right\|^2_{H_1} dt\right] \leq C_{\mu,\lambda_1,L_0,T}\delta^{1/2}(1 + \left\|x\right\|_{H_1}^2 + \left\|y\right\|_{H_1}^2),\]
(4.2)
for \(n = 2, r \in [3, \infty)\) (\(2\beta \mu \geq 1\), for \(n = r = 3\)), where \(t(\delta) := \left\lceil \frac{s}{\delta}\right\rceil \delta\) and \(s\) stands for the largest integer which is less than or equal to \(s\).

Proof. Using the estimate (3.29), one can easily see that
\[\mathbb{E}\left[\int_0^T \left\|X^\varepsilon_t - X^\varepsilon_{t(\delta)}\right\|^2_{H_1} dt\right] = \mathbb{E}\left[\int_0^\delta \left\|X^\varepsilon_t - x\right\|^2_{H_1} dt\right] + \mathbb{E}\left[\int_\delta^T \left\|X^\varepsilon_t - X^\varepsilon_{t(\delta)}\right\|^2_{H_1} dt\right]
\leq C_{\mu,\lambda_1,L_0,T}(1 + \left\|x\right\|_{H_1}^2 + \left\|y\right\|_{H_1}^2)\delta + 2\mathbb{E}\left[\int_\delta^T \left\|X^\varepsilon_t - X^\varepsilon_{t-\delta}\right\|^2_{H_1} dt\right] + 2\mathbb{E}\left[\int_\delta^T \left\|X^\varepsilon_{t(\delta)} - X^\varepsilon_{t-\delta}\right\|^2_{H_1} dt\right].\]
(4.3)
Let us first estimate the second term from the right hand side of the inequality (4.3). Using the infinite dimensional Itô formula applied to the process \(Z_r = \left\|X^\varepsilon_t - X^\varepsilon_{t-\delta}\right\|^2_{H_1}\) over the
interval \([t - \delta, t]\), we find
\[
\|X_t^\varepsilon - X_{t-\delta}^\varepsilon\|^2_{\mathbb{H}} = -2\mu \int_{t-\delta}^{t} \langle AX_s^\varepsilon, X_s^\varepsilon - X_{t-\delta}^\varepsilon \rangle ds - 2 \int_{t-\delta}^{t} \langle B(X_s^\varepsilon), X_s^\varepsilon - X_{t-\delta}^\varepsilon \rangle ds
\]
\[
- 2\beta \int_{t-\delta}^{t} \langle C(X_s^\varepsilon), X_s^\varepsilon - X_{t-\delta}^\varepsilon \rangle ds + 2 \int_{t-\delta}^{t} \langle f(X_s^\varepsilon, Y_s^\varepsilon), X_s^\varepsilon - X_{t-\delta}^\varepsilon \rangle ds
\]
\[
+ \int_{t-\delta}^{t} \|\sigma_1(X_s^\varepsilon)\|^2_{\mathcal{L}(\alpha_1)} ds + 2 \int_{t-\delta}^{t} (\sigma_1(X_s^\varepsilon) dW_t^{Q_1}, X_s^\varepsilon - X_{t-\delta}^\varepsilon) ds
\]
\[
=: \sum_{k=1}^{6} I_k(t).
\] (4.4)

Using an integration by parts, H"older's inequality, Fubini’s Theorem and (3.29), we estimate
\[
\mathbb{E}\left(\int_{\delta}^{T} |I_1(t)| dt \right) \leq 2\mu \mathbb{E}\left(\int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon\|_\gamma \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_\gamma ds dt \right)
\]
\[
\leq 2\mu \left[ \mathbb{E}\left(\int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon\|_\gamma^2 ds dt \right) \right]^{1/2} \left[ \mathbb{E}\left(\int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_\gamma^2 ds dt \right) \right]^{1/2}
\]
\[
\leq 2\mu \left[ \delta \mathbb{E}\left(\int_{0}^{T} \|X_t^\varepsilon\|_\gamma^2 dt \right) \right]^{1/2} \left[ 2\delta \mathbb{E}\left(\int_{0}^{T} \|X_t^\varepsilon\|_\gamma^2 dt \right) \right]^{1/2}
\]
\[
\leq C_{\mu,\lambda_1,\lambda_2,T} \delta \left(1 + \|x\|_\mathbb{H}^2 + \|y\|_\mathbb{H}^2\right).
\] (4.5)

For \(n = 2\) and \(r \in [1, 3\), using H"older’s and Ladyzhenskaya’s inequalities, Fubini’s Theorem and (3.29) (taking \(p = 2\), we estimate \(\mathbb{E}\left(\int_{\delta}^{T} |I_2(t)| dt \right)\) as
\[
\mathbb{E}\left(\int_{\delta}^{T} |I_2(t)| dt \right)
\]
\[
\leq 2\mathbb{E}\left(\int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon\|_{E^4}^2 \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_\gamma ds dt \right)
\]
\[
\leq 2\sqrt{2} \left[ \mathbb{E}\left(\int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon\|_{E^4}^2 \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_\gamma ds dt \right) \right]^{1/2} \left[ \mathbb{E}\left(\int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_\gamma^2 ds dt \right) \right]^{1/2}
\]
\[
\leq 2\sqrt{2} \left[ \delta \mathbb{E}\left(\int_{0}^{T} \|X_t^\varepsilon\|_{E^4}^2 \|X_t^\varepsilon\|_\gamma^2 dt \right) \right]^{1/2} \left[ 2\delta \mathbb{E}\left(\int_{0}^{T} \|X_t^\varepsilon\|_\gamma^2 dt \right) \right]^{1/2}
\]
\[
\leq C_{\mu,\lambda_1,\lambda_2,T} \delta \left(1 + \|x\|_\mathbb{H}^2 + \|y\|_\mathbb{H}^2\right).
\] (4.6)

For \(n = 2, 3\) and \(r \geq 3\) (take \(2/\beta\mu \geq 1\), for \(r = 3\), we estimate \(\mathbb{E}\left(\int_{\delta}^{T} |I_2(t)| dt \right)\) using H"older’s inequality, interpolation inequality and (3.29) (by taking \(p = \frac{r+1}{2}\)) as
\[
\mathbb{E}\left(\int_{\delta}^{T} |I_2(t)| dt \right)
\]
\[
\leq 2\mathbb{E}\left(\int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon\|_{E^{r+1}} \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_\gamma ds dt \right)
\]
\[
\leq 2E \left( \int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon\|_{\infty}^2 \|X_s^\varepsilon\|_{L^{r+1}}^2 \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_{H^s}^2 \, ds \, dt \right)
\]
\[
\leq 2 \left[ \mathbb{E} \left( \int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon\|_{H^s}^{2(r-3)} \|X_s^\varepsilon\|_{L^{r+1}}^{2(r+1)} \, ds \, dt \right) \right]^{1/2} \left[ \mathbb{E} \left( \int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_{H^s}^2 \, ds \, dt \right) \right]^{1/2}
\]
\[
\leq 2 \left[ \delta \mathbb{E} \left( \int_{0}^{T} \|X_t^\varepsilon\|_{H^s}^{2(r-3)} \|X_t^\varepsilon\|_{L^{r+1}}^{2(r+1)} \, dt \right) \right]^{1/2} \left[ 2\delta \mathbb{E} \left( \int_{0}^{T} \|X_t^\varepsilon\|_{H^s}^2 \, dt \right) \right]^{1/2}
\]
\[
\leq 2\delta T^{r-3} \left[ \mathbb{E} \left( \int_{0}^{T} \|X_t^\varepsilon\|_{H^s}^{r-3} \|X_t^\varepsilon\|_{L^{r+1}}^{r+1} \, dt \right) \right]^{1/2} \left[ \mathbb{E} \left( \int_{0}^{T} \|X_t^\varepsilon\|_{H^s}^2 \, dt \right) \right]^{1/2}
\]
\[
\leq C_{\mu, \lambda_1, L_g, r} \delta (1 + ||x||_{H^s}^2 + ||y||_{H^s}^2).
\]

Remember that \( \frac{2r}{r+1} \leq 2 \). It should also be noted that if \( x \geq 1 \) and \( a \leq b \) implies \( x^a \leq x^b \) and if \( 0 < x < 1 \), then \( x^a \leq 1 + x^b \). Once again using Hölder’s inequality, Fubini’s Theorem and (3.29), we estimate \( \mathbb{E} \left( \int_{\delta}^{T} |I_3(t)| \, dt \right) \) as

\[
\mathbb{E} \left( \int_{\delta}^{T} |I_3(t)| \, dt \right) \leq 2\beta \mathbb{E} \left( \int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon\|_{H^s}^{r-1} \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_{L^{r+1}} \, ds \, dt \right)
\]
\[
\leq 2\beta \left[ \delta \mathbb{E} \left( \int_{0}^{T} \|X_t^\varepsilon\|_{H^s}^{r-1} \, dt \right) \right]^{1/2} \left[ 2\beta \delta \mathbb{E} \left( \int_{0}^{T} \|X_t^\varepsilon\|_{H^s}^2 \, dt \right) \right]^{1/2}
\]
\[
\leq C_{\mu, \lambda_1, L_g, r} \delta (1 + ||x||_{H^s}^2 + ||y||_{H^s}^2).
\] (4.8)

We estimate \( \mathbb{E} \left( \int_{\delta}^{T} |I_4(t)| \, dt \right) \) using the Assumption 3.1 (A1), (3.29) and (3.30) as

\[
\mathbb{E} \left( \int_{\delta}^{T} |I_4(t)| \, dt \right) \leq 2E \left( \int_{\delta}^{T} \int_{t-\delta}^{t} \|f(X_s^\varepsilon, Y_s^\varepsilon)\|_{H} \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_{H} \, ds \, dt \right)
\]
\[
\leq 2 \left[ \mathbb{E} \left( \int_{\delta}^{T} \int_{t-\delta}^{t} \|f(X_s^\varepsilon, Y_s^\varepsilon)\|_{H} \, ds \, dt \right) \right]^{1/2} \left[ \mathbb{E} \left( \int_{\delta}^{T} \int_{t-\delta}^{t} \|X_s^\varepsilon - X_{t-\delta}^\varepsilon\|_{H}^2 \, ds \, dt \right) \right]^{1/2}
\]
\[
\leq C \left[ \delta \mathbb{E} \left( \int_{0}^{T} (1 + ||X_t^\varepsilon||_{H}^2 + ||Y_t^\varepsilon||_{H}^2) \, dt \right) \right]^{1/2} \left[ 2\delta \mathbb{E} \left( \int_{0}^{T} \|X_t^\varepsilon\|_{H}^2 \, dt \right) \right]^{1/2}
\]
\[
\leq C_{\mu, \lambda_1, L_g, r} \delta (1 + ||x||_{H^2}^2 + ||y||_{H^2}^2).
\] (4.9)

Once again using the Assumption 3.1 (A1) and (3.29), we estimate \( \mathbb{E} \left( \int_{\delta}^{T} |I_5(t)| \, dt \right) \) as

\[
\mathbb{E} \left( \int_{\delta}^{T} |I_5(t)| \, dt \right) \leq C \mathbb{E} \left( \int_{\delta}^{T} \int_{t-\delta}^{t} (1 + ||X_s^\varepsilon||_{H}^2) \, ds \, dt \right)
\]
\[
\leq CT \delta \mathbb{E} \left[ 1 + \sup_{t \in [0, T]} ||X_t^\varepsilon||_{H}^2 \right] \leq C_{\mu, \lambda_1, L_g, r} \delta (1 + ||x||_{H^2}^2 + ||y||_{H^2}^2).
\] (4.10)
Finally, using the Burkholder-Davis-Gundy inequality, the Assumption 3.1 (A1), Fubini’s theorem and (3.29), we estimate $\mathbb{E}\left(\int_{\delta}^{T} |I_6(t)|dt \right)$ as

$$
\mathbb{E}\left(\int_{\delta}^{T} |I_6(t)|dt \right) \leq C \int_{\delta}^{T} \mathbb{E}\left(\int_{t-\delta}^{t} \|\sigma_1(X^\varepsilon_s)\|_{L_{Q_1}}^2 \|X^\varepsilon_s - X^\varepsilon_{t-\delta}\|^2_H dsdt \right)^{1/2} dt \\
\leq CT^{1/2} \left[ \mathbb{E}\left(\int_{\delta}^{T} \int_{t-\delta}^{t} (1 + \|X^\varepsilon_s\|_H^2) \|X^\varepsilon_s - X^\varepsilon_{t-\delta}\|^2_H dsdt \right) \right]^{1/2} \\
\leq CT \delta^{1/2} \left[ \mathbb{E}\left( \sup_{t \in [0,T]} \|X^\varepsilon_t\|_H^2 + \sup_{t \in [0,T]} \|X^\varepsilon_t\|_H^4 \right) \right]^{1/2} \\
\leq C_{\mu,\lambda_1,L_9,T} \delta^{1/2} (1 + \|x\|_H^2 + \|y\|_H^2). 
$$

Combining (4.5)-(4.11), we deduce that

$$
\mathbb{E}\left(\int_{\delta}^{T} \|X^\varepsilon_t - X^\varepsilon_{t-\delta}\|_H^2 dt \right) \leq C_{\mu,\lambda_1,L_9,T} \delta^{1/2} (1 + \|x\|_H^2 + \|y\|_H^2),
$$

where $\ell = 3$, for $n = 2$, $r \in [1,3)$, and $\ell = 2$, for $n = 2,3$, $r \in [3,\infty)$ ($2\beta \mu \geq 1$, for $n = 3$). A similar argument leads to

$$
\mathbb{E}\left(\int_{\delta}^{T} \|X^\varepsilon_{t(\delta)} - X^\varepsilon_{t-\delta}\|_H^2 dt \right) \leq C_{\mu,\lambda_1,L_9,T} \delta^{1/2} (1 + \|x\|_H^2 + \|y\|_H^2).
$$

Combining (4.3), (4.12) and (4.13), we obtain the required results (4.11) and (4.2).

4.1. **Estimates of auxiliary process $\tilde{Y}^\varepsilon_t$.** We use the method proposed by Khasminskii, in [43] to obtain the estimates for an auxiliary process. We introduce the auxiliary process $\tilde{Y}^\varepsilon_t \in \mathbb{H}$ (see (4.14) below) and divide the interval $[0,T]$ into subintervals of size $\delta$, where $\delta$ is a fixed positive number, which depends on $\varepsilon$ and it will be chosen later. Let us construct the process $\tilde{Y}^\varepsilon_t$ with the initial value $\tilde{Y}^\varepsilon_0 = Y^\varepsilon_0 = y$, and for any $k \in \mathbb{N}$ and $t \in [k\delta, \min\{(k+1)\delta, T\}]$ as

$$
\tilde{Y}^\varepsilon_t = \tilde{Y}^\varepsilon_{k\delta} - \frac{\mu}{\varepsilon} \int_{k\delta}^{t} A\tilde{Y}^\varepsilon_s ds - \frac{\beta}{\varepsilon} \int_{k\delta}^{t} C(\tilde{Y}^\varepsilon_s) ds + \frac{1}{\varepsilon} \int_{k\delta}^{t} g(X^\varepsilon_{k\delta}, \tilde{Y}^\varepsilon_s) ds \\
+ \frac{1}{\sqrt{\varepsilon}} \int_{k\delta}^{t} \sigma_2(X^\varepsilon_{k\delta}, \tilde{Y}^\varepsilon_s) dW^Q_s, \; \mathbb{P}\text{-a.s.},
$$

which is equivalent to

$$
\begin{cases}
\displaystyle d\tilde{Y}^\varepsilon_t = -\frac{1}{\varepsilon} \left[ \mu A\tilde{Y}^\varepsilon_t + \beta C(\tilde{Y}^\varepsilon_t) - g(X^\varepsilon_{t(\delta)}, \tilde{Y}^\varepsilon_t) \right] dt + \frac{1}{\sqrt{\varepsilon}} \sigma_2(X^\varepsilon_{t(\delta)}, \tilde{Y}^\varepsilon_t) dW^Q_t, \\
\tilde{Y}^\varepsilon_0 = y.
\end{cases}
$$

The following energy estimate satisfied by $\tilde{Y}^\varepsilon_t$ can be proved in a similar way as in Lemma 3.5.

**Lemma 4.2.** For any $x, y \in \mathbb{H}$, $T > 0$ and $\varepsilon \in (0,1)$, there exists a constant $C_{\mu,\lambda_1,L_9,T} > 0$ such that the strong solution $\tilde{Y}^\varepsilon_t$ to the system (4.15) satisfies:

$$
\sup_{t \in [0,T]} \mathbb{E}\left(\|\tilde{Y}^\varepsilon_t\|_H^2 \right) \leq C_{\mu,\lambda_1,L_9,T} (1 + \|x\|_H^2 + \|y\|_H^2). 
$$
Our next aim is to establish an estimate on the difference between the processes $Y^\varepsilon_t$ and $	ilde{Y}^\varepsilon_t$.

**Lemma 4.3.** For any $x, y \in \mathbb{H}$, $T > 0$ and $\varepsilon \in (0, 1)$, there exists a constant $C_{x, y, T} > 0$ such that

$$
\mathbb{E} \left( \int_0^T \| Y^\varepsilon_t - \tilde{Y}^\varepsilon_t \|^2 dt \right) \leq C_{x, y, T} \delta^{1/2} (1 + \| x \|_{\mathbb{H}} + \| y \|_{\mathbb{H}}),
$$

(4.17)

where $\ell = 3$, for $n = 2$, $r \in [1, 3)$, and $\ell = 2$, for $n = 2$, $r \in [3, \infty)$ $(2\beta \mu \geq 1$, for $n = 3$).

**Proof.** Let us define $U^\varepsilon_t := Y^\varepsilon_t - \tilde{Y}^\varepsilon_t$. Then $U^\varepsilon_t$ satisfies the following Itô stochastic differential:

$$
\begin{cases}
    dU^\varepsilon_t = -\frac{1}{\varepsilon} \left[ \mu AU^\varepsilon_t + \beta (C(Y^\varepsilon_t) - C(\tilde{Y}^\varepsilon_t)) - (g(X^\varepsilon_t, Y^\varepsilon_t) - g(X^\varepsilon_{t(\delta)}, \tilde{Y}^\varepsilon_t)) \right] dt \\
    + \frac{1}{\sqrt{\varepsilon}} \left[ \sigma_2(X^\varepsilon_t, Y^\varepsilon_t) - \sigma_2(X^\varepsilon_{t(\delta)}, \tilde{Y}^\varepsilon_t) \right] dW^{Q_2}_t, \\
    U^\varepsilon_0 = 0.
\end{cases}
$$

(4.18)

An application of the infinite dimensional Itô formula to the process $\| U^\varepsilon_t \|_{\mathbb{H}}^2$ yields

$$
\| U^\varepsilon_t \|_{\mathbb{H}}^2 = -\frac{2\mu}{\varepsilon} \int_0^t \| U^\varepsilon_s \|_{\mathbb{H}}^2 ds - \frac{2\beta}{\varepsilon} \int_0^t \langle C(Y^\varepsilon_s) - C(\tilde{Y}^\varepsilon_s), U^\varepsilon_s \rangle ds \\
+ \frac{2}{\varepsilon} \int_0^t \langle g(X^\varepsilon_s, Y^\varepsilon_s) - g(X^\varepsilon_{s(\delta)}, \tilde{Y}^\varepsilon_s), U^\varepsilon_s \rangle ds \\
+ \frac{1}{\sqrt{\varepsilon}} \int_0^t \| \sigma_2(X^\varepsilon_s, Y^\varepsilon_s) - \sigma_2(X^\varepsilon_{s(\delta)}, \tilde{Y}^\varepsilon_s) \|_{L_{Q_2}}^2 ds,
$$

(4.19)

for all $t \in [0, T]$. Taking expectation in (4.19), we obtain

$$
\mathbb{E} \left[ \| U^\varepsilon_t \|_{\mathbb{H}}^2 \right] = -\frac{2\mu}{\varepsilon} \int_0^t \mathbb{E} \left[ \| U^\varepsilon_s \|_{\mathbb{H}}^2 \right] ds - \frac{2\beta}{\varepsilon} \mathbb{E} \left[ \langle C(Y^\varepsilon_s) - C(\tilde{Y}^\varepsilon_s), U^\varepsilon_s \rangle \right] ds \\
+ \frac{2}{\varepsilon} \int_0^t \mathbb{E} \left[ \langle g(X^\varepsilon_s, Y^\varepsilon_s) - g(X^\varepsilon_{s(\delta)}, \tilde{Y}^\varepsilon_s), U^\varepsilon_s \rangle \right] ds \\
+ \frac{1}{\varepsilon} \mathbb{E} \left[ \langle \sigma_2(X^\varepsilon_s, Y^\varepsilon_s) - \sigma_2(X^\varepsilon_{s(\delta)}, \tilde{Y}^\varepsilon_s) \rangle_{L_{Q_2}}^2 \right].
$$

(4.20)

Thus, it is immediate that

$$
\frac{d}{dt} \mathbb{E} \left[ \| U^\varepsilon_t \|_{\mathbb{H}}^2 \right] = -\frac{2\mu}{\varepsilon} \mathbb{E} \left[ \| U^\varepsilon_t \|_{\mathbb{H}}^2 \right] - \frac{2\beta}{\varepsilon} \mathbb{E} \left[ \langle C(Y^\varepsilon_t) - C(\tilde{Y}^\varepsilon_t), U^\varepsilon_t \rangle \right] \\
+ \frac{2}{\varepsilon} \mathbb{E} \left[ \langle g(X^\varepsilon_t, Y^\varepsilon_t) - g(X^\varepsilon_{t(\delta)}, \tilde{Y}^\varepsilon_t), U^\varepsilon_t \rangle \right] \\
+ \frac{1}{\varepsilon} \mathbb{E} \left[ \langle \sigma_2(X^\varepsilon_t, Y^\varepsilon_t) - \sigma_2(X^\varepsilon_{t(\delta)}, \tilde{Y}^\varepsilon_t) \rangle_{L_{Q_2}}^2 \right].
$$

(4.21)

for a.e. $t \in [0, T]$. Applying (2.11), we find

$$
-\frac{2\beta}{\varepsilon} \langle C(Y^\varepsilon_t) - C(\tilde{Y}^\varepsilon_t), U^\varepsilon_t \rangle \leq -\frac{\beta}{2\varepsilon^2} \| U^\varepsilon_t \|_{\mathbb{H}}^{r+1}.
$$

(4.22)
Using the Assumption 3.1 (A1), we get
\[ \frac{2}{\varepsilon} (g(X^\varepsilon_t, \hat{Y}^\varepsilon_t) - g(X^\varepsilon_{t(\delta)}, \hat{Y}^\varepsilon_t), U^\varepsilon_t) \leq \frac{2}{\varepsilon} \|g(X^\varepsilon_t, \hat{Y}^\varepsilon_t) - g(X^\varepsilon_{t(\delta)}, \hat{Y}^\varepsilon_t)\| \|U^\varepsilon_t\| \]
\[ \leq \frac{C}{\varepsilon} \|X^\varepsilon_t - X^\varepsilon_{t(\delta)}\| \|U^\varepsilon_t\| + \frac{2L_2}{\varepsilon} \|U^\varepsilon_t\|^2 \]
\[ \leq \left( \frac{\mu \lambda_1}{\varepsilon} + \frac{2L_2}{\varepsilon} \right) \|U^\varepsilon_t\|^2 + \frac{C}{\mu \lambda_1 \varepsilon} \|X^\varepsilon_t - X^\varepsilon_{t(\delta)}\|^2. \] (4.23)

Similarly, using the Assumption 3.1 (A1), we obtain
\[ \frac{1}{\varepsilon} \|\sigma_2(X^\varepsilon_t, Y^\varepsilon_t) - \sigma_2(X^\varepsilon_{t(\delta)}, \hat{Y}^\varepsilon_t)\|_2^2 \leq \frac{C}{\varepsilon} \|X^\varepsilon_t - X^\varepsilon_{t(\delta)}\|^2 + \frac{L_2^2}{\varepsilon} \|U^\varepsilon_t\|^2. \] (4.24)

Combining (4.22)-(4.23) and substituting it in (4.21), we deduce that
\[ \frac{d}{dt} \mathbb{E}[\|U^\varepsilon_t\|^2_{\mathbb{H}}] \leq -\frac{1}{\varepsilon} (\mu \lambda_1 - 2L_g - L_{\sigma_2}^2) \mathbb{E}[\|U^\varepsilon_t\|^2_{\mathbb{H}}] + \frac{C}{\varepsilon} \left( 1 + \frac{1}{\mu \lambda_1} \right) \mathbb{E}[\|X^\varepsilon_t - X^\varepsilon_{t(\delta)}\|^2_{\mathbb{H}}]. \] (4.25)

Using the Assumption 3.1 (A3) and variation of constants formula, from (4.25), we infer that
\[ \mathbb{E}[\|U^\varepsilon_t\|^2_{\mathbb{H}}] \leq \frac{C}{\varepsilon} \left( 1 + \frac{1}{\mu \lambda_1} \right) \int_0^t e^{-\frac{\kappa}{\varepsilon}(t-s)} \mathbb{E}[\|X^\varepsilon_s - X^\varepsilon_{s(\delta)}\|^2_{\mathbb{H}}] ds, \] (4.26)

where \( \kappa = \mu \lambda_1 - 2L_g - L_{\sigma_2}^2 > 0 \). Applying Fubini’s theorem, for any \( T > 0 \), we have
\[ \mathbb{E}\left[ \int_0^T \|U^\varepsilon_t\|^2_{\mathbb{H}} dt \right] \leq \frac{C}{\varepsilon} \left( 1 + \frac{1}{\mu \lambda_1} \right) \int_0^T \int_0^t e^{-\frac{\kappa}{\varepsilon}(t-s)} \mathbb{E}[\|X^\varepsilon_s - X^\varepsilon_{s(\delta)}\|^2_{\mathbb{H}}] ds dt \]
\[ = \frac{C}{\kappa} \left( 1 + \frac{1}{\mu \lambda_1} \right) \int_0^T \mathbb{E}\left[ \int_0^t \|X^\varepsilon_s - X^\varepsilon_{s(\delta)}\|^2_{\mathbb{H}} \left( \int_s^T e^{-\frac{\kappa}{\varepsilon}(t-s)} dt \right) ds \right] \]
\[ \leq \frac{C}{\kappa} \left( 1 + \frac{1}{\mu \lambda_1} \right) \int_0^T \mathbb{E}\left[ \|X^\varepsilon_s - X^\varepsilon_{s(\delta)}\|^2_{\mathbb{H}} \right] ds \]
\[ \leq C_{\mu \lambda_1, L_g, T} \sigma^{1/2}(1 + \|x\|_{\mathbb{H}} + \|y\|_{\mathbb{H}}), \] (4.27)

using Lemma 4.1 (see (4.1) and (4.2)), which completes the proof. \( \square \)

4.2. Frozen equation. The frozen equation associated with the fast motion for fixed slow component \( x \in \mathbb{H} \) is given by
\[
\begin{cases}
\text{d}Y_t = -[\mu A Y_t + \beta C(Y_t) - g(x, Y_t)] dt + \sigma_2(x, Y_t) dW_{t}^{Q_2}, \\
Y_0 = y,
\end{cases}
\] (4.28)

where \( W_{t}^{Q_2} \) is a \( Q_2 \)-Wiener process independent of \( W_{t}^{Q_1} \) and \( W_{t}^{Q_2} \). From the Assumption 3.1 we know that \( g(x, \cdot) \) and \( \sigma_2(x, \cdot) \) are Lipschitz continuous. Thus, one can show that for any fixed \( x \in \mathbb{H} \) and any initial data \( y \in \mathbb{H} \), there exists a unique strong solution
\( Y^x_y \in L^2(\Omega; L^\infty(0, T; \mathbb{H}) \cap L^2(0, T; V)) \cap L^{r+1}(\Omega; L^{r+1}(0, T; \mathbb{H}^{r+1})) \) to the system (4.28) with a continuous modification with paths in \( C([0, T]; \mathbb{H}) \cap L^2(0, T; V) \cap L^{r+1}(0, T; \mathbb{H}^{r+1}) \), P-a.s.

A proof of this can be obtained in a same way as in Theorem 3.7, [57] by making use of the monotonicity property of the linear and nonlinear operators (see Lemmas 2.2,2.3 as well as a stochastic generalization of the Minty-Browder technique (localized version for the case \( n = 2 \) and \( r \in [1, 3] \)). Furthermore, the strong solution satisfies the infinite dimensional Itô
formula (see (4.31) below). For the stochastic reaction-diffusion equation \((\beta = 0 \text{ in } (4.28))\), the following result is available in the work [11].

**Proposition 4.4.** For any given \(x, y \in \mathbb{H}\), there exists a unique invariant measure for the system (4.28). Furthermore, there exists a constant \(C_{\mu, \lambda_1, L_g} > 0\) and \(\zeta > 0\) such that for any Lipschitz function \(\varphi : \mathbb{H} \to \mathbb{R}\), we have

\[
P_t^x \varphi(y) - \int_{\mathbb{H}} \varphi(z) \nu^x(dz) \leq C_{\mu, \lambda_1, L_g} (1 + \|x\|_H + \|y\|_H) e^{-\frac{\zeta}{2} t} \|\varphi\|_{\text{Lip}(\mathbb{H})},
\]

where \(\zeta = 2\mu\lambda_1 - 2L_g - L_{\sigma_2}^2 > 0\) and \(\|\varphi\|_{\text{Lip}(\mathbb{H})} = \sup_{x,y \in \mathbb{H}} \frac{\varphi(x) - \varphi(y)}{\|x - y\|_H} \).

**Proof.** Let \(P_t^x\) be the transition semigroup associated with the process \(Y_t^{x,y}\), that is, for any bounded measurable function \(\varphi\) on \(\mathbb{H}\), we have

\[
P_t^x \varphi(y) = E[\varphi(Y_t^{x,y})], \quad y \in \mathbb{H} \quad \text{and} \quad t > 0.
\]

An application of the infinite dimensional Itô formula to the process \(\|Y_t^{x,y}\|_H^2\) yields

\[
\|Y_t^{x,y}\|_H^2 + 2\mu \int_0^t \|Y_s^{x,y}\|_V^2 ds + 2\beta \int_0^t \|Y_s^{x,y}\|_{L_{r+1}}^{r+1} ds
\]

\[
= \|y\|_H^2 + 2\int_0^t (g(x, Y_s^{x,y}), Y_s^{x,y}) ds + 2 \int_0^t (\sigma(x, Y_s^{x,y}) d\bar{W}^{Q_2}_s, Y_s^{x,y}) + \int_0^t \|\sigma(x, Y_s^{x,y})\|_{Q_2}^2 ds,
\]

\(\mathbb{P}\)-a.s., for all \(t \in [0, T]\). Taking expectation in (4.31), we find

\[
E[\|Y_t^{x,y}\|_H^2] = \|y\|_H^2 - 2\mu E\left[ \int_0^t \|Y_s^{x,y}\|_V^2 ds \right] - 2\beta E\left[ \int_0^t \|Y_s^{x,y}\|_{L_{r+1}}^{r+1} ds \right]
\]

\[
+ 2E\left[ \int_0^t (g(x, Y_s^{x,y}), Y_s^{x,y}) ds \right] + E\left[ \int_0^t \|\sigma(x, Y_s^{x,y})\|_{Q_2}^2 ds \right],
\]

for all \(t \in [0, T]\). Thus, we have

\[
\frac{d}{dt} E[\|Y_t^{x,y}\|_H^2] = -2\mu E[\|Y_t^{x,y}\|_V^2] - 2\beta E[\|Y_t^{x,y}\|_{L_{r+1}}^{r+1}] + 2E[(g(x, Y_t^{x,y}), Y_t^{x,y})]
\]

\[
+ E[\|\sigma(x, Y_t^{x,y})\|_{Q_2}^2]
\]

\[
\leq -(\mu\lambda_1 - 2L_g) E[\|Y_t^{x,y}\|_H^2] + \frac{C}{\mu\lambda_1} (1 + \|x\|_H^2),
\]

where we used the Assumption [3.1] (A1) and (A2). For \(\gamma = \mu\lambda_1 - 2L_g > 0\), an application of Gronwall’s inequality in (4.33) yields

\[
E[\|Y_t^{x,y}\|_H^2] \leq e^{-\gamma t} \|y\|_H^2 + \frac{C}{\mu\lambda_1}\gamma (1 + \|x\|_H^2) \leq C_{\mu, \lambda_1, L_g} (1 + \|x\|_H^2 + e^{-\gamma t}\|y\|_H^2),
\]

for all \(t \in [0, T]\). Furthermore, from (4.32), we also obtain

\[
2\mu E\left[ \int_0^t \|Y_s^{x,y}\|_V^2 ds \right]
\]

\[
\leq \|y\|_H^2 + C_{L_g, L_{\sigma_2}} (1 + \|x\|_H^2) t + (C_{\mu, \lambda_1, L_g} + 2L_g + L_{\sigma_2}^2) E\left[ \int_0^t \|Y_s^{x,y}\|_{Q_2}^2 ds \right].
\]
\[ \begin{align*}
&= \|y\|_H^2 + C_{L_0, L_2} (1 + \|x\|_H^2) t + (C_{\mu, \lambda_1, L_0} + 2L_0 + L_0^2) \int_0^t (1 + \|x\|_H^2 + e^{-\gamma s}\|y\|_H^2) \, ds \\
&\leq C_{\mu, \lambda_1, L_0, L_2} (\|y\|_H^2 + (1 + \|x\|_H^2) t),
\end{align*} \]
for \( t \geq 0 \).

Let us denote by \( \mathcal{M}(\mathbb{H}) \) as the space of all probability measures defined on \((\mathbb{H}, \mathcal{B}(\mathbb{H}))\). For any \( n \in \mathbb{N} \), we define the Krylov-Bogoliubov measure as
\[
\nu_n^x := \frac{1}{n} \int_0^n \delta_0 P_t^x \, dt, \quad n \geq 1,
\]
where \( \delta_0 \) is the Dirac measure at 0. Then, it can be easily seen that \( \nu_n^x \) is a probability measure such that for any \( \varphi \in \mathcal{B}(\mathbb{H}) \), we have
\[
\int_\mathbb{H} \varphi \, d\nu_n^x = \frac{1}{n} \int_0^n P_t^x \varphi(0) \, dt.
\]
We know that the embedding of \( V \subset \mathbb{H} \) is compact and hence for any \( R \in (0, \infty) \), the set \( K_R := \{ x \in \mathbb{H} : \|x\|_V \leq R \} \) is relatively compact in \( \mathbb{H} \). Thus, using Markov’s inequality, it is immediate from (4.35) that
\[
\begin{align*}
\nu_n^x(K^c_R) &= \frac{1}{n} \int_0^n \mathbb{P}\left\{ \|Y_0^x\|_H > R \right\} \, ds \\
&\leq \frac{1}{nR^2} \int_0^n \mathbb{E}\left[ \|Y_0^x\|_H^2 \right] \, ds \\
&\leq \frac{C_{\mu, \lambda_1, L_0, L_2} \|y\|_H^2}{n_0 R^2 \mu} + \frac{C_{\mu, \lambda_1, L_0, L_2}}{R^2 \mu} (1 + \|x\|_H^2), \quad \text{for all } n \geq n_0,
\end{align*}
\]
which implies that the sequence \( \{\nu_n^x\}_{n \geq 1} \) is tight. Hence, using Prokhorov’s theorem, there exists a probability measure \( \nu^x \) and a subsequence \( \{\nu_{n_k}^x\}_{k \in \mathbb{N}} \) such that \( \nu_{n_k}^x \Rightarrow \nu^x \), as \( k \to \infty \).

One can easily show that \( \nu^x \) is an invariant probability measure for \( \{P_t^x\}_{t \geq 0} \). Thus, by the Krylov-Bogoliubov theorem (or by a result of Chow and Khasminskii, see [13]) \( \nu^x \) results to be an invariant measure for the transition semigroup \( \{P_t^x\}_{t \geq 0} \), defined by \( P_t^x \varphi(x) = \mathbb{E}[\varphi(Y_t^x)] \), for all \( \varphi \in C_0(\mathbb{H}) \).

Let us now prove the uniqueness of invariant measure. For \( y_1, y_2 \in \mathbb{H} \), we have
\[
\begin{align*}
\begin{cases}
\begin{align*}
\frac{dV_t}{t} &= -\{\mu AV_t + \beta [C(Y_t^{x_1}, Y_t^{x_2}) - C(Y_t^{x_{1'}}, Y_t^{x_{2'}})] - \langle g(x, Y_t^{x_{1'}}, Y_t^{x_{2'}}) \rangle \} dt \\
V_0 &= y_1 - y_2.
\end{align*}
\end{cases}
\end{align*}
\]
where \( V_t = Y_t^{x_1} - Y_t^{x_2} \). An application of the infinite dimensional Itô formula to the process \( \|V_t\|_H^2 \) yields
\[
\begin{align*}
\mathbb{E}\left[ \|V_t\|_H^2 \right] &= \|V_0\|_H^2 - 2\mu \mathbb{E}\left[ \int_0^t \|V_s\|_H^2 \, ds \right] - 2\beta \mathbb{E}\left[ \int_0^t \langle C(Y_s^{x_1}), C(Y_s^{x_2}), V_s \rangle \, ds \right] \\
&\quad + 2 \mathbb{E}\left[ \int_0^t \langle g(x, Y_s^{x_1}), g(x, Y_s^{x_2}), V_s \rangle \, ds \right] \\
&\quad + \mathbb{E}\left[ \int_0^t \|\sigma_2(x, Y_s^{x_1}) - \sigma_2(x, Y_s^{x_2})\|_{L_{Q_2}}^2 \, ds \right].
\end{align*}
\]
Thus, using the Assumption 3.1 (A1)-(A2) and (2.11), it is immediate that
\[
\frac{d}{dt} \mathbb{E}[\|V_t\|_{\mathbb{H}}^2] = -2\mu \mathbb{E}[\|V_t\|_{\mathbb{H}}^2] - 2\beta \mathbb{E}[(C(Y_t^{x,y}) - C(Y_t^{x',y'}), V_t)] \\
+ 2\mathbb{E}[g(x, Y_t^{x,y}) - g(x, Y_t^{x,y'})] \\
+ \mathbb{E}[\|\sigma_2(x, Y_t^{x,y}) - \sigma_2(x, Y_t^{x,y'})\|_{L_{Q_2}}^2] \\
\leq - \left(2\mu \lambda_1 - 2L_g - L_{\sigma_2}^2\right) \mathbb{E}[\|V_t\|_{\mathbb{H}}^2] - \beta \frac{2^r - 2}{2^{r-2}} \mathbb{E}[\|V_t\|_{E^{r+1}}^{r+1}] \\
\leq - \left(2\mu \lambda_1 - 2L_g - L_{\sigma_2}^2\right) \mathbb{E}[\|V_t\|_{\mathbb{H}}^2]. \quad (4.39)
\]
An application of Gronwall’s inequality in (4.39) gives the following exponential stability result:
\[
\sup_{x \in \mathbb{H}} \mathbb{E}[\|Y_t^{x,y} - Y_t^{x',y'}\|_{\mathbb{H}}^2] \leq e^{-\zeta t}\|y_1 - y_2\|_{\mathbb{H}}^2, \quad \text{for all } t \geq 0, \quad (4.40)
\]
where \(\zeta = 2\mu \lambda_1 - 2L_g - L_{\sigma_2}^2 > 0\). Furthermore, using the invariance of \(\nu^x\) and (4.34), we obtain
\[
\int_{\mathbb{H}} \|y\|_{\mathbb{H}}^2 \nu^x(dy) = \int_{\mathbb{H}} \mathbb{E}[\|Y_t^{x,y}\|_{\mathbb{H}}^2] \nu^x(dy) \leq C_{\mu,\lambda_1,L_g}(1 + \|x\|_{\mathbb{H}}^2) + e^{-\gamma t} \int_{\mathbb{H}} \|y\|_{\mathbb{H}}^2 \nu^x(dy),
\]
for any \(t > 0\). Taking \(t\) large enough so that \(e^{-\gamma t} < 1\) and
\[
\int_{\mathbb{H}} \|y\|_{\mathbb{H}}^2 \nu^x(dy) \leq C_{\mu,\lambda_1,L_g}(1 + \|x\|_{\mathbb{H}}^2). \quad (4.41)
\]
Thus, for any Lipschitz function \(\varphi : \mathbb{H} \to \mathbb{R}\), using the invariance of \(\nu^x\), (4.40) and (4.41), we have
\[
\left| P_t^x \varphi(y) - \int_{\mathbb{H}} \varphi(z) \nu^x(dz) \right| = \left| \int_{\mathbb{H}} \mathbb{E}[\varphi(Y_t^{x,y}) - \varphi(Y_t^{x,z})] \nu^x(dz) \right| \\
\leq \|\varphi\|_{\text{Lip}} \int_{\mathbb{H}} \mathbb{E}[\|Y_t^{x,y} - Y_t^{x,z}\|_{\mathbb{H}}] \nu^x(dz) \\
\leq \|\varphi\|_{\text{Lip}} \int_{\mathbb{H}} \left( \mathbb{E}[\|Y_t^{x,y} - Y_t^{x,z}\|_{\mathbb{H}}^2] \right)^{1/2} \nu^x(dz) \\
\leq \|\varphi\|_{\text{Lip}} e^{-\frac{\gamma t}{4}} \int_{\mathbb{H}} \|y - z\|_{\mathbb{H}} \nu^x(dz) \\
\leq C_{\mu,\lambda_1,L_g} \|\varphi\|_{\text{Lip}}(1 + \|x\|_{\mathbb{H}} + \|y\|_{\mathbb{H}}) e^{-\frac{\zeta t}{4}}, \quad (4.42)
\]
and by the density of Lip(\(\mathbb{H}\)) in \(C_b(\mathbb{H})\), we obtain the above result for every \(\varphi \in C_b(\mathbb{H})\). In particular, the uniqueness of invariant measure \(\nu^x\) follows. \(\square\)

The interested readers are referred to see [19, 21, 26, 39], etc. for more details on the invariant measures and ergodicity for the infinite dimensional dynamical systems and stochastic Navier-Stokes equations. We need the following lemma in the sequel.

**Lemma 4.5.** There exists a constant \(C > 0\) such that for any \(x_1, x_2, y \in \mathbb{H}\), we have
\[
\sup_{t \geq 0} \mathbb{E}[\|Y_t^{x_1,y} - Y_t^{x_2,y}\|_{\mathbb{H}}^2] \leq C_{\mu,\lambda_1,L_g,L_{\sigma_2}} \|x_1 - x_2\|_{\mathbb{H}}^2. \quad (4.43)
\]
Proof. We know that \( W_t := Y_t^{x_1,y} - Y_t^{x_2,y} \) satisfies the following system:
\[
\begin{align*}
\{ & dW_t = -[\mu A W_t + \beta (C(Y_t^{x_1,y}) - C(Y_t^{x_2,y}))]dt + [g(x_1, Y_t^{x_1,y}) - g(x_2, Y_t^{x_2,y})]dt \\
& + [\sigma_2(x_1, Y_t^{x_1,y}) - \sigma_2(x_2, Y_t^{x_2,y})]d\mathcal{W}_t^{Q_2}, \\
& W_0 = 0.
\end{align*}
\]

Applying the infinite dimensional Itô formula to the process \( \|W_t\|_{H^1}^2 \), we find
\[
E[\|W_t\|_{H^1}^2] + 2\mu E\left[ \int_0^t \|W_s\|_{H^1}^2 ds \right] = -2\beta E\left[ \int_0^t \langle C(Y_t^{x_1,y}) - C(Y_t^{x_2,y}), W_s \rangle ds \right] + 2E\left[ \int_0^t ([g(x_1, Y_t^{x_1,y}) - g(x_2, Y_t^{x_2,y})], W_s) ds \right] + E\left[ \int_0^t \|\sigma_2(x_1, Y_t^{x_1,y}) - \sigma_2(x_2, Y_t^{x_2,y})\|_{L_{Q_2}}^2 ds \right],
\]
so that we have
\[
\frac{d}{dt} E[\|W_t\|_{H^1}^2] = -2\mu E[\|W_t\|_{H^1}^2] - 2\beta E[\langle C(Y_t^{x_1,y}) - C(Y_t^{x_2,y}), W_t \rangle] + 2E[\langle [g(x_1, Y_t^{x_1,y}) - g(x_2, Y_t^{x_2,y})], W_t \rangle] + E[\|\sigma_2(x_1, Y_t^{x_1,y}) - \sigma_2(x_2, Y_t^{x_2,y})\|_{L_{Q_2}}^2]
\]
\[
\leq -2\mu \lambda_1 E[\|W_t\|_{H^1}^2] - \beta \frac{2^{r-2}}{2^{r+1}} E[\|W_t\|_{L_{r+1}}^{r+1}] + 2E[C\|x_1 - x_2\| H^1 \|W_t\|_{H^1} + L_g \|W_t\|_{H^1}^2] + E[(C\|x_1 - x_2\| H^1 + L_{\sigma_2} \|W_t\|_{H^1})^2]
\]
\[
\leq -(\mu \lambda_1 - 2L_g - 2L_{\sigma_2}^2) E[\|W_t\|_{H^1}^2] + C\left(1 + \frac{1}{\mu \lambda_1}\right)\|x_1 - x_2\|_{H^1}^2, \quad (4.46)
\]
for a.e. \( t \in [0, T] \). Using variation of constants formula, we further have
\[
E[\|W_t\|_{H^1}^2] \leq C\left(1 + \frac{1}{\mu \lambda_1}\right)\|x_1 - x_2\|_{H^1}^2 \int_0^t e^{-\xi(t-s)} ds \leq \frac{C}{\xi} \left(1 + \frac{1}{\mu \lambda_1}\right)\|x_1 - x_2\|_{H^1}^2, \quad (4.47)
\]
for any \( t > 0 \), where \( \xi = \mu \lambda_1 - 2L_g - 2L_{\sigma_2}^2 > 0 \) and the estimate (4.43) follows. \( \square \)

4.3. Averaged equation. Let us now consider the following averaged equation:
\[
\begin{align*}
\{ & d\bar{X}_t = -[\mu A \bar{X}_t + B(\bar{X}_t) + \beta C(\bar{X}_t)]dt + \bar{f}(\bar{X}_t)dt + \sigma_1(\bar{X}_t)d\mathcal{W}_t^{Q_1}, \\
& \bar{X}_0 = x,
\end{align*}
\]
with the average
\[
\bar{f}(x) = \int_\mathbb{H} f(x, y)\nu^x(dy), \quad x \in \mathbb{H},
\]
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where $\nu^x$ is the unique invariant measure for the system (4.28). Since $f(\cdot, \cdot)$ is Lipschitz, one can show that $\bar{f}(\cdot)$ is Lipschitz in the following way. Using the Assumption 3.1 (A1), (4.29) and (4.43), we have

$$
\|\bar{f}(x_1) - \bar{f}(x_2)\|_H = \left\| \int_H f(x_1, z) (x_1 + z) (dz) - \int_H f(x_1, z) (x_1 + z) (dz) \right\|_H \\
\leq \left\| \int_H f(x_1, z) (x_1 + z) (dz) - \mathbb{E}[f(x_1, Y_{X_1}^{x_1,y})]\right\|_H + \left\| \mathbb{E}[f(x_2, Y_{X_2}^{x_2,y})] - \int_H f(x_1, z) (x_1 + z) (dz) \right\|_H \\
\leq C_{\mu,\lambda_1, L_\sigma} (1 + \|x_1\|_H + \|x_2\|_H + \|y\|_H) e^{\frac{\mu}{2}} + C\left(\|x_1 - x_2\|_H + \mathbb{E}[\|Y_{X_1}^{x_1,y} - Y_{X_2}^{x_2,y}\|_H]\right) \\
\leq C_{\mu,\lambda_1, L_\sigma} (1 + \|x_1\|_H + \|x_2\|_H + \|y\|_H) e^{\frac{\mu}{2}} + C_{\mu,\lambda_1, L_\sigma} \|x_1 - x_2\|_H.
$$
Taking $t \to \infty$, we get

$$
\|\bar{f}(x_1) - \bar{f}(x_2)\|_H \leq C_{\mu,\lambda_1, L_\sigma} \|x_1 - x_2\|_H.
$$

(4.49)

Since the system (4.48) is a Lipschitz perturbation of the SCBF equations, one can show that it has a unique strong solution as in Theorem 3.7, [57]. The following result can be proved in a similar way as in Lemmas 3.5 and 4.1.

**Lemma 4.6.** For any $T > 0$, $p \geq 1$, there exists a constant $C_{\mu,\lambda_1, L_\sigma, \sigma, T} > 0$ such that for any $x_1 \in H$, we have

$$
\mathbb{E} \left[ \sup_{t \in [0, T]} \|\bar{X}_t\|_H^{2p} \right] + 2p\mu \mathbb{E} \left[ \int_0^T \|\bar{X}_t\|_H^{2p-2} \|\bar{X}_t\|_H^2 dt \right] + 2p\beta \mathbb{E} \left[ \int_0^T \|\bar{X}_t\|_H^{2p-2} \|\bar{X}_t\|_{L^{r+1}} dt \right] \\
\leq C_{\mu,\lambda_1, L_\sigma, \sigma, T} (1 + \|x_1\|_H^{2p}),
$$

(4.50)

and

$$
\mathbb{E} \left[ \int_0^T \|\bar{X}_t - X_t\|_H^{2} dt \right] \leq C_{\mu,\lambda_1, L_\sigma, \sigma, T} \delta^{1/2} (1 + \|x_1\|_H + \|y\|_H),
$$

(4.51)

where $\ell = 3$, for $n = 2$, $r \in [1, 3]$, and $\ell = 2$, for $n = 2, 3$, $r \in [3, \infty)$ $(2\beta \mu \geq 1$, for $n = r = 3)$.

Our next aim is to establish an estimate for the process $X_t - \bar{X}_t$. For $n = 2$ and $r \in [1, 3]$, we need to construct a stopping time to obtain an estimate for $\|X_t^{x_1} - X_t^{x_2}\|_H$. For fixed $\varepsilon \in (0, 1)$ and $R > 0$, we define

$$
\tau_R := \inf_{t \geq 0} \left\{ t : \int_0^t \|X_s\|_H^2 ds \geq R \right\}.
$$

(4.52)

We see in the next Lemma that such a stopping time is not needed for $r \in (3, \infty)$ for $n = 2$ and $r \in (3, \infty)$ for $n = 3$ $(2\beta \mu \geq 1$, for $r = n = 3)$.

**Lemma 4.7.** For any $x, y \in H$, $T > 0$ and $\varepsilon \in (0, 1)$, the following estimate holds:

$$
\mathbb{E} \left[ \sup_{t \in [0, T]} \|X_t^{x_1} - \bar{X}_t\|_H^2 \right] \leq C_{R, \mu, \lambda_1, L_\sigma, \sigma, T} (1 + \|x_1\|_H^3 + \|y\|_H^3) \left( \frac{\varepsilon}{\delta} + \frac{\varepsilon^{1/2}}{\delta^{1/2}} + \delta^{1/4} \right),
$$

(4.53)
for \( n = 2 \) and \( r \in [1, 3] \), and
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \|X^\varepsilon_t - \bar{X}_t\|_{\mathbb{H}}^2 \right] \leq C_{\mu, \lambda_1, L_0, \lambda_2, T} \left( 1 + \|x\|_{\mathbb{H}}^2 + \|y\|_{\mathbb{H}}^2 \right) \left( \frac{\varepsilon}{\delta} + \frac{\varepsilon^{1/2}}{\delta^{1/2}} + \delta^{1/4} \right),
\]
for \( n = 2, \ r \in (3, \infty) \) and \( n = 3, \ r \in [3, \infty) \) (2\( \beta \mu \geq 1 \), for \( r = 3 \)).

**Proof.** Let us denote \( Z^\varepsilon_t := X^\varepsilon_t - \bar{X}_t \). Then \( Z^\varepsilon_t \) satisfies the following Itô stochastic differential:
\[
\begin{cases}
dZ^\varepsilon_t = -[\mu A Z^\varepsilon_t + (B(X^\varepsilon_t) - B(X_t))]dt \\
+ [f(X^\varepsilon_t, Y^\varepsilon_t) - \bar{f}(X_t)]dt + [\sigma_1(X^\varepsilon_t) - \sigma_1(X_t)]dW^{Q_1}_t, \\
Z^\varepsilon_0 = 0.
\end{cases}
\]

We first consider the case \( n = 2 \) and \( r \in [1, 3] \). An application of the infinite dimensional Itô formula to the process \( \|Z^\varepsilon_t\|_{\mathbb{H}} \) yields
\[
\|Z^\varepsilon_t\|_{\mathbb{H}}^2 \\
= -2\mu \int_0^t \|Z^\varepsilon_s\|_V^2 ds - 2 \int_0^t \langle (B(X^\varepsilon_s) - B(X_s)), Z^\varepsilon_s \rangle ds - 2\beta \int_0^t \langle C(X^\varepsilon_s) - C(X_s), Z^\varepsilon_s \rangle ds \\
+ 2 \int_0^t (f(X^\varepsilon_s, Y^\varepsilon_s) - \bar{f}(X_s), Z^\varepsilon_s) ds + \int_0^t \|\sigma_1(X^\varepsilon_s) - \sigma_1(X_s)\|_{L_{Q_1}}^2 ds \\
+ 2 \int_0^t (\sigma_1(X^\varepsilon_s) - \sigma_1(X_s))dW^{Q_1}_s, Z^\varepsilon_s)
\]
for all \( t \in [0,T] \). Using Hölder’s, Ladyzhenskaya’s and Young’s inequalities, we estimate
\[
2 |\langle (B(X^\varepsilon_s) - B(X_s)), Z^\varepsilon_s \rangle| \\
= 2 |\langle B(Z^\varepsilon_s, X^\varepsilon_s), Z^\varepsilon_s \rangle| \leq 2 \|X^\varepsilon_s\|_V \|Z^\varepsilon_s\|_{L_{Q_1}} \leq 2 \sqrt{2} \|X^\varepsilon_s\|_V \|Z^\varepsilon_s\|_H \|Z^\varepsilon_s\|_V \\
\leq \mu \|Z^\varepsilon_s\|_V^2 + 2 \frac{\varepsilon^{1/2}}{\delta^{1/2}} \|Z^\varepsilon_s\|_{L_{Q_1}}^2 + 2 \int_0^t \|\sigma_1(X^\varepsilon_s) - \sigma_1(X_s)\|_{L_{Q_1}}^2 ds + 2 \int_0^t \|\sigma_1(X^\varepsilon_s) - \sigma_1(X_s)\|_{L_{Q_1}}^2 ds
\]
for \( r \in [1, \infty) \). Using (4.49), Hölder’s and Young’s inequalities, we estimate
\[
2 |\langle f(X^\varepsilon_s, Y^\varepsilon_s) - \bar{f}(X_s), Z^\varepsilon_s \rangle| \leq 2 \|f(X^\varepsilon_s) - \bar{f}(X_s)\|_H \|Z^\varepsilon_s\|_H \leq C_{\mu, \lambda_1, L_0, \lambda_2, T} \|Z^\varepsilon_s\|_H^2.
\]
Similarly, we estimate
\[ 2(f(X_s^\varepsilon, Y_s^\varepsilon) - \tilde{f}(X_s^\varepsilon) = f(X_{s(\delta)}^\varepsilon, \tilde{Y}_s^\varepsilon) + \tilde{f}(X_s^\varepsilon, Z_s^\varepsilon)) \]
as
\[ 2(f(X_s^\varepsilon, Y_s^\varepsilon) - \tilde{f}(X_s^\varepsilon) - f(X_{s(\delta)}^\varepsilon, \tilde{Y}_s^\varepsilon) + \tilde{f}(X_{s(\delta)}^\varepsilon, Z_{s(\delta)}^\varepsilon)) \]
\[ \leq 2\left( \|f(X_s^\varepsilon, Y_s^\varepsilon) - f(X_{s(\delta)}^\varepsilon, \tilde{Y}_s^\varepsilon)\|_{H} + \|\tilde{f}(X_{s(\delta)}^\varepsilon) - \tilde{f}(X_s^\varepsilon)\|_{H} \right) \|Z_{s(\delta)}^\varepsilon\|_{H} \]
\[ \leq \|Z_{s(\delta)}^\varepsilon\|_{H} + C_{\mu,\lambda, L_{q}, L_{s2}} \left( \|X_s^\varepsilon - X_{s(\delta)}^\varepsilon\|_{H}^2 + \|Y_s^\varepsilon - \tilde{Y}_s^\varepsilon\|_{H}^2 \right). \]  
(4.60)

Once again using the Assumption 3.1 (A1), we get
\[ \|\sigma_1(X_s^\varepsilon) - \sigma_1(\tilde{X}_s^\varepsilon)\|_{L_{Q_{1}}}^2 \leq C\|Z_s^\varepsilon\|_{H}^2. \]  
(4.61)

Using the Assumption 3.1 (A1), Hölder’s and Young’s inequalities, we estimate the term
\[ 2 \int_0^t (f(X_{s(\delta)}^\varepsilon, \tilde{Y}_s^\varepsilon) - \tilde{f}(X_{s(\delta)}^\varepsilon), Z_{s(\delta)}^\varepsilon - Z_s^\varepsilon) \]as
\[ 2 \int_0^t (f(X_{s(\delta)}^\varepsilon, \tilde{Y}_s^\varepsilon) - \tilde{f}(X_{s(\delta)}^\varepsilon), Z_{s(\delta)}^\varepsilon - Z_s^\varepsilon) ds \]
\[ \leq 2 \int_0^t \|f(X_{s(\delta)}^\varepsilon, \tilde{Y}_s^\varepsilon) - \tilde{f}(X_{s(\delta)}^\varepsilon)\|_{H} \|Z_{s(\delta)}^\varepsilon - Z_s^\varepsilon\|_{H} ds \]
\[ \leq 4 \left( \int_0^t \|f(X_{s(\delta)}^\varepsilon, \tilde{Y}_s^\varepsilon)\|_{H}^2 + \|\tilde{f}(X_{s(\delta)}^\varepsilon)\|_{H}^2 \right)^{1/2} \left( \int_0^t \|X_s^\varepsilon - X_{s(\delta)}^\varepsilon\|_{H}^2 + \|\tilde{X}_s - \tilde{X}_{s(\delta)}\|_{H}^2 \right)^{1/2} \]
\[ \leq C \left( \int_0^t (1 + \|X_{s(\delta)}^\varepsilon\|_{H}^2 + \|\tilde{Y}_s^\varepsilon\|_{H}^2) ds \right)^{1/2} \left( \int_0^t (\|X_s^\varepsilon - X_{s(\delta)}^\varepsilon\|_{H}^2 + \|\tilde{X}_s - \tilde{X}_{s(\delta)}\|_{H}^2) \right)^{1/2}. \]  
(4.62)

Combining (4.57)-(4.62), and then substituting it in (4.56), we obtain
\[ \|Z_s^\varepsilon\|_{H}^2 + \mu \int_0^t \|Z_s^\varepsilon\|_{H}^2 ds + \frac{\beta}{2r-2} \int_0^t \|Z_s^\varepsilon\|_{L_{r+1}} ds \]
\[ \leq \frac{2}{\mu} \int_0^t \|X_s^\varepsilon\|_{V}^2 \|Z_s^\varepsilon\|_{H}^2 ds + C_{\mu,\lambda, L_{q}, L_{s2}} \int_0^t \|Z_s^\varepsilon\|_{H}^2 ds \]
\[ + C_{\mu,\lambda, L_{q}, L_{s2}} \int_0^t \|X_s^\varepsilon - X_{s(\delta)}^\varepsilon\|_{H}^2 ds + C_{\mu,\lambda, L_{q}, L_{s2}} \int_0^t \|Y_s^\varepsilon - \tilde{Y}_s^\varepsilon\|_{H}^2 ds \]
\[ + C \left( \int_0^t (1 + \|X_{s(\delta)}^\varepsilon\|_{H}^2 + \|\tilde{Y}_s^\varepsilon\|_{H}^2) ds \right)^{1/2} \left( \int_0^t \|X_s^\varepsilon - X_{s(\delta)}^\varepsilon\|_{H}^2 + \|\tilde{X}_s - \tilde{X}_{s(\delta)}\|_{H}^2 \right)^{1/2} \]
\[ + 2 \int_0^t (f(X_{s(\delta)}^\varepsilon, \tilde{Y}_s^\varepsilon) - \tilde{f}(X_{s(\delta)}^\varepsilon), Z_{s(\delta)}^\varepsilon) ds + 2 \int_0^t (\sigma_1(X_s^\varepsilon) - \sigma_1(X_s^\varepsilon) dW_{Q_1}^1, Z_s^\varepsilon), \]  
(4.63)

for all \( t \in [0, T] \). An application of the Gronwall inequality in (4.63) gives
\[ \sup_{t \in [0, T]} \|Z_{s(\delta)}^\varepsilon\|_{H}^2 \leq C_{R,\mu,\lambda, L_{q}, L_{s2}} T \left( \int_0^{T \wedge \tau_R^s} \|X_s^\varepsilon - X_{s(\delta)}^\varepsilon\|_{H}^2 ds + \int_0^{T \wedge \tau_R^s} \|Y_s^\varepsilon - \tilde{Y}_s^\varepsilon\|_{H}^2 ds \right)^{1/2} \]
\[ \times \left( \int_0^{T \wedge \tau_R^s} \|X_s^\varepsilon - X_{s(\delta)}^\varepsilon\|_{H}^2 + \|\tilde{X}_s - \tilde{X}_{s(\delta)}\|_{H}^2 \right)^{1/2}. \]
Using (4.66) in (4.65), we get

\[ + \sup_{t \in [0, T \wedge \tau_{\xi}^\epsilon]} \left| \int_0^t (f(X_s^\epsilon, \hat{Y}_s^\epsilon) - f(X_s^\epsilon, \bar{X}_s^\epsilon), Z_s^\epsilon) ds \right| \]

\[ + \sup_{t \in [0, T \wedge \tau_{\xi}^\epsilon]} \left| \int_0^t (\sigma_1(X_s^\epsilon) - \sigma_1(\bar{X}_s^\epsilon) dW_s^{Q_1}, Z_s^\epsilon) \right| \}

where we used the definition of stopping time given in (4.64) and then using Lemmas 3.5-4.6 (see (4.1), (4.17) and (4.51)), we obtain

\[ \mathbb{E} \left[ \sup_{t \in [0, T \wedge \tau_{\xi}^\epsilon]} \|Z_t^\epsilon\|_H^2 \right] \leq C_{R,\mu,\lambda_1, T, \xi_\tau} \mathbb{E} \left[ \int_0^T \left( \mathbb{E} \left[ \sup_{s \in [0, T \wedge \tau_{\xi}^\epsilon]} \|\sigma_1(X_s^\epsilon) - \sigma_1(\bar{X}_s^\epsilon)\|_{L_{Q_1}}^2 \right] + \mathbb{E} \left[ \sup_{s \in [0, T \wedge \tau_{\xi}^\epsilon]} \|Z_s^\epsilon\|_H^2 \right] \right] \]

Using the Burkholder-Davis-Gundy inequality and Assumption 3.1 (A1), we estimate the final term from the right hand side of the inequality (4.65) as

\[ C_{R,\mu,\lambda_1, T, \xi_\tau} \mathbb{E} \left[ \sup_{t \in [0, T \wedge \tau_{\xi}^\epsilon]} \left| \int_0^t (\sigma_1(X_s^\epsilon) - \sigma_1(\bar{X}_s^\epsilon) dW_s^{Q_1}, Z_s^\epsilon) \right| \right] \]

\[ \leq C_{R,\mu,\lambda_1, T, \xi_\tau} \mathbb{E} \left[ \int_0^T \|\sigma_1(X_s^\epsilon) - \sigma_1(\bar{X}_s^\epsilon)\|_{L_{Q_1}}^2 \right] \]

\[ \leq C_{R,\mu,\lambda_1, T, \xi_\tau} \mathbb{E} \left[ \sup_{s \in [0, T \wedge \tau_{\xi}^\epsilon]} \|Z_s^\epsilon\|_H^2 \left( \int_0^T \|\sigma_1(X_s^\epsilon) - \sigma_1(\bar{X}_s^\epsilon)\|_{L_{Q_1}}^2 ds \right) \right] \]

\[ \leq \frac{1}{2} \mathbb{E} \left[ \sup_{s \in [0, T \wedge \tau_{\xi}^\epsilon]} \|Z_s^\epsilon\|_H^2 \right] + C_{R,\mu,\lambda_1, T, \xi_\tau} \mathbb{E} \left[ \int_0^T \|Z_s^\epsilon\|_H^2 ds \right] \]

Using (4.66) in (4.65), we get

\[ \mathbb{E} \left[ \sup_{t \in [0, T \wedge \tau_{\xi}^\epsilon]} \|Z_t^\epsilon\|_H^2 \right] \]

\[ \leq C_{R,\mu,\lambda_1, T, \xi_\tau} \left( 1 + \|x\|_H^3 + \|y\|_H^3 \right) \delta^{1/4} + C_{R,\mu,\lambda_1, T, \xi_\tau} \mathbb{E} \left[ \int_0^T \|Z_s^\epsilon\|_H^2 ds \right] \]

\[ + C_{R,\mu,\lambda_1, T, \xi_\tau} \mathbb{E} \left[ \sup_{t \in [0, T \wedge \tau_{\xi}^\epsilon]} \left| \int_0^t (f(X_s^\epsilon, \hat{Y}_s^\epsilon) - f(X_s^\epsilon, \bar{X}_s^\epsilon), Z_s^\epsilon) ds \right| \right] \]

An application of Gronwall’s inequality in (4.67) yields

\[ \mathbb{E} \left[ \sup_{t \in [0, T \wedge \tau_{\xi}^\epsilon]} \|Z_t^\epsilon\|_H^2 \right] \]
\[
\leq C_{R,\mu,\lambda_1, L_\gamma, L_\sigma, T} (1 + \|x\|^3_H + \|y\|^3_H) \delta^{1/4} + C_{R,\mu,\lambda_1, L_\gamma, L_\sigma, T} \mathbb{E} \left[ \sup_{t \in [0,T]} |I(t)| \right], \tag{4.68}
\]

where \( I(t) = \int_0^t \left( f(x^\varepsilon_{(s)}, \tilde{y}^\varepsilon_{s}) - \tilde{f}(x^\varepsilon_{s}) \right) ds \). Let us now estimate the final term from the right hand side of the inequality \([4.68]\). We follow similar arguments given in Lemma 3.8, \([47]\) to obtain the required result. For the sake of completeness, we give a proof here. Note that

\[
|I(t)| = \left| \sum_{k=0}^{[(t-\delta)\varepsilon]} \int_{(k+1)\delta}^{(k+1)\delta} (f(x^\varepsilon_{(s)}, \tilde{y}^\varepsilon_{s}) - \tilde{f}(x^\varepsilon_{s})) \, ds \right| + \left| \int_{(t-\delta)}^{t} (f(x^\varepsilon_{(s)}, \tilde{y}^\varepsilon_{s}) - \tilde{f}(x^\varepsilon_{s})) \, ds \right| = |I_1(t) + I_2(t)|, \tag{4.69}
\]

Using the Assumption \([3.1] (A1)\), we estimate \( \mathbb{E} \left[ \sup_{t \in [0,T]} |I_2(t)| \right] \) as

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} |I_2(t)| \right] 
\leq C \left[ \mathbb{E} \left( \sup_{t \in [0,T]} \left\| x^\varepsilon - \hat{x}^\varepsilon \right\|_H^2 \right) \right]^{1/2} \left[ \mathbb{E} \left( \sup_{t \in [0,T]} \left( 1 + \left\| x^\varepsilon_{s} \right\|_H^2 + \left\| y^\varepsilon_{s} \right\|_H^2 \right) \right) \right]^{1/2} \leq C \delta^{1/2} \left[ \mathbb{E} \left( \sup_{t \in [0,T]} \left( \left\| x^\varepsilon_{s} \right\|_H^2 + \left\| x^\varepsilon_{s} \right\|_H^2 \right) \right) \right]^{1/2} 
\leq C_{\mu,\lambda_1, L_\gamma, T} (1 + \|x\|^2_H + \|y\|^2_H) \delta^{1/4}, \tag{4.70}
\]

where we used \((3.29)\) and \((4.50)\). Next, we estimate the term \( \mathbb{E} \left[ \sup_{t \in [0,T]} |I_1(t)| \right] \) as

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} |I_1(t)| \right] 
\leq C \left[ \sum_{k=0}^{[(T-\delta)\varepsilon]} \left| \int_{(k+1)\delta}^{(k+1)\delta} (f(x^\varepsilon_{(s)}, \tilde{y}^\varepsilon_{s}) - \tilde{f}(x^\varepsilon_{s})) \, ds \right| \right] 
\leq \frac{C_T}{\delta} \max_{0 \leq k \leq [(T-\delta)\varepsilon]} \left[ \left( \int_{(k+1)\delta}^{(k+1)\delta} (f(x^\varepsilon_{(s)}, \tilde{y}^\varepsilon_{s}) - \tilde{f}(x^\varepsilon_{s})) \, ds \right) \right]^{1/2} 
\leq \frac{C_T}{\delta} \max_{0 \leq k \leq [(T-\delta)\varepsilon]} \left[ \left( \int_{(k+1)\delta}^{(k+1)\delta} \left( \int_{(k+1)\delta}^{(k+1)\delta} \left( \left\| x^\varepsilon_{(s)} - \hat{x}^\varepsilon_{s} \right\|_H^2 \right) \right) \, ds \right) \right]^{1/2}. \tag{4.71}
\]
\[
\begin{align*}
&\leq \frac{C_T}{\delta} \max_{0 \leq k \leq \lfloor T/\delta \rfloor - 1} \left[ \mathbb{E} \left( \left\| X^\epsilon_{k \delta} - \bar{X}^\epsilon_{k \delta} \right\|^2 \right) \right]^{1/2} \left[ \mathbb{E} \left( \left\| f(X^\epsilon_{k \delta}, \bar{Y}^\epsilon_{s \epsilon k \delta}) - \tilde{f}(X^\epsilon_{k \delta}) \right\|_H \right)^2 \right]^{1/2} \\
&\leq \frac{C_{\mu, \lambda_3, L_0}}{\delta} \max_{0 \leq k \leq \lfloor T/\delta \rfloor - 1} \left[ \int_0^\delta \int_r^\delta \Phi_k(s, r) d s d r \right]^{1/2},
\end{align*}
\]
where for any \( 0 \leq r \leq s \leq \frac{\delta}{\varepsilon} \),
\[
\Phi_k(s, r) := \mathbb{E} \left[ \left( f(X^\epsilon_{k \delta}, \bar{Y}^\epsilon_{s \epsilon k \delta}) - \tilde{f}(X^\epsilon_{k \delta}) \right) f(X^\epsilon_{k \delta}, \bar{Y}^\epsilon_{r \epsilon k \delta}) - \tilde{f}(X^\epsilon_{k \delta}) \right].
\]

Now, for any \( \varepsilon > 0 \), \( s > 0 \) and \( \mathcal{F}_s \)-measurable \( \mathbb{H} \)-valued random variables \( X \) and \( Y \), let \( \{ Y_t^\varepsilon, x, y \}_{t \geq s} \) be the unique strong solution of the following Itô stochastic differential equation:
\[
\begin{align*}
\left\{ \begin{array}{l}
\text{d}\tilde{Y}_t = -\frac{1}{\varepsilon} [\mu A\tilde{Y}_t + \beta C(\tilde{Y}_t) - g(X, \tilde{Y}_t)] dt + \frac{1}{\sqrt{\varepsilon}} \sigma_2(X, \tilde{Y}_t) dW_t^Q, \\
\tilde{Y}_s = Y.
\end{array} \right.
\end{align*}
\]

Then, from the construction of the process \( \tilde{Y}_t^\varepsilon \) (see (4.14)), for any \( t \in [k \delta, (k + 1) \delta] \) with \( k \in \mathbb{N} \), we have
\[
\tilde{Y}_t^\varepsilon = Y_t^\varepsilon, x, \bar{Y}^\epsilon_{k \delta}, \mathbb{P}\text{-a.s.}
\]

Using this fact in (4.72), we infer that
\[
\Phi_k(s, r) = \mathbb{E} \left[ \left( f(X^\epsilon_{k \delta}, \bar{Y}^\epsilon_{s \epsilon k \delta}) - \tilde{f}(X^\epsilon_{k \delta}) \right) f(X^\epsilon_{k \delta}, \bar{Y}^\epsilon_{r \epsilon k \delta}) - \tilde{f}(X^\epsilon_{k \delta}) \right]
\]
\[
\begin{align*}
&= \int_{\Omega} \mathbb{E} \left[ \left( f(X^\epsilon_{k \delta}, \bar{Y}^\epsilon_{s \epsilon k \delta}) - \tilde{f}(X^\epsilon_{k \delta}) \right) f(X^\epsilon_{k \delta}, \bar{Y}^\epsilon_{r \epsilon k \delta}) - \tilde{f}(X^\epsilon_{k \delta}) \right] d \mathbb{P}(\omega) \\
&= \int_{\Omega} \mathbb{E} \left[ f(X^\epsilon_{k \delta}(\omega), \bar{Y}^\epsilon_{s \epsilon k \delta}(\omega)) - \tilde{f}(X^\epsilon_{k \delta}(\omega)), \bar{Y}^\epsilon_{r \epsilon k \delta}(\omega) \right] d \mathbb{P}(\omega),
\end{align*}
\]
where in the final step we used the fact the processes \( X^\epsilon_{k \delta} \) and \( \bar{Y}^\epsilon_{k \delta} \) are \( \mathcal{F}_{k \delta} \)-measurable, whereas the process \( \{ \bar{Y}^\epsilon_{s \epsilon k \delta}, x, y \}_{s \geq 0} \) is independent of \( \mathcal{F}_{k \delta} \), for any fixed \( (x, y) \in \mathbb{H} \times \mathbb{H} \). Moreover, from the definition of the process \( \bar{Y}^\epsilon_{s \epsilon k \delta}, x, y \), we obtain
\[
\bar{Y}^\epsilon_{s \epsilon k \delta}, x, y
\]
\[
= y - \frac{\mu}{\varepsilon} \int_0^{s \epsilon k \delta} A\bar{Y}^\epsilon_{r \epsilon k \delta}, x, y dr - \frac{\beta}{\varepsilon} \int_0^{s \epsilon k \delta} C(\bar{Y}^\epsilon_{r \epsilon k \delta}, x, y) dr + \frac{1}{\sqrt{\varepsilon}} \int_0^{s \epsilon k \delta} g(x, \bar{Y}^\epsilon_{r \epsilon k \delta}, x, y) dr \\
+ \frac{1}{\sqrt{\varepsilon}} \int_0^{s \epsilon k \delta} \sigma_2(x, \bar{Y}^\epsilon_{r \epsilon k \delta}, x, y) dW^Q_r.
\]
where \{W_{r+k}\delta_t^2 := W_{r+k}\delta_t \}_{r \geq 0} and \{\tilde{W}_{r+k}\delta_t^2 := \frac{1}{\sqrt{\delta}}W_{r+k}\delta_t \}_{r \geq 0}. It should be noted that \tilde{W}_{r+k}\delta_t^2 is still a Q_2-Wiener process in \mathbb{H}. Using the uniqueness of the strong solutions of (4.28) and (4.76), we infer that

\begin{equation}
\mathcal{L}\left( \{\tilde{Y}_{s+k}\delta_t^2 \} \right) = \mathcal{L}\left( \{Y_{s+k}\delta_t^2 \} \right),
\end{equation}

where \mathcal{L}(\cdot) denotes the law of the distribution. Using Markov’s property, Proposition 4.4, the estimates (3.29) and (4.16), we estimate \Phi_k(\cdot, \cdot) as

\begin{align}
\Phi_k(s, r) &= \int_{\Omega} \mathbb{E}\left[ f(X_{k\delta}^s(\omega), Y_{r+k}\delta_t^2, \tilde{Y}_{k\delta}^r(\omega)) - f(X_{k\delta}^s(\omega)) \right] \mathbb{P}(d\omega) \\
&= \int_{\Omega} \int_{\Omega} \mathbb{E}\left[ f(X_{r+k}\delta_t^2(\omega), Y_{s+k}\delta_t^2, \tilde{Y}_{k\delta}^s(\omega)) - f(X_{r+k}\delta_t^2(\omega)) \right] \\
&= \int_{\Omega} \int_{\Omega} \mathbb{E}\left[ f(X_{r+k}\delta_t^2(\omega), Y_{s+k}\delta_t^2, \tilde{Y}_{k\delta}^s(\omega)) - f(X_{r+k}\delta_t^2(\omega)) \right] \\
&\leq C_{\mu, 1, L_g} \int_{\Omega} \int_{\Omega} \left[ 1 + \|X_{r+k}\delta_t^2(\omega)\|_{\mathbb{H}} + \|Y_{s+k}\delta_t^2(\omega), \tilde{Y}_{k\delta}^s(\omega)\|_{\mathbb{H}} \right] e^{-\frac{(s-r)\zeta}{2}} \\
&\leq C_{\mu, 1, L_g} \int_{\Omega} \int_{\Omega} \left[ 1 + \|X_{r+k}\delta_t^2(\omega)\|_{\mathbb{H}} + \|Y_{s+k}\delta_t^2(\omega), \tilde{Y}_{k\delta}^s(\omega)\|_{\mathbb{H}} \right] e^{-\frac{(s-r)\zeta}{2}}.
\end{align}

Using (4.78) in (4.71), we obtain

\begin{align}
\mathbb{E}\left[ \sup_{t \in [0, T]} |I_1(t)| \right] &\leq C_{\mu, 1, L_g, T} \left( 1 + \|x\|_{\mathbb{H}}^2 + \|y\|_{\mathbb{H}}^2 \right) e^{-\frac{(s-r)\zeta}{2}} \left[ \int_0^\delta \int_r^\delta e^{-\frac{(s-r)\zeta}{2}} dsdr \right]^{1/2} \\
&= C_{\mu, 1, L_g, T} \left( 1 + \|x\|_{\mathbb{H}}^2 + \|y\|_{\mathbb{H}}^2 \right) e^{-\frac{(s-r)\zeta}{2}} \left[ \frac{2\zeta}{\delta} \left( \frac{\zeta}{\delta} + \frac{2}{\zeta} \left( e^{-\frac{\zeta}{2\delta}} - 1 \right) \right) \right]^{1/2} \\
&\leq C_{\mu, 1, L_g, T} \left( 1 + \|x\|_{\mathbb{H}}^2 + \|y\|_{\mathbb{H}}^2 \right) \left[ \left( \frac{\zeta}{\delta} \right)^{1/2} + \frac{\zeta}{\delta} \right].
\end{align}
Combining the estimates (4.69)-(4.79), we get
\[ \mathbb{E} \left[ \sup_{t \in [0,T]} |I(t)| \right] \leq C_{\mu,\lambda_1,\lambda_2,\lambda_2,T} \left( 1 + \|x\|^2 + \|y\|^2 \right) \left( \frac{\varepsilon}{\delta} \right)^{1/2} + \frac{\varepsilon}{\delta} + \delta^{1/2}. \] (4.80)

Using (4.80) in (4.68), we find
\[ \mathbb{E} \left[ \sup_{t \in [0,T]} ||Z_t||_H \right] \leq C_{R,\mu,\lambda_1,\lambda_2,\lambda_2,T} \left( 1 + \|x\|^3 + \|y\|^3 \right) \delta^{1/4} + C_{\mu,\lambda_1,\lambda_2,\lambda_2,\lambda_2,T} \left( 1 + \|x\|^2 + \|y\|^2 \right) \left( \frac{\varepsilon}{\delta} \right)^{1/2} + \frac{\varepsilon}{\delta} + \delta^{1/2} \]
\[ \leq C_{R,\mu,\lambda_1,\lambda_2,\lambda_2,\lambda_2,T} \left( 1 + \|x\|^3 + \|y\|^3 \right) \left( \frac{\varepsilon}{\delta} \right)^{1/2} + \frac{\varepsilon}{\delta} + \delta^{1/4}, \] (4.81)
and the proof is complete for \( n = 2 \) and \( r \in [1,3] \).

Let us now discuss the case \( n = 3 \) and \( r \in (3,\infty) \). We just need to estimate the term
\[ 2|\langle (B(X^e_\lambda) - B(X_\lambda)), Z^\varepsilon \rangle| \] only to get the required result. From the estimate (2.9), we easily have
\[ -2\beta \langle C(X^e_\lambda) - C(\bar{X}_s), Z^\varepsilon \rangle \leq -\beta \|x\| \varepsilon |Z^\varepsilon|_H. \] (4.82)

Using Hölder’s and Young’s inequalities, we estimate the term \( 2|\langle (B(X^e_\lambda) - B(X_\lambda)), Z^\varepsilon \rangle| = 2|\langle B(Z^\varepsilon_s, X^e_s), Z^\varepsilon \rangle| \) as
\[ 2|\langle B(Z^\varepsilon_s, X^e_s), Z^\varepsilon \rangle| \leq 2\|Z^\varepsilon\|_V \|X^e_s Z^\varepsilon_s\|_H \leq \mu \|Z^\varepsilon\|_V + \frac{1}{\mu} \|X^e_s Z^\varepsilon_s\|_H^2. \] (4.83)

We take the term \( \|X^e_s Z^\varepsilon_s\|_H^2 \) from (4.83) and perform a similar calculation in (3.15) to get
\[ \|X^e_s Z^\varepsilon_s\|_H^2 \leq \beta \mu \left( \int_0^1 |X^e_s(x)| r^{-1} |Z^\varepsilon_s(x)|^2 dx \right) + \frac{r - 3}{r - 1} \left( \frac{2}{\beta \mu(r - 1)} \right)^{\frac{2}{r - 3}} \left( \int_0^1 |Z^\varepsilon_s(x)|^2 dx \right), \] (4.84)
for \( r > 3 \). Combining (4.82), (4.83) and (4.84), we obtain
\[ -2\beta \langle C(X^e_\lambda) - C(\bar{X}_s), Z^\varepsilon \rangle - 2\langle B(Z^\varepsilon_s, X^e_s), Z^\varepsilon \rangle \leq \frac{r - 3}{\mu(r - 1)} \left( \frac{2}{\beta \mu(r - 1)} \right)^{\frac{2}{r - 3}} \|Z^\varepsilon\|_V^2. \] (4.85)

Thus a calculation similar to the estimate (4.63) yields
\[ \|Z^\varepsilon\|_V^2 + \mu \int_0^t \|Z^\varepsilon_s\|^2_V ds \]
\[ \leq \left[ \frac{r - 3}{\mu(r - 1)} \left( \frac{2}{\beta \mu(r - 1)} \right)^{\frac{2}{r - 3}} + C_{\mu,\lambda_1,\lambda_2,\lambda_2,\lambda_2} \right] \int_0^t \|Z^\varepsilon_s\|_H^2 ds + C_{\mu,\lambda_1,\lambda_2,\lambda_2} \int_0^t \|X^e_s - \bar{X}_s\|_H^2 ds + C_{\mu,\lambda_1,\lambda_2,\lambda_2} \int_0^t \|Y_s^e - \bar{Y}_s\|_H^2 ds \]
\[ + C \left( \int_0^t (1 + \|X^e_s\|_H^2 + \|\bar{Y}_s\|_H^2) ds \right)^{1/2} \left( \int_0^t (\|X^e_s - X^e_{s(\delta)}\|_H^2 + \|X_s - \bar{X}_s\|_H^2) ds \right)^{1/2} \]
\[ + 2 \int_0^t (f(X^e_{s(\delta)}, \bar{Y}_s) - \tilde{f}(X^e_{s(\delta)}), Z^\varepsilon_{s(\delta)}) ds + 2 \int_0^t (\sigma_1(X_t) - \sigma_1(\bar{X}_t)) dW^Q_1, Z^\varepsilon_t. \] (4.86)
for all $t \in [0, T]$, $\mathbb{P}$-a.s. Applying Gronwall’s inequality and then using a calculation similar to (4.81) yields the estimate (4.54).

For $r = 3$, from (2.9), we have

$$-2\beta \langle C(X^\varepsilon_s) - C(\bar{X}_s), Z^\varepsilon_s \rangle \leq -\beta \|X^\varepsilon_s Z^\varepsilon_s\|_H^2,$$

(4.87)

and a calculation similar to (4.83) gives

$$2|\langle B(Z^\varepsilon_s, X^\varepsilon_s), Z^\varepsilon_s \rangle| \leq 2\|Z^\varepsilon_s\|_V \|X^\varepsilon_s Z^\varepsilon_s\|_H \leq 2\mu \|Z^\varepsilon_s\|_V^2 + \frac{1}{2\mu} \|X^\varepsilon_s Z^\varepsilon_s\|_H^2.$$  

(4.88)

Combining (4.87) and (4.88), we obtain

$$-2\beta \langle C(X^\varepsilon_s) - C(\bar{X}_s), Z^\varepsilon_s \rangle - 2\langle B(Z^\varepsilon_s, X^\varepsilon_s), Z^\varepsilon_s \rangle \leq 2\mu \|Z^\varepsilon_s\|_V^2 - \left(\beta - \frac{1}{2\mu}\right) \|X^\varepsilon_s Z^\varepsilon_s\|_H^2,$$

(4.89)

and the hence estimate (4.54) follows for $2\beta\mu \geq 1$. Note that by making use of the estimates (4.85) and (4.89), we don’t need any stopping time arguments to get the required estimate (4.54).

Let us now establish our main result.

**Proof of Theorem 1.7.** We first prove the Theorem for $n = 2$ and $r \in [1, 3]$. Let $\tau^\varepsilon_R$ be the stopping time defined in (4.52). Then, we have

$$\mathbb{E}\left[\sup_{t \in [0, T]} \|X^\varepsilon_t - \bar{X}_t\|_H^2\right] = \mathbb{E}\left[\sup_{t \in [0, T]} \|X^\varepsilon_t - \bar{X}_t\|_H^2 \chi_{\{\tau^\varepsilon_R \leq T\}}\right] + \mathbb{E}\left[\sup_{t \in [0, T]} \|X^\varepsilon_t - \bar{X}_t\|_H^2 \chi_{\{\tau^\varepsilon_R > T\}}\right],$$

(4.90)

where $\chi_t$ is the indicator function. From Lemma 4.7 (see (4.53)), choosing $\delta = \varepsilon^{2/3}$, we obtain

$$\mathbb{E}\left[\sup_{t \in [0, T]} \|X^\varepsilon_t - \bar{X}_t\|_H^2 \chi_{\{\tau^\varepsilon_R \leq T\}}\right] \leq C_{R,\mu, L_0, L_0, T} (1 + \|x\|_H^3 + \|y\|_H^3)(\varepsilon^{1/3} + \varepsilon^{1/6}).$$

(4.91)

Using Hölder’s and Chebyshev’s inequalities, (3.29) and (4.50), we estimate the second term from the right hand side of the inequality (4.90) as

$$\mathbb{E}\left[\sup_{t \in [0, T]} \|X^\varepsilon_t - \bar{X}_t\|_H^2 \chi_{\{\tau^\varepsilon_R > T\}}\right] \leq \left(\mathbb{E}\left(\sup_{t \in [0, T]} \|X^\varepsilon_t - \bar{X}_t\|_H^4\right)^{1/2}\right)^{1/2} \left[\mathbb{P}(\tau^\varepsilon_R > T)\right]^{1/2}\left[\left(\int_0^T \|X^\varepsilon_s\|_V^2 ds\right)^{1/2}\right]^{1/2}\leq \frac{C_{\mu, L_0, L_0, T} (1 + \|x\|_H^3 + \|y\|_H^3)}{\sqrt{R}}.$$  

(4.92)

Combining (4.91)–(4.92) and substitute it in (4.90), we find

$$\mathbb{E}\left[\sup_{t \in [0, T]} \|X^\varepsilon_t - \bar{X}_t\|_H^2\right] \leq C_{R,\mu, L_0, L_0, T} (1 + \|x\|_H^3 + \|y\|_H^3)(\varepsilon^{1/3} + \varepsilon^{1/6}) + \frac{C_{\mu, L_0, L_0, T} (1 + \|x\|_H^3 + \|y\|_H^3)}{\sqrt{R}}.$$  

(4.93)
Letting $\varepsilon \to 0$ and then $R \to \infty$ in (4.93), we obtain
\[
\lim_{\varepsilon \to 0} \mathbb{E} \left( \sup_{t \in [0,T]} \| X_\varepsilon^t - \bar{X}^t \|_H^2 \right) = 0. \tag{4.94}
\]
Using Hölder’s inequality, (4.94), (3.29) and (4.50), we finally get
\[
\lim_{\varepsilon \to 0} \mathbb{E} \left( \sup_{t \in [0,T]} \| X_\varepsilon^t - \bar{X}^t \|_H \right) \leq \lim_{\varepsilon \to 0} \left\{ \left[ \mathbb{E} \left( \sup_{t \in [0,T]} \| X_\varepsilon^t - \bar{X}^t \|_H^2 \right) \right]^{1/2} \left[ \mathbb{E} \left( \sup_{t \in [0,T]} \| X_\varepsilon^t - \bar{X}^t \|_H^{4p-2} \right) \right]^{1/2-1/p} \right\} = 0, \tag{4.95}
\]
which completes the proof.

For $n = 2$, $r \in (3, \infty)$ and $n = 3$, $r \in [3, \infty)$ ($2\beta\mu \geq 1$ for $r = 3$), we don’t need the stopping time arguments and the convergence (4.94) can be easily obtained from the estimate (4.54) (see (4.91) also).
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