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Abstract—Recent years have seen an increased interest in using mean-field density based modelling and control strategy for deploying robotic swarms. In this paper, we study how to dynamically deploy the robots subject to their physical constraints to efficiently measure and reconstruct certain unknown spatial field (e.g. the air pollution index over a city). Specifically, the evolution of the robots’ density is modelled by mean-field partial differential equations (PDEs) which are uniquely determined by the robots’ individual dynamics. Bayesian regression models are used to obtain predictions and return a variance function that represents the confidence of the prediction. We formulate a PDE constrained optimization problem based on this variance function to dynamically generate a reference density signal which guides the robots to uncertain areas to collect new data, and design mean-field feedback-based control laws such that the robots’ density converges to this reference signal. We also show that the proposed feedback law is robust to density estimation errors in the sense of input-to-state stability. Simulations are included to verify the effectiveness of the algorithms.

I. INTRODUCTION

In this paper, we study the deployment and control problem of robotic swarms to quickly and efficiently measure and reconstruct an underlying spatial field. Our work is motivated by environment monitoring problems, in which one needs to dynamically deploy mobile sensors to collect data and reconstruct certain quantity (e.g. the air pollution index).

Employing a large group of mobile sensors provides superior robustness and efficiency, but also poses significant challenges from a control theory perspective. Many methods have been proposed in the literature for controlling robotic swarms, such as graph theory based approaches [1], game theory (especially mean-field game theory) based design [2], distributed optimal control based motion planning [3]. Our work is inspired by the mean-field based modelling and control strategy for robotic swarms [4]. Earlier efforts need to partition the spatial domain and use an abstracted Markov chain model [5], which suffers from the state explosion issues. More recent work that follows the “mean-field” philosophy but provides more powerful modelling capabilities is by using partial differential equations (PDEs) [6], [7], [8], [9]. In this approach, individual robots are modelled by stochastic differential equations and their spatial distribution satisfies an associated PDE, such as the Fokker-Planck equation. Existing mean-field PDE approaches usually assume that a target distribution is given and the goal is to design proper mean-field feedback laws to guide the swarm towards the target distribution. However, in a field estimation task, the target distribution is not known as it is related to the underneath function/quantity to be measured.

To estimate an unknown field, the robots need to move to uncertain areas to collect more data. This goal is related to the resampling problem in regression, which is usually fulfilled using Bayesian regression (BR) [10]. For example, resampling can take place at locations with large predictive variance. However, such resampling techniques are not directly suitable for field estimation tasks because of the inherent dynamics and physical constraints of the robots – we cannot instantly change the sampling positions. Instead we have to design control laws to physically drive them to the new positions. Meanwhile, we need to do it in an energy-efficient and robust manner.

This motivates us to integrate BR models into the PDE-based control design to achieve automatic deployment based on the real-time prediction quality. Specifically, BR models are used to construct a prediction for the unknown function, as well as a variance function that represents its predictive confidence. We formulate a PDE-constrained optimization problem based on this variance function to generate a reference model which encodes the desired evolution of the robots’ density in order to improve the prediction quality. Then, we design mean-field feedback laws for the robots such that their density evolves according to the reference model, and analyze its robustness in terms of density estimation errors using the notion of input-to-state stability.

The problem of field estimation and deployment has also been studied in recent works [11], [7], [8], [12]. In [8], [12], the authors also consider a field estimation problem followed by an optimal control formulation for swarm deployment. However, the numerical solutions are usually open-loop and have robustness issues due to environmental uncertainty. In [11], [7], the authors formulate an optimal mass transport problem followed by mean-field feedback strategies. Our work differs in that we not only design closed-loop control laws but also study their robustness property. In summary, our contribution includes two aspects. First, we present a candidate framework for integrating machine learning techniques into the mean-field PDE approach for automatically deploying the robots based on real-time performance. Second, we propose mean-field feedback laws for density tracking problems and prove their robustness to density estimation errors. In this way, we can formally guarantee that the real-time deployment requirement generated by the machine learning algorithms will be fulfilled.
The rest of the paper is organized as follow. Section II introduces some preliminaries. Section III gives the problem formulation. Section IV is our main results in which we use BR models to generate reference models and design mean-field feedback laws for the PDE system to converge to the reference model. Section V presents an agent-based simulation to verify the effectiveness.

II. PRELIMINARIES

A. Notation

Let $\mathbb{R}^n$ be the $n$-dimensional Euclidean space. We denote by $\Omega$ an open, bounded, and connected subset of $\mathbb{R}^n$, with boundary $\partial \Omega$. Let $\mu$ be the Lebesgue measure. For $1 \leq p < \infty$, denote by $L^p(\Omega)$ the Lebesgue space of functions $f$ such that $\int_\Omega |f(x)|^p d\mu < \infty$, endowed with the norm $\|f\|_{L^p(\Omega)} = \left(\int_\Omega |f(x)|^p d\mu\right)^{1/p}$. The gradient and Laplacian of a scalar function $f(x)$ are denoted by $\nabla f$ and $\Delta f$, respectively. The divergence of a vector field $\mathbf{F}$ is denoted by $\nabla \cdot \mathbf{F}$. For $1 \leq p < \infty$ and $k \in \mathbb{N}$, denote by $W^{k,p}(\Omega)$ the Sobolev space of functions $f \in L^p(\Omega)$ having weak derivatives $D^\alpha f$ in $L^p(\Omega)$ for all multi-indices $\alpha$ of length $|\alpha| \leq k$, endowed with the norm $\|f\|_{W^{k,p}(\Omega)} = \left(\sum_{|\alpha| \leq k} \int_\Omega |\nabla^\alpha f(x)|^p d\mu\right)^{1/p}$.

B. Input-to-state stability

Input-to-state stability (ISS) is a stability notion for studying nonlinear systems with external inputs [13]. To define the ISS concept we need to introduce the following classes of comparison functions [14]:

1. $\mathcal{K} := \{\gamma : \mathbb{R}_+ \to \mathbb{R}_+|\gamma\ \text{is continuous and strictly increasing}, \gamma(0) = 0, \text{and } \gamma(r) > 0 \text{ for } r > 0\}$
2. $\mathcal{K}_\infty := \{\gamma \in \mathcal{K}|\gamma\ \text{is unbounded}\}$
3. $\mathcal{L} := \{\gamma : \mathbb{R}_+ \to \mathbb{R}_+|\gamma\ \text{is continuous and strictly decreasing with } \lim_{t \to \infty} \gamma(t) = 0\}$
4. $\mathcal{KL} := \{\beta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+|\beta\ \text{is continuous}, \beta(\cdot, t) \in \mathcal{K}, \beta(r, \cdot) \in \mathcal{L}, \forall t \geq 0, \forall r > 0\}$

Definition 1 [14]: Consider a control system $\Sigma = (X, U, \phi)$ consisting of normed linear spaces $(X, \| \cdot \|_X)$ and $(U, \| \cdot \|_U)$, called the state space and the input space, endowed with the norms $\| \cdot \|_X$ and $\| \cdot \|_U$ respectively, and a transition map $\phi : \mathbb{R}_+ \times X \times U \to X$. The system is called ISS if there exist functions $\beta \in \mathcal{KL}$ and $\gamma \in \mathcal{K}$, such that

$$\|\phi(t, \phi_0, u)\|_X \leq \beta(\|\phi_0\|_X, t) + \gamma(\|u\|_U),$$

holds $\forall \phi_0 \in X, \forall t \geq 0$ and $\forall u \in U$. It is called locally input-to-state stable (LISS), if there also exists constants $\rho_x, \rho_u > 0$ such that the above inequality holds $\forall \phi_0 : \|\phi_0\|_X \leq \rho_x, \forall t \geq 0$ and $\forall u \in U : \|u\|_U \leq \rho_u$.

The following lemma provides a tool for verifying the (LISS) property by constructing Lyapunov functionals.

Lemma 1 [14]: If there exists a continuous functional $V : X \to \mathbb{R}_+$, functions $a_1, a_2, a \in \mathcal{K}_\infty, \rho \in \mathcal{K}$, and constants $\rho_x, \rho_u > 0$, such that:

$$a_1(\|x\|_X) \leq V(x) \leq a_2(\|x\|_X), \forall x \in X,$$

and $\forall \phi_0 : \|\phi_0\|_X \leq \rho_x, \forall u \in U : \|u\|_U \leq \rho_u$, $\dot{V}(x)$ satisfies

$$\dot{V}(x) \leq -a(\|x\|_X), \forall \|x\|_X \geq \rho(\|u\|_U),$$

then the system is LISS. If $\rho_x = \infty$ and $\rho_u = \infty$, then the system is ISS. The corresponding functional $V$ is called an (L)ISS Lyapunov functional.

III. PROBLEM FORMULATION

This work studies the problem of dynamically deploying a robotic swarm to measure and construct an unknown function $f(x)$ on a domain $\Omega \subset \mathbb{R}^m$. Denote by $\{X_i(t)\}_{i=1}^m \subset \mathbb{R}^m$ the robots’ positions, where $n$ is the population. Each robot obtains a noisy measurement $y_i$ of $f(x_i)$ such that $y_i = f(x_i) + \epsilon$, where $\epsilon$ follows an i.i.d. Gaussian distribution. We assume a sampling period $\Delta t$ so that measurements are taken at discrete time $k$ with $t = k\Delta t$. At each step $k$, we obtain a data set $D_k = \{(X_i(k), y_i(k))|i = 1, \ldots, n\}$. We denote $D_k = \cup_{j=1}^k D_j$ to represent all the data collected by time $k\Delta t$. The robots’ motion is assumed to satisfy

$$dX_i = v(X_i, t)dt + \sqrt{2\sigma(X_i, t)}dB_t, \quad i = 1, \ldots, n,$$

where $X_i \in \Omega$ is the position of the $i$-th robot, $v \in \mathbb{R}^m$ is the velocity field that acts on the robot, $B_t \in \mathbb{R}^m$ is an $m$-dimensional Wiener process which represents stochastic motions, and $\sqrt{2\sigma} \in \mathbb{R}$ is the standard deviation.

The density of the robots, denoted by $p(x, t)$, is known to be governed by the following Fokker-Planck equation:

$$\partial_t p = -\nabla \cdot (vp) + \Delta (\sigma p) \quad \text{in} \quad \Omega \times (0, \infty),$$

$$p = p_0 \quad \text{on} \quad \Omega \times \{0\},$$

$$n \cdot (\nabla (\sigma p) - vp) = 0 \quad \text{on} \quad \partial \Omega \times (0, \infty),$$

where $n$ is the unit inner normal to the boundary $\partial \Omega$, and $p_0$ is the initial density. The last equation is a reflecting boundary condition to confine the swarm within $\Omega$.

Problem 1: Our goal to design the velocity field $v$ to guide the robots’ movements in order to efficiently reconstruct the unknown $f(x)$ with the increasingly rich data collection $D_k$.

This problem is essentially a resampling problem – we want to take new measurements to construct a better prediction $\hat{f}$. It however poses additional challenges because we need to consider the robots’ physical constraints and design suitable motion commands to make the resampling more efficient.

IV. MAIN RESULTS

A. Generation of reference models

This section studies the problem of generating reference models for the swarm, i.e. where to resample. Intuitively, we expect the robots to move to the areas where the prediction $f$ is less confident. BR models turn out to fulfill this purpose because besides predicting the function value $f(x)$, they also return the variance $\text{Var}[f(x)]$ to represent its confidence. Our objective is to minimize the variance by resampling $f$.

Specifically, given $D_k$, we use BR models (in particular Gaussian process regression models [15]) to obtain a prediction $\hat{f}_k(x)$ and its associated variance $\operatorname{Var}[\hat{f}_k(x)]$.
for all \( x \in \Omega \). We want the robots to move to areas with larger \( V_k(x) \). We define \( V_k(x) = \max\{V_k(x) - \eta, 0\} \) and construct a target density \( p_f(x, k \Delta t) = \frac{V_k(x)}{\int_{\Omega} V_k(x) dx} \), where \( \eta \) is a small tolerance to ensure that the algorithm terminates. We would like to formulate an optimization problem for (2) to reach \( p_f \). An optimization formulation enables us to impose many practical requirements, such as penalizing the high density area to avoid concentration (which helps reducing robot-robot collision) or penalizing the velocity to save energy. Note that \( p_f \) is time-varying because \( D_k \) grows with time. However, since the robots move continuously, \( V_k(x) \) does not change significantly within a short interval, for which there is no need to perform regression and update the reference model at every step. We choose to update the reference model periodically with a period \( T \) (\( T \gg \Delta t \)), and within each period, \( p_f \) is held fixed. Let \( t_c \) be the current time and \( t_f := t_c + T \). We formulate an optimization problem:

\[
J = \int_{\Omega} \phi\{p(t_f), t_f\} dx + \int_{t_c}^{t_c+T} \int_{\Omega} L(p, v, t) dx dt
\]

s.t. \( \partial_t p = -\nabla \cdot [v(p, x)p(x, t)] \) in \( \Omega \)
\[
p(x, t_c) = \phi
\]
\[
vp \cdot n = 0 \quad \text{on} \; \partial \Omega
\]

where the constraint is chosen to be a transport equation. (Certainly we can subject to the \( \Omega \), but it will unnecessarily complicate the optimality conditions to be derived and its numerical solution.) Problem (3) is a PDE-constrained optimization problem. We follow the procedure in [16] to obtain the necessary conditions for optimal solutions:

State equation:
\[
\frac{\partial p}{\partial t} = -\nabla \cdot (vp),
\]
\( \text{s.t. } p(x, 0) = p_0(x) \)
\[
vp \cdot n = 0 \quad \text{on} \; \partial \Omega
\]

Co-state equation:
\[
\frac{\partial \lambda}{\partial t} = \frac{\partial L}{\partial p} - \nabla \cdot \lambda v,
\]
\( \text{s.t. } \lambda(x, t_f) = \frac{\partial \phi}{\partial p}\{t_f\} \)
\[
\lambda = 0 \quad \text{on} \; \partial \Omega
\]

Optimization condition:
\[
\frac{\partial L}{\partial v} = p \nabla \lambda,
\]

where we corrected a mistake on the boundary condition in [16]. (Note that there is lack of math rigor when applying the calculus of variations for finite dimensional systems to a PDE. We will formally study its well-posedness issue in our future work.) A solution of (4) represents a locally optimal trajectory of \( p_t \) and \( v_t \), so we obtain a reference model:

\[
\partial_t p_t = -\nabla \cdot (v_t p_t) \quad \text{in} \; \Omega \times (0, \infty),
\]
\[
p_t = p_0 \quad \text{on} \; \Omega \times \{0\},
\]
\[
v_t p_t \cdot n = 0 \quad \text{on} \; \partial \Omega \times (0, \infty),
\]

which describes the desired density evolution for the robots. The reference control law \( v_t \) obtained in this way is open-loop. The remaining task is to design feedback laws \( v \) for (2) such that its solution \( p \) converges to the solution of (5).

B. Density tracking control

In this section, we study how to design \( v \) for the robots such that their density \( p \) evolves according to the reference model. Our design is inspired by the recent work [6], where a mean-field feedback, namely designing \( v \) as a function of \( p \), was proposed. Given desired trajectories of \( p_t \) and \( v_t \) from (5), we define the tracking error as \( \Phi = p - p_t \) and design \( v \) such that \( \Phi \) satisfies the diffusion equation:

\[
\partial_t \Phi(x, t) = \nabla \cdot [\alpha(x, t)\nabla \Phi(x, t)],
\]

where \( \alpha \) is the diffusion coefficient. Under mild conditions on \( \alpha \), its solution converges to a constant function, which will be 0 because for any \( t \), \( \int_{\Omega} \Phi dx = \int_{\Omega} p dx - \int_{\Omega} p_t dx = 1 - 1 = 0 \). We propose the mean-field feedback law:

\[
v = \frac{\alpha(x, t) \nabla (p - p_t) - \nabla (\sigma p) - v_t p_t}{p},
\]

where \( \alpha \) is a design parameter that can be used to locally adjust the velocity magnitude. We require \( \sup_{x \in \Omega, t \geq 0} \alpha(x, t) < \infty \) and \( \inf_{x \in \Omega, t \geq 0} \alpha(x, t) > 0 \). The convergence property of \( \Phi \) is given below.

**Theorem 1 (Exponential stability):** Consider the PDE system (2) with control law (7). If the solution satisfies \( \|p\|_{L^2(\Omega)} < \infty \) and \( \inf_{x \in \Omega, t \geq 0} \alpha(x, t) > 0 \). The convergence property of \( \Phi \) is given below.

**Proof:** Substituting (7) into (2), we obtain

\[
\partial_t \Phi = \nabla \cdot (\alpha \nabla \Phi) \quad \text{in} \; \Omega \times (0, \infty),
\]
\[
\Phi = \Phi_0 \quad \text{on} \; \Omega \times \{0\},
\]
\[
v \cdot \nabla \Phi = 0 \quad \text{on} \; \partial \Omega \times (0, \infty),
\]

which is a diffusion equation. Its stability is well-known in the PDE literature. A proof can be found in [17].

To be well-defined, the control law (7) requires that \( p > 0 \). This requirement can be satisfied if we replace \( p \) with an estimate \( \hat{p} \). In this case, the control law is given by

\[
v = -\frac{\alpha(x, t) \nabla (\hat{p} - p_t) - \nabla (\sigma p) - v_t p_t}{\hat{p}},
\]

where \( \hat{p} \) is obtained using kernel density estimation [18], i.e.

\[
\hat{p}(x, t) = \frac{1}{n h^m} \sum_{i=1}^{n} K\left(\frac{1}{h} (x - X_i(t))\right),
\]

where \( K(x) = \sum_{k=0}^{\infty} \frac{1}{(2k)!} \exp\left(-\frac{1}{2} x^2\right) \) is the Gaussian kernel.

**Remark 1:** We should point out that the proposed framework is essentially centralized because we require a communication center that communicates with the robots to perform regression, solve the optimization problem and estimate the density. The implementation algorithm is given in Algorithm 1.

C. Robustness of the control law

Since we replace the original control law (7) with (8), we should discuss its robustness issue with respect to density estimation errors. A similar problem has been studied in our previous work [17]. The control law (8) is more complicated than the one in [17]. Nevertheless, the techniques used there apply to this work. Before presenting the robustness results, we shall discuss the solution property of (5). We denote
Algorithm 1: Deployment algorithm

Each robot $i$ sends its position $X_i$ and measurement $(X_i, y_i)$ to the center;
The center estimates $\hat{p}$ using $\{X_i\}_{i=1}^n$ and performs regression on $D_0$ to obtain $V_0$;

while $\sup_k V_k > \gamma$ do
  The center generates a reference model and sends $\{p_k(x, t), v_k(x, t)\}_{i=0}^m$ to all robots;
  for $t = t_c : t_c + T$ do
    Each robot computes its own velocity $\xi$ and sends its new position and measurement to the center;
    The center estimates and sends $\hat{p}$ to all robots;
  end
  The center performs regression on $D_k$ to obtain $V_k$;
end

by $f_i$ the $i$-th component of a vector field $f$ and denote $\partial_t u := \partial u/\partial x_i$ for a function $u(x, t)$.

Theorem 2 (ISS): Consider the PDE system (2) with control law (8). Assume the regularity conditions (10) and (11) are satisfied and $p_0 > 0$. Then the tracking error $\Psi$ is ISS in $L^2$ with respect to disturbances $\|\nabla p\|_{L^2}$ and $\|\epsilon\|_{L^2}$.

Proof: The proof is a modification of the proof of Theorem 3 in [17]. First, Lemma 2 implies that $p(t)$ is absolutely continuous. Substituting (8) into (2) and using $\hat{p} = p(1 + \epsilon)$, we obtain

\[ \partial_t p = \nabla \cdot \left[ \frac{\alpha \nabla (\hat{p} - p_t)}{\hat{p}} - \nabla (\sigma \hat{p}) - v_t p_t \right] + \nabla \sigma (\sigma p) \right] + \Delta (\sigma p) \]

\[ = \nabla \cdot \left[ \frac{\alpha (\sigma - \alpha) \nabla \epsilon + \alpha \epsilon \nabla p - v_t p_t}{1 + \epsilon} \right] . \]

Consider a Lyapunov function $V(t) = \frac{1}{2} \int_{\Omega} (p - p_t)^2 dx$. By the Divergence theorem and the boundary condition, we have

\[ \dot{V} = \int_{\Omega} (p - p_t)(\partial_t p - \partial_t p_t) dx \]

\[ = - \int_{\Omega} \nabla (p - p_t) \cdot \left[ \alpha \nabla (p - p_t) + v_t p_t \right] \]

\[ + \left( \frac{\alpha (\sigma - \alpha) \nabla \epsilon + \alpha \epsilon \nabla p - v_t p_t}{1 + \epsilon} \right) dx \]

\[ = \int_{\Omega} -\alpha |\nabla \Phi|^2 - \nabla \Phi \cdot \left( \frac{(\alpha - \sigma) \nabla \epsilon + (\alpha \nabla p + v_t p_t) \epsilon}{1 + \epsilon} \right) dx \]

Let $\alpha_{\text{min}} := \inf_{x,t} \alpha(x, t) > 0$. Since $p > 0$, there exists a constant $\beta > 0$ such that

\[ \dot{V} \leq - \alpha_{\text{min}} \|\nabla \Phi\|_{L^2}^2 + \beta \|\alpha - \sigma\|_{L^\infty} \|\nabla \Phi\|_{L^2} \left\| \frac{\nabla \epsilon}{1 + \epsilon} \right\|_{L^2} \]

\[ + \|\alpha \nabla p_t + v_t p_t\|_{L^\infty} \|\nabla \Phi\|_{L^2} \left\| \frac{\epsilon}{1 + \epsilon} \right\|_{L^2} , \]

Fix a constant $\theta \in (0, 1)$ to split the first term and apply the Poincaré inequality [19] for the first two terms. We obtain

\[ \dot{V} \leq - \alpha_{\text{min}} \frac{(1 - \theta) C^2}{\nabla \Phi^2} - \frac{\alpha_{\text{min}} \theta}{C} \|\nabla \Phi\|_{L^2} \|\Phi\|_{L^2} \]

\[ + \beta \|\alpha - \sigma\|_{L^\infty} \|\nabla \Phi\|_{L^2} \left\| \frac{\nabla \epsilon}{1 + \epsilon} \right\|_{L^2} \]

\[ + \|\alpha \nabla p_t + v_t p_t\|_{L^\infty} \|\nabla \Phi\|_{L^2} \left\| \frac{\epsilon}{1 + \epsilon} \right\|_{L^2} , \]

where $C > 0$ is the constant from the Poincaré inequality. Hence, we will have

\[ \dot{V} \leq - \alpha_{\text{min}} \frac{(1 - \theta)}{C} \|\Phi\|_{L^2}^2 \]

if

\[ \|\Phi\|_{L^2} \geq \frac{\alpha_{\text{min}}}{C} \]
This theorem means that with the mean-field feedback control law \(\Phi\), the density tracking error \(\|\Phi\|_{L^2(\Omega)}\) remains bounded in the presence of estimation error \(\epsilon\) and converges asymptotically if \(\epsilon = 0\).

VI. SIMULATION STUDIES

In this section, we simulate a group of 100 robots to take measurements and reconstruct a sinc function \(f(x) = 2 + \sin(2\pi x) / 10\) over \(\Omega = [0, 20]^2\) (see Fig. 1). The robots’ initial positions are drawn from a uniform distribution over \([0, 7]^2\). We follow Algorithm 1 to conduct the simulation, which contains two loops. In the inner loop, the robots take measurements with a sampling period \(\Delta t = 0.875s\) and noise \(\epsilon \sim \mathcal{N}(0, 0.04)\). In the outer loop, we update the reference model with a period \(T = 7s\), i.e. after receiving every 8 new data sets. To generate the reference model, we follow the procedure in Section V-A to obtain the target density \(p_f\) and formulate the optimization problem, in which we set

\[
\phi(p(t_f), t_f) = w_f[D(p(t_f)||p_f) + D(p_f||p(t_f))] \\
L(p, v, t) = w_p[D(p||p_f) + D(p_f||p)] + w_v \sum_{i=1}^d v_i^2
\]

where \(w_f, w_p\), and \(w_v\) are weights, and \(D(p, q) = p \log \frac{p}{q}\).

The optimality conditions \(\Phi\) are solved using the generalized reduced gradient method given in [16]. It discretizes the time axis into \(N\) intervals and parameterizes every element \(v_t \in \mathbb{R}^m, t = 1, \ldots, N\) using the Fourier sine series:

\[
v_t(x) = \sum_{i=1}^I \sum_{j=1}^J \sin(i\pi x / b) \sin(i\pi x / c) a_{ijl}(t)
\]

which forces \(v_t(x)\) to be zero on the boundary of a rectangular work space \([0, b] \times [0, c]\) and hence satisfies the boundary condition of \(\Phi\). The coefficients \(a_{ijl} \in \mathbb{R}^m\) are to be determined. Here \(N = 12, m = 2\) and \(I = J = 8\). With initialized \(a_{ijl}\), approximations of \(p\) and \(\lambda\) are obtained by numerically solving the state and co-state equations in \(\Phi\). Holding these two approximations fixed, the coefficients \(a_{ijl}\) are updated by a gradient-based algorithm that minimizes the augmented cost. This process is iterated until it converges to a local minimum that satisfies the optimization condition in \(\Phi\). The obtained coefficients \(a_{ijk}\) are used to compute \(v_t\) and generate \(p_t\) according to \(\Phi\).

The agents’ trajectories are simulated using \(\Phi\). Their velocity commands are computed using \(\Phi\), where we use \(\Phi\) to estimate \(\dot{p}\). The predictive variance drops below the pre-specified \(\gamma = 0.1\) threshold after \(4T\). Simulation results are given in Fig. 2 where the four columns represent four time steps \(t = 0, T, 3T\) and \(4T\). The prediction error \(\|f - \hat{f}\|_{L^2}\) is given in Fig. 1. It is seen that the robots keep moving to areas with larger predictive variance to take more measurements and eventually recover \(f(x)\). This verifies that the proposed algorithm is able to robustly guide the robots based on real-time performance.

VI. CONCLUSION AND DISCUSSION

This work presented a candidate framework for integrating machine learning techniques into the mean-field PDE-based approach for robotic swarms to achieve automatic deployment in real-time. We used BR models as an example to illustrate how to generate reference models based on the real-time prediction quality by formulating an optimization problem, and then designed density tracking laws such that the robots’ density evolves according to the reference models. The presented algorithms were applicable for field estimation tasks, while the idea of using machine learning for generating reference models and using density tracking laws for controlling the robots applies to a much wider range of applications of robotic swarms. The proposed framework was essentially centralized. Nevertheless, the control strategy was scalable to swarm sizes because each robot only needs to compute its own torque input to follow the velocity field. Our future work will focus on decentralizing the mean-field feedback control algorithm by integrating the distributed density estimation algorithms that we recently proposed [20], [21].
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