Topological superconductivity in full shell proximitized nanowires
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We consider a new model system supporting Majorana zero modes based on semiconductor nanowires with a full superconducting shell. We demonstrate that, in the presence of spin-orbit coupling in the semiconductor induced by a radial electric field, the winding of the superconducting order parameter leads to a topological phase supporting Majorana zero modes. The topological phase persists over a large range of chemical potentials and can be induced by a predictable and weak magnetic field piercing the cylinder. The system can be readily realized in semiconductor nanowires covered by a full superconducting shell [1], opening a pathway for realizing topological quantum computing proposals.

Majorana zero modes (MZMs) hold the promise to revolutionize quantum computation through topological quantum information processing [2–4]. In the last decade, research in MZMs showed astonishing progress [5–16], fueled by proposals of simple and experimentally viable systems [17–20]. In particular, existing routes towards realizing MZMs in semiconducting nanowires [19, 20] rely on rather basic ingredients: spin-orbit coupling, a Zeeman field, and induced superconductivity. Nevertheless, the required coexistence of large (≈1T) magnetic fields with superconductivity, as well as the need for careful control of the chemical potential in the semiconductor, pose important challenges towards a consistent realization of MZMs in nano-fabricated devices, requiring ongoing experimental improvements [21].

In this Article, we show that a superconducting cylinder filled with a semiconducting core is an ideal alternative candidate for creating MZMs. While being of similar simplicity and practical feasibility [22] as the original nanowire proposals [19, 20], full-shell nanowires provide key advantages. First and foremost, the topological transition in a full-shell wire is driven by the field-induced winding of the superconducting order parameter, rather than by the Zeeman effect, and so the required magnetic fields can be very low (≈0.1T). Therefore, the present proposal is compatible with conventional superconducting electronics and removes the need for a large g-factor semiconductor, potentially expanding the landscape of candidate materials. Moreover, the full shell naturally protects the semiconductor from impurities and random surface doping, thus enabling a reproducible way of growing many wires with essentially identical electrostatic environments. Although full-shell wires do not allow for direct gating of the electron density in the semiconducting core, we demonstrate below that via a careful design of the wire properties, e.g. by choosing the right radius, it is possible to obtain wires that naturally harbor MZMs at a predictable magnetic field.

While it is known that well-chosen superconducting phase differences can be used to break time-reversal symmetry and localize MZMs in semiconductor heterostructures [23–28], the corresponding realizations typically require careful tuning of the fluxes which would complicate a scalable approach with multiple MZMs [29]. Here, we show that the quantized superconducting winding number in a full-shell wire is a natural and more robust implementation of the wanted phase differences, leading to sizable regions of topological phase space. Unlike previous works based on vortex lines in proximitized topological insulators [30–32], our proposal does not rely on bulk topological properties of the host materials, but can be realized with conventional semiconductors. We first demonstrate our ideas in a simple model of a hollow semi-
conducting core, where an analytic mapping to the standard model of a topological superconductor [19, 20] is possible. We complement these results with numerical and analytical studies of the topological phase in the opposite regime where the electron density is spread out over the entire semiconducting core.

**Theoretical model.**—We consider a nanowire consisting of a semiconducting core and a full superconducting shell, see Fig. 1. We assume that the semiconductor (e.g., InAs) has a large Rashba spin-orbit coupling due to an intrinsic electric field pointing in the radial direction at the semiconductor-superconductor interface. The system is subject to a magnetic field along the direction of the nanowire \( \hat{z} \), i.e., \( \vec{B} = B\hat{z} \). Using cylindrical coordinates and the symmetric gauge for the electromagnetic vector potential, \( \vec{A} = \frac{1}{2}(\vec{B} \times \vec{r}) \), the effective Hamiltonian for the semiconducting core can be written as (henceforth \( \hbar = 1 \))

\[
H_0 = \left( \frac{\vec{p} + e\vec{A}_v(\vec{r})}{2m^*} \right)^2 - \mu + \alpha \hat{r} \cdot \left[ \hat{\sigma} \times \left( \vec{p} + eA_\varphi(\vec{r}) \right) \right].
\] (1)

Here \( \vec{p} \) is the electron momentum operator, \( e > 0 \) the electric charge, \( m^* \) the effective mass, \( \mu \) is the chemical potential, \( \alpha \) the strength of the Rashba spin-orbit coupling, and finally \( \sigma_i \) are spin-\( \frac{1}{2} \) Pauli matrices. \( \hat{r} \), \( \hat{\varphi} \) and \( \hat{z} \) are the cylindrical unit vectors. For ease of presentation, we consider \( r \)-independent \( \mu \) and \( \alpha \) in our effective model, which may be viewed as averaged versions of the corresponding \( r \)-dependent quantities. The vector potential \( A_v(\vec{r}) = \Phi(\vec{r})/2\pi r \), where \( \Phi(\vec{r}) = \pi B r^2 \) is the flux threading the cross-section at radius \( r \). For simplicity, we neglect the Zeeman term due to the small magnetic fields required in these devices.

The shell (e.g., made out of Al) induces superconducting correlations in the nanowire due to Andreev processes at the semiconductor-superconductor interface. If the coupling to the superconductor is weak, the induced pairing in the nanowire can be expressed as a local potential \( \Delta(\vec{r}) \) (see Appendix B). In the Nambu basis \( \Psi = (\psi_\uparrow, \psi_\downarrow, \psi_\uparrow^\dagger, -\psi_\downarrow^\dagger) \), the Bogoliubov-de-Gennes (BdG) Hamiltonian for the proximitized nanowire is then given by

\[
H_{\text{BdG}} = \begin{bmatrix}
H_0(\vec{A}) & \Delta(\vec{r}) \\
\Delta^*(\vec{r}) & -\sigma_y H_0(-\vec{A})^\ast \sigma_y 
\end{bmatrix}.
\] (2)

We assume that the thickness of the SC shell is smaller than London penetration depth: \( R_3 - R_2 \ll \lambda_L \). Therefore, the magnetic flux threading the SC shell is not quantized. However, the magnetic field induces a winding of the superconducting phase, i.e. the order parameter \( \Delta(\vec{r}) = \Delta(r)e^{-i n \varphi} \) with \( \varphi \) the angular coordinate and \( n \in \mathbb{Z} \) the winding number. In practice, the winding number \( n \) adjusts itself to the value of the external magnetic field so that the free energy of the superconducting shell is minimized. This is the familiar Little-Parks effect [33]: the changes in winding number lead to periodic lobes in the energy spectrum of the superconducting shell, see Fig. 1 and Fig. S1.

We notice the following rotational symmetry of the BdG Hamiltonian: \( [J_z, H_{\text{BdG}}] = 0 \) with \( J_z = -i\partial_x + \frac{1}{2}\sigma_z + \frac{i}{2}n\tau_z \), where we introduced \( \tau_i \) matrices acting in Nambu space. Eigenstates of \( H_{\text{BdG}} \) can thus be labeled by a conserved quantum number \( m_J \): \( \Psi_{m_J}(r, \varphi, z) \propto e^{i(m_J - \frac{1}{2}\sigma_z - \frac{1}{2}n\tau_z)}\Psi_{m_J}(r, z) \). The wave function has to be single-valued, which imposes the following constraint on \( m_J \):

\[
m_J \in \begin{cases} 
Z & n \text{ odd}, \\
Z + \frac{1}{2} & n \text{ even}.
\end{cases}
\] (3)

We remove the angular dependence of \( H_{\text{BdG}} \) via a unitary transformation \( U = \exp \left[ -i \left( m_J - \frac{1}{2}\sigma_z - \frac{1}{2}n\tau_z \right) \varphi \right] \), namely \( \hat{H}_{\text{BdG}} = U H_{\text{BdG}} U^\dagger \) where

\[
\hat{H}_{\text{BdG}} = \left( \frac{\vec{p}_z^2}{2m^*} + \frac{\vec{p}_r^2}{2m^*} - \mu \right) \tau_z + \frac{1}{2m^* r^2} \left( m_J - 1/2 \sigma_z - 1/2 n\tau_z + eA_\varphi r\tau_z \right)^2 \tau_z - \frac{\alpha}{r} \sigma_x \tau_z \left( m_J - 1/2 \sigma_z - 1/2 n\tau_z + eA_\varphi r\tau_z \right) + \alpha p_z \sigma_y \tau_z + \Delta(r) \tau_x.
\] Here \( \vec{p}_r^2 = -1/\tau \frac{\partial^2}{\partial r^2} \) and \( p_z = -i\frac{\partial}{\partial z} \). Note that naively one would expect spin-orbit coupling to average out. However, the non-trivial structure of \( m_J \)-eigenvectors yields finite matrix elements proportional to the Rashba spin-orbit coupling. We will now show that the above BdG Hamiltonian supports topological superconductivity and MZMs.

Hollow cylinder model.—We now focus on the limit in which the semiconductor forms a thin-wall hollow cylinder (i.e., \( R_1 \approx R_2 \) in Fig. 1). This approximation is motivated by the fact that there is an accumulation layer in certain semiconductor-superconductor heterostructures such as InAs/Al, so that the electron density is concentrated within the screening length (typically \( \sim 20 - 30 \) nm) from the interface [34, 35]. In this case, one can consider only the lowest-energy radial mode in Eq. (4). This allows for an analytical solution of the model. The effective Hamiltonian for the hollow-cylinder model reads

\[
\hat{H}_{m_J} = \left[ \frac{\vec{p}_z^2}{2m^*} - \mu_{m_J} \right] \tau_z + V_Z \sigma_z + A_{m_J} + C_{m_J} \sigma_x \tau_z + \alpha p_z \sigma_y \tau_z + \Delta \tau_x.
\] (5)

Here, \( \Delta \equiv \Delta(R_2) \) and the parameters \( \mu_{m_J} \) and \( V_Z \) correspond to the effective chemical potential and Zeeman energy. \( A_{m_J} \) and \( C_{m_J} \) represent the coupling of the generalized angular momentum \( J_z \) with magnetic field and
FIG. 2. Topological phase diagram of the hollow-cylinder model. A. Bulk energy gap \( E_{\text{gap}} \) as a function of chemical potential and spin-orbit coupling. The energy gap is multiplied by the topological index \( Q = \pm 1 \), so that red regions correspond to the gapped topological phase. The black dashed line denotes the boundary of the topological phase in the \( m_J = 0 \) sector, according to Eq. (10), while the blue dashed lines denote the boundaries at which higher \( m_J \) sectors become gapless, see Appendix C. Here \( \Phi(R_2)/\Phi_0 = \frac{1}{2} \), \( R/R_0 = \frac{1}{2} \), as indicated by a black marker in B. We define \( \alpha_0 = \sqrt{\Delta/2m} \) and \( R_0 = 1/\sqrt{2m\Delta} \). For reference, using realistic parameters \( m^* = 0.026 m_e \) and \( \Delta = 0.2 \) meV, one obtains \( \alpha_0 \approx 17 \) meV⋅nm and \( R_0 \approx 85 \) nm. B. Bulk energy gap at fixed \( \mu/\Delta = 2 \) and \( \alpha/\alpha_0 = 1 \), as indicated by a black marker in A, as a function of flux and \( R \). C-E Band-structures at the points indicated in A, illustrating the closing and re-opening of the bulk gap in the \( m_J = 0 \) sector.

electron spin, respectively. They are defined as

\[
\mu_{m_J} = \mu - \frac{1}{8m^*R_2^2} \left( 4m_J^2 + 1 + \phi^2 \right) - \frac{\alpha}{2R_2},
\]

\[
V_Z = \phi \left( \frac{1}{4m^*R_2^2} + \frac{\alpha}{2R_2} \right),
\]

\[
A_{m_J} = -\frac{\phi m_J}{2m^*R_2^2},
\]

\[
C_{m_J} = -m_J \left( \frac{1}{2m^*R_2^2} + \frac{\alpha}{R_2} \right),
\]

with \( \phi = n - \Phi(R_2)/\Phi_0 \). Particle-hole symmetry relates states with opposite energy and angular quantum number \( m_J \), i.e., \( \mathcal{P}\Psi_{E,m_J} = \Psi_{-E,-m_J} \) with \( \mathcal{P} = \tau_0\sigma_y K \), where \( K \) represents complex conjugation. Thus, the \( m_J = 0 \) sector, which is allowed when the winding number \( n \) is odd, is special as it allows non-degenerate Majorana solutions at zero energy.

Let us consider the \( m_J = 0 \) sector and \( n = 1 \). In this case, \( A_0 = 0 \) and \( C_0 = 0 \), and one can map Eq. (C1) to the Majorana nanowire model of Refs. [19, 20]. Notice that the effective Zeeman term has an orbital origin here and is present even when the g-factor in the semiconductor is zero. Both \( \mu_0 \) and \( V_Z \) can be tuned by the magnetic flux \( \Phi(R_2) \), which may induce a topological phase transition. When the core is penetrated by one flux quantum (i.e., \( \Phi(R_2) = \Phi_0 \)), then \( V_Z = 0 \). This regime corresponds to the trivial (s-wave) superconducting phase. However, a small deviation of the magnetic field can drive the system into the topological superconducting phase [36]. Indeed, the Zeeman and spin-orbit terms in Eq. (C1) do not commute and thus \( V_Z \) opens a gap in the spectrum at \( p_z = 0 \). At the topological quantum phase transition between the two phases, the gap in the \( m_J = 0 \) sector,

\[
E_{\text{gap}}^{(0)} = \left| V_Z \right| - \sqrt{\mu_0^2 + \Delta^2},
\]

(10)
closes. The resulting phase diagram is shown in Fig. 2, where the gap closing at the topological transition is indicated by black dashed lines. Close to the transition, the quasiparticle spectrum in the \( m_J = 0 \) sector is given by

\[
E(p_z) = \sqrt{\left( E_{\text{gap}}^{(0)} \right)^2 + (vp_z)^2},
\]

(11)
with \( v = \alpha\Delta/\sqrt{\Delta^2 + \mu_0^2} \) and corresponding coherence length \( \xi \sim v/E_{\text{gap}}^{(0)} \).

We now consider the effect of \( m_J \neq 0 \) sectors. In general, the topological phase diagram can be obtained by calculating the topological index \( Q \) [37],

\[
Q = \text{sign} \prod_{m_J \in Z} \left[ \Delta^2 + (C_{m_J} - \mu_{m_J})^2 - (A_{m_J} + V_Z)^2 \right],
\]

(12)
where \( Q = 1 \) and \( Q = -1 \) correspond to trivial and topological phases, respectively. A well-defined topological phase requires the quasiparticle bulk gap to be finite for all values of \( m_J \). Due to the angular symmetry of Eq. (C1), different \( m_J \) sectors do not mix and, as a result, the condition for a finite gap in the \( m_J \neq 0 \) sectors is \( \Delta^2 + (C_{m_J} - \mu_{m_J})^2 > (A_{m_J} + V_Z)^2 \), see Appendix C. Thus, the topological phase supporting MZMs appears due to the change of \( Q \) in the \( m_J = 0 \) sector. In Fig. 2 we show the topological phase diagram and energy gap of the hollow cylinder model determined by taking into account all \( m_J \) sectors. The above-mentioned conditions restrict the extent of the gapped topological phase to small chemical potentials and spin-orbit couplings. Nevertheless, Fig. 2 demonstrates that in the hollow-cylinder model such phase exists over an extended range in all the model parameters, with optimal quasiparticle gaps comparable in magnitude to \( \Delta \) and a corresponding coherence length \( \xi \sim 100 \) nm.
FIG. 3. A, Topological phase diagram for the full-cylinder model with parameters appropriate for InAs–Al hybrid semi-superconductor nanowires. As in the hollow-cylinder model, one finds a stable topological phase which extends over a reasonably large range of the chemical potential and has maximum topological gap of order 30 meV. A large part of the topological phase is gapless due to $m_J \neq 0$ states as in the previous case. Due to the large extent of the radial wavefunction into the semiconducting core the topological gap is smaller in the full-cylinder model. Also, the cancellation of the superconducting winding by the orbital effect is not exact in this case, so that a topological phase also appears at $\Phi(R_2) = \Phi_0$ for appropriate parameters, see also the analytical solution in the Appendix E. In Fig. 3 A we show the momentum dispersion of different $m_J$ sectors, illustrating the topological transition in and out of the gapped topological phase. The bands forming in the core of the wire have a distinctly flat dispersion as can be seen in Fig. 3 A, which is reminiscent of Caroli-de Gennes-Matricon vortex states [40].

The evolution of the local density of states (DOS) at the end of a finite wire as a function of magnetic field is shown in Fig. 3 B. As the flux $\Phi(R_2)$ is increased, the winding number $n$ changes by one at every half-integer multiple of $\Phi_0$. The change in winding number causes a discontinuous jump in the density of states. At energies close to the pairing gap, the DOS reproduces the periodic Little-Parks lobes already sketched in Fig. 1. However, at lower energies, the DOS reveals the sub-gap spectrum in the semiconducting core. A peak in the DOS is visible at zero energy in the $n = 1$ and $n = 3$ lobe, but not in the $n = 0$ and $n = 2$ lobes, in agreement with the fact that isolated MZMs should only appear for odd values of $n$. Within odd lobes one can see the characteristic asymmetry of the subgap spectra with respect to the center of the lobe which stems from the difference in magnetic flux penetrating the core of the wire and the superconducting shell. The disappearance of the Majorana zero-energy states within odd lobes occurs because both $\mu_0$ and $V_Z$ depend on the magnetic field, see Eqs. (6) which, at some point, leads to a topological phase transition. The bulk gap closing at around $\Phi(R_2)/\Phi_0 \approx 1.25$ is clearly visible when plotting the DOS in the middle of the wire as shown in the lower panel of Fig. 3 B.

In Fig. 3 C, we investigate Majorana hybridization due to a finite nanowire length ($L = 3 \mu m$) and extract the coherence length by fitting the Majorana wavefunction, see the inset. Despite the relatively small topological gaps of Fig. 3 A, we find quite short Majorana coherence lengths with the minimum being of the order of 160 nm due to the small group velocity of the bulk states of Fig. 3 A.

**Effect of angular-symmetry-breaking perturbations.** We now investigate perturbations breaking the angular symmetry of the Hamiltonian (4). Such perturbations (e.g., shape deformations or disorder in the superconducting shell) are ubiquitous in realistic devices and
would couple different \( m_\perp \) eigenstates. This may actually have beneficial consequences for the stability of the topological phase. Indeed, the perturbations that couple different \( m_\perp \) sectors may open a gap in regions of large \( \mu \) and \( \alpha \), see Fig. 3A which, otherwise, are gapless due to the closing of the gap at finite momentum. It is enlightening to consider angular-symmetry-breaking perturbations that are momentum-dependent and, in particular, such that they vanish at \( p_z = 0 \) but open the gap at finite \( p_z \), see Fig. 4A. One such example would be an angular symmetry breaking spin-orbit coupling resulting from the electric fields in a full-shell nanowire with non-cylindrical geometry. In this case, the phase diagram can be obtained analytically for a hollow cylinder model using Eq. (12) since such perturbations do not effect the gap closing at \( p_z = 0 \). One may notice that the topological phase space now significantly increases and, in particular, now extends to negative \( \alpha \), see Fig. 4A.

We have also numerically studied the effect of disorder in the superconductor within the full cylinder model, see Fig. 4. Disorder in the superconductor breaks angular symmetry and leads to a phase diagram consistent with the discussion above. Indeed, the topological phase now also appears at large \( \mu \) and \( |\alpha| \). This suggests that the topological phase may exist over a large parameter regime in physical wires, consistent with flux-induced zero-bias peaks in experiments on full-shell nanowires [1].

Conclusions and Outlook. In this Article we investigated a novel physical system supporting MZMs based on semiconductor nanowires covered by a superconducting shell [1]. Using a combination of analytical and numerical methods, we calculated the topological phase diagram and showed that the model supports robust topological superconductivity in a reasonably large parameter space. We characterized the topological phase by calculating quasiparticle gap and effective coherence length. The existence of a readily accessible robust topological phase in full-shell nanowires opens a pathway for realizing topological quantum computing proposals.
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Appendix A: Model for the disordered superconducting shell.

In this Section, we consider a disordered superconducting shell (e.g., Al shell) with inner and outer radii \( R_2 \) and \( R_3 \), respectively, see Fig. 1 of the main text. We assume that the thickness of the shell \( d = R_3 - R_2 \ll \lambda_L \), with \( \lambda_L \) being the London penetration length in the bulk superconductor. In this case, the screening of the magnetic field by the superconductor is weak and can be neglected. The effective Hamiltonian for the SC shell in cylindrical coordinates can be written as

\[
\begin{align*}
H_{\text{BdG}}^{(s)} &= \left[ \frac{\hat{p}_x^2}{2m^*} + \frac{\hat{p}_y^2}{2m^*} + \frac{\hat{p}_z^2}{2m^*} (\hat{\mu} + eA_x\tau_z)^2 - \mu^{(s)} + V_{\text{imp}} \right] \tau_z \\
&+ \Delta_0 \left[ \cos(n\varphi)\tau_x + \sin(n\varphi)\tau_y \right]
\end{align*}
\]  

Here, \( \hat{p}_i \) are the electron momentum operators, \( e > 0 \) the electric charge, \( m \) the electron mass in the SC, \( A_x = \frac{1}{2}Br \), \( \mu^{(s)} \) is the chemical potential in the SC, \( \tau_i \) are Pauli matrices representing Nambu space, \( \Delta_0 \) is bulk SC gap at \( B = 0 \), \( n \) is the winding number for the SC phase, and \( V_{\text{imp}} \) represents short-range impurity scattering potential. It is enlightening to perform a gauge transformation which results in a real order parameter, i.e., \( \Delta_0 \cos(n\varphi)\tau_x + \sin(n\varphi)\tau_y \rightarrow \Delta_0 \tau_z \). The gauge transformation introduces an effective vector potential, \( A_x \rightarrow \tilde{A}_x \) with

\[
\tilde{A}_x = -\frac{1}{2er} (n - 2eA_x r) = -\frac{1}{2er} \left[ n - \frac{\Phi(r)}{\Phi_0} \right]
\]  

which the Zeeman splitting is negligible. Experimental magnetic fields of interest are smaller than 100 mT for most materials. We neglect the Zeeman contribution since the typical temperature of the experiment is smaller than the coherence length $\xi_0$ of the clean superconductor.

In the disordered case using the on-site disorder potential $U$, the superconductivity is rapidly destroyed by the magnetic field and leads to a weaker dependence of the pairing gap on magnetic field (i.e., quadratic vs linear). In other words, the disordered superconductor is characterized by $\frac{\Phi}{\Phi_0} \ll R_3/\xi_d$. Note that disorder suppresses orbital effects of the magnetic field and leads to a weaker dependence of the energy gap on magnetic field (i.e., quadratic vs linear).

where $\Phi(\mathbf{r}) = \pi B r^2$ and $\Phi_0 = \hbar/2e$. It follows from this argument that the solution of Eq. (A1) should be periodic with $\Phi_0$, see Fig. 5. Namely, the winding number adjusts itself to the value of the magnetic field so that the energy of the superconductor is minimized. In particular, for each winding number $n$, the maxima of the quasiparticle gap occur at

$$B_n \approx 4n \frac{\Phi_0}{\pi (R_2 + R_3)^2}.$$  \hfill (A3)

We neglect the Zeeman contribution since the typical magnetic fields of interest are smaller than 100 mT for which the Zeeman splitting is negligible.

In order to understand the magnetic field dependence of the quasiparticle gap, one needs to calculate the Green’s functions for the disordered SC shell as a function of $\mathbf{A}_e$. The disordered superconductor is characterized by an elastic mean free path $l_e$ and a corresponding diffusive coherence length $\xi_d = \sqrt{\tau_0 l_e} \gg l_e$, where $\xi_0 = \nu F/\Delta$ is the coherence length in the bulk, clean limit ($\nu F$ is the Fermi velocity in the SC). For simplicity, we assume henceforth that the thickness of the superconducting shell $d \gtrsim \xi_d$ [44], so that the properties of the system can be obtained by calculating the Green’s function for the disordered bulk superconductor in magnetic field $B$ and $n = 0$. This problem was considered by Larkin [39], who showed that within the self-consistent Born approximation the normal and anomalous Matsubara Green’s function are given by

$$G^{(m)}(\omega_n, \epsilon) = \frac{i\omega_n + \hat{G} + H m_J}{(\Delta + F)^2 + \epsilon^2 - (i\omega_n + G + H m_J)^2}$$ \hfill (A4)

$$F^{(m)}(\omega_n, \epsilon) = -\frac{\Delta + F}{(\Delta + F)^2 + \epsilon^2 - (i\omega_n + G + H m_J)^2}$$ \hfill (A5)

where $H = eB/4m$ and $m_J$ is the angular momentum eigenvalue and $\epsilon$ is the eigenvalue of the Hamiltonian $H_0^{SC} \phi(\mathbf{r}) = \frac{\hbar^2}{2m} \nabla^2 \phi(\mathbf{r})$ where $H_0^{SC} = \frac{\hbar^2}{2m^*} \nabla^2 + \frac{\hbar^2}{2m^*} \phi^2 - \mu(s)$.

The functions $\tilde{G}$ and $\tilde{F}$ are determined by the following equations:

$$\tilde{G} = \frac{1}{2\pi m_J} \sum_{|m_J|<\tilde{m}_J} \frac{i\omega_n + G + H m_J}{\sqrt{(\Delta + F)^2 - (i\omega_n + G + H m_J)^2}}$$ \hfill (A6)

$$\tilde{F} = \frac{1}{2\pi m_J} \sum_{|m_J|<\tilde{m}_J} \frac{\Delta + F}{\sqrt{(\Delta + F)^2 - (i\omega_n + G + H m_J)^2}}$$ \hfill (A7)

with $\tau$ being the elastic scattering time and $\tilde{m}_J \sim p_F R_3$ being the angular momentum cutoff. In the limit $H \to 0$, the leading order corrections to the above equations appear in quadratic order since linear terms vanish due to the averaging over $m_J$. Indeed, one can show that the self-consistent solution for $\tau \to 0$ is given by

$$\hat{G} = \frac{i}{2\tau} \sin z$$ \hfill (A8)

$$\hat{F} = \frac{i}{2\tau} \cos z$$ \hfill (A9)

$$\frac{\omega_n}{\Delta} = \tan z - \kappa \sin z$$ \hfill (A10)

where $\kappa = 3H^2 r^2 (m_J^2)/\Delta$ is the characteristic scale for the magnetic field effects in the problem. Here $\langle m_J^2 \rangle = 1/\tilde{m}_J \sum_{|m_J|<\tilde{m}_J} m_J^2 \sim (p_F R_3)^2$. Thus, corrections to the pairing gap are governed by the small parameter $\kappa \ll 1$. In terms of the flux quantum, this condition reads $\Phi/\Phi_0 \ll R_3/\xi_d$. Note that disorder suppresses orbital effects of the magnetic field and leads to a weaker dependence of the energy gap on magnetic field (i.e., quadratic vs linear). In other words, the disordered superconductor can sustain much higher magnetic fields compared to the clean one, see Fig. 5. Finally, the analysis above can be extended to $n \neq 0$. After some manipulations, one finds that [45, 46]

$$\frac{\Delta(\Phi) - \Delta_0}{\Delta_0} \approx \frac{\xi_d^2}{R_3^2} \left(n - \frac{\Phi}{\Phi_0}\right)^2$$ \hfill (A11)

This estimate is consistent with the numerical calculations, see Fig. 5.
Appendix B: Derivation of the effective Hamiltonian.

In the previous section we derived the Green’s function for the disordered superconducting ring. One can now use these results to study the proximity effect of the SC ring on the semiconducting core. We will focus here on the case when the SC shell is thin \( d \sim l_c \) such that \( \xi_0 \ll 1 \). In this case, one can neglect magnetic field dependence of the self-energy for the entire lobe. (Alternatively, when \( d \sim l_c \) one can neglect magnetic field effect when \( n - \frac{\Phi}{\Phi_0} \ll 1 \).) Thus, one can use zero field Green’s functions for the disordered superconductor to investigate the proximity effect which are obtained by substituting \( \omega_n \rightarrow \tilde{\omega}_n = \omega_n \eta(\omega_n) \) and \( \Delta_0 \rightarrow \tilde{\Delta}_0 = \Delta_0 \eta(\omega_n) \) with \( \eta(\omega_n) = 1 + 1/2 \tau \sqrt{\omega_n^2 + \Delta_0^2} \) in the clean Green’s functions.

One can now integrate out the superconducting degrees of freedom and calculate the effective self-energy due to the tunneling between semiconductor and superconductor. Using the gauge convention when \( \Delta_0 \) is real, tunneling Hamiltonian between SM and SC is given by \[47\]

\[
H_t = \int dr dr' T(r, r')e^{i n \varphi/2} \tilde{\Psi}^\dagger(r)\tilde{\Psi}(r') + H.c. \tag{B1}
\]

where \( r \) and \( r' \) refer to the SM and SC domains, respectively. \( T(r, r') \) is the tunneling matrix element between the two subsystems, and \( \tilde{\Psi} \) and \( \tilde{\Psi}^\dagger \) are the fermion annihilation and creation operators in the corresponding subsystem. One can calculate the SC self-energy due to tunneling to find

\[
\Sigma^{(SC)}(r, \omega_n) = \Gamma(r) \frac{i \omega_n \tau_0 - \Delta_0 [\cos(n \varphi) \tau_x + \sin(n \varphi) \tau_y]}{\sqrt{\omega_n^2 + \Delta_0^2}} \tag{B2}
\]

where \( \Gamma(r) \) is a quickly decaying function away from \( r = R_3 \) describing tunneling between the two subsystems. Note that the SC self-energy in this approximation is the same as for a clean superconductor because the ratio of \( \tilde{\omega}_n/\tilde{\Delta}_0 \) is independent of \( \tau \).

The Green’s function for the semiconductor can be written as

\[
G^{-1}(\omega_n) = -i \omega_n - H_{SM} - \Sigma^{(SC)}(r, \omega_n) \tag{B3}
\]

In order to calculate quasiparticle energy spectrum one has to find the poles of above Green’s function.

In the hollow cylinder limit, \( \Gamma(r = R_3) \) is a constant and one can find low energy spectrum analytically. Indeed, after expanding Eq. (B3) in small \( \omega_n \), the quasiparticle poles are determined by the spectrum of the following effective Hamiltonian:

\[
H_{\text{eff}} = \frac{H_{\text{SM}}}{1 + \Gamma/\Delta_0} - \frac{\Gamma}{1 + \Gamma/\Delta_0} [\cos(n \varphi) \tau_x + \sin(n \varphi) \tau_y] = 0 \tag{B4}
\]

By comparison with Eq. (2) of the main text, one can establish the correspondence between the renormalized and bare parameters of the semiconductor and proximity-induced gap \( \Delta = \Delta_0 \Gamma/\Delta_0 + \Gamma \).

Appendix C: Effect of higher \( m_J \) states on the gap

As demonstrated in the main text, states with larger \( m_J \neq 0 \) have the potential to close the gap and thus limit the extent of the topological phase. Here we provide analytical estimates within the hollow cylinder model for the regions in parameter space that become gapless due to higher \( m_J \) states. We start with the BdG Hamiltonian (5) of the main text assuming \( n = 1 \),

\[
\hat{H}_{m_J} = \begin{bmatrix} \frac{p_x^2}{2m} - \mu_{m_J} & \tau_z + V_Z \sigma_z \\ \tau_z + A_{m_J} \sigma_z \tau_x + \alpha_2 p_z \sigma_y \tau_z + \Delta \tau_x, & \end{bmatrix} \tag{C1}
\]

with

\[
\mu_{m_J} = \mu - \frac{1}{8m^* R_2^2} (4m_J^2 + 1 + \phi^2) - \frac{\alpha_1}{2R_2}, \tag{C3}
\]

\[
V_Z = \phi \left( \frac{1}{4m^* R_2^2} + \frac{\alpha_1}{2R_2} \right), \tag{C4}
\]

\[
A_{m_J} = -\frac{\phi m_J}{2m^* R_2^2}, \tag{C5}
\]

\[
C_{m_J} = -m_J \left( \frac{1}{2m^* R_2^2} + \frac{\alpha_1}{R_2} \right), \tag{C6}
\]

with \( \phi = 1 - \Phi(R_2)/\Phi_0 \). With respect to the main text, we also introduced anisotropic spin-orbit coupling with \( \alpha_1 \) and \( \alpha_2 \) representing the strength of coupling to the transversal and longitudinal (\( z \)) momentum direction. In the main text, we used isotropic spin-orbit \( \alpha_1 = \alpha_2 = \alpha \) but it is convenient for the discussion below to distinguish the two contributions.

Example energy spectra for the lowest \( m_J \) sectors are shown in Fig. 6. Particle-hole symmetry relates \( m_J \) and \(-m_J \) sectors. Therefore, \( m_J = 0 \) sector is special in this sense. Note that \( \alpha_2 \) is crucial to estimate the topological gap in the \( m_J = 0 \) sector, i.e., a topological gap requires \( \alpha_2 \neq 0 \) and \( \Delta \neq 0 \). The conditions for a finite gap in
\( m_{j} \neq 0 \) sectors are more stringent. First of all, the pairing term hybridizes states within each \( m_{j} \) sector. Thus, the system is \textit{gapless} if there is an odd number of particle and hole bands at the Fermi level, which leads to the condition

\[
(A_{m_{j}} + V_{Z} \sigma_{z})^{2} > \Delta^{2} + (C_{m_{j}} \sigma_{z} - \mu_{m_{j}})^{2}, \tag{C7}
\]

which follows from the gap closing at \( p_{z} = 0 \). The gapless region in the upper right corner of Figs. 2A and 2B of the main text is due \( m_{j} = \pm 2 \) states fulfilling condition (C7).

If condition (C7) is not satisfied and the number of bands at the Fermi levels is even, the system can be gapped – see, for instance, panels (b) and (c) in Fig. 6. This happens, for example, if the effective chemical potential for a given subband \( \mu_{m_{j}} - C_{m_{j}} \sigma_{z} < 0 \) in which case the subband is empty and gapped. However, if the subband is filled, i.e. if \( \mu_{m_{j}} - C_{m_{j}} \sigma_{z} > 0 \), one has to investigate the closing of the gap at finite momenta. In this case, the system is gapless when \( \Delta \) is smaller than a certain critical value required to hybridize particle and hole bands with mismatched Fermi momenta, see Fig. 6(b) and (c). In the limit \( \alpha_{2} \to 0 \), the condition for a \textit{vanishing gap} reads

\[
|A_{m_{j}} + V_{Z} \sigma_{z}| > \Delta \tag{C8}
\]

\[
\mu_{m_{j}} - C_{m_{j}} \sigma_{z} > 0. \tag{C9}
\]

One may notice that the term \( A_{m_{j}} + V_{Z} \sigma_{z} \) acts as a Pauli limiting field for a given subband and leads to pair-breaking effects. We can understand the generally finite extent of the gapped regions in the \( \alpha-\mu \) plane by considering conditions (C8) and (C9). Condition (C8) is either met for sufficiently large \( m_{j} \) or sufficiently large \( \alpha_{1} \) (when \( m_{j} \) is kept constant). At the same time, large \( m_{j} \) states generally violate condition (C9) since the bottom of the band is shifted up \( \propto m_{j}^{2} \) which needs to be compensated by sufficiently large \( \mu \). We therefore expect to find gapless states for large \( \mu \) (which enable large \( m_{j} \)) or very large \( \alpha \) which fulfill condition (C8) while still being compatible with condition (C9).

---

**Appendix D: Details about the numerical simulations of clean systems**

From the numerical perspective, the solution of Eq.(B3) for the poles is not optimal given that one has to solve the non-linear equation for \( \omega \). Therefore, we employ an alternative approach in which we couple SM to an artificial clean superconductor. We use the parameters for the superconductor and tunneling Hamiltonian such that in the end we reproduce Eq. (B3) after integrating out the SC degrees of freedom.

To obtain the correct self-energy Eq. (B2), the thickness of the simulated clean superconductor needs to be made significantly larger than the coherence length. This is achieved by using \( R_{3} = 3 \mu m \) for the simulations shown in Fig. 3 and 4 of the main text. All parameters are chosen independent of \( r \) except of

\[
\Delta(r) = \begin{cases} 0 & r < R_{2} \\ \Delta & r \geq R_{2} \end{cases}, \tag{D1}
\]

\[
\alpha = \begin{cases} \alpha & r < R_{2} \\ 0 & r \geq R_{2} \end{cases}, \tag{D1}
\]

\[
A_{\varphi} = \begin{cases} \Phi(R_{2})/\left(2\pi R_{3}^{2}\right) & r < R_{2} \\ \Phi(R_{2})/\left(2\pi r\right) & r \geq R_{2} \end{cases}. \tag{D1}
\]

Here, \( \Phi(R_{3}) \) corresponds to the flux penetrating the superconducting core. To solve the non-linear equation for \( \omega \), we employ an alternative approach in which we couple SM to an artificial clean superconductor. We use the parameters for the superconductor and tunneling Hamiltonian such that in the end we reproduce Eq. (B3) after integrating out the SC degrees of freedom.

**Appendix E: Full cylinder semiconductor model in the small radius limit.**

In this section we consider the full cylinder limit discussed in the main text (\( R_{1} \to 0 \) in Fig. 1). Using an effective model we demonstrate analytically the topological phase exists when exactly one superconducting flux quantum penetrates the core. The results of this section are complimentary to the numerical calculations of the main text. The effective Hamiltonian for the model is given by

\[
\hat{H}_{BAG} = \left( \frac{p_{z}^{2}}{2m_{*}} - \frac{1}{2m_{*}r} \frac{\partial}{\partial r} (\alpha_{r} r \frac{\partial}{\partial r}) - \mu \right) \tau_{z} + \frac{1}{2m_{*}r^{2}} \left( m_{j} - \frac{1}{2} \sigma_{z} - \frac{b}{2} r^{2} \tau_{z} \right)^{2} \tau_{z}
\]

\[
- \frac{\alpha_{\tau}}{r} \sigma_{z} \tau_{z} \left( m_{j} - \frac{1}{2} \sigma_{z} - \frac{b}{2} r^{2} \tau_{z} \right) + \alpha_{\tau} \sigma_{y} \tau_{z} + \Delta(r) \tau_{z}. \tag{E1}
\]

and, unlike in the hollow cylinder limit, one has to solve the radial part of Eq. (E1). We introduced the dimensionless variable \( b = eBR_{3}^{2}/\Phi_{0} \). The proximity-induced gap \( \Delta(r) \) must vanish in the middle of the core, \( \lim_{r \to 0} \Delta(r) = 0 \). We consider below the case when \( \Delta(r) = \Delta/r_{2} \), although the particular choice for the radial dependence of \( \Delta(r) \)
is not important for the demonstration of the existence of the topological phase.

We restrict our analysis to the \( m_J = 0 \) sector for \( n = 1 \) in the limit \( 1/m^* R_2^2 \gg \alpha / R_2 \). In this case, the problem at hand can be simplified since the Hamiltonian becomes separable at \( \alpha \to 0 \) and effect of spin-orbit can be included perturbatively. In the limit \( \alpha \to 0 \), the electron spin is conserved and the Bogoliubov transformation diagonalizing Hamiltonian (E1) can written as

\[
\gamma_{\lambda, p_z, \sigma} = \int_0^{R_2} r dr \left[ U_{\lambda, p_z, \sigma}(r) \Psi_{p_z, \sigma}(r) + V_{\lambda, p_z, -\sigma}(r) \Psi_{p_z, -\sigma}(r) \right] , \tag{E2}
\]

where the transformation coefficients \( U_{\lambda, p_z, \sigma}(r) \) and \( V_{\lambda, p_z, \sigma}(r) \) are given by the solution of Eq. (E1). Neglecting the spatial dependence of \( \Delta(r) \), the functions \( U_{\lambda, p_z, \sigma}(r) \) and \( V_{\lambda, p_z, \sigma}(r) \) can be approximately written as

\[
U_{\lambda, p_z, \sigma}(r) = u_{\lambda, \sigma}(p_z) f_{\lambda, \sigma}(r) \tag{E3}
\]
\[
V_{\lambda, p_z, \sigma}(r) = v_{\lambda, \sigma}(p_z) f_{\lambda, \sigma}(r) \tag{E4}
\]

where the single-particle wave functions \( f_{\lambda, \sigma}(r) \) are defined by the following radial Schrödinger equation:

\[
-\frac{1}{2m^*} \left( \frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r} - \frac{1 + \sigma_z}{2r^2} + \frac{b^2}{4R_2^2} \frac{r^2}{R_2^2} + \frac{b}{2} \frac{1 + \sigma_z}{R_2^2} \right) f_{\lambda, \sigma}(r) = \varepsilon_{\lambda, \sigma} f_{\lambda, \sigma}(r) . \tag{E5}
\]

The linear term in \( b \) represents a constant energy shift,

\[
\delta_{\sigma} = \begin{cases} \frac{b}{m^* R_2^2} & \sigma = \uparrow , \\ 0 & \sigma = \downarrow . \end{cases} \tag{E6}
\]

After introducing the dimensionless coordinate \( x = r / R_2 \) and the dimensionless energies \( \kappa_{\lambda, \sigma} = 2m^* R_2^2 (\varepsilon_{\lambda, \sigma} + \delta_{\sigma}) \), the above equation becomes

\[
\left( -\frac{1}{x} \frac{\partial}{\partial x} x \frac{\partial}{\partial x} + \frac{1 + \sigma_z}{2x^2} + \frac{b^2}{4x^2} \right) f_{\lambda, \sigma}(x) = \kappa_{\lambda, \sigma} f_{\lambda, \sigma}(x) . \tag{E7}
\]

The normalized eigenstates of this equation, satisfying the boundary condition \( f_{\lambda, \sigma}(x = 1) = 0 \), are

\[
f_{\lambda, \uparrow}(r) = C_{\lambda \uparrow} R_2^{-1} e^{-x^2/4} \left( 1 - \frac{\kappa_{\lambda \uparrow}}{2b} \right) \frac{1}{2} F_1 \left( 1, \frac{x^2}{2} \right) , \tag{E8}
\]
\[
f_{\lambda, \downarrow}(r) = C_{\lambda \downarrow} R_2^{-1} e^{-x^2/4} \left( 1 - \frac{\kappa_{\lambda \downarrow}}{2b} \right) \frac{1}{2} F_1 \left( 1, \frac{x^2}{2} \right) . \tag{E9}
\]

Here, \( \frac{1}{2} F_1 \) is the \( \text{is the} \) Kummer confluent hypergeometric function and the coefficients \( C_{\lambda \sigma} \) are determined by the normalization condition

\[
\int_0^{R_2} |f_{\lambda, \sigma}(r)|^2 r dr = 1 . \tag{E10}
\]

The corresponding eigenvalues are

\[
\varepsilon_{\lambda, \sigma} = \frac{\kappa_{\lambda, \sigma}^2}{2m^* R_2^2} - \delta_{\sigma} \tag{E11}
\]

where \( \kappa_{\lambda, \sigma} \) are zeros of the appropriate Kummer confluent hypergeometric function for the two spins. Taking all into account, for \( b = 1 \) and \( n = 1 \) the lowest eigenvalues of Eq. (E5) are

\[
\varepsilon_{1, \uparrow} \approx 13.77 \frac{2m^* R_2^2}{2m^* R_2^2} , \quad \varepsilon_{1, \downarrow} \approx 5.84 \frac{2m^* R_2^2}{2m^* R_2^2} , \tag{E12}
\]
\[
\varepsilon_{2, \uparrow} \approx 48.30 \frac{2m^* R_2^2}{2m^* R_2^2} , \quad \varepsilon_{2, \downarrow} \approx 30.55 \frac{2m^* R_2^2}{2m^* R_2^2} . \tag{E13}
\]

Note that different values of \( b \) will affect the numerical coefficients reported above.

In the limit \( 1/2m^* R_2^2 \gg \alpha / R_2, \Delta \), one can project the system to the lowest energy manifold (i.e. \( \lambda = 1 \)) and integrate over radial coordinate. After some algebra, the effective Hamiltonian takes the simple form (up to a constant):

\[
\tilde{H}_{\text{BdG}} = \left( \frac{\mu^2}{2m^*} - \tilde{\mu} \right) \sigma_z + \tilde{\nu}_Z \sigma_z + \tilde{\alpha} p_z \sigma_y r_z + \tilde{\Delta} r_z ,
\]

where the effective parameters are given by:

\[
\tilde{\mu} = \mu - \frac{\varepsilon_{1, \uparrow} + \varepsilon_{1, \downarrow}}{2} - \frac{\alpha}{2R_2} \left( A \uparrow - B \uparrow - B \uparrow \right) \tag{E14}
\]
\[
\tilde{\nu}_Z = \frac{\varepsilon_{1, \uparrow} - \varepsilon_{1, \downarrow}}{2} + \frac{\alpha}{2R_2} \left( A \uparrow + B \uparrow \right) \tag{E15}
\]
\[
\tilde{\alpha} = \alpha C \tag{E16}
\]
\[
\tilde{\Delta} = \Delta D \tag{E17}
\]
the semiconducting core rather than localized at cause the semiconducting states are distributed through cylinder model. As mentioned in the main text, this is be-
b = 1 (i.e. one flux quantum) in contrast to the hollow phases occurs at ically trivial (i.e. s-wave) to non-trivial (i.e. p-wave) topological quantum phase transition from the topolog-
and supports topological superconducting phase. The also maps onto Majorana nanowire model of Refs. [19, 20]
so that the flux cannot perfectly cancel the effect of the winding number.

In summary, we have shown that full cylinder model also maps onto Majorana nanowire model of Refs. [19, 20] and supports topological superconducting phase. The topological quantum phase transition from the topologically trivial (i.e. s-wave) to non-trivial (i.e. p-wave) phases occurs at

$$|\tilde{V}_Z| = \sqrt{\tilde{\mu}^2 + \tilde{\Delta}^2}. \quad (E22)$$

Note that so far we have considered $m_J = 0$ sector. One needs to investigate other $m_J$ sectors and make sure that quasiparticle gap does not close in the topological phase. This can be done numerically, see main text.

In order to understand the topological phase transition within as a function of magnetic flux within the same lobe, it’s useful to study the bulk DOS calculated, for example, in the middle of the wire. We focus on $n = 1$ lobe in Fig. 8 (a) where the topological phase transition manifests itself by closing of the bulk. It’s also enlighten-
ing to compare the bulk DOS and local DOS at the ends of the wire shown in Fig. 3 B of the main text. One may notice the asymmetry with respect to the center of the lobes which follows from the different dependence of the semiconducting and superconducting states on magnetic field.

This asymmetry depends on parameters and in Fig. 8 (b) we show the boundary DOS for a different set of parameters, in which the zero bias peaks extend through-out the entire $n = 1$ and $n = 3$ lobes. Note, however, that according to Fig. 3 A the system is gapless for this parameter at $\Phi(R_2) = \Phi_0$. However, as discussed in the main text, the rotational-symmetry-breaking perturbations (e.g. disorder) may lead to gap opening for $m_J \neq 0$ states and therefore stabilize the topological phase.

Appendix G: Details about the numerical simulations of disordered systems

For the simulations with disorder in Fig. 4 of the main text, we use the Kwant package [42] for discretizing the Hamiltonian on a 2D square lattice, using a lattice spacing of 10 nm. The system is assumed to be translation-invariant along the $z$ direction, with the disorder config-
uration repeating along the $z$-axis. This trick is required since a full 3D simulation would be computationally too demanding. To accommodate to the higher computational cost we use a smaller $R_3$ of 1.5 $\mu$m in these simulations. In Fig. 9 we show phase diagrams for different disorder realizations.
FIG. 9. Phase diagrams for different disorder realizations used to obtain the average in Fig. 3.
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