SOLUTIONS TO THE SINGULAR $\sigma_2$–YAMABE PROBLEM WITH ISOLATED SINGULARITIES

ALMIR SILVA SANTOS

Abstract. Given $(M, g_0)$ a closed Riemannian manifold and a nonempty closed subset $X$ in $M$, the singular $\sigma_k$–Yamabe problem asks for a complete metric $g$ on $M \setminus X$ conformal to $g_0$ with constant $\sigma_k$–curvature. The $\sigma_k$–curvature is defined as the $k$–th elementary symmetric function of the eigenvalues of the Schouten tensor of a Riemannian metric. The main goal of this paper is to find solutions to the singular $\sigma_2$–Yamabe problem with isolated singularities in any compact non-degenerate manifold such that the Weyl tensor vanishing to sufficiently high order at the singular point. We will use perturbation techniques and gluing methods.

1. Introduction

Since the complete resolution of the Yamabe problem by Yamabe [35], Trudinger [33], Aubin [1] and Schoen [30], much attention has been given to the study of conformal geometry. To understand the problem we are interested in this work, first lets recall some background definition from Riemannian Geometry. Given a Riemannian manifold $(M, g)$, there exists an orthogonal decomposition of the curvature tensor $Rm_g$ which is given by

$$Rm_g = W_g + A_g \odot g,$$

where $\odot$ is the Kulkarni-Nomizu product, $A_g$ is the Shouten Tensor defined as

$$A_g = \frac{1}{n-2} \left( Ric_g - \frac{1}{2(n-1)} R_g g \right),$$

$Ric_g$ and $R_g$ are respectively the Ricci tensor and the scalar curvature of the metric $g$, see [10] for instance. Since the Weyl curvature tensor $W_g$ is conformally invariant in the sense that $W_{e^f g} = e^{f} W_g$, then to understand the conformal class of the metric $g$ it is natural to study the Schouten tensor $A_g$. For $k \in \{1, \ldots, n\}$, the $\sigma_k$–curvature is defined as

$$\sigma_k(A_g) := \sum_{1 \leq i_1 < \cdots < i_k \leq n} \lambda_{i_1} \cdots \lambda_{i_k},$$

that is, $\sigma_k(A_g)$ is the $k$–th elementary symmetric function of the eigenvalue $(\lambda_1, \ldots, \lambda_n)$ of $A_g$.
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The $\sigma_k$–Yamabe problem asks for a conformal metric in a given closed Riemannian manifold $(M, g)$ with $\sigma_k$–curvature constant. Note that since $\sigma_1(A_g) = \frac{1}{2(n-1)}R_g$, then the case $k = 1$ is the classical Yamabe problem. The $\sigma_k$–Yamabe problem has been extensively studied in the past years. We direct the reader to the papers [6, 7, 14, 15, 23, 31] and the references contained therein.

It is then natural to ask whether every noncompact Riemannian manifold is conformally equivalent to a complete manifold with constant $\sigma_k$–curvature. When the noncompact manifold has a simple structure at infinity, this question may be studied by solving the singular $\sigma_k$–Yamabe problem: Given $(M, g_0)$ a closed Riemannian manifold and a nonempty closed set $X$ in $M$, find a complete metric $g$ on $M\setminus X$ conformal to $g_0$ with constant $\sigma_k$–curvature. For $k = 1$ this problem has been extensively studied in recent years, and many existence results as well as obstructions to existence are known. See [32] and the references contained therein (See also [2]).

The equation $\sigma_k(A_g) = \text{constant}$ is always elliptic for $k = 1$, while for $k \geq 2$ we need some additional hypothesis, for example, a sufficient condition for this is that $g$ is $k$–admissible. By definition a metric $g$ on $M$ is said to be $k$–admissible if it belongs to the $k$–th positive cone $\Gamma^+_k$, this means that

$$g \in \Gamma^+_k \iff \sigma_1(A_g), \ldots, \sigma_k(A_g) > 0.$$  

We will produce conformal complete metric in a given closed manifold $(M, g_0)$ with nonremovable isolated singularity with positive constant $\sigma_2$–curvature. Before write precisely our main result lets remember some well known facts about the $\sigma_k$–curvature.

For $4 \leq 2k < n$ it was proved in [9] and [11] that if $S^n \setminus X$ admits a complete Riemannian metric $g$ conformal to the round metric $g_{S^n}$ with $\sigma_1(A_g) \geq c > 0$ and $\sigma_2(A_g), \ldots, \sigma_k(A_g) \geq 0$, then the Hausdorff dimension of $X$ is less then or equal to $(n - 2k)/2$. On the other hand, using the estimate, obtained in [13], namely,

$$\text{Ric}_{g} \geq \frac{(2k - n)(n - 1)}{(k - 1)} \left( \frac{n}{k} \right)^{-1/k} \sigma_k^{1/k}(A_g)g,$$

for locally conformally flat manifold and the Bonnet-Myers’s theorem, Gonzalez [11] observed that there is no singular metric in $S^n$ with positive constant $\sigma_k$–curvature and $n < 2k$. In [8] the authors proved that there is no complete metric with constant positive $\sigma_{n/2}$–curvature, conformally related with the canonical metric in $\mathbb{R}^n \setminus \{0\}$, and with radial conformal factor. For $2 \leq k \leq n$, Han, Li and Teixeira [16] proved, as in the case $k = 1$ (see [4], [21] and [24]), that any complete metric in $S^n$ with nonremovable isolated singularity, positive constant $\sigma_k$–curvature and conformal to the canonical one is asymptotic to some rotationally symmetric metric near the singular set. Although these results are for locally conformally flat manifold, they motivate us to consider the singular $\sigma_k$–Yamabe problem with $2 \leq 2k < n$.

In [24], Marques proved that given a closed manifold $(M, g)$, not necessarily locally conformally flat, with dimension $3 \leq n \leq 5$ then every complete metric with positive constant scalar curvature and with nonremovable isolated singularity is asymptotic to a radial one near the singular set. It should be an interesting question ask if there is an analogous result for singular metrics with positive constant $\sigma_k$–curvature. Another interested problem is related with the Hausdorff dimension estimate $(n - 2k)/2$. For $k = 1$ this estimate is sharp. In [23], the authors constructed metrics of constant positive scalar curvature that are singular at any given
disjoint union of smooth submanifolds of \( S^n \) of dimensions \( 0 < k_i \leq (n - 2)/2 \). In fact, a model to the positive singular Yamabe problem is the manifold \( S^n \setminus \mathbb{S}^l \) with \( l \geq 0 \) and has positive constant scalar curvature equal to \( (n - 2l - 1)(n - 1) \) for all \( l < (n - 2)/2 \). Up to our knowledge, it is not known if the correspond estimate for \( k > 1 \) is sharp. Gonzalez [11] has showed that

\[
l_k := \sup\{l \geq 0; P_1(l), \ldots, P_k(l) > 0\} \to \frac{n - 2}{2} - O(\sqrt{n}), \quad \text{as} \quad n \to \infty,
\]

where \( P_i(l) \) is the \( \sigma_i \)-curvature of \( S^{n-l-1} \times \mathbb{H}^{l+1} \). See [12] for more details about this subject.

Only few results are known about the singular \( \sigma_k \)-Yamabe problem. Using a similar method like Mazzeo and Pacard [25] used to construct singular metrics in the sphere \( S^n \) with positive constant scalar curvature, Mazzieri and Ndiaye [27] proved the following existence result:

**Theorem 1.1** (Mazzieri-Ndiaye [27]). Suppose \( \Lambda \subset S^n \) is a finite set which is symmetrically balanced, that is, there exists an orthogonal transformation \( T \in O(n + 1) \) of \( \mathbb{R}^{n+1} \) such that \( T(\Lambda) = \Lambda \) and 1 is not an eigenvalue of \( T \). Assuming \( 2 \leq 2k < n \), then there exists a family of complete Riemannian metric on \( S^n \setminus \Lambda \) with positive constant \( \sigma_k \)-curvature, which are conformal to the standard metric in \( S^n \).

We notice that by a result in [8] there is no complete metric in \( S^n \setminus \{p\} \) with positive constant \( \sigma_k \)-curvature which is radially symmetric and conformal to the standard round metric. If \( \Lambda = \{p_1, \ldots, p_m\} \subset S^n \) is a finite set which is symmetrically balanced, then \( T(p) = p \), where \( p = \sum p_i \) and \( T \in O(n + 1) \) is a linear orthogonal transformation such that 1 is not an eigenvalue of \( T \) and \( \Lambda \) is \( T \)-invariant. This implies that the only possibility is that \( p = 0 \), and so \( m \geq 2 \).

Inspired by the construction presented in [26], Mazzei and Segatti [28] has constructed complete noncompact locally conformally flat metrics with positive constant \( \sigma_k \)-curvature with \( 2 \leq k < n \). The method consists in performing the connected sum of a finite number of Delaunay-type metrics. For connected sum in the compact case see [3].

Our main result is concerned with the positive singular \( \sigma_2 \)-Yamabe problem in the case where \( X \) is finite set which can be a single point. We will construct solutions to this problem under a condition on the Weyl tensor. The method which we will apply is based on perturbation techniques and gluing procedure. This method was applied in [32] to solve the problem in the case \( k = 1 \). We restrict ourselves to the case \( k = 2 \) since by the identity \( \sigma_2(A_g) = \frac{1}{2}((\text{tr}_g A_g)^2 - |A_g|^2_g) \) we find explicitly an expression to the equation \( \sigma_2(A_g) = \text{constant} \). It is an interesting problem to solve the singular \( \sigma_k \)-Yamabe problem for \( 3 \leq k < n/2 \).

The main result of this paper reads as follows:

**Main Theorem:** Let \( (M^n, g_0) \) be an compact Riemannian manifold nondegenerate with dimension \( n \geq 5 \), \( g_0 \) conformal to some \( 2 \)-admissible metric and the \( \sigma_2 \)-curvature is equal to \( n(n - 1)/8 \). Let \( \{p_1, \ldots, p_m\} \) be a set of points in \( M \) such that \( \nabla_{\partial_j} W_{\partial_j}(p_i) = 0 \) for \( j = 0, 1, \ldots, \frac{m-1}{2} \) and \( i = 1, \ldots, m \), where \( W_{\partial_j} \) is the Weyl tensor of the metric \( g_0 \). Then, there exist a constant \( \varepsilon_0 > 0 \) and a one-parameter family of complete metrics \( g_{\varepsilon} \) on \( M \setminus \{p_1, \ldots, p_m\} \) defined for \( \varepsilon \in (0, \varepsilon_0) \), conformal to \( g_0 \), with constant \( \sigma_2 \)-curvature equal to \( n(n - 1)/8 \), obtained by
attaching Delaunay-type ends to the points $p_1, \ldots, p_m$. Moreover, $g_\varepsilon \to g_0$ uniformly on compact sets in $M \setminus \{p_1, \ldots, p_m\}$ as $\varepsilon \to 0$.

We notice here that by a result of Sheng, Trudinger and Wang \cite{31} for all $4 \leq 2k \leq n$ the positive $\sigma_k$–Yamabe problem always has a solution since the operator is variational and the initial metric is conformal to another $k$–admissible. But, by a result due to Viaclovsky \cite{34} the operator is always variational in the case $k = 2$. Also, it is well known by \cite{3} that for $3 \leq k \leq n$ the operator is variational if and only if the manifold is locally conformally flat.

The nondegeneracy is defined as follows

Definition 1.2. A metric $g$ with constant $\sigma_2$–curvature equal to $n(n - 1)/8$ is nondegenerate if the operator $L_1^g : C^{2,\alpha}(M) \to C^{0,\alpha}(M)$ is surjective for some $\alpha \in (0,1)$, where $L_1^g$ is defined in (11). Here $C^{k,\alpha}(M)$ is the standard Hölder spaces on $M$.

When the operator $L_1^g$ is elliptic, we need only check the injectivity. For example, it is clear that the round sphere $S^n$ is degenerate because $L_1^{g_0} = c_n(\Delta_{g_0} + n)$ annihilates the restrictions of linear functions on $\mathbb{R}^{n+1}$ to $S^n$, where $c_n = -(n - 1)(n - 4)/8$.

Mazzieri and Ndiaye proved their theorem in the sphere, which is locally conformally flat. With this assumption, in the neighborhood of $p_i$ the metric is essentially the standard metric on $\mathbb{R}^n$, and in this case it is possible to transfer the metric to cylindrical coordinates, where there is a family of well known Delaunay-type solutions. In our case we only have that the Weyl tensor vanishes to sufficiently high order at each point $p_i$. Since the singular $\sigma_k$–Yamabe problem is conformally invariant, it is more convenient to work in conformal normal coordinates. As indicated in \cite{20} in such coordinates we get some simplifications. The order $\left[\frac{n-4}{2}\right]$ comes up naturally in our method and will be fundamental to solve the problem locally, although we do not know if it is the optimal one.

The organization of this paper is as follows.

All the analysis in the paper are done considering $m = 1$. In Section 2 we record some notation that will be used throughout the work. We review some results concerning the Delaunay-type solutions for the constant $\sigma_k$–curvature equation and using the right inverse found in \cite{27} and a perturbation argument we construct a right inverse for the linearized operator about such solution. In Section 3 we work with conformal normal coordinates in a neighborhood of $p_i$, since in these coordinates we get some simplifications. We use the assumption on the Weyl tensor to finding a family of constant $\sigma_2$–curvature metrics in a small ball centered at the singular point, which depends on $n + 2$ parameters with prescribed Dirichlet data. In Section 4 we work with a metric which has constant $\sigma_2$–curvature and we find a family of constant $\sigma_2$–curvature metrics, which also depends on $n + 2$ parameters with prescribed Dirichlet data. Finally, in Section 5 we put all results obtained in the previous sections together to proof the Main Theorem for the case $m = 1$. The fact that the metric is conformal to some one $2$–admissible allow us to use elliptic regularity. For the general case we briefly explain the minor changes that need to be made in order to deal with more than one singular point.
2. Preliminaries

In this section we record some notation and results that will be used frequently, throughout the rest of the work and sometimes without comment.

We use the symbols $c$, $C$, with or without subscript, to denote various positive constants. We write $f = O'(C r^k)$ to mean $f = O(C r^k)$ and $\nabla f = O(C r^{k-1})$. $O''$ is defined similarly.

2.1. Notation. Let us denote by $e_j$, for $j \in \mathbb{N}$, the eigenfunction of the Laplace operator on $S^{n-1}$ with corresponding eigenvalue $\lambda_j$, where $\lambda_0 = 0$, $\lambda_1 = \cdots = \lambda_n = n - 1$, $\lambda_{n+1} = 2n, \ldots$ and $\lambda_j \leq \lambda_{j+1}$ with unit $L^2$-norm. That is,

$$\Delta_{S^{n-1}} e_j + \lambda_j e_j = 0 \quad \text{and} \quad \|e_j\|^2_2 = \int_{S^{n-1}} e_j^2 = 1.$$ 

Remember that $\{e_j\}$ is an orthonormal basis of $L^2(S^{n-1})$. These eigenfunctions are restrictions to $S^{n-1} \subset \mathbb{R}^n$ of homogeneous harmonic polynomials in $\mathbb{R}^n$. The $i$-th eigenvalue counted without multiplicity is $i(i + n - 2)$.

Let $S^{n-1}_r$ be the sphere with radius $r > 0$. If the eigenfunction decomposition of the function $\phi \in L^2(S^{n-1}_r)$ is given by

$$\phi(r \theta) = \sum_{j=0}^{\infty} \phi_j(r) e_j(\theta) \quad \text{where} \quad \phi_j(r) = \int_{S^{n-1}_r} \phi(r \theta) e_j,$$

then we define the projection $\pi''_r$ onto the $high frequencies$ space by the formula

$$\pi''_r(\phi)(r \theta) := \sum_{j=n+1}^{\infty} \phi_j(r) e_j(\theta).$$

The $low frequencies$ space on $S^{n-1}_r$ is spanned by the constant functions and the restrictions to $S^{n-1}_r$ of linear functions on $\mathbb{R}^n$.

2.2. The constant $\sigma_k$–curvatura equation. Let $(M, g_0)$ be a closed Riemannian manifold of dimension $n \geq 3$. Let $A_{g_0}$ be the Schouten tensor of the metric $g_0$ defined in (1).

The so-called $\sigma_k$–curvatura of $(M, g_0)$, which is a smooth function denoted by $\sigma_k(A_{g_0})$, is defined pointwise for each $p \in M$ as the $k$–th symmetric elementary function of the eigenvalues of the tensor $A_{g_0}(p)$. Since

$$\sigma_1(A_{g_0}) = \text{tr}_{g_0}(A_{g_0}) \quad \text{and} \quad \sigma_2(A_{g_0}) = \frac{1}{2} \left( \text{tr}_{g_0}(A_{g_0})^2 - |A_{g_0}|^2_{g_0} \right),$$

notice that

$$\sigma_1(A_{g_0}) = \frac{R_{g_0}}{2(n - 1)} \quad \text{and} \quad \sigma_2(A_{g_0}) = \frac{n}{8(n - 1)(n - 2)^2} R_{g_0}^2 - \frac{|Ric_{g_0}|^2_{g_0}}{2(n - 2)^2}.$$

The Euclidean space $\mathbb{R}^n$ with its standard metric is $\sigma_k$–flat for any $1 \leq k \leq n$, whereas the standard sphere $S^n$ has $A_{S^n} = \frac{1}{2} g_{S^n}$ and thus

$$\sigma_k(A_{S^n}) = \frac{1}{2k} \binom{n}{k} \quad \text{for} \quad 1 \leq k \leq n.$$ 

For a given nonempty closet set $X \subset M$, the positive singular $\sigma_k$–Yamabe problem amounts to find a conformal factor $u \in C^\infty(M \setminus X)$ such that the metric
$g = u^{\frac{4k}{n-2k}}g_0$ is complete on $M \setminus X$ and verifies

$$\sigma_k(A_g) = \frac{1}{2^k} \left( \begin{array}{c} n \\ k \end{array} \right) \text{ in } M \setminus X.$$  

(3)

Now we define the nonlinear operator

$$H_{g_0}(u) = \left( \frac{n-2k}{4k} \right)^k u^{\frac{2kn}{n-2k}} \sigma_k(A_g) - \left( \frac{n}{k} \right) \left( \frac{n-2k}{4k} \right)^k u^{\frac{2kn}{n-2k}}.$$  

(4)

The equation (3) is equivalent to

$$H_{g_0}(u) = 0 \text{ in } M \setminus X,$$

(5)

with a suitable condition in the singular set, for instance, the function $u$ goes to infinity with a sufficiently fast rate. This equation is fully nonlinear for $k > 1$.

The operator $H_{g_0}$ obeys the following relation concerning conformal changes of the metric

$$H_{v^{4k/(n-2k)}g}(u) = v^{-\frac{2kn}{n-2k}} H_g(vu).$$

(6)

and the Schouten tensor obeys the following well transformation law

$$A_{v^{4k/(n-2k)}g} = A_g - \frac{2k}{n-2k} u^{-1} \nabla^2_g u + \frac{2kn}{(n-2k)^2} u^{-2} du \otimes du - \frac{2k^2}{(n-2k)^2} u^{-2} |du|^2 g$$

In this work we are interested in the case $k = 2$. So, using the second formula in (2) we obtain the expression for the nonlinear operator $H_{g_0}$ in this case

$$H_{g_0}(u) = \left( \frac{n-4}{4} \right)^2 u^4 \sigma_2(A_{g_0}) + \frac{u^2}{2} (\Delta_{g_0} u)^2 - \frac{n-4}{8(n-2)} R_{g_0} u^2 |\nabla_{g_0} u|^2_{g_0}$$

$$- \frac{n-4}{8(n-2)} R_{g_0} u^3 \Delta_{g_0} u + \frac{n-2}{n-4} u |\nabla_{g_0} u|^2_{g_0} \Delta_{g_0} u - \frac{u^2}{2} |\nabla^2_{g_0} u|^2_{g_0}$$

$$+ \left\langle \text{Ric}_{g_0}, \frac{n-4}{4(n-2)} u^3 \nabla^2_{g_0} u - \frac{n}{4(n-2)} u^2 \nabla_{g_0} u \otimes \nabla_{g_0} u \right\rangle_{g_0}$$

$$+ \frac{n}{n-4} u (\nabla_{g_0} u \otimes \nabla_{g_0} u, \nabla^2_{g_0} u)_{g_0} - \frac{n(n-1)(n-4)^2}{128} |u|^{\frac{4n-4}{n-4}} u.$$

(7)

We seek a positive function which solves (5). We will use perturbation techniques and gluing methods to finding this solution. Expanding $H_g$ about a function $u$, not necessarily a solution, gives

$$H_g(u + v) = H_g(u) + L^u_g(v) + Q^u(v),$$

where

$$L^u_g(v) = \left. \frac{d}{dt} \right|_{t=0} H_g(u + tv)$$

(8)

$$= \left( u^2 \Delta u - \frac{n-4}{8(n-2)} R_g u^3 + \frac{n-2}{n-4} u |\nabla u|^2 \right) \Delta v$$

$$+ \left( \frac{n-4}{4} u^3 \sigma_2(A_g) + u (\Delta u)^2 - \frac{n-4}{4(n-2)} R_g u |\nabla u|^2 \right) v.$$
+ \frac{n - 2}{n - 4} |\nabla u|^2 \Delta u - \frac{3(n - 4)}{8(n - 2)} R_g u^2 \Delta u - u |\nabla^2 u|^2 \\
+ \frac{3(n - 4)}{4(n - 2)} u^2 (Ric_g, \nabla^2 u) - \frac{n}{2(n - 2)} u (Ric_g, \nabla u \otimes \nabla u) \\
+ \frac{n}{n - 4} (\nabla u \otimes \nabla u, \nabla^2 u) - \frac{n^2(n - 1)(n - 4)}{32} |u|^{\frac{2n + 4}{n - 2}} v \\
+ \left\langle 2(n - 2) \frac{n - 4}{n - 4} u \nabla u \Delta u - \frac{n - 4}{4(n - 2)} R_g u^2 \nabla u, \nabla v \right\rangle \\
+ \left\langle \frac{n - 4}{4(n - 2)} u^3 Ric_g - u^2 \nabla^2 u + \frac{n}{n - 4} u \nabla u \otimes \nabla u, \nabla^2 v \right\rangle \\
+ \left\langle \frac{2n}{n - 4} u \nabla^2 u - \frac{n}{2(n - 2)} u^2 Ric_g, \nabla u \otimes \nabla v \right\rangle \\
and \\
(9) \quad Q^u(v) = \int_0^1 \int_0^1 \frac{d}{ds} L_g^{uv + sv}(v) ds dt.

Note that, from the property (9), we obtain

(10) \quad L_{w^{k+1/n-k}}(w) = u^{\frac{2n+4}{n-2}} L_g^{uv}(uw).

It is important to emphasize here that in this work \((M,g_0)\) always will be a compact Riemannian manifold of dimension \(n \geq 5\) with constant \(\sigma_2\)-curvature equal to \(n(n - 1)/8\) and nondegenerate, see Definition 1.2. This implies that the operator \(L_{g_0}^1 : C^{2,\alpha}(M) \to C^{0,\alpha}(M)\) given by

(11) \quad L_{g_0}^1 u = -\frac{n - 4}{8(n - 2)} R_{g_0} \Delta_{g_0} u - \frac{n(n - 1)(n - 4)}{8} u + \frac{n - 4}{4(n - 2)} (Ric_{g_0}, \nabla^2 u)_{g_0}

is surjective for some \(\alpha \in (0,1)\). In the round sphere \(S^n\) we have \(R_{g_0} = n(n - 1)\) and \(Ric_{g_0} = (n - 1)g_0\), so

(11) \quad L_{g_0}^1 u = -\frac{(n - 1)(n - 4)}{8} (\Delta_{g_0} + n) u.

2.3. Delaunay-type solutions. In this section we recall some facts about the Delaunay-type solutions in the \(\sigma_k\)-curvature setting. Our solution to the singular \(\sigma_k\)-Yamabe problem will be asymptotic to some Delaunay-type solutions.

If \(g = u^{\frac{4}{n-k+2}} \delta\) is a complete metric in \(\mathbb{R}^n \setminus \{0\}\) conformal to the Euclidean standard metric \(\delta\) on \(\mathbb{R}^n\) with constant \(\sigma_k\)-curvature equal to \(2^{-k}\left(\begin{array}{c} n \\ k \end{array}\right)\), then \(u\) is a solution of the equation

(12) \quad H_\delta(u) = 0 \quad \text{in} \quad \mathbb{R}^n \setminus \{0\}.

Let us consider that \(u\) is rotationally invariant, and thus the equation it satisfies may be reduced to an ordinary differential equation. These metrics has been studied in 8, see also 27.
Since $\mathbb{R}^n \setminus \{0\}$ is conformally diffeomorphic to a cylinder, it will be convenient to use the cylindrical background. In other words, consider the conformal diffeomorphism $\Phi : (S^{n-1} \times \mathbb{R}, g_{cyl}) \to (\mathbb{R}^n \setminus \{0\}, \delta)$ defined by $\Phi(\theta, t) = e^{-\theta}t$ and where $g_{cyl} := dt^2 + d\theta^2$. Then $\Phi^* \delta = e^{-2t}g_{cyl}$. Define $v(t) := e^{\frac{2n}{n-k}}u(e^{-t}\theta) = |x|^{\frac{2}{n-k}}u(x)$, where $t = -\log |x|$ and $\theta = \frac{\pi}{n-2k}$. Note that $v$ is defined in the whole cylinder and $\Phi^* g = v^{\frac{n}{n-2k}}g_{cyl}$.

Therefore, the conformal factor $v$ satisfies the following ODE

$$v^2 - \left(\frac{2k}{n-2k}\right)^2 \dot{v}^2 = \left(v - \frac{2k}{n-2k}\right)^2 \ddot{v} = \frac{n}{n-2k}v^{\frac{2n}{n-2k}-1}.$$  \hspace{1cm} (13)

The Hamiltonian energy, given by

$$H(v, w) = \left(v^2 - \left(\frac{2k}{n-2k}\right)^2 w^2\right)^k - v^{\frac{2n}{n-2k}}$$  \hspace{1cm} (14)

is constant along solutions of (13). We summarize the basic properties of this solutions in the next proposition (see Proposition 2.1 in [27] and Proposition 3.1 in [28], see also [8]).

**Proposition 2.1.** Suppose $H(v, \dot{v}) = H_0 \in \left[0, \frac{2k}{n-2k} \left(\frac{n-2k}{n}\right)^\frac{n}{n-2k}\right]$, then we have three cases:

a) If $H_0 = 0$, then either we have the trivial solution $v \equiv 0$, or $v(t) = \cosh \frac{c}{2k} (t-c)$, for some $c \in \mathbb{R}$. The latter conformal factor gives rise to a metric on $S^{n-1} \times \mathbb{R}$ which is non complete and which corresponds in fact to the standard metric $g_{S^n}$ on $S^n \setminus \{p,-p\}$.

b) If $0 < H_0 < \frac{2k}{n-2k} \left(\frac{n-2k}{n}\right)^\frac{n}{n-2k}$, then, in correspondence of each $H_0$, there exists a unique solution $v(t)$ satisfying the conditions $v(0) = 0$, and $\dot{v}(0) > 0$. This solution is periodic and it is such that $0 < v(t) < 1$ for all $t \in \mathbb{R}$. This family of solutions gives rise to a family of complete and periodic metrics on $\mathbb{R} \times S^{n-1}$.

c) If $H_0 = \frac{2k}{n-2k} \left(\frac{n-2k}{n}\right)^\frac{n}{n-2k}$, then there exists a unique solutions to (13) given by $v(t) = \left(\frac{n-2k}{n}\right)^\frac{n}{n-2k}$, for $t \in \mathbb{R}$. This solution gives rise to a complete metric on $S^{n-1} \times \mathbb{R}$ and it is in fact a constant multiple of the cylindrical metric $g_{cyl}$.

We will write the solution of (13) given by the Proposition 2.1 when $H_0 > 0$ as $v_\varepsilon$, where $v_\varepsilon(0) = \min \{v_\varepsilon = e^{(n-2k)/2k} \text{ for } \varepsilon \in (0, ((n-2k)/n)^\frac{n}{n-2k}) \}$ and the corresponding solution of (12) as $u_\varepsilon(x) = |x|^{\frac{2}{n-k}}v_\varepsilon(-\log |x|)$.

For our purposes, the next proposition gives sufficient information about their behavior as $\varepsilon$ tends to zero. Its proof can be found in [27], but we include it here for the sake of the reader.
Proposition 2.2. For $0 < \varepsilon < (\frac{n-2k}{n})^{\frac{1}{2k}}$. Then we have that there exists a positive constant $c_{n,k} > 0$ depending only on $n$ and $k$ such that for all $t \in \mathbb{R}$ we have

\[
\left| v_\varepsilon(t) - \varepsilon \frac{n-2k}{2k} \cosh \left( \frac{n-2k}{2k} t \right) \right| \leq c_{n,k} \varepsilon ^{\frac{n-2k}{2k}} e^{\frac{n-2k}{2k} |t|},
\]

\[
\left| \dot{v}_\varepsilon(t) - \frac{n-2k}{2k} \varepsilon ^{\frac{n-2k}{2k}} \sinh \left( \frac{n-2k}{2k} t \right) \right| \leq c_{n,k} \varepsilon ^{\frac{n-2k}{2k}} e^{\frac{n-2k}{2k} |t|},
\]

\[
\left| \ddot{v}_\varepsilon(t) - \left( \frac{n-2k}{2k} \right)^2 \varepsilon ^{\frac{n-2k}{2k}} \cosh \left( \frac{n-2k}{2k} t \right) \right| \leq c_{n,k} \varepsilon ^{\frac{n-2k}{2k}} e^{\frac{n-2k}{2k} |t|}.
\]

Proof. Since the Hamiltonian energy $H$ is constant along solutions of \((13)\) and $v_\varepsilon(0) = \varepsilon ^{\frac{n-2k}{2k}}$ is the minimum of $v_\varepsilon$, then $H(v_\varepsilon, \dot{v}_\varepsilon) = \varepsilon ^{n-2k} - \varepsilon ^n > 0$. From \([8]\) we have

\[
h_\varepsilon := v_\varepsilon^2 - \left( \frac{2k}{n-2k} \right)^2 \dot{v}_\varepsilon^2 > 0.
\]

Thus

\[
\dot{v}_\varepsilon^2 = \left( \frac{n-2k}{2k} \right)^2 \left( v_\varepsilon^2 - \left( \frac{2k}{n-2k} v_\varepsilon^{\frac{2k}{n-2k}} + \varepsilon ^{n-2k} - \varepsilon ^n \right)^{1/k} \right)
\]

and $\varepsilon ^{\frac{n-2k}{2k}} \leq v_\varepsilon(t)$, for all $t \in \mathbb{R}$, implies that

\[
\dot{v}_\varepsilon^2 \leq \left( \frac{n-2k}{2k} \right)^2 \left( v_\varepsilon^2 - \varepsilon ^{\frac{n-2k}{2k}} \right).
\]

Therefore, using that $\cosh t \leq e^{|t|}$ for all $t \in \mathbb{R}$, we get

\[
v_\varepsilon \leq \varepsilon ^{\frac{n-2k}{2k}} \cosh \left( \frac{n-2k}{2k} t \right) \leq \varepsilon ^{\frac{n-2k}{2k}} e^{\frac{n-2k}{2k} |t|}.
\]

Next, writing the equation \((13)\) for $v_\varepsilon$ as

\[
\dot{v}_\varepsilon \left( \frac{n-2k}{4k^2} \right) v_\varepsilon = -n(n-2k) v_\varepsilon^{2k/n-1} \left( v_\varepsilon^2 - \left( \frac{2k}{n-2k} \right)^2 \dot{v}_\varepsilon^2 \right)^{1-k},
\]

and noting that $\cosh \left( \frac{n-2k}{2k} t \right)$ satisfies the equation

\[
\left( \cosh \left( \frac{n-2k}{2k} t \right) \right)^{n} - \left( \frac{n-2k}{4k^2} \right) \cosh \left( \frac{n-2k}{2k} t \right) = 0,
\]

we can represent $v_\varepsilon$ as

\[
v_\varepsilon(t) = \varepsilon ^{\frac{n-2k}{2k}} \cosh \left( \frac{n-2k}{2k} t \right)
\]

\[
- \frac{n(n-2k)}{4k^2} \varepsilon ^{\frac{n-2k}{2k}} \int_0^t e^{\frac{2k-n}{2k} s} \int_0^s e^{\frac{n-2k}{2k} z} v_\varepsilon^{2k/n-1} (z) (\dot{v}_\varepsilon^2(z))^{1-k} dz ds,
\]

\[
\text{(17)}
\]
Now, since $H(v_c, u_c) > 0$, we get from (14) and (10) that

$$\left(\frac{2}{v_c} - \left(\frac{2k}{n-2k}\right) \frac{2^n}{v_c^2} \right)^{1-k} \leq \epsilon \frac{n+2k}{2k} e^{\frac{n+2k}{2k} \epsilon \frac{2^n}{v_c^2}}.$$

(18)

From (16), (17) and (18) we get that for all $t > 0$

$$0 \leq \epsilon \frac{n-2k}{2k} \cosh \left(\frac{n-2k}{2k} t\right) - v_c(t) \leq c_{n,k} \epsilon \frac{n+2k}{2k} e^{\frac{n+2k}{2k} \epsilon \frac{2^n}{v_c^2}} t,$$

for some constant $c_{n,k} > 0$ which depends only on $n$ and $k$.

Differentiating the identity (17), we get

$$\dot{v}_c(t) = \frac{n}{2k} \epsilon \frac{n-2k}{2k} \sinh \left(\frac{n-2k}{2k} t\right) - I_1(t) - I_2(t),$$

where

$$I_1(t) = \frac{n(n-2k)^2}{(2k)^3} e^{\frac{n-2k}{2k} \epsilon \frac{2^n}{v_c^2}} \int_0^t e^{\frac{n-2k}{2k} \epsilon \frac{2^n}{v_c^2}} \int_0^s e^{\frac{n-2k}{2k} \epsilon \frac{2^n}{v_c^2}} - 1(z) \left(\frac{2^n}{v_c^2}(z)\right)^{1-k} dz ds$$

and

$$I_2(t) = \frac{n(n-2k)^2}{(2k)^2} e^{\frac{n-2k}{2k} \epsilon \frac{2^n}{v_c^2}} \int_0^t e^{\frac{n-2k}{2k} \epsilon \frac{2^n}{v_c^2}} \int_0^s e^{\frac{n-2k}{2k} \epsilon \frac{2^n}{v_c^2}} - 1(z) \left(\frac{2^n}{v_c^2}(z)\right)^{1-k} dz.$$

Using (16) and (18), we get for all $t > 0$ that $I_1(t) \leq c_{n,k} \epsilon \frac{n-2k}{2k} e^{\frac{n+2k}{2k} \epsilon \frac{2^n}{v_c^2}} t$ and $I_1(t) \leq c_{n,k} \epsilon \frac{n-2k}{2k} e^{\frac{n+2k}{2k} \epsilon \frac{2^n}{v_c^2}} t$. From this and (19) we obtain the second inequality. The third one we obtain in analogous way.

**Proposition 2.3.** For any $\epsilon \in (0, (n-2k)/n)^{1/2k})$ and any $x \in \mathbb{R}^n \setminus \{0\}$ with $|x| \leq 1$, the Delaunay-type solution $u_c(x)$ satisfies the estimates

$$\left|\frac{u_c(x) - \frac{2k}{2k} \epsilon \frac{n-2k}{2k} |x|^{2k-n}}{2k}\right| \leq c_{n,k} \epsilon \frac{n+2k}{2k} |x|^{-\frac{n}{2k}},$$

$$\left|x| \partial_n u_c(x) + \frac{n-2k}{2k} e^{\frac{n-2k}{2k} \epsilon \frac{2^n}{v_c^2}} |x|^{2k-n} \right| \leq c_{n,k} \epsilon \frac{n+2k}{2k} |x|^{-\frac{n}{2k}},$$

$$\left|x|^2 \partial_n^2 u_c(x) - \left(\frac{n-2k}{2k} \epsilon \frac{n-2k}{2k} |x|^{2k-n}\right)\right| \leq c_{n,k} \epsilon \frac{n+2k}{2k} |x|^{-\frac{n}{2k}},$$

for some positive constant $c_{n,k}$ that depends only on $n$ and $k$.

**Proof.** The first inequality follows from the first one in the Proposition 2.2 noting that for $t = -\log |x| \geq 0$ with $0 < |x| < 1$ we have $|x|^{2k-n} e^{\frac{n+2k}{2k} \epsilon \frac{2^n}{v_c^2}} t = |x|^{-\frac{n}{2k}}$, $u_c(x) = |x|^{\frac{2k-n}{2k}} v_c(-\log |x|)$ and $\epsilon \frac{n-2k}{2k} |x|^{\frac{2k-n}{2k}} \cosh \left(\frac{n-2k}{2k} t\right) = \frac{2k}{n} \left(1 + |x|^{\frac{2k-n}{2k}}\right)$. The other inequalities follow by iteration.
For the second and third inequality, note that

\[ |x| \partial_k u_\varepsilon(x) = \frac{2k - n}{2k} u_\varepsilon(x) - |x|^{\frac{2k-n}{2k}} \tilde{v}_\varepsilon(-\log |x|), \]

and

\[ \frac{n - 2k}{2k} \varepsilon^{\frac{2k-n}{2k}} |x|^{\frac{2k-n}{2k}} \sinh \left( \frac{n - 2k}{2k} t \right) = \frac{n - 2k}{2k} \varepsilon^{\frac{2k-n}{2k}} |x|^{\frac{2k-n}{2k}} - \frac{1}{2}. \]

Therefore, again by Proposition 2.2 we obtain

\[ |x| \partial_k u_\varepsilon(x) + \frac{n - 2k}{2k} \varepsilon^{\frac{2k-n}{2k}} |x|^{\frac{2k-n}{2k}} \sinh \left( \frac{n - 2k}{2k} t \right) \leq \frac{2k - n}{2k} \left( |u_\varepsilon(x) - \frac{\varepsilon^{\frac{2k-n}{2k}}(1 + |x|^{\frac{2k-n}{2k}})}{2} \right), \]

\[ + \left| \frac{2k-n}{2k} \tilde{v}_\varepsilon(-\log |x|) - \frac{n - 2k}{2k} \varepsilon^{\frac{2k-n}{2k}} |x|^{\frac{2k-n}{2k}} \sinh \left( \frac{n - 2k}{2k} t \right) \right| \leq \varepsilon^{\frac{n-2k}{2}} |x|^{-\frac{n}{k}}. \]

In analogous way we get the third inequality. \( \square \)

For our purposes, it is convenient to consider the following \((n + 2)\)-dimensional family of solution to (20) in a small punctured ball centered at the origin

\( u_{\varepsilon, R, a}(x) := |x - a||x|^2 \varepsilon^{\frac{2k-n}{2k}} v_\varepsilon(-2 \log |x| + \log |x - a| |x|^2 + \log R), \)

where only translations along the Delaunay axis and of the “point at infinity” are allowed (see (27)). This family of solutions comes from the fact that if \( u_\varepsilon \) is a solution then the functions \( R^{\frac{2}{n-2}} u_\varepsilon(R^{-1} x), u_\varepsilon(x + b) \) and \( |x|^{\frac{2k-n}{2k}} u_\varepsilon(|x|^{-2}) \) are still solutions in a small punctured ball centered at the origin for any \( R > 0 \) and \( b \in \mathbb{R}^n \). The last function is related with the inversion \( I(x) = |x||x|^{-2} \) of the \( \mathbb{R}^n \{0\} \).

**Corollary 2.1.** There exists a constant \( r_0 \in (0, 1) \), such that for any \( x \) and \( a \) in \( \mathbb{R}^n \) with \( |x| \leq 1 \), \( |a| |x| < r_0 \), \( R \in \mathbb{R}^+ \), and \( \varepsilon \in (0, ((n - 2k)/n)^{1/2k}) \) the solution \( u_{\varepsilon, R, a} \) satisfies the estimate

\[ u_{\varepsilon, R, a}(x) = u_{\varepsilon, R}(x) + \left( \frac{n - 2k}{2k} u_{\varepsilon, R}(x) + |x| \partial_x u_{\varepsilon, R}(x) \right) a \cdot x + O''\left(|a|^2 |x|^{\frac{2k-n}{2k}}\right) \]

and if \( R \leq |x| \), the estimate

\[ u_{\varepsilon, R, a}(x) = u_{\varepsilon, R}(x) + \left( \frac{n - 2k}{2k} u_{\varepsilon, R}(x) + |x| \partial_x u_{\varepsilon, R}(x) \right) a \cdot x + O''\left(|a|^2 |x|^{\frac{2k-n}{2k}}\right). \]

**Proof.** First note that

\[ |x - a||x|^2 \varepsilon^{\frac{2k-n}{2k}} = |x|^{\frac{2k-n}{2k}} \left[ \frac{n - 2k}{2k} a \cdot x |x|^{\frac{2k-n}{2k}} + O''(|a|^2 |x|^{\frac{2k-n}{2k}}) \right] \]

and

\[ \log \left| \frac{x}{|x|} - a \right| = -a \cdot x + O''(|a|^2 |x|^2), \]

for \( |a| |x| < r_0 \) and some \( r_0 \in (0, 1) \). Using the Taylor’s expansion we obtain that

\[ v_\varepsilon \left( -\log |x| + \log \frac{x}{|x|} - a \right) + \log R \right) = v_\varepsilon (-\log |x| + \log R) \]

\[ -v'_\varepsilon (-\log |x| + \log R) a \cdot x + v''_\varepsilon (-\log |x| + \log R) O''(|a|^2 |x|^2) \]

\[ + v''_\varepsilon (-\log |x| + \log R + t_{a, x}) O''(|a|^2 |x|^2). \]
for some $t_{a,x} \in \mathbb{R}$ with $0 < |t_{a,x}| < \left| \log \left[ \frac{a}{|x|} - a \right] \right|$. Observe that $t_{a,x} \to 0$ when $|a||x| \to 0$. From (13) and (15) we obtain $|v'_x| \leq c_n k v_x$, $|v''_x| \leq c_n k v_x$. Then, multiplying (28) by (24), we get (21).

For the second equality, note that if $R \leq |x|$, then $-\log |x| + \log R \leq 0$. Therefore, the result follows by (16) and

$$|x| \partial_{u_x} u_{ε,R}(x) = \frac{2k - n}{2k} u_{ε,R}(x) - |x|^{\frac{2k - n}{2k}} v'_x(- \log |x| + \log R).$$

□

Corollary 2.2. For any $ε \in (0, ((n - 2k)/n)^{1/2k})$ and any $x$ in $\mathbb{R}^n$ with $|x| \leq 1$, the function $u_{ε,R}$ satisfies the estimates

$$u_{ε,R}(x) = \frac{ε^{\frac{n - 2k}{2}}}{2} \left( R^{\frac{2k - n}{2k}} + R^{\frac{n - 2k}{2k}} |x|^{\frac{2k - n}{2k}} \right) + O' \left( R^{\frac{n + 2k}{2k}} ε^{\frac{n + 2k}{2k}} |x|^{- \frac{n}{2k}} \right),$$

$$|x| \partial_{u_x} u_{ε,R}(x) = \frac{2k - n}{2k} ε^{\frac{n - 2k}{2k}} R^{\frac{n - 2k}{2k}} |x|^{\frac{2k - n}{2k}} + O' \left( R^{\frac{n + 2k}{2k}} ε^{\frac{n + 2k}{2k}} |x|^{- \frac{n}{2k}} \right)$$

and

$$|x|^2 \partial^2_{u_x} u_{ε,R}(x) = \frac{(n - 2k)^2}{2k^2} ε^{\frac{n - 2k}{2k}} R^{\frac{n - 2k}{2k}} |x|^{\frac{2k - n}{2k}} + O(R^{\frac{n + 2k}{2k}} ε^{\frac{n + 2k}{2k}} |x|^{- \frac{n}{2k}}).$$

Proof. Directly by the Proposition 2.3 □

2.4. Function spaces. In this section we define some function spaces that we use in this work. This spaces has appeared in [17], [18], [25] and [32]. See these works for more details.

Definition 2.1. For each $k \in \mathbb{N}$, $r > 0$, $0 < \alpha < 1$ and $σ \in (0, r/2)$, let $u \in C^k(B_r(0) \setminus \{0\})$, set

$$\|u\|_{(k, α), [σ, 2σ]} = \sup_{|x| \in [σ, 2σ]} \left( \sum_{j=0}^{k} σ^j |\nabla^j u(x)| \right) + σ^{k+α} \sup_{|x|, |y| \in [σ, 2σ]} \frac{|\nabla^k u(x) - \nabla^k u(y)|}{|x - y|^α}.$$

Then, for any $μ \in \mathbb{R}$, the space $C^k_μ(B_r(0) \setminus \{0\})$ is the collection of functions $u$ that are locally in $C^k_μ(B_r(0) \setminus \{0\})$ and for which the norm

$$\|u\|_{(k, μ), r} = \sup_{0 < σ \leq r} σ^{-k} \|u\|_{(k, α), [σ, 2σ]}$$

is finite.

Note that $C^k_μ \subseteq C^l_δ$ if $μ ≥ δ$ and $k ≥ l$, and $\|u\|_{(l, α), δ} ≤ C\|u\|_{(k, α), μ}$ for all $u \in C^k_μ$.

Definition 2.2. For each $k \in \mathbb{N}$, $0 < α < 1$ and $r > 0$. The space $C^k_α(S^{n-1})$ is the collection of functions $φ \in C^k(S^{n-1})$ for which the norm

$$\|φ\|_{(k, α), r} := \|φ(r\cdot)r\|_{C^k_α(S^{n-1})}$$

is finite.

We often will write

$$C^k_α(S^{n-1}) := \{ φ \in C^k_α(S^{n-1}); \; π''_u(φ) = φ \},$$

$$C^k_μ(B_r(0) \setminus \{0\}) := \{ u \in C^k_μ(B_r(0) \setminus \{0\}); \; π''_u(u(s)) = u(s), ∀s \in (0, r) \}.$$
Lemma 2.4

Next, consider \((M, g)\) an \(n\)-dimensional compact Riemannian manifold and \(\Psi : B_{r_1}(0) \to M\) some coordinate system on \(M\) centered at some point \(p \in M\), where \(B_{r_1}(0) \subset \mathbb{R}^n\) is the ball of radius \(r_1 > 0\) centered in the origin. For \(0 < r < s \leq r_1\) define \(M_r := M \setminus \Psi(B_r(0))\) and \(\Omega_{r,s} := \Psi(A_{r,s})\), where \(A_{r,s} := \{x \in \mathbb{R}^n; r \leq |x| \leq s\}\).

**Definition 2.3.** For all \(k \in \mathbb{N}\), \(\alpha \in (0,1)\), \(0 < r < s \leq r_1\) and \(\mu \in \mathbb{R}\), the spaces \(C_{\mu,1}^{k,\alpha}(\Omega_{r,s})\) and \(C_{\mu,1}^{k,\alpha}(M_r)\) are the spaces of functions \(v \in C_{\mu,1}^{k,\alpha}(M \setminus \{p\})\) for which the following norms

\[
\|v\|_{C_{\mu,1}^{k,\alpha}(\Omega_{r,s})} := \sup_{\sigma \in \mathcal{S}} \sigma^{-\mu}\|v\|_{C^{k,\alpha}(\Omega_{r,s})},
\]

and

\[
\|v\|_{C_{\mu,1}^{k,\alpha}(M_r)} := \|v\|_{C^{k,\alpha}(M \setminus \{p\})} + \|v\|_{C_{\mu,1}^{k,\alpha}(\Omega_{r,s})},
\]

respectively, are finite.

2.5. The linearized operator about the Delaunay-type solutions. Since we will need of the inverse of the linearized operator, we start this section recalling the expression for the linearized operator about the Delaunay-type solution \(v_{\varepsilon}\) and a proposition from [27] which gives a right inverse for it.

**Lemma 2.4** (Mazzieri-Ndiaye [27]). In the cylinder \(\mathbb{S}^{n-1} \times \mathbb{R}\) the linearization of the operator defined in [3] about the Delaunay-type solution \(v_{\varepsilon}\) is given by

\[
L_{g_{\varepsilon}}^{v_{\varepsilon}}(w) = C_{n,k} v_{\varepsilon} h_{\varepsilon}^{k-1} \left( \frac{\partial^2}{\partial t^2} + a_{\varepsilon} \Delta_{\theta} + b_{\varepsilon} \frac{\partial}{\partial t} + c_{\varepsilon} \right) w,
\]

where \(\Delta_{\theta}\) is the Laplace-Beltrami operator for standard round metric on the unit sphere,

\[
\mathcal{L}_{\varepsilon} = \frac{\partial^2}{\partial t^2} + a_{\varepsilon} \Delta_{\theta} + c_{\varepsilon} + d_{\varepsilon},
\]

\[
a_{\varepsilon} = 1 - \frac{n(k-1)}{k(n-1)} H_{\varepsilon} = \frac{n-k}{k(n-1)} + \frac{\varepsilon^{2k\alpha}}{h_{\varepsilon}^k},
\]

\[
b_{\varepsilon} = - \left( \frac{2(n-k)}{n-2k} - \frac{k(n-1)}{n-2k} a_{\varepsilon} \right) \hat{h}_{\varepsilon} \frac{\dot{v}_{\varepsilon}}{v_{\varepsilon}} = (k-1) \hat{h}_{\varepsilon},
\]

\[
c_{\varepsilon} = - \frac{(n-1)(n-2k)}{2k} a_{\varepsilon} + \frac{n-2k}{2k} \frac{\dot{v}_{\varepsilon}}{v_{\varepsilon}} + \frac{n^2}{2k} \hat{h}_{\varepsilon} \frac{\varepsilon^{2k\alpha}}{h_{\varepsilon}^{2k-2}},
\]

\[
d_{\varepsilon} = - \frac{k-1}{2} \frac{\partial^2}{\partial t^2} \log h_{\varepsilon} - \left( \frac{k-1}{2} \right)^2 \left( \frac{\partial}{\partial t} \log h_{\varepsilon} \right)^2,
\]

\(H_{\varepsilon} := H(v_{\varepsilon}, \dot{v}_{\varepsilon})\) is the Hamiltonian energy, \(h_{\varepsilon}\) is defined in (13) and the constant \(C_{n,k}\) depends only on \(n\) and \(k\).
For the next proposition we set
\[\delta_{n,k} := \sqrt{\frac{2n(n-k)}{k(n-1)} + \left(\frac{n-2k}{2k}\right)^2}.\]
Note that \(\delta_{n,k} + 1 - n/2k < 2\) for all \(k > 1\). Define \(D_1 = (0, +\infty) \times S^n\).

**Proposition 2.4** (Mazzieri-Ndiaye [27]). Let \(R > 0, \gamma \in (-\delta_{n,k}, \delta_{n,k})\) and \(\gamma > n/2\). There exists a positive real number \(\varepsilon_0 = \varepsilon_0(\gamma, \tau, n, k, \beta) > 0\) such that for every \(\varepsilon \in (0, \varepsilon_0]\), the bounded linear operator
\[L_{\varepsilon,R} : [C^2_{\gamma}(D_1)^{\perp} \oplus C^2_{\tau}(D_1)^{\top}]_0 \to C^0_{\gamma}(D_1)^{\perp} \oplus C^{0,\beta}_{1}(D_1)^{\top}\]
is an isomorphism, where \(W_\varepsilon(D_1)\) is a finite vectorial space called the deficiency space, which is generated by the Jacobi fields. Moreover, if \(w \in C^2_{\gamma}(D_1)^{\perp} \oplus C^2_{\tau}(D_1)^{\top}\) and \(f \in C^0_{\gamma}(D_1)^{\perp} \oplus C^{0,\beta}_{1}(D_1)^{\top}\) verify \(L_{\varepsilon,R}w = f\), and, with the notations introduced above, we decompose \(w\) and \(f\) as
\[w = w^{\perp} + w^{\top} + \frac{k-1}{2} \sum_{j=0}^{n} a_j \Psi_{\varepsilon,j}^{+}\]
and
\[f = f^{\perp} + f^{\top},\]
then we have that there exists a positive constant \(C = C(\gamma, \tau, n, k, \beta) > 0\) such that, for every \(\varepsilon \in (0, \varepsilon_0]\),
\[\|w^{\perp}\|_{C^0_{\gamma}(D_1)} \leq C\|f^{\perp}\|_{C^0_{\gamma}(D_1)},\]
\[\|w^{\top}\|_{C^2_{\gamma}(D_1)} \leq C\|f^{\top}\|_{C^0_{\gamma}(D_1)}\]
and
\[\varepsilon^{\frac{2-n}{n}} \sum_{j=0}^{n} |a_j| \leq C\|f\|_{C^{0,\beta}_{1}(D_1)}\].

**Proof.** A carefully reading of the proof in [27] we see that the constant \(C\) does not depend on \(R\). \qed

From this proposition we get the following

**Proposition 2.5.** Let \(R > 0, \gamma \in (-\delta_{n,k} + 1 - n/2k, \delta_{n,k} + 1 - n/2k)\) and \(\gamma > n/2 + 1 - n/2k\). There exists a positive real number \(\varepsilon_0 = \varepsilon_0(\gamma, \tau, n, k, \beta) > 0\) such that, for every \(\varepsilon \in (0, \varepsilon_0]\), there is an operator
\[G_{\varepsilon,R} : C^{0,\alpha}_{\gamma-1-n+n\frac{n}{\rho}}(B_1(0) \setminus \{0\})^{\perp} \oplus C^{0,\alpha}_{\gamma-1-n+n\frac{n}{\rho}}(B_1(0) \setminus \{0\})^{\top}
\rightarrow C^{2,\alpha}_{\gamma}(B_1(0) \setminus \{0\})^{\perp} \oplus C^{2,\alpha}_{\gamma}(B_1(0) \setminus \{0\})^{\top}\]
such that for \(f = f^{\perp} + f^{\top} \in C^{0,\alpha}_{\gamma}(B_1(0) \setminus \{0\})^{\perp} \oplus C^{0,\alpha}_{\gamma}(B_1(0) \setminus \{0\})^{\top}\), the function
\[w := G_{\varepsilon,R}(f) = w^{\perp} + w^{\top}\]
solves the equation
\[\begin{cases}
L_{\varepsilon,R}^{w^\varepsilon}(w) = f & \text{in } B_1(0) \setminus \{0\} \\
\pi^\perp(w)|_{\partial B_1(0)} = 0 & \text{on } \partial B_1(0)
\end{cases},\]
and the norm satisfies
\[\|w^{\perp}\|_{C^{2,\alpha}_{\gamma}(B_1(0) \setminus \{0\})} \leq C\|f^{\perp}\|_{C^{0,\alpha}_{\gamma-1-n+n\frac{n}{\rho}}(B_1(0) \setminus \{0\})}\]
and
\[\|w^{\top}\|_{C^{2,\alpha}_{\gamma}(B_1(0) \setminus \{0\})} \leq C\|f^{\top}\|_{C^{0,\alpha}_{\gamma-1-n+n\frac{n}{\rho}}(B_1(0) \setminus \{0\})},\]
where \(C = C(\gamma, \tau, n, k, \beta) > 0\) is a constant.
Proof. Since $\Phi^\ast \delta = (e^{\frac{2k-\alpha}{M}}) \frac{4k}{M} g_{ cyl}$, then using the conformal equivariance we obtain
\[ L^\ast_{\delta, R}(w) \circ \Phi = e^{nt} L^\ast_{g_{ cyl}}(e^{\frac{2k-\alpha}{M}} w \circ \Phi). \]
From this and Proposition 2.4 the result follows. \(\square\)

Let \(f\) defined in \(B_1(0) \setminus \{0\}\) and \(v\) solution of \(L_{\varepsilon, R}(v) = f\) in \(B_1(0) \setminus \{0\}\).

Here we are doing \(L_{\varepsilon, R} := L^\ast_{\delta, R}\).

Note that, for \(r > 0\), if \(v_r(x) = v(r^{-1}x)\), then by Proposition 2.4 and (25) we get
\[ L^\ast_{\delta, R}(v_r)(x) = r^{-1-n+\frac{\gamma}{2}} L^\ast_{\delta, R}(v)(r^{-1}x). \]
So, if we define \(g(x) = r^{-1-n+\frac{\gamma}{2}} f(r^{-1}x)\), then \(L_{\varepsilon, R}(v_r) = g\) in \(B_r(0) \setminus \{0\}\).

Besides, the norm satisfies \(\|v_r\|_{(2, \alpha), \mu, r} = r^{-\mu} \|v\|_{(2, \alpha), \mu, 1}\) and \(\|g\|_{(2, \alpha), \mu, r} = r^{-\mu} \|f\|_{(2, \alpha), \mu, 1}\). Therefore we obtain the next result.

Proposition 2.6. Let \(R > 0, \gamma \in (-\delta_n, k + 1 - n/2k, \delta_n, k + 1 - n/2k)\) and \(\varepsilon > n/2 + 1 - n/2k\). There exists a positive real number \(\varepsilon_0 = \varepsilon_0(\gamma, \varepsilon, n, k, \beta) > 0\) such that, for every \(\varepsilon \in (0, \varepsilon_0)\), there is an operator
\[ G_{\varepsilon, R} : C^0_\gamma(B_r(0) \setminus \{0\})^1 \oplus C^0_{\gamma - 1-n+\frac{\gamma}{2}}(B_r(0) \setminus \{0\})^1 \to C^{\gamma}_\gamma(B_r(0) \setminus \{0\})^1 \oplus C^0_{\gamma - 1-n+\frac{\gamma}{2}}(B_r(0) \setminus \{0\})^1 \]
such that for \(f = f^\perp + f^\top \in C^0_\gamma(B_r(0) \setminus \{0\})^1 \oplus C^0_{\gamma - 1-n+\frac{\gamma}{2}}(B_r(0) \setminus \{0\})^1\), the function \(w := G_{\varepsilon, R}(f) = w^\perp + w^\top\) solves the equation
\[ \begin{cases} L^\ast_{\delta, R}(w) = f^\perp & \text{in } B_r(0) \setminus \{0\} \\ \pi''(w)_{|\partial B_r(0)} = 0 & \text{on } \partial B_r(0) \end{cases}, \]
and the norm satisfies
\[ \|w^\perp\|_{C^0_\gamma(B_r(0) \setminus \{0\})} \leq C \|f^\perp\|_{C^0_\gamma(B_r(0) \setminus \{0\})}, \]
and
\[ \|w^\top\|_{C^0_\gamma(B_r(0) \setminus \{0\})} \leq C \|f^\top\|_{C^0_{\gamma - 1-n+\frac{\gamma}{2}}(B_r(0) \setminus \{0\})}, \]
where \(C = C(\gamma, \varepsilon, n, k, \beta) > 0\) is a constant.

For the next result we define the space
\[ C^{k, \alpha}_{(\mu, \nu)}(B_r(0) \setminus \{0\}) := C^k_{\mu}(B_r(0) \setminus \{0\})^1 \oplus C^0_{\nu}(B_r(0) \setminus \{0\})^1, \]
with the norm
\[ \|u\|_{(k, \alpha), (\mu, \nu)} := r^{\gamma - \varepsilon} \|u^\perp\|_{(k, \alpha), \mu, r} + \|u^\top\|_{(k, \alpha), \nu}, \]
where \(\gamma\) and \(\varepsilon\) will be given by the proposition and \(u = u^\perp + u^\top\) with \(u^\perp \in C^m_{\mu}(B_r(0) \setminus \{0\})^1\) and \(u^\top \in C^m_{\nu}(B_r(0) \setminus \{0\})^1\).

By a perturbation argument we obtain the next corollary. Here we define \(L_{\varepsilon, R, a} := L^\ast_{\delta, R, a}\).
Corollary 2.3. Let $R > 0$, $\alpha \in (0, 1)$, $\gamma \in (-\delta_n, k + 1 - n/2k, \delta_n, k + 1 - n/2k)$ and $\nabla > n/2 + 1 - n/2k$. There exist positive real numbers $\varepsilon_0 = \varepsilon_0(\mu, \delta, n, \alpha) > 0$ and $r_0 > 0$, such that, for every $\varepsilon \in (0, \varepsilon_0)$, $a \in \mathbb{R}^n$ and $r \in (0, 1]$ with $|a|r \leq r_0$, there is an operator

$$G_{\varepsilon, R, a} : C^{0, \alpha}_{(\gamma - 1 - n + \frac{\varepsilon}{\nabla}, \gamma - 1 - n + \frac{\varepsilon}{\nabla})}(B_r(0) \setminus \{0\}) \to C^{0, \alpha}_{(\gamma, \nabla)}(B_r(0) \setminus \{0\})$$

with the norm bounded independently of $\varepsilon$ and $R$, such that for every function $f \in C^{0, \alpha}_{(\gamma - 1 - n + \frac{\varepsilon}{\nabla}, \gamma - 1 - n + \frac{\varepsilon}{\nabla})}(B_r(0) \setminus \{0\})$, the function $w := G_{\varepsilon, R, a}(f)$ solves the equation

$$\begin{cases}
L_{\varepsilon, R, a}(w) = f & \text{in } B_r(0) \setminus \{0\} \\
\pi''(w)_{\partial B_r(0)} = 0 & \text{on } \partial B_r(0)
\end{cases}$$

and the norm satisfies

$$\|w\|_{(2, \alpha), (\gamma, \nabla)} \leq C\|f\|_{(0, \beta), (\gamma - 1 - n + \frac{\varepsilon}{\nabla}, \gamma - 1 - n + \frac{\varepsilon}{\nabla})},$$

where $C = C(\gamma, \nabla, n, k, \alpha) > 0$ is a constant.

Proof. By Lemma 2.4 and (25) we obtain

$$\|L_{\delta, R, a}(v) - L_{\delta, R}(v)\|_{(0, \alpha), (\sigma, 2\sigma)} \leq c_{n, k}|a|\sigma^{-n + \frac{\varepsilon}{\nabla}}\|v\|_{(2, \alpha), (\sigma, 2\sigma)}.$$  

This inequality holds for the low and high frequencies spaces. Thus by definition of the norm (26) we get that

$$\|L_{\delta, R, a}(v) - L_{\delta, R}(v)\|_{(0, \alpha), (\gamma - 1 - n + \frac{\varepsilon}{\nabla}, \gamma - 1 - n + \frac{\varepsilon}{\nabla})} \leq c_{n, k}|a|r\|v\|_{(2, \alpha), (\gamma, \nabla)}.$$

Therefore if we choose $r_0 \leq \left(2c_{n, k}\|G_{\varepsilon, R, a}\|\right)^{-1}$, where $G_{\varepsilon, R, a}$ is the operator given by Proposition 2.4 then

$$\|L_{\varepsilon, R, a} \circ G_{\varepsilon, R, r} - I\| \leq \|L_{\varepsilon, R, a} - L_{\varepsilon, R}\|\|G_{\varepsilon, R, r}\| \leq \frac{1}{2}.$$

This implies that the operator $L_{\varepsilon, R, a} \circ G_{\varepsilon, R, r}$ has a bounded right inverse given by

$$(L_{\varepsilon, R, a} \circ G_{\varepsilon, R, a})^{-1} = \sum_{i=0}^{\infty} (I - L_{\varepsilon, R, a} \circ G_{\varepsilon, R, r})^i.$$

and it has norm bounded independently of $\varepsilon$, $R$, $a$ and $r$,

$$\|\left(\pi'' \circ L_{\varepsilon, R, a} \circ G_{\varepsilon, R, a}\right)^{-1}\| \leq \sum_{i=0}^{\infty} \|L_{\varepsilon, R, a} \circ G_{\varepsilon, R, a} - I\| \leq 1.$$

Therefore we define a right inverse for $L_{\varepsilon, R, a}$ by

$$G_{\varepsilon, R, a} := L_{\varepsilon, R, r} \circ (L_{\varepsilon, R, a} \circ G_{\varepsilon, R, r})^{-1}.$$

\[\square\]

3. Interior Analysis

In this section we will explain how to use the assumption on the Weyl tensor to reduce the problem to a problem of finding a fixed point of a map. We will show the existence of a family of local solutions, for the singular $\sigma_2$–Yamabe problem, in some punctured ball centered at a point $p$, which depends on $n + 2$ parameters with prescribed Dirichlet data. Moreover, each element of this family is asymptotic to a Delaunay-type solution $u_{\varepsilon, R, a}$. 
3.1. Nonlinear analysis. Throughout the rest of the paper \( d = \left\lfloor \frac{n}{2} \right\rfloor \). Recall that \((M, g_0)\) is a compact Riemannian manifold with dimension \( n \geq 5 \), \( \sigma_2(A_{g_0}) = n(n - 1)/8 \), and the Weyl tensor \( W_{g_0} \) at \( p \in M \) satisfies the condition

\[
\nabla^l W_{g_0}(p) = 0, \quad l = 0, 1, \ldots, d - 2.
\]

Since our problem is conformally invariant, in this section we will work in conformal normal coordinates given by Theorem 2.7 in [22]. By its proof there exists a positive smooth function \( F \in C^\infty(M) \) such that \( g = F^{-\gamma_1}g_0 \) and \( F(x) = 1 + \mathcal{F} \), with \( \mathcal{F} = O(|x|^2) \) in \( g \)-normal coordinates at \( p \). Also, since the Weyl tensor is conformally invariant, it follows that the Weyl tensor of the metric \( g \) satisfies the condition (28).

In these coordinates it is convenient to consider the Taylor expansion of the metric. We will write \( g_{ij} = \exp(h_{ij}) \), where \( h_{ij} \) is a symmetric two-tensor satisfying \( h_{ij} = O(|x|^2) \) and \( \text{tr}h_{ij}(x) = O(|x|^N) \), where \( N \) is as big as we want. In this case \( \det(g_{ij}) = 1 + O(|x|^N) \). Using the assumption of the Weyl tensor (28), we obtain \( h_{ij} = O(|x|^{d+1}) \). Therefore, we conclude that \( g = \delta_{ij} + O(|x|^{d+1}), \quad R_g = O(|x|^{d-1}) \) and \( |\text{Ric}_g| = O(|x|^{d-1}) \).

Next lets recall from [32] the following proposition, see also [17].

**Proposition 3.1.** Let \( \mu \leq 2, \ 0 < r < 1 \) and \( \alpha \in (0, 1) \) be constants. For each \( \phi \in C^{2, \alpha}(S^{n-1})^\perp \) there is a function \( v_\phi \in C^{2, \alpha}_-(B_r(0) \setminus \{0\})^\perp \) so that

\[
\begin{align*}
\Delta v_\phi &= 0 & \text{in } B_r(0) \setminus \{0\} \\
v_\phi &= \phi & \text{on } \partial B_r(0)
\end{align*}
\]

and

\[
\|v_\phi\|_{(2, \alpha), \mu, r} \leq Cr^{-\mu}\|\phi\|_{(2, \alpha), r},
\]

where the constant \( C > 0 \) does not depend on \( r \).

The main goal of this section is to solve the PDE

\[
H_g(u_{\varepsilon, R, a} + r^{-\gamma}|x|^{-1}v_\phi + h + v) = 0
\]

in \( B_r(0) \setminus \{0\} \subset \mathbb{R}^n \) for some \( r > 0, \varepsilon > 0, \ R > 0, \phi \in C^{2, \alpha}(S^{n-1})^\perp, \ a \in \mathbb{R}^n \) and \( \gamma > 1 + n/4 \), with \( u_{\varepsilon, R, a} + r^{-\gamma}|x|^{-1}v_\phi + h + v > 0 \) and prescribed Dirichlet data, where the operator \( H_g \) is defined in [7] and \( u_{\varepsilon, R, a} \) in [20]. Here, the function \( h \) is defined as

\[
h = \frac{1}{2} \left( (1 - \gamma)r^{-\gamma-1}|x|^{-\gamma+1} + (\gamma + 1)r^{-\gamma+1}|x|^{-\gamma-1} \right)f,
\]

where \( f = O(|x|^2) \) will be chosen later. Thus, we have \( h = O(|x|^{\gamma-1}) \). In the Section 5 we will explain why to consider this function.

Note that since \( H_\delta(u_{\varepsilon, R, a}) = 0 \) by the Taylor’s expansion we see that (30) is equivalent to

\[
L_{\varepsilon, R, a}(v) = L_{\varepsilon, R, a}(v) - L_g^{u_{\varepsilon, R, a}}(v) - Q_{\varepsilon, R, a}(r^{-\gamma}|x|^{-1}v_\phi + h + v) + H_\delta(u_{\varepsilon, R, a}) - H_g(u_{\varepsilon, R, a}) - L_g^{u_{\varepsilon, R, a}}(r^{-\gamma}|x|^{-1}v_\phi + h),
\]

where \( Q_{\varepsilon, R, a}(v) := Q_{u_{\varepsilon, R, a}}(v) \) is defined in (9).
Therefore, by using the right inverse given by Corollary 2.3 we can find a solution to this equation by finding a fixed point

\[
\begin{align*}
v &= G_{\varepsilon,R,a}(L_{\varepsilon,R,a}(v) - L_{g}^{u_{\varepsilon,R,a}}(v) - Q_{\varepsilon,R,a}(r^{-\gamma}|x|^{\gamma}v_{\phi} + h + v)) \\
&+ H_{\delta}(u_{\varepsilon,R,a}) - H_{g}(u_{\varepsilon,R,a}) - L_{g}^{u_{\varepsilon,R,a}}(r^{-\gamma}|x|^{\gamma}v_{\phi} + h)),
\end{align*}
\]

(32)

But, first we have to show that the right hand side of (32) is well defined, that is, all terms of the right hand side of the equation (31) belongs to the right space, which is \(C^{\gamma}_{\gamma - 1 - \frac{n}{2}, \gamma - 1 - \frac{n}{2}}(B_{r}(0)\{0})\), for some \(\gamma \in (-\delta_{n,2} + 1 - n/4, \delta_{n,2} + 1 - n/4)\) and \(\gamma > 1 + n/4\).

**Lemma 3.1.** Let \(\gamma = \delta_{n,2} + 1 - n/4 - \varepsilon_{1}\) and \(\gamma = n/4 + 1 + \varepsilon_{1}\), where \(\varepsilon_{1} > 0\) is very small. For all \(v \in C^{2,\alpha}_{\gamma,\gamma}(B_{r}(0)\{0})\) and \(\phi \in C^{2,\alpha}(\mathbb{S}^{n-1})\), the right hand side of (31) belongs to \(C^{\gamma}_{\gamma - 1 - \frac{n}{2}, \gamma - 1 - \frac{n}{2}}(B_{r}(0)\{0})\).

**Proof.** If \(v \in C^{2,\alpha}_{\gamma,\gamma}(B_{r}(0)\{0})\), then \(v = v^{\perp} + v^{\top}\) with \(v^{\perp} = O(|x|^{\gamma})\) and \(v^{\top} = O(|x|^{\gamma})\). Since \(\gamma < -\gamma\), we have \(v = O(|x|^{\gamma})\) and \(r^{-\gamma}|x|^{\gamma}v_{\phi} + h = O(|x|^{\gamma})\). Thus, using (7) we obtain

\[
H_{\delta}(u_{\varepsilon,R,a}) - H_{g}(u_{\varepsilon,R,a}) = O(|x|^d + 1 - n) = O(|x|^\gamma - 1 - \frac{n}{2}),
\]

since \(d \geq \gamma + n/4 - 2\). Now, by (8) we get

\[
L_{\varepsilon,R,a}(v^{\perp}) - L_{g}^{u_{\varepsilon,R,a}}(v^{\perp}) = O(|x|^d + \gamma - \frac{n}{2}) = O(|x|^\gamma - 1 - \frac{n}{2}),
\]

since \(d + \gamma \geq \gamma - 1\), and also

\[
L_{\varepsilon,R,a}(v^{\top}) - L_{g}^{u_{\varepsilon,R,a}}(v^{\top}) = O(|x|^d + \gamma - \frac{n}{2}) = O(|x|^\gamma - 1 - \frac{n}{2}).
\]

Using the definition (8) and (9) we obtain

\[
Q_{\varepsilon,R,a}(r^{-\gamma}|x|^\gamma v_{\phi} + h + v) = O(|x|^{2\gamma - 2 - \frac{n}{2}}) = O(|x|^\gamma - 1 - \frac{n}{2}),
\]

since \(2\gamma - 1 + n/4 \geq \gamma\). Finally, using again (8) and the fact that \(r^{-\gamma}|x|^\gamma v_{\phi} + h = O(|x|^{\gamma + 1})\), we obtain that

\[
L_{g}^{u_{\varepsilon,R,a}}(r^{-\gamma}|x|^\gamma v_{\phi} + h) = O(|x|^\gamma - 1 - \frac{n}{2}).
\]

From these estimates and the definition of the norm (20), we obtain the result. \(\square\)

Let \(\gamma = \delta_{n,2} + 1 - n/4 - \varepsilon_{1}\) and \(\gamma = n/4 + 1 + \varepsilon_{1}\), where \(\varepsilon_{1} > 0\) is small. To solve the equation (30) we need to show that the map \(N_{\varepsilon}(R, a, \phi, \cdot) : C^{2,\alpha}_{\gamma,\gamma}(B_{r}(0)\{0}) \rightarrow C^{2,\alpha}_{\gamma,\gamma}(B_{r}(0)\{0})\) has a fixed point for suitable parameters \(\varepsilon, R, a\) and \(\phi\). Here \(N_{\varepsilon}(R, a, \phi, \cdot)\) is defined by

\[
N_{\varepsilon}(R, a, \phi, v) = G_{\varepsilon,R,a}(L_{\varepsilon,R,a}(v) - L_{g}^{u_{\varepsilon,R,a}}(v) - Q_{\varepsilon,R,a}(r^{-\gamma}|x|^\gamma v_{\phi} + h + v))
+ H_{\delta}(u_{\varepsilon,R,a}) - H_{g}(u_{\varepsilon,R,a})
+ L_{g}^{u_{\varepsilon,R,a}}(r^{-\gamma}|x|^\gamma v_{\phi} + h)),
\]

(34)

where \(G_{\varepsilon,R,a}\) is a right inverse for \(L_{\varepsilon,R,a}\) given by Corollary 2.3.
3.2. Complete Delaunay-type ends with constant $\sigma_2$--curvature. In this section we will show that the map (34) has a fixed point. Next we will prove the main result of this section.

Remark 3.2. To ensure some estimates that we will need, from now on, we will consider
\[ R^\frac{1}{\gamma} = 2(1 + b)\varepsilon^\frac{1}{\gamma}, \]
with $|b| \leq 1/2$. Also, we will consider $r_\varepsilon = \varepsilon^s$, for some $0 < s < 1$.

Proposition 3.2. Let $\gamma = \delta_{n,2} + 1 - n/4 - \varepsilon_1$ and $\overline{\gamma} = n/4 + 1 + \varepsilon_1$ be constants, where $\varepsilon_1 > 0$ is a small constant. There exists a constant $\varepsilon_0 \in (0,1)$ such that for each $\varepsilon \in (0,\varepsilon_0)$, $\kappa > 0$, $\tau > 0$, $|b| < 1/2$, $a \in \mathbb{R}^n$, $\delta_1, \delta_2, l \in \mathbb{R}_+$ small, and $\phi \in C^{2,\alpha}(\mathbb{S}_{r_\varepsilon}^{n-1})$ with $3\delta_2 > \max\{\delta_1, l\}$, $|a|r_\varepsilon^{1-\delta_2} \leq 1$ and $\|\phi\|_{(2,\alpha), \tau} \leq \kappa r_\varepsilon^{2+l-\delta_1}$, there exists a fixed point $u \in C^{2,\alpha}_{\overline{\gamma}}(B_r(0) \setminus \{0\})$ of the map $N_\varepsilon(R, a, \phi, \cdot)$ in the ball of radius $\tau r_\varepsilon^{2+l-\overline{\gamma}}$.

Proof. First remember that we are using the norm
\[ \|v\|_{(2,\alpha), (\gamma, \overline{\gamma})} = r_\varepsilon^{\gamma-\overline{\gamma}}\|v\|_{(2,\alpha), \gamma} + \|v\|_{(2,\alpha), \overline{\gamma}}. \]
Then, since $r_\varepsilon < 1$ and $\gamma < \overline{\gamma}$, we obtain that
\[ \|v\|_{(2,\alpha), [\sigma, 2\sigma]} \leq \sigma^\gamma\|v\|_{(2,\alpha), \gamma} + \sigma^\overline{\gamma}\|v\|_{(2,\alpha), \overline{\gamma}} \leq \sigma^\gamma\|v\|_{(2,\alpha), (\gamma, \overline{\gamma})}. \]
Note that
\[ N_\varepsilon(R, a, \phi, 0) = G_{\varepsilon, R, r, a} \left(-Q_{\varepsilon, R, a}(r_\varepsilon^{-\gamma} |x|^\gamma \nu_\phi + h) \right) + H_\delta(u_\varepsilon, R, a) \]
and
\[ N_\varepsilon(R, a, \phi, v_1) - N_\varepsilon(R, a, \phi, v_2) = G_{\varepsilon, R, r, a} \left(L_{\varepsilon, R, a}(v_1 - v_2) - \sigma^\gamma L_{\varepsilon, R, a}(v_1 - v_2) \right) \]
\[ - \int_0^1 \frac{d}{dt} Q_{\varepsilon, R, a}(r_\varepsilon^{-\gamma} |x|^\gamma \nu_\phi + h + v_2 + t(v_1 - v_2)) dt. \]
By (33) we get
\[ \sigma^{-\mu+1+\frac{2\gamma}{\gamma}}\|H_\delta(u_\varepsilon, R, a) - H_\delta(u_\varepsilon, R, a)\|_{(0,\alpha), [\sigma, 2\sigma]} \leq C_{\sigma_2}^{2+d-\mu-\overline{\gamma}}. \]
Since $d > n/4 > \gamma + n/4 - 2$ then for $\mu = \gamma$ we have
\[ \sigma^{-\gamma+1+\frac{2\gamma}{\gamma}}\|H_\delta(u_\varepsilon, R, a) - H_\delta(u_\varepsilon, R, a)\|_{(0,\alpha), [\sigma, 2\sigma]} \leq C_{\sigma_2}^{d-\gamma-\overline{\gamma}}r_\varepsilon^{2+l-\overline{\gamma}} \]
and for $\mu = \overline{\gamma}$ we have
\[ \sigma^{-\overline{\gamma}+1+\frac{2\gamma}{\gamma}}\|H_\delta(u_\varepsilon, R, a) - H_\delta(u_\varepsilon, R, a)\|_{(0,\alpha), [\sigma, 2\sigma]} \leq C_{\sigma_2}^{d-\overline{\gamma}-\overline{\gamma}}r_\varepsilon^{2+l-\overline{\gamma}}. \]
Now, from (33) we obtain
\[ \left\| \int_0^1 \frac{d}{dt} Q_{\varepsilon, R, a}(v_2 + t(v_1 - v_2)) dt \right\|_{(0,\alpha), [\sigma, 2\sigma]} \leq C_{\sigma_2}^{2-\delta} \left( \|v_1\|_{(2,\alpha), [\sigma, 2\sigma]} + \|v_2\|_{(2,\alpha), [\sigma, 2\sigma]} \right) \|v_1 - v_2\|_{(2,\alpha), [\sigma, 2\sigma]}. \]
Thus, using that $|h| \leq C_{\sigma_2}^{-\overline{\gamma}}|x|^\overline{\gamma} + C_{\sigma_2}^{-\overline{\gamma}+1}|x|^\overline{\gamma}+1$, we have
\[ \sigma^{-\mu+1+\frac{2\gamma}{\gamma}}\|Q_{\varepsilon, R, a}(r_\varepsilon^{-\gamma} |x|^\gamma \nu_\phi + h)\|_{(0,\alpha), [\sigma, 2\sigma]} \leq \]
Thus, using (16), we get
\[ \frac{\gamma}{\gamma} \]
This implies that
\[ \frac{\mu}{\mu} \] with
\[ \frac{\lambda}{\lambda} \] and an analogous inequality for \( \sigma \).

Therefore, (38)
\[ (\gamma - 1 - \frac{\delta}{\delta}) \rightarrow (\gamma - 1 - \frac{\delta}{\delta}) \leq C r_\gamma 1 + \frac{\gamma}{\gamma} - l r_\gamma 2 + l - \gamma. \]

Now, by (8), we have that
\[ \frac{\| L_g^u_{x,R,a}(r_\gamma - \gamma|x| v_\theta + h) \|_{(0,a),\gamma} \leq C r_\gamma 1 + \frac{\gamma}{\gamma} - l r_\gamma 2 + l - \gamma. }{\| L_g^u_{x,R,a}(r_\gamma - \gamma|x| v_\theta + h) \|_{(0,a),\gamma} \leq C r_\gamma 1 + \frac{\gamma}{\gamma} - l r_\gamma 2 + l - \gamma. } \]

Therefore, (38)
\[ (\gamma - 1 - \frac{\delta}{\delta}) \rightarrow (\gamma - 1 - \frac{\delta}{\delta}) \leq C r_\gamma 1 + \frac{\gamma}{\gamma} - l r_\gamma 2 + l - \gamma. \]

Therefore, (39)
\[ (\gamma - 1 - \frac{\delta}{\delta}) \rightarrow (\gamma - 1 - \frac{\delta}{\delta}) \leq C r_\gamma 1 + \frac{\gamma}{\gamma} - l r_\gamma 2 + l - \gamma. \]
with $c > 0$. From (35), (39), (38), (39) and using inequality (27) given by Corollary 2.3 we get that

$$\| N_\varepsilon(R, a, \phi, 0) \|_{(2, \alpha), (\gamma, \tau)} \leq \frac{1}{2} \tau r_\varepsilon^{2+l-\gamma},$$

for $\varepsilon > 0$ small enough.

Now, by (38) and using the inequality (3.2), we find

$$\sigma^{-\mu+1+2\delta} \| L_{\varepsilon, R, a}(v_1 - v_2) - L_{\varepsilon}^\mu, R, a(v_1 - v_2) \|_{(0, \alpha), [\sigma, 2\sigma]} \leq C \sigma^{d+1} r_\varepsilon \| v_1 - v_2 \|_{(2, \alpha), [\sigma, 2\sigma]} \leq \sigma^{d+1+\gamma-\mu} \| v_1 - v_2 \|_{(2, \alpha), (\gamma, \tau)},$$

and since $1 + d + \gamma - \tau > 0$, this implies that

$$\| L_{\varepsilon, R, a}(v_1 - v_2) - L_{\varepsilon}^\mu, R, a(v_1 - v_2) \|_{(0, \alpha), (\gamma, \tau)} \leq C \sigma^{d+1+\gamma-\tau} \| v_1 - v_2 \|_{(2, \alpha), (\gamma, \tau)},$$

(41)

Now, using (37) and the fact that

$$\| v^\top \|_{(2, \alpha), [\sigma, 2\sigma]} \leq \sigma^\gamma r_\varepsilon^{2+l-\gamma}$$

and

$$\| v^1 \|_{(2, \alpha), [\sigma, 2\sigma]} \leq \sigma^\gamma r_\varepsilon^{2+l-\gamma},$$

for any $v \in C^{2,\alpha}_{\gamma, \tau}(B_{r_\varepsilon}(0) \backslash \{0\})$, we get

$$\| \int_0^1 \frac{d}{dt} Q_{\varepsilon, R, a}(r_\varepsilon^{-\tau} x) ^\top v_\phi + h + v_2 + t(v_1 - v_2) dt \|_{(0, \alpha), [\sigma, 2\sigma]} \leq C (\sigma^\gamma + \frac{1}{2} r_\varepsilon^{1-\tau}) \| v_1 - v_2 \|_{(2, \alpha), (\gamma, \tau)}$$

Therefore, we obtain

$$\sigma^{-\mu+1+2\delta} \int_0^1 \frac{d}{dt} Q_{\varepsilon, R, a}(r_\varepsilon^{-\tau} x) ^\top v_\phi + h + v_2 + t(v_1 - v_2) dt \|_{(0, \alpha), [\sigma, 2\sigma]} \leq C \sigma^{d+1+\gamma-\tau} \| v_1 - v_2 \|_{(2, \alpha), (\gamma, \tau)},$$

which implies the inequality for $\mu = \gamma$ and $\mu = \tau$.

From this and (41) we obtain

$$\| H_\varepsilon(R, a, \phi, v_1) - H_\varepsilon(R, a, \phi, v_2) \|_{(2, \alpha), (\gamma, \tau)} \leq \frac{1}{2} \| v_1 - v_2 \|_{(2, \alpha), (\gamma, \tau)},$$

for $\varepsilon > 0$ small enough. Therefore, using (40) and (42) we obtain the result.

We summarize the main result of this section in the next theorem.

**Theorem 3.3.** Let $\gamma = \delta_{n,2} + 1 - n/4 - \varepsilon_1$ and $\tau = n/4 + 1 + \varepsilon_1$ be constants, where $\varepsilon_1 > 0$ is a small constant. There exists a constant $\varepsilon \in (0, 1)$ such that for each $\varepsilon \in (0, \varepsilon_0)$, $\kappa > 0$, $\tau > 0$, $|b| \leq 1/2$, $a \in \mathbb{R}^n$, $\delta_1, \delta_2, l \in \mathbb{R}_+$ small, and $\phi \in C^{2,\alpha}(\Omega_{r_\varepsilon}^{n-1})$ with $3\delta_2 > \max\{\delta_1, l\}$, $|a|r_\varepsilon^{-\delta_2} \leq 1$ and $\| \phi \|_{(2, \alpha), r_\varepsilon} \leq \kappa r_\varepsilon^{2+l-\delta_1}$, there exists a solution $U_{\varepsilon, R, a, \phi} \in C^{2,\alpha}_{\gamma, \tau}(B_{r_\varepsilon}(0) \backslash \{0\})$ for the equation

$$\left\{ \begin{array}{ll}
H_\varepsilon(u_{\varepsilon, R, a} + r_\varepsilon^{-\tau} x) ^\top v_\phi + h + U_{\varepsilon, R, a, \phi} = 0 & \text{in } B_{r_\varepsilon}(0) \backslash \{0\}, \\
\pi_{r_\varepsilon}''(r_\varepsilon^{-\tau} x) ^\top v_\phi + U_{\varepsilon, R, a, \phi} |_{\partial B_{r_\varepsilon}(0)} = \phi & \text{on } \partial B_{r_\varepsilon}(0),
\end{array} \right.$$
and
\begin{equation}
\|U_{e,R,a,\phi_1} - U_{e,R,a,\phi_2}\|_{(2,\alpha),(\gamma,\tau),r} \leq Cr^{\delta_1 - \tau}\|\phi_1 - \phi_2\|_{(2,\alpha),r},
\end{equation}
for some constant $\delta_1 > 0$ and $p > 0$ is small.

**Proof.** The solution $U_{e,R,a,\phi}$ is the fixed point of the map $N_{e}(R,a,\phi,\cdot)$ given by Proposition 3.2 with the estimate (43).

Using the fact that $U_{e,R,a,\phi}$ is a fixed point of the map $N_{e}(R,a,\phi,\cdot)$ we can show that
\begin{equation}
\|U_{e,R,a,\phi_1} - U_{e,R,a,\phi_2}\|_{(2,\alpha),(\gamma,\tau),r} \\
\leq 2\|N_{e}(R,a,\phi_1, U_{e,R,a,\phi_2}) - N_{e}(R,a,\phi_2, U_{e,R,a,\phi_2})\|_{(2,\alpha),(\gamma,\tau),r} \\
\leq C\|L_{e,R,a}^{\tau} (r^{-\tau}|x|^\gamma v_{\phi_1} - \phi_2)\|_{(0,a),(\gamma - 1, -\tau, \gamma - 1, -\tau)} \\
+ \left\|\int_0^1 \frac{d}{dt} Q_{e,R,a} (U_{e,R,a,\phi_2} + r^{-\tau}|x|^\gamma v_{\phi_1 + t(\phi_2 - \phi_1)} + h) dt \right\|_{(0,a),(\gamma - 1, -\tau, \gamma - 1, -\tau)}.
\end{equation}

From this and the estimates given by the proof of the Proposition 3.2 it follows (44).

We will write the full conformal factor of the resulting constant scalar curvature metric with respect to the metric $g$
\begin{equation}
\mathcal{A}_{e}(R,a,\phi) := u_{e,R,a} + r^{-\tau}|x|^\gamma v_{\phi} + h + U_{e,R,a,\phi},
\end{equation}
in conformal normal coordinates. The previous analysis says that the metric
\begin{equation}
\hat{g} = \mathcal{A}_{e}(R,a,\phi) \frac{s}{\gamma + 1} g
\end{equation}
is defined in $B_{r_0}(p) \setminus \{p\} \subset M$, it is complete and has $\alpha_2(\hat{A}_g) = \frac{n(n-1)}{8}$. The completeness follows from the estimate $\mathcal{A}_{e}(R,a,\phi) \geq c|x|^\frac{\gamma + 1}{4}$, for some constant $c > 0$.

### 4. Exterior Analysis

4.1. **Analysis in $M \setminus B_r(p)$**. In contrast with the previous section, in which we worked with conformal normal coordinates, in this section it is better to work with the constant $\sigma_2$–curvature metric, since in this case the constant function 1 satisfies $H_{g_0}(1) = 0$. Hence, in this section $(M^n,g_0)$ is an $n$–dimensional nondegenerate closed Riemannian manifold with $\sigma_2(\hat{A}_{g_0}) = \frac{n(n-1)}{8}$ which is conformal to some 2–admissible metric. From this and using (2) we find that $R_{g_0} > 0$ in $M$.

Let $r_1 \in (0,1)$ and $\Psi : B_{r_1}(0) \to M$ be a coordinate system with respect to $g = F^\frac{2}{n+2} g_0$ on $M$ centered at $p$, where $F$ is defined in Section 3 and it satisfies $F = 1 + O(|x|^2)$ in $g$–normal coordinates. Since $g_{ij} = 1 + O(|x|^2)$ then $(g_0)_{ij} = \delta_{ij} + O(|x|^2)$.

We start this section remember a result from [17] (see also [19] and [32]).

**Proposition 4.1.** Assume that $\varphi \in C^{2,\alpha}(\mathbb{S}^{n-1})$ and let $Q_r(\varphi)$ be the only solution of
\begin{equation}
\begin{cases}
\Delta Q_r(\varphi_r) = 0 & \text{in } \mathbb{R}^n \setminus B_r(0) \\
Q_r(\varphi_r) = \varphi_r & \text{on } \partial B_r(0)
\end{cases}
\end{equation}
which tends to 0 at $\infty$. Then
\begin{equation}
\|Q_r(\varphi_r)\|_{C^{2,\alpha}(\mathbb{R}^n \setminus B_r(0))} \leq Cr^{n-1}\|\varphi_r\|_{(2,\alpha),r},
\end{equation}
if \( \varphi \) is \( L^2 \)-orthogonal to the constant function. Moreover, if \( \varphi = \sum_{j=1}^{\infty} \varphi_i \), where \( \varphi_i \)

belonging to the eigenspace associated to the eigenvalue \( i(i + n - 2) \), then

\[
Q_r(\varphi_r)(x) = \sum_{j=1}^{\infty} r^{n+j-2}|x|^{-n-j} \varphi_i.
\]

Consider \( r > 0 \) much smaller than \( r_1 \). Let \( \varphi \in C^{2,\alpha}(S^{n-1}_r) \) be a function \( L^2 \)-orthogonal to the constant functions. Remember that \( M_s = M \setminus \Psi(B_s(0)) \). Let \( u_\varphi \in C^{2,\alpha}(M_r) \) be a function such that \( u_\varphi \equiv 0 \) in \( M_{r_1} \) and \( u_\varphi \circ \Psi = r^{-\nu}|x|^\nu Q_r(\pi^\nu_r(\varphi)) + \eta Q_r(\varphi - \pi^\nu_r(\varphi)) \), where \( \eta \) is a smooth, radial function equal to 1 in \( B_{2r}(0) \), vanishing in \( \mathbb{R}^n \setminus B_{3r}(0) \), and satisfying \( |\partial_\nu \eta(x)| \leq c|x|^{-1} \) and \( |\partial_\nu^2 \eta(x)| \leq c|x|^{-2} \) for all \( x \in B_{r_1}(0) \). This implies that \( \|\eta\|_{(2,\alpha),\cdot} \leq c \), for every \( r \leq \sigma \leq r_1 \). Hence, we get

\[
\|u_\varphi\|_{C^{2,\alpha}(M_r)} \leq c r^{-\nu} \|\varphi\|_{(2,\alpha),r},
\]

for all \( \nu \geq 1 - n \). Finally, define a function \( G_p \in C^\infty(M \setminus \{p\}) \) by \( G_p \circ \Psi = \eta|x|^{2-\frac{4-n}{p}} \) in \( B_{r_1}(0) \) and equal to zero in \( M_{r_1} \).

Our goal in this section is to solve the equation

\[
H_{g_0}(1 + \Lambda G_p + u_\varphi + v) = 0 \quad \text{on} \quad M \setminus \Psi(p),
\]

for some \( r > 0 \), \( \Lambda \in \mathbb{R} \) and \( \varphi \in C^{2,\alpha}(S^{n-1}_r) \), with \( 1 + \Lambda G_p + u_\varphi + v > 0 \), where \( H_{g_0} \)

is defined in (7).

To solve this equations we linearize \( H_{g_0} \) about 1 to get

\[
H_{g_0}(1 + \Lambda G_p + u_\varphi + v) = L_{g_0}^1(\Lambda G_p + u_\varphi + v) + Q(\Lambda G_p + u_\varphi + v),
\]

since \( H_{g_0}(1) = 0 \), where \( L_{g_0}^1 \) is defined in (11) and

\[
Q(u) = \int_0^1 \int_0^1 \frac{d}{ds} r_{g_0}^{1+tsu}(u)dsdt.
\]

Therefore, if \( L_{g_0}^1 \) has a right inverse \( G_{r,g_0} \), then by (17), to finding a solution of the equation (40) it is enough to show that for suitable \( \Lambda \in \mathbb{R} \), and \( \varphi \in C^{2,\alpha}(S^{n-1}_r) \) the map \( M_r(\Lambda, \varphi, \cdot) : C^{2,\alpha}(M_r) \to C^{2,\alpha}(M_r) \), given by

\[
M_r(\Lambda, \varphi, v) = -G_{r,g_0}(Q(\Lambda G_p + u_\varphi + v) + L_{g_0}^1(\Lambda G_p + u_\varphi)),
\]

has a fixed point for small enough \( r > 0 \).

4.2. Inverse for \( L_{g_0}^1 \) in \( M_r \). To find a right inverse for \( L_{g_0}^1 \), we will follow the method of Jlei in [17].

Lemma 4.1 (See [17] and [18]). Assume that \( \nu \in (1 - n, 2 - n) \) is fixed and that \( 0 < 2r < s \leq r_1 \). Then there exists an operator

\[
\tilde{G}_{r,s} : C^{0,\alpha}_\nu(\Omega_{r,s}) \to C^{2,\alpha}_\nu(\Omega_{r,s})
\]

such that, for all \( f \in C^{0,\alpha}_\nu(\Omega_{r,s}) \), the function \( w = \tilde{G}_{r,s}(f) \) is a solution of

\[
\begin{cases}
\Delta w = f & \text{in} & B_s(0) \setminus B_r(0) \\
w = 0 & \text{on} & \partial B_r(0) \\
w \in \mathbb{R} & \text{on} & \partial B_s(0)
\end{cases}.
\]

In addition,

\[
\|\tilde{G}_{r,s}(f)\|_{C^{2,\alpha}_\nu(\Omega_{r,s})} \leq C\|f\|_{C^{0,\alpha}_\nu(\Omega_{r,s})},
\]
for some constant $C > 0$ that does not depend on $s$ and $r$.

Note that, since $R_{g_0} \neq 0$, in the previous lemma we can consider $\frac{n-4}{4(n-2)} R_{g_0} \Delta$ instead of $\Delta$. By a perturbation argument we obtain the next lemma.

**Lemma 4.2.** Assume that $\nu$ and $\eta > 0$ is fixed with $\nu$ and $\nu - \eta$ in $(1 - n, 2 - n)$. Let $0 < 2r < s \leq r_1$ be constants. Then, for $r_1$ small enough, there exists an operator

$$G_{r,s} : C_{0}^{0,\nu-2}(\Omega_{r,s}) \to C_{\nu}^{2,\alpha}(\Omega_{r,s})$$

such that, for all $f \in C_{0}^{0,\nu}(\Omega_{r,s})$, the function $w = G_{r,s}(f)$ is a solution of

$$\begin{cases}
  L^1_{g_0}(w) = f & \text{in } B_s(0) \setminus B_r(0) \\
  w = 0 & \text{on } \partial B_s(0) \\
  w \in \mathbb{R} & \text{on } \partial B_r(0)
\end{cases}$$

In addition, for some constant $C > 0$ that does not depend on $s$ and $r$.

|Proof. Note that by (11) we get |

$$L_{g_0}^1(\tilde{G}_{r,s}(v)) - v = -\frac{n-4}{8(n-2)} R_{g_0}(\Delta_{g_0} - \Delta)\tilde{G}_{r,s}(v) - \frac{n(n-1)(n-4)}{8} \tilde{G}_{r,s}(v) + \frac{n-4}{4(n-2)} (Ric_{g_0}, \nabla^2 \tilde{G}_{r,s}(v))_{g_0}.$$ |

Thus, from

$$\sigma^{2-\nu+\eta}\|L_{g_0}^1(\tilde{G}_{r,s}(v)) - v\|_{C^{0,\alpha}_{\nu-2}(\Omega_{r,s})} \leq C\sigma^{2-\nu+\eta}\|\tilde{G}_{r,s}(v)\|_{C^{2,\alpha}_{\nu-2}(\Omega_{r,s})}$$

we get

$$\|L_{g_0}^1(\tilde{G}_{r,s}(v)) - v\|_{C^{0,\alpha}_\nu(\Omega_{r,s})} \leq C\sigma^n\|\tilde{G}_{r,s}(v)\|_{C^{2,\alpha}_\nu(\Omega_{r,s})} \leq C\sigma^n\|v\|_{C^{0,\alpha}_\nu(\Omega_{r,s})}.$$ |

Therefore, for $s > 0$ small enough there is an inverse $(L_{g_0}^1 \circ \tilde{G}_{r,s})^{-1} : C^{0,\alpha}_\nu(\Omega_{r,s}) \to C^{2,\alpha}_\nu(\Omega_{r,s})$ with bounded norm. Besides, the operator $\tilde{G}_{r,s} : C^{0,\alpha}_{\nu-2}(\Omega_{r,s}) \to C^{2,\alpha}_\nu(\Omega_{r,s})$ satisfies the condition

$$\|\tilde{G}_{r,s}(f)\|_{C^{2,\alpha}(\Omega_{r,s})} \leq C r^{-\eta}\|f\|_{C^{0,\alpha}_{\nu-2}(\Omega_{r,s})}.$$ |

Therefore, we have the right inverse $G_{r,s} := \tilde{G}_{r,s} \circ (L_{g_0}^1 \circ \tilde{G}_{r,s})^{-1} : C^{0,\alpha}_\nu(\Omega_{r,s}) \to C^{2,\alpha}_\nu(\Omega_{r,s})$, with the norm estimate [50].

**Theorem 4.3.** Assume that $\nu$ and $\eta > 0$ is fixed with $\nu$ and $\nu - \eta$ in $(1 - n, 2 - n)$. There exists $r_2 < \frac{1}{4} r_1$, such that, for all $r \in (0, r_2)$ we can define an operator $G_{r,g_0} : C^{0,\alpha}_{\nu-2}(M_r) \to C^{2,\alpha}_\nu(\Omega_r)$, with the property that, for all $f \in C^{0,\alpha}_{\nu-2}(M_r)$ the function $w = G_{r,g_0}(f)$ solves

$$L_{g_0}^1(w) = f,$$

in $M_r$ with $w \in \mathbb{R}$ constant on $\partial B_r(p)$. In addition

$$\|G_{r,g_0}(f)\|_{C^{2,\alpha}_{\nu}(M_r)} \leq C r^{-\eta}\|f\|_{C^{0,\alpha}_{\nu-2}(M_r)},$$

where $C > 0$ does not depend on $r$.\]
Proof. The proof is analogous to the proof of Proposition 13.28 in [17].

We can take $s = r_1$ with $r_1 > 0$ small enough. Let $f \in C^0_{\nu', \alpha}(M_r)$ and define a function $w_0 \in C^0_{\nu', \alpha}(M_r)$ by $w_0 := \chi_1 G_{r, r_1}(f|_{\Omega_{r, r_1}})$ where $\chi_1$ is a smooth, radial function equal to 1 in $B_{\frac{1}{2}}(p)$, vanishing in $M_{r_1}$ and satisfying $|\partial_r \chi_1(x)| \leq c|x|^{-1}$ and $|\partial^2_r \chi_1(x)| \leq c|x|^{-2}$ for all $x \in B_r(0)$. From this it follows that $\|\chi_1\|_{(2, \alpha), [\sigma, 2\sigma]}$ is uniformly bounded in $\sigma$, for every $r \leq \frac{1}{2} r_1$. Thus,

$$\sigma^{-\nu}\|w_0\|_{(2, \alpha), [\sigma, 2\sigma]} \leq C\|G_{r, r_1}(f|_{\Omega_{r, r_1}})\|_{C^2_{\nu', \alpha}(\Omega_{r, r_1})} \leq Cr^{-\eta}\|f\|_{C^{\nu', \alpha}_r(M_r)}.$$ 

Since $w_0$ vanishes in $M_{r_1}$, then we get

$$\|w_0\|_{C^0_{\nu', \alpha}(M_r)} \leq Cr^{-\eta}\|f\|_{C^{\nu', \alpha}_r(M_r)},$$

where the constant $C > 0$ is independent of $r$ and $r_1$.

Since $w_0 = G_{r, r_1}(f|_{\Omega_{r, r_1}})$ in $\Omega_{r, \frac{1}{2} r_1}$, the function

$$h := f - L_{g_9}(w_0)$$

is supported in $M_{\frac{1}{2} r_1}$. We can consider that $h$ is defined on the whole $M$ with $h \equiv 0$ in $B_{\frac{1}{2}}(p)$, and using that $L_{g_9}^1$ is bounded, we get that

$$\|h\|_{C^{0, \alpha}(M)} = \|h\|_{C^{0, \alpha}(M_{\frac{1}{2} r_1})} \leq C_{r_1}\|h\|_{C^{0, \alpha}_r(M_r)} \leq C_{r_1}(\|f\|_{C^{\nu', \alpha}_r(M_r)} + \|w_0\|_{C^0_{\nu', \alpha}(M_r)}).$$

From (51) and the fact that $(L_{g_9})^{-1}$ is bounded, we have that

$$\|w_1\|_{C^{2, \alpha}_r(M_r)} \leq C_{r_1}r^{-\eta}\|f\|_{C^{\nu', \alpha}_r(M_r)},$$

since $\nu < 0$, where the constant $C_{r_1} > 0$ is independent of $r$ and $r_1$.

Now, define an application $F_{r, g_9} : C^{0, \alpha}_{\nu', 2}(M_r) \rightarrow C^{2, \alpha}_{\nu'}(M_r)$ as $F_{r, g_9}(f) := w_0 + w_1$. From (53) and (54) we obtain

$$\|F_{r, g_9}(f)\|_{C^{2, \alpha}_{\nu'}(M_r)} \leq C_{r_1}r^{-\eta}\|f\|_{C^{\nu', \alpha}_r(M_r)},$$

where the constant $C_{r_1} > 0$ does not depend on $r$ and $r_2$.

Therefore we get the following

i) In $\Omega_{r, r_2}$ we have $w_0 = G_{r, r_1}(f|_{\Omega_{r, r_1}})$ and $w_1 = 0$. Therefore $L_{g_9}^1(F_{r, g_9}(f)) = f$.

ii) In $\Omega_{r_2, 2r_2}$ we have $w_0 = G_{r, r_1}(f|_{\Omega_{r, r_1}})$ and $w_1 = \chi_2 L_{g_9}^{-1}(h)$. Hence we have that $L_{g_9}^1(F_{r, g_9}(f)) = f + L_{g_9}^1(\chi_2 L_{g_9}^{-1}(h))$.

iii) In $M_{2r_2}$ we have $w_1 = (L_{g_9}^1)^{-1}(h)$ and by (52) we get

$$L_{g_9}^1(F_{r, g_9}(f)) = L_{g_9}^1(w_0) + h = f.$$
where the constant $C_{r_1} > 0$ does not depend on $r$.

Therefore

$$\|L_{g_0}^1(F_{r,g_0}(f)) - f\|_{C^{0,\alpha}(M_r)} \leq C_{r_1} r^{-\eta} r_2^{1-\nu} \|f\|_{C^{0,\alpha}(M_r)}$$

since $1 - \eta < \nu < 2 - \eta$ implies that $2 - \nu > 0$ and $-1 - \nu > 0$, for some constant $C_{r_1} > 0$ independent of $r$ and $r_2$. If we consider $r_2 = 2r$, then

$$(56) \quad \|L_{g_0}^1(F_{r,g_0}(f)) - f\|_{C^{0,\alpha}(M_r)} \leq C_{r_1} r^{-1-\nu-\eta} \|f\|_{C^{0,\alpha}(M_r)}.$$

The assertion follows from a perturbation argument by (55) and (56).

4.3. Constant $\sigma_2$–curvature metrics on $M \setminus B_r(p)$. We will show that the map $M_r(\Lambda, \varphi, \cdot)$, given by (49) where $G_{r,g_0}$ is given by Theorem 4.3 with $\eta > 0$ small enough, is a contraction, and as a consequence the fixed point will depend continuously on the parameters $r$, $\Lambda$ and $\varphi$.

**Proposition 4.2.** Let $\nu \in (1-n,2-n)$ and $\eta > 0$ small enough. Let $\beta$, $\gamma$, $\delta_4$, $\delta_5$ and $l$ be fixed positive constants such that $l > \max\{\delta_5, 2\delta_4\}$. There exists $r_2 \in (0, r_1/4)$ such that if $r \in (0, r_2)$, $\Lambda \in \mathbb{R}$ with $|\Lambda|^2 \leq r^{n+l+\delta_5}$ and $\varphi \in C^{2,\alpha}(S^n_{\Lambda})$ which is $L^2$–orthogonal to the constant functions with $\|\varphi\|(2,\alpha, r) \leq \beta r^{2+l-\delta_4}$, then there is a fixed point of the map $M_r(\Lambda, \varphi, \cdot)$ in the ball of radius $\gamma r^{2+l-\nu}$ in $C^{2,\alpha}(M_r)$.

**Proof.** From (48) and Theorem 4.3 it follows that

$$\|M_r(\Lambda, \varphi, 0)\|_{C^{2,\alpha}(M_r)} \leq C r^{-\eta} \left(\|Q_{g_0}^1(\Lambda G_p + u_{\varphi})\|_{C^{0,\alpha}(\Omega_{r,r_1})} + \|L_g(\Lambda G_p + u_{\varphi})\|_{C^{0,\alpha}(\Omega_{r,r_1})}\right),$$

for some constant $C > 0$ independent of $r$, since the functions $G_p$, $u_{\varphi}$ and $h$ are equal to zero in $M \setminus B_{4r}(p)$.

By (48), we get

$$\|Q_{g_0}(\Lambda G_p + u_{\varphi})\|_{(0,\alpha),[\sigma,2\sigma]} \leq C \sigma^{-4} \|\Lambda G_p + u_{\varphi}\|_{(2,\alpha),[\sigma,2\sigma]}^2$$

and then, since $G_p = O(|x|^{2-\frac{3}{2}})$, $u_{\varphi} = O(|x|^{1-n})$ and (45) holds, we have that

$$\sigma^{-\nu} \|Q_{g_0}(\Lambda G_p + u_{\varphi})\|_{(0,\alpha),[\sigma,2\sigma]} \leq C \sigma^{-2-\nu} \|\Lambda G_p + u_{\varphi}\|_{(2,\alpha),[\sigma,2\sigma]}$$

So,

$$\|Q_{g_0}^1(\Lambda G_p + u_{\varphi})\|_{C^{0,\alpha}(\Omega_{r,r_1})} \leq r^{\delta_6} r^{2+l-\nu},$$

with $\delta_6 > 0$. Now, by (11) we obtain that

$$\|L_g(\Lambda G_p + u_{\varphi})\|_{(0,\alpha),[\sigma,2\sigma]} \leq C(\sigma^{d-3} + 1) \|\Lambda G_p + u_{\varphi}\|_{(2,\alpha),[\sigma,2\sigma]},$$

and this implies that

$$\sigma^{-\nu} \|L_g(\Lambda G_p + u_{\varphi})\|_{(0,\alpha),[\sigma,2\sigma]} \leq C(\sigma^{d-1-\nu} + \sigma^{2-\nu}) \|\Lambda G_p + u_{\varphi}\|_{(2,\alpha),[\sigma,2\sigma]}$$

$$\leq C \left(r^{d-1-\nu} + r^{2-\nu} + r^{d-1-\delta_4} + r^{2-\delta_4}\right) r^{2+l-\nu}$$
Therefore

\[(57)\quad \|M_r(\lambda, \varphi, 0)\|_{C^{2,\alpha}_\nu(M_r)} \leq \frac{1}{2} r^{2+l-\nu}.\]

Now, we have

\[
\|M(v_1) - M(v_2)\|_{C^{2,\alpha}_\nu(M_r)} \leq C r^{-\eta} ||Q^{1}_{g_0}(\Lambda G_p + u_\varphi + v_1) - Q^{1}_{g_0}(\Lambda G_p + u_\varphi + v_2)||_{C^{0,\alpha}_\nu(M_r)}
\]

\[
= C r^{-\eta} \left( ||Q^{1}_{g_0}(v_1) - Q^{1}_{g_0}(v_2)||_{C^{0,\alpha}_\nu(M_r)} + ||Q^{1}_{g_0}(\Lambda G_p + u_\varphi + v_1) - Q^{1}_{g_0}(\Lambda G_p + u_\varphi + v_2)||_{C^{0,\alpha}_\nu(0, r, r_1)} \right).
\]

Since \( r > 0 \) is small and \( ||v_1||_{C^{2,\alpha}_\nu(M_r)} < \gamma^{2+l-\nu} \), then

\[(58)\quad ||Q^{1}_{g_0}(v_1) - Q^{1}_{g_0}(v_2)||_{C^{0,\alpha}_\nu(M_r)} \leq C (||v_1||_{C^{2,\alpha}_\nu(M_r)} + ||v_2||_{C^{2,\alpha}_\nu(M_r)}) ||v_1 - v_2||_{C^{2,\alpha}_\nu(M_r)} \leq C r^{2+l-\nu} ||v_1 - v_2||_{C^{2,\alpha}_\nu(M_r)}.
\]

Now we have

\[
||Q^{1}_{g_0}(\Lambda G_p + u_\varphi + v_1) - Q^{1}_{g_0}(\Lambda G_p + u_\varphi + v_2)||_{(0,\alpha),[\sigma,2\sigma]} \leq C \sigma^{-4} \left( ||u_\varphi||_{(2,\alpha),[\sigma,\sigma\sigma]} + \sigma^{2+l} \right) ||v_1 - v_2||_{(0,\alpha),[\sigma,2\sigma]}
\]

\[
\leq C \left( \sigma^{-2-\frac{n}{2}} + \frac{\sigma^{2+l}}{\sigma^{2+l}} + \sigma^{-3} \right) ||v_1 - v_2||_{(0,\alpha),[\sigma,2\sigma]}\]

Then

\[
\sigma^{2-\nu} ||Q^{1}_{g_0}(\Lambda G_p + u_\varphi + v_1) - Q^{1}_{g_0}(\Lambda G_p + u_\varphi + v_2)||_{(0,\alpha),[\sigma,2\sigma]} \leq C \left( r^{(l+\delta_5)/2} + r^{l-\delta_4} \right) ||v_1 - v_2||_{C^{2,\alpha}_\nu(M_r)},
\]

and this together with (58) implies that

\[(59)\quad ||M_r(\lambda, \varphi, v_1) - M_r(\lambda, \varphi, v_2)||_{C^{2,\alpha}_\nu(M_r)} \leq \frac{1}{2} ||v_1 - v_2||_{C^{2,\alpha}_\nu(M_r)},
\]

for \( r > 0 \) small enough. Therefore, from (57) and (59) we obtain the result. \( \square \)

From Proposition 4.3, we get the main result of this section.

**Theorem 4.4.** Let \( \nu \in (1 - n, 2 - n) \) and \( \eta > 0 \) small enough. Let \( \beta, \gamma, \delta_4, \delta_5 \) and \( l \) be fixed positive constants such that \( l > \{\delta_5, \delta_4\} \). There is \( r_2 > 0 \) such that if \( r \in (0, r_2) \), \( \Lambda \in \mathbb{R} \) with \( |\Lambda|^2 \leq r^{n+\delta_5} \) and \( \varphi \in C^{2,\alpha}(\mathbb{S}^{n-1}) \) which is \( L^2 \)-orthogonal to the constant functions with \( \|\varphi\|_{(2,\alpha),r} \leq \beta r^{2+l-\delta_4} \), then there is a solution \( V_{A,\varphi} \in C^{2,\alpha}_\nu(M_r) \) to the problem

\[
\begin{cases}
H_{g_0}(1 + \Lambda G_p + u_\varphi + V_{A,\varphi}) = 0 & \text{in } M_r \\
(u_\varphi + V_{A,\varphi}) \circ \Psi|_{\partial M_r(0)} - \varphi \in \mathbb{R} & \text{on } \partial M_r .
\end{cases}
\]

Moreover,

\[(60)\quad \|V_{A,\varphi}\|_{C^{2,\alpha}_\nu(M_r)} \leq \gamma r^{2+l-\nu},\]

and

\[(61)\quad \|V_{A,\varphi_1} - V_{A,\varphi_2}\|_{C^{2,\alpha}_\nu(M_r)} \leq C r^{\delta_6-\nu} \|\varphi_1 - \varphi_2\|_{(2,\alpha),r},\]

for some constant \( \delta_6 > 0 \) small enough independent of \( r \).
Proof: The solution $V_{\Lambda, \varphi}$ is the fixed point of $M_r(\Lambda, \varphi, \cdot)$ given by Proposition 4.2 with the estimate (60). The inequality (61) follows similarly to (44), that is, it follows by the estimates obtained by the proof of the Proposition 4.2.

If $g$ is the metric given in the previous section, then there is a function $f$ such that $g_0 = f^{2/n} g$ and in the normal coordinate system centered at $p$ with respect to $g$ we have $f = 1 + O(|x|^2)$, in fact, $f = 1/F$. We will denote the full conformal factor of the resulting constant $\sigma_2$–curvature metric in $M_r$ with respect to the metric $g$ as $B_r(\Lambda, \varphi)$, that is, the metric

$$
\tilde{g} = B_r(\Lambda, \varphi)^{2/n} g_0
$$

has $\sigma_2(A_{\tilde{g}}) = n(n-1)/8$, where

$$
B_r(\Lambda, \varphi) := f + \Lambda f G_p + f u_\varphi + f V_{\Lambda, \varphi}.
$$

5. Gluing the initial data

By the Theorem 3.3 there exists a family of constant $\sigma_2$–curvature metrics in $\bar{B}_r(p) \setminus \{p\}$, for small enough $r_\varepsilon = \varepsilon^s > 0$, $0 < s < 1$, satisfying the following:

$$
\tilde{g} = A_{\varepsilon}(R, a, \phi)^{2/n} g,
$$

with $\sigma_2(A_{\tilde{g}}) = n(n-1)/8$, where

$$
A_{\varepsilon}(R, a, \phi) = u_{\varepsilon,R,a} + r_{\varepsilon}^{-\gamma} |x|^\gamma v_\phi + h + U_{\varepsilon,R,a,\phi},
$$

in conformal normal coordinates centered at $p$, and with

- $R^{1/n} = 2(1 + b)\varepsilon^{2/n}$ with $|b| \leq 1/2$;
- $\phi \in C^{2,\alpha}(S^{n-1}_{r_\varepsilon})$ with $\|\phi\|_{(2,\alpha),r_\varepsilon} \leq \kappa r_\varepsilon^{2 + l - \delta_1}$, $l > 0$ and $\delta_1 > 0$ is small and $\kappa > 0$ is some constant to be chosen later;
- $|a| r_{\varepsilon}^{1 - \delta_2} \leq 1$ is small with $3\delta_2 > \max\{\delta_1, l\}$;
- $h = \frac{1}{2} \left((1 - \lambda^2) r_\varepsilon^{-\delta_1} |x|^\lambda v_{\lambda} + (\lambda + 1) r_\varepsilon^{-\delta_1} |x|^\lambda v_{\lambda}^{-1}\right) \tilde{f}$, with $\tilde{f} = O(|x|^2)$.

Also, from Theorem 4.4 there exists a family of constant $\sigma_2$–curvature metrics in $M_{r_\varepsilon} = M \setminus B_{r_\varepsilon}(p)$, given by (62), for small enough $r_\varepsilon > 0$, satisfying the following:

$$
\tilde{g} = B_{r_\varepsilon}(\Lambda, \varphi)^{2/n} g,
$$

with $\sigma_2(A_{\tilde{g}}) = n(n-1)/8$, where

$$
B_{r_\varepsilon}(\Lambda, \varphi) = f + \Lambda f G_p + f u_\varphi + f V_{\Lambda, \varphi},
$$

in conformal normal coordinates centered at $p$, with

- $f = 1 + \tilde{f}$ with $\tilde{f} = O(|x|^2)$;
- $\Lambda \in \mathbb{R}$ with $|\Lambda|^2 \leq r_\varepsilon^{2 + l + \delta_5}$, with $\delta_5 > 0$;
- $\varphi \in C^{2,\alpha}(S^{n-1}_{r_\varepsilon})$ is $L^2$–orthogonal to the constant functions and belongs to the ball of radius $\beta r_\varepsilon^{2 + l - \delta_4}$ with $\beta$ a positive constant to be chosen later and $\delta_4 < l$;
- $V_{\Lambda, \varphi} \in C^{2,\alpha}_0(M_{r_\varepsilon})$ is constant on $\partial M_{r_\varepsilon}$, satisfies the inequality (60) and (61).
We want to show that there are parameters, \( R \in \mathbb{R}_+, a \in \mathbb{R}^n, \Lambda \in \mathbb{R} \) and functions \( \varphi, \phi \in C^{2,\alpha}(S^{n-1}_{r_\varepsilon}) \) such that

\[
\begin{align*}
\mathcal{A}_\varepsilon(R, a, \phi) &= B_{r_\varepsilon}(\Lambda, \varphi) \\
\partial_r \mathcal{A}_\varepsilon(R, a, \phi) &= \partial_r B_{r_\varepsilon}(\Lambda, \varphi)
\end{align*}
\]

on \( \partial B_{r_\varepsilon}(p) \).

First, we take \( \overline{f} \) in (I4) equal to \( \overline{f} \) from (E1), \( \delta_1 \) in (I2) equal to \( \delta_4 \) in E3. Now, if we take \( \omega \) and \( \vartheta \) in the ball of radius \( r_\varepsilon^{2+l-\delta_1} \) in \( C^{2,\alpha}(S^{n-1}_{r_\varepsilon}) \), with \( \omega \) belonging to the space spanned by the coordinate functions, \( \vartheta \) belonging to the high frequencies space, and we define \( \varphi := \omega + \vartheta \), then we can apply Theorem 1.3 to define the function \( B_{r_\varepsilon}(\Lambda, \vartheta) \), since \( \|\varphi\|_{(2,\alpha),r_\varepsilon} \leq 2r_\varepsilon^{2+l-\delta_1} \).

Note that, by the definition of the function \( h \) in (I4), we obtain

\[
\pi''_{r_\varepsilon}(\mathcal{A}_\varepsilon(R, a, \phi)) = \phi + \pi''_{r_\varepsilon}(u_{z,R,a} + f)
\]

and by the definition of \( u_{z} \) and \( G_p \) in Section 4.1, we obtain that

\[
\pi''_{r_\varepsilon}(B_{r_\varepsilon}(\Lambda, \varphi)) = \vartheta + \pi''_{r_\varepsilon}(\overline{f} + \Lambda \overline{f}|x|^2 - \overline{f}_x + \overline{f}V_{\Lambda,\varphi}).
\]

where we are using that \( \pi''_{r_\varepsilon}(u_{z,\varphi}|_{S^{n-1}_{r_\varepsilon}}) = \vartheta, \pi''_{r_\varepsilon}(V_{\Lambda,\varphi}|_{S^{n-1}_{r_\varepsilon}}) = 0 \) and \( f = 1 + \overline{f} \).

Now define

\[
\phi_{\vartheta} := \pi''_{r_\varepsilon}((B_{r_\varepsilon}(\Lambda, \omega + \vartheta) - u_{z,R,a} - f)|_{S^{n-1}_{r_\varepsilon}})
\]

\[
= \pi''_{r_\varepsilon}((\Lambda \overline{f}|x|^2 - \overline{f}_x + \overline{f}u_{\omega,\varphi} + \overline{f}V_{\Lambda,\omega+\vartheta} - u_{z,R,a})|_{S^{n-1}_{r_\varepsilon}}) + \vartheta.
\]

Let's derive an estimate for \( \|\phi_{\vartheta}\|_{(2,\alpha),r_\varepsilon} \).

Note that, from (64), we get

\[
\pi''_{r_\varepsilon}(u_{z,R,a}|_{S^{n-1}_{r_\varepsilon}}) = O(|a|^2 r_{\varepsilon}^2),
\]

since \( r_{\varepsilon} = \varepsilon^s \), with \( s \in (0,1) \) small enough and \( R_{\varepsilon}^{4-n} = 2(1+b)\varepsilon^{4-n} \) with \( |b| \leq 1/2 \), implies that \( R < r_{\varepsilon} \). Let's consider \( a \in \mathbb{R}^n \) with \( |a|^2 \leq r_{\varepsilon}^4 \). Hence we have that \( |a|r_{\varepsilon}^{1-\delta_1} \leq r_{\varepsilon}^{1+\frac{4}{2} - \delta_1} \) tends to zero when \( \varepsilon \) goes to zero, and \( I3 \) is satisfied for \( \varepsilon > 0 \) small enough. Furthermore, since \( |a|^2 r_{\varepsilon}^2 \leq r_{\varepsilon}^{2+\delta} \), we can show that

\[
\pi''_{r_\varepsilon}(u_{z,R,a}|_{S^{n-1}_{r_\varepsilon}}) \|_{(2,\alpha),r_\varepsilon} \leq C\varepsilon^{2+\delta},
\]

for some constant \( C > 0 \) independent of \( \varepsilon, R \) and \( a \).

Observe that, (E2) implies

\[
\|\pi''_{r_\varepsilon}(\Lambda \overline{f}|x|^2 - \overline{f}_x)|_{S^{n-1}_{r_\varepsilon}}\|_{(2,\alpha),r_\varepsilon} \leq C\varepsilon^{2+p}.
\]

Now, using (15), (60), (64) and the fact that \( \overline{f} = O(|x|^2) \), we deduce that

\[
\|\phi_{\vartheta} - \vartheta\|_{(2,\alpha),r_\varepsilon} \leq c\varepsilon^{2+p},
\]

and

\[
\|\phi_{\vartheta}\|_{(2,\alpha),r_\varepsilon} \leq c\varepsilon^{2+p-\delta_1},
\]

for every \( \vartheta \in \pi''(C^{2,\alpha}(S^{n-1}_{r_\varepsilon})) \) in the ball of radius \( r_\varepsilon^{2+p-\delta_1} \) and for some constant \( c > 0 \) that does not depend on \( \varepsilon \). Therefore we can apply Theorem 3.3 with \( \kappa \) equal to this constant \( c \) and \( \mathcal{A}_\varepsilon(R, a, \phi_{\vartheta}) \) is well defined. The definition (64) immediately yields

\[
\pi''_{r_\varepsilon}(\mathcal{A}_\varepsilon(R, a, \phi_{\vartheta})|_{S^{n-1}_{r_\varepsilon}}) = \pi''_{r_\varepsilon}(B_{r_\varepsilon}(\Lambda, \omega + \vartheta)|_{S^{n-1}_{r_\varepsilon}}).
\]
We project the second equation of the system \((63)\) on the high frequencies space, the space of functions which are \(L^2(\mathbb{S}^{n-1})\)-orthogonal to \(e_0, \ldots, e_n\). This yields a nonlinear equation which can be written as
\[
(69) \quad r_c \partial_r (v_\theta - u_\theta) + S_2(a, b, \Lambda, \omega, \theta) = 0,
\]
on \(\partial_r B_{r_\epsilon}(0)\), where
\[
S_2(a, b, \Lambda, \omega, \theta) = r_c \partial_r v_\phi - a + r_c \partial_r \pi''_{r_\epsilon}((u_{r_\epsilon, R, a} + \Lambda f g_p - f u_{\omega + \theta})|_{\mathbb{S}^{n-1}}) - r_c \partial_r \pi''_{r_\epsilon}((f V_{\Lambda, \omega + \theta})|_{\mathbb{S}^{n-1}}).
\]
(70)

Note that here and in \((64)\) we are using the term \(r_c \partial_r \overline{f}\) and \(f\), respectively, which does not have the right decay, see \((63)\) and \((70)\). Also the definition of \(u_\epsilon\) in \(\text{Section 4.1}\) is important because we have the term \(r \overline{\partial_r \varphi}\) in \(A_c(R, a, \cdot)\).

The map \(Z : C^{2, \alpha}(\mathbb{S}^{n-1}) \rightarrow C^{0, \alpha}(\mathbb{S}^{n-1})\) defined by
\[
Z(\vartheta) := \partial_r (v_\theta - Q_1(\vartheta)),
\]
is an isomorphism (see [17], proof of Proposition 8 in [24] and proof of Proposition 2.6 in [29]). On the other hand, for any \(\vartheta \in C^{2, \alpha}(\mathbb{S}^{n-1})\) we have
\[
r_c \partial_r (v_\theta - Q_{r_\epsilon}(\vartheta))(r_\epsilon \cdot \vartheta) = Z(\overline{\vartheta}),
\]
where \(\overline{\vartheta} = \vartheta(r_\epsilon \cdot \cdot)\), see [32] for more details. Therefore to solve the equation \((69)\) it is enough to show that the map \(H_\epsilon(a, b, \Lambda, \omega, \cdot) : D_\epsilon \rightarrow C^{2, \alpha}(\mathbb{S}^{n-1})\) given by
\[
H_\epsilon(a, b, \Lambda, \omega, \vartheta) = -Z^{-1}(S_2(a, b, \Lambda, \omega, \vartheta(r_\epsilon \cdot \vartheta)),
\]
has a fixed point, where \(D_\epsilon := \{ \vartheta \in \pi''(C^{2, \alpha}(\mathbb{S}^{n-1})) : \|\vartheta\|(2, \alpha, 1) \leq r_\epsilon^{2+\frac{1}{\alpha}} \} \) and \(\partial_{r_\epsilon} \epsilon(x) := \partial(r_\epsilon^{-1} x)\).

**Lemma 5.1.** There is a constant \(\varepsilon_0 > 0\) such that if \(\varepsilon \in (0, \varepsilon_0)\), \(a \in \mathbb{R}^n\) with \(|a|^2 \leq r_\epsilon^4\), \(b \in \mathbb{R}\) with \(|b| \leq 1/2\) and \(|\Lambda|^2 \leq r_\epsilon^{n+4\delta_1}\), and \(\omega \in C^{2, \alpha}(\mathbb{S}^{n-1})\) belongs to the space spanned by the coordinate functions and with norm bounded by \(r_\epsilon^{2+\frac{1}{\alpha}}\), then the map \(H_\epsilon(a, b, \Lambda, \omega, \cdot)\) has a fixed point in \(D_\epsilon\).

**Proof.** First note that by \((68)\), \(\phi_0\) satisfies
\[
\|\phi_0\|(2, \alpha, r_\epsilon) \leq cr_\epsilon^{2+\frac{1}{\alpha}},
\]
where the constant \(c > 0\) is independent of \(\varepsilon\).

From \((29), (43), (45), (60), (66)\) and \((67)\) and the fact that \(\overline{f} = O(|x|^2)\) we obtain
\[
\|S_2(a, b, \Lambda, \omega, 0)\|(1, \alpha, r_\epsilon) \leq cr_\epsilon^{2+\frac{1}{\alpha}},
\]
for some constant \(c > 0\) independent of \(\varepsilon\).

Now, if \(\vartheta_1, \vartheta_2 \in D_\epsilon\), then
\[
\|H_\epsilon(a, b, \Lambda, \omega, \vartheta_1) - H_\epsilon(a, b, \Lambda, \omega, \vartheta_2)\|(2, \alpha, 1)
\leq C \left( r_c \partial_r v_{\phi_{r_\epsilon \cdot \cdot} - \phi_{r_\epsilon \cdot \cdot} - (\phi_{r_\epsilon \cdot \cdot} - \vartheta_{r_\epsilon \cdot \cdot}) \|\partial_r (\vartheta_{r_\epsilon \cdot \cdot})\|_{(1, \alpha, r_\epsilon)} + \left\| r_c \partial_r \pi''_{r_\epsilon}((U_{r_\epsilon, R, a, \phi_{r_\epsilon \cdot \cdot}} - U_{r_\epsilon, R, a, \phi_{r_\epsilon \cdot \cdot}})|_{\mathbb{S}^{n-1}}) \|_{(1, \alpha, r_\epsilon)} + \left\| r_c \partial_r \pi''_{r_\epsilon}((f V_{\Lambda, \omega + \vartheta_{r_\epsilon \cdot \cdot}} - V_{\Lambda, \omega + \vartheta_{r_\epsilon \cdot \cdot}})|_{\mathbb{S}^{n-1}}) \|_{(1, \alpha, r_\epsilon)} + \right\| r_c \partial_r \pi''_{r_\epsilon}((f u_{\vartheta_{r_\epsilon \cdot \cdot}} - u_{\vartheta_{r_\epsilon \cdot \cdot}})|_{\mathbb{S}^{n-1}}) \|_{(1, \alpha, r_\epsilon)} \right),
\]
where, by (64) we get

\[ \phi_{\varphi_{r_1}} - \varphi_{r_1} - \phi_{r_1} = a_r^\prime r (f_r + f_r + f_r r + f_r r r) \mid r \leq r_1 \] .

Using the inequalities (45), (61) and the fact that \( f = O(|x|^2) \), we obtain

\[ \| \phi_{\varphi_{r_1}} - \varphi_{r_1} - \phi_{r_1} \|_{r} \leq c r^2 \| \phi_{\varphi_{r_1}} - \varphi_{r_1} - \phi_{r_1} \|_{r} \]

for some constants \( \delta > 0 \) and \( c > 0 \) that does not depend on \( \epsilon \). Using (29) we have that

\[ \| r \varphi_{r_1} - \varphi_{r_1} - \phi_{r_1} \|_{r} \leq c r^2 \| \phi_{\varphi_{r_1}} - \varphi_{r_1} - \phi_{r_1} \|_{r} . \]

From (41) and (61) we conclude that

\[ \| U_{\epsilon, R, a, \phi_{r_1}} - U_{\epsilon, R, a, \phi_{r_1}} \|_{r} \leq C r^2 \] \[ \text{and} \]

\[ \| V_{\epsilon, R, a, \phi_{r_1}} - V_{\epsilon, R, a, \phi_{r_1}} \|_{r} \leq C r^2 \]

and

\[ \| \| H_{\epsilon, a, \alpha, \omega, \phi_{r_1}} - H_{\epsilon, a, \alpha, \omega, \phi_{r_1}} \|_{r} \leq C r^2 \]

for some \( \delta > 0 \) and \( \delta > 0 \) independent of \( \epsilon \). From this, (45) and the fact that \( f = 1 + \frac{\epsilon}{r^2} \), we derive an estimate as (71) for the other terms, and therefore we get

\[ \| H_{\epsilon, a, \alpha, \omega, \phi_{r_1}} - H_{\epsilon, a, \alpha, \omega, \phi_{r_1}} \|_{r} \leq \frac{1}{2} \| \varphi_1 - \varphi_2 \|_{r} \]

for all \( \varphi_1, \varphi_2 \in D_{\epsilon} \), since \( \epsilon > 0 \) is small enough. From this and (72) we get the result. \( \square \)

Therefore there exists a unique solution of (69) in the ball of radius \( r^2 + l \delta \) in \( C^{2,\alpha}(S_r^{n-1}) \). We denote by \( \varphi_{\epsilon, a, b, \Lambda, \omega} \) this solution given by Lemma 5.1. Since this solution is obtained through the application of fixed point theorem for contraction mappings, it is continuous with respect to the parameters \( \epsilon, a, b, \Lambda \) and \( \omega \).

Now, recall that \( R_{2+\epsilon} = 2(1 + b)\epsilon^{\frac{n-4}{2}} \) with \( |b| \leq 1/2 \). Hence, using (65) and Corollary 2.1 and 2.2 we show that

\[ u_{\epsilon, R, a}(r \theta) = 1 + b + \frac{\epsilon \frac{n-4}{2}}{4(1+b)} r^2 \frac{d}{d \varphi_{r_1}} + \left( \frac{n-4}{2} u_{\epsilon, R}(r \theta) + r \varphi_{r_1} \right) a \cdot x \]

where the last term does not depend on \( \theta \). Hence, we have

\[ A_{\epsilon}(R, a, \phi_{\epsilon, a, b, \Lambda, \omega})(r \theta) = 1 + b + \frac{\epsilon \frac{n-4}{2}}{4(1+b)} r^2 \frac{d}{d \varphi_{r_1}} + \left( \frac{n-4}{2} u_{\epsilon, R}(r \theta) + r \varphi_{r_1} \right) a \cdot x \]

In the exterior manifold \( M_{r_1} \), in conformal normal coordinate system in the neighborhood of \( \partial M_{r_1} \), namely \( \Omega_{r_1} \), we have

\[ B_{r_1}(\Lambda, \omega + \partial_{\epsilon, a, b, \Lambda, \omega})(r \theta) = 1 + \Lambda r^2 \frac{d}{d \varphi_{r_1}} + u_{\omega + \partial_{\epsilon, a, b, \Lambda, \omega}} \]

where

\[ + (f V_{\Lambda, \omega + \partial_{\epsilon, a, b, \Lambda, \omega}})(r \theta) + O(|\Lambda| r^2 \frac{d}{d \varphi_{r_1}}) \]
We now project the system \((63)\) on the set of functions spanned by the constant function. This yields the equations
\[
\begin{cases}
 b + \left( \frac{\varepsilon - 4}{4(1 + b)} - \Lambda \right) r_{\varepsilon}^{2 - \frac{2}{n}} = H_{0,\varepsilon}(a, b, \Lambda, \omega) \\
(2 - \frac{n}{2}) \left( \frac{\varepsilon - 4}{4(1 + b)} - \Lambda \right) r_{\varepsilon}^{2 - \frac{2}{n}} = r_{\varepsilon} \partial_r H_{0,\varepsilon}(a, b, \Lambda, \omega),
\end{cases}
\]

where \(H_{0,\varepsilon}\) and \(\partial_r H_{0,\varepsilon}\) are continuous maps
\[
(74) \quad H_{0,\varepsilon}(a, b, \Lambda, \omega) = O(r_{\varepsilon}^{2 + l}) \quad \text{and} \quad r_{\varepsilon} \partial_r H_{0,\varepsilon}(a, b, \Lambda, \omega) = O(r_{\varepsilon}^{2 + l}).
\]

**Lemma 5.2.** There is a constant \(\varepsilon_2 > 0\) such that if \(\varepsilon \in (0, \varepsilon_2)\), \(a \in \mathbb{R}^n\) with \(|a|^{2} \leq r_{\varepsilon}^{l}\) and \(\omega \in C^{2,\alpha}(S_{r_{\varepsilon}}^{n-1})\) belongs to the space spanned by the coordinate functions and has norm bounded by \(r_{\varepsilon}^{2 + l - \delta_1}\), then the system \((73)\) has a solution \((b, \Lambda) \in \mathbb{R}^{2}\), with \(|b| \leq \frac{1}{2}\) and \(|\Lambda|^{2} \leq r_{\varepsilon}^{n+1+\delta_5}\).

**Proof.** Define a continuous map \(G_{\varepsilon,a,\omega} : D_{0,\varepsilon} \to \mathbb{R}^2\) by
\[
G_{\varepsilon,a,\omega}(b, \Lambda) := \left( \frac{2r_{\varepsilon}}{n-4} \partial_r H_{0,\varepsilon}(a, b, \Lambda, \omega) + H_{0,\varepsilon}(a, b, \Lambda, \omega), \right.
\]
\[
\frac{\varepsilon - 4}{4(1 + b)} + \frac{2r_{\varepsilon}^{2 - \frac{2}{n}}}{n-4} \partial_r H_{0,\varepsilon}(a, b, \Lambda, \omega) \right),
\]

where \(D_{0,\varepsilon} := \{ (b, \Lambda) \in \mathbb{R}^2 ; |b| \leq \frac{1}{2}\} \). We can show that \(G_{\varepsilon,a,\omega}(D_{0,\varepsilon}) \subset D_{0,\varepsilon}\), for small enough \(\varepsilon > 0\). With the estimate that we have above we can show that this map is a contraction, and hence it has a fixed point which depends continuously on parameter \(\varepsilon, a, \omega\). Obviously, this fixed point is a solution of the system \((73)\). \(\square\)

From now on we will work with the fixed point given by Lemma 5.2, and we will write simply as \((b, \Lambda)\).

Finally, we project the system \((63)\) over the space of functions spanned by the coordinate functions. It will be convenient to decompose \(\omega\) in
\[
(75) \quad \omega = \sum_{i=1}^{n} \omega_i e_i, \quad \text{where} \quad \omega_i = \int_{S_{r_{\varepsilon}}^{n-1}} \omega(r_{\varepsilon}) e_i.
\]

Hence, \(|\omega_i| \leq c_n \sup_{S_{r_{\varepsilon}}^{n-1}} |\omega|\). From this and Proposition 4.1, we get the system
\[
\begin{cases}
 F(r_{\varepsilon}) r_{\varepsilon} a_i - \omega_i = H_{i,\varepsilon}(a, \omega) \\
 G(r_{\varepsilon}) r_{\varepsilon} a_i - (1 - n)\omega_i = r_{\varepsilon} \partial_r H_{i,\varepsilon}(a, \omega),
\end{cases}
\]
i = 1, \ldots, n, where
\[
F(r_{\varepsilon}) := \frac{n-4}{2} u_{\varepsilon,R}(r_{\varepsilon}) + r_{\varepsilon} \partial_r u_{\varepsilon,R}(r_{\varepsilon}),
\]
\[
G(r_{\varepsilon}) := \frac{n-4}{2} u_{\varepsilon,R}(r_{\varepsilon}) + \frac{n}{2} r_{\varepsilon} \partial_r u_{\varepsilon,R}(r_{\varepsilon}) + r_{\varepsilon}^{2} \partial_r^{2} u_{\varepsilon,R}(r_{\varepsilon}),
\]
\[
(77) \quad H_{i,\varepsilon}(a, \omega) = O(r_{\varepsilon}^{2 + l}) \quad \text{and} \quad r_{\varepsilon} \partial_r H_{i,\varepsilon}(a, \omega) = O(r_{\varepsilon}^{2 + l}).
\]
The maps \(H_{i,\varepsilon}\) and \(\partial_r H_{i,\varepsilon}\) are continuous.
Lemma 5.3. There is a constant $\varepsilon_2 > 0$ such that if $\varepsilon \in (0, \varepsilon_2)$ then the system (70) has a solution $(a, \omega) \in \mathbb{R}^n \times C^{2,\alpha}(S^n_{r_\varepsilon})$ with $|a|^2 \leq r_\varepsilon^l$ and $\omega$ given by (75) of norm bounded by $r_\varepsilon^{2l+1-\delta}$.

Proof. Define a continuous map $K_{i,\varepsilon} : D_{i,\varepsilon} \to \mathbb{R}^2$ by

$$K_{i,\varepsilon}(a_i, \omega_i) := \left( (G(r_\varepsilon) + (n-1)F(r_\varepsilon))^{-1}r_\varepsilon^{-1}(r_\varepsilon \partial_r H_{i,\varepsilon}(a, \omega) + (n-1)H_{i,\varepsilon}), \right)$$

where $D_{i,\varepsilon} := \{(a_i, \omega_i) \in \mathbb{R}^2; |a_i|^2 \leq n^{-1}r_\varepsilon^l$ and $|\omega_i| \leq n^{-1}k_i,n^{-1}r_\varepsilon^{2l+2+|i|} \}$, $k_{i,n} = \|e_i\|_{L^2(\Omega, \mathbb{R}^2)}$, $F(r_\varepsilon) = (n-2)(1+b) + O(\varepsilon^{2-s(n-2)})$ and $G(r_\varepsilon) + (n-1)F(r_\varepsilon) = n(n-2)(1+b) + O(\varepsilon^{2-s(n-2)})$ with $2 - s(n-2) > 0$.

From (77) we obtain that $K_{i,\varepsilon}(D_{i,\varepsilon}) \subset D_{i,\varepsilon}$, for small enough $\varepsilon > 0$. By the Brouwer’s fixed point theorem there exists a fixed point of the map $K_{i,\varepsilon}$ and this fixed point is a solution of the system (70).

Now we are ready to prove the main theorem of this paper.

Theorem 5.4. Let $(M^n, g_0)$ be an compact Riemannian manifold nondegenerate with dimension $n \geq 5$, $g_0$ conformal to some 2-admissible metric and the $\sigma_2$-curvature is equal to $\frac{n(n-1)}{8}$. Let $\{p_1, \ldots, p_m\}$ a set of points in $M$ such that $\nabla g_0 W_{g_0}(p_i) = 0$ for $j = 0, \ldots, \lfloor \frac{n-1}{2} \rfloor$ and $i = 1, \ldots, m$, where $W_{g_0}$ is the Weyl tensor of the metric $g_0$. Then, there exist a constant $\varepsilon_0 > 0$ and a one-parameter family of complete metrics $g_\varepsilon$ on $M\backslash\{p_1, \ldots, p_m\}$ defined for $\varepsilon \in (0, \varepsilon_0)$ such that

1. each $g_\varepsilon$ is conformal to $g_0$ and has constant $\sigma_2$-curvature $\sigma_2(A_{g_\varepsilon}) = \frac{n(n-1)}{8}$;
2. $g_\varepsilon$ is asymptotically Delaunay near each point $p_i$, for all $i = 1, \ldots, m$;
3. $g_\varepsilon \to g_0$ uniformly on compact sets in $M\backslash\{p_1, \ldots, p_m\}$ as $\varepsilon \to 0$.

Proof. First we prove the theorem when $m = 1$ and then we will explain the minor changes that need to be made in order to deal with more than one singular point.

We keep the previous notations.

From Lemmas 5.1, 5.2 and 5.3 we conclude that there is $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$ there are parameters $R_\varepsilon$, $a_\varepsilon$, $\phi_\varepsilon$, $\Lambda_\varepsilon$ and $\phi_\varepsilon$ for which the functions $A_\varepsilon(R_\varepsilon, a_\varepsilon, \phi_\varepsilon)$ and $B_\varepsilon(A_\varepsilon, \phi_\varepsilon)$ coincide up to order one in $\partial B_{R_\varepsilon}(p)$. Since $g_0$ is conformal to some 2-admissible metric, we can use elliptic regularity to show that the function $U_\varepsilon$ defined by $U_\varepsilon := A_\varepsilon(R_\varepsilon, a_\varepsilon, \phi_\varepsilon)$ in $B_{R_\varepsilon}(p) \backslash \{p\}$ and $U_\varepsilon := B_{R_\varepsilon}(A_\varepsilon, \phi_\varepsilon)$ in $M\backslash B_{R_\varepsilon}(p)$ is a positive smooth function in $M\backslash \{p\}$. Moreover, since $A_\varepsilon(R_\varepsilon, a_\varepsilon, \phi_\varepsilon) \geq c|x|^{-\frac{n-1}{2}}$, for some constant $c > 0$, then the function $U_\varepsilon$ tends to infinity on approach to $p$ with sufficiently fast rate.

Therefore, $g_\varepsilon := U_\varepsilon^{2/\alpha} g$ is a one-parameter family of complete smooth metric defined in $M\backslash \{p\}$ and by Theorem 5.3 and 5.4 it satisfies i), ii) and iii).

To prove the general case, we will just explain the minor changes that need to be made. We direct the reader to [32] for more details.

The interior analysis is done around at each point $p_i$, where we can find a family of metrics defined in $B_{R_i}(p) \backslash \{p\}$, with $\varepsilon_i = t_i \varepsilon$, $\varepsilon > 0$, $t_i \in (\delta, \delta^{-1})$ and $\delta > 0$ fixed, $i = 1, \ldots, m$.

The exterior analysis is done considering some changes. First we consider conformal normal coordinates around at point $p_i$. Using this we define the spaces $C^{1,0}(M\backslash\{p_1, \ldots, p_m\})$ and $C^{1,0}(M)$ in the Section 6 in [32]. For each $\varphi =$
(φ₁, . . . , φₘ) with φᵢ ∈ C^{2,α}(Sⁿ⁻¹) a function $L^2$—orthogonal to the constant functions, we define $u_φ ∈ C^{2,α}(M_r)$ such that near each point $p_i$, the function $u_φ$ is like in the Section [11] Then we proof an analog of Theorem [13] in this context, with $w ∈ ℝ$ constant on any component of $\partial M_r$.

Therefore, using again that $g_0$ is conformal to some $2$—admissible metric, we can use elliptic regularity to get the result. □
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