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SUMMARY Herein, we proposed a robot model that will obey a norm of a certain group by interacting with the group members. Using this model, a robot system learns the norm of the group as a group member itself. The people with individual differences form a group and a characteristic norm that reflects the group members’ personalities. When robots join a group that includes humans, the robots need to obey a characteristic norm: a group norm. We investigated whether the robot system generates a decision-making criterion to obey group norms by learning from interactions through reinforcement learning. In this experiment, human group members and the robot system answer same easy quizzes that could have several vague answers. When the group members answered differently from one another at first, we investigated whether the group members answered the quizzes while considering the group norm. To avoid bias toward the system’s answers, one of the participants in a group only obeys the system, whereas the other participants are unaware of the system. Our experiments revealed that the group comprising the participants and the robot system forms group norms. The proposed model enables a social robot to make decisions socially in order to adjust their behaviors to common sense not only in a large human society but also in partial human groups, e.g., local communities. Therefore, we presumed that these robots can join human groups by interacting with its members. To adapt to these groups, these robots adjust their own behaviors. However, further studies are required to reveal whether the robots’ answers affect people and whether the participants can form a group norm based on a robot’s answer even in a situation wherein the participants recognize that they are interacting in a group that include a real robot. Moreover, some participants in a group do not know that the other participant only obeys the system’s decisions and pretends to answer questions to prevent biased answers.
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1. Introduction

Recently, efforts to develop communication robots that can please people through emotional expressions and communicate with people naturally by behaving like living creatures have increased. However, to date, these robots did not have the ability to join a multiparty group or conversation. Moreover, to communicate more humanly in multiparty situations, such robots will need to learn sociality [1]. The aim of designing social robots is to enable them to interact with people or other robots in a human-like manner [2]–[4].

Robot models that consider sociality have been proposed previously [5]–[9]. These models enable robots to behave cooperatively. Carlucci et al. proposed a robotic system design that considers social behavior by implementing social norms. Within their model, the robots were able to behave cooperatively with humans. However, sociality is an endeavor to form a group and live with the group members. In every human society, people cooperate with many unrelated individuals [10].

To exhibit sociality in a human society, robots need to adapt to group norms that are formed by the members of the group. People conform to expectations and common group behaviors in human groups. Therefore, robots must also learn to behave as a member of a group by observing other members. These behaviors are known as group norms [11]. However, all humans have unique personalities. This reflects the dynamic integration of a person’s subjective experiences and behavioral patterns [12]. Because of the unique personalities, people have different criteria for making decisions and can respond differently from one another when facing the same situation [13]. Although people have different personalities and decision-making criteria, the criteria converge into one common criterion when a group is formed.

We therefore proposed a model for a robot that creates decision-making criteria by interacting with people in its group. A robot system using this model learns the criteria suitable for the group. We investigated whether the system can adjust its own behavior according to a suitable criterion in a group including humans, i.e., we investigated whether the people and system’s answers converge on their own to a suitable criterion when they answer easy quizzes that can have vague answers. We proposed two conditions for the experiments. First, one of the participants in a group only obeys the system, while the other participants are unaware of the system to avoid bias toward the system’s answers. Based on this condition, we investigated whether the answers of the system exhibit appropriate behaviors based on a normative criterion in a group, which is similar to how humans answer. Second, the participants should not be familiar with the social science concept of group norms, because it is assumed that this knowledge would influence the participants’ quiz answers. Convergences to suitable criteria in groups of people and the system had been observed [14].
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so that we investigated whether the result has statistical significance or not. Additionally, we refer to related work regarding our study.

2. Related Work

The proposed model utilizes knowledge about human characteristics and machine learning so that a robot system can be enabled to find a suitable criterion in a group that includes human members. In this section, related research from the fields of individual differences, group norms, and machine learning has been described.

Humans have individual differences in their criteria for making decisions [15], [16]. They can respond differently from one another when they are faced with the same stimuli. However, people in a group are affected by social influence. Social influence is defined as a change in an individual’s thoughts, feelings, attitude, or behavior, which results from an interaction with another individual or a group [17]. Additionally, social influence comprises normative social influence and informational social influence. These influences affect an individual’s judgment [16]. When people do not know how to behave in an unfamiliar situation, they imitate other people’s behaviors. Sherif et al. revealed that forming a group norm in a human group occurs within few interactions in situations wherein the participants in the group attempt to answer vague questions that are a part of a quiz [13]. It is assumed that the influence of each participant in the group enables the participants to imitate each other’s answers, thereby forming a group norm about the quiz.

Herein, using the proposed model, we investigated whether human participants and a robot system in a group form a group norm and evaluated the social influence of the system’s opinion. To investigate this principle, we prepared quizzes about the descriptive terms of a quantity of dots for participants in an experimental group using a visual analog scale (VAS). VAS is a visual metric that is used to measure a characteristic or attitude that is believed to range across a continuum of values and cannot be easily measured directly [18]. For instance, a patient in a hospital subjectively assess degree of the amount of pain that she/he feels from 0 (no pain) to 100 (pain as bad as it could possibly be).

Moreover, the robot system learns through reinforcement learning, i.e., a framework for learning a suitable policy without training data [19]. Reinforcement learning is also used in robotics [20]–[22]. However, herein, the robot system has to adjust itself to a group without prior learning because the system does not have information about the group members’ personalities before the group is formed. After forming a group, humans adjust themselves to their group. Therefore, the system is unable to return an initial state in reinforcement learning. Additionally, participants in a group are unable to return a state of first meeting. Consequently, the system has to adjust to the group without prior learning by interacting with the group members. Interactive evolutionary computation (IEC) is used to solve problems without prior learning solely through the interactions with a user [23], [24]. However, IEC has a problem associated with the size of a search space because users’ fatigue arising from the interactions with the IEC system has to be considered. This experiment also has a problem associated with the size of a search space and limited interactions in few steps because human group members form their group norms in only a few interactions. Herein, the vague quiz offered a multiple answer that the system can select from when answering. However, the system cannot know how the other group members behave in the group but can learn a tendency of how people answer a certain quiz without advice before the quiz scenario. Therefore, the system decreases the search space by clustering some people’s answers against the quizzes prepared for our experiments through a k-means++, which is a way of clustering [25].

3. Group Norm Model

The proposed model enables a robot to create a suitable criterion, i.e., the group norm, for decision making by interacting with the people in a group through reinforcement learning. Figure 1 shows an overview of the group norm model. In this study, we aimed to investigate a robot system’s decision-making ability on the basis of group norms and determined whether this decisions-making approach resembles that of a human. For a robot to adjust its behaviors according to a group that includes human members, it needs to infer a specific way to behave in the group with regard to the other group members’ behaviors while a group norm is being formed. Therefore, before a robot behaves in a group on the basis of the robot system, we investigated whether the robot system, considering a group norm can make decisions.

3.1 Decision-Making Model

We proposed a model, as shown in Fig. 1, that a robot uses to generate a group norm. The robot’s behaviors within the group are determined by this model. The robot recognizes the behaviors of the other group members and compares its own behavior with these behaviors. Thus, it behaves cooperatively and creates a suitable group criterion by learning from other members’ behaviors.

![Fig. 1 Group norm model](image-url)
The model uses three stages to learn a suitable behavior: decision making, behavior recognition, and feedback acceptance. The inputs pass through these stages. Inputs to the model comprise the group members’ behaviors, and the output is the model’s behavior. Moreover, the decision-making module learns the group norm via reinforcement learning.

The decision-making component determines the robot’s behavior. The robot then inputs its own behavior into its behavior recognition component. Here, the robot learns a suitable behavior using the hypothesis that people also converge to a suitable behavior in a group.

The behavior recognition component receives both the system’s behavior and those of the other members. These behaviors are first input to the system’s behavior recognition component and are fed to the feedback acceptance component.

Based on a combination of the group members’ answers, the feedback acceptance component gives a feedback to the decision-making component. The feedback acceptance component judges whether the system’s behavior suits the group to which it belongs, resulting in the system receiving a positive or negative feedback. When the system’s behavior corresponds to that of one of the members, the system receives a positive feedback. However, when the system’s behavior does not correspond to those of the other members, it receives a negative feedback. The feedback is then input to the decision-making component, which uses the feedback to learn how to select suitable behaviors.

The system prioritizes the different behaviors that it can execute through the repetition of this process. The priority is based on whether the participants’ behaviors correspond to the system’s behavior. As the system’s behavior and other participants’ behaviors correspond to each other, the behaviors within the group become unified.

The decision-making component creates a suitable criterion for group participation by learning the group members’ behaviors through reinforcement learning. An agent in the decision-making component is used to make the decisions and has a role in learning suitable behaviors. The agent adjusts the value parameters of the different behaviors, which are the values of each behavior that the system can execute. After the agent selects a certain behavior based on the value parameters of different behaviors, it receives a feedback.

3.2 Reinforcement Learning Parameters

Reinforcement learning in this study involves actions, states, a value function, Q values, and rewards. The proposed model also employs a reinforcement learning environment in the decision-making component (Fig. 2). The robot system using the proposed model has a set of behaviors that the system can execute. When such a system operates in a real-world scenario, an agent in the decision-making component relies on the reinforcement learning environment and decides which behavior the system should select. In a group, each behavior is assigned a value that can be selected by the system.

There are \( N + 1 \) states and two actions, which constitute the reinforcement learning environment shown in Fig. 2. The \( n \)th state \( s_n \) represents a criterion that the robot comes up with at \( n \)th time in order to behave socially. \( N \) represents the maximum number of states. The actions are \( a_{dcs} \) and \( a_{next} \). \( a_{dcs} \) denotes that the agent decides when the robot exhibits its behavior based on a present state: a certain criterion. \( a_{next} \) shows that the agent moves from the present state to the next state.

There also are Q values, rewards, and a value function. The mechanism of the group norm model assigns a high value to the robot’s adjustment to the group that includes human members. A value function, \( V(s_n) \), shows the value of \( s_n \) as a criterion in a group. The Q value \( Q(s, a) \) denotes the value of a combination of a certain state and action. When a robot adjusts its behavior according to the group, the robot selects an appropriate way of behaving with the group by searching the space of states. The values of these ways are derived from the value function. In addition, rewards are used to renew the value function. Until the robot using the proposed model makes a decision in the group, the robot system executes \( a_{next} \) several times and \( a_{dcs} \) once while moving from the present state to the next state in the environment, as shown in Fig. 2. The \( a_{dcs} \) denotes that the agent decides that the robot carries out a behavior based on a present state: a certain criterion, that is, may be suitable for a group. The \( a_{next} \) indicates that the agent moves from a present state to a next state. When \( a_{dcs} \) is executed, the agent judges the present state is not suitable criterion.

Each time the agent in the robot system moves to the next state, it has to make a small decision, i.e., to select either \( a_{next} \) or \( a_{dcs} \) in a certain state. The value of the small decisions indicates a Q value, which is derived from the value function. In this case, the equation for renewing the value function at the \( n \)th step is given in Eq. (1), where \( r \) is a discount factor, \( \alpha \) is the learning rate, \( S \) is a set comprising states, and \( r \) is the reward at the \( n \)th step. Moreover, the equation for deriving rewards \( r \) at the \( n \)th step is given in Eq. (2), where \( s_k \) is a criterion that each group member has in the group. Additionally, the initial Q values of each action are random numbers.

\[
V^{n+1}(s_n) \leftarrow V^n(s_n) + \alpha (r + \gamma \max_{s' \in S} V(s') - V(s_n))
\]

\[
r = \begin{cases} 
+1 & \text{(if } s_n = \text{a certain } s_k) \\
-1 & \text{(the others)}
\end{cases}
\]

Moreover, the equation for deriving Q values is given in

![Fig. 2 State transition](image)
Eqs. (3) and (4). The conditions of the variables in Eqs. (3) and (4) are \( m \in \{0, 1, 2, \cdots, N - 1\} \), \( n \in \{0, 1, 2, \cdots, N\} \), and \( l \in \{0, 1, 2, \cdots, N\} \). The agent selects an action that has higher value than its present state.

\[
Q(s_m, a_{next}) = V(s_{m+1}) \tag{3}
\]

\[
Q(s_l, a_{dcs}) = \frac{1}{V(s_l) - \max_n V(s_n)} \tag{4}
\]

Equation (4) has two cases corresponding to the value of \( V(s_l) \). When \( V(s_l) = \max_n V(s_n) \), Eq. (5) indicates the following scenario: the robot feels that \( s_l \) is appropriate as a group norm.

\[
(4) = \begin{cases} 
Q(s_l, a_{dcs}) \to \infty & \text{(if } V(s_l) = \max_n V(s_n)) \\
Q(s_l, a_{dcs}) < 0 & \text{(the others)}
\end{cases} \tag{5}
\]

In other words, the agent moves in the environment by executing \( a_{next} \) or \( a_{dcs} \) on the basis of the Q value of executing an action in a certain state. However, it is difficult for robots to come up with a certain criterion at the beginning of the experiment. Therefore, based on a limited scenario of experiments, a set of states is provided to the robot in this study.

4. Experiments

We carried out three experiments with 30, 15, and 4 participants in an investigation about descriptive terms, group experiments, and another investigation for the Mann–Whitney U test, respectively. The 30 participants in the investigation do not include the 15 participants in the group experiments. Moreover, the four participants are different from the 30 and 15 participants.

We did not use a real robot in our experiments, because we aimed to investigate whether group norms occur or not even if one of the group members make decisions in accordance with making-decisions of the robot system. We developed the proposed model for robots to socially make decisions in a group. Therefore, we use the word “robot” in this study, although a real robot does not participant in these experiments.

4.1 Quiz Environment

In this study, we prepared quizzes about the descriptive terms of a quantity of dots using VAS for participants in an experimental group. Each participant answering this quiz can describe her/his degree of the amount of some descriptive terms as the number of black dots in a white box. Each participant answers the same quiz by clicking a button on a laptop. All participants recognize each participants’ answers after the participants answer once. This procedure is repeated several times. At first, each participant does not know the correct answer; thus, the participants answer the quiz on the basis of their criteria. However, each participant’ answer is affected by other participants’ answers and the participants change their criteria because they do not know the right answer and recognize each answer in the group.

Figure 3 shows an input screen on the laptop and an example of a participant’s answer. Figure 3(a) shows the input screen in its initial state. Figure 3(b) shows the input screen after a participant has answered. Figure 3(c) shows the results of the three answers after the participants have finished the quiz.
Table 1  Six descriptive scale

| Japanese  | English                                           |
|-----------|---------------------------------------------------|
| A Hodoyoku | You see a moderately large number of dots         |
| B Sokosoko | You see a somewhat large number of dots           |
| C Dochirakato-ieba | If you had to choose, you would say that you could see a large number of dots |
| D Warito  | You see a comparatively large number of dots      |
| E Kekko   | You see quite a lot of dots                        |
| F Kanari  | You see a considerably large number of dots       |

Figures 3(a) and 3(b) have two buttons beneath the white box: BUTTON and FINISH. If the participant clicks on BUTTON once, a black dot appears on the input screen. The number of BUTTON pushes represents the number of dots that equals the descriptive term. Each time the participant clicks on BUTTON once, a black dot appears at a random location in the white box. The number of dots indicates the answers of a participant in a quiz for the application. Each black dot appears in accordance with a same pattern. However, the pattern makes it difficult for participants to expect where a next black dot appears in the white box. Additionally, the quiz allows participants to click to a maximum of 100 times. Although the participants are unaware of this limit, they can determine the number of dots in their own answer.

Answers in this study are white images with black dots, like Fig. 3. In this study, good answers do not exist because the quiz does not have a clear answer. However, the meaning of the answers depends on the human’s or robot system’s perspective. When a participant pushes BUTTON X times, a white image including X black dots is created. If he/she is satisfied with the image as an answer of a quiz, he/she pushes FINISH and the image becomes his/her answer. However, the robot system regards answers as the numbers of dots in the white images regardless of the location of these black dots.

Table 1 provides a list of the descriptive terms that the three quizzes use. The participants answered a quiz that required them to follow this instruction: “continue pushing BUTTON until, in your opinion, you see X.” The label X is replaced by a descriptive term that is selected in an experiment. It is substituted with one of the English translations of the descriptive terms (A, B, C, D, E, or F) listed in Table 1. In addition, we informed the participants of the existence of the six descriptive terms in the quizzes before the test. We also informed them that they could make their own criteria for each descriptive term. For example, the quiz asks participants to continue clicking BUTTON until, in their own opinion, they see a considerably large number of dots.

We investigated 30 university students’ answers to six quizzes before experiments were performed for the system in order to use the results as a dataset for clustering. These participants indicated their descriptive scales by entering an answer on our laptop. In these experiments, the number of dots represented the participants’ descriptive scales.

4.2 Flow of the Experiment in a Group

Figure 4 shows an environment wherein the experiments were performed. A laptop was placed on a table, and a chair was placed near the table. In addition, three participants and a quiz host sat on the table. Therefore, in this study, a group comprised three human participants. A place surrounded by a dotted line where the participants sat was referred to as the “waiting area,” whereas the other place surrounded by a dotted line next to the quiz host was referred to as the “answering area,” as shown in Fig. 4. Additionally, the people in the waiting area were not able to see the display of the laptop in the answering area. This was done to prevent them from being aware of the other participant’s opinion because the people in the waiting area can use this information to seek advice to answer the quiz.

Figure 5 shows a flowchart that defines the experiment controlled by the quiz host. At first, all participants who intended to join our group experiments answered the six quizzes without any advice in order to enable a comparison between individual answers and answers in a group before performing the experiment. Next, a quiz host taught the participants how to use the laptop before the experiment was performed. Then, the quiz host selected only three participants as group members in a single experiment, of which two answered differently in the same descriptive term quiz, i.e., the individual difference between each of them is large.

Here, one out of the three participants in a group, who is referred to as “Participant” and is our collaborator, knows the aim of these experiments. At this point, the “Participant” only obeyed the system on the laptop, answered based on
the proposed model, and pretending that he was answering by himself while the other participants answered the quiz on our laptop. In this experiment, a robot system was included in the application (Fig. 3). When the third participant attempted to answer, the application automatically displayed the robot system’s answer as the third participant’s answer. This was the phase of forming a group, i.e., at this point, each participant considered the other participants as group members.

Next, the quiz host decided who answered the quiz at first such that the first and second participants were human members, whereas the third participant was “Participant.” When it one of the participants turn to answer a quiz, he/she sits on the chair. The quiz host ensures that there is no discussion about this experiment while someone is answering a quiz on the laptop. Then, the three participants see each other’s answers. At the same time, the robot system on the laptop checked the human participants’ answers and registered this information for learning the participants’ behaviors. When the numbers of dots of human participants’ answers were \( k_1 \) and \( k_2 \), the robot system recognized their answers as \( s_{k_1} \) and \( s_{k_2} \), respectively, and renewed the values using Eqs. (1)–(4). The participants repeated this procedure five times. At the beginning of each step, they did not know the each others’ answers. However, at the end of a step, they had this information. We thought if the participants had already known all of the information in Table 2, they would be affected by one another’s answers and change their own answers.

4.3 Individual Differences and Clustering Dataset

We investigated 30 university students’ answers to six quizzes before the experiments were performed. Table 2 shows the averages and standard deviations of the number of dots generated from each university student’s answers. These results revealed that there were individual differences among participants’ quiz answers. The standard deviations indicated the existence of individual differences in the quizzes when the participants answered without any advice. As the average increased, the standard deviation increased (Table 2).

In reinforcement learning, the agent in the robot system selected the actions in a given state from a set of 100 states. Then, the system selected some states as representative states using the k-means++ clustering algorithm in order to reduce the search space. The states corresponded to answers concerning the number of dots. The number of states was 100 because the system pushed BUTTON from 1 to 100 times when the participants answered a quiz. Therefore, we set the number of clusters to four. Consequently, \( N = 4 \), which is the maximum value of the number of states. The system used the results of the experiments to investigate the individual differences among quizzes (Table 2).

The system separated the resulting dataset into four clusters and considered the four centers of the clusters to be representative answers. Thus, the agent in the system selected a certain action in a given state from the four representative states. We presumed that clustering diminished the choices of states and accelerated the system’s convergence to a group norm. In addition, the system considered the other members’ answers as a certain representative state that was closest to the four representative states.

4.4 Test of Convergences in the Experiments

We ran the Mann-Whitney U test to investigate whether the answers in Fig. 6 converged or not [26]. The three participants’ answers in a group affect each other’s opinions, so that their answers converge. In other words, mutual influences cause convergence of their answers in a group. We investigated whether such influence exists by using the Mann–Whitney U test.

We prepared two samples to use the Mann–Whitney U test. These samples are depended on whether the participants in a group recognize the other participants’ answers. One sample is a set of variances of each group answers

| Descriptive Scale | Average | Standard Deviation |
|-------------------|---------|--------------------|
| A                 | 18.70   | 11.35              |
| B                 | 20.03   | 11.51              |
| C                 | 24.87   | 11.92              |
| D                 | 27.80   | 12.34              |
| E                 | 34.73   | 19.53              |
| F                 | 50.73   | 20.85              |

Table 2 Results of investigating descriptive scale
Fig. 6 Results and standard deviations
We must investigate whether change of answers in a group would depend on if participants in the group recognize one another’s answers or not. If the change exists, mutual influences and convergences in groups also exist. Therefore, we investigated answers of human groups where the participants do not recognize the others’ answers.

To observe change of answers in case participants in a group do not recognize one another’s answers, we also investigated four extra participants’ answers without advice on their own in four descriptive terms (A, B, C, and D). The four participants answer each quiz five times, that is, a total of 20 times. In the experiments (Fig. 6), we did not use descriptive terms E and F, so the participant does not answer the quizzes about the term E and F.

If we pick three participants from the four participants, we can regard the three participants as a group. Moreover, the group including the three participants answers four kind of descriptive term quizzes. Therefore, \( \binom{4}{3} \times 4 = 16 \) groups can exist. We define the group as pseudo-group.

We used the Mann–Whitney U test on between five experiment groups (Fig. 6) and 16 pseudo-groups. Then, the observation in each sample is a difference between the value of a variance of answers in a group at steps 5 and 1. These values mean changes of participants’ answers in each group.

### 4.5 Results

Figure 6 shows the results of the five experiments wherein two participants and the system in each group answered five questions per experiment. We selected two participants who had large individual differences for a certain descriptive scale in each experiment. The descriptive terms used in the experiments 1, 2, 3, 4, and 5 are D, A, D, B, and C, respectively, so that we do not use the descriptive terms E and F. Table 3 lists the parameters of reinforcement learning in each experiment. The horizontal axis shows the step number, whereas the vertical axis shows the number of dots that each participant answered (Fig. 6(a)-(e)). In addition, Fig. 6(f) shows standard deviations of the five experiments that indicate the degree of their individual differences in each step. Sherif et al. reported similar results using only human participants [13].

Table 4 shows two samples of experiment groups and pseudo-groups in the Mann–Whitney U test. Each value is a difference between the value of a variance of answers in a group at steps 5 and 1. These values mean changes of participants’ answers in each group.

![Fig. 7 Statistical distribution of two experiments samples and two-sided p-value](image)

The result revealed a statistical significance \( p = 0.0019 \), two-tailed test. Therefore, we can see that when participants recognize the others’ answers, they will be affected by the others’ answers.

These results showed that each participants’ answer in all groups converged to a criterion of the number of dots at the fifth step. This confirmed that their answers converged to become the group’s norm in all experiments. However, the standard deviations decreased as the number of steps increased. These findings revealed that groups with a high value of individual differences at the first step tended to converge more strongly.
4.6 Discussions

As a result of learning, we observed that if the standard deviation was comparatively lower at the first step, the participants did not feel the need to change their answers at the next step. However, it appeared that if the participants changed their answer at the next step, they felt the need to find a more suitable answer by considering the answers of the other group members. We also observed that the system’s answer affected the participants’ answers. For instance, compared to the answers at the first step, it appeared that the answers of Participant 2 were closer to those of the system at in second and third steps (Fig. 6(a)). We assumed that the participant felt that the system’s answer was as natural as a human’s answer because the participants in the group formed group norms considering the system’s answers. However, we cannot completely conclude that the system’s answers were as natural as a human’s when considering the fact that the third participant only obeyed the system because the system gave the same answers unnaturally in a row (Fig. 6(c)). Moreover, the third participant only obeyed the system and pretended to answer in a way similar to how humans answer. The other participants were unaware of this information. We cannot conclude that the system’s answer was as natural as a human’s answer solely by considering that the first and second participants knew that the third participant only obeyed the system.

From the results of these experiments, we concluded that the robot system made decisions in groups involving human members by considering the group norms. Moreover, we concluded that human participants in groups made decisions considering the robot system’s behaviors. The proposed model enabled robots to make decisions socially in order to adjust their behaviors to common sense not only in a large human society but also in partial human groups, e.g., local communities, because these robots can learn group norms when joining a group. Therefore, we presumed that these robots can join human society by adjusting their behaviors according to their interactions with group members.

Further studies are required to investigate whether using the proposed model, a real robot can adjust its behavior to be in line with human participants’ behaviors and whether participants could create a suitable criterion for decision-making by interacting with the group. The proposed model enabled robots to make decisions socially in order to adjust their behaviors to common sense not only in a large human society but also in partial human groups, e.g., local communities, because these robots can learn group norms when joining a group. Therefore, we presumed that these robots can join human society by adjusting their behaviors to the group norms.

As a result of learning, we observed that if the standard deviation was comparatively lower at the first step, the participants did not feel the need to change their answers at the next step. However, it appeared that if the participants changed their answer at the next step, they felt the need to find a more suitable answer by considering the answers of the other group members. We also observed that the system’s answer affected the participants’ answers. For instance, compared to the answers at the first step, it appeared that the answers of Participant 2 were closer to those of the system at in second and third steps (Fig. 6(a)). We assumed that the participant felt that the system’s answer was as natural as a human’s answer because the participants in the group formed group norms considering the system’s answers. However, we cannot completely conclude that the system’s answers were as natural as a human’s when considering the fact that the third participant only obeyed the system because the system gave the same answers unnaturally in a row (Fig. 6(c)). Moreover, the third participant only obeyed the system and pretended to answer in a way similar to how humans answer. The other participants were unaware of this information. We cannot conclude that the system’s answer was as natural as a human’s answer solely by considering that the first and second participants knew that the third participant only obeyed the system.

From the results of these experiments, we concluded that the robot system made decisions in groups involving human members by considering the group norms. Moreover, we concluded that human participants in groups made decisions considering the robot system’s behaviors. The proposed model enabled robots to make decisions socially in order to adjust their behaviors to common sense not only in a large human society but also in partial human groups, e.g., local communities, because these robots can learn group norms when joining a group. Therefore, we presumed that these robots can join human society by adjusting their behaviors according to their interactions with group members.

Further studies are required to investigate whether using the proposed model, a real robot can adjust its behavior to be in line with human participants’ behaviors and whether participants could create a suitable criterion for decision-making by interacting with the group. The proposed model enabled robots to make decisions socially in order to adjust their behaviors to common sense not only in a large human society but also in partial human groups, e.g., local communities, because these robots can learn group norms when joining a group. Therefore, we presumed that these robots can join human society by adjusting their behaviors according to their interactions with group members.

4.6 Discussions

As a result of learning, we observed that if the standard deviation was comparatively lower at the first step, the participants did not feel the need to change their answers at the next step. However, it appeared that if the participants changed their answer at the next step, they felt the need to find a more suitable answer by considering the answers of the other group members. We also observed that the system’s answer affected the participants’ answers. For instance, compared to the answers at the first step, it appeared that the answers of Participant 2 were closer to those of the system at in second and third steps (Fig. 6(a)). We assumed that the participant felt that the system’s answer was as natural as a human’s answer because the participants in the group formed group norms considering the system’s answers. However, we cannot completely conclude that the system’s answers were as natural as a human’s when considering the fact that the third participant only obeyed the system because the system gave the same answers unnaturally in a row (Fig. 6(c)). Moreover, the third participant only obeyed the system and pretended to answer in a way similar to how humans answer. The other participants were unaware of this information. We cannot conclude that the system’s answer was as natural as a human’s answer solely by considering that the first and second participants knew that the third participant only obeyed the system.

From the results of these experiments, we concluded that the robot system made decisions in groups involving human members by considering the group norms. Moreover, we concluded that human participants in groups made decisions considering the robot system’s behaviors. The proposed model enabled robots to make decisions socially in order to adjust their behaviors to common sense not only in a large human society but also in partial human groups, e.g., local communities, because these robots can learn group norms when joining a group. Therefore, we presumed that these robots can join human society by adjusting their behaviors according to their interactions with group members.

Further studies are required to investigate whether using the proposed model, a real robot can adjust its behavior to be in line with human participants’ behaviors and whether participants could create a suitable criterion for decision-making by interacting with the group. The proposed model enabled robots to make decisions socially in order to adjust their behaviors to common sense not only in a large human society but also in partial human groups, e.g., local communities, because these robots can learn group norms when joining a group. Therefore, we presumed that these robots can join human society by adjusting their behaviors according to their interactions with group members.

5. Conclusion

In this study, we proposed a model to allow a robot to create a suitable criterion for decision-making by interacting with humans in a group in a multiparty quiz scenario wherein a system that obeys the model finds a suitable criterion based on the observation of the behaviors of other participants in a group.

Robots need to behave socially in multiparty scenarios to adapt themselves to a human society. All humans have unique personalities and use their choices to form criteria to govern their behavior. When people form a group, they influence each other’s decisions, resulting in the generation of a group norm. This norm is a thought or a behavioral pattern that we expect a robot in a group to obey. We investigated whether a robot system that uses our proposed model behaves socially in a group that includes humans.

Our results revealed that a system that adjusts itself to each group can generate group norms with human participants. The experimental results demonstrated that using the proposed model, the robot system adjusted own answers according to participants’ answers. Moreover, each member of the group adjusted their answers according to other members’ answers. Sherif reported similar results using groups involving only humans [13]. We assumed that the results indicated the system’s answer to be as natural as a human’s answer because the human participants formed group norms considering the system’s answers. However, we observed the system’s unnatural behaviors in experiments when considering that only the third participant obeyed the system. The proposed model enables robots to make decisions socially in order to adjust its behaviors to common sense not only in a large human society but also in partial human groups, e.g., local communities. From the results of these experiments, we concluded that the robot system made decisions in groups that include human members by considering the group norms. Moreover, we concluded that human participants in groups made decisions considering the robot system’s behavior.

This research aimed to investigate (1) whether using the proposed model, a real robot can adjust its own answers according to human participants’ answers and (2) whether the participants were affected by the robot’s answers. Further studies are required to reveal whether the robots’ answers affect people and whether participants create a suitable criterion considering the robot’s answer even in a situation wherein the participants recognize that they are interacting in a group that includes a robot.
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