Method of Using RealSense Camera to Estimate the Depth Map of Any Monocular Camera
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Robot detection, recognition, positioning, and other applications require not only real-time video image information but also the distance from the target to the camera, that is, depth information. This paper proposes a method to automatically generate any monocular camera depth map based on RealSense camera data. By using this method, any current single-camera detection system can be upgraded online. Without changing the original system, the depth information of the original monocular camera can be obtained simply, and the transition from 2D detection to 3D detection can be realized. In order to verify the effectiveness of the proposed method, a hardware system was constructed using the Micro-vision RS-A14K-GC8 industrial camera and the Intel RealSense D415 depth camera, and the depth map fitting algorithm proposed in this paper was used to test the system. The results show that, except for a few depth-missing areas, the results of other areas with depth are still good, which can basically describe the distance difference between the target and the camera. In addition, in order to verify the scalability of the method, a new hardware system was constructed with different cameras, and images were collected in a complex farmland environment. The generated depth map was good, which could basically describe the distance difference between the target and the camera.

1. Introduction

With the rapid development of technology in the robotics industry, the application fields are becoming more and more extensive, such as vegetable picking [1], industrial testing [2], medical assistance [3], automatic driving [4], etc., and epidemic prevention robot [5], which has been a hot topic in recent years. Visual information is the main channel for most robots to interact with the outside world. It usually relies on image sensors to collect video images and then analyzes the images through various algorithms to obtain information of interest, such as the location, shape, color, and category of the target. The image sensor usually acquires a two-dimensional image, which lacks the distance from the target to the camera, that is, depth information. Compared with RGB information, depth information introduces the distance from the target to the camera and adds a spatial dimension, which can better understand the scene and significantly improve the accuracy of robot detection, recognition, and positioning applications [6].

In general, the depth map acquisition methods are divided into two categories: active and passive. The most obvious feature of the active method is that the equipment itself needs to transmit energy to complete the collection of depth information. This ensures that the depth image is obtained independently of the color image. In recent years, active depth map acquisition methods mainly include TOF (Time of Flight) [7], structured light and Kinect [8, 9], lidar [10, 11], and so on. The principle of the TOF camera [7] to obtain a depth image is as follows: by transmitting continuous near-infrared pulses to the target scene, the light pulses reflected back from the object are received by the sensor. By comparing the phase difference between the emitted light pulse and the light pulse reflected by the object, the transmission delay between the light pulse can be calculated and the distance of the object relative to the emitter.
can be obtained, resulting in a depth image. It has a larger infrared sensor size, a wider field of view angle, and a higher quality depth map. However, the resolution of the depth image is much lower than the resolution of the color image. The depth value is disturbed by significant noise, especially at the edges of the object. In addition, TOF cameras are usually expensive. The principle of depth image acquisition based on structured light [8] is that the structured light is projected to the scene, and the corresponding pattern with structured light is captured by the image sensor. Since the pattern of structured light will change due to the shape of the object, the depth information of each point in the scene can be obtained by calculating the position of the pattern image in the captured image and the degree of deformation by using the triangulation principle. This method can obtain the three-dimensional information of the target with high accuracy and speed. However, because the structured light method is easily affected by the strong natural light outdoors, it cannot be used in an outdoor environment. Moreover, depth loss will occur when the object is black or the surface of the object is smooth. Kinect [9] adopts a technology called Light Coding. Different from traditional structured Light, Kinect’s light-encoded infrared transmitter emits a “stereo code” with three-dimensional depth. This method can also obtain the three-dimensional information of the target with high accuracy and speed, but the effective range is small, the depth value is missing, and the edge of the depth image does not correspond to the edge of the color image and has some noise. The depth information acquisition principle of lidar [10, 11] is that laser is fired into space at a certain time interval, and the signal of each scanning point is recorded from the lidar to the objects in the measured scene, as well as the interval time between the signal reflected to the lidar after the object, so as to calculate the distance between the surface of the object and the lidar. Because of its wide ranging range and high measurement accuracy, lidar is widely used in artificial intelligence systems of outdoor three-dimensional space perception, such as obstacle avoidance navigation of autonomous vehicles, three-dimensional scene reconstruction, and other applications. However, its price is relatively high, and the texture information of the target is lacking.

Passive depth acquisition methods mainly include binocular or multicocular stereo matching [12–14] and monocular depth estimation [15]. The binocular or multicocular stereo matching method uses multiple cameras separated by a certain distance to obtain multiple images of the same scene at the same time. A stereo matching algorithm is used to find the corresponding pixels in multiple images, and then the disparity information is calculated according to the principle of triangulation. The disparity information can be transformed to represent the depth information of objects in the scene. This method has low hardware requirements and can be applied to both indoor and outdoor scenes. However, it has high computational complexity to carry out pixel-by-pixel stereo matching, and it is difficult to match in scenes lacking texture and scenes with severe lighting changes. Moreover, this method requires a complex calibration of the camera. Once the calibration is completed, the relative position of the camera cannot be moved and it is inflexible to use. Monocular image depth estimation [15] is a method that only relies on a single-view image or video data for depth estimation. Because the camera is projecting the three-dimensional space onto the image plane, it will inevitably cause the loss of depth information. Therefore, it has long been regarded as a pathological problem to recover depth information only through a single image, and it is difficult to achieve. However, in recent years, deep learning has developed rapidly. Convolutional Neural Network (CNN) [16] constantly refreshed records in various fields of computer vision with its efficient ability of image feature extraction and expression, which provided a new idea for the estimation of depth information of monocular images [17–20]. This method has the advantages of low hardware cost, flexibility in use, and high-precision in-depth map generation. However, learning and modeling need to be carried out first, so a large number of data sets and complex operation processes are required, and the universality is not strong, so it is not suitable for popularization.

In this paper, the characteristics of active and passive acquisition depth maps are integrated, and the idea of combining hardware and software is adopted to obtain the depth map of a monocular camera, which can improve the existing monocular camera. A RealSense camera is added to the installation location of the camera. The RGB image obtained by RealSense is matched with the original high-precision RGB image obtained by the single camera to acquire the spatial position correspondence of the points. Then, the depth map obtained by RealSense is mapped according to the position correspondence to fit the depth map of the original monocular camera. This method retains the performance of the original camera. The image resolution and field of view range remain unchanged, which overcomes the defect of obtaining the depth map only by hardware. In addition, the acquisition of depth map does not calculate 3D coordinates through multicamera image coordinates, so there is no need to calibrate the hardware, nor to learn and model the scene, and does not require a large amount of prior knowledge which is suitable for popularization and application.

2. Depth Map Generation Method for Monocular Camera

2.1. Hardware Structure. The hardware structure of the system is relatively simple. Any monocular camera and RealSense camera are fixed together. Generally, the two cameras are required to be closely connected horizontally or up and down. The purpose of this installation is based on the assumption that the same scene captured by the two cameras has the same depth, and the depth map of the RealSense camera is used to fit the depth map of a conventional monocular camera. For ordinary monocular cameras, there will be very little error in the generated absolute depth because the image planes of the two cameras do not exactly coincide, but the relative depth of different objects in the scene will not be affected.

According to this structural requirement, the designed hardware system is shown in Figure 1, where Figure 1(a) is
the system structure diagram, and Figure 1(b) is the system physical diagram.

In Figure 1(a): Camera ① is an arbitrary monocular camera. In this paper, a Micro-vision RS-A14K-GC8 industrial camera is adopted. Camera ② uses an Intel RealSense D415 depth camera. In addition, camera ② can also use the Intel RealSense D435 depth camera. The monocular camera ① is mounted on the quick mounting plate of the first pan-tilt ③. The base of the first pan-tilt ③ is fixed on the pan-tilt fixing plate ④. The base of the second pan-tilt ⑤ is fixed on the pan-tilt fixing plate ⑥. In addition, the monocular camera ① is equipped with heat sinks ⑦ in the top, bottom, left, and right directions. This is because industrial cameras have high power consumption and easily generate heat when in use, and they must be dissipated. In terms of structural features, the monocular ① and the RealSense camera ② need to be closely matched in the horizontal or vertical direction. In this specific embodiment, the monocular camera ① and the RealSense camera ② are closely matched in the horizontal direction. A tripod ⑧ is installed under the pan-tilt fixing plate ⑨. By adjusting the posture of tripod ⑧, the optical axis of monocular camera ① and the optical axis of RealSense camera ② can be kept horizontal.

The hardware system design can realize the system upgrade by adding a RealSense camera without replacing the existing single-camera system. The image information acquired by the original system is completely retained, and the depth map corresponding to the original image can be fitted.

2.2. Depth Map Fitting Algorithm. Suppose the RGB image collected by the original monocular camera is \( I_{RGB} \). The RealSense camera captures two kinds of images. One is an RGB image, denoted as \( R_{RGB} \), and the other is a depth map corresponding to the RGB image, denoted as \( R_{D} \). The purpose of this algorithm is to obtain the corresponding relationship between the feature point positions by matching \( I_{RGB} \) and \( R_{RGB} \), and then fit the depth map corresponding to the RGB images collected by the monocular camera with \( R_{D} \), which is represented by \( I_{D} \). A schematic diagram of the algorithm steps is shown in Figure 2.

Step 1. Sampling the RGB image captured by the original monocular camera and converting it to the same resolution as the image \( R_{RGB} \) captured by the RealSense camera. Due to the low resolution of RealSense cameras, for example, the two models used in this paper are D415 and D435, respectively, the maximum depth map resolution that can be output is 1280 × 720, while common cameras have high resolution. Since the resolution of RealSense cameras is relatively small, the two models used in this paper are D415 and D435, respectively, and the maximum resolution of the depth map that can be output is 1280 × 720 while the resolution of commonly used ordinary cameras is higher. Therefore, first of all, \( I_{RGB} \) should be downsampled to transform into a new image \( i_{RGB} \) with the same resolution as \( R_{RGB} \). Assuming that the resolution of \( R_{RGB} \) is \( x \times y \), then \( i_{RGB} \) can be obtained by equation (1), where \( cv2.resize \) is the image sampling function. For detailed usage, please refer to the OpenCV document [22]:

\[
i_{RGB} = cv2.resize(I_{RGB}, (x, y)).
\] (1)

At the same time, it is also necessary to perform superpixel segmentation [22] on \( i_{RGB} \), and the scene to be analyzed should be divided into regions. The image after segmentation is represented by \( S_{RGB} \).

Step 2. Match the feature points between \( i_{RGB} \) and \( R_{RGB} \) to eliminate the points with large errors, and retain the good matching points. Due to the big difference between the two camera models, the field of view angle will be different, and the image captured by the camera with the larger field angle will have more noncoincidence areas on both sides. However, since the cameras are closely connected, the image similarity of the overlapping part in the middle of the field of view is very high, which can reduce the difficulty of matching. Therefore, more matching point pairs are usually generated in this area.

Suppose that the image coordinate of a pair of matching points in \( i_{RGB} \) is \((m, n)\), and the coordinate in \( R_{RGB} \) is \((m', n')\). Due to the different models of the two cameras, these two coordinates are generally different. However, the two cameras are closely connected from left to right or from top to bottom, and the front and back positions are consistent. Therefore, for the same scene, the absolute depth is similar, while the relative depth is the same. Since the RGB image of the RealSense camera has a one-to-one correspondence with the points in the depth map, we use the depth value of the point at coordinate \((m', n')\) in image \( R_{D} \) as the depth value at coordinate \((m, n)\) in image \( i_{RGB} \). According to this correspondence, the depth values of all matching point positions can be generated to form a new image \( i_{DP} \). Use \( i_{RGB}(m, n) \) to represent the gray value of the image \( i_{RGB} \) at coordinate \((m, n)\), \( R_{RGB}(m', n') \) to represent the gray value of image \( R_{RGB} \) at coordinate \((m', n')\), \( i_{DP}(m, n) \) to represent the gray value of image \( i_{DP} \) at coordinate \((m, n)\), and \( R_{D}(m', n') \) to represent the gray value of image \( R_{D} \) at coordinate \((m', n')\). Then the gray value of each point of image \( i_{DP} \) can be obtained by the following equation:

\[
i_{DP}(m, n) = \begin{cases} R_{D}(m', n'), & \text{if point } (m, n) \text{ in } i_{RGB} \text{ matches point } (m', n') \text{ in } R_{RGB}, \\ 0, & \text{else.} \end{cases}
\] (2)
In the schematic diagram of Figure 2, the background of \( i_{DP} \) is painted white in order to more clearly express the features of image \( i_{DP} \). The actual algorithm is to set the gray value of the background area that has not been successfully matched to 0.

**Step 3.** Segment \( i_{DP} \) into regions, and \( S_{RGB} \), the result of superpixel segmentation in the first step is needed. Superpixel segmentation composes adjacent pixels with similar texture, color, brightness, and other characteristics to form irregular pixel blocks with certain visual significance. These

**Figure 1:** The hardware system. (a) The structure diagram. (b) The physical diagram.

**Figure 2:** The algorithm flow chart.
small blocks are taken as a unit and filled with the same depth value. Therefore, this step is to partition the depth values at the feature points of the hash distribution in \(i_{DP}\) according to the result of \(S_{RGB}\) and generate \(i_{DPA}\). Assuming that there are \(N\) partitions in \(S_{RGB}\), then \(i_{DPA}\) is to divide the \(i_{DP}\) image into the same \(N\) areas. Use \(S_{RGB}(s)\) to represent the \(s\)-th partition of \(S_{RGB}\), use \(i_{DPA}(m, n)\) to represent the gray value of the image \(i_{DPA}\) at the coordinate \((m, n)\), and use \(i_{DPA}(s)\) to represent the \(s\)-th partition of the image \(i_{DPA}\), and then the image \(i_{DPA}\) can be described by the following equations:

\[
i_{DPA}(m, n) = i_{DP}(m, n),
\]

\[
i_{DPA}(s) = S_{RGB}(s).
\]

The schematic diagram \(i_{DPA}\) in Figure 2 is the partition result. The area dividing line is added to express the meaning of the algorithm more clearly. The actual algorithm does not have a dividing line.

**Step 4.** For each region in \(i_{DPA}\), the average depth of all feature points is counted as the depth value of this region and the filling operation is carried out. The filling result is represented by \(i_{D}\). Suppose there are \(M\) feature points in a certain region of \(i_{DPA}\), and \(i_{DPA}(j)\) is used to represent the gray value of the \(j\)-th feature point. In this area, use \(i_{D}(m, n)\) to represent the gray value of the point of the image \(i_{D}\) at the coordinate \((m, n)\), then use equation (5) to calculate the gray value of all points in this area at the corresponding coordinates.

\[
i_D(m, n) = \frac{1}{M} \sum_{j=1}^{M} i_{DPA}(j).
\]

Equation (5) is used in each region of \(i_{DPA}\) to calculate the average depth of each region and complete the region filling. The effect is shown as \(i_{D}\) in Figure 2. In actual operation, it is found that for scenes with few feature points, there will be some areas without feature points, so the background gray value 0 is used to fill them.

Finally, \(i_{D}\) is upsamled to fit the depth map \(I_{D}\) with the same resolution as the original image \(I_{RGB}\). Assuming that the resolution of \(I_{RGB}\) is \(x' \times y'\), then \(I_{D}\) is obtained by equation (6), where cv2.resize is the image sampling function. For detailed usage, please refer to the OpenCV document [21].

\[
I_{D} = \text{cv2.resize}(i_{D}, (x' \times y')).
\]

Except for the areas where feature points are not detected and the areas outside RealSense cameras that may not be able to capture images in \(i_{D}\), the depth values of other points correspond to \(I_{RGB}\) in a one-to-one correspondence.

**3. Experiment and Result Analysis**

In order to verify the effectiveness of this method, a hardware system was constructed using the Micro-vision RS-A14K-GC8 industrial camera and the Intel RealSense D415 depth camera, as shown in Figure 3. Among them, the industrial camera consumes a lot of power and easily generates heat when in use, so heat sinks are installed in the four directions of up, down, left, and right. The size of the screw hole on the tripod pan-tilt quick release plate is 1/4 inch, but there are two M3 aperture screw holes under the industrial camera, which are not matched. Therefore, a 3D printer was used to make a conversion frame. The block printed by the 3D printer has good flexibility, good cushioning, and antivibration ability.

Here, the resolution of the industrial camera is 4384 × 3288. The resolution of the depth camera is varied. Due to the requirements of the algorithm, a resolution with an aspect ratio consistent with that of the industrial camera is selected, which is 640 × 480 here. An example of the image collected by this camera group is shown in Figure 4, where (a) is the large image \(I_{RGB}\) collected by the industrial camera, (b) is the RGB image \(R_{RGB}\) collected by the depth camera. Since the two are installed in close positions, the image scenes are very close. (c) is the depth map \(R_{D}\) collected by the depth camera, which coincides with the RGB map point-to-point.

Industrial applications have high requirements for image clarity and contrast, so the image quality of \(R_{RGB}\) cannot be used, only \(I_{RGB}\) can be used, but \(I_{RGB}\) lacks the corresponding depth map. Therefore, the purpose of this paper is
to use the algorithm described in Figure 2 to generate a point-to-point depth map $I_D$ with respect to $I_{RGB}$. The three images shown in Figure 4 are used to verify the algorithm, and some intermediate results and final results are shown in Figure 5, where (a) is the feature point detection result for $I_{RGB}$, (b) is the feature point detection result for $R_{RGB}$, (c) is the feature point matching result. Although $R_{RGB}$ is affected by the resolution and the image quality is poor, it has little influence on the feature points. The detected feature points are basically the same as the high-resolution industrial camera, and the matching results are also good. (d) is the image after superpixel segmentation, which is $S_{RGB}$, (e) is the depth map $I_D$ corresponding to the large image $I_{RGB}$ of the industrial camera finally fitted by the algorithm, (f) is the depth map $R_D$ corresponding to the small image $I_{RGB}$ automatically generated by the depth camera. Since the two scenes are the same, they can be used for comparison with $I_D$.
The black areas in Figures 5(e) and 5(f) are both depth-missing areas. By comparing the two figures, it can be found that the depth map (f) automatically generated by the depth camera is relatively complete, with only a small area of depth missing on both sides of the image, while the algorithm in this paper has more missing depth areas, which are mainly distributed around the image. There are two main reasons for the lack of depth in this algorithm: One is that although the industrial camera and the depth camera are closely connected to each other, they are still not completely consistent. The shooting picture is not completely overlapped, which will result in a lack of depth around them. The second is that some areas are relatively smooth and lack feature points, which may occur in the middle and around the image. By analyzing the results in Figure 5(e), except for a few depth-missing areas, the results of other depth areas are relatively good, which can basically describe the distance difference between the target and the camera.

The main innovation of the method of obtaining the depth map of the monocular camera proposed in this paper is that a RealSense camera is directly installed close to the original monocular camera without replacing the original hardware system, and the depth map of the monocular camera can be fitted according to the position mapping relationship between the two cameras, while the high resolution of the original camera can be retained. In order to verify the scalability of this method, the following two additional groups of experiments were conducted for verification.

The first group of experiments: the industrial camera used in this system was replaced with Nikon D7500, a common hand-held SLR camera, and the RealSense camera still used D415. The scene is replaced by an outdoor farmland environment, which has problems such as texture similarity and occlusion. It is difficult for traditional binocular stereo vision to generate a dense depth map through algorithm. Using the method designed in this paper, the results are shown in Figure 6:

The second group of experiments: the industrial camera used in this system was replaced with an ordinary mobile phone, and the RealSense camera was replaced with model D435. The scene is also a complex outdoor farmland environment. The method designed in this paper is adopted, and the result is shown in Figure 7:

The results in Figures 6 and 7 show that the method used to obtain the depth map in this paper has high scalability.
Industrial cameras, SLR cameras, mobile phones, and other photographic devices can be used to obtain high-resolution RGB images. Both the RealSense D415 and D435 models can be used to assist in generating the depth maps corresponding to the RGB images of the above monocular cameras. It can be used in various indoor or outdoor scenes. In fact, the method proposed in this paper aims to directly transform the existing monocular camera system with the help of simple hardware equipment at a lower cost so that it has the function of depth information acquisition, and adds a spatial dimension to the traditional monocular image detection system, so as to better understand the scene.

4. Conclusion

This paper provides a depth map fitting method for the existing monocular image or video detection system by combining the ideas of active and passive depth map acquisition methods. By using this method, any single-camera detection system can be upgraded online. Under the premise of not changing the original system, the depth information of the original single camera can be obtained by adding low-cost hardware and combining it with a simpler algorithm so as to realize the effective utilization of resources. Different hardware is used to test the method in different environments separately, and the experiment proves that the method has good validity and scalability. Compared with the existing depth information acquisition methods, the characteristics and advantages of this method are as follows:

(1) Compared with the traditional active method, although this method also requires additional hardware equipment, the cost is lower. More importantly, the system retains the performance of the original monocular camera, so the RGB images obtained by this system have a higher resolution.

(2) Compared with the traditional passive method, this method has lower requirements on the location of the hardware, as long as the two cameras are closely connected to each other and no complicated camera calibration process is needed. In addition, due to the assistance of the depth map of the depth camera, this paper only needs a relatively simple algorithm to restore the point-to-point depth map corresponding to the original monocular camera.
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