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Abstract

Internal positivity offers a computationally cheap certificate for external (input-output) positivity of a linear time-invariant system. However, the drawback with this certificate lies in its realization dependency. Firstly, computing such a realization requires to find a polyhedral cone with a potentially high number of extremal generators that lifts the dimension of the state-space representation, significantly. Secondly, not all externally positive systems possess an internally positive realization. Thirdly, in many typical applications such as controller design, system identification and model order reduction, internal positivity is not preserved.

To overcome these drawbacks, we present a tractable sufficient certificate of external positivity based on second-order cones. This certificate does not require any special state-space realization: if it succeeds with a possibly non-minimal realization, then it will do so with any minimal realization. While there exist systems where this certificate is also necessary, we also demonstrate how to construct systems, where both second-order and polyhedral cones as well as other certificates fail. Nonetheless, in contrast to other realization independent certificates, the present one appears to be favourable in terms of applicability and conservatism. Three applications are representatively discussed to underline its potential. We show how the certificate can be used to find externally positive approximations of nearly externally positive systems and demonstrated that this may help to reduce system identification errors. The same algorithm is used then to design state-feedback controllers that provide closed-loop external positivity, a common approach to avoid over- and undershooting of the step response. Lastly, we present modifications to generalized balanced truncation such that external positivity is preserved for those systems, where our certificate applies.
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1 Introduction

Since the emergence of the famous Perron-Frobenius theorem [27, 52], positive operators, this is, mappings that leave a cone invariant, have attracted much interest [9–11, 44, 49, 58, 65]. For dynamical systems, the importance of cone-invariance has been early recognized by Luenberger [45], but only in the recent years received considerable attention [3, 22, 25, 33, 39, 54, 61, 66]. Whereas on the modelling side, this interest is based on the frequently appearing large compartmental network structures, e.g., in bio-medicine, economics and data networks [15, 22, 45, 60], also for system analysis these systems offer a simplified treatment through their dominant dynamics [3, 10, 25, 26, 48, 54, 61, 62]. Among linear time-invariant systems

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= Cx(t) + Du(t),
\end{align*}
\]

with state \(x \in \mathbb{R}^n\), input \(u \in \mathbb{R}^m\) and output \(y \in \mathbb{R}^k\), the convex cone of externally positive systems, this is, systems that map nonnegative inputs to nonnegative outputs, are the most prominent representatives of cone-invariant systems, because many physical quantities are by definition non-negative. For example, \(u\) may represent the inflow of a substance into a chemical reactor and \(y\) the concentration of the resulting product. If in addition, the state \(x\) obeys the nonnegativity constraint, the system is usually referred to as internally positive [10, 22, 45]. Besides physical interpretations, external positivity also arises as a desired constraint, e.g., in the tracking error or closed-loop dynamics to avoid over- and undershooting [12, 16, 18, 53, 59].

Only for few operations, however, e.g., serial, parallel and positive feedback interconnections, it is easy to verify that external positivity is preserved. For many other operations, this can be a difficult task: examples include negative feedback, common model order reduction techniques [28], system identification [31] or the interconnection with non-positive systems as for compound systems [33, 34]. Thus, in order to be able to verify and enforce external positivity, a certificate that is both computationally and theoretically tractable is highly desirable. The main goal of our investigations is to provide such a certificate and to demonstrate its capabilities in controller-design, system identification and model order reduction.

It should be noted that any such certificate can only be sufficient as the problem is generally NP-hard [13]. In fact, for single-input-single-output (SISO) systems \((m = k = 1)\), external positivity is equivalent to the state remaining within a convex cone for all nonnegative inputs and \(C\) lying in the corresponding dual cone [50]. In other words, certifying external positivity is as difficult as finding such an invariant cone. One completely characterized approach that seeks such a cone is the determination of an invariant polyhedral cone leading to an internally positive realization [2, 8, 21]. Unfortunately, this approach comes with some drawbacks: (i) it may require an arbitrarily large number of extremal generators [8, 21, 22] and as not all externally positive systems omit an internally positive realization, this procedure is not guaranteed to terminate; (ii) it is largely unknown how to combine it with other objectives such as the linear matrix inequalities (LMIs) that are typically found in controller design or model order reduction. This work overcomes these drawbacks by seeking an invariant second-order (ellipsoidal) cone, instead (see Figure 1). As the invariance of such cones has been comprehensively studied [36, 44, 64, 65], we can derive a
simple, tractable, certificate, which is representable by semi-definite programming (SDP) and thus is solvable with standard convex optimization software [51]. In particular, we will see that the certificate only requires a minimal realization and its simplicity makes it easy to combine with the LMI literature in control. Thus making it a practical tool beyond a posteriori certification. This is an important distinction to other certificates [16, 17, 19, 38, 43, 47], which also work with minimal realizations, but appear to be more restrictive or less practical for system sizes where LMIs can be efficiently solved. Further, the fact that some systems only possess invariant second-order cones [22] makes our certificate also necessary.

A preliminary discussion of our certificate with focus on its merits to positivity preserving model order reduction has been reported earlier in [30]. Due to the increased interest in second-order cone invariance and external positivity [1, 12, 20, 26, 31, 33, 68, 69] since then, we decided to shift the focus in this work towards the certificate itself and its applications. Further, this work complements our preliminary results with the following additional highlights:

(I) **Additional analysis and generalization:** We discuss benefits and restrictiveness of the certificate and compare it with other methods [16, 17, 19, 21, 38, 43]. In particular, it is shown that there exist externally positive systems, whose positivity cannot be certified by a second-order, a polyhedral cone or any of the compared methods. This provides an incentive for the search of more general invariant cones in the future. Further, we extend our modified balanced truncation method to the use of Lyapunov inequalities, as opposed to only equalities, which as for classical generalized balanced truncation [6, 56] yields the familiar error bounds and allows to additionally add Lyapunov-based constraints into the reduction process.

(II) **Approximation of nearly externally positive systems in system identification:** While the preservation of external and internal positivity in model order reduction has received attention by us and others [28, 55, 63], only recently the approximation of nearly positive systems with positive ones has been considered [57]. Unfortunately, as such approximations have been constructed based on internal positivity, the drawbacks that come from this certification method are inherited, which may manifest in a slow convergence [57]. Here, we propose an alternating correction procedure (additive corrections in $A$) that finds stable systems that fulfil our certificate in order to generate externally positive approximates to arbitrary systems. As demonstrated in our case study, this can be used to account for the loss of external positivity in system identification [31] and even improve the quality of the identified system.

(III) **Non-over- and undershooting in state-feedback control:** The avoidance of over- and undershooting in controller design is a classical and important challenge when dealing with finite capacities, e.g., to prevent overspilling in a bottling plant. While non-overshooting only requires an externally positive error tracking system, a common way to simultaneously avoid undershooting is to design an externally positive closed loop system [7, 16, 18, 53, 59]. In this work, we will follow this track and use the aforementioned alternating correction procedure to perform closed-loop externally positive state-feedback. As this heuristic inherits the advantages of our certificate, it avoids internal positive realizations (cf. [53, 66]), approximations through finite discretization (cf. [18]) as well as high-order controllers [16] and is
Based on less restrictive criteria (cf. [59]). In our case study, it is shown that constraining the closed-loop poles as a means for a sufficiently fast response time may lead to overshooting controllers, despite the fact that a feasible controller with closed-loop external positivity can be found with our heuristic.

The paper is organized as follows. First, we introduce some basic notations and preliminaries on convex cones. Subsequently, we discuss cone-invariant systems, including positive systems. Then we are set to present and discuss our first main result, the SDP-formulation of our certificate. The certificate is then used in an alternating correction procedure for controller design and the approximation of non-positive system. Subsequently, we give our second main theoretical result on generalized, positivity preserving, balanced truncation. Finally, numerical examples are presented and a conclusion is drawn. Proofs are left to the appendix.

2 Preliminaries & Background

2.1 Notations

Throughout this paper, we use the following notations for real matrices and vectors \( X = (x_{ij}) \in \mathbb{R}^{m \times n} \). The entry-wise absolute value of \( X \) is given by \( |X| = (|x_{ij}|) \) and the set of entry-wise nonnegative matrices by \( \mathbb{R}^{m \times n}_{\geq 0} \). For nonnegative real-valued mappings \( u : \mathbb{R}_{\geq 0} \to \mathbb{R}^m \), we employ the same notation and write \( u(t) \in \mathbb{R}^m_{\geq 0} \). Submatrices of \( X \) are denoted by

\[
X_{(p,q,s,t)} := (x_{ij})_{p \leq i \leq q, \, s \leq j \leq t} \in \mathbb{R}^{p-q+1 \times s-t+1}
\]

and accordingly \( X_{(p,:)} := X_{(p,q,1:n)} \) and \( X_{(:,s,t)} := X_{(1:m,s,t)} \). \( I_n \) stands for the identity matrix in \( \mathbb{R}^{n \times n} \) and \( e_i \) for the \( i \)-th canonical unit-vector in \( \mathbb{R}^n \). For the spectrum of \( X \in \mathbb{R}^{n \times n} \), we write \( \sigma(X) \), whose elements \( \lambda_1(X), \ldots, \lambda_n(X) \), the eigenvalues of \( X \), are sorted by decreasing real part \( \Re(\lambda_i(X)) \) and subsorted by increasing imaginary part \( \Im(\lambda_i(X)) \). If \( X = X^\top \), we write \( X \succ (\succeq)0 \) for \( X \) being positive (semi-)definite, i.e., \( \sigma(X) \subset [0, \infty[ \). We also use these notations to describe the relation between two matrices, e.g., \( A \succeq B \) defines \( A - B \succeq 0 \). The inertia \( t(X) = (i_p, i_z, i_n) \) of \( X \) is defined by the number of eigenvalues with positive \( i_p \), zero \( i_z \) and negative \( i_n \) real-parts in \( \sigma(X) \).

For \( \mathcal{S} \subset \mathbb{R}^m \), we denote its interior, boundary and closure by \( \text{int}(\mathcal{S}), \partial \mathcal{S} \) and \( \text{cl}(\mathcal{S}) \), respectively. Further, we write \( A\mathcal{S} := \{Ax : x \in \mathcal{S}\} \) for its image under \( A \in \mathbb{R}^{n \times m} \), \( \text{conv}(\mathcal{S}) \) and \( \text{cone}(\mathcal{S}) \) for its convex hull and convex conic hull. Finally, the \( H_\infty \) norm of a transfer function \( G(s) \) is denoted by \( \|G\|_{H_\infty} \).

2.2 Polyhedral vs. second-order cones

In the following let \( \mathcal{K} \subset \mathbb{R}^n \) be a convex cone. \( \mathcal{K} \) is called solid if \( \text{int}(\mathcal{K}) \neq \emptyset \) and pointed if \( \mathcal{K} \cap -\mathcal{K} = \{0\} \). If it closed, solid and pointed, then \( \mathcal{K} \) is referred to as proper. The corresponding dual cone and its interior are given by [9]

\[
\mathcal{K}^* := \{y : y^\top x \geq 0 \text{ for all } x \in \mathcal{K}\}.
\]

\[
\text{int}(\mathcal{K}^*) := \{y : y^\top x > 0 \text{ for all } x \in \text{cl}(\mathcal{K}) \setminus \{0\}\}.
\]
\( \mathcal{K} \) is a polyhedral cone if
\[
\mathcal{K} = \mathcal{P}_N := N\mathbb{R}^m_{\geq 0}
\]
for some \( N \in \mathbb{R}^{n \times m} \) and a second-order/ellipsoidal cone if
\[
\mathcal{K} = \{ x : \|Px\|_2 \leq c^T x \},
\]
for some \( P \in \mathbb{R}^{m \times n} \), \( c \in \mathbb{R}^n \) and \( \| \cdot \|_2 \) denoting the Euclidean norm. By letting \( K := P^TP - cc^T \), it is easy to see that every second-order cone can alternatively be represented as
\[
\mathcal{K} = \mathcal{K}_{K,c} := \{ x : x^TKx \leq 0, c^T x \geq 0 \},
\]
which reveals its construction by a double-cone
\[
\mathcal{K}_K := \{ x : x^TKx \leq 0 \} = \mathcal{K}_{K,c} \cup \mathcal{K}_{K,-c} = \mathcal{K}_{K,c} \cup -\mathcal{K}_{K,c}
\]
that is separated through a hyperplane with normal \( c \) (see Figure 1). In this work, we are mostly interested in proper cones \( \mathcal{K}_{K,c} \), meaning that \( \iota(K) = (n-1,0,1) \) and \( c \) is strictly separating, i.e.,
\[
\{ x : c^T x = 0 \} \cap \mathcal{K}_K = \{ 0 \},
\]
or equivalently
\[
\mathcal{K}_{K,c} = \{ x : x^TKx \leq 0, c^T x > 0 \} \cup \{ 0 \}.
\]

**Lemma 1.** Let \( \mathcal{K}_{K,p} \) be a proper second-order cone. The following are equivalent:
1. \( \mathcal{K}_{K,c} = \mathcal{K}_{K,p} \)
2. \( \forall p^* \in \text{int}(\mathcal{K}_{K,p}) : c \in \text{int}(\mathcal{K}_{K,p}^*) = \text{int}(\mathcal{K}_{K-1,p^*}) \)
3. \( \exists x \in \mathcal{K}_{K,p} : c^T x > 0 \) and \( c^T K^{-1} c < 0 \).
4. \( \exists x \in \mathcal{K}_{K,p}, \tau \in \mathbb{R} : c^T x > 0 \) and \( K + \tau cc^T \succ 0 \).

A proof of Lemma 1 is given in appendix A. Note that for representing a proper second-order cone through a polyhedral cone \( \mathcal{P}_N \), one would need \( N \) to consist of infinitely many columns [14].

### 2.3 Cone-invariance

**Definition 1 (A-invariance).** Let \( \mathcal{K} \subset \mathbb{R}^n \) and \( A \in \mathbb{R}^{n \times n} \). \( \mathcal{K} \) is called A-invariant if \( A\mathcal{K} \subset \mathcal{K} \). \( \mathcal{K} \) is called exponentially A-invariant if \( \mathcal{K} \) is \( e^{At} \)-invariant for all \( t \geq 0 \).

**Remark 1.** A necessary condition for the existence of a proper convex \( e^{At} \)-invariant cone \( \mathcal{K} \) is \( \lambda_1(A) \in \mathbb{R} \) [10, 50].
By [50], a polyhedral cone $\mathcal{P}_N$ is exponentially $A$-invariant with $c \in \mathcal{P}_N$ if and only if

$$\exists \gamma \geq 0, P \in \mathbb{R}^{m \times m}_{\geq 0} : (A + \gamma I_n)N = NP, N^Tc \in \mathbb{R}^m_{\geq 0}. \quad (8)$$

A similar formulation can be derived for a proper second-order cone $\mathcal{K}_{K,c}$ (see appendix B for a proof).

**Lemma 2.** Let $A \in \mathbb{R}^{n \times n}$ and $\mathcal{K}_{K,c} \subset \mathbb{R}^n$. Then, $\mathcal{K}_{K,c}$ is proper and exponentially $A$-invariant if and only if

$$\exists \gamma, \tau \in \mathbb{R} : A^TK + KA + 2\gamma K \preceq 0, K + \tau cc^T \succ 0. \quad (9)$$

The following result, which is proven in appendix C, shows that sometimes there only exist second-order $e^{At}$-invariant cones.

**Lemma 3.** Let $A \in \mathbb{R}^{3 \times 3}$ with $\sigma(A) = \{\alpha, \alpha \pm i\beta\}$ where $\alpha, \beta \in \mathbb{R}$ and $\beta \neq 0$. Then, $\mathcal{K}$ is proper, convex $e^{At}$-invariant cone if and only if $\mathcal{K} = \mathcal{K}_{K,c}$ for some $c \in \mathbb{R}^3$ and $K \in \mathbb{R}^{3 \times 3}$ with $t(K) = (2, 0, 1)$.

**Remark 2.** Assuming that $\lambda_1(A) \neq \Re(\lambda_2(A))$, there exists both, $e^{At}$-invariant polyhedral [21] and second-order cones. In fact, if $(A, A^TK + KA + 2\gamma K)$ is controllable, e.g., by requiring strictness in (9), it follows that $t(K) = t(A + \gamma I_n)$ [4]. Therefore, for given $A$ and $c$ with $\lambda_1(A) \neq \Re(\lambda_2(A))$, one only needs to solve (9) for some fixed $\gamma \in (-\Re(\lambda_2(A)), -\lambda_1(A))$ in order to find a solution $(K, \tau)$ with desired inertia. This can be done by semi-definite programming [14]. In contrast, solving (8) is significantly more involved, because even for fixed $\gamma$, the size of $N$ is a priori unknown and $N$ and $P$ are coupled in a non-convex fashion.

### 2.4 Positive systems

Next we discuss cone-invariant linear time-invariant systems (1). For convenience, we will often refer to $(A, B, C, D)$ as a system, meaning that its transfer function $G(s) = C(sl_n - A)^{-1}B + D$ is realized by (1). If $D = 0$, we also write $(A, B, C)$.

**Definition 2** ($(A, B)$-invariance). Let $\mathcal{H} \subset \mathbb{R}^n$. Then $\mathcal{H}$ is called $(A, B)$-invariant if $B(:,j) \in \mathcal{H}, 1 \leq j \leq m$ and $\mathcal{H}$ is exponentially $A$-invariant.

If $\mathcal{K}$ is a proper convex cone, then $(A, B)$-invariance is equivalent to $x(t) \in \mathcal{K}$ for $t \geq 0$, if $u(t) \in \mathbb{R}^m_{\geq 0}$ and $x(0) \in \mathcal{K}$. The smallest $(A, B)$-invariant proper convex cone is given by

$$\mathcal{H}_r(A, B) := \text{cl}(\text{cone}\bigcup_{j=1}^m \{e^{At}B(:,j) : t \geq 0\}), \quad (10)$$

the so-called reachable cone [50]. One of the most frequently appearing classes of systems with $(A, B)$-invariant proper convex cones are externally and internally positive systems.
**Definition 3** (External Positivity). A linear time-invariant system (1) is called externally positive if for \( x(0) = 0 \) all nonnegative inputs yield nonnegative outputs.

External positivity can be characterized as follows [22, 50].

**Proposition 1.** Let \((A, B, C, D)\) be minimal. Then, the following are equivalent:

1. \((A, B, C, D)\) is externally positive.
2. \( \forall t \geq 0 : Ce^{At}B \in \mathbb{R}_{\geq 0}^{k \times m} \) and \(D \in \mathbb{R}_{\geq 0}^{k \times m}\).
3. \( C_{(i,:)} \in \mathcal{K}_r(A, B)^*, \ 1 \leq i \leq k \) and \(D \in \mathbb{R}_{\geq 0}^{k \times m}\).
4. There exists a proper convex \((A, B)\)-invariant cone \(\mathcal{K}\) with \(C_{(i,:)}^T \in \mathcal{K}^*, \ 1 \leq i \leq k \) and \(D \in \mathbb{R}_{\geq 0}^{k \times m}\).

The last condition is important as it allows us to certify external positivity by possibly more tractable cones than \(\mathcal{K}_r(A, B)\). As such, we call a system whose external positivity can be certified by \(\mathcal{K}\) also \(\mathcal{K}\)-positive. A particular case are so-called internally positive systems, where one can choose \(\mathcal{K} = \mathbb{R}^n_{\geq 0}\), implying the following characterization [45].

**Proposition 2.** The following are equivalent:

1. \((A, B, C, D)\) is internally positive.
2. \( \exists \alpha \geq 0 : A + \alpha I \in \mathbb{R}^{n \times n}_{\geq 0} \) and \(B, C, D\) are element-wise nonnegative.

It can be shown as in [50] that if \((A, B, C, D)\) is a \(\mathcal{P}_N\)-positive minimal realization, then there exists an internally positive realization. The converse also holds true for SISO systems, this is, \(k = m = 1\).

### 3 Second-order cone positivity

Equipped with Lemma 2 and Proposition 1, we are ready to state our second-order cone certificate for external positivity.

**Theorem 1** (Certificate for external positivity). Let \((A, B, C, D)\) be a linear system and assume that there exist \(K = K^T \in \mathbb{R}^{n \times n}\) and \(\gamma, \tau_i \in \mathbb{R}\) such that

\[
A^T K + KA + 2\gamma K \preceq 0 \tag{11a}
\]

\[
B_{(:,j)}^T K B_{(:,j)} \leq 0 \text{ for all } j \tag{11b}
\]

\[
\lambda_{n-1}(K) > 0 > \lambda_n(K) \tag{11c}
\]

\[
K + \tau_i C_{(i,:)}^T C_{(i,:)} > 0 \text{ for all } i \tag{11d}
\]

\[
CB, \ D \in \mathbb{R}^{k \times m}_{\geq 0} \tag{11e}
\]

Then \((A, B, C, D)\) is \(\mathcal{K}_K, C_{(i,:)}\)-positive and thus externally positive with \(Ce^{At}B \in \mathbb{R}_{\geq 0}^{k \times m}\) for all \(t \geq 0\).
Figure 1: Illustration of Theorem 1 for a SISO system $(A, B, C)$: $e^{At}$-invariant second-order double cone $\mathcal{K}_K = \mathcal{K}_{K,CT} \cup \mathcal{K}_{K,-CT}$ with strictly separating hyperplane $\{ x : Cx \geq 0 \}$, $B \in \mathcal{K}_{K,CT}$ and trajectory of $e^{At}B$ for $t \geq 0$.

A detailed proof is given appendix D. The certificate may be refined by applying Theorem 1 to each subsystem $(A, B(:,j), C(i,:), D)$, separately. However, our applications in Section 5 require a common second-order cone. Figure 1 illustrates Theorem 1 in case of a SISO system.

Remark 3. The assumption that $Ce^{At}B \in \mathbb{R}^{k \times m}_{\geq 0}$ for all $t \geq 0$ is not a strong restriction, since the sign of a floating point number can only be decided numerically up to machine precision. In particular, this condition also allows us to remove (11c) under mild assumptions, e.g., $\lambda_1(A)$ is simple. To see this, note that if there exists a $K$ fulfilling Theorem 1 with strictness in (11b), then $K$ needs to have at least one negative eigenvalue, while (11d) prevents it from having more than one.

The existence of such a second-order cone under the assumptions of Theorem 1 can be shown as follows. For sufficiently small $\varepsilon > 0$, the system remains $e^{-A\varepsilon} \mathcal{K}_{K,C(1,:)\varepsilon}$-positive, because

i) $e^{At}B(:,j) = e^{-A\varepsilon}e^{A(t+\varepsilon)}B(:,j) \in e^{-A\varepsilon} \mathcal{K}_{K,C(1,:)\varepsilon}$ for all $t \geq 0$.

ii) since $(e^{-A\varepsilon} \mathcal{K}_{K,C(1,:)\varepsilon})^* = e^{AT\varepsilon} \mathcal{K}_{K,C(1,:)\varepsilon}^*$ and $C(T)^*(i,:) \in \text{int}(\mathcal{K}_{K,C(1,:)\varepsilon}^*)$ (see Lemma 1 and its proof)
also $C(T)^*(i,:) \in \text{int}(e^{-A\varepsilon} \mathcal{K}_{K,C(1,:)\varepsilon}^*)$.

Further, under the assumption that $\lambda_1(A)$ is a simple dominant pole, $B(:,j) \in \text{int}(e^{-A\varepsilon} \mathcal{K}_{K,C(1,:)\varepsilon})$. Thus, $e^{-A\varepsilon} \mathcal{K}_{K,C(1,:)\varepsilon}$ is the desired second-order cone.

3.1 Restrictiveness, Necessity & Comparison

Next we want to study the restrictiveness and necessity of our certificate on which we will base our comparison to other certificates. We begin by considering $(A_{\varepsilon}, B, C)$ with

$$A_{\varepsilon} = \begin{pmatrix} \alpha + \varepsilon & 0 & 0 \\ 0 & \alpha & \beta \\ 0 & -\beta & \alpha \end{pmatrix}, \quad \beta \neq 0, \quad C = B^T, \quad b_1^2 > b_2^2 + b_3^2, \quad \varepsilon \geq 0 \quad (12)$$
Using Lemma 1 and Theorem 1 with \(-\alpha - \varepsilon \leq \gamma \leq -\alpha\), we can verify that the system is \(\mathcal{K}_K\)-positive with the Lorentz cone \(\mathcal{K}_K = \mathcal{K}_K^* = \{x : x_1^2 \geq x_2^2 + x_3^2\}\). In fact, if \(\varepsilon = 0\), then the system is exclusively second-order cone-positive by Lemma 3. This reveals its necessity and the fact that no certificate based on polyhedral cones such as internal positivity or [1] apply. The ability to directly deal with an arbitrary pole configuration lets our approach also appear less conservative than others [5, 19, 38, 43], which may require the construction of a system that under-approximates the impulse response and fulfills a certain configuration. Extreme cases of such under-approximations have been studied in [47].

Unfortunately, even when restricting ourselves to systems with \(Ce^{At}B \in \mathbb{R}_{>0}^{k \times m}\) for all \(t \geq 0\), our certificate does not become a necessary condition as the following result shows.

**Proposition 3.** Let \(A \in \mathbb{R}^{3 \times 3}\) be such that \(\lambda_1(A) \in \mathbb{R}, \lambda_1(A) \neq \Re(\lambda_2(A))\) and \(\Im(\lambda_2(A)) \neq 0\). Then there exist \(B, C^T, \Delta C^T \in \mathbb{R}^3\) such that

1. \(\forall t \geq 0 : Ce^{At}B \geq 0\), but the only \((A,B)\)-invariant cone \(\mathcal{K} \subset \{x : Cx \geq 0\}\) is \(\mathcal{K} = \mathcal{K}_r(A,B)\), which is neither polyhedral nor second-order.
2. \(\forall t \geq 0 : (C + \Delta C)e^{At}B > 0\), but no \((A,B)\)-invariant cone \(\mathcal{K} \subset \{x : (C + \Delta C)x \geq 0\}\) is second-order.

**Remark 4.** As pointed out in [22], if \((C + \Delta C)e^{At}B > 0\) for all \(t \geq 0\), then \((A,B,C + \Delta C,D)\) has an internally positive realization. However, as a consequence of Proposition 3, the dimension of such a realization can still be made arbitrarily large by choosing \(\Delta C\) sufficiently small. In particular, this also shows that even with the additional restriction to internally positive systems, our certificate remains only sufficient.

A proof to Proposition 3 is stated in appendix E, whose basic idea is illustrated in Figure 2. Interestingly, similar types of systems also pose a problem for other certificates such as [19]: consider an externally positive system

\[
G(s) = \frac{k_1}{s + p} + \frac{k_2i}{s + \alpha + \beta i} - \frac{k_2i}{s + \alpha - \beta i}, \quad \alpha > p > 0, \quad \beta, k_1 > 0,
\]

(13)

with \(k_1 = 2k_2|\sin(\beta t^*)e^{-(\alpha - p)t^*}| < 2k_2, t^* > 0\), i.e., the system is as in Figure 2, but without the requirement that \(CB = 0\). The certificate in [19] cannot be applied due to the requirement that \(k_1 \geq 2k_2\), which also remains invalid with sufficiently small perturbation as in the second item of Proposition 3.

Finally, external positivity can be equivalently certified by the complete monotonicity of the transfer function [5, 17, 41]. Unfortunately, while checking complete monotonicity of an impulse response is simple [34, 40, 67], it is a difficult task for rational functions, which makes this approach more of an analytic than implementable tool.

Overall, the indicated less restrictiveness of our certificate is bought by the need to solve LMIs. Since solving LMIs analytically may be involving, it is difficult to check whether our certificate covers any of the others completely. Further, the simplicity and analyticity of some of the other certificates is of value when it comes to large systems, where LMIs can no longer be efficiently
solved. The LMI base of our certificate, however, is also an important distinction to other certificates, as it is easy to incorporate additional LMI constraints as demonstrated in the subsequent sections.

4 Design of externally positive systems

Designing a system such that it becomes externally positive is a desirable performance criteria. For example, a control law that results in a closed-loop externally positive systems means that monotone references signals, e.g., a step, are tracked by monotone outputs. External positivity, thus, provides a tool to simultaneously avoid over- and undershooting, which is a highly desirable feature, e.g., in instances of limited capacities [7, 16, 18, 53, 59].

Further, as external positivity is often provided through the physical quantities of our signals, it is natural to incorporate this information into modelling procedures as in system identification. Unfortunately, due to noisy measurements and other uncertainties, system identification algorithms may not produce an externally positive system [31]. One way of overcoming this problem is to identify a nearly externally positive system and then approximate the system with a nearby external positive one, which in turn may improve the quality of the identified model.

In the following, we will discuss now how our certificate can help to solve these issues.
4.1 Alternating correction

We start by discussing an alternating correction heuristic, which for given weight $F \in \mathbb{R}^{n \times l}$ finds a small perturbation $\Delta A \in \mathbb{R}^{l \times n}$ such that $(A + F\Delta A, B, C)$ fulfills our certificate and is asymptotically stable. In other words, we would like to solve the following non-convex problem:

$$\begin{align*}
\text{minimize} & \quad \|\Delta A\| \\
\text{subject to} & \quad (A + F\Delta A)^T K + K(A + F\Delta A) + 2\gamma K \preceq 0 \\
& \quad B_{(:,j)}^T K B_{(:,j)} \leq 0 \text{ for all } j \\
& \quad K = K^T, \quad \lambda_{n-1}(K) > 0 > \lambda_n(K) \\
& \quad K + \tau_i C_{(i, \cdot)}^T C_{(\cdot, i)} \succ 0 \text{ for all } i \\
& \quad (A + F\Delta A)^T P + P(A + F\Delta A) \preceq 0 \\
& \quad P > 0
\end{align*}$$

where $\| \cdot \|$ can be any matrix norm. Next, we dualize the Lyapunov inequalities by left and right multiplication with $L = K^{-1}$ and $Q = P^{-1}$, respectively, and apply the variable changes $A_L := \Delta AL$ and $A_P := \Delta AQ$ in order to resolve these non-convex couplings. Using Remark 3 and Lemma 1 to adapt the other constraints then yields

$$\begin{align*}
\text{minimize} & \quad \|A_L L^{-1}\| \\
\text{subject to} & \quad A L + L A^T + A_L^T F^T + F A_L + 2\gamma L \preceq 0 \\
& \quad C_{(j, \cdot)} L C_{(\cdot, j)}^T \preceq -1 \text{ for all } j \\
& \quad L + \tau_i B_{(:, j)} B_{(:, i)}^T \succ 0 \text{ for all } i \\
& \quad A Q + Q A + A_L^T F^T + F A_Q \preceq 0 \\
& \quad Q > 0 \\
& \quad A_Q Q^{-1} = A_L L^{-1}.
\end{align*}$$

Since $\|A_L L^{-1}\| \leq \|A_L\| \|L^{-1}\|$, we may approximately keep this cost small by minimizing $\|A_L\|$. Further, the coupling of $\gamma K$ can be resolved by sweeping over different values of $\gamma$, which leaves us with the non-convexity in the last constraint. To resolve this, we break up the problem into an alternating algorithm as outlined in Algorithm 1. Note that even though there is no convergence guarantee for this algorithm, in many numerical examples this procedure converges within just one iteration.

4.2 Approximation and state-feedback controller design

In case that $F = I_n$, Algorithm 1 leads directly to a method of approximating a non-externally positive systems with a positive one. Since we intend to mimic the dominant dynamics of $(A, B, C)$ in this case, a reasonable range for $\gamma$ can be determined from the eigenvalues of $A$. Although our
Algorithm 1 Find weighted externally positive stable approximation

1: **Input**: \((A,B,C)\) with \(CB \in \mathbb{R}_{>0}^{k \times m}\), \(F \in \mathbb{R}^{n \times l}\), \(\gamma > 0\) and precision index \(\varepsilon > 0\).
2: Set \(e = \infty\), \(\Delta A = 0\).
3: **While** \(e > \varepsilon\):
   
   \[\minimize_{L,A_L \in \mathbb{R}^{n \times n}, \tau_1, \ldots, \tau_k \in \mathbb{R}} \|A_L\| \text{ subject to } \]
   
   \[AL + LA^T + A_L^TF^T + FA_L + 2\gamma L \preceq 0\]
   
   \[C_{(j,:)}LC_{(j,:)}^T \leq -1 \text{ for all } j\]
   
   \[L + \tau_i B_{(:,i)}B_{(:,i)}^T \succ 0 \text{ for all } i\]

4: Set \(\Delta A_K = A_LL^{-1}, \Delta A = \Delta A + \Delta A_K, A + F\Delta A_K,\)
   
   \[\minimize_{Q,A_Q \in \mathbb{R}^{n \times n}} \|A_Q\| \text{ subject to } \]
   
   \[AQ + QA + A_Q^TF^T + FA_Q \preceq 0\]
   
   \[Q \succ 0\]

5: Set \(\Delta A_P = A_OQ^{-1}, \Delta A = \Delta A + \Delta A_P, A = A + F\Delta A_Q, e = \|\Delta A_P\|\).
6: **Output**: \(\Delta A\)

The approach has no convergence guarantees, it seems significantly less restrictive than [57], which tries to find a minimal internally positive realization, which as a result may have slow convergence for even small dimensions.

In case that \(F = B\), our method computes a (stabilizing) state-feedback controller \(u = \Delta Ax(t) + r(t)\) with \(r\) being a reference signal and \((A + B\Delta A, B, C)\) a closed-loop externally positive system. Here, \(\gamma\) can be chosen according to the desired dominant dynamics as \(-\Re(\lambda_2(A + B\Delta A)) > \gamma > -\lambda_1(A + B\Delta A)\). Further, (15) can be complemented by other LMI representable performance criteria. Additionally, our approach provides a solution to the problem of designing state-feedback controller that avoid over- and undershooting. Other methods that accomplished solutions to this problem either rely on internal positivity [53, 66] or other restrictive certificates [7, 59], end up with high-dimensional controllers [16] or solve the problem only approximatively via finite discretization [18].

### 5 Cone balanced truncation

Since many externally positive systems are formed by large networks of compartmental systems, e.g., in chemical processes and data networks [15, 22, 45, 60], one often has to conduct analysis and design procedures based on their reduced order models. However, since classical model reduction techniques such as balanced truncation are not guaranteed to even preserve a dominant real pole as required in Remark 1 (unless the system is reduced to order one [28]), these reduced order models...
do not capture some of the essential qualitative behaviours of externally positive systems such as the avoidance of over- and undershooting. Thus, potentially leading to more conservative designs as well as false conclusions.

While Algorithm 1 could still find a reasonable nearby externally positive approximation of priorly reduced systems, we will now introduce a modification of generalized balanced truncation (BT) [6], which even provides us with error bounds and higher quality approximations. In particular, this method can be seen as an intermediate step towards preserving internal positivity and thus retaining a compartmental structure. This is particularly important as internal positivity preserving methods [55, 63] have led to rather conservative approximations [28].

We start by showing how exponential invariance with respect to a second-order cone is preserved through the concepts of cone-balanced realization and truncation. In particular, this means that all cone-balanced truncated models preserve a dominant real pole. Since this procedure is independent of the chosen cone, we will use it to also preserve $(A, B)$-invariance, as well as to fulfil the requirements of our external positivity certificate. Moreover, as for all generalized balanced truncation methods, it is possible to incorporate additional LMI-representable conditions, e.g., to preserve passivity.

For a simplified exposition, we assume a minimal realization, but the readers should convince themselves that everything can be adopted to a non-minimal setting.

**Definition 4 (Cone-balanced realization).** A minimal linear system realization $(\tilde{A}, \tilde{B}, \tilde{C}, D)$ is called cone-balanced, if there exists diagonal $\tilde{K}$ with $\iota(\tilde{K}) = (n-1,0,1)$, diagonal $\tilde{P}, \tilde{Q} \succ 0$ and $\gamma \in \mathbb{R}$ such that

\[
\begin{align}
\tilde{A}^T \tilde{K} + \tilde{K} \tilde{A} + 2\gamma \tilde{K} & \preceq 0, \quad (16a) \\
\tilde{A}^T \tilde{P} + \tilde{P} \tilde{A}^T & \preceq -\tilde{B} \tilde{B}^T, \quad (16b) \\
\tilde{A}^T \tilde{Q} + \tilde{Q} \tilde{A} & \preceq -\tilde{C}^T \tilde{C},\quad (16c) \\
\tilde{p}_{11} = \tilde{q}_{11} \geq \cdots \geq \tilde{p}_{nn} = \tilde{q}_{nn} \text{ and } \tilde{k}_{11} < 0. \quad (16d)
\end{align}
\]

The idea behind **Definition 4** is the following: By **Lemma 1**, $\mathcal{K}$ is $e^{A\tau}$-invariant. Due to the diagonal structure of $\tilde{K}$, any element of the state, except for $x_1$, can be truncated such that the remaining systems is again exponentially $A$-invariant with respect to a second-order cone. Together with (16b) and (16c), we additionally add information on controllability and observability, which in particular allows us to provide the familiar error bound. The following result is proven in appendix F.

**Theorem 2 (Positive) cone-balanced truncation.** Suppose $(\tilde{A}, \tilde{B}, \tilde{C}, D)$ is an asymptotically stable, cone-balanced realization of the transfer function $G(s)$ with $\tilde{K}$, $\gamma$ and

\[
\tilde{P} = \text{blkdiag} (\tilde{\sigma}_1, \tilde{\sigma}_2 I_{l_2}, \ldots, \tilde{\sigma}_p I_{l_p})
\]

as in (16a) and (16b), where $\tilde{\sigma}_2 > \cdots > \tilde{\sigma}_p$.

Then, for any $1 \leq r < p$, $(\tilde{A}_{(1:R,1:R)}, \tilde{B}_{(1:R,:)}; \tilde{C}_{(:,1:R)}, D)$ with $R := 1 + \sum_{i=r+1}^p l_i$ and transfer function $G_R(s)$ is an asymptotically stable, cone-balanced system fulfilling

\[
\|G - G_R\|_\infty \leq 2 \sum_{i=r+1}^p \tilde{\sigma}_i. \quad (E)
\]
Further, the following are preserved:

1. $\lambda_1(\tilde{A}_{(1:R;1:R)}) \leq \gamma$.

2. If $\mathcal{K}$ is $(\tilde{A}, \tilde{B})$-invariant, then $\mathcal{K}_K(1:R;1:R)$ is $(\tilde{A}_{(1:R;1:R)}, \tilde{B}_{(1:R,:)})$-invariant.

3. If $(\tilde{A}, \tilde{B}, \tilde{C}, D)$ is externally positive and fulfills Theorem 1 with $K = \tilde{K}$, then the same holds for $(\tilde{A}_{(1:R;1:R)}, \tilde{B}_{(1:R,:)}, \tilde{C}_{(1:R,:)}, D)$ with $K = \tilde{K}_{(1:R;1:R)}$.

5.1 Cone-balancing

Next we will discuss how to compute a cone-balanced realization. We start with the first step that yields a state-space transformation such that (16a) and (16b) are fulfilled.

**Proposition 4.** Given $(A, B)$ and $N \succeq 0$, assume that there exists $\gamma > 0$, $K = K^T$ with $\iota(K) = (n - 1, 0, 1)$ and $P \succ 0$ such that

\[
A^T K + KA + 2\gamma K \preceq 0 \quad (17a)
\]
\[
\text{trace}(NK) \leq 0 \quad (17b)
\]
\[
AP + PA^T = -N \quad (17c)
\]

Then there exists $T \in \mathbb{R}^{n \times n}$ such that

\[
\tilde{P} := T^{-1}PT^{-T} = \text{blkdiag}(\sigma_1, \sigma_2I_{l_2}, \ldots, \sigma_sI_{l_s})
\]
\[
\tilde{K} := T^TKT = \text{blkdiag}(-\sigma_1, \sigma_2I_{l_2}, \ldots, \sigma_sI_{l_s})
\]

where $\sigma_1 > \cdots > \sigma_s > 0$, $l_2 + \cdots + l_s = n - 1$ and

\[
\sigma_i^2 \geq \sum_{i>1} l_i\sigma_i^2. \quad (18)
\]

In particular, if $N \succeq BB^T$, then $(\tilde{A}, \tilde{B}) = (T^{-1}AT, T^{-1}B)$ fulfills (16a) and (16b) with diagonal $\tilde{K}$ and $\tilde{P}$.

Proposition 4 is proven in appendix G. Observe that $T$ in Proposition 4 is determined in the same way as a balancing transformation in balanced truncation: the difference being that the Gramians are replaced by $P$ and $V|\Sigma_K|V^T$ with eigenvalue decomposition $K = V\Sigma_KV^T$, respectively. In order to decide for which states truncation causes the least error, we need another transformation of our system such that also (16c) and (16d) are fulfilled.

**Proposition 5.** Let $(\tilde{A}, \tilde{B}, \tilde{C}, D)$ and $\tilde{N} \succeq 0$ be such that there exist diagonal $\tilde{K}$ and $\tilde{P}$ with $\tilde{P} = |\tilde{K}|$, trace($\tilde{N}\tilde{K}$) $< 0$, $\tilde{P} \succ 0$, $\iota(K) = (n - 1, 0, 1)$, $\mathcal{K}$ being $e^{A\tilde{t}}$-invariant and

\[
\tilde{A}\tilde{P} + \tilde{P}\tilde{A}^T \preceq -\tilde{N}.
\]
Then, there exists diagonal $\Delta > 0$, with diagonal entries $\delta_{11}, \ldots, \delta_{nn}$ such that

$$\tilde{A}^T \Delta + \Delta \tilde{A} \preceq -\tilde{C}^T \tilde{C}.$$ 

In particular, $(\tilde{T}^{-1} \tilde{A} \tilde{T}, \tilde{T}^{-1} \tilde{B}, \tilde{C} \tilde{T}, D)$ is cone-balanced with respect to $\mathcal{K}_{\tilde{T}^T K \tilde{T}}$, if $\tilde{N} \succeq \tilde{B} \tilde{B}^T$ and $\tilde{k}_{11} < 0$, where

$$\tilde{T} := \text{blkdiag} \left( 1, \frac{\tilde{p}_{22}}{\delta_{22}}, \ldots, \frac{\tilde{p}_{nn}}{\delta_{nn}} \right) \tilde{\Pi}$$

and $\tilde{\Pi}$ is a permutation matrix according to (16d).

A proof of this result can be found in appendix H. Since for given $K$, we can always find $N \succeq BB^T$ and $\tilde{N} \succeq \tilde{B} \tilde{B}^T$ as in Proposition 4 and Proposition 5, we have shown that (17a) is necessary and sufficient for the existence of a cone-balanced realization. Further, if $\mathcal{K}_K$ is $(A, B)$-invariant, then

$$\text{trace}(BB^T K) = \sum_j B(\cdot, j)^T KB(\cdot, j) \leq 0$$  \hspace{1cm} (19)

i.e., we can choose $N = BB^T$ and receive equality in (16b).

**Corollary 1.** Let $(A, B, C, D)$ be asymptotically stable and $\mathcal{K}_K$ be $(A, B)$-invariant. Then there exists a transformation $T$ such that $(\tilde{A}, \tilde{B}, \tilde{C}, D) := (T^{-1}A T, T^{-1}B, C T, D)$ is cone-balanced with respect to $\mathcal{K}_{\tilde{T}^T K \tilde{T}}$ and equality holds in (16b).

Finally note that Proposition 4 and Proposition 5 are intentionally presented based on $N$ and $\tilde{N}$, respectively. In this way, it is easy to see how other LMI-representable properties (see e.g. [35]) can be incorporated.

5.2 Error-bound minimization

Let us finally discuss the question of choosing $\tilde{P}$ and $\Delta$ such that the error-bound (E) is small. We only consider the case where we also want to preserve external positivity through Theorem 1. In this case, Corollary 1 applies and we can fix $\tilde{P}$ to be the controllability Gramian. Indeed, this is the best possible choice, since the eigenvalues of $\tilde{P}$ are always at least as large as those of the controllability Gramian [28]. Then for finding $\Delta$, we can minimize the low-rank promoting nuclear norm [23] of $\tilde{P} \Delta$. Alternatively, any other low-rank promoting norm [29, 46] may also be considered. A summary of the algorithm is outlined in Algorithm 2.

Finally note that since $\tilde{K}$ is not unique, its choice may be of considerable importance. Our experiments indicate that computing $\tilde{K}$ with respect to a balanced realization gives satisfactory results.

6 Case studies

In the following, we will illustrate our derived approaches based on case studies. We start by demonstrating that Algorithm 1 can be used to enhance the quality of a model identified from
Algorithm 2 (Positive) cone balanced truncation

1: **Input:** \((A, B, C, D)\) with \(K\) that fulfills (11a)-(11c) (and (11d) and (11e), respectively) for (positive, respectively) cone balanced truncation.
2: Find \(\tilde{P}\) and \(T\) in Proposition 4 with \(N = BB^T\) and \((\tilde{A}, \tilde{B}, \tilde{C}, D) := (T^{-1}AT, T^{-1}B, CT, D)\).
3: Minimize \(\sum_{i>1} \delta_{ii} \tilde{p}_{ii}\) subject to
\[
\tilde{A}^T \Delta + \Delta \tilde{A} \preceq -\tilde{C}^T \tilde{C}, \quad \Delta := \text{blkdiag}(\delta_{11}, \ldots, \delta_{nn}) \succeq 0.
\]
4: Compute a cone-balanced realization \((\tilde{A}, \tilde{B}, \tilde{C}, D)\) (see Proposition 5).
5: Choose reduced order \(R\) according to the predicted and desired error in \((E)\).
6: **Output:** \((\tilde{A}_{(1:R,1:R)}, \tilde{B}_{(1:1,R:1)}, \tilde{C}_{(1:1,R)}, D)\).

noisy measurements. Subsequently, we design a state-feedback controller with integral action that provides an externally positive closed-loop systems. Our experiments are concluded with an example on (positive) cone balanced truncation.

### 6.1 System Identification

The heat equation on a two-dimensional square
\[
\dot{T} = \triangle T = \frac{\partial^2}{\partial x^2} T + \frac{\partial^2}{\partial y^2} T \tag{20}
\]
with control of the Dirichlet boundary conditions of the four edges yields an internally positive system if discretized on a uniform grid:
\[
\dot{T} = AT + Bu \quad \text{with} \quad u \in \mathbb{R}^4 \quad \text{and} \quad T \in \mathbb{R}^{N^2}
\]
where \(A := (a_{ij}) \in \mathbb{R}^{N^2 \times N^2}\) and \(B := (b_{ij}) \in \mathbb{R}^{N^2 \times 4}\) are zero except for
\[
a_{ii} := -4, \quad \text{for} \quad i = 1, 2, \ldots, N^2
\]
\[
a_{i,i+1} = a_{i+1,i} := 1, \quad \text{for} \quad i = 1, \ldots, N^2 - 1
\]
\[
a_{i,N+i} = a_{N+i,i} := 1, \quad \text{for} \quad i = 1, \ldots, N(N - 1)
\]
and
\[
b_{i1} := 1, \quad \text{for} \quad i = 1, 2, \ldots, N
\]
\[
b_{i2} := 1, \quad \text{for} \quad i = N, 2N, \ldots, N^2
\]
\[
b_{i3} := 1, \quad \text{for} \quad i = N(N - 1) + 1, N(N - 1) + 2, \ldots, N^2
\]
\[
b_{i4} := 1, \quad \text{for} \quad i = 1, N + 1, \ldots, N(N - 1) + 1.
\]
In our example, we only use the first input, i.e., \(u_2 \equiv u_3 \equiv u_4 \equiv 0\), \(N = 3\), define the output to be
\(y(t) = \sum_{i=1}^{N^2} T_i(t)\) and identify this model through the MATLAB System Identification Toolbox.
Figure 3: Input-output data for system identification of the discretized heat equation model: $u$ is the same input as in the MATLAB example "dryer2"; $y$ is the corresponding output, but corrupted by white noise with variance 0.15.

In particular, we use the $N4SID$ algorithm to identify a continuous-time state-space system without noise model, where the input and noisy output is shown in Figure 3. Since the identified model is not externally positive, we then use Algorithm 1 to find a near externally positive approximation of the identified model. The impulse response of the difference to the true model is shown in Figure 4 for both identified models.

### 6.2 State-feedback controller design

Let us next use Algorithm 1, to design a state-feedback control law with integral action

$$
\begin{align*}
\dot{x}_i(t) &= r(t) - y(t) \\
u(t) &= Lx(t) + l_i x_i(t) = \Delta Ax_e(t)
\end{align*}
$$

that provides closed-loop external positivity for a two-compartment systems

$$
\begin{align*}
\dot{x}_1(t) &= -x_1(t) + u(t) \\
\dot{x}_2(t) &= x_1(t) - x_2(t) + u(t) \\
y(t) &= x_2(t)
\end{align*}
$$
The closed-loop dynamics are then given by
\begin{align}
\dot{x}_e(t) &= (A + F \Delta A)x_e(t) + Br(t) \\
y(t) &= Cx_e(t)
\end{align}  
(22)
(23)

where
\[
A = \begin{pmatrix}
-1 & 0 & 0 \\
1 & -1 & 0 \\
0 & -1 & 0
\end{pmatrix}, \quad F = \begin{pmatrix} 1 \\
1 \\
0 \end{pmatrix}, \quad B = \begin{pmatrix} 1 \\
1 \\
1 \end{pmatrix}, \quad C = \begin{pmatrix} 0 \\
1 \\
1 \end{pmatrix}^T.
\]

Besides external positivity, we also require the real part of the closed-loop poles to be smaller than 0.25, which we can achieve by Remark 2 through modifying (15) to
\begin{align}
\begin{aligned}
\text{minimize} & \quad \|AQ\| \\
\text{subject to} & \quad AQ + QA + A Q F^T + FA Q + 0.5 Q \preceq 0 \\
& \quad Q \succeq 0.
\end{aligned}
\end{align}  
(24)

The step responses of our controller versus a controller that is solely designed through (24) is shown in Figure 5. Note that despite the simplicity of our setting, this is a fundamentally important problem. Control engineers often have to balance between the amount of overshoot and a fast response. However, if the references signal targets a limited capacity, any overshoot is inadmissible.

### 6.3 Model order reduction

Finally, let us apply (positive) cone-balanced truncation to the above discretized heat equation model with $N = 10$ and the use of the second and the fourth input, i.e., $u_1 \equiv u_3 \equiv 0$. The output $y$
is represented by the average temperature within five vertical stripes:

\[ C = \text{blkdiag} \left( \mathbf{1}_{N^2}^T, \mathbf{1}_{N^2}^T, \mathbf{1}_{N^2}^T, \mathbf{1}_{N^2}^T, \mathbf{1}_{N^2}^T \right) , \]

where \( \mathbf{1}_{N^2} \in \mathbb{R}^{N^2} \) stands for the vector of all ones.

By [28, 32, 63], it is known that even a reduced model of order one often outperforms internally positivity preserving methods [24, 42, 55, 63]. As the system has no symmetry as exploited in [32], it suffices to compare our reduction approaches to balanced truncation (BT).

Our comparison starts from a minimal realization, which can be considered a pre-reduction. For comparability of our results, we use the minimizing objective trace \( Q + \tau C^T C \) in case of positive cone balanced truncation (PCBT), which interestingly adds to an improved quality. For cone balanced truncation (CBT) we use the same \( \gamma \) as determined by PCBT and \( K \) is given by the equation

\[ A^T K + KA + 2\gamma K = -C^T C. \]

The normalized errors shown in Figure 6, indicating that PCBT and CBT perform fairly close to BT.

7 Conclusion

In this work, we have derived an external positivity certificate that is based on seeking invariant second-order cones. Our certificate has, in contrast to seeking an internally positive realization through invariant polyhedral cones, the advantage that it is tractable through semi-definite programming, has fixed computational cost and allows us to certify external positivity, where no other invariant cone would work. In particular, since our certificate is compatible with the SDP literature in control, we were able to exemplify the potential of our certificate through:
Figure 6: Normalized $H_\infty$-error for discretized heat equation:
- BT: standard balanced truncation
- CBT: cone preserving balanced truncation, $\gamma = 0.2961$
- PCBT: positivity preserving CBT, $\gamma = 0.2961$

1. Establishing a heuristic solution to the problems of avoiding over- and undershooting in state-feedback controller design as well as to include prior knowledge of external positivity in system identification.

2. Modification of balanced truncation to preserve a dominant real pole.

3. Modification of balanced truncation to preserve external positivity when our certificate applies.

As indicated by our numerical examples, the established heuristic provides an interesting way of dealing with overshooting in the design of state-feedback controllers with integral action and helps to improve the quality of identified models. Further, our modified balanced truncation methods yield approximations that are qualitatively close to traditional balanced truncation. Thus, suggesting that these approaches only impose a mild conservatism in contrast to methods that preserve internal positivity [55, 63]. However, it remains to understand how one can systematically choose a second-order cone that gives small truncation errors/error bounds.

We have further provided justification why our certificate is likely to be less restrictive than existing ones. Nonetheless, our certificate is still only a sufficient test as we were able to construct systems that do not fulfil its requirements. In particular, we have constructed systems whose external positivity cannot be certified via second-order cones, polyhedral cones or any of the other mentioned certificates. Thus, showing the need for more general cones, whose exponentially invariant certificate remains tractable.
Appendix

A Proof to Lemma 1

We start with the equivalence of Items 1 and 2. For $K, c = K, p$ to hold true, $c$ must fulfill (7b), which by the definition of the dual cone (2a) is the case if and only if $c \in \text{int}(\mathcal{K}_p)$. In order to see the set equality in Item 2, note that there exists a $T \in \mathbb{R}^{n \times n}$ such that $T^T K T = K_n := \text{diag}(1, \ldots, 1, -1)$ and $T^{-1}$ maps $\mathcal{K}_c$ onto the self-dual cone $\mathcal{K}_{n, e_n}$ [14, Example 2.25], where $e_n$ is the $n$-th canonical unit vector. Hence,

$$ (T^{-1} \mathcal{K}_p) = \mathcal{K}_{n, e_n} = (T^{-1} \mathcal{K}_p)^* = T^T \mathcal{K}_p^*, $$

and thus $\mathcal{K}_p = \mathcal{K}_{K_n, T^T, e_n} = \mathcal{K}_{K_n, T^T, e_n}$. Then, as before, all normals to strictly separating hyperplanes of $\mathcal{K}_p$ are given by $\text{int}(\mathcal{K}_p) = \text{int}(\mathcal{K}_p^*)$.

Then Item 3 just makes explicit Item 2. Further, $c \in \text{int}(\mathcal{K}_p)$ if and only if there exists $\tau > 0$ such that

$$ \forall x \in \mathcal{K}_p \setminus \{0\} : x^T K x + \tau x^T c c^T x > 0, $$

which is equivalent to $K + \tau c c^T \succ 0$. Finally, by the inertia of $K$, the only admissible $\tau \in \mathbb{R}$ to fulfil this inequality is a positive one.

B Proof to Lemma 2

The first part in (9) is equivalent to $\mathcal{K}$ being $e^A t$-invariant [64]. To see the second part, note that by assumption $\mathcal{K}_c$ is proper, which by (7b) means that there exists an $x \in \mathcal{K}_c : c^T x > 0$. Thus, the last item in Lemma 1 (with $c = p$) applies.

C Proof to Lemma 3

Without loss of generality, let

$$ A = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & \beta \\ 0 & -\beta & 0 \end{pmatrix} $$

Then for all $b \in \mathbb{R}^3$ with $b_1 \neq 0$, the set $\{e^A t : t \geq 0\}$ is an ellipse, which implies that $\mathcal{K}_r(A, b) = \mathcal{K}_{K_b, c_b}$ with $K_b = \text{diag}(-\frac{b_2^2 + b_3^2}{b_1^2}, 1, 1)$ and $c_b = \text{sign}(b_1)(1, 0, 0)^T$. Hence, any $e^A t$-invariant proper convex cone $\mathcal{K}$ can be written as

$$ \mathcal{K} = \text{cone}( \bigcup_{b \in \mathcal{K}} \mathcal{K}_{K_b, c_b} ) =: \mathcal{K}_{b_{\text{max}}, c_{b_{\text{max}}}}, $$

where $b_{\text{max}} = \arg\max_{b \in \mathcal{K}} \frac{b_2^2 + b_3^2}{b_1^2}$.  
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D Proof to Theorem 1

We begin by noticing that (11c), this is, \( t(K) = (n - 1, 0, 1) \), implies the existence of a \( p \in \mathbb{R}^n \) such that \( \mathcal{H}_{K,p} \) is a proper cone. Since (11b) is equivalent to \( B(:,:,1) \in \mathcal{H}_K \), we can assume that \( p \) is chosen such that \( B(:,:,1) \in \mathcal{H}_{K,p} \). Therefore, if we can show that \( C(i,:)B(:,:,1) > 0 \) for all \( i \), then (11d) and the last item in Lemma 1 allow us to conclude that \( \mathcal{H}_{K,p} = \mathcal{H}_{C(i,:)p} \) for all \( i \). To see this, note that (11d) can only be fulfilled then if \( \tau_i > 0 \), which by \( B(:,:,j)^T(K + \tau_i C(i,:)B(:,:,j))B(:,:,j) > 0 \) and (11e) yields that \( C(i,:)B(:,:,j) > 0 \) for all \( j \) and \( i \). In particular, this implies that \( B(:,:,j) \in \mathcal{H}_{C(i,:)p} \) for all \( j \). Finally, by the second item in Lemma 1 we have that \( C(i,:) \in \text{int}(\mathcal{H}_{C(i,:)p}^*) \) for all \( i \) and \( \mathcal{H}_{C(i,:)p}^* \) is \( e^M \)-invariant by Lemma 2. Thus proving that \( (A,B,C) \) is \( \mathcal{H}_{C(i,:)p}^* \)-positive with strictly positive impulse response, which by Proposition 1 is equivalent to external positivity.

E Proof to Proposition 3

Without loss of generality, let

\[
A = \begin{pmatrix}
\alpha & \beta & 0 \\
-\beta & \alpha & 0 \\
0 & 0 & 0
\end{pmatrix} =: \text{blkdiag}(A_1,0)
\]

where \( \alpha < 0 \) and \( \beta \neq 0 \). Further, let \( B = (1,0,1)^T \) and \( x(t) := e^{At}B \). Since \( \mathcal{I} := \{(x_1(t),x_2(t)) : t \geq 0\} \subset \{x \in \mathbb{R}^2 : x_1^2 + x_2^2 = 1\} \) is not a closed contour, there exists a tangent hyperplane \( \mathcal{I}^2 := \{x \in \mathbb{R}^2 : c^T x \geq c_1\} \) to \( \mathcal{I} := \text{cl}(\text{conv}(\{(x_1(t),x_2(t)) : t \geq 0\})) \) such that

1. \( \mathcal{I}^2 \subset \mathcal{I}^2 \)
2. \( \exists \tau^* > 0 : c_1 x_1(t^*) + c_2 x_2(t^*) = c_1 \)

and therefore \( \mathcal{I} := \{x : Cx \geq 0\} \) with \( C := (c_1,c_2,-c_1) \) is a tangent hyperplane to \( \mathcal{H}_A(A,B) = \text{cl}(\text{cone}(\{1 \times \mathcal{I}^2\})) \). Thus, \( C e^{At}B \geq 0 \) for all \( t \geq 0 \) and \( CB = Ce^{At}B = 0 \). In particular, for all \( \tilde{B}_2 \notin \text{cl}(\text{conv}(\mathcal{I})) \) there exists \( i \geq 0 \) such that \( Ce^{At}(\tilde{B}_2,1)^T < 0 \) and thus \( \mathcal{H}_A(A,B) \) is the only \( (A,B) \)-invariant cone that is contained in \( \mathcal{I} \). Moreover, since \( \text{conv}(\mathcal{I}^2) \) is neither a polygon nor an ellipse, \( \mathcal{H}_A(A,B) \) can neither be polyhedral nor second-order.

Finally, note that for arbitrary \( \varepsilon > 0 \) and \( \Delta C := (0,0,\varepsilon c_1) \), it holds that \( (C + \Delta C)e^{At}B > 0 \) for all \( \forall t \geq 0 \). Assume that for all \( \varepsilon > 0 \), there exists an \( (A,B) \)-invariant proper second order cone \( \mathcal{H}_{K,p} \subset \{x : (C + \Delta C)x \geq 0\} \). Then \( \mathcal{H}_{K,p} \cap \{x : x_3 = 1\} = \mathcal{E} := \{x : (x-k)^T P (x-k) \leq 1\} \) for some \( P > 0 \) and \( k \in \mathbb{R}^2 \) with \( \text{conv}(\{(x(t^*),1,0)^T\}) \subset \mathcal{E} \subset \{x : c^T x \geq (1 - \varepsilon)c_1\} \). However, as \( \varepsilon \to 0 \), this requires that either \( \lambda_1(P) \to \infty \) or \( \lambda_2(P) \to 0 \). Thus the area of \( \mathcal{E} \) can be made arbitrarily small or large, which either contradicts that \( \mathcal{H}_{K,p} \) is \( (A,B) \)-invariant or \( \mathcal{H}_{K,p} \subset \{x : (C + \Delta C)x \geq 0\} \).
\section*{F Proof to Theorem 2}

The first part and the error bound follows as for generalized balanced truncation [6, 56]. Item 2 follows by

\[ \tilde{B}^T_{(i,j)} K \tilde{B}_{(i,j)} \geq \tilde{B}^T_{(i,j)} K_{(i;1;R)} \tilde{B}_{(i,j)} \text{ for all } j \]

which implies that if (11a)–(11c) are fulfilled for \((\tilde{A}, B, C, D)\), \(K\) and some \(\gamma\), then the same applies to \((\tilde{A}_{(1;R;1;R)}, \tilde{B}_{(1;R;1;R)}\). If additionally (11d) and (11e) hold, then Lemma 1 yields that

\[ (\tilde{B}^T_{(i,j)} 0)^T \in \mathcal{X}_{\tilde{K}, e_1} = \mathcal{X}_{\tilde{K}, C(i,:)} \text{ for all } i, j \]

\[ 0 > \tilde{C}_{(i,:)} K^{-1} \tilde{C}_{(i,:)} \geq \tilde{C}_{(i,1;R)} K^{-1}_{(i;1;R)} \tilde{C}_{(i,1;R)} \text{ for all } i, \]

which shows that (11d) and (11e) also hold for \((\tilde{A}_{(1;R;1;R)}, \tilde{B}_{(1;R;1;R)}, \tilde{C}_{(i;R)}, D)\) and therefore external positivity is certified by Theorem 1. Finally, Item 1 is obvious.

\section*{G Proof to Proposition 4}

Let \(P\) and \(K\) be as assumed. Then, we define \(L := U \Sigma P^1\) and \(T := LV \Sigma^{-1}\) through the singular value decompositions of \(P = U \Sigma P^T\) and eigenvalue decomposition of \(L^TKL = V \Sigma V^T\) such that \(\tilde{P} := T^{-1}PT^{-T}\) and \(\tilde{K} := TTQ\) fulfil

\[ \tilde{P} = \Sigma V^T L^{-1} L L^{-T} V \Sigma = \Sigma, \]

\[ |\tilde{K}| = |\Sigma^{-1} V^T L^T QLV \Sigma^{-1}| = \Sigma, \]

with \(\Sigma = \text{blkdiag}(\sigma_1 I_{l_1}, \ldots, \sigma_s I_{l_s})\), \(\sigma_1 > \cdots > \sigma_s > 0, l_1 + \cdots + l_s = n\) and \(\Sigma^2 = [\Sigma]\). In particular, \(\tilde{P}\) and \(\tilde{K}\) are equal up to a sign-change on one of the diagonal entries by [37, Theorem 4.5.8].

Let us now verify that \(\text{trace}(\tilde{K}) < 0\), implying that the sign-change occurs at \(\sigma_1\) with \(l_1 = 1\). W.l.o.g, we assume that \(P = I_n\) and \(|K| = \Sigma^2\), i.e.,

\[ \tilde{A}^T K + K\tilde{A} + 2\gamma K \preceq 0, \quad \text{trace}(NK) \leq 0, \quad \tilde{A} + \tilde{A}^T = -N. \]

Since, substituting \(\tilde{A} = -N - \tilde{A}^T\) in (26) gives

\[ -(N + \tilde{A})K - K(N + \tilde{A}^T) - 2\gamma K \preceq -4\gamma K. \]

it follows by taking trace over (29) and the properties

- \(\text{trace}(NK) = \text{trace}(KN)\)
• trace($\tilde{A}K + K\tilde{A}^T + 2\gamma K$) = trace($\tilde{A}^T K + K\tilde{A} + 2\gamma K$) $\leq 0$

that

$$2\gamma \text{trace}(K) \leq \text{trace}(NK) \leq 0 \quad (30)$$

The inertia of $K$ and the assumption that $\sigma_1 > \cdots > \sigma_s > 0$ imply then that the largest magnitude in $K$ is negative. The remaining part follows through state-space transformation.

## H Proof to Proposition 5

Let $(\tilde{A}, \tilde{C})$ and $\tilde{N} = LL^T$ be as in the assumptions. Since $\text{trace}(NK) = \sum_j L^T_{(:,j)} \tilde{K} L_{(:,j)}$, we assume w.l.o.g. that $L^T_{(:,1)} \tilde{K} L_{(:,1)} < 0$. Thus, by Lemma 1 and Lemma 2 there exists a sufficiently large $\varepsilon > 0$ such that

(31a)

$$\tilde{A}^T \tilde{K} + \tilde{K} \tilde{A} + 2\gamma \tilde{K} \preceq 0,$$

(31b)

$$\tilde{A} \tilde{P} + \tilde{P} \tilde{A}^T \preceq -L_{(:,1)} L^T_{(:,1)},$$

(31c)

$$\tilde{K}^{-1} + \varepsilon L_{(:,1)} L^T_{(:,1)} > 0,$$

(31d)

$$2\gamma \varepsilon p_{11} - p_{11} > 0,$$

Multiplying (31a) with $\tilde{K}^{-1}$ from the right and the left yields

$$\tilde{A} \tilde{K}^{-1} + \tilde{K}^{-1} \tilde{A}^T + 2\gamma \tilde{K}^{-1} \preceq 0 \quad (32)$$

and multiplying (31b) by $2\gamma \varepsilon$ gives

$$2\gamma \varepsilon \tilde{A} \tilde{P} + 2\gamma \varepsilon \tilde{P} \tilde{A}^T + 2\gamma \varepsilon L_{(:,1)} L^T_{(:,1)} \preceq 0 \quad (33)$$

Adding up (32) and (33) results in

$$\tilde{A} \Delta^{-1} + \Delta^{-1} \tilde{A}^T + 2\gamma \left( \tilde{K}^{-1} + \varepsilon L_{(:,1)} L^T_{(:,1)} \right) \preceq 0$$

with $\Delta := (2\gamma \varepsilon \tilde{P} + \tilde{K}^{-1})^{-1} > 0$. Finally, a proper scaling of $\Delta$ gives a diagonal solution to

$$\tilde{A}^T \Delta + \Delta \tilde{A} \preceq -\tilde{C}^T \tilde{C}. \quad (34)$$

The last implication follows by Proposition 4.
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