A unified formalism to study the pseudorapidity spectra in heavy-ion collision
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Abstract  The pseudorapidity distribution of charged hadron over a wide $\eta$ range gives us crucial information about the dynamics of particle production. The constraint by the detector acceptance, particularly at forward rapidities, demands a proper distribution function to extrapolate the pseudorapidity distribution to large $\eta$. In this work, we have proposed a phenomenological model based on the Pearson statistical framework to study the pseudorapidity distribution. We have analyzed and fit data of charged hadrons produced in $Pb-Pb$ collision at 2.76 TeV and $Xe-Xe$ collision at 5.44 TeV using the proposed model.

1 Introduction

Evidence such as the quarkonia suppression, jet quenching, and strangeness enhancement points toward the formation of a new state of hot and dense nuclear matter under the extreme condition of temperature and energy density. This state of asymptotically free quarks & gluons is popularly known as Quark-Gluon Plasma (QGP). Characterizing the QGP, understanding the confinement-deconfinement phase transition and the search for QCD critical point are some of the open problems that drive the bulk of the heavy-ion physics research.

The short time scale of the QGP formation ($\sim$ few fm/c) and threshold in the detector capabilities limit the direct measurement of QGP. However, the kinematic observables of the final state particles that are streaming to the detectors bring sufficient information to characterize QGP, and hence, act as a standard candle in the studies related to the evolution of the system created during high energy collision.

Transverse momentum ($p_T$), pseudorapidity ($\eta$), energy ($E$) and azimuthal angle ($\phi$) are some of the kinematic observables used to characterize a track in the experiment. Pseudorapidity distribution ($\eta = -\ln(tan(\theta/2))$) of charged particles can provide us important insight into the initial energy density and the mechanism of particle production in heavy-ion collision. The collision system and centrality dependence of the pseudorapidity distribution of charged particles over a wide $\eta$ range are crucial to understand the relative contribution of hard scattering processes and soft processes in particle production \cite{1}.

Measurement of the kinematics observable such as $p_T$ and $\eta$ of charged hadrons is limited to the mid-rapidity region because of the complexity of introducing the detector at forward rapidities. Traditionally, detectors are installed in the form of cylindrical geometry, mostly covering the central rapidity regions. Hence, a theoretical model that could extrapolate the pseudorapidity distribution with good precision is of interest to understand the dynamics of particle production.

Many theoretical studies have been performed in this direction to study the pseudorapidity distribution. A Multi-source thermal model and its Tsallis generalization have been discussed in Refs. \cite{2,3}. This model assumes four sources, target and projectile cylinder and target and projectile leading particles. A three source scenario for particle production within the non-equilibrium statistical relativistic diffusion model has been explored in Ref. \cite{4}. It has been argued that the midrapidity source corresponds to the charged hadrons produced in gluon-gluon interaction, whereas the other two sources at large rapidities correspond to the quark-gluon interactions. A large fraction of charged hadrons belongs to the midrapidity source, and their relative particle content controls the size of the dip in midrapidity. Although the Jacobian transformation from $y$ space to $\eta$ space does not significantly influence the midrapidity dip \cite{4}, the dip at midrapidity is
a mathematical artifact of particle production at $\theta = 90^\circ$. Another variant of the three source scenario has been discussed in Ref. [5] where the central source of the particle is described using the Landau hydrodynamics model. Several other models have also been developed to study the pseudo-rapidity distribution.

The Boltzmann statistics have been used in a scenario with a large number of fireballs to study the pseudo-rapidity distribution of charged hadrons produced in pp and heavy-ion collision [6,7]. Tsallis generalization for the same is discussed in Ref. [8–10]. The Tsallis formalism assumes two clusters of fireballs and the rapidity distribution is given in terms of $q$-Gaussian distribution. However, all these approaches do not consider hard processes, which is also a part of the particle production mechanism. Recently, a generalization of Tsallis distribution, providing a consistent description of particle production in soft processes as well as hard scattering processes, has been discussed in Ref. [11,12]. In this work, we present the application of the Pearson statistical framework to study the pseudo-rapidity distribution of charged hadrons produced in $Pb-Pb$ collision at 2.76 TeV [13,14] and $Xe-Xe$ collision at 5.44 TeV [15] measured by the ALICE experiment.

We will start with the discussion of theoretical formalism based on the Pearson statistical framework to study the pseudo-rapidity distribution. The section III will cover the results obtained by fitting the charged hadron spectra at two different energies, followed by the conclusion.

2 Theoretical description

Pearson distribution is a generalized distribution function introduced by Karl Pearson [16] in 1895. It is characterized using the first four moments related to the mean, standard deviation, skewness and kurtosis of a distribution. Pearson function is described in terms of a differential equation [17]:

$$\frac{1}{p(x)} \frac{dp(x)}{dx} + \frac{a + x}{b_0 + b_1x + b_2x^2} = 0 \quad (1)$$

with the corresponding parameters $a$, $b_0$, $b_1$ and $b_2$ given in term of the first four central moments $m_1$, $m_2$, $m_3$ and $m_4$ as:

$$a = b_1 = \frac{m_3(m_4 + 3m_2^2)}{10m_2m_4 - 18m_3^2 - 12m_2^2} \quad (2)$$

$$b_0 = \frac{m_2(4m_2m_4 - 3m_2^3)}{10m_2m_4 - 18m_3^2 - 12m_2^2} \quad (3)$$

$$b_2 = \frac{2m_2m_4 - 6m_3^2 - 3m_2^2}{10m_2m_4 - 18m_3^2 - 12m_2^2} \quad (4)$$

In some of the recent works [11,12,18], the Pearson statistical framework has been described to study the distribution of particles produced in hadron–hadron and heavy-ion collision at different energies. Pearson formalism has been discussed as an extension to Tsallis statistics to explain the particle production in soft processes as well as hard scattering processes in a consistent manner. Pearson formalism is thermodynamically consistent, and within some limit on its parameters, it reduces to the Tsallis distribution up to some normalization constant. Energy distribution of final state particles in this formalism is given as:

$$E \frac{d^3N}{dp^3} = B' \left(1 + \frac{E}{p_0}\right)^{-n} \left(1 + (q - 1) \frac{(E - \mu)}{T}\right)^{-\frac{q}{q-1}} \quad (5)$$

Replacing $E$ with $m_Tcosh y$ and setting $\mu = 0$ at the LHC energies, the equation above gets simplified to:

$$\frac{1}{2\pi p_T} \frac{d^2N}{dp_Tdy} = B' \left(1 + \frac{m_Tcosh y}{p_0}\right)^{-n} \left(1 + (q - 1) \frac{m_Tcosh y}{T}\right)^{-\frac{q}{q-1}} \quad (6)$$

Considering the suggestions given in Ref. [8], we assume that clusters of fireballs travel with ultra-relativistic velocity and consists of several small fireballs. Considering a fireball moving in the laboratory frame with the rapidity $y_f$, the rapidity distribution of corresponding secondaries produced from the decay of the fireball can be obtained by integrating the above equation over $p_T$:

$$\frac{dN}{dy} = A \int_0^\infty dp_T \frac{d^2N}{dp_Tdy} \left(1 + \frac{m_Tcosh(y - y_f)}{p_0}\right)^{-n} \left(1 + (q - 1) \frac{m_Tcosh(y - y_f)}{T}\right)^{-\frac{q}{q-1}} \quad (7)$$

We will also consider a large number of such fireballs distributed over the rapidity space with the distribution $v(y_f)$ given in term of a double q-Gaussian function as:

$$v(y_f) = G(y_0, \sigma; y_f) + G(-y_0, \sigma; y_f) \quad (8)$$

Here $G(y_0, \sigma; y_f)$ is the q-Gaussian given as:

$$G(y_0, \sigma; y_f) = \frac{1}{\sqrt{2\pi} \sigma} e_q \left[-\frac{(y_f - y_0^2)}{2\sigma^2}\right] \quad (9)$$

and the q-exponential $e_q(x)$ [19] is defined as:

$$e_q(x) \equiv [1 - (q - 1)x]^{-\frac{1}{q-1}} \quad (10)$$

On substituting q-exponential and q-Gaussian in Eq. (8) we get:

$$v(y_f) = \frac{1}{\sqrt{2\pi} \sigma} \left[1 + (q - 1) \frac{(y_f - y_0^2)}{2\sigma^2}\right]^{-\frac{1}{q-1}}$$

$$+ \frac{1}{\sqrt{2\pi} \sigma} \left[1 + (q - 1) \frac{(y_f + y_0^2)}{2\sigma^2}\right]^{-\frac{1}{q-1}} \quad (11)$$
In Eq. (11), \( y_0 \) represents the peak position and \( \sigma \) is the width of the q-Gaussian.

The formalism developed here is expressed as a function of rapidity \( y \); however, most of the experimental results are presented as a function pseudorapidity \( \eta \) as always mass of the particle is not known. Thus, the Jacobian transformation relating \( dy \) and \( d\eta \) can be used and given as:

\[
\frac{dy}{d\eta} = \sqrt{1 - \frac{m_0^2}{m_T^2 \cosh^2 y}} \tag{12}
\]

Further, the relation between \( y \) and \( \eta \) will be of the form:

\[
y = \frac{1}{2} \ln \left[ \frac{\sqrt{p_T^2 \cosh^2 \eta + m_0^2} + p_T \sinh \eta}{\sqrt{p_T^2 \cosh^2 \eta + m_0^2} - p_T \sinh \eta} \right] \tag{13}
\]

Finally, the distribution of charged hadrons pseudorapidity can be obtained by integrating over \( p_T \) and \( y_f \) in the equation:

\[
\frac{dN}{d\eta} = A \int_{-\infty}^{\infty} dy_f \int_{0}^{\infty} dp_T p_T \sqrt{1 - \frac{m_0^2}{m_T^2 \cosh^2 y}} \times \nu(y_f) \left( 1 + \frac{m_T \cosh(y - y_f)}{p_0} \right)^{-n} \times \left[ 1 + (q - 1) \frac{m_T \cosh(y - y_f)}{T} \right]^{-\frac{q}{q-1}} \tag{14}
\]

with the distribution of fireball represented in Eq. (11) and the rapidity \( y \) will be replaced by Eq. (13). It is not possible to analytically perform this integral; hence, we have carried out the numerical integration to evaluate the integral. We have used Eq. (14) to fit the pseudorapidity distribution of charged hadrons with parameters \( y_0, \sigma \) considered as the free parameters that need to be adjusted to obtain the best fit to the data. The rest of the parameters \( q, T, p_0, n \) are obtained by fitting the corresponding \( p_T \)-spectra with the Pearson distribution function as shown in Eq. (6). Once we obtain the distribution function, the total number of charged particles can be estimated by integrating the above equation over the range of pseudorapidity.

### 3 Results and discussion

The aforementioned formalism is tested and verified on the experimental data of \( dN_{ch}/d\eta \) distribution of charged hadrons produced in 2.76 TeV \( Pb-Pb \) and 5.44 TeV \( Xe-Xe \) collision. As discussed earlier, this model needs the thermodynamical parameters such as \( q, T, p_0 \) and \( n \). These parameters are not directly measurable quantities and hence needed to be extracted by fitting to the respective \( p_T \)-spectra. In order to extract these parameters, the data of charged hadrons transverse momentum spectra measured in 2.76 TeV \( Pb-Pb \) [20] and 5.44 TeV \( Xe-Xe \) [21] is fitted with the Pearson distribution function.

We have implemented our formalism in the ROOT [22] data analysis framework and the MINUIT [23] algorithm is used to obtain best fit results. We have tested the goodness of fit using the \( \chi^2/NDF \) values.

The Figs. 1, 2 present the different centrality charged hadron pseudorapidity distribution data at two different energies fitted with the Pearson pseudorapidity function Eq. (14) over a broad \( \eta \) range. A nice agreement between data and corresponding fit function has been obtained across different centrality and collision energy. Low \( \chi^2/NDF \) values (as can be verified from Table 1) suggest a good agreement between the fit function and the corresponding data. This can be further verified from the Tables 2, 3 where we have presented the values obtained for the data and the corresponding fit function for two different energies.

From the value of \( \chi^2/NDF \) presented in Table 1, we observe that the best fit values are close to zero instead of
unity which is expected based on the $\chi^2$ analysis. The $\chi^2$ is defined as:

$$\chi^2 = \sum_{i=1}^{N} \frac{(x_i - x_{i\text{f}})^2}{\sigma_i^2}$$  \hspace{1cm} (15)$$

where data is represented by the $x_i \pm \sigma_i$ and the value obtained from the theoretical model is $x_{i\text{f}}$. Since the same measurement is repeated a large number of times (in high energy collision, we study a large number of events), for a particular data point $i$, we will have a distribution of $x_i$ with its mean given as $\mu_i$ and standard deviation represented by $\sigma_i$.

If the measurement is repeated $N_i$ number of times, and the index $j$ represent one particular trial with $0 < j \leq N_i$, then the variance is $\sigma_i^2 = \frac{1}{N_i} \sum_{j=1}^{N_i} (x_{ij} - \mu_i)^2$. Considering the theory is correct, $x_{ij}$ will represent the mean value of the distribution of $x_i$. So, if we make a distribution of $j^{th}$ term in the Eq. (15), we obtain a distribution with its peak around one. Hence, each term in the summation contribute a value close to unity, so, in general, the value of $\chi^2/NDF$ is close to unity. However, the data of $p_T$ and $\eta$ in the experiments is provided in term of mean and the standard deviation, i.e., $x_i$ itself represent the mean value. Hence, if the model is correct, each term in the summation contribute a value close to zero and the $\chi^2/NDF$ will be close to zero for the most accurate theoretical model.

In the multiple fireball scenario, we have considered that two clusters of the fireball are moving toward each other with the rapidity presented in Fig. 3 and the width of the $q$ – Gaussian representing the distribution of fireball rapidity within a cluster in Fig. 4. Values of $|\eta|$ decrease with an increase in the number of participants in the collision.

The ratio plots Figs. 5, 6 show a value close to unity with an uncertainty of maximum 5% over a broad $\eta$ range and different centrality bins. The goodness of fit obtained from the function Eq. (14) is remarkably accurate. From the results presented in this section, we can say that the formalism discussed above is a good description of the pseudorapidity distribution and it reproduces the experimental data quite well.
4 Conclusion

We have discussed the importance of the Pearson statistical framework in studying the pseudorapidity distribution of charged hadrons produced in high energy heavy-ion collision. A multiple fireball scenario has been considered to develop a distribution function to explain pseudorapidity data within the Pearson framework. We have used this model to analyze the data of the pseudorapidity distribution of charged hadrons produced in 2.76 TeV Pb – Pb and 5.44 TeV Xe – Xe collision as measured by the ALICE experiment. The Pearson formalism reproduces the experimental data quite well. A good agreement with the data suggests that this formalism can be utilized to extrapolate the pseudorapidity distribution to large η values beyond the detector acceptance required to gain more insight into the dynamics of particle production. This work further extends the usage of the Pearson statistical framework to the pseudorapidity space.
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