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Abstract. Decision project graphs – DPG are treated as a combination of deterministic and stochastic networks. They are designed for projects where at some stages at least one activity from a set of alternative activities is supposed to be performed. A given alternative task may differ from other activities belonging to this set in respect of times, costs and even sets of successors. Decision project graphs are used in project planning, scheduling and management. Due to the fact that especially in the case of innovative projects many factors are not completely known before the project execution, the DPG issue has been already investigated both under certainty and uncertainty. In this contribution we present a novel scenario-based DPG rule which takes into consideration possible scenarios, dependent activity durations, the decision-maker’s attitude towards risk and the distribution of parameter values connected with particular activities. The procedure is especially designed for totally new (innovative) projects where it is complicated to estimate probabilities of particular scenarios since no historical data are available. The decision rule is assisted with an optimization model which can be easily solved with the use of diverse optimization computer tools. The model may support both reactive and proactive project management.
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Introduction

Decision project graphs (DGP) were proposed by (Crowston, Thompson 1967) and other researchers (Hastings, Mello 1978) in the sixties and seventies of the 20th century. Decision project graphs, called also decision critical path method networks (DCPMN), are used in project planning, scheduling and management. Originally, DGPs referred to the concept of multiple choices at alternative nodes when decision-making was of deterministic nature (San Cristobal 2015). Nevertheless, in connection with the existence of many uncertain parameters describing the project (times, costs, resources, network structure), scientists started to investigate DGPs under uncertainty (Thompson 1968; Pollack-Johnson, Liberatore 2005). In their research it is assumed that the probabilities of the occurrence of particular scenarios may be estimated. In this contribution we would like to analyze the aforementioned topic in the context of totally new projects (new product development project, process development project, technology-implementation project, research project or pharmaceutical development project), where the likelihood (understood as frequency) cannot be known since no sufficient historical data are available. In such circumstances probability-like quantities may be applied. The novel scenario-based DPG rule presented in the paper takes into consideration possible scenarios, the decision-maker’s attitude towards risk (measured by the coefficient of optimism) and the distribution of parameter values (asymmetry) connected with particular jobs. The procedure may support both reactive and proactive project management.

The paper is organized as follows. Section 2 deals with the main features of the traditionally understood decision project graphs. Section 3 describes DGPs under uncertainty. Section 4 presents a scenario-based DPG rule for innovative projects. Section 5 provides an illustrative example. Conclusions are gathered in the last part.
Decision project graphs – description

Decision project graphs are a generalization of Critical Path Method networks. They are treated as a combination of deterministic (DAN, Deterministic Analysis Network) and stochastic (GAN, Generalized Analysis Network) networks: deterministic since they do not contain cycles; stochastic since only a part of activities (tasks, jobs) considered in the graph are finally performed (with a non-negative probability). Deterministic graphs are suitable for simple projects with an explicitly defined technology (Spinner 1981), meanwhile stochastic graphs (Neumann, Steinhardt 1979) are appropriate for innovative projects where changes are possible during the project realization.

Decision project graphs are designed for projects where at some stages only one or at least one activity from a set of alternative activities (tasks) is supposed to be executed. A given alternative task may differ from other activities belonging to the set aforementioned in respect of times, costs and even sets of successors. Note that if we decide to do one of the alternative tasks, then all immediate precedence relations that the activity satisfies must hold in the final graph. On the other hand, if we decide not to perform a given alternative task, then none of its immediate precedence relations hold and we ought to remove that activity that impinge on it from the decision project graph (San Cristobal 2015).

DPGs may be presented by means of AON Activities on nodes) or AOA (Activities on arcs) techniques. The first technique uses nodes for activities (tasks, jobs) and arcs for precedence relations. The second one represents tasks with the aid of arcs and events on the basis of nodes. Here, we are going to apply the second graphical approach (i.e. AOA).

Now, let us define in detail the structure of the decision critical path network. We assume that each DPG contains a set of job sets \( S = \{ S_1, S_2, \ldots, S_n \} \), where \( n \) denotes the number of nodes in the graph. Some job sets are deterministic job sets (each task must be done), others can be named alternative job sets since they have several alternative elements (one or at least one task has to be done): \( S_i = \{ A_{i1}, A_{i2}, \ldots, A_{ik(i)} \} \). If all job sets are deterministic, they are related to deterministic nodes and the network can be reduced to a deterministic graph. Once decisions are made for each set of alternative activities (represented by an alternative node), the DPG may be also converted into an ordinary deterministic graph. The DPG contain \( n \) nodes, being simultaneously events, and \( \sum_{i=1}^{n-1} k(i) \) activities.

It is worth emphasizing that when applying the AOA technique, graphs often contain so-called dummy activities which are represented by dotted arrows (Moder, Phillips 1964). Their time is equal to zero. They are not related to the realization of any real task. Dummy activities are just used to guarantee each necessary precedence relation in the graph and to include time and technological interdependencies between jobs.

Hence, the set of nodes can be divided into three subsets:

- DET(N) – deterministic nodes (connected with deterministic job sets);
- ALT(N) – alternative nodes (connected with alternative job sets);
- END(N) – end nodes (with predecessors and no successors) – it is desirable to have one end node (target) in the graph.

The set of activities can be divided into the following subsets:

- DET(A) – deterministic tasks belonging to deterministic job sets and starting from deterministic nodes;
- ALT(A) – alternative tasks belonging to alternative job sets and starting form alternative nodes;
- DUM(A) – dummy activities.

Theoretically, it is possible to insert mixed nodes (i.e. being simultaneously the beginning of deterministic and alternative asks) in the graph.

The AOA-based optimization model allowing the decision maker (DM) to minimize the project duration and to select suitable alternative activities may be as follows:

\[
\begin{align*}
    t_n & \rightarrow \min \\
    t_i & = 0 \\
    t_j & \geq t_i + t_y \quad <i, j> \in DET(A) \\
    t_j & \geq (t_i + t_y) \cdot x_y \quad <i, j> \in ALT(A) \\
    \sum_{<i, j> \in S_i} x_y & = 1 \quad i \in ALT(N) \\
    t_j & \geq t_i \quad <i, j> \in DUM(A) \\
    t_i, t_j & \geq 0 \quad i, j \in ALT(N), DET(N), END(N)
\end{align*}
\]
We assumed in the previous Section that all parameters were deterministic (i.e. exactly known). However, especially costs subjected to a deadline constraint, see the so-called deadline problem (Anholcer, Gaspars-Wieloch 2013, 2011). Known not completely. The ability to schedule and plan uncertain projects is regarded as an extremely vital skill in project risk management which constitutes one of the nine Knowledge Areas within the Project Management Institute’s A Guide to the Project Management Body of Knowledge (PMBOK® Guide), PMI 2000. The importance of addressing uncertainty related to activity duration and other project parameters can be seen by considering the results of surveys regarding available project management software and practitioner use of project network analysis methods (Pollack-Johnson, Liberman 2005).

It is worth mentioning that the term “uncertainty” and “risk” are interpreted in different ways in the literature depending on which theory is recognized: theory of decision or theory of economics (Birge, Louveaux 2011; Dubois, Prade 2012; Gaspars-Wieloch 2015c, 2016a, 2016b, 2017; Guney, Newell 2015; Kaplan, Barish 1967; Kmietowicz, Pearman 1984; Knight 1921; Magruk 2016; Merigo 2015; Trzaskalik 2008; von Neumann, Morgenstern 1944; Voronova 2008; Ward, Chapman 2003). Here, we assume that uncertainty involves all situations with non-deterministic parameters (known or unknown probability distribution, lack of information about possible events), while risk is related to the possibility that some bad (or other than predicted) circumstances will happen. We define uncertainty as a situation where alternatives may lead to different effects and the probability of scenarios is known or not, but if not, some probability-like quantities may be often estimated and applied.

In the case of uncertain parameters, the description of the project may be given by means of interval values, scenarios, probabilities (Azeem et al. 2014), probability-like quantities, fuzzy numbers (Błaszczyzk et al. 2013; Okmen, Oztas 2014), etc. In decision project graphs uncertain values may concern both deterministic and alternative tasks.

\[ x_{ij} \in \{0,1\} \quad <i,j> \in ALT(A) \]  
where: \( n \) – number of nodes in the graph (parameter); \( t_a, t_f \) – completion time of the whole project (continuous variables); \( t_i, t_j \) – times of events \( i \) and \( j \) (continuous variables); \( t_{ij} \) – duration of activity \( <i,j> \) (parameter); \( x_{ij} \) – binary variable connected with alternative activity \( <i,j> \) (it is equal to 1, when this task is done; otherwise it is equal to 0); \( S_i \) – job set \( i \) containing alternative activities starting from node \( i \) (parameter).

Note that the optimal value of variable \( t_i \) belongs always to interval \([t_i', t_i'']\), where \( t_i' \) denotes the earliest time of event \( i \) (the earliest time at which node \( i \) can be reached such that all its preceding activities have been finished) and \( t_i'' \) signifies the latest time of event \( i \) (the latest time that node \( i \) can be left such that it is still possible to finish the overall project within the minimum completion time \( t_a \)), see (Anholcer, Gaspars-Wieloch 2011, 2013; Gaspars-Wieloch 2012).

As was mentioned before, sometimes it is required to perform not one, but at least one activity from a given job set. If exactly one of the tasks must be executed, then the mutually exclusive interdependence condition is expressed by Eqn (5). Depending on the decision-maker’s preferences, that formula may be replaced by Eqns (9), (10) or even (11).

\[ \sum_{<i,j> \in S_i} x_{ij} = b_i \quad i \in ALT(N) \]  
\[ a_i \leq \sum_{<i,j> \in S_i} x_{ij} \leq b_i \quad i \in ALT(N) \]  
\[ c_{il} \leq \sum_{<i,j> \in S_i} x_{ij} + \sum_{<i,m> \in S_l} x_{im} \leq d_{il} \quad i,l \in ALT(N) \]  
where: \( b_i \) – exact or maximal number of alternative activities belonging to job set \( i \) that should be done (parameter); \( a_i \) – minimal number of alternative activities belonging to job set \( i \) that should be done (parameter); \( c_{il}, d_{il} \) – minimal and maximal total number of alternative activities belonging to job sets \( i \) and \( l \) that should be done (parameter).

The model (1)–(8) has been formulated by the author and its target consists in minimizing the project completion time. Other optimization models for DPGs can be found in the literature. The Decision Critical Path Method (DCPM) can be applied to problems having a discrete time-cost tradeoff. For instance, (San Cristobal 2015) following (Crowston, Thompson 1967; Crowston 1970) presents a model minimizing the project completion cost with a desired project completion time. That model includes both the activity performance costs and a penalty (or reward) if the project is completed after (or before) the due date. A similar model was proposed by (Hindelang, Muth 1979), but this time authors refer to dynamic programming. (Grudzewski 1985) formulates a model minimizing direct project costs subjected to a deadline constraint, see the so-called deadline problem (Anholcer, Gaspars-Wieloch 2013, 2011).
Let us first briefly discuss some project scheduling uncertainty procedures already worked out and presented in the literature. Note that they may be applied to different kinds of network, not only to DPGs. The most well-known technique is Program Evaluation and Review Technique – PERT (Malcolm et al. 1959) which considers uncertainty related to activity duration and collects optimistic, the most likely and pessimistic duration estimates for all tasks (three-point estimation technique). PERT may be used to find the expected length of the critical path (a critical path is a path from the beginning of the network to its end, consisting only of activities with a total slack equal to 0; any delay in those activities entails a delay of the whole project). The criticality of particular activities and paths as well as the probability distribution of the project duration can be also estimated on the basis of Monte Carlo simulation which ensures a highest probability of completion and is used in extremely many domains, e.g. (Suhobokov 2007; Zhang et al. 2015). Monte Carlo simulation generates random values for inputs that are processed through a mathematical model in order to generate multiple scenarios. The distribution type (normal, exponential, uniform, etc.) is specified by the user.

Besides methods connecting uncertainty with times, costs or resources (i.e. activity characteristics), there are also approaches which treat the whole project structure (i.e. network logic) as uncertain. In stochastic networks (GAN) only a part of jobs (with a non-negative probability) considered in the graph are finally performed. These graphs enable freely selecting activities during the project execution (Gaspars-Wieloch 2008). Among stochastic networks it is worth mentioning GERT (ang. Graphical Evaluation and Review Technique) and GERTS (ang. Graphical Evaluation and Review Technique Simulation) which allow a probabilistic treatment of both network logic and estimation of activity duration (Pritsker 1966, 1979; Wiest, Levy 1977). Those procedures assume that repeated activities within loops are possible.

The main drawbacks of methods enumerated above are as follows. Firstly, in all methods independence of duration distributions is assumed (i.e. the time of a given task does not influence the time of another activity). Secondly, the choice of the Beta-distribution in PERT was intuitive – nevertheless, some practitioners prefer that choice since it has a satisfying smooth shape and it can represent skew (Broadleaf 2014). Thirdly, PERT concentrates on a single path through the network and takes no account of the possibility that parallel paths can become critical. Fourthly, in GERT all repeated tasks within loops have identical duration distributions (Neumann 1990). In connection with the disadvantages aforementioned, researchers and practitioners are trying to modify and improve existing methods, e.g. (Dodin 2006).

(Pollack-Johnson, Liberatore 2005) stress that a micro-oriented uncertainty modelling merely at the activity level may be insufficient since there are situations where the uncertainty is related to different sequences or combinations of events occurring or not occurring. Therefore, they suggest relating uncertainty to different project scenarios rather than individual tasks. Those authors propose a scenario macro-level approach for modelling and analyzing projects with significant uncertainty in their network structure or durations of some jobs. The procedure combines critical path analysis (i.e. a method determining the critical path and the minimum project completion time by performing forward and backward passes through the project network) and probability analysis with Microsoft Project and Excel. (Pollack-Johnson, Liberatore 2005) express the uncertain network structure through a set of network scenarios, each having a specified probability of occurrence. They apply AON technique – arrows for precedence relations and dotted arrows to indicate uncertain precedence relations. Their approach allows calculating expected criticalities and total slacks of each activity. The method refers to conditional project planning. That procedure gives the possibility to analyze projects with dependent activity durations and is applicable for contingency planning. Authors of the described approach underline that it uses software and techniques familiar to (and easily accessible by) almost all project managers.

There are also researchers investigating another type of uncertainty in project scheduling, i.e. activities which may fail during the project execution (De Reyck, Leus 2008). (Creemers et al. 2013) present a method considering technological and duration uncertainty. It is based on stochastic dynamic programming and incorporates both the risk of activity failure and the possible pursuit of alternative technologies.

Additionally, we may find in the literature papers devoted to stochastic project networks optimized in respect of the net present value (Benati 2006; Creemers et al. 2010; Sobel et al. 2009) or under resource constraints (Igelmund, Radermacher 1983).

As was mentioned before, ideas presented above concern almost all types of networks, not only DPGs. Now, we would like to focus on decision project graphs under uncertainty. One of possible ways to insert uncertain factors in DPGs is the model called CAAN (ang. Controlled Alternative Activity Network) proposed by (Golenko-Ginzburg 1988). The author assumes that the project has two different types of alternative events. The first one reflects stochastic (uncontrolled) branching of the development of a project. The second one is of a deterministic nature, i.e. the project decision-maker chooses the outcome direction. The problem of controlling a project is the choosing of an optimal outcome direction at every ‘decision-making’ node which is reached in the course of the project execution. This is carried out by a permanent reduction of the initial network and by applying lexicographical scanning. On the other hand, GAAN (ang. Generalized Alternative Activity Network Model) based on the lexicographical method and discrete optimization, and developed by (Golenko-Ginzburg, Blokh 1997) takes into account deterministic tasks, alternative stochastic tasks and alternative deterministic tasks. The procedure enables analyzing different kinds of project managers (risk-neutral,
risk-seeking, risk-aversion decision makers). (Voropayev et al. 2013) suggest CCANM (ang. Controlled Cyclic Alternative Network Model) which unifies two formerly developed network models: CANN and the cyclic GERT (with loops and different logical relations).

Scenario-based DPG rule for innovative projects (SB-DPG rule)

In the previous Section we had the opportunity to become acquainted with existing methods applied to project optimization when some parameters and factors concerning particular activities and the project as a whole are uncertain. Note that those procedures may be useful when we accept the type of probability distribution adopted in a given approach or we know exactly the probability of occurrence of each scenario! However, in the case of innovative projects the objective (or even subjective) probability may be unknown (or difficult to estimate) due to: 1) the lack of historical data about already executed similar or identical projects, 2) the lack of sufficient knowledge about the mechanism, circumstances, conditions, required resources, possible obstacles, 3) the one-shot character of the project (see one-shot decisions defined in (Guo 2011)) and the fact that for a single event the mathematical probability understood as frequency cannot be computed (von Mises 1949). That is why, we would like to present a new approach which does not require any information about the likelihood of scenarios.

The assumptions adopted in the novel scenario-based DPG rule (SB-DPG rule) are as follows:

− Four types of activity sets may occur in the network: 1) set of deterministic activities without scenarios DET(A), 2) set of deterministic activities with scenarios DET(A)S, 3) set of alternative activities without scenarios ALT(A), 4) set of alternative activities with scenarios ALT(A)S. All tasks belonging to DET(A) and DET(A)S have to be executed. In the case of ALT(A) and ALT(A)S at least one activity from each set has to be performed;
− The number of scenarios for particular tasks may be different. Possible durations are estimated by experts;
− Four types of time dependencies are possible (Fig. 1): Finish to Start (FS), Finish to Finish (FF), Start to Start (SS) and Start to Finish (SF), see PDM (ang. Precedence Diagramming Method);
− The network is presented on the basis of AOA;
− Activities are executed without interruptions;
− The decision maker (project manager) has to declare his/her coefficient of optimism ($\beta$) for each activity belonging to sets DET(A)S and ALT(A)S (the level of that parameter may be the same for the whole project). The coefficient satisfies the following conditions: $\alpha, \beta \in [0,1]$ and $\alpha + \beta = 1$ where $\alpha$ denotes the coefficient of pessimism ($\alpha$ is close to 1 for extreme pessimists – risk averse behaviour, and $\beta$ is close to 1 for radical optimists – risk prone behaviour);
− For activities with scenarios (see sets DET(A)S and ALT(A)S) a weighted average is calculated on the basis of a hybrid of Hurwicz and Bayes rules (H+B rule) which is described in detail in (Gaspars-Wieloch 2014a, 2015a, 2015b, 2016a, 2016b). In H+B rule, in contradiction to well-known classical decision rules such as Hurwicz, Wald, Hayashi, Savage approaches (Hayashi 2008; Hurwicz 1952; Savage 1961; Wald
(1950), all outcomes have an influence on the value of the final measure, which is quite advantageous for cases where alternatives contain many scenario values almost equal to extreme ones. Weights used in the final measure depend on the DM's nature. The general idea of H+B is to assign, for a pessimist, \( \alpha \) to the last term of the non-increasing sequence of all values related to a given decision and \( \beta \) to the remaining terms of that sequence. For an optimist, weights are set in a different way: \( \beta \) is connected with the first term of the sequence and \( \alpha \) with the remaining ones. Such an assignment of parameters \( \alpha \) and \( \beta \) to particular scenario values, depending on the level of optimism is justified in (Gaspars-Wieloch 2014a) where the author suggests a significant modification of the classical Hurwicz decision rule and adds to that procedure some features characteristic of Bayes rule. According to the investigation described in (Gaspars-Wieloch 2014b) the original version of the Hurwicz rule leads sometimes to illogical choices because it does not take into consideration the dispersion of payoffs connected with a given decision. The idea of the hybrid is to recommend for a strong pessimist an alternative with a relatively high payoff \( a_{j, max} \) or with quite frequent payoffs (almost) equal to \( a_{j, max} \). On the other hand, that rule suggests for a strong optimist an alternative with the highest (or almost the highest) payoff \( a_{j, max} \), but its highest payoffs do not have to be frequent (since the optimist counts on luck). Of course, in the context of project network optimization, values aforementioned may represent for instance times, costs, resources (minimized criteria) or quality levels (maximized criterion) and decisions signify alternative tasks:

− The goal is to minimize project costs. Times are uncertain for some tasks and their costs partially depend on activity durations;

− The obtained optimal solution is used merely for one project since after the execution of that project some parameters in a new similar project may change (scenarios, times, costs, network structure, attitude towards risk etc.).

The novel scenario-based DPG rule (SB-DPG) for innovative projects contains the following steps:

1) Present the project network structure and define all parameters concerning particular activities (activity type, scenario time values, fixed and variable costs, time dependencies between tasks);

2) Declare the coefficient of optimism common for the whole project or separate for each task (group of tasks);

3) Solve the optimization model (12)–(25);

4) If any changes concerning activity parameters occur before (proactive management) or during (reactive management) the project execution, include those modifications in the optimization model and solve it.

\[
C_u = \sum_{i < j \in \text{DET}(A)} (c_{ij} + c_{ij}' t_{ij}) + \sum_{i < j \in \text{DET}(A)S} (c_{ij} + c_{ij}' t_{ij}) + \sum_{i < j \in \text{ALT}(A)S} (c_{ij} + c_{ij}' t_{ij}) x_{ij} \rightarrow \min
\]

\[
t_i = 0
\]

\[
t_j \geq t_i + t_{ij} \quad < i, j \in \text{DET}(A)
\]

\[
t_j \geq t_i + t_{ij}^{hh} \quad < i, j \in \text{DET}(A)S
\]

\[
t_j \geq (t_i + t_{ij}) \cdot x_{ij} \quad < i, j \in \text{ALT}(A)
\]

\[
t_j \geq (t_i + t_{ij}^{hh}) \cdot x_{ij} \quad < i, j \in \text{ALT}(A)S
\]

\[
\sum_{i < j \in S_j} x_{ij} = 1 \quad i \in \text{ALT}(N)
\]

\[
t_j \geq t_i \quad < i, j \in \text{DUM}(A)
\]

\[
t_i, t_j \geq 0 \quad i, j \in \text{ALT}(N), \text{DET}(N), \text{END}(N)
\]

\[
x_{ij} \in \{0,1\} \quad < i, j \in \text{ALT}(A)
\]

\[
t_{ij}^{hh(p)} = \frac{\alpha^{p} \cdot t_{ij}^{ih} + \beta^{p} \cdot \sum_{i < j} t_{ij}^{h} + \cdots }{\alpha^{p} + (i-j)-1 \cdot \beta^{p}}
\]
where: $C_{ij}$ – unit project cost (parameter) – it’s a cost dependent on the time of the whole project (not of particular activities), e.g. insurance, management, taxes; rent; $t_n$ – project completion time (continuous variable); $c_{ij}$ – fixed activity cost (parameter independent on activity duration); $c'_{ij}$ – unit activity cost (parameter dependent on activity duration); $t_{ij}$ – time of activity $<i,j>$ (parameter); $p_{ij}^{bh}$ – weighted time of activity $<i,j>$; $x_{ij}$ – binary variable connected with alternative activity $<i,j>$ (it is equal to 1, when this task is done; otherwise it is equal to 0); $t_i$, $t_j$ – times of event $i$ and $j$ (continuous variables); $S_{ij}$ – number of alternative activities belonging to job set $i$ (parameter); $p_{ij}^{hp}$ – pessimistic weighted time of activity $<i,j>$ (parameter); $p_{ij}^{ph}$ – optimistic weighted time of activity $<i,j>$ (parameter); $t^s_{ij}$ – moderate time of activity $<i,j>$ (parameter); $\alpha$, $\beta$ – coefficients of pessimism and optimism (parameters); $z(ij)$ – number of the last term in the non-decreasing sequence of scenario times for activity $<i,j>$ – parameter (note that in this model, in contradiction to H+B rule, non-decreasing sequences are used since the time criterion is minimized); $t^s_{ij}$ – number of the term in the non-decreasing sequence of scenario times for activity $<i,j>$ (parameter).

As we can see, the decision rule is assisted with an optimization model containing continuous and binary variables. The model does not take into account time dependencies presented in Figure 1 since each type of time dependency must be considered individually in the form of additional constraints. Nevertheless, such an opportunity exists when scheduling a given project. The optimization model can be easily solved with the use of such computer tools as SAS/OR, MiniZinc, CPLEX or “R”. The denominators in Eqns (22)–(24) are used in order to obtain weighted times not shorter than the shortest one (i.e. $t_{ij}$) and not longer than the longest one (i.e. $p_{ij}^{bh}$). Of course, Eqn (18) applied in the model may be replaced by Eqns (9), (10) or (11), if necessary. The main advantages of SB-DPG rule are as follows. Firstly, it gives the possibility to consider more than three states of nature (in contradiction to PERT). Secondly, it allows inserting a different number of events for particular tasks. Thirdly, it does not require the probability estimation – it only uses probability-like quantities on the basis of the DM’s attitude towards risk measured by the coefficient of optimism. Fourthly, it enables analyzing four categories of activities (depending on the deterministic or alternative structure and on deterministic or scenario times). Fifthly, it gives the opportunity to include time dependencies. Sixthly, it is attractive for passive project managers since only the coefficient of optimism (which can be common for all activities with scenarios) is required in the most simplified version of the model.

Case study

Now, let us illustrate the procedure described in the previous Section. Data related to a fictitious project are gathered in Table 1. Figure 2 presents its structure. The unit project cost is equal to 3 thousands euros per day. Scenario times for particular tasks are asymmetric. In the majority of cases, the relation between activities is described by means of $FS$, which signifies that when one task is completed, the second one can start. Additionally, we may notice that for two jobs other types of time dependency must be satisfied: D may finish at least one day after the beginning of G ($SF(1)$) and the duration of activity F is equal to the half of the weighted time of task G – step 1.
Table 1. Activity parameters (Source: prepared by the author)

| Activities | Set       | Time (in days) | Time dependency          | Fixed cost (in thousands Euros) | Unit cost (in thousands Euros) |
|------------|-----------|----------------|--------------------------|---------------------------------|-------------------------------|
| A          | DET(A)    | 5              | AD – FS, AC – FS         | 4.0                             | 0.5                           |
| B          | DET(A)S   | Scenarios: 3; 6; 8; 9; 15 | BE – FS, BF – FS         | 3.0                             | 0.2                           |
| C          | ALT(A)S   | Scenarios: 7; 10; 6; 3 | CE – FS, CF – FS         | 5.0                             | 0.7                           |
| D          | ALT(A)    | 5              | DI – FS, DH – FS         | 2.0                             | 1.0                           |
| E          | DET(A)    | 6              | EI – FS, EH – FS         | 6.0                             | 1.5                           |
| F          | DET(A)    | 0.5·thb56      | FG – FS                  | 4.0                             | 1.0                           |
| G          | DET(A)S   | Scenarios: 11; 17; 15 | GD – SF(1)               | 3.0                             | 0.4                           |
| H          | ALT(A)S   | Scenarios: 12; 20; 22; 15 | –                         | 2.0                             | 0.6                           |
| I          | ALT(A)S   | Scenarios: 8; 10; 25 | –                        | 5.0                             | 0.5                           |
| D1         | DUM(A)    | 0              | –                        | –                               | –                             |

We assume that the project manager is a moderate optimist and declares a coefficient of optimism equal to 0.7 for activities B and C, and equal to 0.6 for jobs G, H and I (step 2). In step 3 we solve the optimization model:

\[
\begin{align*}
3 \cdot t_1 + (6.5 + 15 + (4 + 1 \cdot t_{55})) + (3 + 7.11 + 0.2) + (3 + 13.86 + 0.4) \\
+ (7 \cdot x_{24}) + ((5 + 5.63 \cdot 0.7) \cdot x_{23} + (2 + 16.67 + 0.6) \cdot x_{46} + (5 + 13.43 \cdot 0.5) \cdot x_{47}) & \rightarrow \text{min} \\
\end{align*}
\]

(26)

\[
t_1 = 0 \\
t_2 \geq t_1 + 5; t_4 \geq t_3 + 6; t_5 \geq t_3 + t_{55} \\
(28)
\]

\[
t_3 \geq t_1 + 7.11; t_6 \geq t_5 + 13.86 \\
(29)
\]

\[
t_6 \geq (t_2 + 5) \cdot x_{24} \\
(30)
\]

\[
t_5 \geq (t_2 + 5.63) \cdot x_{23}; t_6 \geq (t_4 + 16.67) \cdot x_{46}; t_7 \geq (t_4 + 13.43) \cdot x_{47} \\
(31)
\]

\[
x_{23} + x_{24} = 1; x_{46} + x_{47} = 1 \\
(32)
\]

\[
t_7 \geq t_6 \\
(33)
\]

\[
t_1, t_2, t_3, t_4, t_6, t_7 \geq 0 \\
(34)
\]

\[
x_{23}, x_{24}, x_{46}, x_{47} \in \{0,1\} \\
(35)
\]

\[
t_{13}^{hh(o)} = 0.3 \cdot (6 + 8 + 9 + 15) + 0.7 \cdot 3 = 7.11; t_{23}^{hh(o)} = 5.63; t_{56}^{hh(o)} = 13.86; t_{46}^{hh(o)} = 16.67; t_{47}^{hh(o)} = 13.43 \\
(36)
\]

\[
t_{35} = 0.5 \cdot t_{35}^{hh(o)} = 0.5 \cdot 13.86 = 6.93 \\
(37)
\]

\[
t_4 \geq t_5 + 1; \quad D \rightarrow ALAP; \quad G \rightarrow ASAP \\
(38)
\]

Formulas (37) and (38) are added to consider two additional time dependency assumptions. The model has been solved by means of SAS/OR. The solution is: \(x_{23}=0; x_{24}=1; x_{46}=0; x_{47}=1; t_1=0; t_2=5; t_3=7.11; t_4=15.04; t_5=14.04; t_6=28.47; t_7=28.47\); objective function = 149.53. Hence, the project manager should select alternative activities D and I. The minimum weighted total cost is equal to 149.53 thousand euros. The weighted project completion time equals 28.47 days. In connection with constraint GD – SF(1), task D must finish as late as possible (i.e. at moment \(t_{47}^{+}\)) and task G must start as soon as possible (i.e. at moment \(t_{23}^{+}\)).

Discussion and conclusions

The paper presents a novel scenario-based decision project graph rule especially designed for innovative projects. The procedure allows taking into consideration uncertain information concerning activity times and costs. The number of scenarios for each task may be different. The approach successfully deals with networks with deterministic
and alternative jobs. Uncertain parameters may be related to both of them, which gives the possibility to analyze problems taking place in a more practical environment. Due to the fact that innovative projects are characterized by many unknown items, the decision rule even does not require the probability estimation. Instead of it, probability-like quantities are generated on the basis of coefficients of optimism/pessimism declared by the decision maker (project manager). In the most simplified version of the optimization model those coefficients may have respectively common values for each activity, which is extremely attractive for passive project managers. The new method, similarly to GAAN (Golenko-Ginzburg, Blokh 1997), enables analyzing different kinds of decision makers (risk-neutral, risk-seeking, risk-aversion). In contradiction to many existing techniques, the novel approach gives the opportunity to additionally include different types of time dependencies concerning activity durations, beginnings and ends. The rule refers to Hurwicz and Bayes procedures – this combination is quite desirable especially in the case of asymmetric time distributions occurring in the project optimization problem. The aforementioned optimization model is mixed – it contains continuous and binary variables and linear and non-linear constraints. It may be easily solved thanks to some computer optimization tools, such as MiniZinc, “R”, cplex or SAS/OR. Here, the last enumerated software has been used. It is very comfortable both for optimal solution searching and diverse simulations. Simulations may result from the necessity to modify selected project parameters (precedence relation, time dependency, possible scenarios, cost level, job sets etc.). Simulations support the reactive (during project execution) and proactive (before project execution) project management (Janczura, Kuchta 2011; Kuchta, Słusarczyk 2015). As a matter of fact, the procedure proposed in the paper may be applied not only to totally new projects, but also to any other project in the case where the project manager does not want to make use of historical data or expects some significant changes in comparison to previous similar projects.

It is worth emphasizing that in the suggested optimization model the minimized objective function concerns only direct and indirect costs. However, it can also involve other financial categories, such as penalties and rewards resulting from the difference between the project completion time and the due date.

In the future it would be desirable to formulate a scenario-based model considering limited renewable and non-renewable resources. We are also interested in investigating different uncertain cost cases since in the optimization model formulated in the contribution the cost uncertainty just results form uncertain durations. However, sometimes in real project scheduling problems uncertainty related to costs has to be considered in a different way.
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