Abstract

We present the results of a project performing sentiment analysis on tweets from German politicians and party accounts for the 2021 German federal election. We collected over 58,000 tweets from the Twitter accounts of the seven parties represented in the German Bundestag, of which a selection of 2,000 tweets were annotated by three annotators. Based on the annotated data, we implemented multiple sentiment analysis approaches and evaluated the sentiment classification performance. We found that transformer-based models like bidirectional encoder from transformers (BERT) performed better than traditional machine learning models such as Naive Bayes and lexicon-based models like GerVADER. The best performing BERT model achieved an accuracy of 93.3% and macro f1 score of 93.4%. Applying sentiment analysis on the overall corpus via this method showed that overall, negative sentiment was most frequent and that there were multiple major shifts in sentiment a few months before and after the election. Furthermore, we found that tweets from opposition parties had on average more negative sentiment than those from governing parties.

1 Introduction

The 2021 federal election in Germany led to a dramatic change in power of the leading parties. Angela Merkel’s chancellorship and the reign of the CDU (Christlich Demokratische Union) came to an end after 16 years and a new coalition now forms the government (see table A.1 in the appendix for election results). Whereas former election campaigns only took place in the real world through posters and election events, ever since the rise of social media, campaigns additionally focus on gaining support on the internet (Freelon, 2017). During elections, politicians of all parties are strategic actors focused on gaining voters’ support (Druckman et al., 2010). Besides online advertisements, political discussions via social media have gained more and more importance. This is a worldwide phenomenon but can especially be seen in the United States (Tumasjan et al., 2010) where former president Donald Trump used Twitter almost on a daily basis to share his opinion on a wide variety of topics. Twitter is a micro-blogging platform and one of the most popular social-media channels for online communication. Sharing content takes place in form of a short text, limited to 280 characters, which is called a tweet. Twitter has become an important platform for research in computational social science and a source for research conducting sentiment analysis (Drus and Khalid, 2019). Sentiment analysis is the computational method to predict the sentiment, attitude or opinion of media, predominantly text (Liu, 2015). It is often regarded as a classification task with the categories positive, neutral and negative (Wagh et al., 2018). Sentiment analysis can also be differentiated into three different description levels: document level, sentence level, feature level (Liu, 2015). In this study, we are focusing on complete tweets as level of analysis (i.e. sentiment analysis on document level). There are a variety of methods to perform sentiment analysis ranging from rule-based approaches to the application of transformer-based language models.
models (Drus and Khalid, 2019; Guhr et al., 2020).

In this study, we analyze the social media behavior of German politicians and parties during the federal election of 2021 by applying sentiment analysis on the tweets of the entire election year for a selection of party accounts (58,864 tweets). The goal of this work is to gain insights about political parties’ sentiment during the election year 2021. Our research questions are as follows:

- What is the best performing sentiment analysis technique in this use case of political tweets in regards to common methods and state-of-the-art recommendations?
- How does the sentiment of parties expressed in tweets differ from each other in general and with respect to government/opposition and election winner/loser relations?
- How does the sentiment of parties expressed in tweets change across the election year?

Our main contributions to the research area are as follows:

- The acquisition and preparation of all tweets of 89 Twitter accounts for the year 2021 of the most important German political parties (58,864 tweets)
- The annotation of a subset of 2,000 tweets with sentiment information for evaluation and machine learning (ML) purposes
- The implementation and evaluation of a lexicon-based approach, sentiment analysis based on traditional machine learning and the application of a large German BERT model on our annotated data set and a larger additional corpus
- The investigation of the above research questions applying the best performing sentiment model on our overall corpus

We release our annotated data sets and best performing model as well as additional data and visualizations via GitHub¹ to support further research. We apply the best performing model on our overall corpus to investigate the proposed research questions.

1https://github.com/lauchblatt/Twitter_German_Federal_Election_2021

2 Related Work

Ever since the rise of social media, sentiment analysis on social media platforms is a very active research area (Wang et al., 2012; Elbagir and Yang, 2019). Sentiment analysis is used, for example, to explore sentiment in Reddit forums (Schmidt et al., 2020c; Moßburger et al., 2020), on Twitter (Elbagir and Yang, 2019) or social media artefacts like memes (Schmidt et al., 2020b). In the following chapters, we summarize important research in the context of political analysis on Twitter and offer an overview of current sentiment analysis methodology.

2.1 Sentiment Analysis on Twitter for Political Research

Research in political sentiment analysis on Twitter differs between the analysis of accounts of political actors and the analysis of public sentiment towards political events or actors. As examples for the latter, Bermingham and Smeaton (2011) investigated whether it is possible to predict the election results for the Irish general election 2011. The results showed that the analysis of sentiment indeed offers predictive qualities. Furthermore, there was a big sentiment-shift two days before the election day which already gave indications on the election results. In similar research for India, Sharma and Moh (2016) showed that parties which were mentioned in tweets with a positive sentiment are more likely to win election votes than parties with a negative sentiment.

Considering the analysis of political actors, Tumasjan et al. (2010) analyzed the sentiment during the German federal election in 2009. For politicians and parties they discovered that the politicians’ sentiment profiles reflected different nuances of the election campaign. Furthermore, polarizing politicians from the opposition showed inversed sentiment. Budiharto and Meiliana (2018) focused on the Indonesian presidential candidates and were able to predict popularity with various Twitter metrics including results of sentiment analysis. Recently Costa et al. (2021) analyzed the communication of parties and their sentiments in Portugal in one year. When comparing the results, the authors found a great variability between the parties. They revealed that the party being at the opposition had the most positive sentiment profile and the right wing generally expressed more positive sentiment than the left wing.
Overall, research shows that sentiment analysis of political actors and the public on Twitter can serve as source of analysis and predictor of popularity. Similar to previous research, we will focus on the identification of sentiment shifts and differences among parties.

2.2 Methods for Sentiment Analysis

Large transformer-based language models like BERT and ELECTRA are currently considered state-of-the-art for sentiment analysis tasks (Qiu et al., 2020; Chouikhi et al., 2021; Chan et al., 2020) and outperform traditional ML approaches using Naïve Bayes or Support Vector Machines (SVM) (Geetha and Renuka, 2021). The large German language model gbert by deepset outperforms other models on a variety of tasks including sentiment analysis (Chan et al., 2020).

Nevertheless, another type of regularly used sentiment analysis approaches are lexicon-based methods. Lexicon-based sentiment analysis is a rule-based method using a dictionary, in which words with positive and negative connotations are stored. The basic idea is that the majority of the occurring words (or their values) of a class decides about the classification of a text unit, e.g. if predominantly positive connoted words occur in the text, it will be classified as positive (Jurek et al., 2015; Schmidt et al., 2021a). This branch of rule-based methods, while being outperformed by ML approaches in most settings, is still popular and common for German language research (Fehle et al., 2021). Lexicon-based methods are often applied in settings that lack annotated corpora and ML possibilities in German like literary texts (Schmidt and Burghardt, 2018; Schmidt et al., 2020a) or in human-computer interaction (Ortloff et al., 2019; Schmidt et al., 2020d). Thus we included this method in our evaluation. Indeed, in the context of the U.S. presidential elections 2016, the well-known lexicon-based sentiment analysis module VADER (Hutto and Gilbert, 2014) was used for the analysis of tweets (Elbagir and Yang, 2019). Besides lexicon-based methods, traditional ML approaches have also been used in research of political tweet analysis (Bermingham and Smeaton, 2011; Sharma and Moh, 2016). Traditional ML approaches follow a two-step process, which first extracts manually annotated features from the tweet to subsequently feed them into a classifier, e.g. SVM, which in turn makes predictions on novel (or unseen) data (Minaee et al., 2021). While transformer-based models have shown to outperform the aforementioned methods, we also implemented examples of lexicon-based methods and traditional ML to serve as baselines.

3 Methods

3.1 Data Acquisition

We gathered tweets from the seven parties currently represented in the German Bundestag for an entire year. For each party, we selected the ten most relevant politicians (according to their Twitter follower count) as well as the three largest official party-accounts (as of January 2022), which are mostly the national or regional party accounts (see Fig. 7 and Fig. 8 in the appendix for the full list of accounts). This results to tweets by 89 Twitter accounts (the party-accounts for the parties CDU and CSU were summarized to 4 accounts). In the following we do however report results for 6 parties by combining the tweets by CDU and CSU since both parties are in political proximity and the CSU is basically the Bavarian representative of the party. We used the Sweet (Jeddi and Bengadi, 2022) package for the acquisition of tweets, which downloads tweets from specific accounts and stores them in a CSV-file. For the data collection, we set the time frame to January 2021 to December 2021 to cover a large period before the election on September 26th as well as several months after the election. Tweet replies or retweets were not taken into account to obtain only those tweets that were written by the respective user themselves and thus contain the user’s own wording and sentiment. The final tweet corpus contains of 58,864 distinct tweets. Table 1 summarizes general corpus statistics and further party information. The corpus consists of over 3 million tokens. A tweet consists on average of 53 tokens and the number of tweets per party differ with the AfD having the most tweets and the FDP the fewest.

3.2 Data Annotation

We selected a subset of 2,000 tweets using stratified (in respect to the proportion of tweets per party) random sampling to create an annotated sub corpus to use for evaluation and machine learning purposes. Each tweet was annotated by three annotators independently from each other. The annotators were three native-speaking students or research assistants respectively. We created an annotation
Table 1: General corpus statistics of the overall tweet corpus.

| Partei       | political orientation | pre-election | post-election | # tweets | %   | # tokens | avg. tweet length |
|--------------|-----------------------|--------------|---------------|----------|------|----------|-------------------|
| AfD          | far right             | opposition   | opposition    | 11,625   | 20   | 592,828  | 51.00             |
| CDU/CSU      | center right          | government   | opposition    | 10,072   | 17   | 512,803  | 50.91             |
| Die Linke    | far left              | opposition   | opposition    | 9,628    | 16   | 522,322  | 54.25             |
| FDP          | liberal               | opposition   | government    | 6,610    | 11   | 356,789  | 53.98             |
| Die Grünen   | left, ecological      | opposition   | government    | 9,576    | 16   | 537,408  | 56.12             |
| SPD          | center left           | government   | government    | 11,353   | 19   | 623,572  | 54.93             |
| Absolute     | -                     | -            | -             | 58,864   | 100  | 3,145,722| 53.44             |

Table 2 shows annotation examples. We used Fleiss’ κ and Krippendorff’s α as metrics to measure the inter-rater agreement between annotators. This was implemented with the `Statsmodels` (Seabold and Perktold, 2010) and `Krippendorff2` Python packages. The results of Fleiss’ κ and Krippendorff’s α with a value of 0.53 show moderate agreement according to the interpretation of Landis and Koch (1977). Indeed, agreement metrics for sentiment annotation on tweets do differ between very high and rather low depending on the number of classes and overall setting and our results are slightly below the average in similar settings (cf. Salminen et al., 2018). Studies in the context of German literary texts (Schmidt et al., 2019b,a) or movie subtitles (Schmidt et al., 2020a) do report similar or lower levels of agreement. In our case, the mediocre agreement shows the challenges of the annotation and that the tweets were often open to interpretation.

To deal with the mediocre agreement, the final annotation of a tweet was determined according to the majority of individual decisions. If no majority could be determined or the tweets were classified as mixed by the majority, these tweets were not considered in the further process. Table 3 shows the distribution of the annotated tweets. In total, this majority decision leads to an annotated corpus of 1,785 tweets.

3.3 Sentiment Analysis

We regard the sentiment analysis as single-label classification task with the classes positive, neutral and negative. We implemented and evaluated the following approaches:

3.3.1 Lexicon-Based Approaches

We used GerVADER (Tymann et al., 2019) which is a German adaptation of the English tool VADER (Hutto and Gilbert, 2014) and showed positive results in the context of German social media content (Tymann et al., 2019). In GerVADER the German sentiment dictionary SentiWS (Remus et al., 2010) is used for the sentiment calculation. The lexicon consists of 1,650 positive and 1,818 negative words and their inflections resulting in over 32,000 different word forms. The words’ sentiment is scaled between the values -1 and 1.

3.3.2 Traditional Machine Learning Approaches

We compared Multinomial Naive Bayes and Support Vector Machines. To train and test these models, a bag-of-words approach with 5-fold cross-validation was carried out. Since preprocessing of texts is recommended for these approaches (Krouska et al., 2016), we performed the following preprocessing steps: filtering punctuation, stop words and unique words, normalization via lower
| Annotation | Tweet                                                                 | Account   |
|------------|----------------------------------------------------------------------|-----------|
| positive   | @MikeJosef FFM ist ein engagierter SPD-Kandidat mit viel Einsatz und Ideen für seine Stadt Frankfurt am Main. Am 14.3. könnt Ihr ihn wählen, liebe Frankfurter*innen! Für eine lebenswerte, moderne und soziale Metropole im Herzen von Europa. | @OlafScholz |
| negative   | Die CDU ist die Partei der sozialen Kälte. #Triell                  | @Ricarda.Lang |
| neutral    | Es ist nicht die Zeit für Einen zu sagen: Ich mache alles. Wir müssen uns jetzt breit aufstellen. #CDUVorsitz #jetztabervoran | @n_roettgen   |
| mixed      | Medien berichten über Neumformierung der Parteispitzen von @spdde @Die_Gruenen + @CDU Vergleich hinkt, weil @CDU Weg aus tiefer Orientierungs- +Personalkrise sucht, während @spdde + @Die_Gruenen Personalwechsel eher herausfordernde Begleiterscheinungen politischen Erfolges sind | @Ralf_Stegner |
| no majority| Wir wollen nicht zurückfallen in ein Spiel der nationalen Mächte, in eine Zeit, in der man im permanenten, destruktiven Wettstreit war - sondern Dinge gemeinsam hinkriegen und an die Entspannungspolitik von Willy Brandt und Helmut Schmidt anknüpfen. #Progressives4Europe | @OlafScholz |

Table 2: Annotation examples. First three examples annotators agree upon. Last example is annotated as negative, neutral and mixed.

| Sentiment    | Count | Percentage |
|--------------|-------|------------|
| Neutral      | 763   | 38.15%     |
| Negative     | 536   | 26.80%     |
| Positive     | 486   | 24.3%      |
| No Majority  | 120   | 6.00%      |
| Mixed        | 95    | 4.75%      |

Table 3: Sentiment class distribution of the annotated subset.

casing and lemmatization. The aforementioned steps were implemented in python using the libraries NLTK\(^3\), sklearn (Pedregosa et al., 2011) and spaCy (Honnibal and Montani, 2017).

3.3.3 Transformer-Based Approaches

We also evaluated the, to our knowledge, one of the largest publicly available German transformer-based language model gbert-base by deepset (Chan et al., 2020). The model was acquired via the Hugging Face platform (Wolf et al., 2020) and was implemented with the library Simple Transformers (Rajapakse, 2019), an adaption of Hugging Face’s library Transformers.

We used gbert-base\(^4\) and fine-tuned it to the downstream task of sentiment classification differing between three different data sets for the training: (1) the 1,785 annotated tweets of our own data set, (2) the freely available GermEval 2017 data set (Wojatzki et al., 2017), consisting of around 28,000 annotated German posts from various social media sources, representing one of the largest data sets of German sentiment-annotated posts, and (3) the combination of data sets (1) and (2). Each model is trained and evaluated in 5x5 stratified setting containing only the annotated data set. For methods (2) and (3) the GermEval data set is added to the training set while the test sets remain the same (consisting only of the annotated data). In the following, we refer to these approaches as BERT-1, BERT-2 and BERT-3 respectively. Each model is fine-tuned according to the default recommendations of BERT (Devlin et al., 2018) and trained for 4 epochs, with a train and evaluation batch size of 32, learning rate of 4e-5 and Adam optimizer for stochastic gradient descent. As GPU, a Tesla K80 was used.

4 Results

4.1 Evaluation of the Different Approaches

To evaluate the different approaches we used well established ML evaluation metrics including accuracy, macro (ignoring class distribution) and weighted (including class distribution in the calculation) f1 score.

Table 4 shows the results of the different approaches. For the traditional ML and transformer-based approaches we report averages over all 5 runs.

\(^3\)https://www.nltk.org/
\(^4\)https://huggingface.co/deepset/gbert-base
Table 4: Results of the evaluation of the different sentiment analysis approaches. Best results per metric are marked in bold.

|       | SVM    | NB     | GerVADER | BERT-1  | BERT-2  | BERT-3  |
|-------|--------|--------|----------|---------|---------|---------|
| Accuracy | 57.6   | 65.0   | 52.0     | 85.8    | 81.5    | **93.3** |
| F1 Macro | 54.5   | 65.3   | 52.0     | 82.1    | 73.8    | **93.4** |
| F1 Weighted | 55.9   | 65.1   | 54.0     | 85.9    | 81.5    | **93.3** |

Figure 1: Overall sentiment distribution with 25% positive, 34% negative and 41% neutral tweets.

The best overall performance was achieved with BERT-3, followed by BERT-1 as the second best approach. The BERT-3 model reached an accuracy of 93.3%, a macro and weighted f1 score of 93.4% and 93.3%. Thus, the best run of this model was used to predict the sentiment of the whole corpus of 58,864 tweets. In terms of traditional ML approaches, the Naive Bayes classifier performed best with an accuracy of 65.0% and macro and weighted f1 scores of 65.1% and 65.3% respectively. SVM performed considerably worse with an accuracy of 57.6% and macro as well as weighted f1 scores of 54.5% and 55.9%. GerVADER obtained the worst accuracy score with 52.0% and worst macro and weighted f1 scores with 52.0% and 54.0%.

4.2 Data Analysis

We classified each of the tweets of our overall corpus with the best run of BERT-3 and analyze the results in the following chapter. We focus on party-based and diachronic analysis.

Figure 1 shows the distribution of neutral, positive and negative sentiment predictions for all tweets. Figure 2 gives a more detailed view on the sentiment distribution per party. Overall, most of the tweets were predicted as neutral which is in line with the distribution of the annotated data set. Additionally, there are more negative than positive tweets. Regarding specific parties, the AfD (Alternative für Deutschland) is the party with the highest percentage of negative tweets. Die Grünen has the second most percentage of negative tweets. Additionally, AfD got the lowest count of positive tweets. Parties which were part of the opposition before the election such as AfD, FDP (Freie Demokratische Partei), Die Grünen and Die Linke express more negative sentiment than the two government parties SPD (Sozialdemokratische Partei Deutschlands) and CSU/CDU who indeed have the highest percentage of tweets classified as positive.

For semantic analysis, we looked at word clouds for the different sentiment classes after stop words removal. The word clouds for the overall corpus - Figure 3 and Figure 4 - as well as further term frequency analysis that can be found in our github repository, show that topics like “Corona”, “lockdown”, “Afghanistan” or “Klimawandel” (German for “climate change”) are often mentioned in negative tweets. Positive tweets, however, frequently treat acceptance speeches with words like “Danke” (German for “Thanks”). Additionally, they often include mentions of the own party that the specific account represents. In negative tweets, there are regularly mentions of competing parties.

For diachronic analysis, we calculated a mean sentiment value by assigning -1 to negative, +1 to positive and 0 to neutral tweets. We then summed
the values for all tweets of a month per party and calculated the average. The lower the number the more negative, the higher the more positive. Figure 5 shows the mean sentiment per month of the different parties in 2021, with the dashed line symbolizing the election month. First, the figure shows that each party has nearly the same tops and valleys. It can be seen that there is a decrease in sentiment from June to August over all parties. This sentiment decrease turns around before the election in September, where all parties increased their mean sentiment. Surprising winners like FDP got a strong increase also after the election, whereas election losers like AfD or Die Linke got a sentiment decrease after the election.

To present more detailed results shortly before and after the election, Figure 6 shows the average sentiment value of each party’s tweets over a 6-week period before and after the election on Sept. 26, 2021. For the average sentiment of all parties, there is a noticeable drop for mid to late August. However, the average sentiment of all parties increased significantly one week before the election. For the parties CDU/CSU, SPD, Die Grünen, this trend remains until one week after the election before the average sentiment drops again. For the parties FDP and AfD, sentiment remains roughly the same in the week after the election, while the average sentiment of the party Die Linke drops immediately after the election. A rise in sentiment can be seen again towards the end of October and the beginning of November.

5 Discussion

Considering the performance of the sentiment analysis approaches, results of the current state-of-the-art are confirmed with transformer-based models outperforming other approaches and the best model achieving an accuracy of 93% in a three class setting. However, in regards to the traditional machine learning approaches, please note that we did not include the “GermEval 2017” data set for training as we did in the BERT setting. The lexicon-based approach performs worst which is due to the fact of very bad recall values for the neutral class. Investigating the results of the different BERT approaches, we see that a combination of the “GermEval 2017” data and our data set for training achieves the best results (BERT-3) which proves that more data of the same domain for training is beneficial for overall performance.

Considering the analysis of the tweet classification on the overall corpus, we identified a predominance of neutral sentiment followed by negative sentiment for the overall distributions of the entire year. The higher frequency of negative sentiment compared to positive may be due to the period in which we collected the tweets. In 2021 the Covid pandemic posed major challenges to everyday life and was present all over the media. As the decisions of the government in dealing with the virus were often much disputed by the parties, this may explain the overall negative sentiment. This can be seen by inspecting the word clouds of negative tweets from the different parties. The overall word cloud for the negative tweets (see Fig. 3) indeed contains the word “Corona” in contrast to the positive word cloud for which this word is often missing.

Our results regarding differences between reigning parties and the opposition are contrary to research by Costa et al. (2021). They noticed that parties at the opposition had the most positive sentiment profile. We observed a more negative overall sentiment by the opposition parties AfD, Die Linke, Die Grünen and the FDP in comparison to the reign-
Next to the general distributions, we also investigated sentiment progressions throughout the year. The first shift of sentiment in figure 5, which occurs for almost all parties in July could be explained with the flood disaster in west and middle Europe. It posed tremendous challenges to the country and a lot of people were hurt, lost their homes or died due to the catastrophe. In August, all parties except AfD and SPD had one of their lowest mean sentiment. One reason for this could be the withdrawal of American troops from Afghanistan which has been heavily debated. One indicator of this is the vocabulary used in negative tweets by all parties in August. Tweets often refer to “Afghanistan,” “Kabul,” “Taliban” or “Ortskräfte” (German for “local forces”), which leads to the conclusion that topics related to troop withdrawals in Afghanistan were often criticized by the parties.

Looking at the period of a few weeks around the election, several sentiment changes are noticeable (see fig. 6). Towards the election week the sentiment of all parties increased again after the rather low average sentiment of July and August. If we compare the changes in sentiment in detail for the week after the election and in context with
results of the election (see table A.1), we identify that for the clear winners and losers of the election, such as the SPD, Die Grünen (both winners) and Die Linke it is also reflected in their sentiment trend. For those parties for which the proportional change in votes tended to be small, no major changes in sentiment can be observed. Only the CDU/CSU contradicts this pattern: the party records the highest percentage loss of all parties, 8.8 %, but still shows a strong increase in sentiment. This may be due to the optimistic attitude of the CDU/CSU towards the emerging opportunities of once again belonging to the opposition rather than the government-forming parties after a long period of time.

After the average sentiment of the parties went back to previous levels in mid-October, the next burst of positive sentiment towards the end of October and the beginning of November of some parties can be explained by the fact that the formation of a coalition of the governing parties was finalized. It has to be kept in mind that the new government constellation wasn’t build directly after the election. The new government constellation with the SPD, FDP and Die Grünen are ruling just since November. In addition, the first session of the Bundestag of the new election period was held and a new president for the Bundestag was chosen. This is reaffirmed with the general vocabulary used between the last week of October and the first week of November. Examples are an increasing use of words and phrases like “Herzlichen Glückwunsch” (German for “congratulations”), “Bundestagspräsidentin” (German for “President of the Bundestag”) and “Demokratie” (German for “democracy”). In autumn, it can be seen that the mean sentiment of most parties was on a lower level again, most likely caused by stronger Covid restrictions and more infections in Germany. However, the sentiment of all parties rose to the end of the year with events like Christmas and New year’s Eve.

While our work provides in-depth insight on the sentiment of political parties before, during and after the German federal election, there are certain limitations we want to approach in future work. First, we only annotated a small subset of the overall corpus and achieved mediocre agreement among annotators. We currently plan further annotation studies with an extended annotation manual and guided training annotations to improve upon this problem. Furthermore we intend to discuss examples with low agreement to investigate this problem and we will annotate on a more fine-grained level marking words and word sequences to get a better understanding of the sentiment expression in the tweets and explore other prediction approaches. More annotation are beneficial for more precise evaluations and can improve the performance of our models.

On a methodological level, while an accuracy of 93% represents current state-of-the-art results in sentiment analysis in German (Chan et al., 2020), there is room for improvement. We see potential in further pretraining the language model with texts of political Twitter as recommended in the research area of domain adaptation of language models (Gururangan et al., 2020). Furthermore, the exploration of more sophisticated emotion categories instead of basic sentiment could lead to further more fine-grained insights. Indeed, recent experiments in the branch of emotion classification for German texts (Schmidt et al., 2021b,c) show the possibilities of the application of transformer-based models for multi-class emotion classification. We intend to integrate emotion annotation in our annotation process as well.

Please also note that we only investigated a subset of party representatives and that the selection as well as Twitter overall do not represent the entire party and its political dissemination, especially in lights of different parties pursuing different goals on Twitter or even having varying emphasize considering the usage of Twitter. It is also noteworthy that Twitter is not as popular in Germany as in other countries. According to current surveys only 10% of Germans use Twitter regularly compared to 23% of U.S. adults. Thus the implications and the importance of Twitter for political parties are limited. Nevertheless the importance of Twitter grows in Germany as well and we intend to build upon our research as described to further gain insights about the influence and development of sentiment of German political actors.

---

5 https://de.statista.com/statistik/daten/studie/171006/umfrage/in-anspruch-genommene-angebote-aus-dem-internet/
6 https://www.statista.com/statistics/232818/active-us-twitter-user-growth/
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## Appendix

### A.1 Results of German Federal Election 2021

| Party   | Full Name                                                   | 2021  | 2017  | Change |
|---------|-------------------------------------------------------------|-------|-------|--------|
| SPD     | Social Democratic Party of Germany                         | 25.7% | 20.5% | + 5.2% |
| CDU/CSU | Christian Democratic Union/ Christian Social Union (Bavaria)| 24.1% | 32.9% | - 8.8% |
| Die Grünen | The Greens                                | 14.8% | 8.9%  | + 5.9% |
| FDP     | Free Democratic Party                                     | 11.5% | 10.7% | + 0.8% |
| AfD     | Alternative for Germany                                   | 10.3% | 12.6% | - 2.3% |
| Die Linke | The Left                                    | 4.9%  | 9.2%  | - 4.3% |

Table 5: Election results per party for the election years 2017 and 2021.
## A.2 Twitter Accounts from Data Acquisition

| AFD          | Links                  | SPD          | Grüne         | FDP          | CDU          | CSU          |
|--------------|------------------------|--------------|---------------|--------------|--------------|--------------|
| @Alice_Wedel138k | @SWagenknecht 518k    | @Karl_Lauterbach 770k   | @cem_oezdemir 290k     | @c_lindner 552k   | @ensspanh 279k   | @Markus_Soeder 341k   |
| @Joerg_Meuthen76k | @GregorGysi 439k    | @HeikoMaa s 460k           | @GoeringEckhard 202k   | @MaStrackZ 46k    | @ArminLa schet 188k | @DoroBaer 103k    |
| @Beatrix_vStorch68k | @katjakippling 130k | @OlafSchol z 324k       | @JTrtting 115k         | @MarcoBuschmann 46k | @Friedrich Merz 179k | @andreasse cheuer 63k |
| @GofffriedCurio37k | @DietmarBartsch 82k | @KuehniKe v 323k        | @KonstantinNotz 85k   | @KonstantinKuhle 44k | @JuliaKloeckner 74k  | @ManfredWeber 54k  |
| @MalteKaufmann36k | @anked43k            | @larskingbeil 116k      | @RenateKuenast 77k    | @johannesvogel 38k | @n_roettgen 68k    | @DerLenzMdB 10k    |
| @JoanaCot ar30k | @b_riegner41k        | @hubertus HEil 108k     | @RicardaLang 65k      | @Wissing32k        | @PaulZiemak 58k     | @hahnflo9k        |
| @Tino_Chr upalla21k | @jankorte mdb 34k   | @EskenSas kia 101k      | @KathaScheulz 37k    | @Lambsdorff 27k    | @groehe 49k         | @smueller mdb 9k   |
| @StBrandne r23k | @JanineWissler 37k   | @Ralf_Slegner 64,9k    | @BrHass mann 37k     | @ria_schroeder 23k | @HBraun 39k         | @DaniLudwigMdB 8k  |
| @GtzFrmming ng17k | @SevimDagei d 35k   | @KarambaDiaby 55,6k     | @nounipour 29k       | @LindaTeunberg 23k | @brinkhaus 30k     | @ANiebler 6k       |
| @PETkBystr onAFD17k | @SusanneHennig 29k  | @MiRo_SP D 39k         | @MiKellner 28k       | @f_schaeffe r 20k | @t_tweets 17k      | @MarkusFehr 5k     |

**Figure 7:** Ten biggest user user accounts of all parties used for the acquisition of tweets.

| AFD          | Links                  | SPD          | Grüne         | FDP          | CDU          | CSU          |
|--------------|------------------------|--------------|---------------|--------------|--------------|--------------|
| @AfD 173k   | @dieLinke 350k         | @spdde 417k  | @DIE_Gruene 649k   | @fdp 414k   | @CDU 378k     | @CSU 229k     |
| @AfDbundestag 66k | @Linksfraktio n 108k | @spdbt 217k  | @GrueneBundestag 186k | @fdpbt 39k | @cducusubt 168k |               |
| @AfDBerlin 19k | @dieLinkuberlin 19k   | @juaos 77k   | @gruenesjugend 78k | @fdp nrw 28k | @Junge_Union 79k |               |

**Figure 8:** Three biggest main accounts of all parties used for the acquisition of tweets.