Wave collapse is one of the hallmarks of nonlinear dispersive waves in a wide range of systems, including plasma physics [1], hydrodynamics [2], optics [3], and Bose-Einstein condensates (BECs) [4–7]. Collapse occurs when an attracting (focusing) nonlinearity overcomes dispersion. This intrinsic feature of nonlinear waves has been investigated for more than 50 years, leading to many theoretical advances in the framework of the nonlinear Schrödinger equation [8, 9]. In general, it is found that collapse occurs with a self-similar profile [10]. When the nonlinear interactions are local and isotropic, as is the case for the optical Kerr effect in bulk media and in some BECs, the wave collapses isotropically to a point. Radially-symmetric ring collapse in the isotropic NLS equation has also been studied and observed in optics [11–14]. BECs of $^{52}$Cr and other atoms give rise to strong dipole-dipole interactions [15]. Dipolar effects are also inherently anisotropic, leading to anisotropic solitons [16] and anisotropic superfluidity [17].

Since BECs are prepared in energetic ground states, the characterization of these ground states is central to their dynamics. However, the theory of dipolar BEC ground states in three spatial dimensions (3D) is not well developed. Almost all the previous analytical and computational studies of dipolar BECs have relied on lower-dimensional approximations. In this Letter, we use an accurate numerical method to compute directly the 3D ground states of dipolar BECs trapped in anisotropic harmonic potentials. We find that in a highly-prolate trap, the ground state has an elongated candlestick-like structure, with a larger nucleus flanked by two smaller nodes. Using direct simulations of the dipolar Gross-Pitaevskii equation, we show that the central node flattens and shrinks, eventually undergoing anisotropic collapse. We show that the collapsing nucleus deforms from an initially spherical shape to a pancake shape, which is retained during the collapse dynamics. The rate of this anisotropic collapse is found to scale differently from the corresponding isotropic case. We also find the mass vs. chemical potential curve, which reveals a cusp point that has not been reported in other nonlinear systems. We raise the conjecture that such a cusp point is associated with anisotropic collapse dynamics.

We begin by recapitulating some of the key properties of dipolar BECs (see [15, 18–20]). The dynamics of a dipolar BEC can be described using the dipolar Gross-Pitaevskii equation for the mean-field $\psi(r, t)$,

\[ i\hbar \psi(r, t) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(r) + g_1 |\psi(r, t)|^2 \right. \]

\[ + g_2 \int_{\mathbb{R}^3} \langle \psi(r - r') |\psi(r', t)|^2 \rangle \, dr' \] \psi(r, t), \]

where $r = (x, y, z)$, $\nabla^2 = \partial_x^2 + \partial_y^2 + \partial_z^2$ is the 3D Laplacian, $V_{\text{ext}}(r)$ is an external potential, and the terms with $g_1$ and $g_2$ correspond to the local (short-range) and dipolar (long-range) interactions, respectively. The dipolar potential is

\[ V_{\text{dip}}(r) = \frac{1 - 3 \cos^2(\theta)}{|r|^3} \]

where $\theta$ is the angle between $r$ and the dipole axis, which we assume is aligned along the $z$-axis. We are interested in a regime where the short-range interactions are repulsive, i.e., $g_1 > 0$, and the long-range interactions are such that $g_2 < 0$. Due to the variation of the sign of (2), the dipolar interactions are give rise to both attractive and repulsive effects. Therefore, in the regime we consider, the dipolar interactions are the sole quasi-attractive mechanism.

Two important conserved quantities of Eq. (1) are the total number of atoms (analogous to the total power in optics),

\[ N[\psi] = \int |\psi|^2 \, dr \]

and the total energy (Hamiltonian) of the condensate,

\[ E[\psi] = \frac{1}{2} \int_{\mathbb{R}^3} \left[ \hbar^2 |\nabla \psi|^2 + 2V|\psi|^2 + g_1 |\psi|^4 \right. \]

\[ + g_2 \int_{\mathbb{R}^3} \langle \psi(r - r') |\psi(r', t)|^2 \rangle \, dr' \left| \psi(r, t) \right|^2 \] .

BECs are formed in the energetic ground state, which can be characterized as follows. Assuming a time-harmonic
solution, $\psi(\mathbf{r}, t) = u(\mathbf{r}) \exp(-i\mu t)$, where $\mu$ is called the chemical potential, leads to the stationary dipolar GP equation for the mode structure function $u(\mathbf{r})$,

$$
\mu u(\mathbf{r}) = \left[ \frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(\mathbf{r}) + g_1 |u(\mathbf{r})|^2 \right] + g_2 \int_{\mathbb{R}^3} V_{\text{dip}}(\mathbf{r} - \mathbf{r'}) |u(\mathbf{r'})|^2 d\mathbf{r'} \ u(\mathbf{r}).
$$

Equation (5) admits infinitely many solutions. The ground state is the non-trivial minimizer of the total energy. It can be shown that the ground state is unique and non-negative [21]. It is instructive and useful to re-formulate Eq. (1) as (see [12, 22])

$$
\hbar \psi_t(\mathbf{r}, t) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(\mathbf{r}) + (g_1 - g_2) |\psi(\mathbf{r}, t)|^2 \right] + 3g_2 \varphi_{zz}(\mathbf{r}) \psi ,
$$

$$
\nabla^2 \varphi(\mathbf{r}, t) = |\psi(\mathbf{r}, t)|^2 ,
$$

where $\varphi(\mathbf{r}, t)$ is an auxiliary nonlinear potential that decays to zero as $|\mathbf{r}| \to \infty$. One advantage of this formulation is that it circumvents the highly-singular integral in [2]. It is remarkable that system [7] has the same mathematical structure [24] as the Benney-Roskes / Davey-Stewartson system, which describes surface waves in a fluid of finite depth [24, 25] and intense light propagation coupled to an electrostatic field [24, 25]. This system has been studied extensively in (2+1)-dimensions. In particular, in [29] it was shown that the collapsing solution becomes (mildly) anisotropic. However, almost all the previous studies have been in (2+1)-dimensions and not much is known about the solutions of this system in three spatial dimensions.

Previous studies of dipolar BECs ground states have used variational methods to characterize the ground states, cf. [22, 30, 36]. In the variational approach, one assumes a Gaussian or other profile for the shape of the mode and derives the relationships between its amplitude and width. However, as we show below, in certain parameter regimes the structure of the ground state cannot be well-approximated with a Gaussian or any other simple analytic profile. Here, we use a numerical approach to compute the ground states.

To fix some of the parameter regime, we set $\hbar = m = 1$ and the short and long-range interaction coefficients as $g_1 = 1$ and $g_2 = -1$. This is equivalent to normalizing the physical variables to the characteristic nonlinear length scale of the system, which is determined by the atomic scattering length. We use an anisotropic harmonic external trapping potential,

$$
V_{\text{ext}}(\mathbf{r}) = V_0 \left[ x^2 + y^2 + (\kappa z)^2 \right] ,
$$

where $V_0$ is the potential depth and $\kappa$ is the anisotropy parameter, i.e., $\kappa < 1$ and $\kappa > 1$ correspond to a prolate (cigar-shaped) and oblate (pancake-shaped) potentials, respectively. Since the trap is radially symmetric in the $x-y$ plane, the condensate inherits this symmetry. Thus, we denote the planar radial coordinate (not to the confused with $|\mathbf{r}| = \sqrt{x^2 + y^2 + z^2}$) as

$$
r_\perp = \sqrt{x^2 + y^2}
$$

and proceed to solve the stationary and time-dependent problems in the $(r_\perp, z)$ and $(r_\perp, z, t)$ coordinate systems, respectively. To solve the stationary equation [5] we employ the Accelerated Imaginary-Time Evolution Method (A-ITEM), which is a gradient-decent method for computing ground states of nonlinear dispersive equations [37]. In particular, we iterate the A-ITEM scheme for Eq. (5) [recast in terms of $u(\mathbf{r})$] while normalizing the peak density of the condensate,

$$
n_{\text{max}} = \max_\mathbf{r} |u(\mathbf{r})|^2 ,
$$

to a constant of choice. The chemical potential is recovered in each iteration from the relationship

$$
\mu = E[\psi] + \frac{1}{2} \left[ \int_{\mathbb{R}^3} g_1 |u|^4 + g_2 \int_{\mathbb{R}^3} V_{\text{dip}}(\mathbf{r} - \mathbf{r'}) |u(\mathbf{r'}, t)|^2 d\mathbf{r'} |u|^2 \right] .
$$

There is a one-to-one relation between $n_{\text{max}}$ and $\mu$. Therefore, the ground state can be defined by either of them. Convergence is obtained when the relative differences between successive iterations of $\mu$ is smaller than $10^{-5}$. In all cases, this requires at most a few thousand iterations.

We find that prolate traps can produce a “candlestick”-shaped condensate, whose nucleus is flanked by two smaller nodes (see Fig. 1). In this figure we represent the 3D ground state solution is computed by rotation of

$$
u(r_\perp, z) = \max_{r_\perp} |\psi(r_\perp, z)|^2 ,
$$

for Eq. (7) [recast in terms of $\mu(\mathbf{r})$] while normalizing the peak density of the condensate,

$$
n_{\text{max}} = \max_\mathbf{r} |u(\mathbf{r})|^2 ,
$$

to a constant of choice. The chemical potential is recovered in each iteration from the relationship

$$
\mu = E[\psi] + \frac{1}{2} \left[ \int_{\mathbb{R}^3} g_1 |u|^4 + g_2 \int_{\mathbb{R}^3} V_{\text{dip}}(\mathbf{r} - \mathbf{r'}) |u(\mathbf{r'}, t)|^2 d\mathbf{r'} |u|^2 \right] .
$$

There is a one-to-one relation between $n_{\text{max}}$ and $\mu$. Therefore, the ground state can be defined by either of them. Convergence is obtained when the relative differences between successive iterations of $\mu$ is smaller than $10^{-5}$. In all cases, this requires at most a few thousand iterations.

We find that prolate traps can produce a “candlestick”-shaped condensate, whose nucleus is flanked by two smaller nodes (see Fig. 1). In this figure we represent the condensate in two different ways. First, as the density plot of $|\psi(\mathbf{r})|^2 = u^2(\mathbf{r})$ in the $r_\perp - z$ plane. Since the condensate is radially symmetric in the $x-y$ plane, the 3D ground state solution is computed by rotation of $u(r_\perp, z)$ around the $z$-axis. Fig. 1(b) presents an iso-surface plot of this 3D function, “sliced” at the contour level of 0.4, or 40% of the peak density. The candlestick modes arise when the trap is highly anisotropic and shallow. We emphasize that this occurs in spite of the trap having a single well, because of the anisotropic nature of the long-range interactions.

To investigate the evolution of the ground states, we solve Eq. (7). Figures 2 and 3 present four snapshots of the density and iso-surface dynamics of the solution. The initial excitation for this computation was the condensate in Fig. 1 with a 2% amplitude perturbation, i.e., $\psi(0, t) = 1.02 u(\mathbf{r})$. We note that the collapse pattern in Fig. 1(b) resembles qualitatively the collapse patterns observed experimentally by Metz et al. [35] in $^{52}$Cr BECs.
The nucleus might appear to break off from the two nodes. However, the nodes remain in tact and close to the nucleus. We point out that the two nodes do not appear in the last iso-surface plot, because their peak densities are much smaller than the peak density of the nucleus.

To monitor the collapse process of the condensate, we denote its peak density as

\[ n_{\text{max}}(t) = \max_{r} |\psi(r, t)|^2 . \] (11)

Figure 4(a) shows \( n_{\text{max}}(t) \) for the collapse in Fig. 2, which blows-up at \( T_c \approx 59 \). Here \( n_{\text{max}}(0) = 1 \), so \( n_{\text{max}}(t) \) is also the relative change of the peak density. Figure 4(b) shows that, near the collapse time, the peak density scales as

\[ n_{\text{max}}(t) \sim (T_c - t)^{-3/4} . \] (12)
Figure 3(a) shows the radial width and thickness of the nucleus, which are recovered from the full-width half-max of $|\psi(r, z, t)|^2$ along the radial and $z$-axes, respectively. After an initial stage $(t \leq 15)$, the thickness $L_z(t)$ decreases linearly with $T_c - t$. Therefore, the peak density scales with the thickness approximately as

$$n_{\text{max}}(t) \sim [L_z(t)]^{-3/4}.$$  

Figure 3(a) also shows that the nucleus, which is initial almost spherical, flattens more quickly than it shrinks the radial directions, leading to a pancake-shaped collapse. This is further demonstrated in Fig. 3(b), which shows the aspect ratio of the nucleus plotted against its peak density during the collapse. The limiting aspect ratio near the collapse time is greater than 7, i.e., the pancake is quite flat, as also indicated by Figs. 2 and 3. In contrast, for the analogous system in (2+1)-dimensions, the nucleus, which is initially almost spherical, flattens more quickly than it shrinks in the radial directions, leading to a pancake-shaped collapse in isotropic NLS equations. In NLS theory, it is known that the collapsing solution is mildly anisotropic [29].

It is interesting to compare these results with the collapse in isotropic NLS equations. In NLS theory, the collapse (blowup) rate has been studied extensively [8, 9]. Both the short-range and long-range nonlinearities in the dipolar GP equation [11] are cubic. For the 3D cubic NLS equation, it has long been conjectured and recently proven [39] that, as the solution approaches the collapse time, its width decreases as $L \sim \sqrt{T_c - t}$, and its peak density increases as $n_{\text{max}} \sim (T_c - t)^{-1}$. Therefore, $n_{\text{max}} \sim 1/L^2$. These exponents are quite different from [12] and [13], further demonstrating the unique nature of anisotropic collapse.

We also study the linear stability of these ground states. Figure 4 shows the (normalized) total number of atoms $N(\mu) = N[\psi(\cdot; \mu)]$ as functions of time. (b) The nucleus’ aspect ratio vs. its peak intensity during the collapse.

In conclusion, our computational results show that long-range dipolar interactions in a BEC can give rise to highly anisotropic condensate ground states that undergo anisotropic collapse, which occurs at a different rate from the isotropic case. This demonstrates that anisotropic long-range interactions can lead to localized nonlinear waves with unique collapse patterns and kinetic properties, which could open up new venues for exploring many-body collective excitations.
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FIG. 6. Normalized number of atoms of candlestick condensates as the chemical potential is varied.

[1] P. Robinson, Rev. Mod. Phys. 69, 507 (1997).
[2] B. W. Zeff, B. Kleber, J. Fineberg, and D. P. Lathrop, Nature 403, 401 (2000).
[3] K. D. Moll, A. L. Gaeta, and G. Fibich, Physical review letters 90, 203902 (2003).
[4] E. A. Donley, N. R. Claussen, S. L. Cornish, J. L. Bohn, Physical Review A 71, 033618 (2005).
[5] T. Lahaye, J. Metz, B. Fröhlich, T. Koch, M. Meister, A. Griesmaier, T. Pfau, H. Saito, Y. Kawaguchi, and M. Ueda, Physical review letters 101, 080401 (2008).
[6] R. M. Wilson, S. Ronen, and J. L. Bohn, Physical Review A 80, 023614 (2009).
[7] C. Eigen, A. L. Gaunt, A. Suleymanzade, N. Navon, Z. Hadzibabic, and R. P. Smith, Physical Review X 6, 041058 (2016).
[8] C. Sulem and P.-L. Sulem, The Nonlinear Schrödinger Equation, Vol. 139 (Springer, 1999).
[9] G. Fibich, The Nonlinear Schrödinger Equation (Springer, 2015).
[10] J. Eggers and M. A. Fontelos, Nonlinearity 22, R1 (2008).
[11] G. Fibich, N. Gavish, and X.-P. Wang, Physica D: Nonlinear Phenomena 211, 193 (2005).
[12] L. T. Vuong, T. D. Grow, A. Ishaaya, A. L. Gaeta, G. W. t Hooft, E. R. Elieil, and G. Fibich, Physical review letters 96, 133901 (2006).
[13] T. D. Grow, A. A. Ishaaya, L. T. Vuong, A. L. Gaeta, N. Gavish, and G. Fibich, Opt. Express 14, 5468 (2006).
[14] G. Baruch and G. Fibich, Nonlinearity 24, 1843 (2011).
[15] C. J. Pethick and H. Smith, Bose-Einstein condensation in Dilute Gases, 2nd ed. (Cambridge university press, 2008).
[16] I. Tikhonenkov, B. A. Malomed, and A. Vardi, Physical review letters 100, 090406 (2008).
[17] C. Ticknor, R. M. Wilson, and J. L. Bohn, Physical review letters 106, 065301 (2011).
[18] P. G. Kevrekidis, D. J. Frantzeskakis, and R. Carretero-González, Emergent Nonlinear Phenomena in Bose-Einstein Condensates: Theory and Experiment, Vol. 45 (Springer Science & Business Media, 2007).
[19] M. A. Baranov, Physics Reports 464, 71 (2008).
[20] T. Lahaye, C. Menotti, L. Santos, M. Lewenstein, and T. Pfau, Reports on Progress in Physics 72, 126401 (2009).
[21] E. H. Lieb, R. Seiringer, and J. Yngvason, in The Stabilty of Matter: From Atoms to Stars (Springer, 2001) pp. 685–697.
[22] C. Eberlein, S. Giovanazzi, and D. H. J. O'Dell, Physical Review A 71, 033618 (2005).
[23] The Benney-Roskes / Davey-Stewartson system can be obtained from Eq. (7) by assuming that ψ(r, t) does not depend on x, V_ex = 0, and making the transformation z → x, y → y and φ = φ_x.
[24] D. Benney and G. J. Roskes, Studies in Applied Mathematics 48, 377 (1969).
[25] A. Davey, Proc. R. Soc. Lond. A 338, 101 (1974).
[26] M. J. Ablowitz, G. Biondini, and S. Blair, Physics Letters A 236, 520 (1997).
[27] M. J. Ablowitz, G. Biondini, and S. Blair, Physical Review E 63, 046605 (2001).
[28] L.-C. Crasovan, J. P. Torres, D. Mihalache, and L. Torner, Physical review letters 91, 063604 (2003).
[29] M. Ablowitz, I. Bakirtas, and B. Ilan, Physica D: Nonlinear Phenomena 207, 230 (2005).
[30] S. Yi and L. You, Physical Review A 63, 053607 (2001).
[31] P. M. Lushnikov, Physical Review A 66, 051601 (2002).
[32] D. H. J. O'Dell, S. Giovanazzi, and C. Eberlein, Physical review letters 92, 250401 (2004).
[33] P. F. Pedri and L. Santos, Physical review letters 95, 200404 (2005).
[34] J. L. Bohn, R. M. Wilson, and S. Ronen, Laser Physics Letters 19, 547 (2009).
[35] P. M. Lushnikov, Physical Review A 82, 023615 (2010).
[36] F. K. Abdullaev, A. Gammal, B. A. Malomed, and L. Tomio, Physical Review A 87, 063621 (2013).
[37] J. Yang and T. I. Lakoba, Studies in Applied Mathematics 120, 265 (2008).
[38] J. Metz, T. Lahaye, B. Fröhlich, A. Griesmaier, T. Pfau, H. Saito, Y. Kawaguchi, and M. Ueda, New Journal of Physics 11, 055032 (2009).
[39] F. Merle, P. Raphael, and J. Szefel, Geometric and Functional Analysis 20, 1028 (2010).
[40] N. Vakhitov and A. A. Kolokolov, Radiophysics and Quantum Electronics 16, 783 (1973).
[41] Y. Sivan, G. Fibich, B. Ilan, and M. I. Weinstein, Physical Review E 78, 046602 (2008).
[42] B. Ilan, Y. Sivan, and G. Fibich, Optics letters 36, 397 (2011).