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Abstract
Adversarial examples represent a serious threat for deep neural networks in several application domains and a huge amount of work has been produced to investigate them and mitigate their effects. Nevertheless, no much work has been devoted to the generation of datasets specifically designed to evaluate the adversarial robustness of neural models. This paper presents CARLA-GEAR, a tool for the automatic generation of photo-realistic synthetic datasets that can be used for a systematic evaluation of the adversarial robustness of neural models against physical adversarial patches, as well as for comparing the performance of different adversarial defense/detection methods. The tool is built on the CARLA simulator [1], using its Python API, and allows the generation of datasets for several vision tasks in the context of autonomous driving. The adversarial patches included in the generated datasets are attached to billboards or the back of a truck and are crafted by using state-of-the-art white-box attack strategies to maximize the prediction error of the model under test. Finally, the paper presents an experimental study to evaluate the performance of some defense methods against such attacks, showing how the datasets generated with CARLA-GEAR might be used in future work as a benchmark for adversarial defense in the real world. All the code and datasets used in this paper are available at http://carlagear.repis.santannapisa.it.

1 Introduction

Adversarial examples represent a serious threat in several application domains. They can induce a convolutional neural network (CNN) to produce a wrong output by modifying the input with malicious perturbations that are typically imperceptible to humans. In the last years, an impressive amount of literature has been produced on this topic.

Physical adversarial examples are special types of attacks carried out by means of physical objects, which are crafted to induce an adversarial behavior when captured by a camera whose images are processed by a CNN. They are even more subtle than those acting on the digital representation of images, as they can fool a CNN without directly accessing the vision system, but acting on the external environment. This type of attacks represents a serious threat for safety-critical systems relying on vision-based perception (e.g., self-driving cars), and a general countermeasure has yet to be found; hence, an extensive evaluation of the adversarial robustness of CNNs is a crucial step for increasing the security of such systems.

In spite of the high relevance of such a step, no much attention has been devoted in the literature to the development of datasets or benchmarks for a systematic evaluation of the adversarial robustness of CNNs against physical adversarial attacks, nor for assessing the performance of adversarial defense
methods in a unified framework, in particular for autonomous driving scenarios. This might be due to the practical difficulties posed by such an evaluation in the autonomous driving domain, which could result incomplete and/or dangerous. However, the rise of high-definition simulators is paving the way for fully-controllable, photo-realistic driving scenarios that allow for an extensive evaluation of potentially dangerous situations.

This lack in the literature motivates the quest for the design of datasets and benchmarks for the evaluation of the adversarial robustness of CNNs and the performance of defense methods in the physical world. To this end, this paper presents CARLA-GEAR (Generation of datasets for Adversarial Robustness evaluation with CARLA), a tool built on top of the Python API of the CARLA simulator [1], which allows constructing photo-realistic synthetic datasets for four vision tasks, namely semantic segmentation, 2D and 3D stereo object detection, and monocular depth estimation.

Figure 1 illustrates some representative driving scenarios considered in this work. Given a urban scenario where an adversarial patch might be placed (e.g., on a billboard or a truck) and, optionally, an adversarial patch, CARLA-GEAR attaches the patch on the selected surface and iteratively places the vehicle and the attached camera around the scene, collecting high-definition RGB images, the ground-truth labels, and additional information on the camera intrinsic and extrinsic matrices, as well as the position of the billboard in the scene.

If the patch is not available, it can be generated by first collecting a dataset around a certain billboard with no patch attached, and then running the optimization algorithm proposed in [2]. The resulting patched dataset can be used to evaluate the performance of different defense mechanisms, or to evaluate the adversarial robustness of a target CNN. Several datasets, including different attack scenarios, can be collected and used for a more systematic evaluation. Together with the generation tool, this paper presents an extensive comparison of the performance of a selection of adversarial defense and detection methods on several datasets produced with CARLA-GEAR. Such datasets are available at the project main webpage: http://carlagear.retis.santannapisa.it.

CARLA-GEAR is licensed under MIT License and is hence free and open to use (similarly to CARLA). Ethically, this work raises security and safety concerns about the deployment of safety-critical systems based on vision. While it is true that it might be used with malicious intent, we are hoping to provide a useful tool to the community to help shed a light on the performance of neural networks and defense strategies against adversarial attacks in real-world, fully-controllable scenarios.
The contributions of this paper can be summarized as follows:

- It presents CARLA-GEAR, the first tool for automatic generation of datasets for (i) evaluating the adversarial robustness of CNNs in the physical world and (ii) comparing the performance of different adversarial defense/detection methods in the context of autonomous driving for four different computer vision tasks: semantic segmentation, monocular depth estimation, 2D object detection, stereo 3D object detection. The tool is available at [https://github.com/retis-ai/CARLA-GEAR](https://github.com/retis-ai/CARLA-GEAR).
- It presents an extensive comparison of a selection of adversarial defense and detection methods on a set of datasets created with CARLA-GEAR, suggesting that such a tool can be used to generate benchmarks for a standardized comparison of defense methods. The datasets and corresponding patch generation and evaluation code are available at [http://carlagear.retis.santannapisa.it](http://carlagear.retis.santannapisa.it).

The remainder of this paper is organized as follows: Section 2 reviews the related literature, Section 3 presents CARLA-GEAR and the generation of adversarial patches, Section 4 reports the experimental results, and Section 5 discusses the limitations of the approach, future work, and states the conclusions.

## 2 Related Work

Since the discovery of the phenomenon of adversarial examples [3], [4], a huge amount of work has been produced around them [1]. Adversarial attacks can be coarsely divided in two categories: digital attacks, for which the attacker has complete control of the digital representation of the image, and physical-attacks [5], mainly realized by patches [6] that can be printed and placed in the real world.

Digital attacks are typically composed of image-specific, norm-limited, full-image perturbations and received most of the attention by researchers because of their effectiveness. However, the scope of these attacks is limited to those systems that allow the upload of a user-defined image. On the other hand, physical adversarial attacks require more complex optimization to make the perturbation robust to viewpoint and illumination changes [7]. Furthermore, they are image-agnostic perturbations [8] that can be printed and placed in the physical world to fool CNNs operating in the wild. This fact might be a serious concern for safety-critical systems relying on CNN-based vision systems such as autonomous driving. Therefore, a crucial step for a safe and secure deployment of such systems in the real world is an extensive evaluation of their robustness against this kind of attacks.

Despite the large success of adversarial attacks, only a few works proposed datasets and benchmarks for a systematic evaluation of the robustness of models, and most of them is focused on digital adversarial examples [9], [10], [11], [12] and none of them considers the autonomous driving context. In [13], [14], the authors systematically evaluate the effectiveness of real-world patches. To the author’s best records, APRICOT [15] is the only publicly available dataset that includes physical-world adversarial patches. However, it can only be used to test 2D object detection models. Furthermore, the dataset does not include non-adversarial images and the patches are not always effective due to patch bending or extreme view angles. Conversely, CARLA-GEAR is available for four different vision tasks for autonomous driving and, being built on the CARLA Python API, there is full control of the different situations.

The adversarial patches included in the static dataset provided were generated using the adversarial pipeline proposed in [2] to perform untargeted white-box attacks.

Among all the adversarial defenses and detection methods, we restricted the search to those methods designed to detect/mask adversarial patches that are easily extendable to the physical world case and to different tasks. In particular, we chose Z-Mask [16], FPDA [14], LGS [17], HyperNeuron [18]. Additional details are presented in the supplementary material [2].

---

[1] https://nicholas.carlini.com/writing/2019/all-adversarial-example-papers.html

[2] Supplementary material are available upon request to the authors.
3 Proposed Dataset Generation

The proposed pipeline is designed to generate datasets for four different computer vision tasks involved in autonomous driving perception. Each dataset is intended to evaluate the adversarial robustness of a CNN and/or the performance of a defense method in a situation in which a physical adversarial attack might be present (chosen from a library of attack situations). For each situation, the ego vehicle with its cameras is iteratively spawned at different distances from the attackable surface, together with the random non-playing characters (NPCs, i.e., vehicles and pedestrians). The dataset is composed of the so-collected RGB images and the corresponding ground-truth annotations, which are different for each task. The supplementary material includes in-depth explanations of the generation and collection process.

3.1 Attack situations

This work considers real-world adversarial attacks based on patches. The tool considers two different types of situations: (i) a patch (or two in the case of multi-patch attacks) on a billboard on the side of the road, and (ii) a patch on the back of a truck placed in front of the camera. Each billboard situation is specified in a yml file as the fixed position of the billboard in the map. The same file specifies the spawn positioning limits of the ego vehicle and the NPCs relative to the billboard. The spawning is then randomized within these limits. In this way, it is possible to generate different views of the same potentially dangerous scene. While the billboards have fixed positions, the truck is randomly spawned in the map, and the ego vehicle is spawned behind it at different randomized distances.

3.2 Configuration files

Three configuration files are required: (i) collection_config.yml, which is the main collection configuration file, (ii) the billboard_config.yml file, which includes information about the billboard positioning and the limits for the spawning area of the ego and NPC vehicles, and (iii) the simulation_config.py file, which sets the seed and other simulation parameters (number of NPCs in a scene and other Unreal utilities). The role of these configuration files is explained in detail in the supplementary material.

The pipeline described in this section generates single dataset splits (train, validation, test, and so on) starting from the main configuration file collection_config.yml, that specifies:

- The target task (one between semantic segmentation, 2D object detection, stereo 3D object detection, monocular depth estimation). This directly specifies the folder structure and the ground truth annotation types required;
- The CARLA town. Any CARLA town would work, but the one used throughout this paper is Town10HD, since it is the town with the most photo-realistic meshes in CARLA;
- The dataset root folder and split;
- The desired scene. As explained in Section 3.1, this configures the adversarial surface positioning, the ego vehicle, and NPCs spawning.
- The desired patch to be uploaded and additional info on it. The patch path, if specified, is used to render the patch on the surface selected. If it is not specified, no patch is rendered. This possibility is better detailed in Section 3.5.

The billboard_config.yml and simulation_config.py configuration files are then read to define the attack situation and simulation settings.

3.3 Data generation algorithm

Figure 2 shows the data generation and collection pipeline, which is discussed next.

Read config files is a set of parsers that extract information from the configuration files presented in Section 3.2.

Setup simulation and data collection sets up the client-server communication with CARLA through its Python API and writes a few necessary settings. It then loads the specified town and spawns the selected billboards. It also sets up the camera types required for the specific task, the seed for repeatability, and generates the folder tree to properly store images and annotations.
**Data Generation and Collection** is the core of the pipeline illustrated in Figure 2. The dataset is constructed by iterating three steps: (i) cleanup of any additional vehicle/pedestrian, (ii) spawn of the ego vehicle, its sensors, and randomized NPCs following the spawning limits of the specific situation, (iii) save the RGB image, the ground truth (this task-specific operation is detailed in Section 3.4), the billboard, and the camera poses. Additional details are provided in the supplementary material.

![Diagram of data generation and collection process](image)

Figure 2: Complete generation flow (top) and detail of the data generation and collection phase.

### 3.4 Dataset structure and annotations

RGB images are always saved as uint8 with different resolutions, while each task has different ground-truth annotations and folder structure: semantic segmentation datasets follow the CityScapes [19] format, 2D object detection uses the COCO format [20], stereo 3D object detection the Kitti Stereo Object Detection format [21], and monocular depth estimation the Kitti Depth format. This choice is motivated by the fact that the same original metrics, evaluation procedures and deep learning framework data loaders can be used to evaluate these custom datasets.

CARLA has special semantic segmentation and depth camera sensors that allow immediate ground-truth computation. It can also compute all the 3D bounding boxes in the simulated world. However, the 2D and 3D bounding boxes that are visible in each scene must be computed heuristically (details are reported in the supplementary material).

Additionally, CARLA-GEAR collects all the billboard positions together with the camera extrinsic and intrinsic matrices. This allows knowing the precise pose of the attackable surface in the scene, which is crucial to make an accurate digital patch placement (see details in Section 3.5) and obtain the ground truth for evaluating the accuracy of masking defense methods against adversarial patches.

### 3.5 Patch generation

As described in Section 3.1, the `collection_config.yml` file specifies the path of the patch that must be uploaded and rendered on the selected billboard. If the file path is not defined, the tool does not render anything on the billboard. This is useful to have an additional test split to check the performance of a CNN or a defense method in a non-adversarial case. Furthermore, these non-adversarial dataset splits can be used to train adversarial patches for that specific situation. We follow the *scene-specific* attack method proposed in [2], which requires camera and billboard poses to accurately reproject the digital patch to maintain differentiability and the possibility to perform white-box attacks. Implementation details are reported in Section 4.1.
4 Experimental Results

This section presents the results of preliminary tests that were performed to set the simulation configuration used for the generation of datasets (Section 4.2). Furthermore, in Section 4.3 the datasets generated are used to compare a selection of state-of-the-art defenses and detection methods for each task. The experimental setup is briefly listed in Section 4.1 and better detailed in the supplementary material, together with additional experiments and illustrations from the datasets.

4.1 Experimental setup

The CARLA simulator version 0.9.13 was used (UnrealEngine 4.26 on Ubuntu 18.04) on a machine equipped with an Intel i7-4790K CPU @ 4.00GHz × 8 and an NVidia GTX 1080Ti GPU. The adversarial patch optimizations were performed on an NVidia Tesla A100 GPU using PyTorch.

The CNNs used in this paper were DDRNet23Slim [22] and BiSeNetXception39 [23] for semantic segmentation, Faster R-CNN [24] and RetinaNet [25] for 2D object detection, GLPDepth [26] and AdaBins [27] for monocular depth estimation and Stereo R-CNN [28] for stereo 3D object detection.

The defenses used for the comparison are FPDA [14], Z-mask [16] and HyperNeuron [18] for adversarial detection, and Z-mask [16] and LGS [17] for adversarial defense.

The comparison metrics used in this paper are (i) mIoU for semantic segmentation, (ii) the COCO mAP for 2D object detection, (iii) root mean square error (RMSE) in meters for monocular depth estimation, and (iv) kitti AP for “moderate” label difficulty for stereo 3D object detection. Please note that additional metrics are reported in the supplementary materials, but, nonetheless, these metrics do not entirely reflect the effectiveness of a real-world attack or defense: the labels produced by CARLA are often too fine-grained and occlusions might occur. Hence, to properly reflect the performance of the analyzed scenarios there is a strong need for specialized metrics designed for this purpose. This is left as a future work in perspective of the construction of a benchmark— a discussion of this issue is presented in Section 5. The performance of adversarial detection algorithms is evaluated with the area under the receiver operating characteristic (AUROC). Each ROC is computed on two “twin” datasets, one including the adversarial patches and the other containing the same images, but without any patch.

Life-cycle of a patch. To evaluate the effects of real-world adversarial patch attacks in CARLA it is necessary to follow a few steps. Given a certain task and an attack scenario, it is possible to collect a training dataset split to digitally optimize the patch to attack a specific CNN using the optimization algorithm described in [2]. The same training set can be used to craft patches for different networks for the same task. Once the patch is optimized, it can be imported in CARLA and applied to the billboard to generate the test set. In this way, it is rendered realistically as the other objects in the scene and it constitutes a “virtual” real-world adversarial object. Different patches (for different networks) are used to generate different test sets. However, each test set shares the same seed. This allows the generation of datasets with exactly the same images, except for the selected patch, hence providing a more fair comparison. Furthermore, each adversarial patch is tested against a control test set that includes a random patch or no patch.

The datasets used in Section 4.3 include 10 attack situations, namely 9 billboard-based attacks (billboard01 to billboard09, of which billboard05 to billboard07 are double billboard for double patch attacks) and 1 truck-based attack.

4.2 Ablation studies

This section reports the results of ablation studies performed in the early stages of the experimentation to set the parameters used for the data generation. The objective was to find a good trade-off between the CNN performance and the attack effectiveness while maintaining reasonable computation times. Inspired by a previous work [14], we decided to use the same billboard configuration that allows the application of a 3.7m×7.4m patch with 150×300 pixels. The CNNs used for these studies are Faster R-CNN for 2D object detection, GLPDepth for depth estimation, and DDRNet for semantic segmentation.
**Computation time.** The creation of such datasets is a time-consuming task. In this section we show the average time required to generate and save an RGB image and ground-truth annotation for each task. From the results reported in Figure 3, it is clear that the most time-consuming task is semantic segmentation. This is attributed to the fact that segmented images (and ground-truth labels) have the highest resolution, following the Cityscapes format. Then, stereo 3D object detection and depth estimation follow, since the first saves pairs of RGB images and the latter saves an RGB and a depth image. 2D object detection is the least expensive task for generation, since it has to save the RGB image only, while the annotation is a json file. The timing data have been collected during the generation of the same 50-sample test set, changing the seed ten times. Hence, the generation of a 50-sample dataset takes roughly eight minutes on average.

![Figure 3: Time required for the generation of a dataset item for each task. The error bar represents the st. dev.](image)

**Number of samples for the optimization.** An important parameter that must be set is the number of samples required to run the optimizations properly. Too few samples might not be enough to obtain effective attacks, while too many samples slow the generation and optimization processes down. Figure 4a shows the attack performance with respect to the baseline CNN (obtained with a random patch) as a function of the number of samples for each task. The results were averaged over ten different optimizations, changing the seed each time. Since optimizing a patch with 100 samples leads to better results overall, we set the training set dimension to 100 images in the generation stage.

![Figure 4: (a) Performance of the attack for each task as a function of the number of samples used for the optimization of the image-agnostic patch. The experiment was performed on billboard02 ten times, changing the seed for each experiment. The dash-dotted line represents the baseline performance (random patch) whereas the error bar represents the standard deviation. (b) Effect of the different weather presets of CARLA on the baseline performance (random patch) against the attack effectiveness for each task. The experiments were performed for three different attack situations with different camera-sunlight relative orientations.](image)

**Weather conditions.** The CARLA simulator allows full control of the weather parameters, ranging from the time of day (i.e., the elevation angle of the sun) to the amount of rain and wetness of the road, from the fog density to the Rayleigh scattering. Given the large number of different parameters to evaluate, which would lead to a combinatorial explosion in the number of settings, we decided to limit the study to the weather presets available in CARLA, ignoring those that lie outside the distribution of the datasets used to train the CNNs under test (i.e., no heavy rain, puddles, night, or fog). The tested weather presets were CloudyNoon, ClearNoon, CloudySunset, ClearSunset, SoftRainNoon. Nevertheless, note that in CARLA-G-EAR the weather parameters are fully configurable.
We decided to restrict the search to three attack situations with different billboard orientation (and, hence, camera orientation) with respect to the sunlight position: billboard02 has the sun behind (shining directly on the billboard), billboard04 has the sun on the side, and billboard09 has the sun in front (behind the billboard). The results in Figure 4 show that, for each task tested, the baseline performance (i.e., applying a random real-world patch) when using presets CloudaySunset and ClearSunset is almost always slightly worse. The attack performance resulted not to be particularly influenced by the weather conditions. Hence, we used the Cloudaynoon weather for the following experiments, since it performs slightly better overall.

4.3 Defense comparison

This section presents an extensive comparison of different defense methods on the dataset generated for each of the four tasks considered.

Table 2 reports the performance of each defense method considered for each task. Notably, there are a few attack situations that do not induce a large adversarial effect (e.g., Billboard01, 02, 03, 05, 09 and Truck on DDRNet), where the defense is actually harming the performance of the network. Furthermore, it is worth noting how the mAP metric for 2D object detection indicates a consistent low adversarial effect and bad defense performance, while in reality the effect of the adversarial patch is always present (see Figure 1 for an example) and the defense is masking the patch with fair accuracy. This observation highlights the need for a more accurate metric to evaluate the effect of these patches (and corresponding defense) and constitutes one of the limitations to the construction of a benchmark from these situations. Please consult the supplementary material for the results with additional metrics, such as the IoU of the patch mask, and further illustrations.

Table 1 compares the performance of Z-Mask, FPDA, and HyperNeuron in terms of AUROC. All the methods present good performance for most of the networks, with Z-Mask being the most consistent detection method overall.

Despite the issues highlighted above, these results still provide relevant quantitative information about the potential power of CARLA-GEAR as a generator of adversarial situations for evaluating the behavior of neural models and/or the defense under test.

5 Conclusions

This paper presented CARLA-GEAR, a tool for the automatic generation of photo-realistic synthetic datasets that can be used to systematically evaluate the adversarial robustness of CNNs. The tool is based on the CARLA autonomous driving simulator, which overcomes the typical difficulties that arise while testing autonomous driving algorithms in various scenarios. At the current stage, CARLA-GEAR presents a few limitations.

First of all, although the meshes used in Town10HD of CARLA are photo-realistic, there is a distributional shift between the CARLA-generated images and the datasets used to train the CNNs under test (COCO, CityScapes, Kitti). Furthermore, CARLA-generated ground-truth labels are often too fine-grained (especially for semantic segmentation). This explains the poor performance of these models on the datasets generated with CARLA-GEAR with respect to the ones used for training.

Another issue with the simulated images is that the urban scenarios in CARLA towns are too small for a complete systematic evaluation of different scenarios, and the situations analysed in this paper
Table 2: Performance of Z-Mask and LGS for each attack situation, for each task. White columns shows the results in the case without patch, whereas greyed columns shows the performance in the adversarial case. All the cells report the relative performance with respect to the undefended, non-adversarial case (in bold). The value is colored in red [green] if the defense is worsening [improving] the performance of the model, or blue if there is no effect.

| Def | DDRNet | BiseNet | FRCNN | RetinaNet | Adalens | GilDepth | Stereo RCNN |
|-----|--------|--------|-------|-----------|---------|----------|-------------|
| ZM  | 33.04  | 28.35  | 20.59 | 16.79     | 13.78   | 10.54    | 9.06        |
| LGS | -0.07  | 4.23   | 8.93  | 8.99      | 10.45   | 13.49    | 16.35       |
| ZM  | -0.04  | 7.56   | 12.83 | 8.51      | 10.44   | 13.49    | 16.35       |
| LGS | -0.30  | 10.07  | 14.16 | 10.44     | 13.49   | 16.35    | 16.35       |
| ZM  | -3.39  | 20.88  | 29.30 | 9.05      | 10.44   | 13.49    | 16.35       |
| LGS | -0.60  | 1.01   | 1.92  | 10.44     | 13.49   | 16.35    | 16.35       |

The last open issue that must be mentioned concerns the development of a benchmark from the CARLA datasets generated by CARLA-Gear, which is left as a future work. The generation of datasets is do not cover all the possible patch attacks in the wild. Nonetheless, these problems will likely be fixed in the near future: simulators are becoming more and more photo-realistic, and developing a large enough city is just a matter of time. CARLA-Gear is general enough to be town-agnostic and can be easily extended to handle a large variety of different attack situations. Another problem is that such a dataset generation process is computationally intensive and requires a significant amount of time, even with a powerful machines, especially when generating its own patches. This problem is alleviated by (i) providing a set of datasets with pre-computed patches for a set of CNNs spanning four different tasks, and (ii) providing custom patch and dataset generation upon email request to the authors.

By changing the loss function used during the patch optimization process it is possible to change the attack objective, and, hence, its effect. This paper only presents white-box untargeted attacks. However, it is possible to extend the study to any kind of attack, e.g., targeted and black-box attacks.

The last open issue that must be mentioned concerns the development of a benchmark from the datasets generated by CARLA-Gear, which is left as a future work. The generation of datasets is only a first step towards the development of a benchmark for the evaluation of adversarial robustness and adversarial defense methods: more specific metrics need to be defined (probably focusing on an interesting subset of the classes), as well as a standardized evaluation platform, which will eventually lead to a leaderboard in adversarial detection, defense, and robustness.
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