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Abstract

We study a number of possible extensions of the Ramanujan master theorem, which is formulated here by using methods of Umbral nature. We discuss the implications of the procedure for the theory of special functions, like the derivation of formulae concerning the integrals of products of families of Bessel functions and the successive derivatives of Bessel type functions. We stress also that the procedure we propose allows a unified treatment of many problems appearing in applications, which can formally be reduced to the evaluation of exponential- or Gaussian-like integrals.
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I. INTRODUCTION

The Ramanujan master theorem (RMT) \[1–3\] states that if the function \( f(x) \) is defined through the series expansion

\[
f(x) = \sum_{r=0}^{\infty} \frac{(-x)^r}{r!} \varphi(r)
\]

with \( \varphi(0) \neq 0 \) then the following identity holds

\[
\int_{0}^{\infty} x^{\nu-1} f(x) \, dx = \Gamma(\nu) \varphi(-\nu).
\]

A proof, albeit not rigorous, of the theorem can be achieved by the use of the Umbral methods \[4\], namely by setting \[3, 5\]

\[
f(x) = \sum_{r=0}^{\infty} \frac{(-x)^r}{r!} \hat{c}^r \varphi(0),
\]

with the operator \( \hat{c} \) defined by:

\[
\hat{c}^r \varphi(0) = \varphi(r).
\]

In this way the function \( f(x) \) can be formally written as a pseudo-exponential function, \( f(x) = e^{-\hat{c}x} \varphi(0) \), and thus the integral in Eq. (2) can be given in the form

\[
\int_{0}^{\infty} x^{\nu-1} e^{-\hat{c}x} \varphi(0) \, dx = \Gamma(\nu) \hat{c}^{-\nu} \varphi(0),
\]

and using Eq. (4) we end up with the result quoted in Eq. (2). For further comments see the concluding Section and for a rigorous proof Refs. \[1, 2\].

An immediate consequence of the theorem is the evaluation of the following integral

\[
I_{\nu, \alpha} = \int_{0}^{\infty} x^{\nu-1} C_\alpha(x) \, dx,
\]

where

\[
C_\alpha(x) = \sum_{r=0}^{\infty} \frac{(-x)^r}{r! \Gamma(r + \alpha + 1)}
\]

is the Tricomi-Bessel function of order \( \alpha \) \[6\] which satisfies the conditions of the RMT, with \( \varphi(0) = 1/\Gamma(\alpha + 1) \). According to Eq. (2), we get

\[
I_{\nu, \alpha} = \frac{\Gamma(\nu)}{\Gamma(\alpha - \nu + 1)}.
\]

The procedure we have just quoted, which traces back to Crofton \[3\] and to other operationalists, is by no means a proof of the theorem but just a guiding tool, which will be proved to be very useful for the forthcoming speculations.
As the function $C_{\alpha}(x)$ is linked to the ordinary Bessel functions by the identity

$$
C_{\alpha}(x) = (2x)^{-\alpha/2} J_{\alpha}(2\sqrt{x}),
$$

\hfill (9)

the use of the RMT may be of noticeable interest for the evaluation of various integrals appearing in applications.

As noted in Ref. [5] the Umbral formalism may be useful to make some progress towards an extension of the RMT theorem. We observe indeed that if

$$
g_m(x) = e^{-\hat{c}x^m} \varphi(0) = \sum_{r=0}^{\infty} \frac{(-x^m)^r}{r!} \varphi(r),
$$

\hfill (10)

by applying the same procedure as in Eqs. (5), we have

$$
\int_0^{\infty} dx \, x^{\nu-k} \, g_m(x) = \frac{1}{m} \Gamma \left( \frac{\nu+1-k}{m} \right) \varphi \left( -\frac{\nu+1-k}{m} \right).
$$

\hfill (11)

Just as an application of this result, we note that integrals of the type

$$
G_0(b) = \int_{-\infty}^{+\infty} e^{bx} g_2(x) \, dx,
$$

\hfill (12)

can be written as pseudo-Gaussian integral of the form

$$
G_0(b) = \int_{-\infty}^{\infty} e^{bx} e^{-\hat{c}x^2} \, dx \, \varphi(0)
$$

$$
= \sqrt{\pi} \hat{c}^{b^2/(4\hat{c})} \varphi(0) = \sqrt{\pi} \sum_{r=0}^{\infty} \frac{\hat{c}^{2r}}{4^r r!} \varphi(0)
$$

$$
= \sqrt{\pi} \sum_{r=0}^{\infty} \frac{\hat{c}^{2r}}{4^r r!} \varphi(-r-1/2).
$$

\hfill (13)

In the case of $\varphi(r) = 1/r!$, Eq. (13) becomes

$$
G_0(b) = \int_{-\infty}^{\infty} e^{bx} J_0(2x) \, dx = \sqrt{\pi} \sum_{r=0}^{\infty} \frac{\hat{c}^{2r}}{4^r r!} \frac{1}{\Gamma(-r+1/2)}
$$

$$
= \frac{2}{\sqrt{4+b^2}}.
$$

\hfill (14)

Further examples will be discussed later in this paper, which is devoted to understand a variety of consequence emerging from RMT and from its Umbral revisitation.

In Section 2 we will explore its relevance in the field of special functions, while in Section 3 we will discuss some concluding remarks.
II. THE RMT AND SPECIAL FUNCTIONS

Let us consider the integral (2) in which the function \( f(x) \) is given by

\[
f(x) = e^{-ax - bx^2}.
\]

(15)

This function satisfies the RMT conditions, since it can be expanded as follows

\[
f(x) = \sum_{n=0}^{\infty} \frac{(-x)^n}{n!} H_n(a, -b),
\]

(16)

where \( H_n(x, y) \) are two-variable Hermite polynomials defined by

\[
H_n(x, y) = n! \sum_{r=0}^{\lceil n/2 \rceil} \frac{x^{n-2r} y^r}{(n - 2r)! r!}.
\]

(17)

In this case, \( \varphi(n) = H_n(a, -b) \) so that

\[
\Gamma(\nu; a, b) = \int_0^\infty x^{\nu-1} e^{-ax - bx^2} dx = \Gamma(\nu) H_{-\nu}(a, -b),
\]

(18)

where

\[
H_{-\nu}(a, -b) = \Gamma(-\nu + 1) \sum_{r=0}^\infty \frac{a^{-\nu-2r} (-b)^r}{\Gamma(-\nu - 2r + 1) r!}
\]

(19)

are no more polynomials but functions, converging for \( |b/a^2| < 1 \).

We have denoted the integral in Eq. (18) by \( \Gamma(\nu; a, b) \) to stress that it can be considered as a generalization of the Euler’s gamma function. We get indeed

\[
\Gamma(\nu; 1, 0) = \Gamma(\nu).
\]

(20)

The following properties should be also noted

\[
\partial_a \Gamma(\nu; a, b) = -\Gamma(\nu + 1; a, b), \quad \partial_b \Gamma(\nu; a, b) = -\Gamma(\nu + 2; a, b),
\]

(21)

which, once collected together, yield

\[
\partial_b \Gamma(\nu; a, b) = -\partial_a^2 \Gamma(\nu; a, b), \quad \text{where} \quad \Gamma(\nu; a, 0) = \frac{\Gamma(\nu)}{a^\nu}.
\]

(22)

From Eqs. (20)-(22) one obtains

\[
\Gamma(\nu - 1; a, b) = e^{-b \partial_a^2} \frac{\Gamma(\nu - 1)}{a^{\nu-1}} = \frac{e^{-b \partial_a^2}}{\nu - 1} a \frac{\Gamma(\nu)}{a^\nu} = \frac{e^{-b \partial_a^2} a e^{b \partial_a^2}}{\nu - 1} \Gamma(\nu; a, b)
\]

\[
= \frac{1}{\nu - 1} (a - 2b \partial_a) \Gamma(\nu; a, b)
\]

(23)
\[(\nu - 1) \Gamma(\nu - 1; a, b) = a \Gamma(\nu; a, b) + 2 b \Gamma(\nu + 1; a, b) \quad (24)\]

which reduces to \(\Gamma(\nu) = (\nu - 1)\Gamma(\nu - 1)\) for \(a = 1\) and \(b = 0\).

Let us note that for the following generalization of integral \(18\)

\[
\Gamma(\nu; a, b | m) = \int_0^\infty x^{\nu-1} e^{-\hat{c} x^m} dx = \Gamma(\nu) H_{-\nu}^{(m)}(a, -b) \quad (25)
\]

with

\[
H_{n}^{(m)}(x, y) = n! \sum_{r=0}^{\lfloor n/m \rfloor} \frac{x^{n-mr} y^r}{(n - mr)! r!}
\]

higher order Hermite polynomials \([7, 8]\), the use of RMT is not helpful. We cannot indeed apply the fact that

\[
e^{-a x^m} = \sum_{n=0}^{\infty} \frac{(-x)^n}{n!} H_{n}^{(m)}(a, -b),
\]

(note that the \(H_n(x, y)\) is in fact \(H_n^{(2)}(x, y)\)), because the analogue of the series \(19\) does not converge for \(m \geq 3\). The integral in Eq. \(25\) is however well defined and it can be used as an independent definition of either the higher order gamma function \(\Gamma(\nu; a, b | m)\) or of higher Hermite functions \(H_{-\nu}^{(m)}(a, b)\).

We have noted that the straightforward use of the RMT in the case of Eq. \(25\) leads to a diverging series. As an alternative, we consider the case

\[
\int_0^\infty x^{\nu-1} e^{-\hat{c} x^m} e^{-a x} dx \varphi(0) = \Gamma(\nu) H_{-\nu}^{(m)}(a, -b \hat{c}) \varphi(0), \quad (26)
\]

where, according to Eq. \(19\),

\[
H_{-\nu}^{(m)}(a, -b \hat{c}) \varphi(0) = \Gamma(1 - \nu) \sum_{r=0}^{\infty} \frac{a^{-\nu-mr} (-b)^r}{\Gamma(-\nu - m r + 1) r!} \varphi(r). \quad (27)
\]

In the case \(\varphi(r) = 1/r!\) the series is converging.

A comment is also in order on the nature of the Hermite-like polynomials specified by the generating function

\[
e^{a x + b \hat{c} x^m} \varphi(0) = \sum_{n=0}^{\infty} \frac{x^n}{n!} H_{n}^{(m)}(a, b \hat{c}) \varphi(0). \quad (28)
\]

In the case of \(m = 2\), \(\varphi(r) = 1/r!\), they reduce to

\[
\tilde{H}_n(a, b) = H_n(a, b \hat{c}) \varphi(0) = n! \sum_{r=0}^{\lfloor n/2 \rfloor} \frac{a^{n-2r} b^r}{(n-2r)! (r!)^2}. \quad (29)
\]
They are the so-called hybrid polynomials [14], since they share the properties of the Laguerre and Hermite polynomials. The operational identity

\[ \tilde{H}_n(a, b) = e^{\hat{c} \partial_x^2} x^n \varphi(0) = J_0(i 2 \partial_x) x^n \]  

(30)
can also be used to define them.

Analogous results, concerning the Laguerre polynomials, can be now obtained by considering the integral

\[ \Lambda(\nu; a, b) = \int_0^\infty x^{\nu-1} e^{-a x} C_0(b x) \, dx. \]  

(31)

Since the generating function of the two-variable Laguerre polynomials writes [10]

\[ \sum_{n=0}^{\infty} \frac{t^n}{n!} L_n(x, y) = e^{yt} C_0(x t), \quad L_n(x, y) = \frac{\Gamma(1 - \nu - r) (r!)^2}{(n - r)! (r!)^2}. \]  

(32)
a straightforward application of the RMT yields

\[ \Lambda(\nu; a, b) = \Gamma(\nu) L_{-\nu}(-b, a), \quad L_{-\nu}(-b, a) = \frac{\Gamma(1 - \nu) (b/a)^r}{\Gamma(1 - \nu - r) (r!)^2}. \]  

(33)

The function \( \Lambda(\nu; a, b) \) too can be viewed as a generalization of the Euler’s gamma function and satisfies the following recurrences

\[ \partial_a \Lambda(\nu; a, b) = -\Lambda(\nu + 1; a, b), \quad \partial_b \partial_b \Lambda(\nu; a, b) = -\Lambda(\nu + 1; a, b). \]  

(34)

Thus getting

\[ \partial_a \Lambda(\nu; a, b) = \partial_b \partial_b \Lambda(\nu; a, b), \quad \Lambda(\nu; a, 0) = \frac{\Gamma(\nu)}{a^\nu}. \]  

(35)

Operators of the type \( \partial_a x \partial_x \) appearing in Eq. (35) are known in the literature as the Laguerre derivative [11, 12].

Before closing this Section we will discuss a further way of employing the RMT. We consider the integral

\[ B(\nu; a, b) = \int_0^\infty x^{\nu-1} e^{-a x} J_0(2 \sqrt{b} x) \, dx. \]  

(36)

According to the discussion in the introductory Section (see Eq. (13)) we can write

\[ B(\nu; a, b) = \int_0^\infty x^{\nu-1} e^{-a x} e^{-\hat{c} b x^2} \, dx \varphi(0) \]  

(37)

and, taking into account Eq. (18) we obtain the closed-form:

\[ B(\nu; a, b) = \Gamma(\nu; a, b \hat{c}) \varphi(0) = \Gamma(\nu) \Gamma(1 - \nu) \sum_{r=0}^{\infty} \frac{a^{\nu-2r} (-b)^r}{\Gamma(-\nu - 2r + 1) (r!)^2}. \]  

(38)

This is a further proof of the flexibility of the methods associated with the Umbral techniques proposed in the paper.
III. CONCLUDING REMARKS

All the previous discussion is based on the tacitly assumed conjecture that the following identity holds
\[
\int_0^\infty x^{\nu-1} e^{-\hat{c} x} \varphi(0) \, dx = \left( \int_0^\infty x^{\nu-1} e^{-\hat{c} x} \, dx \right) \varphi(0).
\] (39)

This is the critical point and the rigorous proof of the Ramanujan theorem is based on the proof of such a lemma, which will be conjectured to be true. We have checked, \textit{a posteriori}, the validity of our results by benchmarking them with numerical tests. We can therefore state that, in the case of functions for which we have \( \varphi(r) = 1/\Gamma(r + \beta + 1) \), the conjecture holds true.

In the Section 2 we have seen how the use of the pseudo-exponential function \( e^{-\hat{c} x} \varphi(0) \) can be particularly useful to evaluate integrals involving special functions. We will now use a modified form of the RMT to evaluate integrals of the type
\[
I = \int_{-\infty}^{\infty} f(x) g(x) \, dx
\] (40)

with
\[
f(x) = \sum_{r=0}^{\infty} \frac{(-x)^r}{r!} \varphi(r), \quad \varphi(0) \neq 0
\]
\[
g(x) = \sum_{s=0}^{\infty} \frac{(-x^2)^s}{s!} \sigma(s), \quad \sigma(0) \neq 0.
\] (41)

An extension of the RMT can be stated as it follows
\[
I = \int_{-\infty}^{\infty} e^{-\hat{c} x} e^{-\hat{d} x^2} \, dx \varphi(0) \sigma(0),
\] (42)

where \( \hat{c} \varphi(0) = \varphi(r) \) and \( \hat{d} \sigma(0) = \sigma(r) \). By working out the Gaussian integral in Eq. (42), we obtain
\[
I = \sqrt{\frac{\pi}{d}} \exp \left( \frac{\hat{c}^2}{4d} \right) \varphi(0) \sigma(0) = \sqrt{\pi} \sum_{r=0}^\infty \frac{1}{4^r r!} \varphi(2r) \sigma(-r - 1/2),
\]
which holds only if the series converges. An example is provided by
\[
\int_{-\infty}^{\infty} J_0(2 \sqrt{a |x|}) J_0(2 b x) \, dx = \sqrt{\frac{\pi}{bd^2}} \exp \left( \frac{\hat{c}^2 a^2}{4d b^2} \right) \varphi(0) \sigma(0)
\]
\[
= \sqrt{\frac{\pi}{b}} \sum_{r=0}^{\infty} \frac{a^{2r} b^{-2r}}{4^r r!} \frac{1}{\Gamma(2r + 1) \Gamma(-r + 1/2)}
\]
\[
= \frac{1}{b} J_0 \left( \frac{a}{2b} \right),
\]
where \( \varphi(r) = \sigma(r) = 1/\Gamma(r + 1) \).

We have also used the pseudo-Gaussian function \( e^{-\hat{c}x^2} \) as a tool to derive integrals involving the Bessel functions. In the following we will see how the fairly wild use of the operator \( \hat{c} \) may provide quite a unique tool, to study further properties of these functions. For example, we can establish formulae for the repeated derivatives of the Bessel functions by using the same methodology adopted in the case of the ordinary Gaussian function.

In the case of successive derivatives of the 0-th order Bessel function, we set
\[
(-1)^n \frac{\partial^n}{\partial x^n} J_0(2x) = (-1)^n \frac{\partial^n}{\partial x^n} e^{-\hat{c}x^2} \varphi(0)
\]
and, recalling that in the ordinary case we have \[9\]
\[
(-1)^n \frac{\partial^n}{\partial x^n} e^{-a x^2} = H_n(2ax, -a) e^{-a x^2},
\]
we get
\[
(-1)^n \frac{\partial^n}{\partial x^n} J_0(2x) = H_n(2\hat{c}x, -\hat{c}) e^{-\hat{c}x^2} \varphi(0),
\]
where \( \varphi(r) = 1/r! \). By using the explicit form of the two-variable Hermite polynomials and by expanding the pseudo-exponential, we find: \[13\]
\[
(-1)^n \frac{\partial^n}{\partial x^n} J_0(2x) = n! \sum_{r=0}^{[n/2]} \frac{(-1)^r (2x)^{n-2r}}{(n-2r)! r!} \sum_{p=0}^{\infty} \frac{(-1)^p x^{2p}}{p!} \hat{c}^{p+n-r} \varphi(0)
\]
\[
= n! \sum_{r=0}^{[n/2]} \frac{(-1)^r 2^{n-2r}}{x^r (n-2r)! r!} J_{n-r}(2x)
\]
(47)
and new formulae, like

\[
\partial^n_x \left[ e^{a x} J_0(2 \sqrt{b \, x}) \right] = e^{a x} \sum_{r=0}^{[n/2]} \frac{(-1)^{n-r} n!}{r!} \sum_{s=0}^{n-2r} \frac{(-a)^s b^{n-r-s} (2 \, x)^{n-2r-s}}{s! (n-2r-s)!} c^{n-r-s} e^{-b c^2 x^2} \varphi(0),
\]

\[
= e^{a x} \sum_{r=0}^{[n/2]} \frac{(-1)^{n-r} n!}{r! x^r} \sum_{s=0}^{n-2r} \frac{(-a)^s b^{(n-r-s)/2} 2^{n-2r-s}}{s! (n-2r-s)!} J_{n-r-s}(2 \sqrt{b \, x})
\]

and

\[
\partial^n_x \left[ J_0(2 \sqrt{a \, x}) J_0(2 \sqrt{b \, x}) \right] = \sum_{r=0}^{[n/2]} \frac{(-1)^{n-r} 2^{n-2r} n!}{(n-2r)! r!} x^{-r} \sum_{s=0}^{n-r} \left( \frac{n-r}{s} \right) \frac{b^{s/2}}{a^{(r+s-n)/2}}
\]

\[
\times J_{n-r-s}(2 \sqrt{a \, x}) J_s(2 \sqrt{b \, x})
\]

which are quite interesting results, difficult to get by conventional means and absent in available collections [13]. This is just an example and other will be discussed in a forthcoming investigation.

Most of the considerations developed in this paper have been based on the properties of the pseudo-exponential function \( e^{-\hat{c} x} \varphi(0) \) which, as for the ordinary case, possesses the semi-group property

\[
e^{\hat{c}(x+y)} = e^{\hat{c} x} e^{\hat{c} y}
\]

only if \( x \) and \( y \) are commuting quantities. If this is not true and if, for example, \( \hat{X} \) and \( \hat{Y} \) are operators such that

\[
[\hat{X}, \hat{Y}] = \hat{I} k,
\]

where \( k \) is a \( c \)-number and \( \hat{I} \) the unit operator, we can obtain a convenient disentanglement by using the Weyl-identity [8], namely

\[
e^{\hat{c}(\hat{X}+\hat{Y})} = e^{\hat{c} \hat{X}} e^{\hat{c} \hat{Y}} e^{-k \hat{c}^2/2}.
\]

If \( \hat{X} = k x, \hat{Y} = \partial_x \) we obtain

\[
e^{\hat{c}(\hat{X}+\hat{Y})} \varphi(0) = \sum_{r=0}^{\infty} \frac{(k x)^r}{r!} \sum_{s=0}^{\infty} \frac{(-k)^s}{2 s!} e^{2s+r} \varphi(0) = \sum_{r=0}^{\infty} \frac{(k x)^r}{r!} W_r(-k/2 | 2),
\]

where

\[
W_r(x | \nu) = \sum_{n=0}^{\infty} \frac{x^n}{n! \Gamma(\nu n + r + 1)}
\]
is the Bessel-Wright function \[10\].

The above remark is a further example of how rich may be the consequences offered by the method we are proposing. In a forthcoming paper we will see their importance in the study of partial differential equations of evolution type, involving non standard derivative operators.

Finally we want to mention the relevance of the presented approach for the theory of Hankel’s integral transform \[15, 16\], which can be interpreted as

\[
(H_\alpha f)(x) = \int_0^\infty f(t) J_\alpha(2x t) dt = \int_0^\infty f(t) e^{-\hat{c} x^2 t^2} dt \varphi(0) \tag{55}
\]
i. e., according to the point of view developed in this paper, as pseudo-Gaussian integrals. Further comments on this last topic will be presented elsewhere.
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