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Abstract

Conformal theories in a $d$ dimensional spacetime may be expressed as manifestly conformal theories in a $d+2$ dimensional conformal space as first proposed by Dirac. The reduction to $d$ dimensions goes via the $d+1$ dimensional hypercone in the conformal space. Here we give a rather extensive exposé of such theories. We review and extend the theory of spinning conformal particles. We give a precise and geometrical formulation of manifestly conformal fields for which we give a consistent action principle. The requirement of invariance under special gauge transformations off the hypercone plays a fundamental role here. Maxwell’s theory and linear conformal gravity are derived in the conformal space and are treated in detail. Finally, we propose a consistent coordinate invariant action principle in the conformal space and give an action that should correspond to conformal gravity.
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1 Introduction

In this work we develop the classical properties of manifestly conformally covariant theories including both particle and field theories.

In dimensions $d > 2$ the conformal group is $SO(d, 2)$ which, however, acts nonlinearly on the Minkowski coordinates. In 1936 Dirac [1] proposed a manifestly conformally covariant formulation in which the Minkowski coordinates are replaced by coordinates on which $SO(d, 2)$ acts linearly. The theory lives then on a $d + 1$ dimensional hypercone in a $d + 2$ dimensional conformal space. Explicitly he treated scalar, spinor and vector fields in $d = 4$. Since then there have appeared many papers on the subject. Among the early papers (see e.g. [2–4]) the paper by Mack and Salam [2] is particularly elucidating. It clarifies the projections to Minkowski space in general terms for arbitrary spins in $d = 4$. An Euclidean version for quantum field theory was treated in e.g. [5–7].

Particle models in terms of the manifestly conformal coordinates were proposed in [8]. Quantization [9] yields Dirac’s wave equations in [1]. By means of the result of Bracken and Jessup [10] particle models for arbitrary spins were possible to derive (see [11–13] and [14, 15]). The particle models are helpful to understand the field theories and have been used in many later papers. Some recent papers on the whole subject are given in [16–22].

To begin with we shall rather extensively treat and further extend the particle models in [14, 15]. What concerns particles in external fields, our results are consistent with the corresponding field theories and agree also with the previous results in [17, 20, 21].

The emphasis is, however, on manifestly conformal field theories which are considerably developed here. We give a precise specification of the conditions to be satisfied by such fields. The properties of the wave functions and the external fields in the conformal particle models serve as a guiding principle for these conditions. However, the field theory is specified in a more geometrical sense in the $d + 2$ dimensional conformal space. The restriction to the hypercone is e.g. replaced by a requirement of an invariance under special gauge transformations off the hypercone, an invariance which at the end will allow for the restriction to the hypercone as a gauge choice. (These gauge transformations were introduced by Dirac [1]). With the proposed conditions we are able to give a precise and consistent action principle for manifestly conformal fields. Actions for such fields have been discussed before. The first treatment seems to be in [4]. However, there the measure was directly projected to four (easily generalized to $d$) dimensions
which prohibits the derivation of manifestly conformally covariant equations, at least naively. In [9] the invariant measure on the five \((d + 1)\) dimensional hypercone was proposed for the actions. (Recently, similar actions are also considered in [19].) Here we develop this formulation and show that it is consistent provided our conditions on the fields are satisfied and provided we impose special gauge invariance off the hypercone. This gauge invariance is also crucial for the reduction to four \((d)\) dimensions of both the actions and the equations of motion. We perform a rather extensive treatment of Maxwell’s theory and linear conformal gravity constructed from scratch in the conformal space. (In [23] a different approach to linear gravity is given.) For these models we give consistent actions and equations of motions where the latter follow from the first. We also show that when they are reduced to four dimensional spacetime we get precisely standard Maxwell’s theory and linear conformal gravity.

Our main objective, however, is not just to clarify the properties of spin two like theories on the hypercone but rather to find a coordinate invariant formulation of conformal gravity in a manifest form in two dimensions higher. This we also accomplish and it is perhaps the main result here. (A previous different proposal for gravity was given in [24].) Actually this work started and was planned in connection with the Master thesis [25] in which manifestly conformally covariant field theories were treated, particularly was linear conformal gravity studied. Due to health problems of one of us (RM) we could resume our work only this year.

The paper is organized as follows: In section 2 we give the basics of the manifestly conformally covariant formulation in the conformal space and how it is connected to the reduced spacetime. In section 3 we review the conformal particle models in [8] here given in a slightly simpler form and generalize them to arbitrary dimensions. In section 4 we treat the conformal particle in external symmetric tensor fields in arbitrary dimensions. (Previously the vector field was treated in [8] and the rank two tensor field in [17, 20], and arbitrary tensor fields in a different setting in [21].) In section 5 we give an improved treatment of the conformal particle models for arbitrary spins given in [14,15] generalized to arbitrary dimensions. In section 6 we quantize these models and obtain free tensor fields which have not been given before. However, we find problems with the rank two formulation. In section 7 we show that these problems may be understood from the connection between homogeneity and the order of the field equation. In fact, this connection tells us what order of the field equation we should have for symmetric tensor fields of rank two and higher. In section 8 we specify the basic ingredients of a more geometrical field theory in the \(d + 2\) dimensional conformal space.
We introduce the special gauge transformations off the hypercone and other defining properties. In section 9 we then present our precise action principle which requires that the actions are invariant under the special gauge transformations. We give its implications for scalar, spinor, and generalized spin one. For symmetric second rank tensor fields in $d = 4$ we find that only linearized conformal gravity is allowed by the special gauge invariance. In section 10 we outline what is needed in order to have a coordinate invariant formulation. In section 11 we give the conformal particle in a curved background in external scalar and vector fields in a coordinate invariant form. (This is a slight generalization of [17,20]...) We solve then the derived conditions and the solutions are completely in agreement with the natural proposals in section 10. In section 12 we give then the generalized action principle for coordinate invariant actions in a curved dynamical background on a generalized hypercone. Then we look for a possible gravity theory and demonstrate that in $d = 4$ the invariance under generalized special gauge transformations only allow for conformal gravity. Finally we conclude the paper in section 13. In a couple of appendices we give some details for the reductions of the manifestly conformally covariant formulation to $d$ dimensional relativistic theories. In appendix A we give some general aspects of the reduction of the manifestly conformal fields in $d + 2$ dimensions to $d$ dimensions. In appendix B we give some details for the reduction of the spin one theory in $d = 4$, and in appendix C the corresponding details for linear manifestly covariant gravity in $d = 4$. In appendix D we summerize some properties of relativistic particle models for arbitrary spins in $d = 4$ generalized to arbitrary dimensions $d$ whose quantum wave functions we expect to correspond to the wave functions from the conformal particle models in section 6.

2 Manifestly conformally covariant formulation

A large class of massless theories are conformally invariant. In $d > 2$ we have apart from Poincaré invariance also invariance under scaling, $x^\mu \rightarrow \lambda x^\mu$, and under the special conformal transformations

$$x^\mu \rightarrow x'^\mu = \frac{x^\mu + b^\mu x^2}{1 + 2b \cdot x + b^2 x^2}. \tag{2.1}$$

All these transformations form the conformal group. Although the transformations are nonlinear the group is simply $SO(d, 2)$, a pseudoorthogonal Lie
group similar to the Lorentz group $SO(d-1,1)$. This led Dirac [1] to propose a manifestly conformally covariant formulation for conformal theories. He did this explicitly for free scalar, spinor, and vector fields. This formulation is given on a higher dimensional space called the \textit{conformal space}. The coordinates on this $d+2$ dimensional space are denoted $y^A = (y^\mu, y^{d+1}, y^{d+2})$, and involve two time-like directions $(y^0, y^{d+2})$. The indices are raised and lowered by the diagonal metric

$$\eta_{AB} = \text{diag}(1, -1, \ldots, -1, 1).$$ (2.2)

(The opposite sign would be better, but we follow some old literature here. The reductions in appendices B and C are, however, performed using the opposite sign.) $SO(d,2)$ acts linearly on the coordinates $y^A$ and leave the scalar products invariant. Following Dirac the ordinary spacetime theory is required to live on a $d+1$-dimensional hypercone in the conformal space. This hypercone is defined through the relation

$$y^2 \equiv \eta_{AB} y^A y^B = 0,$$ (2.3)

which by definition then is invariant under $SO(d,2)$ transformations. Due to the projectiveness of this relation the dimensions of $y^A$ may be chosen freely. Choosing dimension length the Minkowski coordinates $x^\mu$ are reached by the nonlinear point transformation

$$x^\mu = \frac{y^\mu}{y^-} R, \quad y^- \equiv y^{d+2} - y^{d+1},$$
$$x^{d+1} = y^-,$$
$$x^{d+2} = \frac{y^2}{R},$$ (2.4)

where $R$ is a constant with dimension length. This transformation is invertible and the inverse is

$$y^\mu = \frac{x^{d+1}}{R} x^\mu,$$
$$y^- = x^{d+1},$$
$$y^+ = \frac{x^{d+2}}{2x^{d+1} R} - \frac{x^{d+1}}{2R} \eta_{\mu\nu} x^\mu x^\nu, \quad y^+ \equiv \frac{1}{2} (y^{d+2} + y^{d+1}).$$ (2.5)

This transformation is well defined for $y^- \neq 0$ ($x^{d+1} \neq 0$), which is a topological restriction (see also appendix A). The flat metric (2.2) induces now an
invertible metric $g_{AB}(x)$ in the $x^A$-coordinates whose nonzero elements are

$$
    g_{\mu\nu}(x) = \gamma^2 \eta_{\mu\nu}, \quad \gamma \equiv \frac{x^{d+1}}{R},
$$

$$
    g_{(d+1)(d+1)}(x) = \frac{x^{d+2}}{R \gamma^2},
$$

$$
    g_{(d+1)(d+2)}(x) = \frac{1}{2\gamma} = g_{(d+2)(d+1)}(x).
$$

On the hypercone $y^2 = 0$ ($x^{d+2} = 0$) the coordinate of the extra dimension $x^{d+1}$ or $\gamma$ in (2.6) acts as a projective parameter. For the metric above we find a reduction to the Minkowski metric for $x^{d+1} = \pm R$. However, as e.g. the particle models show, $\gamma = x^{d+1}/R$ may be chosen to be an arbitrary function of $x^\mu$ in which case the projected space is turned into an arbitrary conformally flat space. Conformal invariance in the sense of invariance under

$$
    g_{\mu\nu} \to \lambda(x) g_{\mu\nu}
$$

is obviously automatic for all conformal theories which are derivable from the manifestly conformally covariant formulation.

How the manifestly conformally covariant fields are reduced to fields on Minkowski space or the conformally flat space is given in appendices A-C.

### 3 Conformal particle

In [8] one of us gave a Lagrangian for a manifestly conformal invariant free particle in $d = 4$, both for spin zero, spin one-half and partly spin one. The free spin zero particle may alternatively be described by the slightly simpler Lagrangian

$$
    L(\tau) = \frac{1}{2v} y^2 + \lambda y^2,
$$

where we now consider arbitrary spacetime dimensions $d$. The coordinate $y^4$ is an $SO(d, 2)$-vector. Thus, the index $A$ runs here over $d + 2$ different values. $v$ is an einbein variable and $\lambda$ a Lagrange multiplier. The action (3.1) is reparametrization invariant and is of the form of an ordinary free massless particle apart from a term that forces the particle to be on the hypercone $y^2 = 0$. A Hamiltonian analysis of (3.1) yields the first class constraints

$$
    \chi_1 \equiv p^2 = 0, \quad \chi_2 \equiv p \cdot y = 0, \quad \chi_3 \equiv y^2 = 0,
$$

(3.2)
together with the trivial primary constraints $p_v = 0$ and $p_\lambda = 0$. These constraints satisfy a closed Poisson algebra which is an $SL(2,\mathbb{R})$-algebra. We have $(\{y^A, p_B\} = \delta^A_B)$

$$\{\chi_1, \chi_2\} = -2\chi_1, \quad \{\chi_2, \chi_3\} = -2\chi_3, \quad \{\chi_1, \chi_3\} = -4\chi_2. \quad (3.3)$$

A Dirac quantization of these constraints yields the wave equations (given in [9] for $d = 4$)

$$y^2\Phi(y) = 0, \quad \Box\Phi(y) = 0, \quad (y \cdot \partial + (d + 2)/2)\Phi(y) = 0. \quad (3.4)$$

The first equation is solved by the ansatz

$$\Phi(y) = \delta(y^2)\phi(y). \quad (3.5)$$

The remaining equations in (3.4) require then

$$\Box\phi(y) = 0, \quad (y \cdot \partial + d/2 - 1)\phi(y) = 0 \quad (3.6)$$
on the hypercone $y^2 = 0$. For $d = 4$ these equations are identical to the wave equations for a scalar field given by Dirac in [1].

### 3.1 The spinor model

A corresponding supersymmetric version of the Lagrangian (3.1) is (cf [8,15])

$$L(\tau) = \frac{1}{2v}y^2 + \frac{i}{2}\psi \cdot \dot{\psi} + ipy \cdot \psi + \lambda y^2, \quad (3.7)$$

where $\psi^A$ is a real, odd Grassmann variable which also is an $SO(d, 2)$-vector. $\rho$ is a real, odd Grassmann variable which acts as an additional Lagrange multiplier to $\lambda$. A Hamiltonian analysis requires here $\psi^A$ to satisfy the symmetric Poisson relations ($\eta^{AB}$ is the $SO(d, 2)$-metric)

$$\{\psi^A, \psi^B\} = i\eta^{AB}. \quad (3.8)$$

The Hamiltonian analysis of (3.7) yields furthermore the first class constraints

$$\chi_1 \equiv p^2 = 0, \quad \chi_2 \equiv p \cdot y = 0, \quad \chi_3 \equiv y^2 = 0,$$

$$\chi_4 \equiv p \cdot \psi = 0, \quad \chi_5 \equiv y \cdot \psi = 0. \quad (3.9)$$
apart from the primary constraints \( p_v = 0, p_\lambda = 0, \) and \( p_\rho = 0. \) Their Poisson algebra is a supersymmetric \( \text{SL}(2,\mathbb{R}) \): They satisfy (3.3) and
\[
\{\chi_4, \chi_4\} = i\chi_1, \quad \{\chi_5, \chi_5\} = i\chi_3, \quad \{\chi_4, \chi_5\} = i\chi_2, \\
\{\chi_4, \chi_1\} = 0, \quad \{\chi_4, \chi_2\} = -\chi_4, \quad \{\chi_4, \chi_3\} = -2\chi_5, \\
\{\chi_5, \chi_1\} = 2\chi_4, \quad \{\chi_5, \chi_2\} = \chi_5, \quad \{\chi_5, \chi_3\} = 0. \tag{3.10}
\]
A Dirac quantization yields here the wave equations (given in [9] for \( d = 4 \))
\[
\Gamma \cdot \partial \Psi(y) \equiv \hat{\phi} \Psi(y) = 0, \quad y \cdot \Gamma \psi(y) \equiv \hat{y} \Psi(y) = 0, \tag{3.11}
\]
where \( \Gamma^A \) are \( \gamma \)-matrices satisfying the anticommutation relations
\[
[\Gamma^A, \Gamma^B]_+ = 2\eta^{AB}. \tag{3.12}
\]
They are therefore matrices of dimensions \( 2^{(d+2)/2} \times 2^{(d+2)/2} \). (Here as well as in the following it is clear that a manifestly conformally invariant formulation only exists for even spacetime dimensions \( d \).) Notice that the equations (3.11) imply
\[
y^2 \Psi(y) = 0, \quad \Box \Psi(y) = 0, \quad (y \cdot \partial + (d + 2)/2) \Psi(y) = 0, \tag{3.13}
\]
since \((\hat{y})^2 = y^2, (\hat{\phi})^2 = \Box, \) and \([\hat{y}, \hat{\phi}]_+ = 2y \cdot \partial + d + 2 \). The second equation in (3.11) is solved by the ansatz
\[
\Psi(y) = \delta(y^2) \hat{y} \psi(y), \tag{3.14}
\]
The equations (3.11) and (3.13) require then
\[
\hat{y} \hat{\phi} \psi(y) = 0, \quad \hat{y} (y \cdot \partial + d/2) \psi(y) = 0, \tag{3.15}
\]
on the hypercone \( y^2 = 0 \). Later we shall impose the natural stronger condition
\[
(y \cdot \partial + d/2) \psi(y) = 0. \tag{3.16}
\]
For \( d = 4 \) the equations (3.15) and (3.16) agree with Dirac’s wave equations in [1] apart from that Dirac considered a four-spinor instead of an eight-spinor (interpreted as two four-spinors in [9]). It is always possible to project out a four-spinor by a conformal chiral condition. (For discussions of these properties, see also [4] and references therein.)

4 Conformal particle in external fields

Here we shall consider the spinless particle in the previous section in various external fields.
4.1 Conformal particle in an external scalar field

The spinless particle in an external scalar field may be described by the reparametrization invariant action

\[ L(\tau) = \frac{1}{2v} \dot{y}^2 - \frac{1}{2} vg^k \phi^k(y) + \lambda y^2, \quad (4.1) \]

where \( \phi \) is the external scalar field, and \( g \) a real coupling constant. \( k \) is a constant (a positive integer). A Dirac analysis yields here the constraints

\[ \chi_1 \equiv p^2 + g^k \phi^k(y) = 0, \quad \chi_2 \equiv p \cdot y = 0, \quad \chi_3 \equiv y^2 = 0. \quad (4.2) \]

In order for these constraints to satisfy the same algebra (3.3) as the free constraints (3.2) the external field must satisfy the homogeneity condition

\[ (y \cdot \partial + 2/k) \phi(y) = 0. \quad (4.3) \]

Comparison with the last property in (3.6) of the free spinless particle we find

\[ k = \frac{4}{d - 2}, \quad (4.4) \]

which means that \( k = 2 \) for \( d = 4 \), and \( k = 1 \) for \( d = 6 \), and that \( k \) is fractional for \( d > 6 \).

4.2 Conformal particle in an external vector field

The spinless particle in an external vector field is described by the reparametrization invariant action [8]

\[ L(\tau) = \frac{1}{2v} \dot{y}^2 - g A_B(y) \dot{y}^B + \lambda y^2. \quad (4.5) \]

A Dirac analysis yields here the constraints:

\[ \chi_1 \equiv (p + gA(y))^2 = 0, \quad \chi_2 \equiv (p + gA(y)) \cdot y = 0, \quad \chi_3 \equiv y^2 = 0. \quad (4.6) \]

These constraints satisfy SL(2,R) provided

\[ y^A F_{AB}(y) = 0, \quad F_{AB}(y) \equiv \partial_A A_B(y) - \partial_B A_A(y). \quad (4.7) \]

This condition is satisfied if we impose [1,8]

\[ y^A A_A(y) = 0, \quad (y \cdot \partial + 1) A_B(y) = 0. \quad (4.8) \]

Notice that the second constraint in (4.6) then becomes \( \chi_2 \equiv p \cdot y = 0 \). (The conditions (4.7) and (4.8) were also considered by Dirac [1].)
4.3 Conformal particle in an external second order tensor field

The spinless particle in an external second order symmetric tensor field may be described by the reparametrization invariant action

\[ L(\tau) = \frac{1}{2v} \dot{y}^2 - \frac{g}{2v} H_{AB}(y) \dot{y}^A \dot{y}^B + \lambda y^2, \quad (4.9) \]

which may be rewritten as

\[ L(\tau) = \frac{1}{2v} \dot{y}^A G_{AB}(y) \dot{y}^B + \lambda y^2, \quad (4.10) \]

where

\[ G_{AB}(y) \equiv \eta_{AB} - g H_{AB}(y). \quad (4.11) \]

We find now the constraints

\[ \chi_1 \equiv p_A G^{AB}(y) p_B = 0, \quad \chi_2 \equiv p_A G^{AB}(y) y_B = 0, \]
\[ \chi_3 \equiv y^2 = 0, \quad (4.12) \]

where \( G^{AB}(y) \) and \( G_{AB}(y) \) are required to satisfy

\[ G^{AB}(y) G_{BC}(y) = \delta^A_C. \quad (4.13) \]

The condition that these constraints satisfy an SL(2,R)-algebra is then satisfied if \( y^A \equiv \eta^{AB} y_B \)

\[ y^A = G^{AB}(y) y_B, \quad y \cdot \partial G^{AB}(y) = 0. \quad (4.14) \]

For the external field \( H_{AB}(y) \) this demands

\[ y^A H_{AB}(y) = 0, \quad y \cdot \partial H_{AB}(y) = 0. \quad (4.15) \]

4.4 Conformal particle in an external tensor field of arbitrary order

The spinless particle in an external symmetric tensor field of order \( s \) may be described by the reparametrization invariant action

\[ L(\tau) = \frac{1}{2v} \dot{y}^2 - \frac{g}{s! v^{s-1}} H_{A_1 \ldots A_s}(y) \dot{y}^{A_1} \ldots \dot{y}^{A_s} + \lambda y^2. \quad (4.16) \]
The conjugate momentum is here

$$p_A = \frac{\partial L(\tau)}{\partial \dot{y}^A} = \frac{1}{v} \dot{y}_A - \frac{g}{(s - 1)!} H_{AB_1\ldots B_{s-1}}(y) \dot{y}^{B_1} \cdots \dot{y}^{B_{s-1}}.$$ (4.17)

$\dot{y}$ expressed in terms of $p$ may be found by the ansatz

$$\dot{y}^A = v \left( p^A + \sum_{n=1}^{\infty} \Lambda^{AB_1\ldots B_{s-n}}(y) p_{B_1} \cdots p_{B_{s-n}} \right).$$ (4.18)

This inserted into (4.17) determines the $\Lambda$’s. We find to the lowest orders

$$\Lambda^{AB_1\ldots B_{s-1}}(y) = \frac{g}{(s - 1)!} H^{AB_1\ldots B_{s-1}}(y),$$

$$\Lambda^{AB_1\ldots B_{s-3}}(y) = \frac{g^2}{(s - 1)!(s - 2)!} \left( H^{AB_1\ldots B_{s-2}C}(y) H^{B_{s-1}\ldots B_{s-2}} C(\dot{y}) \right) \text{sym} B_i,$$ (4.19)

where $\text{sym} B_i$ means symmetrization in the indices $B_i, i = 1, \ldots, 2s - 2$.

It is clear that the $n$th order $\Lambda$ has the form $\Lambda_n = k_{ns} g^n H^n$, where $k_{ns}$ is a constant dependent on $n$ and $s$. The Lagrangian (4.16) yields the constraints (we suppress indices)

$$\chi_1 \equiv \frac{1}{s!}, \quad \chi_2 \equiv \frac{1}{\left(\frac{s}{2}\right)!}, \quad \chi_3 \equiv g^2 (s - 1)!,$$ (4.20)

where $f_n(s)$ are constant factors which to lowest orders are

$$f_1(s) = \frac{1}{s!}, \quad f_2(s) = \frac{1}{\left(\frac{s}{2}\right)!^2}.$$ (4.21)

The constraints (4.20) satisfy an SL(2,R)-algebra if

$$H_{A_1\ldots A_{s-1}C}(y) y^C = 0, \quad (y \cdot \partial - s + 2) H_{A_1\ldots A_s}(y) = 0,$$ (4.22)

independent of the form of the constants $f_n(s)$. Notice that the first equality implies

$$\chi_2 \equiv p \cdot y.$$ (4.23)

in (4.20). However, notice also that $\chi_1$ for $s > 2$ still contains higher order powers than two in $p$. This means that the equations of the wave functions will be of higher order than two for $s > 2$. The result (4.22), which also was obtained from a different setting in [21], agrees with the previous results for $s = 1$ and $s = 2$. 
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5 Conformal particles of arbitrary spins generalized to arbitrary dimensions

Manifestly conformal particle models in $d = 4$ for arbitrary spins were constructed in [14, 15]. These models are analogous to the relativistic particle models of arbitrary spins given in [26] (cf. [27, 28]) partly reviewed in appendix D. Their Lagrangians are $O(N)$ extended supersymmetric models which describe a free particle with spin $s = N/2$. The geometrical Lagrangian for these manifestly conformal particles is given in [15], which also could be simplified along the line of section 3. The Lagrangian (3.7) is then the $s = 1/2$ model. In the following we generalize the models for arbitrary $s$ to arbitrary spacetime dimensions $d$, and refer to them as the $s = N/2$ theory when arbitrary $d$ is considered. Notice, however, that they describe a spin $s$ particle only in $d = 4$. The scalar model in section 3 may also be called the $s = 0$ model.

The derivation of the conformal models in [14, 15] were performed using the results of Bracken and Jessup in [10]. Here we follow this derivation for arbitrary $d$ and derive the Dirac quantization of these models in a straightforward manner. (Previously a BRST quantization was performed in [15].)

Bracken and Jessup had shown that any model satisfying the massless Klein-Gordon equation is manifestly conformally invariant if (all indices are $SO(d, 2)$-indices.)

$$W_{AB} |\psi\rangle = 0, \quad W_{AB}^\dagger = W_{BA}, \quad (5.1)$$

where

$$W_{AB} \equiv J_{AC} J^C_B + J_{BC} J^C_A + \frac{2}{d + 2} \eta_{AB} J_{CD} J^{CD} = W_{BA}, \quad W_A^A = 0, \quad (5.2)$$

where in turn $J_{AB}$ is the total angular momentum for the particle in $d + 2$ dimensions. We have

$$J_{AB} = L_{AB} + S_{AB} = -J_{BA}, \quad L_{AB} = y_A p_B - y_B p_A, \quad (5.3)$$

where $S_{AB}$ represents the spin degrees of freedom. Notice that $y_A, p_A$, and $S_{AB}$ are operators satisfying

$$[y^A, p_B] = i\delta^A_B, \quad [S_{AB}, y^C] = [S_{AB}, p_C] = 0. \quad (5.4)$$
All this was originally formulated for $d = 4$. Here we formally extend these results to arbitrary dimensions $d$. $J_{AB}$, $L_{AB}$ and $S_{AB}$ satisfy the $SO(d, 2)$-algebra:

$$[J_{AB}, J_{CD}] = i(\eta_{AD}J_{BC} + \eta_{BC}J_{AD} - \eta_{AC}J_{BD} - \eta_{BD}J_{AC}). \quad (5.5)$$

If we define $W_{AB}^{(J)} \equiv W_{AB}$, then we may write

$$W_{AB} = W_{AB}^{(L)} + W_{AB}^{(L,S)} + W_{AB}^{(S)}, \quad (5.6)$$

where $W_{AB}^{(L)}$ and $W_{AB}^{(S)}$ are analogous to $W_{AB}^{(J)}$, and where

$$W_{AB}^{(L,S)} \equiv 2\left(L_{AC}S_{B}^{C} + L_{BC}S_{A}^{C} - \frac{2}{d + 2}\eta_{AB}L_{CD}S_{DC}^{C}\right). \quad (5.7)$$

The different parts in (5.6) are of different degrees in $S_{AB}$. It is therefore natural to look for a solution of (5.1) which also satisfies

$$W_{AB}^{(L)}|\psi\rangle = 0, \quad W_{AB}^{(L,S)}|\psi\rangle = 0, \quad W_{AB}^{(S)}|\psi\rangle = 0. \quad (5.8)$$

We may then always extract some elementary constraints from these conditions which we may use to define the manifestly conformally invariant particle. We notice first that

$$W_{AB}^{(L)} = (y_{A}p_{B} + y_{B}p_{A} + p_{A}y_{B} + p_{B}y_{A})D - 2y_{A}y_{B}p^{2} - 2p_{A}p_{B}y^{2} +\frac{2}{d + 2}\eta_{AB}(y^{2}p^{2} + p^{2}y^{2}) - \frac{4}{d + 2}\eta_{AB}D^{2}, \quad (5.9)$$

where

$$D \equiv \frac{1}{2}(y \cdot p + p \cdot y). \quad (5.10)$$

Thus,

$$p^{2}|\psi\rangle = 0, \quad y^{2}|\psi\rangle = 0, \quad D|\psi\rangle = 0 \quad \Rightarrow \quad W_{AB}^{(L)}|\psi\rangle = 0. \quad (5.11)$$

These conditions are identical to the quantum conditions (3.4) of the spinless particle as it should be for $S_{AB} = 0$. Next we consider some representations of $S_{AB}$. We start with the multi-fermionic formulation

$$S^{AB} \equiv \frac{1}{2}i\sum_{j=1}^{N}(\psi_{j}^{B}\psi_{j}^{A} - \psi_{j}^{A}\psi_{j}^{B}), \quad (5.12)$$
where the operators $\psi^A_j$ are hermitian (and Grassmann odd) and satisfy the anticommutation relation

$$[\psi^A_i, \psi^B_j] = -\delta_{ij} \eta^{AB}. \tag{5.13}$$

We find then

$$W^{(L,S)}_{AB} = 2i \sum_j (y_A \psi_{jB} + y_B \psi_{jA})(\psi_j \cdot p) -$$

$$-2i \sum_j (\psi_{jB} p_A + \psi_{jA} p_B)(\psi_j \cdot y) -$$

$$-\frac{4i}{d+2} \eta_{AB} \sum_j \left( (y \cdot \psi_j)(\psi_j \cdot p) - (\psi_j \cdot p)(\psi_j \cdot y) \right). \tag{5.14}$$

Hence,

$$\psi_j \cdot p |\psi\rangle = 0, \quad \psi_j \cdot y |\psi\rangle = 0 \quad \Rightarrow \quad W^{(L,S)}_{AB} |\psi\rangle = 0. \tag{5.15}$$

Finally, we have

$$W^{(S)}_{AB} = -\sum_{l \neq k} (\psi_{kA} \psi_{lB} + \psi_{kB} \psi_{lA}) \psi^C_l \psi^D_l + \frac{2}{d+2} \eta_{AB} \sum_{l \neq k} (\psi_{kD} \psi^D_l \psi_{kC} \psi^C_l). \tag{5.16}$$

Hence,

$$(\psi^C_k - \psi^C_l) |\psi\rangle = 0 \quad \forall l, k \quad \Rightarrow \quad W^{(S)}_{AB} |\psi\rangle = 0. \tag{5.17}$$

For the multi-fermionic representation (5.12) we have then ($\hat{\chi}_n$ are hermitian)

$$\hat{\chi}_n |\psi\rangle = 0 \quad \Rightarrow \quad W_{AB} |\psi\rangle = 0, \tag{5.18}$$

where

$$\hat{\chi}_1 \equiv p^2, \quad \hat{\chi}_2 \equiv D, \quad \hat{\chi}_3 \equiv y^2, \tag{5.19}$$

$$\hat{\chi}_{3+j} \equiv \psi_j \cdot p, \quad \hat{\chi}_{3+N+j} \equiv \psi_j \cdot y, \tag{5.20}$$

$$\hat{\chi}_{3+2N+j} \equiv \frac{1}{2} (\psi_i \cdot \psi_j - \psi_j \cdot \psi_i). \tag{5.21}$$

The last constraint operators are antisymmetric in $i$ and $j$ and their number is $N(N-1)/2$. The commutator algebra of these $\hat{\chi}_n$ is an $O(N)$-extended
supersymmetric $SL(2, R)$-algebra. The corresponding reparametrization invariant particle model is given by the Hamiltonian

$$H = \sum_n \lambda_n \chi_n,$$

where $\chi_n$ are the classical counterparts to the operators (5.19)-(5.21). The geometrical Lagrangian and further properties for $d = 4$ are given in [15].

For $N = 1$ we have the spinor model treated in section 3. In the multifermionic case we find instead of (3.14) $\Psi(y) = \delta(y^2)(\prod_i \delta_i)\psi(y)$, where the multi-spinor $\psi(y)$ then satisfies the homogeneity property $(y \cdot \partial + d/2 + 1 - N)\psi(y) = 0$ (cf [14]). We expect such a multispinor to represent spin $s = N/2$ in $d = 4$, since it should correspond to the relativistic multispinor model in [26] (see also [27, 28]).

One may now derive all possible manifestly conformally invariant spinning particle models by inserting various forms for $S_{AB}$ in the formulas above.

6 Free conformal tensor fields from the conformal particle models

For $N$ even in (5.12) we may derive manifestly conformally covariant tensor fields from the general quantization procedure of the preceding section. (We expect these tensor fields to correspond to the similar tensor fields which follow from the corresponding quantization of the relativistic particle models reviewed in appendix D.) What we have to do is simply to introduce nonhermitian operators defined by

$$b^A_k \equiv \frac{1}{\sqrt{2}} (\psi^{A}_{(2k-1)} - i \psi^{A}_{2k}), \quad k = 1, \ldots, s \equiv N/2, \quad (s = 1, 2, \ldots),$$

which after quantization satisfy the anticommutation relations

$$[b_{iA}, b_{jB}^+] = -\delta_{ij} \eta_{AB},$$

due to (5.13). In terms of these operators $S_{AB}$ in (5.12) becomes

$$S^{AB} = i \sum_{j=1}^n (b^{Bj}_j b^{A\dagger}_j - b^{A\dagger}_j b^{Bj}_j).$$

As before we solve the condition (5.11) by (5.8). (5.11) is still valid. (5.15) and (5.17) have to be rearranged. In terms of the oscillators (6.1), (5.15)
acquires the form
\[ p \cdot b_j |\psi\rangle = 0, \quad y \cdot b_j |\psi\rangle = 0 \]

\[ \Rightarrow W_{AB}^{(L,S)} |\psi\rangle = 0. \quad (6.4) \]

and (5.17) becomes
\[ (b_k b^C_l - b_l b^C_k) |\psi\rangle = 0 \quad \Rightarrow \quad \Rightarrow W_{AB}^{(S)} |\psi\rangle = 0. \quad (6.5) \]

The algebra of the elementary constraints is of course identical to what we had in the previous section.

We may solve the conditions (5.11), (6.4) and (6.5) by means of the following general ansatz of the state vector: (the sum is over all possible values of \( n_j, j = 1, \ldots, s \))
\[ |\psi\rangle \equiv |F\rangle = \sum_{n_j} F_{A_1 \cdots A_n; B_1 \cdots B_{n_2}; C_1 \cdots C_{n_3}; \cdots} |0\rangle_{A_1 \cdots A_n; B_1 \cdots B_{n_2}; C_1 \cdots C_{n_3}; \cdots}, \]

(6.6)

where
\[ |0\rangle_{A_1 \cdots A_n; B_1 \cdots B_{n_2}; C_1 \cdots C_{n_3}; \cdots} \equiv b_1^{A_1 \dagger} \cdots b_n^{A_n \dagger} b_1^{B_1 \dagger} \cdots b_2^{B_{n_2} \dagger} b_3^{C_1 \dagger} \cdots b_3^{C_{n_3} \dagger} \cdots |0\rangle, \]
\[ b_j^{A_j \dagger} |0\rangle = 0, \quad p_A |0\rangle = 0. \quad (6.7) \]

The last conditions in (6.5) contain the restrictions
\[ (b_j^{C_j \dagger} + (d + 2)/2) |F\rangle = 0, \quad (6.8) \]

which implies that the s field contains s sets of \((d + 2)/2\) antisymmetric indices (i.e. \( n_j = (d + 2)/2 \) in (6.6)). From (6.5) we have furthermore
\[ (b_k b^C_l - b_l b^C_k) |\psi\rangle = 0 \quad \Rightarrow \quad (b_k b^C_l - b_l b^C_k) |\psi\rangle = 0 \]
\[ \Rightarrow \Rightarrow W_{AB}^{(S)} |\psi\rangle = 0, \quad \forall l \neq k, \quad (6.9) \]

which yields the following symmetry properties of the tensor field: \( F_{\cdots} \) is symmetric under interchange of any two groups of \((d + 2)/2\) antisymmetric indices. Furthermore, all contractions over the groups are zero: \((n = (d+2)/2 \) in the following)
\[ F_{AA_2 \cdots A_n; B_2 \cdots B_{n_2}; C_1 \cdots C_{n_3}; \cdots} |y\rangle = 0, \quad \text{etc.} \quad (6.10) \]
From (5.11) we find
\[ y^2 F = 0 \iff y^2 F_{A_1 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) = 0, \]
\[ p^2 F = 0 \iff \Box F_{A_1 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) = 0, \]
\[ D F = 0 \iff (y \cdot \partial + (d + 2)/2) F_{A_1 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) = 0. \]

(6.11)

Finally, (6.4) yields
\[ p \cdot b_j F = 0 \iff \partial A_{A_2 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) = 0, \text{ etc.} \]
\[ p \cdot b_j^\dagger F = 0 \iff \partial [A_{A_2 \ldots A_{n+1}}; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) = 0, \text{ etc.} \]
\[ y \cdot b_j F = 0 \iff y A_{A_2 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) = 0, \text{ etc.} \]
\[ y \cdot b_j^\dagger F = 0 \iff y[A_{A_2 \ldots A_{n+1}}; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) = 0, \text{ etc.} \]

where \( n \equiv (d + 2)/2 \), and where etc means the same relations for the \( B \)-indices, \( C \)-indices etc.

The first condition in (6.11) is solved by
\[ F_{A_1 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) = \delta(y^2) F_{A_1 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y), \] and the remaining two conditions require then
\[ \Box F_{A_1 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) = 0, \]
\[ (y \cdot \partial + d/2 - 1) F_{A_1 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) = 0, \]

on the hypercone \( y^2 = 0 \). Notice that \( F \ldots \) in (6.16) is ambiguously defined since (6.16) is invariant under the transformation
\[ F_{A_1 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) \rightarrow F_{A_1 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y) + y^2 \tilde{F}_{A_1 \ldots A_n; B_1 \ldots B_n; C_1 \ldots C_n; \ldots} (y), \]

for arbitrary functions \( \tilde{F} \ldots \). This ambiguity will be discussed in section 8.

Below we give some simple solutions of these equations:
6.1 \(s = 1\) theories

In this case we have only one anticommuting oscillator \(b^A\), which means that we have only one set of \((d + 2)/2\) antisymmetric indices. Below we treat \(d = 2, 4, 6\), and give the structure for arbitrary dimensions \(d\).

6.1.1 \(s = 1\) in \(d = 2\)

The basic field is here \(F_{AB}\) due to (6.8). The conditions (6.11) imply

\[
F_{AB}(y) = \delta(y^2) F_{AB}(y),
\]

(6.20)

and

\[
\Box F_{AB}(y) = 0, \quad y \cdot \partial F_{AB}(y) = 0,
\]

(6.21)
on the hypercone. In the following we will omit the statements ”on the hypercone”, since most equations are ambiguous off the hypercone. (Later in the field theory case in section 8 we will discuss the precise properties of the equations.) Condition (6.15) is solved by

\[
F_{AB}(y) = y_A F_B(y) - y_B F_A(y), \quad (y \cdot \partial + 1) F_A(y) = 0,
\]

(6.22)

and condition (6.14) requires

\[
y^A F_{AB}(y) = 0 \quad \Rightarrow \quad y^A F_A(y) = 0.
\]

(6.23)

Condition (6.13) is solved by

\[
F_A(y) = \partial_A \phi(y), \quad y \cdot \partial \phi(y) = 0,
\]

(6.24)

where the last expression follows from the last relation in (6.23). It is consistent with the previous homogeneity of scalar fields in \(d = 2\). Condition (6.12) yields

\[
\partial^A F_{AB}(y) = 2 F_B(y),
\]

(6.25)

if the last relation in (6.23) is valid even off the hypercone, and if

\[
\partial^A F_A(y) = 0 \quad \Leftrightarrow \quad \Box \phi(y) = 0
\]

(6.26)

which is consistent with the first relation in (6.21).
There are several ambiguities in the above relations. Apart from the general ambiguity of the hypercone the definition of $F_A$ in (6.22) is invariant under the transformation

$$F_A(y) \rightarrow F_A(y) + y_A U(y), \quad (y \cdot \partial + 2) U(y) = 0. \quad (6.27)$$

This ambiguity is partly fixed by the first relation in (6.24). Notice, however, that the transformation

$$\phi(y) \rightarrow \phi(y) + \frac{1}{2} y^2 U(y) \quad (6.28)$$

reproduces (6.27) on the hypercone. A further ambiguity enters the equations of motion. The first equation in (6.21) requires

$$\Box F_A(y) = y_A S(y), \quad (y \cdot \partial + 4) S(y) = 0, \quad (6.29)$$

where $S$ is an arbitrary function. However, this property is obviously connected to the arbitrariness off the hypercone of (6.26) from (6.24).

### 6.1.2 $s = 1$ in $d = 4$ (spin one)

The basic field is here $F_{ABC}$ due to (6.8). The conditions (6.11) imply

$$F_{ABC}(y) = \delta(y^2) F_{ABC}(y), \quad \Box F_{ABC}(y) = 0, \quad (y \cdot \partial + 1) F_{ABC}(y) = 0. \quad (6.30)$$

Condition (6.15) yields the solution

$$F_{ABC}(y) = y_A F_{BC}(y) + y_B F_{CA}(y) + y_C F_{AB}(y), \quad (y \cdot \partial + 2) F_{AB}(y) = 0, \quad (6.31)$$

and (6.13) is then solved by

$$F_{AB}(y) = \partial_A A_B(y) - \partial_B A_A(y). \quad (6.32)$$

Eq. (6.31) may therefore alternatively be written as

$$F_{ABC}(y) = L_{AB} A_C(y) + L_{BC} A_A(y) + L_{CA} A_B(y), \quad (6.33)$$

where

$$L_{AB} \equiv y_A \partial_B - y_B \partial_A. \quad (6.34)$$
The condition (6.14) yields from (6.31)
\[ y^A F_{ABC}(y) = 0 \Rightarrow y^A F_{AB}(y) = y_B K(y), \] (6.35)
which from (6.32) and the last property in (6.30) implies
\[ y^A A_A(y) = 0, \quad (y \cdot \partial + 1) A_B(y) = 0, \] (6.36)
which is in agreement with the external field result (4.8). Notice that \( \partial_B(y^A A_A) = -y_B K. \)

Apart from the general ambiguity off the hypercone we notice that (6.31) is invariant under the transformations
\[ F_{AB}(y) \to F'_{AB}(y) = F_{AB}(y) + y_A U_B(y) - y_B U_A(y), \]
\[ (y \cdot \partial + 3) U_A(y) = 0 \] (6.37)
for arbitrary functions \( U_A. \) The expression (6.32) partly fix this invariance. Notice, however, that the transformation
\[ A_B(y) \to A'_B(y) = A_B(y) - y_B \phi(y) \] (6.38)
yields
\[ F_{AB}(y) \to F'_{AB}(y) = F_{AB}(y) + L_{AB} \phi(y), \] (6.39)
which is of the form (6.37) \( (U_A = \partial_A \phi). \) Thus, (6.38) is a gauge transformation in the theory. That \( F_{ABC} \) is left invariant by (6.38) may also be seen directly from (6.33). We have also the standard gauge invariance under
\[ A_B(y) \to A'_B(y) = A_B(y) + \partial_B \Lambda(y) \] (6.40)
for arbitrary functions \( \Lambda, \) since (6.40) leave \( F_{AB} \) invariant.

From (6.30) and (6.31) we find
\[ \Box F_{ABC}(y) = 0 \Rightarrow \Box F_{AB}(y) = y_A S_B(y) - y_B S_A(y), \] (6.41)
where \( S_A \) are arbitrary functions. Eq. (6.12) yields, if we assume that the first relation in (6.36) is valid even off the hypercone (a choice to be made in section 8),
\[ \partial^A F_{ABC}(y) = 2 F_{BC}(y) \Rightarrow \partial^A F_{AB}(y) = y_B S(y). \] (6.42)
The functions \( S_A \) and \( S \) reduce the number of equations for \( F_{AB}. \) They are arbitrary unphysical functions which only are restricted by the self-consistency of (6.41) and (6.42) which requires
\[ (y \cdot \partial + 5) S_A(y) = 0, \quad (y \cdot \partial + 4) S(y) = 0. \] (6.43)
In fact, they are related. From $\Box (y^A F_{AB}) = 0$ again assuming the first relation in (6.36) to be valid even off the hypercone we find

$$S(y) = \frac{1}{2} y^A S_A(y). \quad (6.44)$$

The unphysical functions $S_A$ and $S$ do not appear in connection to the field $F_{ABC}$ in (6.31) or equivalently (6.33). This field is therefore insensitive to the values of the $S$-functions. The field $F_{ABC}$ has previously been treated in [5, 16].

### 6.1.3 $s = 1$ in $d = 6$

In $d = 6$ we have a field with four antisymmetric indices due to (6.8). The conditions (6.11) yield

$$F_{ABCD}(y) = \delta(y^2) F_{ABCD}(y), \quad \Box F_{ABCD}(y) = 0,$$

$$(y \cdot \partial + 2) F_{ABCD}(y) = 0. \quad (6.45)$$

Condition (6.15) yields the solution

$$F_{ABCD}(y) = y_A F_{BCD}(y) - y_B F_{CDA}(y) + y_C F_{DAB}(y) - y_D F_{ABC}(y), \quad (6.46)$$

where $F_{ABC}$ is totally antisymmetric. The homogeneity in (6.45) requires

$$(y \cdot \partial + 3) F_{ABC}(y) = 0. \quad (6.47)$$

Condition (6.14) yields

$$y^A F_{ABCD}(y) = 0 \quad \Rightarrow \quad y^A F_{ABC}(y) = y_B K_C(y) - y_C K_B(y),$$

$$y^A K_A(y) = 0. \quad (6.48)$$

Condition (6.13) may be written as

$$\partial_A F_{BCD}(y) - \partial_B F_{CDA}(y) + \partial_C F_{DAB}(y) - \partial_D F_{ABC}(y) = 0, \quad (6.49)$$

and this condition is solved by the expression

$$F_{ABC}(y) = \partial_A A_{BC}(y) + \partial_B A_{CA}(y) + \partial_C A_{AB}(y), \quad (6.50)$$

where $A_{BC}$ is antisymmetric. (6.47) and (6.48) imply then

$$y^A A_{AB}(y) = 0, \quad (y \cdot \partial + 2) A_{BC}(y) = 0, \quad (6.51)$$
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since
\[ y^A F_{ABC} = - \partial_B (y^A A_{AC}) + \partial_C (y^A A_{AB}). \] (6.52)

Eq. (6.50) inserted into (6.46) leads to the following alternative expression for the original field
\[ F_{ABCD}(y) = L_{AB} A_{CD}(y) + L_{AC} A_{DB}(y) + L_{BC} A_{DA}(y) + L_{CD} A_{AB}(y), \] (6.53)
where \( L_{AB} \) is given by (6.34).

Apart from the general ambiguity off the hypercone we notice that (6.46) is invariant under the transformation
\[ F_{ABC} \rightarrow F_{ABC} + y_A U_{BC}(y) + y_B U_{CA}(y) + y_C U_{AB}(y), \] (6.54)
for arbitrary antisymmetric functions \( U_{AB} \). This invariance is partly fixed if we choose \( F_{ABC} \) to be of the form (6.50). Notice, however, that the transformation
\[ A_{AB}(y) \rightarrow A_{AB}(y) - y_A V_B(y) + y_B V_A(y), \quad y^A V_A(y) = 0 \] (6.55)
yields
\[ F_{ABC} \rightarrow F_{ABC} + L_{AB} V_C(y) + L_{BC} V_A(y) + L_{CA} V_B(y), \] (6.56)
which is of the form (6.54) with \( U_{AB} = \partial_A V_B - \partial_B V_A \). Thus, (6.55) is a gauge transformation in the theory. One may also easily check that the expression (6.53) is invariant under (6.55). Apart from this gauge invariance we also have invariance under
\[ A_{AB}(y) \rightarrow A_{AB}(y) + \partial_A \Lambda_B(y) - \partial_B \Lambda_A(y) \] (6.57)
for arbitrary functions \( \Lambda_A \).

From (6.46) we find that the equation in (6.43) requires
\[ \Box F_{ABC}(y) = y_A S_{BC}(y) + y_B S_{CA}(y) + y_C S_{AB}(y), \] (6.58)
where \( S_{AB} \) are arbitrary antisymmetric functions. Self-consistency of (6.58) requires
\[ (y \cdot \partial + 6) S_{ABC}(y) = 0. \] (6.59)
Assuming the first relation in (6.51) to be valid even off the hypercone we find also
\[
\begin{align*}
\partial^A F_{ABCD}(y) &= 2F_{BCD}(y), \\
\partial^A F_{ABC}(y) &= y_BS_C(y) - y_C S_B(y),
\end{align*}
\] (6.60)
where
\[
S_A(y) = \frac{1}{2} y^BS_{BA}(y). \quad (6.61)
\]

6.1.4 \( s = 1 \) in arbitrary even dimensions \( d \)

In arbitrary even dimensions \( d \) the \( s = 1 \) theory leads to a field with \( d/2 + 1 \) antisymmetric indices. Condition (6.13) is then solved by expressing this field in terms of fields with \( d/2 \) antisymmetric indices and the coordinate \( y^A \) linearly as in (6.31) and (6.36). Condition (6.13) may then be solved by writing this latter fields as follows
\[
F_{ABC...}(y) = \sum_{\text{antisym}(ABC...)} \partial_A A_{BC...}(y). \quad (6.62)
\]
where \( A_{BC...}(y) \) are antisymmetric fields with \( d/2 - 1 \) indices as in (6.32) and (6.50). The homogeneity (6.18) requires then
\[
(y \cdot \partial + d/2) F_{ABC...}(y) = 0, \quad (y \cdot \partial + d/2 - 1) A_{BC...}(y) = 0. \quad (6.63)
\]
We notice that (6.62) yields
\[
y^A F_{ABC...}(y) = \sum_{\text{antisym}(BC...)} \partial_B (y^A A_{BC...-A}(y)). \quad (6.64)
\]
Condition (6.14) may therefore always be solved by requiring
\[
y^A A_{ABC...}(y) = 0. \quad (6.65)
\]
If this relation is valid even off the hypercone then the field (6.62) satisfies the following properties
\[
\begin{align*}
y^A F_{ABC...}(y) &= 0, \\
\Box F_{ABC...}(y) &= \sum_{\text{antisym}(ABC...)} y_A S_{BC...}(y), \\
\partial^A F_{ABC...}(y) &= \sum_{\text{antisym}(BC...)} y_B S_{CD...}(y), \\
(y \cdot \partial + d/2 + 3) S_{BC...}(y) &= 0, \\
(y \cdot \partial + d/2 + 2) S_{CD...}(y) &= 0, \\
S_{CD...}(y) &= \frac{1}{2} y^BS_{BCD...}(y), \quad (6.66)
\end{align*}
\]
where the arbitrary unphysical functions $S_{ABC...}$ are totally antisymmetric. The values of the $S$-functions do not affect the original fields with $d/2 + 1$ antisymmetric indices.

Further properties of the $s = 1$ theory will be discussed in section 8.

6.2 $s = 2$ in $d = 4$

For $s = 2$ in $d = 4$ which should be a spin two model we have a tensor field with two sets of three antisymmetric indices due to the ansatz (6.6) and the conditions (6.8). We set
\[
R_{ABCDEF}(y) \equiv F_{ABC;DEF}(y)
\]
in the following. Conditions (6.11) yield
\[
R_{ABCDEF}(y) = \delta(y^2)R_{ABCDEF}(y), \quad \Box R_{ABCDEF}(y) = 0,
\]
\[
(y \cdot \partial + 1)R_{ABCDEF}(y) = 0.
\]
The conditions (6.15) are here solved by the expression
\[
R_{ABCDEF}(y) = \sum_{\text{antisym}(ABC)} \sum_{\text{antisym}(DEF)} y_A R_{BCDE}(y) y_F =
\]
\[
y_A R_{BCDE}(y) y_F + y_B R_{CADE}(y) y_F + y_C R_{ABDE}(y) y_F +
\]
\[
y_A R_{BCFD}(y) y_E + y_B R_{CAFDE}(y) y_E + y_C R_{ABFD}(y) y_E +
\]
\[
y_A R_{BCEF}(y) y_D + y_B R_{CAEF}(y) y_D + y_C R_{ABEF}(y) y_D,
\]
where the field $R_{BCDE}$ is antisymmetric in $BC$ and in $DE$, and satisfies the homogeneity condition
\[
(y \cdot \partial + 3)R_{ABCD}(y) = 0
\]
from (6.68). Two of the conditions in (6.9) require
\[
R_{ABCDEF}(y) - R_{BCDAEF}(y) + R_{CDABEF}(y) - R_{DABCEF}(y) = 0,
\]
\[
R_{ABCDEF}(y) - R_{ABDEFC}(y) + R_{ABEFCD}(y) - R_{ABFCDE}(y) = 0,
\]
\[
\Rightarrow R_{ABCDEF}(y) = R_{DEFABC}(y),
\]
which may be solved by the conditions
\[
R_{ABCD}(y) + R_{BCAD}(y) + R_{CABD}(y) = 0,
\]
\[
R_{ABCD}(y) + R_{ACDB}(y) + R_{ADBC}(y) = 0,
\]
\[
\Rightarrow R_{ABCD}(y) = R_{CDAB}(y).
\]
The field $R_{ABCD}$ has then the symmetry properties of a Riemann tensor. Notice, however, that $R_{ABCD}$ is not uniquely defined by (6.69) and (6.72). In fact, these expressions are invariant under the following transformation
\begin{align*}
R_{ABCD}(y) &\rightarrow R_{ABCD}(y) + y_A U_{BCD}(y) - y_B U_{ACD}(y) + \\
&+ y_C U_{DAB}(y) - y_D U_{CAB}(y),
\end{align*}
(6.73)
where $U_{BCD}$ are arbitrary functions satisfying the properties
\begin{align*}
U_{ABC}(y) &= -U_{ACB}(y), \quad (y \cdot \partial + 4)U_{ABC}(y) = 0, \\
U_{ABC}(y) + U_{BCA}(y) + U_{CAB}(y) &= 0.
\end{align*}
(6.74)
Condition (6.14) requires then
\begin{equation}
y^A R_{ABCDE}(y) = 0 \quad \Rightarrow \quad y^A R_{ABCD}(y) = 0,
\end{equation}
(6.75)
up to the arbitrariness of the $U$-functions in (6.73). Conditions (6.13) may be solved by the conditions
\begin{align*}
\partial_A R_{BCDE}(y) + \partial_B R_{CADE}(y) + \partial_C R_{ABDE}(y) &= 0, \\
\partial_C R_{ABDE}(y) + \partial_D R_{ABCE}(y) + \partial_E R_{ABCD}(y) &= 0,
\end{align*}
(6.76)
which have the solution
\begin{align*}
R_{ABCD}(y) &= \frac{1}{2} \left( \partial_A \partial_C H_{BD}(y) + \\
&+ \partial_B \partial_D H_{AC}(y) - \partial_B \partial_C H_{AD}(y) - \partial_A \partial_D H_{BC}(y) \right),
\end{align*}
(6.77)
which is the linearized Riemann tensor.

The remaining conditions have to do with the equations of motion. The conditions (6.9) requires in addition to (6.72)
\begin{equation}
R^A_{BCDEA}(y) = 0,
\end{equation}
(6.78)
which requires
\begin{align*}
R^A_{BCA}(y) &= y_B S_C(y) - y_C S_B(y), \\
y^A S_A(y) &= 0, \quad (y \cdot \partial + 4)S_A(y) = 0.
\end{align*}
(6.79)
The arbitrary functions $S_A$ are unphysical since they do not affect the original tensor (6.74). The equation of motion in (6.68) requires
\begin{equation}
\Box R_{ABCD}(y) = y_A S_{BCD}(y) - y_B S_{ACD}(y) + y_C S_{DAB} - y_D S_{CAB}(y),
\end{equation}
(6.80)
where the arbitrary unphysical functions \( S_{ABC} \) satisfy

\[
S_{ABC}(y) = -S_{ACB}(y), \quad S_{ABC}(y) + S_{BCA}(y) + S_{CAB}(y) = 0,
\]

\[(y \cdot \partial + 6)S_{ABC}(y) = 0. \quad (6.81)\]

Finally, we find from \( \Box (y^A R_{ABCD}) = 0 \) assuming the last relation in (6.75) to be valid even off the hypercone

\[
\partial^A R_{ABCD}(y) = y_B S_{CD}(y) - y_C \tilde{S}_{DB}(y) + y_D \tilde{S}_{CB}(y),
\]

\[
S_{AB}(y) = \frac{1}{2} y^C S_{CAB}(y), \quad \tilde{S}_{AB}(y) = \frac{1}{2} y^C S_{ACB}(y),
\]

\[
\Rightarrow S_{AB} = \tilde{S}_{AB} - \tilde{S}_{BA}(y). \quad (6.82)
\]

There are several problems with this \( s = 2 \) theory. However, the main problem is the homogeneity condition (6.70), which in (6.77) requires

\[(y \cdot \partial + 1)H_{AB}(y) = 0, \quad (6.83)\]

in disagreement with the external field result in (4.15). The complete Riemann tensor in terms of the symmetric metric tensor \( G_{AB}(y) \) may be written as

\[
R_{ABCD}(y) = \frac{1}{2} \left( \partial_A \partial_C G_{BD}(y) + \partial_B \partial_D G_{AC}(y) - \partial_B \partial_C G_{AD}(y) - \partial_A \partial_D G_{BC}(y) \right) + G^{EF}(y) \left( \Gamma_{EAC}(y) \Gamma_{FBD}(y) - \Gamma_{EDA}(y) \Gamma_{FBC}(y) \right), \quad (6.84)
\]

where

\[
\Gamma_{ABC}(y) \equiv \frac{1}{2} \left( \partial_B G_{AC}(y) + \partial_C G_{AB}(y) - \partial_A G_{BC}(y) \right). \quad (6.85)
\]

The homogeneity condition in (6.70) requires here

\[(y \cdot \partial + 1)G_{AB}(y) = 0 \quad \Rightarrow \quad (y \cdot \partial - 1)G^{AB}(y) = 0 \quad (6.86)\]

in disagreement with the external field result in (4.14). Since the linearized Riemann tensor (6.77) follows from (6.84) with \( G_{AB} = \eta_{AB} + H_{AB} \) the results (6.83) and (6.86) agree. The properties in (6.86) are bad since they do not allow a constant flat metric in empty space (\( G_{AB} = \eta_{AB} \)).

It is remarkable that the condition

\[
y^A R_{ABCD}(y) = 0 \quad (6.87)
\]
requires
\[ y \cdot \partial G_{AB}(y) = 0, \quad y^A G_{AB}(y) = y_B \] (6.88)
in agreement with the external field result in (4.14). This equation requires then
\[ y \cdot \partial H_{AB}(y) = 0, \quad y^A H_{AB}(y) = 0. \] (6.89)
in agreement with (4.15).

We are therefore convinced that the external field result is the correct result. In the next section we indicate what has to be changed in the considered particle models for \( s \geq 2 \).

7 Homogeneity and the order of the field equations

The appropriate homogeneity of the fields depends on the order of the field equations. Consider the equation
\[ \Box^k \mathcal{F}_{A_1 \cdots A_n; B_1 \cdots B_n; C_1 \cdots C_n; \cdots}(y) = 0 \] (7.1)
for any positive integer \( k \). In abstract operator language this is given by the condition
\[ (p^2)^k |\mathcal{F}\rangle = 0 \] (7.2)
in terms of the general state vector (6.6). As before we also impose the hypercone condition
\[ y^2 |\mathcal{F}\rangle = 0. \] (7.3)
Consistency between (7.2) and (7.3) requires
\[ [(p^2)^k, y^2] |\mathcal{F}\rangle = 0, \] (7.4)
which simplifies to
\[ (D - 2k + 2) |\mathcal{F}\rangle = 0, \] (7.5)
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where $D$ is given by (5.10). Thus, instead of (6.11) we have now the conditions

\[
y^2 F_{\cdots}(y) = 0,
\]
\[
\Box^k F_{\cdots}(y) = 0,
\]
\[
(y \cdot \partial + d/2 - k + 2) F_{\cdots}(y) = 0,
\]

which reduce to

\[
F_{\cdots}(y) = \delta(y^2) F_{\cdots}(y),
\]
\[
\Box^k F_{\cdots}(y) = 0,
\]
\[
(y \cdot \partial + d/2 - k) F_{\cdots}(y) = 0.
\]

### 7.1 Implications for $s \geq 2$

In order to have the homogeneity

\[
y \cdot \partial G_{AB}(y) = 0
\]

as demanded by the external field result (4.14) and the condition that $G_{AB}(y)$ should contain the constant flat metric $\eta_{AB}$, the Riemann tensor (6.84) must satisfy the homogeneity

\[
(y \cdot \partial + 2) R_{ABCD}(y) = 0
\]

instead of (6.70). For the original tensor field (6.67) in $d = 4$ this property of $R_{ABCD}$ requires

\[
(y \cdot \partial + 2) R_{ABCDEF}(y) = 0
\]

from (6.69) and (7.7). Comparison between (7.12) and (7.6) requires then an equation of the type

\[
\Box^2 R_{ABCDEF}(y) = 0,
\]

instead of (6.68). Notice then that (6.12) may not be imposed since (6.12) and (6.13) together imply the second order field equation.

Now we do not have a complete particle theory for particles yielding tensor fields satisfying higher order equations. The above results are therefore
heuristic. We may equally well imagine that we have complete theories for symmetric tensor fields like the external fields treated in section 4. The homogeneity \( \text{(7.10)} \) implies then directly from \( \text{(7.8)} \) and \( \text{(7.9)} \) equations like

\[
\Box^2 G_{AB}(y) = 0 \quad \text{(7.14)}
\]

in arbitrary dimensions. This indicates that conformal gravity will enter here. This will be confirmed later.

Similarly from \( \text{(7.8)} \) and \( \text{(7.9)} \) the external field result \( \text{(4.22)} \) implies equations of the order

\[
\Box^s H_{A_1 \ldots A_s}(y) = 0, \quad s \geq 1, \quad \text{(7.15)}
\]

where \( s \) is the rank of the symmetric external tensor field.

### 8 Field theories in the conformal space

So far fields have only entered as wave functions in the quantization of conformal particle models or as external fields in these models. Now we want to construct pure field theories formulated in the \( d + 2 \) dimensional conformal space. The wave equations and the properties of the external fields in the previous sections will then serve as a guiding principle.

All treated manifestly conformally covariant particle models lead to a set of wave equations where one equation is the restriction to the hypercone \( y^2 = 0 \). This equation has the form

\[
y^2 F_{\ldots}(y) = 0 \quad \text{(8.1)}
\]

with the solution

\[
F_{\ldots}(y) = \delta(y^2) F_{\ldots}(y). \quad \text{(8.2)}
\]

In the previous treatments we found that the external fields were more like the \( F_{\ldots} \)-fields. The peculiar delta function on the hypercone certainly makes the \( F_{\ldots} \)-fields look more similar to the fields we usually handle as compared to \( F_{\ldots} \). When we now develop a field theory we find it therefore natural to start from the \( F_{\ldots} \)-fields and their properties. Now, \( F_{\ldots} \) in \( \text{(8.2)} \) lives on the \( d + 1 \) dimensional hypercone \( y^2 = 0 \). This means that the equation \( \text{(8.1)} \) reduces the dimension by one. One problem with this restriction is that when dealing with the \( F_{\ldots} \)-fields one very easily may leave the hypercone by
various manipulations. Following Dirac [1] it is therefore better to let \( F_\cdot(y) \) be defined in the \( d + 2 \) dimensional conformal space and instead require invariance under the gauge transformation

\[
F_\cdot(y) \rightarrow F_\cdot(y) + y^2 \tilde{F}_\cdot(y), \tag{8.3}
\]

where \( \tilde{F}_\cdot(y) \) is an arbitrary function. The only restriction being that \( F_\cdot(y) \) and \( \tilde{F}_\cdot(y) \) must be smooth on the hypercone, \( i.e. \) they must be possible to Taylor expand in \( y^2 \). The class of functions defined by the transformations (8.3) represents then one unique function on the hypercone \( y^2 = 0 \) but otherwise quite arbitrary. We shall refer to (8.3) as the special gauge transformation off the hypercone.

By means of (8.3) we may now develop a more geometrical field theory in \( d + 2 \) dimensions. In the particle models we always have a condition of homogeneity. \( F_\cdot \) is \( e.g. \) always required to have a definite degree of homogeneity, however, this implies that \( F_\cdot \) only has a definite homogeneity up to \( y^2 \) terms. This is consistent with the gauge invariance under (8.3). Now we believe (like Dirac) that we always may restrict this arbitrariness by requiring a definite homogeneity in the whole conformal space (called strong homogeneity in the sequel). In the following treatments we shall therefore always require \( F_\cdot(y) \) to have a homogeneity of degree \( n \) in the entire \( d + 2 \) dimensional conformal space (of course, chosen in accordance with previous results):

\[
(y \cdot \partial - n)F_\cdot(y) = 0. \tag{8.4}
\]

This implies that we partially fix the arbitrary functions \( \tilde{F}_\cdot \) in (8.3) by the homogeneity condition

\[
(y \cdot \partial - n + 2)\tilde{F}_\cdot(y) = 0. \tag{8.5}
\]

The basic idea for the field theories in the \( d + 2 \) dimensional conformal space to be defined below is that they will always be required to be invariant under the special gauge transformation (8.3), which means that they are effectively defined on the \( d + 1 \) dimensional hypercone. One consequence is then that one may always fix the gauge by requiring

\[
\frac{\partial}{\partial y^2}(F'_\cdot(y)) = 0, \quad F'_\cdot(y) = F_\cdot(y) + y^2 \tilde{F}_\cdot(y), \tag{8.6}
\]

which means that \( F'_\cdot \) is independent of \( y^2 \) and therefore is effectively defined in terms of \( d + 1 \) coordinates. The homogeneity condition (8.4) may then be used to further reduce the field \( F'_\cdot \) to \( d \) dimensions as is described in appendix A. (Unfortunately, in the case of tensor fields to be described below we will be unable to choose the gauge (8.6) in this simple direct way since we then have to further restrict \( \tilde{F}_\cdot(y). \))
8.0.1 Scalar fields

The Dirac quantization of the spinless conformal particle led to the equations (3.4). The condition (8.1) was solved by (3.5), and $\phi(y)$, which is the $F_{\cdots}$ field here, was required to satisfy equations (3.6) on the hypercone $y^2 = 0$. Imposing the corresponding strong homogeneity on $\phi(y)$ one may easily check that (3.6) is invariant under the transformation

$$\phi(y) \rightarrow \phi(y) + y^2 \tilde{\phi}(y)$$

(8.7)

for arbitrary fields $\tilde{\phi}(y)$ only restricted by the homogeneity condition

$$(y \cdot \partial + d/2 - 3) \tilde{\phi}(y) = 0.$$  

(8.8)

The external scalar field in subsection 4.1 is also a field of this type and the formulation (4.1) seems to be invariant under (8.7).

8.0.2 Spinor fields

The $s = 1/2$ model (3.7) led to the field equations (3.11) and (3.13). Two of the conditions were solved in (3.14), i.e.

$$\Psi(y) = \delta(y^2) \psi(y),$$

(8.9)

where then $\psi(y)$ has to satisfy (3.15) on the hypercone $y^2 = 0$. Here we impose the strong homogeneity condition (3.16). One may easily check that (8.9) as well as (3.15) and (3.16) are invariant under the gauge transformations

$$\psi(y) \rightarrow \psi(y) + \dot{y}_\lambda(y), \quad (y \cdot \partial + d/2 + 1) \chi(y) = 0.$$  

(8.10)

(This gauge transformation was not clearly stated by Dirac. However, it may be found in e.g. [29].)

8.1 Tensor fields

As soon as tensor fields are involved the situation becomes more complex. All tensor fields satisfy transversality conditions like (6.14). For the $F_{\cdots}$-fields we have then transversality on the hypercone (called weak transversality in the sequel). Since we want geometrical field theories in the conformal space it is natural to impose strong transversality valid in the entire conformal space. This was e.g. imposed for the external tensor fields in section 4. However, such a restriction causes complications what concerns the reduction to $d$ dimensions. Below we explain these complications in the cases of $s = 1$, and $s = 2$ in $d = 4$.  
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8.1.1 \( s = 1 \) fields

The \( s = 1 \) theory in section 6 for arbitrary dimensions \( d \) yields the totally antisymmetric field, \( F_{ABC...} \), with \( d/2 + 1 \) indices from the basic condition (8.1). Condition (6.15) is then solved by the expression

\[
F_{ABC...}(y) = \sum_{\text{antisym}(ABC...)} y_A F_{BC...}(y),
\]

\[
(y \cdot \partial + d/2 - 1)F_{ABC...}(y) = 0, \quad (y \cdot \partial + d/2)F_{BC...}(y) = 0, \quad (8.11)
\]

where \( F_{BC...} \) on the right-hand side is totally antisymmetric with \( d/2 \) indices. This latter field, which we also will call the intermediate \( F \)-field, may be transformed as follows

\[
F_{BC...}(y) \rightarrow F_{BC...}(y) + \sum_{\text{antisym}(BC...)} y_B U_{CD...}(y),
\]

\[
(y \cdot \partial + d/2 + 1)U_{CD...}(y) = 0, \quad (8.12)
\]

without affecting the original field in (8.11). \( U_{CD...}(y) \) are arbitrary antisymmetric functions with \( d/2 - 1 \) indices. The transversality condition (6.14) requires

\[
y^A F_{ABC...}(y) = y^2 F'_{BC...}(y), \quad (8.13)
\]

where consistency requires

\[
y^B F'_{BC...}(y) = 0. \quad (8.14)
\]

Equations (8.11), (8.12) and (8.14) implies

\[
F_{BC...}(y) = F_{BC...}(y) + \sum_{\text{antisym}(BC...)} y_B U_{CD...}(y). \quad (8.15)
\]

Condition (6.13) may be solved by the expression

\[
F_{BCD...}(y) = \sum_{\text{antisym}(BCD...)} (\partial_B A_{CD...}(y)),
\]

\[
(y \cdot \partial + d/2 - 1)A_{CD...}(y) = 0, \quad (8.16)
\]

which implies

\[
y^B F_{BCD...}(y) = - \sum_{\text{antisym}(BCD...)} \partial_C (y^B A_{BD...}(y)). \quad (8.17)
\]
In order for $F_{BCD\ldots}$ in \((8.16)\) to have the general form \((8.15)\) we have to assume that $A_{BD\ldots}$ satisfies weak transversality
\[
y^B A_{BC\ldots}(y) = y^2 B_{CD\ldots}'(y) \Rightarrow (y \cdot \partial + d/2)B_{CD\ldots}'(y) = 0, \quad y^C B_{CD\ldots}'(y) = 0, \quad (8.18)
\]
where $B_{CD\ldots}'$ is totally antisymmetric with $d/2 - 2$ indices. Combining \((8.15)\), \((8.16)\), \((8.17)\) and \((8.18)\) we find that \((8.16)\) requires $U_{CD\ldots}$ in \((8.15)\) to be of the form
\[
U_{CD\ldots}(y) = \sum_{\text{antisym}(CD\ldots)} (\partial C B_{CD\ldots}'(y)), \quad (8.19)
\]
and that $F_{BCD\ldots}'$ in \((8.15)\) is of the form \((8.16)\) with $A_{BC\ldots}$ replaced by $A_{BC\ldots}'$ satisfying strong transversality
\[
y^B A_{BC\ldots}'(y) = 0, \quad (8.20)
\]
This allows us to set
\[
A_{BC\ldots}(y) = A_{BC\ldots}'(y) + \sum_{\text{antisym}(BCD\ldots)} (y_B B_{CD\ldots}'(y)) \quad (8.21)
\]
Notice that we may replace $B_{CD\ldots}'$ by $B_{CD\ldots}$ without affecting $A_{BC\ldots}$ by the expression
\[
B_{BC\ldots}(y) = B_{BC\ldots}'(y) + \sum_{\text{antisym}(BCD\ldots)} (y_B \phi_{CD\ldots}'(y)),
\]
\[(y \cdot \partial + d/2 + 1)\phi_{CD\ldots}'(y) = 0, \quad y^C \phi_{CD\ldots}'(y) = 0, \quad (8.22)\]
where $\phi_{CD\ldots}'$ is totally antisymmetric with $d/2 - 3$ indices. $B_{BC\ldots}$ satisfies then weak transversality
\[
y^B B_{CD\ldots}(y) = y^2 \phi_{CD\ldots}'(y). \quad (8.23)
\]
One may then proceed and replace $\phi_{CD\ldots}'$ in \((8.22)\) by $\phi_{CD\ldots}$ satisfying weak transversality by a similar expression etc. Anyway transformations of the type
\[
A_{BC\ldots}(y) \rightarrow A_{BC\ldots}(y) + \sum_{\text{antisym}(BC\ldots)} (y_B K_{C\ldots}(y)), \quad (8.24)
\]
are obviously gauge transformations in the theory if $K_{C\ldots}$ is totally antisymmetric satisfying at least weak transversality. In addition we have of course
the standard gauge invariance of the intermediate $F$-field under the transformations

$$A_{CD\ldots}(y) \rightarrow A_{CD\ldots} + \sum_{\text{antisym}(CD\ldots)} \partial_C \Lambda_{D\ldots}(y),$$

$$(y \cdot \partial + d/2 - 2) \Lambda_{D\ldots}(y) = 0 \quad (8.25)$$

for arbitrary antisymmetric functions $\Lambda_{D\ldots}$.

Consider now the special gauge transformations off the hypercone. For the basic elementary fields $A_{BC\ldots}$ with $d/2 - 1$ indices this transformation is of the form

$$A_{BC\ldots}(y) \rightarrow A_{BC\ldots}(y) + y^2 \tilde{A}_{BC\ldots}(y),$$

$$(y \cdot \partial + d/2 + 1) \tilde{A}_{BC\ldots}(y) = 0. \quad (8.26)$$

This implies for the intermediate $F$-field with $d/2$ indices

$$F_{BCD\ldots}(y) \rightarrow F_{BCD\ldots}(y) + y^2 \tilde{F}_{BCD\ldots}(y) +$$

$$+ \sum_{\text{antisym}(BCD\ldots)} 2(y_B \tilde{A}_{CD\ldots}(y)) \quad (8.27)$$

from (8.16). The last terms are of the form of the last terms in (8.12) ($U_{CD\ldots} = 2 \tilde{A}_{CD\ldots}$). The original $F_{ABC\ldots}$-fields with $d/2 + 1$ indices transforms therefore exactly like the $A_{BC\ldots}$-fields:

$$F_{ABC\ldots}(y) \rightarrow F_{ABC\ldots}(y) + y^2 \tilde{F}_{ABC\ldots}, \quad (8.28)$$

where $\tilde{F}_{ABC\ldots}$ is exactly the same expression as $F_{ABC\ldots}$ but with $A_{BC\ldots}$ replaced by $\tilde{A}_{BC\ldots}$.

Due to their large invariances it looks like the original field in (8.11) should be particularly useful. However, this is not the case. From (8.13) it follows that this field always satisfy weak transversality even when the intermediate $F$-field and the elementary $A$-field satisfy strong transversality. Another peculiar property is that the divergence of these fields are expressed in terms of the $F'$-fields (see section 6 and eq.(8.35) below). Furthermore, we have not found any natural way that they may enter the Lagrangian theory to be treated in the next section.

In order to define a maximally geometric field theory it is natural to impose strong transversality. We have seen that the gauge invariances of the theory always allow us to choose the $A$-field to be strongly transverse,

$$y^B A_{BC\ldots}(y) = 0, \quad (8.29)$$
which implies
\[ y^B F_{BC...}(y) = 0, \] (8.30)
for the intermediate \( F \)-field with \( d/2 \) indices. With these conditions the field theory becomes more geometric. The price we pay for these conditions is that the gauge degrees of freedom of the intermediate \( F \)-field now is fixed. The condition (8.29) does not allow for gauge transformations of the form (8.24). What is more serious is that the special gauge transformations off the hypercone (8.26) also have to be restricted. In fact, the condition (8.29) forces us to impose
\[ y^B \bar{A}_{BC...}(y) = 0 \] (8.31)
in (8.26). Unfortunately, this restriction is then too strong to allow for the gauge (8.6). In fact, this is obvious since (8.29) does not allow for a solution of the form (8.6). What we have to do then is to remember that the solution is of the form
\[ A_{BC...}(y) = V_{BC...}(y) - \sum_{\text{antisym}(BC...)} (y_B \phi_{CD...}(y), \]
from (8.21) where both \( V_{BC...} \) and \( \phi_{CD...} \) satisfy weak transversality,
\[ y^B V_{BC...}(y) = y^2 \phi_{CD...}(y), \quad y^C \phi_{CD...} = y^2 \Lambda_{D...}(y). \] (8.33)
The fields \( V_{BC...}, \phi_{CD...} \) and \( \Lambda_{D...} \) are totally antisymmetric with \( d/2 - 1, \)
\( d/2 - 2 \) and \( d/2 - 3 \) indices, with the homogeneities
\[ (y \cdot \partial + d/2 - 1)V_{BC...}(y) = 0, \quad (y \cdot \partial + d/2)\phi_{CD...}(y) = 0, \]
\[ (y \cdot \partial + d/2 + 1)\Lambda_{D...}(y) = 0. \] (8.34)
For the fields \( V_{BC...} \) and \( \phi_{CD...} \) in (8.32) we may apply unrestricted gauge transformations off the hypercone which means that for these fields we may choose the gauge (8.6). The \( y^2 \)-dependence in \( A_{BC...} \) is then isolated in the explicit \( y \)'s in (8.32). (See appendix B where the reduction for \( d = 4 \) is explicitly performed.)

Consider now the equations of motion. For the original field in (8.11) we find from (6.12) and (6.17) on the hypercone
\[ \partial^A F_{ABC...}(y) = 2F_{BC...}(y), \]
\[ \Box F_{ABC...}(y) = 0. \] (8.35)
From the expression in (8.11) we find for the intermediate $F$-field the equations (6.66) on the hypercone which are given by

\[
\Box F_{ABC\ldots}(y) = \sum_{\text{antisym}(ABC\ldots)} y_A S_{BC\ldots}(y),
\]

\[
\partial^A F_{ABC\ldots}(y) = \sum_{\text{antisym}(BC\ldots)} y_B S_{CD\ldots}(y),
\]

\[\left(y \cdot \partial + d/2 + 3\right) S_{BC\ldots}(y) = 0,\]

\[\left(y \cdot \partial + d/2 + 2\right) S_{CD\ldots}(y) = 0,\]

\[
S_{CD\ldots}(y) = \frac{1}{2} y^B S_{BCD\ldots}(y),
\]

(8.36)

where $S_{ABC\ldots}$ are arbitrary totally antisymmetric functions. These equations are consistent with the strong transversality (8.30), and the relations between the equations follow from the consistency condition $\Box (y^A F_{ABC\ldots}) = 0$. Notice also that the second equation satisfies the consistency condition $\partial^A (y^B F_{ABC\ldots}) = 0$. The $S$-functions do not affect the original fields and are therefore unphysical. Only in this form are the equations invariant under the special gauge transformations off the hypercone. The transformations (8.26) only affect the $S$-functions. We find

\[
S_{BC\ldots}(y) \rightarrow S'_{BC\ldots}(y) = S_{BC\ldots}(y) + 2\Box \tilde{A}_{BC\ldots}(y),
\]

\[
S_{CD\ldots}(y) \rightarrow S'_{CD\ldots}(y) = S_{CD\ldots}(y) - 2\partial^B \tilde{A}_{BC\ldots}(y),
\]

\[
S'_{CD\ldots}(y) = \frac{1}{2} y^B S'_{BCD\ldots}(y).
\]

(8.37)

The $S$-functions reduce the number of equations for the intermediate field $F_{ABC\ldots}$ and their values should be ignored at the end since they are unphysical.

\section*{8.2 $s = 2$ fields in $d = 4$}

In section 6.2 and in section 7 we saw that the $s = 2$ quantum theory in $d = 4$ of the conformal particle was not quite right. The problems were mainly due to the homogeneity and the order of the equations as explained in section 7. Still we found that the Riemann tensor seems to be very natural and should be involved in the correct theory. To start with we assume therefore that the
linearized Riemann tensor (6.77) is relevant and important. It is
\[ R_{ABCD}(y) = \frac{1}{2} \left( \partial_A \partial_C H_{BD}(y) + \right. \]
\[ + \partial_B \partial_D H_{AC}(y) - \partial_B \partial_C H_{AD}(y) - \partial_A \partial_D H_{BC}(y) \), \tag{8.38} \]
where \( H_{AB} \) is the elementary field. It is symmetric and satisfies the strong homogeneity condition
\[ y \cdot \partial H_{AB}(y) = 0 \Rightarrow (y \cdot \partial + 2) R_{ABCD}(y) = 0. \tag{8.39} \]
The special gauge transformation off the hypercone
\[ H_{AB}(y) \rightarrow H_{AB}(y) + y^2 \tilde{H}_{AB}(y), \]
\[ (y \cdot \partial + 2) \tilde{H}_{AB}(y) = 0, \tag{8.40} \]
implies then for (8.38)
\[ R_{ABCD}(y) \rightarrow R_{ABCD}(y) + y^2 \tilde{R}_{ABCD}(y) + \]
\[ + \eta_{AC} \tilde{H}_{BD}(y) + \eta_{BD} \tilde{H}_{AC}(y) - \eta_{BC} \tilde{H}_{AD}(y) - \eta_{AD} \tilde{H}_{BC}(y) + \]
\[ + y_A (\partial_C \tilde{H}_{BD}(y) - \partial_D \tilde{H}_{BC}(y)) + y_B (\partial_D \tilde{H}_{AC}(y) - \partial_C \tilde{H}_{AD}(y)) + \]
\[ + y_C (\partial_A \tilde{H}_{BD}(y) - \partial_B \tilde{H}_{AD}(y)) + \eta_{BD} \tilde{H}_{AC}(y) - \partial_A \tilde{H}_{BC}(y)). \tag{8.41} \]
Also here there are problems with the theory in section 6.2 since these transformation properties do not imply that \( R_{ABCDEF} \) in section 6.2 transforms like
\[ R_{ABCDEF}(y) \rightarrow R_{ABCDEF}(y) + y^2 \tilde{R}_{ABCDEF}(y), \tag{8.42} \]
where \( \tilde{R}_{ABCDEF}(y) \) is \( R_{ABCDEF}(y) \) with \( H_{AB} \) replaced by \( \tilde{H}_{AB} \). For a correct theory this is what we should expect. Although the \( y \)-terms are of the form (6.73) with
\[ U_{BCD}(y) = \partial_C \tilde{H}_{BD}(y) - \partial_D \tilde{H}_{BC}(y), \tag{8.43} \]
which means that \( R_{ABCDEF} \) is invariant under this part of (8.41), the \( \eta \)-terms in (8.41) yield additional terms on the right hand side of (8.42). These terms are due to the fact that (8.38) are of second order in the derivatives. Although we have not found the correct \( s = 2 \) theory and the correct underlying conformal particle model, we proceed now with the assumption that the linearized Riemann tensor (8.38) is a relevant intermediate field and that (8.41) is an invariance transformation on the hypercone. In the next section
we shall show that this theory exists and also determine its form within the action formalism.

One may notice that the tensor
\[ W_{ABCD}(y) = \alpha R_{ABCD}(y) + \beta (\eta_{AC} R_{BD}(y) + \eta_{BD} R_{AC}(y) - \eta_{BC} R_{AD}(y) - \eta_{AD} R_{BC}(y)) + \gamma (\eta_{AC} \eta_{BD} - \eta_{BC} \eta_{AD}) R(y), \]
(8.44)
where we have introduced the linearized Ricci tensor and curvature scalar given by
\[ R_{BD} = \eta^{AC} R_{ABCD}(y), \quad R = \eta^{AB} R_{AB}(y), \]
(8.45)
is insensitive to the \( \eta \)-terms in (8.41) for
\[ \alpha + 4\beta = 0, \quad \beta + 5\gamma = 0. \]
(8.46)
In fact, for \( \alpha = 1 \) \( W_{ABCD} \) is then the Weyl tensor in six dimensions. This is an indication that we are here driving towards conformal gravity. Notice, however, that \( W_{ABCD} \) is not the invariant tensor we are looking for since it is not invariant under the \( y \)-terms in (8.41).

Assume now that weak transversality is allowed. For \( H_{AB} \) this requires
\[ y^A H_{AB}(y) = y^2 V_B(y), \quad (y \cdot \partial + 1) V_A(y) = 0. \]
(8.47)
We also assume weak transversality for \( V_A \),
\[ y^A V_A(y) = y^2 \phi(y), \quad (y \cdot \partial + 2) \phi(y) = 0. \]
(8.48)
We may then replace (8.47) by the strong relation
\[ y^A H_{AB}'(y) = 0, \]
(8.49)
where
\[ H_{AB}'(y) = H_{AB}(y) - y_A V_B(y) - y_B V_A(y) + y_A y_B \phi(y), \]
(8.50)
which also may be written as
\[ H_{AB}'(y) = H_{AB}(y) - y_A V_B'(y) - y_B V_A'(y) - y_A y_B \phi(y), \]
(8.51)
where
\[ V_A'(y) = V_A(y) - y_A \phi(y), \quad y^A V_A'(y) = 0. \]
(8.52)
Performing the transformation $H_{AB} \rightarrow H'_{AB}$ in the linearized Riemann tensor (8.38) we find

$$R_{ABCD}(y) \rightarrow R'_{ABCD}(y) = R_{ABCD}(y) + \frac{1}{2} \left( \eta_{AC}M_{BD}(y) + \eta_{BD}M_{AC}(y) - \eta_{BC}M_{AD}(y) - \eta_{AD}M_{BC}(y) + y_A L_{BCD}(y) - y_B L_{ACD}(y) + y_C L_{DAB}(y) - y_D L_{CAB}(y) \right) ,$$

$$M_{AB}(y) \equiv \partial_A V_B(y) + \partial_B V_A(y) - (y_A \partial_B + y_B \partial_A) \phi(y) - \eta_{AB}\phi(y) ,$$

$$L_{ABC}(y) \equiv \partial_A F_{BC} + \frac{1}{2} L_{BC}(y) \partial_A \phi(y) ,$$

$$F_{AB}(y) = \partial_A V_B(y) - \partial_B V_A(y) .$$

(8.53)

This is very similar in structure to (8.41). The $y$-terms are of the form (6.73) and the $\eta$-terms of the form of the $\eta$-terms in (8.41). We assume therefore that this is an invariance transformation in the theory. This gauge invariance we may fix by imposing the strong transversality

$$y^A H_{AB}(y) = 0 \quad \Rightarrow \quad y^A R_{ABCD}(y) = 0 .$$

(8.54)

In fact, (8.39) and (8.54) must be strongly valid by geometrical reasons from (6.88) and the external field results (4.15). However, since the theory we are looking for no longer is invariant under transformations of the type $H_{AB} \rightarrow H'_{AB}$ there is a technical difficulty to go down to $d$ dimensions.

The basic special gauge invariance under (8.40) is restricted by the conditions (8.54). We have now invariance under (8.40), where $\tilde{H}_{AB}$ satisfies

$$(y \cdot \partial + 2) \tilde{H}_{AB}(y) = 0 , \quad y^A \tilde{H}_{AB}(y) = 0 ,$$

(8.55)

which no longer allow for the gauge choice (8.6). The strong condition (8.54) makes it also impossible to choose $H_{AB}$ to be independent of $y^2$. Only the form $H_{AB}$ in (8.50) is such that $H, V$ and $\phi$ may be chosen to be independent of $y^2$. All $y^2$ dependence is then isolated in the explicit $y$’s (see appendix C).

Since the $s = 2$ theory in section 6 is not quite the theory we are looking for, the equations (6.78)-(6.82) are irrelevant here. In the next section we derive the correct equations of motion. Finally it should be mentioned that the linearized Riemann tensor (8.38) is invariant under the ordinary gauge transformation

$$H_{AB}(y) \rightarrow H_{AB}(y) + \partial_A A_B(y) + \partial_B A_A(y) ,$$

$$y^A A_A(y) = 0 , \quad (y \cdot \partial - 1) A_A(y) = 0 ,$$

(8.56)

which is consistent with the strong transversality (8.54).
9 Lagrangians and the action principle for manifestly conformal fields

In this section we propose a powerful consistent action principle for manifestly conformal fields. Actions for manifestly conformal field theories were first seriously treated in [4]. However, in these actions the measure contained a non-covariant delta function. No manifestly conformally covariant equations were therefore possible to derive. In [9] one of us proposed the use of actions with an invariant measure on the hypercone. (Two examples in $d = 4$ were given: free spin one-half and free spin one.) This formulation is here generalized to arbitrary fields in arbitrary dimensions and in addition we give a precise prescription how they are defined and how they are to be treated. We expect this principle to be a powerful means to deal with conformal field theories. Some examples are given below.

The main obstacle to set up an action for the manifestly conformal fields is that they satisfy more than one equation. Of course we could try to introduce extra fields, Lagrange multipliers, for some of the equations. However, here we shall avoid any introduction of extra fields and simply demand that the given fields satisfy some of the required conditions leaving only one field equation to be derived from the action.

The actions to be considered here will all have the form

$$A = \int dy \delta(y^2) \mathcal{L}(y), \quad (9.1)$$

where $dy$ is the natural flat measure on the conformal space involving the $d+2$ coordinates $y^A$. The Lagrangian $\mathcal{L}(y)$ is local in the fields and is required to be a scalar under $SO(d,2)$-transformations. The delta function $\delta(y^2)$ is inserted in order for the action to be defined on the $d+1$-dimensional hypercone $y^2 = 0$. In fact, we require the action to produce equations valid only on the hypercone in consistency with previous equations. We also require that the action [9.1] does not depend on the length scale of the coordinates $y^A$. In order to secure this we require that the Lagrangian density $\mathcal{L}(y)$ is homogeneous with the degree of homogeneity $-d$, i.e. we require the strong relation

$$(y \cdot \partial + d) \mathcal{L}(y) = 0. \quad (9.2)$$

Now, we demand that each manifestly conformal field in the action satisfies a definite strong homogeneity condition in $d+2$ dimensions. Condition [9.2]
determines then the possible forms of the Lagrangians $L(y)$. (This corresponds to dimensional counting in $d$ dimensions.) In addition, the manifestly conformal fields in the action must satisfy a strong transversality condition. Thus, any field $a_{ABC...}(y)$ in (9.1) satisfies typically the conditions

\begin{align}
(y \cdot \partial - n)a_{ABC...}(y) &= 0, \quad y^Aa_{ABC...}(y) = 0, \\
y^Ba_{ABC...}(y) &= 0, \quad y^Ca_{ABC...}(y) = 0, \quad \text{etc.}, \tag{9.3}
\end{align}

where the constant $n$ is the degree of homogeneity of the field $a_{ABC...}(y)$.

A further condition is that it must be allowed to view all fields in $L(y)$ as coming from equations like $y^2F(y) = 0$, i.e. we must require that all fields in $L(y)$ are possible to restrict to the hypercone directly or indirectly as explained in section 8. This condition is satisfied if we require the action to be invariant under the special gauge transformations given in the previous section for each involved field. These gauge transformations are here of the form

\begin{align}
a_{ABC...}(y) \longrightarrow a'_{ABC...}(y) &= a_{ABC...}(y) + y^2\tilde{a}_{ABC...}(y), \tag{9.4}
\end{align}

where $\tilde{a}_{ABC...}(y)$ are arbitrary functions only restricted by the conditions

\begin{align}
(y \cdot \partial - n + 2)\tilde{a}_{ABC...}(y) &= 0, \quad y^A\tilde{a}_{ABC...}(y) = 0, \\
y^B\tilde{a}_{ABC...}(y) &= 0, \quad y^C\tilde{a}_{ABC...}(y) = 0, \quad \text{etc.}, \tag{9.5}
\end{align}

which makes $a'_{ABC...}(y)$ satisfy (9.3). The transversality conditions on $\tilde{a}_{ABC...}$ requires the indirect reduction of $a_{ABC...}(y)$ to $d$ dimensions.

When deriving equations from the action (9.1) we require that the variations are consistent with the imposed conditions (9.3), i.e. we require also the variations $\delta a$ to satisfy (9.3). In the procedure to derive the equations we always drop all total divergences even though they involve the delta function $\delta(y^2)$. Under all these prescriptions we find that all derived equations are of the form

\begin{align}
\delta(y^2)(\cdots) &= 0, \tag{9.6}
\end{align}

i.e. the derived equations are always valid only on the hypercone $y^2 = 0$. Furthermore, in all examples we consider, which are consistent with the above requirements, the derived equations are consistent with the imposed conditions of the form (9.3) on the hypercone. We illuminate now the procedure by means of some explicit examples.
9.1 Scalar field theories

We quantized the spinless conformal particle in section 3 and found the three equations (3.4). By means of (3.5) they were then reduced to the two equations (3.6), one of which is the homogeneity condition

\[(y \cdot \partial + d/2 - 1)\phi(y) = 0,\]  

here viewed as a strong relation. This suggests the following form of the Lagrangian density \(L(y)\):

\[L_0(y) = \frac{1}{2} \phi(y) \Box \phi(y),\]  

which satisfies the condition (9.2) for any dimension \(d\). Furthermore, it is invariant under gauge transformations of the form (9.4). A variation of the corresponding action (9.1) for fields satisfying the homogeneity condition (9.7) produces then the equation

\[\Box \phi(y) = 0\]  

on the hypercone \(y^2 = 0\). Also (9.9) is invariant under the gauge transformations (9.4). However, notice that \(L_0 = 1/2 \partial_4 \phi \partial^4 \phi\) does not reproduce (9.9) for \(d > 2\). In fact, the corresponding action is not invariant under the gauge transformations (9.4) and does not yield an equation on the hypercone \(y^2 = 0\) except for \(d = 2\).

We may also add interaction terms to the free Lagrangian (9.8), like polynomials in the scalar fields. However, this is possible only in \(d \leq 6\) due to the condition (9.2). We have arbitrary self-interactions in \(d = 2\) and self-interactions of the type

\[L(y) = L_0(y) + \phi^4(y) \quad \text{in} \quad d = 4,\]
\[L(y) = L_0(y) + \phi^3(y) \quad \text{in} \quad d = 6.\]  

This is also in agreement with the external field result (4.3)-(4.4). (Lagrangians for scalar fields were also discussed in [4].)

9.2 Spinor field theories

The \(s = 1/2\) particle model produced the equations (3.11) and (3.13). They were partly solved by (3.14) leaving (3.15). In particular we have the homogeneity condition (3.16)

\[(y \cdot \partial + d/2)\psi(y) = 0.\]  
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Imposing this as a strong relation we are here led to the Lagrangian density \[ L_0(y) = \frac{1}{2} \bar{\psi}(y) \gamma^\rho \partial_\rho \psi(y), \quad \bar{\psi}(y) \equiv \psi^\dagger \Gamma^0 \Gamma^{d+2}, \] (9.12)

which from (9.11) satisfies the condition (9.12). The corresponding action produces the equation

\[ \gamma^\rho \partial_\rho \psi(y) = 0 \] (9.13)
on the hypercone \( y^2 = 0 \) provided the field \( \psi(y) \) in (9.12) satisfies (9.11). This agrees with (3.15). There is no allowed self-interaction without derivatives. The action to (9.12) and the equations (9.13) are invariant under the gauge transformation (8.10). The Lagrangian (9.12) and its reduction to \( d = 4 \) was given in [9]. (The spinor Lagrangians in [4] are not consistent with our conditions.)

### 9.3 \( s = 1 \) field theories

The \( s = 1 \) models in section 6 led naturally to antisymmetric tensor fields with \( d/2 + 1 \) indices. However, we have found no good actions for these fields. It turned out, however, that these fields could always be expressed in terms of an antisymmetric tensor field, \( F_.(y) \), with \( d/2 \) indices satisfying the equations (6.66)/(8.36). Condition (6.13) could then be solved by expressing \( F_.(y) \) in terms of a sum of antisymmetric fields \( A_.(y) \) with \( d/2 - 1 \) indices differentiated once. Taking the homogeneity condition in (8.11) in the strong sense, the following Lagrangian density which is consistent with the condition (9.2) suggests itself (the normalization is just a choice):

\[ L_0(y) = \frac{1}{4} F_{ABC..}(y) F^{ABC..}(y), \] (9.14)

where \( F_. \) is given by the expression (8.16), i.e.

\[ F_{ABC..}(y) = \sum_{\text{antisym}(ABC..)} \partial_A A_{BC..}(y). \] (9.15)

(For \( d = 2, 4, 6 \) we have the expressions (6.24), (6.32), and (6.50).) The corresponding action to (9.14) yields naively the equations

\[ \partial^A F_{ABC..}(y) = 0 \] (9.16)
on the hypercone \( y^2 = 0 \) provided the \( A_. \)-fields in (9.15) satisfy the strong homogeneity condition in (8.16), i.e.

\[ (y \cdot \partial + d/2 - 1) A_{BC..}(y) = 0 \] (9.17)
and the strong transversality condition
\[ y^A F_{ABC...}(y) = 0, \] (9.18)
which requires
\[ y^B A_{BC...}(y) = 0. \] (9.19)
Condition (9.18) makes the action to (9.14) invariant under the special gauge transformations (9.4) for \( A_{BC...} \) given by
\[ A_{BC...}(y) \rightarrow A_{BC...}(y) + y^2 \tilde{A}_{BC...}(y), \]
\[ (y \cdot \partial + d/2 + 1) \tilde{A}_{BC...}(y) = 0, \quad y^B \tilde{A}_{BC...}(y) = 0. \] (9.20)
However, the naive equations (9.16) are not invariant under these gauge transformations. We find
\[ \partial^A F_{AB...}(y) \rightarrow \partial^A F_{AB...}(y) + \sum_{\text{antisym}(BC...)} 2y_B \partial^A \tilde{A}_{AC...}(y) \] (9.21)
on the hypercone \( y^2 = 0 \). In fact, the equations (9.16) are incorrect since the conditions (9.19) also restrict the variations of \( A_{BC...} \). The correct equations from the action are instead
\[ \partial^A F_{ABCD...}(y) = \sum_{\text{antisym}(BC...)} y_B S_{CD...}(y) \] (9.22)
on the hypercone \( y^2 = 0 \), where \( S_{BC...} \) are arbitrary unphysical functions. It is remarkable that exactly the same equations appear here as in eq. (6.66) in section 6 (and in eq. (8.36) in section 8). From the self-consistency of (9.22) it follows that \( S_{BC...} \) is totally antisymmetric and satisfies the weak relations
\[ (y \cdot \partial + d/2 + 2) S_{ABC...}(y) = y^2 f_{ABC...}(y), \]
\[ y^A S_{ABC...}(y) = y^2 g_{ABC...}(y), \] (9.23)
in agreement with (6.66)/(8.36). \( S_{ABC...} \) reduces the number of equations for \( A_{BC...} \) (which compensates for (9.19)). The correct equations of motion must be gauge invariant since the actions are gauge invariant. However, due to the restricted variations the equations are not quite tensor equations. They are tensor equations modulus terms involving the arbitrary unphysical functions \( S_{CD...} \). As we pointed out in the previous section the special gauge transformations (9.20) only affect \( S_{CD...} \):
\[ S_{CD...}(y) \Rightarrow S'_{CD...}(y) = S_{CD...}(y) - 2 \partial^A \tilde{A}_{ABC...}(y), \] (9.24)
where both $S_{CD...}$ and $S'_{CD...}$ are equally arbitrary. Since the equations are such that the values of $S_{CD...}$ may be ignored, they are not affected by (9.20) and are therefore gauge invariant. See also appendix B for further clarifications.

In $d = 4$ and $d = 6$ we may add polynomial interaction terms of the following types (in $d = 2$ we have a scalar theory)

$$
\mathcal{L}(y) = \mathcal{L}_0(y) + A^1(y) + A^2(y)\partial A(y) \quad \text{in} \quad d = 4,
$$

$$
\mathcal{L}(y) = \mathcal{L}_0(y) + A^3(y) \quad \text{in} \quad d = 6.
$$

(9.25)

In $d = 4$ we have e.g. manifestly conformal Yang-Mills theories (previously treated in the manifest language in [30] and recently in [19]). It is clear that one has to check that derivative terms are invariant under the gauge transformations (9.4). In fact, the manifestly conformal Yang-Mills action is invariant. We may also give interaction terms which combine scalar, spinor, vector and general $s = 1$ fields. In this way we may e.g. obtain the massless standard model within this manifestly conformal language. Examples of possible interaction terms are

$$
\bar{\psi}(y)\gamma^A\psi(y)A_A(y), \quad \bar{\psi}(y)\gamma^A\psi(y)\phi(y),
$$

(9.26)

where the first one is consistent for any $d$ while the second one is consistent only for $d = 4$.

### 9.4 Linear manifestly conformal gravity in $d = 4$

In order to have the correct homogeneity (7.10) for the metric tensor the Riemann tensor must satisfy (7.11). A Lagrangian satisfying (9.2) in $d = 4$ must then have the form

$$
\mathcal{L}_0(y) = \alpha R_{ABCD}(y)R^{ABCD}(y) + \beta R_{AB}(y)R^{AB}(y) + \gamma R^2(y),
$$

(9.27)

where $\alpha$, $\beta$, and $\gamma$ are real constants. In order to obtain linear equations from (9.27) we have to use the linearized Riemann tensor (8.38), i.e.

$$
R_{ABCD}(y) = \frac{1}{2}\left(\partial_A\partial_CH_{BD}(y) + \partial_B\partial_DH_{AC}(y) - \partial_B\partial_CH_{AD}(y) - \partial_A\partial_DH_{BC}(y)\right),
$$

(9.28)
from which we obtain

\[ R_{AB}(y) = \eta^{CD} R_{ACBD}(y) = \frac{1}{2} \left( \partial_A \partial_B H^C_C(y) + \partial_C \partial^C H_{AB}(y) - \partial_A \partial_C H^C_B(y) - \partial_B \partial_C H^C_A(y) \right), \]

\[ R(y) = \eta^{AB} R_{AB}(y) = \partial_A \partial^A H^B_B(y) - \partial_A \partial_B H^{AB}(y). \] (9.29)

Consistency requires \( H_{AB}(y) \) to satisfy

\[ y \cdot \partial H_{AB}(y) = 0, \quad y^A H_{AB}(y) = 0, \] (9.30)

in the strong sense which also were argued for in sections 6 and 8. It remains to investigate whether or not the corresponding action to (9.27) is invariant under the special gauge transformations (9.4) which here have the form

\[ H_{AB}(y) \to H'_{AB}(y) = H_{AB}(y) + y^2 \tilde{H}_{AB}(y), \] (9.31)

where \( \tilde{H}_{AB} \) is a symmetric field satisfying

\[ (y \cdot \partial + 2) \tilde{H}_{AB}(y) = 0, \quad y^A \tilde{H}_{AB}(y) = 0, \] (9.32)

which is required in order for \( H'_{AB} \) to satisfy (9.30).

We find now that the action to (9.27) is invariant under (9.31) provided

\[ \alpha = 3\gamma, \quad \beta = -6\gamma. \] (9.33)

(The details of these calculations are similar to the corresponding calculations in section 12 (see (12.19)-(12.21)).) Independently, we find that (9.27) yields equations on the hypercone \( y^2 = 0 \), i.e. equations without terms with derivatives of the delta function \( \delta(y^2) \), only if (9.33) is satisfied. In this derivation the variations of \( H_{AB} \) must also satisfy (9.30).

For the allowed class of Lagrangians,

\[ \mathcal{L}_0(y) = \gamma \left( 3 R_{ABCD}(y) R^{ABCD}(y) - 6 R_{AB}(y) R^{AB}(y) + R^2(y) \right), \] (9.34)

we find the equations \( \gamma \neq 0 \)

\[ \delta(y^2) \left( \Box^2 H^C_C \eta_{AB} - \Box \partial_C \partial_D H^{CD} \eta_{AB} - \partial_A \partial_B \Box H^C_C - 2 \partial_A \partial_B \partial_C \partial_D H^{CD} - 3 (\Box H_{AB} - \Box \partial_A \partial_C H^C_B - \Box \partial_B \partial_C H^C_A) + y_A S_B(y) + y_B S_A(y) \right) = 0, \] (9.35)
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where $S_A$ are arbitrary unphysical functions which enters since the variation of $H_{AB}$ satisfies $y^A \delta H_{AB} = 0$. Self-consistency of (9.35) requires that $S_A$ satisfies the weak relations

$$(y \cdot \partial + 5)S_A(y) = y^2 f_A(y), \quad y^A S_A(y) = y^2 g(y). \quad (9.36)$$

The equations (9.35) determine $S_A$ in terms of $H_{AB}$ and leave only 15 true equations for $H_{AB}$. (However, the condition $y^A H_{AB} = 0$ represents 6 more conditions on $H_{AB}$.) One may easily check that (9.35) is consistent with (9.30). We notice also that the equations (9.35) are invariant under the special gauge transformations (9.31). Only $S_A$ transforms to $S'_A$, but both are equally arbitrary. Gauge invariance follows since the values of $S_A$ may be ignored.

In appendix C we reduce the action of (9.34) and the equations (9.35) to expressions only involving the coordinates $x^\mu$ by means of the transformation (2.4), (2.5). The equations (9.35) become then the equations from linear conformal gravity in $d = 4$, and the action reduces to the action for linear conformal gravity in $d = 4$, which is a perfectly consistent result.

## 10 Coordinate independent form of the $s = 2$ theory

When we treated the $s = 2$ model in $d = 4$ in section 6.2 we found that the Riemann tensor appeared naturally also in the manifestly six dimensional theory. However, this Riemann tensor was expressed in terms of flat coordinates. In order to be able to describe gravity in arbitrary coordinates and view the Riemann tensor as a general tensor even in six dimensions some of the conditions in section 6.2 have to be generalized. The strong transversality condition (8.54) has e.g. to be generalized as follows

$$(y^A R_{ABCD}(y) = 0 \quad \rightarrow \quad Y^A(y) R_{ABCD}(y) = 0, \quad (10.1)$$

where $Y^A(y)$ is a general vector field which for flat coordinates reduces to $y^A$. In fact, the homogeneity and transversality of a general tensor field $A_{ABC\ldots}(y)$ have to be generalized according to the following rules

$$(y \cdot \partial - n) A_{ABC\ldots}(y) = 0 \quad \rightarrow \quad (Y(y) \cdot D - n) A_{ABC\ldots}(y) = 0, \quad (10.2)$$

$$(y^A A_{ABC\ldots}(y) = 0 \quad \rightarrow \quad Y^A A_{ABC\ldots}(y) = 0, \quad (10.2)$$
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where $D_A$ is the covariant derivative. In particular the homogeneity condition \((4.14), \(7.10)\) generalizes as follows

$$y \cdot \partial G_{AB}(y) = 0 \quad \rightarrow \quad Y(y) \cdot DG_{AB}(y) = 0,$$

which is trivially satisfied since

$$D_C G_{AB}(y) = 0. \quad \text{(10.4)}$$

This generalizes the flat coordinate property $\partial C \eta_{AB} = 0$. The condition \((10.1)\) may easily be solved by the defining properties of the Riemann tensor. In terms of covariant derivatives the condition \((10.1)\) may be written as

$$(D_A D_B - D_B D_A) Y_C(y) \equiv -Y^D(y) R_{DCAB}(y) = 0. \quad \text{(10.5)}$$

\((10.4)\) suggests then the following solution

$$D_A Y_B(y) = G_{AB}(y), \quad \text{(10.6)}$$

which also is the direct generalization of the flat coordinate property

$$\partial_A y_B = \eta_{AB}. \quad \text{(10.7)}$$

Property \((10.6)\) implies furthermore

$$0 = (D_A Y_B(y) - D_B Y_A(y)) = (\partial_A Y_B(y) - \partial_B Y_A(y)), \quad \text{(10.8)}$$

which in turn implies

$$Y_A(y) = \frac{1}{2} \partial_A U(y), \quad \text{(10.9)}$$

where $U(y)$ is a scalar field. The factor half is chosen in order to let $U(y)$ generalize $y^2$ in flat coordinates.

A different way to derive the above properties is given below.

\section{11 Coordinate independent form of the conformal particle in external fields}

Consider the conformal particle in external tensor fields up to rank two in a coordinate independent form. The appropriate Lagrangian is then (generalizes only slightly the forms given in \[20\] and \[17\])

$$L(\tau) = \frac{1}{2v} \dot{y}^A G_{AB}(y) \dot{y}^B - \frac{1}{2} v g^k \phi_k(y) - e A_B(y) y^B + \lambda U(y), \quad \text{(11.1)}$$
where \( g \) and \( e \) are coupling constants. Apart from the insertion of \( G_{AB}(y) \) we have replaced \( y^2 \) by a general scalar \( U(y) \) in order to investigate the possibility of a coordinate invariant formulation. From (11.1) we find the conjugate momentum
\[
p_A = \frac{1}{v} G_{AB}(y) y^B - e A_A(y).
\]
As before we require \( G_{AB} \) to have the inverse \( G^{AB} \). The Hamiltonian becomes then
\[
H = \frac{1}{2} v(p_A + e A_A(y)) G^{AB}(y)(p_B + e A_B(y)) + \frac{1}{2} v g^k \phi_k(y) - \lambda U(y),
\]
and in addition we find the constraints (cf. [17, 20])
\[
\chi_1 \equiv (p_A + e A_A(y)) G^{AB}(y)(p_B + e A_B(y)) + g^k \phi_k(y),
\]
\[
\chi_2 \equiv \frac{1}{2} (p_A + e A_A(y)) G^{AB}(y) \partial_B U(y), \quad \chi_3 \equiv U(y).
\]
As in section 4 we require \( \chi_i \) to satisfy the SL(2,R)-algebra (3.3). If we define the vector field \( Y^A(y) \) by (cf [20])
\[
Y^A(y) \equiv \frac{1}{2} G^{AB}(y) \partial_B U(y),
\]
it may be identified with the vector field \( Y^A(y) \) used in the previous section. The scalar \( U(y) \) used here is then the same scalar as in (10.9). With (11.5) in (11.3) the SL(2,R)-algebra of the constraints \( \chi_i \) requires
\[
(Y^A(y) \partial_A + 2/k) \phi(y) = 0,
\]
\[
Y^A(y) F_{AB}(y) = 0, \quad F_{AB}(y) \equiv \partial_A A_B(y) - \partial_B A_A(y),
\]
\[
Y^A(y) \partial_A U(y) = 2U(y),
\]
\[
Y^C(y) \partial_C G^{AB}(y) - \partial_C Y^A(y) G^{CB}(y) - \partial_C Y^B(y) G^{CA}(y) = -2G^{AB}(y),
\]
Condition (11.6) is obviously the coordinate invariant generalization of the homogeneity condition (4.3), and (11.7) is then the corresponding generalization of (4.7). Notice that (11.7) may be solved by the conditions (\( D_A \) is the covariant derivative)
\[
Y^A(y) A_A(y) = 0, \quad (Y^A(y) D_A + 1) A_B(y) = 0.
\]
which then generalizes (4.8). The last condition (11.9) is easily solved, if we impose the conditions

\[ D_A Y^B(y) = \delta_A^B \iff D_A \partial_B U(y) = 2G_{AB}(y), \]  

which is equivalent to (10.6) and (10.9). (The last condition generalizes \( \partial_A \partial_B y^2 = 2\eta_{AB} \), and is also consistent with the homogeneity condition (11.8).) First we notice that \( \partial_C \) may be replaced by the covariant derivative \( D_C \) in (11.9). Then, since we trivially have

\[ Y^C(y) D_C G^{AB}(y) = 0, \]  

(11.9) follows from (11.11).

12 Actions for general tensor fields in curved dynamical backgrounds and manifestly conformal gravity

The results of the previous two sections suggest that there also is a coordinate invariant action principle in \( d + 2 \) dimensions. The actions should then have the form

\[ A = \int dy \sqrt{-G} \delta(U(y)) L(y), \]  

where

\[ G \equiv \det G_{AB}(y). \]  

(12.1)  

(12.2)

\( U(y) \) is the general scalar introduced in the previous sections. \( L(y) \) is required to be a general scalar expressed in terms of general tensor fields \( A_{ABC...}(y) \) which are subject to the coordinate invariant conditions

\[ (Y \cdot D - n) A_{ABC...}(y) = 0, \quad Y^A A_{ABC...}(y) = 0, \]

\[ Y^B A_{ABC...}(y) = 0, \quad Y^C A_{ABC...}(y) = 0, \quad \text{etc.,} \]  

(12.3)

where the constant \( n \) is the generalized degree of homogeneity. \( Y^A(y) \) is the general vector field introduced in the previous sections. (12.3) generalizes (9.3). The coordinate invariant hypercone \( U(y) = 0 \) may also be written as \( Y^A(y)Y_A(y) = 0 \) since

\[ U(y) = Y^A(y)Y_A(y) \]  

(12.4)
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due to \(11.8\). Notice the homogeneities

\[
Y \cdot D Y^A(y) = Y^A(y), \quad Y \cdot D U(y) = 2U(y),
\]

\[
Y \cdot D G_{AB}(y) = 0.
\] \(12.5\)

Since these relations imply

\[
Y \cdot D G = 0, \quad Y \cdot D \delta(U(y)) = -2\delta(U(y))
\] \(12.6\)

the condition \(9.2\) generalizes to

\[
(Y \cdot D + d)\mathcal{L}(y) = 0.
\] \(12.7\)

Again we have to require that all fields in the action \(12.1\) is possible to restrict to the generalized hypercone \(U = 0\). This is possible if we require the action to be invariant under transformations of the form (special gauge transformations off the generalized hypercone)

\[
A_{ABC\ldots}(y) \rightarrow A'_{ABC\ldots}(y) = A_{ABC\ldots}(y) + U(y)\tilde{A}_{ABC\ldots}(y),
\]

\[
(Y \cdot D - n + 2)\tilde{A}_{ABC\ldots}(y) = 0, \quad Y^A\tilde{A}_{ABC\ldots}(y) = 0,
\]

\[
Y^B\tilde{A}_{ABC\ldots}(y) = 0, \quad Y^C\tilde{A}_{ABC\ldots}(y) = 0, \quad \text{etc.,}
\] \(12.8\)

for all fields involved. (This invariance is valid for the external fields in section 10.) We expect that this also implies that the equations are strictly valid on the generalized hypercone \(U = 0\). Notice that in deriving equations from the action \(12.1\) we have to use variations which are consistent with the imposed conditions \(12.3\).

### 12.1 Manifestly conformal gravity

In all variations of the involved fields \(Y^A(y)\) and \(U(y)\) are kept fixed. However, this is not automatic when we vary the metric tensor \(G_{AB}(y)\). Here we have to use restricted variations to secure that they remain fixed since

\[
Y^A G_{AB}(y) = Y_B(y)
\] \(12.9\)

is valid by definition. For the variations of \(G_{AB}\) we propose the following conditions

\[
Y^A\delta G_{AB}(y) = Y_A(y)\delta G^{AB}(y) = 0, \quad Y \cdot D \delta G_{AB}(y) = 0,
\] \(12.10\)

which are of the general type \(12.3\). The first conditions are the same as used for linear gravity in section 8, but now applied to a general background.
Assuming e.g. $Y_A$ to be fixed the first conditions imply that $Y^A$ is fixed and that

$$\delta U(y) = \delta(Y^A(y)Y_A(y)) = Y_A(y)Y_B(y)\delta G^{AB}(y) = 0. \quad (12.11)$$

The generalized hypercone is therefore kept fixed by variations satisfying (12.10).

Since $D_A$ has the homogeneity minus one it is easily derived from the defining properties that the Riemann tensor satisfies the general homogeneity (cf (7.11))

$$(Y \cdot D + 2)R_{ABCD}(y) = 0. \quad (12.12)$$

We find therefore that the general ansatz (9.27), i.e.

$$\mathcal{L}(y) = \alpha R_{ABCD}(y)R^{ABCD}(y) + \beta R_{AB}(y)R^{AB}(y) + \gamma R^2(y), \quad (12.13)$$

satisfies the condition (12.7) for $d = 4$.

It remains to investigate the invariance under the generalized special gauge transformations (12.8) which for the metric tensor $G_{AB}$ takes the form

$$G_{AB}(y) \to G'_{AB}(y) = G_{AB}(y) + U(y)\tilde{H}_{AB}(y), \quad (12.14)$$

where the arbitrary tensor $\tilde{H}_{AB}$ satisfies

$$Y^A(y)\tilde{H}_{AB}(y) = 0, \quad (Y \cdot D + 2)\tilde{H}_{AB}(y) = 0, \quad (12.15)$$

which secures (12.9). The Riemann and Ricci tensors as well as the curvature scalar transform under (12.14) in arbitrary dimensions $d$ as follows: (ignoring $U$-terms)

$$R_{ABCD}(y) \to R_{ABCD}(y) + G_{AC}(y)\tilde{H}_{BD}(y) + G_{BD}(y)\tilde{H}_{AC}(y) - G_{BC}(y)\tilde{H}_{AD}(y) - G_{AD}(y)\tilde{H}_{BC}(y) +$$

$$+ Y_A(y)(D_C\tilde{H}_{BD}(y) - D_D\tilde{H}_{BC}(y)) +$$

$$+ Y_B(y)(D_D\tilde{H}_{AC}(y) - D_C\tilde{H}_{AD}(y)) +$$

$$+ Y_C(y)(D_A\tilde{H}_{BD}(y) - D_B\tilde{H}_{AD}(y)) +$$

$$+ Y_D(y)(D_B\tilde{H}_{AC}(y) - D_A\tilde{H}_{BC}(y)) +$$

$$+ Y_A(y)Y_D(y)\tilde{H}^M_C(y)\tilde{H}_{MB}(y) + Y_B(y)Y_C(y)\tilde{H}^M_A(y)\tilde{H}_{MD}(y) -$$

$$- Y_A(y)Y_C(y)\tilde{H}^M_D(y)\tilde{H}_{MB}(y) - Y_B(y)Y_D(y)\tilde{H}^M_A(y)\tilde{H}_{MC}(y). \quad (12.16)$$
which implies

\[
R_{BD}(y) \to R_{BD}(y) + (d - 2)\tilde{H}_{BD}(y) + G_{BD}(y)\tilde{H}^C_C(y) +
+ Y_B(y)D_D\tilde{H}^C_C(y) + Y_D(y)D_B\tilde{H}^C_C(y) -
- Y_B(y)D_C\tilde{H}^C_D(y) - Y_D(y)D_C\tilde{H}^C_B(y) -
- Y_B(y)Y_D(y)\tilde{H}_{AC}(y)\tilde{H}^{AC}(y),
\]  

(12.17)

and

\[
R(y) \to R(y) + 2(d - 1)\tilde{H}^C_C(y).
\]  

(12.18)

These results imply (ignoring \(U\)-terms)

\[
R^{ABCD}(y)R_{ABCD}(y) \to R^{ABCD}(y)R_{ABCD}(y) + 8R_{AB}(y)\tilde{H}^{AB}(y) +
+ 4(d - 2)\tilde{H}_{AB}(y)\tilde{H}^{AB}(y) + 4(\tilde{H}^C_C(y))^2,
\]  

(12.19)

\[
R_{BD}(y)R^{BD}(y) \to R_{BD}(y)R^{BD}(y) + 2(d - 2)R_{AC}(y)\tilde{H}^{AC}(y) +
+ 2R(y)\tilde{H}^C_C(y) + (d - 2)^2\tilde{H}_{AB}(y)\tilde{H}^{AB}(y) + (3d - 4)(\tilde{H}^C_C(y))^2,
\]  

(12.20)

\[
R^2(y) \to R^2(y) + 4(d - 1)R(y)\tilde{H}^C_C(y) + 4(d - 1)^2(\tilde{H}^C_C(y))^2.
\]  

(12.21)

Inserting these expressions into the Lagrangian (12.13) we find that \(L(y)\) is invariant for \(d = 4\) and

\[
\alpha = 3\gamma, \quad \beta = -6\gamma,
\]  

(12.22)

which agrees with the linear gravity result (9.33). In fact, in the linear case we have exactly the same expressions as (12.20)-(12.22) except that indices are raised, lowered and contracted by means of the flat metric \(\eta_{AB}\). We expect therefore that the action corresponding to (12.13) for the values (12.22) yield equations on the general hypercone \(U(y) = 0\). Thus, the Lagrangian (9.34) should be a satisfactory Lagrangian for nonlinear tensors and general metrics \(G_{AB}(y)\) provided the variations in the corresponding action (12.1) are restricted according to (12.10).
12.2 Previous conformal field theories in a curved dynamical background

All models considered in section 8 may be generalized to a curved dynamical background. Complications occur mainly for the scalar field theory. The free scalar theory \(9.8\) generalizes to

\[
\mathcal{L}_0(y) = \frac{1}{2} \phi(y) D^A \partial_A \phi(y),
\]

where \(\phi(y)\) now is a general scalar. A variation of \(\phi(y)\) subject to

\[
(Y \cdot D + d/2 - 1)\phi(y) = 0,
\]

which generalizes \(9.7\), reproduces

\[
D^A \partial_A \phi(y) = 0
\]

on \(U(y) = 0\), which in turn generalizes \(9.9\). Both the action integral to \(12.23\) and \(12.25\) are invariant under

\[
\phi(y) \rightarrow \phi(y) + U(y) \tilde{\phi}(y).
\]

However, neither \(12.23\) nor \(12.25\) are invariant under \(12.14\). In fact, for \(12.23\) we find

\[
\mathcal{L}_0(y) \rightarrow \mathcal{L}_0(y) + \frac{1}{2} \left(1 - \frac{d}{2}\right) \tilde{H}_C(y) \tilde{\phi}^2(y).
\]

On the other hand, if we replace \(12.23\) by

\[
\mathcal{L}(y) = \frac{1}{2} \phi(y) D^A \partial_A \phi(y) + \gamma R(y) \phi^2(y),
\]

where \(\gamma\) is a constant, we find from \(12.27\) and the formula \(12.18\) that \(\mathcal{L}(y)\) and its equation of motion are invariant for

\[
\gamma = \frac{d - 2}{8(d - 1)}
\]

in agreement with the well-known result in \(d\) dimensions.

In the case of spinors like the \(s = 1/2\) field considered in section 8.2 we need vielbein fields. The vielbein \(V_A^a(y)\) satisfies the properties

\[
\eta_{ab} V_A^a(y) V_B^b(y) = G_{AB}(y), \quad D_A V_B^b(y) = 0,
\]

where we use small letters for flat indices and capitals for curved indices. The Lagrangian \(9.12\) e.g. generalizes then to \((\alpha, \beta\) and \(\gamma\) are spinor indices)

\[
\mathcal{L}_0(y) = \frac{1}{2} \bar{\psi}_\alpha(y) \eta_{\alpha \beta} Y^A(y) V_A^a(y) \Gamma^c_{\alpha \beta} \eta_{bd} V_C^b(y) g^{CB}(y) D_B \Gamma^d_{\beta \gamma} \psi_\gamma(y).
\]
13 Conclusions

In this paper we have considerably extended the manifestly conformal theory both what concerns spinning particles and field theory. Let us specify what is new and some remaining questions:

The Lagrangians for the scalar particle and the supersymmetric one in section 3 were simplified and considered for arbitrary dimensions as compared to the original paper [8]. The treatment of external fields in section 4 for symmetric tensor fields of rank two and higher was different from [21] but with consistent results. The treatment of spinning conformal particles in section 5 was improved and considered for arbitrary dimensions as compared to the original treatments [14,15]. Its Dirac quantization has not been considered before, and the derivation of conformal tensor fields in section 6 is also new. Previously a BRST quantization was performed in [15]. (In appendix D we treated a related relativistic particle model for arbitrary spins, which we quantized in a simple way and formally generalized the results to arbitrary spacetime dimensions. Previously it was quantized using BRST in [26].) The clash between the properties of external tensor fields and the fields produced in section 6 made us clarify the relation between homogeneity and the order of equations in section 7. It turned out that symmetric tensor fields of order $s(>0)$ requires equations of order $2s$. The basic assumption made in previous sections that all spinning particle models lead to second order equations seem therefore to be wrong. We have not tried to find particle models leading to higher order equations and this possibility is therefore open. For spin two ($s = 2$ in $d = 4$) we took all symmetry properties from the particle model excluding conditions connected to the second order equation like homogeneity and Lorentz like conditions. Eventually we arrived at the Riemann tensor in six dimensions ($d = 4$). We were then ready to investigate the field theory case. The specifications of the properties of manifestly conformal fields given in section 8 are much more precise compared to what one previously has considered. The special gauge transformations off the hypercone have never been used to such an extent before. They turned out to be crucial for the second rank tensor theory. (Actually, second rank tensors have hardly been treated at all in this context before.) The precise action principle in section 9 is new although two of the actions were given in [9]. The previously proposed actions in [4] agree apart from a delta function in the measure what concerns scalar and vector fields, but the treatments of spinor fields differ. (The reduction to four dimensional spacetime in [4] only agrees for scalar fields.) Our treatment of vector and tensor fields in the actions and the corresponding equations of motion are new and crucial for
consistent results, as well as our reductions in appendices B and C. Our treatment of coordinate invariant theories within the manifestly conformal framework is new (sections 10 and 12). (The conditions for external fields in section 11 are not new but our way to solve them are.) Our proposal for a manifestly conformal gravity is new (cf [24]). We have not investigated its reduction to four dimensional spacetime which therefore remains. However, for its linearized form we have essentially given all details.

Manifestly conformal field theory is open for further investigations along the lines of the present paper.
A The reduction of manifestly conformal fields in $d+2$ dimensions to $d$ dimensional spacetime

In this appendix we give the main ingredients involved when reducing a $d+2$ dimensional manifestly conformal field on the conformal space to a conformal field on a $d$-dimensional spacetime. We follow then mainly [2].

We also comment on the reduction of the action.

Consider a general field $F^i(y)$ defined on the conformal space. The superscript $i$ denotes tensor or/and spinor indices, depending on the type of field. Note that $i$ should be consistent with a representation of the conformal group $SO(d,2)$. First we always require the field to be a homogeneous function of the coordinates $y^A$ in the sense

\[ y^A \frac{\partial}{\partial y^A} F^i(y) = n F^i(y), \quad (A.1) \]

where $n$ denotes the degree of homogeneity. From the relations (2.4) and (2.5) with $R=1$ we find

\[ y^A \frac{\partial}{\partial y^A} = \gamma \frac{\partial}{\partial \gamma} + 2 \rho \frac{\partial}{\partial \rho}, \quad \gamma \equiv y^-, \quad \rho \equiv y^2. \quad (A.2) \]

As a first consideration let us assume that we may choose a gauge in which the field $F^i(y)$ does not depend on $y^2$, i.e.

\[ F^i(y) = F^i(y)|_{\rho=0}, \quad \partial_\rho F^i(y)|_{\rho=0} = 0, \]
\[ \partial^2_\rho F^i(y)|_{\rho=0} = 0, \text{ etc., } \rho \equiv y^2. \quad (A.3) \]

The required special gauge transformation (8.3)/(9.4) does in principle allow for this possibility. The condition (A.3) implies together with (A.2) that the homogeneity relation (A.1) may be rewritten as

\[ \gamma \frac{\partial}{\partial \gamma} F^i(y) = n F^i(y). \quad (A.4) \]

This relation allows us finally to define a field $\tilde{f}^i(x)$ which only depends on the $d$-dimensional coordinates $x^\mu$ as follows

\[ \tilde{f}^i(x) \equiv \gamma^{-n} F^i(y). \quad (A.5) \]
Now when $i$ contains tensor indices we can no longer consistently impose (A.3) due to the strong transversality conditions. Here, as explained in section 8, we must split the field in several terms involving fields and explicit coordinates $y^A$, and then impose (A.3) on all these component fields separately leaving the $y^2$ dependence in the explicit coordinates $y^A$. Notice that this splitting does not change the degrees of freedom. It is just a way to specify how to get down to $d$ dimensions. Now, since all these fields satisfy strong homogeneity conditions we find (A.4) for each of them (with different $n$). For each of these fields we may then define $\tilde{f}^i(x)$ -fields depending on $x^\mu$ according to (A.5). However, the original field does not depend entirely on $x^\mu$ when we follow this procedure.

For non-scalar fields (A.5) is not enough to produce a consistent spacetime field. The reason for this is the following: The operator that generates translations, $P_\mu$, which is equal to $J_{+\mu}$, is supposed to act only differentially on a spacetime field. Now this latter operator may be divided into two parts according to

$$J_{+\mu} = L_{+\mu} + S_{+\mu}. \quad \text{(A.6)}$$

In this expression, $L_{+\mu}$ is the differential (orbital) piece while $S_{+\mu}$ is the intrinsic (spin) piece. The intrinsic piece is non-differential and should, therefore, be removed. This may be done by defining the true field on the $d$-dimensional spacetime as follows:

$$f^i(x) \equiv V(x)\tilde{f}^i(x) = \gamma^{-n}V(x)F^i(y), \quad \text{(A.7)}$$

where the operator $V(x)$ is defined by

$$V(x) \equiv \exp(-ix^\mu S_{+\mu}). \quad \text{(A.8)}$$

The field $f^i(x)$ behaves then as expected under translations, and depends only on the spacetime coordinates $x^\mu$.

Finally, it should be mentioned that the projected field $f^i(x)$ in (A.7) in general will yield unphysical components in addition to the expected physical ones. These are present e.g. if $i$ is a vector index $A$, in which case we get two additional components ($F^+$ and $F^-$) compared to a vector field in $d$ dimensions (see spin one and two below). Following the prescription of [2], the unphysical components may be projected out by the additional condition

$$(S_{-\mu}f)^i = 0 \quad \text{(A.9)}$$

for all physical values of $i$ and all values of $\mu$. However, although we do not explicitly impose such additional "gauge fixing" conditions in this paper, the final formulation will always allow for them.
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The actions may be reduced to $d$ dimensions as follows: Choose the Lagrangian density as

$$\mathcal{L}(y) = \mathcal{L}(y, y^2 = 0). \quad (A.10)$$

From

$$(y \cdot \partial + d)\mathcal{L}(y) = 0, \quad (A.11)$$

we find

$$\mathcal{L}(x) = \gamma^{-d} \mathcal{L}(y, y^2 = 0) \quad (A.12)$$

following the steps (A.4) and (A.5). Since the Lagrangian is a scalar there are no further modifications. The action becomes

$$A = \int dy \delta(y^2) \mathcal{L}(y) = \int dy \delta(y^2) \mathcal{L}(y, y^2 = 0) = C \int dx \mathcal{L}(x)(A.13)$$

where

$$C = \frac{1}{2} \int \frac{d\gamma}{\gamma} = \frac{1}{2} \int \frac{dx^5}{x^3}. \quad (A.14)$$

This is a logarithmically divergent constant. Notice, however, that the point transformation $y^4 \rightarrow x^4$ in section 2 is singular at $x^5 = 0$. Thus, $x^5$ should be positive or negative. In [4] an extra delta function that fixes $x^5$ was inserted. This is not completely unnatural. The conformal particle models always allow for a gauge choice of $x^5$. For instance, $x^5 = f(x)$ yields fields in a curved background with the metric $g_{\mu\nu}(x) = f^2(x)\eta_{\mu\nu}$ (see section 2). In [9] it was shown how the fields may be reduced to fields in such a space. Here, it could be natural with a delta function $\delta(x^5 - f(x))$, but then as a part of the reduction procedure. Although, (A.13) and (A.14) yield a field theory in a compactified Minkowski space [31], we may always change the background by a conformal transformation.

**B The reduction of manifestly conformal spin one fields to $d = 4$ dimensions**

As a simple but non-trivial example of the reduction method described above, we will now consider a vector field $a_\mu(x)$ in four dimensions. The manifestly
conformal field corresponding to this field is denoted as \( A_A(y) \), with the corresponding field strength given by (cf. \( (4.7) \))

\[
F_{AB} = \frac{\partial}{\partial y^A}A_B - \frac{\partial}{\partial y^B}A_A. \tag{B.1}
\]

For \( A_B \) we require the degree of homogeneity to be \( n = -1 \) and impose the strong transversality condition

\[
y^A A_A(y) = 0, \tag{B.2}
\]
as in \( (4.8) \). Now, the strong condition \( (B.2) \) implies that \( A_A \) necessarily has a \( y^2 \) dependence. However, as explained in section 8, if we write \( A_A \) as follows

\[
A_A(y) = V_A(y) - y A \phi(y),
\]

\[
(y \cdot \partial + 1)V_A(y) = 0, \quad (y \cdot \partial + 2)\phi(y) = 0, \tag{B.3}
\]
then \( V_A(y) \) and \( \phi(y) \) may be chosen to be independent of \( y^2 \). (Notice that this \( V_A \) satisfies the corresponding weak condition to \( (B.2) \) (see \( (B.6) \)).) To \( V_A \) we may then apply the steps \( (A.3)-(A.8) \). In order to apply \( (A.7) \) we need the action of the intrinsic SO(4,2) generator \( S_{AB} \) on a vector field (see \( (5.3) \)). It is given by

\[
S_{AB}A_C = -i(\eta_{CA}A_B - \eta_{CB}A_A). \tag{B.4}
\]

\( S_{AB} \) satisfies the SO(4,2) algebra in \( (5.5) \). This implies then

\[
V_\mu(y, y^2 = 0) = \frac{1}{\gamma}(a_\mu(x) - x_\mu a_+(x)), \\
V_+(y, y^2 = 0) = \frac{1}{\gamma}a_+(x), \\
V_-(y, y^2 = 0) = \frac{1}{\gamma}\left(a_-(x) - x^\mu a_\mu(x) + \frac{1}{2}x^2 a_+(x)\right), \tag{B.5}
\]
where \( a_\mu, a_+ \), and \( a_- \) only depend on \( x^\mu \). It is straightforward to find the inverse relations. Condition \( (B.2) \) implies furthermore

\[
y^A V_A(y) = y^2 \phi(y), \\
a_-(x) = 0, \quad \phi(y, y^2 = 0) = -\frac{1}{2\gamma^2}a_+(x), \tag{B.6}
\]
by means of \( (B.5) \).
The natural Lagrangian in the conformal space is given in (9.14), which for \( d = 4 \) becomes
\[
\mathcal{L}(y) = \frac{1}{4} F_{AB}(y) F^{AB}(y). \tag{B.7}
\]
Inserting (B.3) into \( F_{AB} \) we find
\[
F_{AB}(y) = W_{AB}(y) + L_{AB} \phi(y),
W_{AB}(y) = \partial_A V_B(y) - \partial_B V_A(y), \quad L_{AB} \phi(y) = (y_A \partial_B - y_B \partial_A) \phi(y). \tag{B.8}
\]
This implies that the Lagrangian (B.7) may be written as
\[
\mathcal{L}(y) = \frac{1}{4} W_{AB}(y) W^{AB}(y) + 2 \phi^2(y). \tag{B.9}
\]
By means of (B.5), \( W_{AB} W^{AB} \) reduces to
\[
W_{AB}(y) W^{AB}(y) = \left( \frac{1}{\gamma^4} (f_{\mu\nu}(x) f^{\mu\nu}(x) - 2 \alpha_+^2(x)) \right),
\]
\[
f_{\mu\nu}(x) \equiv \partial_{[\mu} a_{\nu]}(x) - \partial_{\nu} a_{\mu}(x). \tag{B.10}
\]
Hence, (B.9) with (B.6) implies the reduction (see (A.12))
\[
\mathcal{L}(y) = \frac{1}{4} F_{AB}(y) F^{AB}(y) \rightarrow \frac{1}{4 \gamma^4} f_{\mu\nu}(x) f^{\mu\nu}(x), \tag{B.11}
\]
which according to (A.13) implies that the original action reduces to
\[
A = C \int d^4x \frac{1}{4} f_{\mu\nu}(x) f^{\mu\nu}(x), \quad f_{\mu\nu}(x) = \partial_{[\mu} a_{\nu]}(x) - \partial_{\nu} a_{\mu}(x). \tag{B.12}
\]
This reduction is different from previous attempts [4] in which the Lagrangian density was identified with
\[
\mathcal{L}(y) = \frac{1}{4} W_{AB}(y) W^{AB}(y) \rightarrow \frac{1}{4 \gamma^4} (f_{\mu\nu}(x) f^{\mu\nu}(x) - 2 \alpha_+^2(x)),
\]
where the auxiliary field \( a_+ \) enters, which it does not in (B.12). Only in (B.12) are we free to impose \( a_+ = 0 \) as required by the condition (A.9).

The equations of motion from (B.7) are on the hypercone, and are given by
\[
\partial^A F_{AB}(y) = y_B S(y), \tag{B.14}
\]
where $S$ is arbitrary apart from the fact that self-consistency requires the weak homogeneity

$$(y \cdot \partial + 4)S(y) = y^2 f(y). \quad (B.15)$$

$S$ is an unphysical function that would be zero if all components of $A_A$ were independent. However, the transversality condition (B.2) makes one component dependent. The tensor equations (B.14) with $S$ follow then since the variation of $A_A$ also satisfies (B.2). Only $S$ is affected by the special gauge transformations off the hypercone

$$A_A(y) \rightarrow A'_A(y) = A_A(y) + y^2 \tilde{A}_A(y),$$

$$(y \cdot \partial + 3)\tilde{A}_A(y) = 0, \quad y^A \tilde{A}_A(y) = 0. \quad (B.16)$$

On (B.14) they yield on the hypercone ($S$ and $S'$ are equally arbitrary)

$$\partial^A F_{AB}(y) = y_B S(y) \rightarrow \partial^A F_{AB}(y) = y_B S'(y),$$

$$S'(y) = S(y) - 2\partial^A \tilde{A}_A(y). \quad (B.17)$$

$S$ reduces the number of equations for $A_B$ and the gauge invariance means that its value may be ignored at the end.

To reduce the equations (B.14) to $d = 4$ we first apply the decomposition (B.3) to (B.14) which yields

$$\partial^A W_{AB}(y) + 2\partial_B \phi(y) = y_B S''(y), \quad S''(y) = S(y) + \Box \phi(y). \quad (B.18)$$

Then using (B.5) and (B.6) we find finally that (B.14) leads to the reduced equations

$$\partial^\mu f_{\mu\nu}(x) = 0, \quad (B.19)$$

which is consistent with the result (B.12) for the reduction of the action. In the process the arbitrary function $S$ becomes

$$S'' = -\frac{1}{\gamma^4} \Box_x a_+(x) \iff S = -\frac{1}{2\gamma^4} \Box_x a_+(x), \quad (B.20)$$

which are purely unphysical expressions that should be ignored.

Finally, both (A.9) and (B.12)/(B.19)/(B.20) tell us that $a_+$ is unphysical. The transversality condition (B.2) makes $a_-$ unphysical according to (B.6).
The reduction of linear manifestly conformal gravity to $d = 4$ dimensions

After exploring spin one, we now apply these ideas to linearized manifestly conformal gravity in $d = 4$. The field we want to get is the symmetric rank two tensor $h_{\mu\nu}(x)$, while the corresponding manifestly conformal field from which we start is $H_{AB}(y)$, which also is symmetric. We impose the conditions of homogeneity of degree zero and strong transversality, i.e.

$$y \cdot \partial H_{AB}(y) = 0, \quad y^A H_{AB} = 0.$$  \hfill (C.1)

These conditions restrict the basic special gauge transformations to

$$H_{AB}(y) \rightarrow H_{AB}(y) + y^2 \tilde{H}_{AB}(y),$$
$$\quad (y \cdot \partial + 2) \tilde{H}_{AB}(y) = 0, \quad y^A \tilde{H}_{AB}(y) = 0.$$  \hfill (C.2)

The last property implies that we cannot choose the gauge (A.3). Instead we have to do as in the spin one case: we have to split $H_{AB}$. The appropriate splitting is (see section 8)

$$H_{AB}(y) = K_{AB}(y) - y_A V_B(y) - y_B V_A(y) + y_A y_B \phi(y),$$
$$\quad (y \cdot \partial + 1) V_A(y) = 0, \quad (y \cdot \partial + 2) \phi(y) = 0.$$  \hfill (C.3)

The transversality condition in (C.1) is then solved by

$$y^A K_{AB}(y) = y^2 V_B(y), \quad y^B V_B(y) = y^2 \phi(y).$$  \hfill (C.4)

The gauge invariance under (C.2) allows us then to fix $K_{AB}$, $V_B$, and $\phi$ according to (A.3), and for them we may follow the steps (A.4)-(A.5). In order to apply the step (A.7) we need the action of the intrinsic SO(4,2) generator $S_{AB}$ on a symmetric rank two tensor. It is

$$S_{AB}H_{CD} = -i \left( \eta_{CA} H_{BD} - \eta_{CB} H_{AD} + \eta_{DA} H_{BC} - \eta_{DB} H_{AC} \right).$$  \hfill (C.5)
Using this expression and (A.7) we find the relations
\[ K_{\mu\nu}(y, y^2 = 0) = h_{\mu\nu}(x) - x_\mu h_{\nu+}(x) - x_\nu h_{\mu+}(x) + x_\mu x_\nu h_{++}(x), \]
\[ K_{\mu+}(y, y^2 = 0) = h_{\mu+}(x) - x_\mu h_{++}(x), \]
\[ K_{\mu-}(y, y^2 = 0) = h_{\mu-}(x) - x^\rho h_{\rho\mu}(x) - x_\mu h_{+-}(x) + \frac{1}{2} x^2 h_{\mu+}(x) + x_\mu x^\rho h_{\rho+}(x) - \frac{1}{2} x_\mu x^2 h_{++}(x), \]
\[ K_{++}(y, y^2 = 0) = h_{++}(x), \]
\[ K_{+-}(y, y^2 = 0) = h_{+-}(x) - x^\rho h_{\rho+}(x) + \frac{1}{2} x^2 h_{++}(x), \]
\[ K_{--}(y, y^2 = 0) = h_{--}(x) - 2 x^\rho h_{\rho-}(x) + x^\mu x^\nu h_{\mu\nu}(x) + x^2 h_{+-}(x) - \]
\[ - x^2 x^\rho h_{\rho+}(x) + \frac{1}{4} (x^2)^2 h_{++}(x). \]  
(C.6)

Furthermore, by imposing the transversality condition in (C.1), we find that
\[ h_{\mu-}(x) = h_{+-}(x) = h_{-\nu}(x) = 0, \]
\[ V_B(y, y^2 = 0) = -\frac{1}{2\gamma} K_{++}(y, y^2 = 0), \]
\[ \phi(y, y^2 = 0) = -\frac{1}{2\gamma} V_B(y, y^2 = 0) = \frac{1}{4\gamma} K_{++}(y, y^2 = 0), \]  
(C.7)

where we have used (C.4). This should be compared with (B.6).

We proceed by reducing the Lagrangian (9.34) normalized by \( \gamma = 1 \) (this \( \gamma \) is a constant and not the projective coordinate \( \gamma = y^- \) above). If we just replace \( H_{AB} \) by \( K_{AB} \) we find at \( y^2 = 0 \)
\[ \mathcal{L} = \frac{1}{\gamma^4} \left( 3 r_{\mu\nu\rho\sigma}(x) r^{\mu\nu\rho\sigma}(x) - 6 r_{\mu\nu}(x) r^{\mu\nu}(x) + r^2(x) + 9 h_{++}(x) \Box x h^\mu(x) + \right. \]
\[ \left. + 12 h_{++}(x) \Box x h_{\rho}(x) - 2 r(x) \Box x h_{\rho}(x) - 2 \Box x h_{\rho}(x) \Box x h_{\sigma}(x) \right), \]  
(C.8)

where the quantities \( r_{\mu\nu\rho\sigma}(x) \), \( r_{\mu\nu}(x) \) and \( r(x) \) are the four dimensional Riemann, Ricci and curvature tensors defined in terms of \( h_{\mu\nu} \) analogously to the expressions (9.28) and (9.29). However, what we have to do is first to insert the expression (C.3) which yields on \( y^2 = 0 \)
\[ \mathcal{L}(y) = 3 R_{ABCD}(y) R^{ABCD}(y) - 6 R_{AB}(y) R^{AB}(y) + R^2(y) - \]
\[ -24 R_{AB}(y) \partial_A V_B(y) + 8 R(y) \partial_A V^A(y) + 28 (\partial_A V^A(y))^2 + \]
\[ + 12 \partial^A V_B(y) \partial_A V_B(y) - 60 \partial^A V^B(y) \partial_B V_A(y), \]  
(C.9)
where now the first three terms is the original Lagrangian with $H_{AB}$ replaced by $K_{AB}$. A reduction of the remaining terms together with (C.8) yields then (see (A.12))

$$\mathcal{L}(y, y^2 = 0) = \frac{1}{\gamma^4} \left( 3r_{\mu\rho\sigma}(x)r^{\mu\rho\sigma}(x) - 6r_{\mu\nu}(x)r^{\mu\nu}(x) + r^2(x) \right),$$

(C.10)

which through (A.12) and (A.13) leads to the linearized conformal gravity in $d = 4$. $h_{+\mu}$ does not enter this Lagrangian. According to condition (A.9) $h_{+\mu}$ is unphysical and should be set to zero. This is consistent with our results.

We should also reduce the equations of motion for linearized manifestly conformal gravity given in (9.35). They are on $y^2 = 4$. $h_{+\mu}$ is arbitrary as $S_A$ are unphysical functions that are determined by (C.1) and therefore reduce the number of equations for $H_{AB}$. They appear due to the restricted variation of $H_{AB}$. These equations are consistent with (C.1), and only in the presence of $S_A$ are they invariant under the special gauge transformations (C.2) (see subsection 9.4). Although $S_A$ transforms to a new $S_A$ both are equally arbitrary. The equations are gauge invariant since they are independent of the values of $S_A$.

In order to reduce (C.11) to $d = 4$ we have first to insert the equality (C.10). We find then

$$\eta_{AB} (\Box^2 H^C_C - \Box \partial C \Box B^C) - \partial_A \partial_B \Box H^C_C - 2 \partial_A \partial_B \partial_C \partial D H^{CD} -$$

$$- 3 (\Box^2 H_{AB} - \Box \partial A \partial C H^C_B - \Box \partial B \partial C H^C_A) + y_A S_B + y_B S_A = 0,$$

(C.11)

where $S_A$ are arbitrary apart from satisfying the weak relations

$$(y \cdot \partial + 5) S_A(y) = y^2 f_A(y), \quad y^A S_A(y) = y^2 g(y),$$

(C.12)

which are required by consistency. The functions $S_A$ are unphysical functions that are determined by (C.1) and therefore reduce the number of equations for $H_{AB}$. They appear due to the restricted variation of $H_{AB}$. These equations are consistent with (C.1), and only in the presence of $S_A$ are they invariant under the special gauge transformations (C.2) (see subsection 9.4). Although $S_A$ transforms to a new $S_A$ both are equally arbitrary. The equations are gauge invariant since they are independent of the values of $S_A$.

In order to reduce (C.11) to $d = 4$ we have first to insert the equality (C.10). We find then

$$\eta_{AB} (\Box^2 K^C_C - \Box \partial C \Box D K^{CD}) - \partial_A \partial_B \Box K^C_C - 2 \partial_A \partial_B \partial_C \partial D K^{CD} -$$

$$- 3 (\Box^2 K_{AB} - \Box \partial A \partial C K^C_B - \Box \partial B \partial C K^C_A) - 6 \Box (\partial D V_B(y) + \partial D V_A(y)) +$$

$$+ 4 \eta_{AB} \Box \partial C V^C(y) + 8 \partial_A \partial_B \partial C V^C(y) + y_A S'_B + y_B S'_A = 0,$$

$$S'_A(y) = S_A(y) + 3 \Box^2 V_A(y) - 3 \Box \partial A \partial C V^C(y).$$

(C.13)

($S'_A$ is as arbitrary as $S_A$.) We may now perform a reduction using (C.6) and (C.7). We find then the equations

$$3 \Box x \Box x h_{\mu\nu} - 3 \partial_{\mu} \partial^\lambda \Box x h_{\lambda \nu} - 3 \partial_{\nu} \partial^\lambda \Box x h_{\lambda \mu} + 2 \partial_{\mu} \partial_{\nu} \partial^\rho \partial^\sigma h_{\rho \sigma} +$$

$$+ \partial_{\mu} \partial_{\nu} \partial \partial x h^\lambda - \eta_{\mu\nu} (\Box x \Box x h^\lambda - \partial^\rho \partial^\sigma \Box x h_{\rho \sigma}) = 0,$$

(C.14)
which is perfectly consistent with the reduction of the Lagrangian in (C.10). (C.14) are the equations for linearized conformal gravity in \( d = 4 \). Notice that (A.9) and (C.7) tell us that the only relevant physical field is \( h_{\mu\nu}(x) \).

D Relativistic particle model for arbitrary spins

The \( O(N) \)-extended supersymmetric Lagrangian for relativistic particles of spin \( N/2 \) in \( d = 4 \) is given by [26] (see also [27, 28]) \((k, l = 1, \ldots, N)\)

\[
L = \frac{1}{2\nu} \dot{x}^2 - \frac{1}{2} i \psi_k \cdot \dot{\psi}_k - \frac{1}{\nu} \rho_k \cdot \dot{x} - \frac{1}{2} i f_{kl} \psi_k \cdot \psi_l, \quad (D.1)
\]

where \( \rho_k, f_{kl} \) together with the einbein variable \( \nu \) are Lagrange multipliers. It yields the first class constraints

\[
p^2 = 0, \quad p \cdot \psi_k = 0, \quad \psi_k \cdot \psi_l = 0. \quad (D.2)
\]

The theory (D.1) is therefore a gauge theory. A BRST quantization is possible and was performed in [26]. The quantization produces naturally a multispinor representation of a spin \( N/2 \) particle. However, spinor-tensor formulations are also possible to obtain. For integer spins \( (N \text{ even}) \) we get directly tensor fields if we introduce the oscillators [26]

\[
b_k^\mu \equiv \frac{1}{\sqrt{2}} \left( \psi^\mu_{(2k-1)} - i \psi^\mu_{2k} \right), \quad k = 1, \ldots, s \equiv N/2, \quad (D.3)
\]

which after quantization satisfy the anticommutation relations

\[
[b_k^\mu, b_l^{\nu\dagger}]_+ = -\delta_{kl} \eta^{\mu\nu}. \quad (D.4)
\]

We apply now a Dirac quantization of the constraints in (D.2). These constraints satisfy an \( O(N) \) extended supersymmetric Lie algebra. In the following we consider only even \( N \) and make use of the oscillator representation (D.3). Furthermore, we generalize the treatment for \( d = 4 \) in [26] to arbitrary even dimensions \( d \). The general ansatz for a quantum state is (the sum is over all possible values of \( n_j, j = 1, \ldots, s \equiv N/2 \))

\[
|F\rangle = \sum_{n_j} F_{\mu_1 \ldots \mu_{n_1}; \nu_1 \ldots \nu_{n_2}; \rho_1 \ldots \rho_{n_3}; \ldots} (x) |0\rangle^{\mu_1 \ldots \mu_{n_1}; \nu_1 \ldots \nu_{n_2}; \rho_1 \ldots \rho_{n_3}; \ldots}, \quad (D.5)
\]

where

\[
|0\rangle^{\mu_1 \ldots \mu_{n_1}; \nu_1 \ldots \nu_{n_2}; \rho_1 \ldots \rho_{n_3}; \ldots} \equiv b_{1}^{\mu_1 \dagger} \ldots b_{1}^{\mu_{n_1} \dagger} b_{2}^{\nu_1 \dagger} \ldots b_{2}^{\nu_{n_2} \dagger} b_{3}^{\rho_1 \dagger} \ldots b_{3}^{\rho_{n_3} \dagger} \ldots |0\rangle,
\]

\[
b_k^\mu |0\rangle = 0, \quad p_\mu |0\rangle = 0. \quad (D.6)
\]
The first constraints in (D.2) lead to the quantum conditions

\[ p^2 |F\rangle = 0 \iff \Box F_{\mu_1 \cdots \mu_n_1 \nu_1 \cdots \nu_n_2 \rho_1 \cdots \rho_n_3 \cdots} (x) = 0, \quad (D.7) \]

\[ p \cdot b_j |F\rangle = 0 \iff \partial^\mu F_\mu \nu_1 \cdots \nu_n_2 \rho_1 \cdots \rho_n_3 \cdots (x) = 0, \quad (D.8) \]

\[ p \cdot b_j^\dagger |F\rangle = 0 \iff \partial_{[\mu} F_{\nu_1 \cdots \nu_n_2 \rho_1 \cdots \rho_n_3 \cdots} (x) = 0, \quad (D.9) \]

and the last constraints in (D.2) yield the conditions

\[ (b_k^\dagger \cdot b_l - b_l \cdot b_k^\dagger) |F\rangle = 0 \iff (b_k^\dagger \cdot b_l - d/2 \delta_{kl}) |F\rangle = 0, \quad (D.10) \]

\[ (b_k \cdot b_l - b_l \cdot b_k) |F\rangle = 0 \iff b_k \cdot b_l |F\rangle = 0, \quad (D.11) \]

The condition (D.10) determines \( n_j \) to be \( d/2 \) which requires that \( d \) is even. It also means that an \( s \) field \((s \equiv N/2)\) is a tensor field with \( sd/2 \) indices consisting of \( s \) groups of antisymmetric sets of \( d/2 \) indices, i.e. we have

\[ F_{\mu_1 \cdots \mu_d/2 ; \nu_1 \cdots \nu_d/2 ; \rho_1 \cdots \rho_d/2 ; \cdots} (x). \quad (D.12) \]

Furthermore, the condition in (D.10) implies that \( F \cdots \) is symmetric under interchange of any two groups of antisymmetric indices. The two conditions in (D.11) require that all possible contractions of \( F \cdots \) are zero, i.e. we have

\[ F_{\lambda \mu_2 \cdots \mu_n ; \nu_2 \cdots \nu_n ; \rho_1 \cdots \rho_n \cdots} (x) = 0, \quad \text{etc.} \quad (D.13) \]

Further details for \( d = 4 \) are given in [26]. Below we give some examples.

**D.1 s = 1 in d = 2**

Here (D.9)-(D.10) yield

\[ \partial^\mu F_\mu (x) = 0, \quad \Box F_\mu (x) = 0, \]

\[ F_{\mu \nu} (x) = \partial_{\mu} \phi (x). \quad (D.14) \]

Thus, here we have a spinless particle described by the scalar \( \phi (x) \). It satisfies the Klein-Gordon equation due to the first relation. The second relation is then implied by the first and third relations.
\textbf{D.2} \hspace{1em} s = 1 \text{ in } d = 4 \hspace{1em} \text{(spin one)} \ [26]

Here (D.9)-(D.10) yield the standard free spin one field
\[
\partial^\mu F_{\mu\nu}(x) = 0, \quad \Box F_{\mu\nu}(x) = 0, \quad F_{\mu\nu}(x) = \partial_\mu A_\nu(x) - \partial_\nu A_\mu(x).
\] (D.15)

\textbf{D.3} \hspace{1em} s = 1 \text{ in } d = 6

Here (D.9)-(D.10) yield
\[
\partial^\mu F_{\mu\nu\rho}(x) = 0, \quad \Box F_{\mu\nu\rho}(x) = 0, \quad F_{\mu\nu\rho}(x) = \partial_\mu A_{\nu\rho}(x) + \partial_\nu A_{\rho\mu}(x) + \partial_\rho A_{\mu\nu}(x),
\] (D.16)

where \( A_{\mu\nu} \) is antisymmetric (a two-form field).

\textbf{D.4} \hspace{1em} \text{Spin two} \hspace{1em} (s = 2 \text{ in } d = 4) \ [26]

Here we find \( F_{\mu\nu,\rho\lambda} = R_{\mu\nu,\rho\lambda} \), the Riemann tensor: All properties of \( R_{\mu\nu,\rho\lambda} \) follow from (D.9)-(D.10).
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