A Novel Computational Model for Predicting microRNA–Disease Associations Based on Heterogeneous Graph Convolutional Networks
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Abstract: Identifying the interactions between disease and microRNA (miRNA) can accelerate drugs development, individualized diagnosis, and treatment for various human diseases. However, experimental methods are time-consuming and costly. So computational approaches to predict latent miRNA–disease interactions are eliciting increased attention. But most previous studies have mainly focused on designing complicated similarity-based methods to predict latent interactions between miRNAs and diseases. In this study, we propose a novel computational model, termed heterogeneous graph convolutional network for miRNA–disease associations (HGCNMDA), which is based on known human protein–protein interaction (PPI) and integrates four biological networks: miRNA–disease, miRNA–gene, disease–gene, and PPI network. HGCNMDA achieved reliable performance using leave-one-out cross-validation (LOOCV). HGCNMDA is then compared to three state-of-the-art algorithms based on five-fold cross-validation. HGCNMDA achieves an AUC of 0.9626 and an average precision of 0.9660, respectively, which is ahead of other competitive algorithms. We further analyze the top-10 unknown interactions between miRNA and disease. In summary, HGCNMDA is a useful computational model for predicting miRNA–disease interactions.
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1. Introduction

MicroRNAs (miRNAs) are small, non-coding RNAs that play an important role in inhibiting the expression of target mRNAs at the post-transcriptional level with vital molecular functions and participate in almost all important life processes. Specifically, miRNAs regulate target genes and result in cleavage or translation inhibition in target mRNAs [1–3]. Currently, over 30,000 miRNAs within approximately 200 species have been identified [4]. An increasing number of empirical evidence shows that it is important for disease development and progression and that miRNAs may be positive regulators at post-transcriptional level [5,6]. Herein, miRNAs clearly have a critical impact on human diseases. Predicting the interactions between diseases and miRNAs is a vital problem [7]. Computationally predicting diseases and miRNAs accelerates the identification of real disease-associated miRNAs. Recent human protein–protein interactions (PPI) network modeling suggests that network-based approaches offer possibilities to identify miRNA–disease interactions.

Over the past few years, numerous computational approaches have been built for predicting miRNA–disease associations [8–16], mainly in two categories: Similarity-based measure approaches
and machine learning approaches. Nevertheless, several methods that use machine learning are essentially based on similarity measures and matrix factorization. Bipartite network for predicting miRNA–disease association, abbreviated as BNPMDA, is a novel model of prediction which integrates miRNA and disease similarities using the known miRNA–disease interactions. However, BNPMDA cannot predict diseases without any known related miRNAs [8]. Another novel method of inductive matrix completion (IMCMMDA) integrates miRNA and disease similarities [9]. IMCMMDA is used to forecast the missing miRNA–disease interactions based on the known miRNA–disease interactions. Global linear neighborhoods method (GLNMDA) reconstructs miRNA–disease similarity matrix, then implements label propagation to infer the latent interactions between miRNAs and diseases [10]. Yu et al. [11] proposed a method for miRNA-disease association prediction based on Matrix completion and Label Propagation (MCLPMDA), which reconstructs the miRNA–disease similarity matrix using label propagation and matrix completion. Another structural perturbation method (SPM), which is also similarity-based link prediction method is applied to predict disease-related miRNAs [12].

Meanwhile, deep learning methods have attracted considerable attention because of their high accuracy. Decagon, a method for modeling polypharmacy side effects, introduced a new graph auto-encoder that is an end-to-end deep trainable model to predict associations on multimodal graph based on graph convolutional network (GCN) [17]. In this method, different edge types are modeled separately. Decagon obtains good prediction performance. However, Decagon requires individual training for each side type. Another deep learning model, dgMDL predicts disease–gene associations by deep belief net (DBN). At first, dgMDL learns feature representations based on similarity networks by two DBNs separately; then, as a multimodal input, a joint DBN is applied for the final representations. Finally, associations between disease and gene are predicted using the joint features [18]. However, dgMDL is based on similarity estimation and employs a two-stage pipeline, which typically consists of a separate feature extraction module and link prediction module.

The existing computational approaches to predict disease-related miRNAs have made great progress, but there are still some shortcomings. Therefore, new computational methods should be better studied to excavate the potential relationships between miRNA and disease. Compared to convolutional neural networks (CNN) and recurrent neural networks (RNN), biological information networks such as diseases and genes are more suitable for graph-based modeling. On the graph data, the graph neural network(GNN) shows superior modeling performance and computing performance [19]. Especially, graph convolutional network (GCN) [20] achieves better performance in homogeneous networks, such as classification, but GCN has not been used in heterogeneous networks to predict miRNA–disease interactions. In this paper, taking no account of similarity, we propose the heterogeneous graph convolutional networks for miRNA–disease associations prediction (HGCNMDA) model based on the known PPI to integrate four biological networks: miRNA–disease, miRNA–gene, disease–gene, and the human PPI. HGCNMDA is an end-to-end trainable model for association prediction on heterogeneous environments that can be simultaneously trained for feature extraction and link prediction. The global gene graph network is initially built based on PPI, and then the disease–gene and miRNA–gene graph network are separately built. Furthermore, cross features are extracted from different networks with the node2vec algorithm [21]. Finally, miRNA–disease interactions are predicted. HGCNMDA can thus accurately predict the interactions between disease and miRNA with the learned cross features representations in heterogeneous environments.

Our contributions to this article are as follows: 1) We propose a novel end-to-end deep learning architecture for predicting miRNA–disease associations based on heterogeneous graph networks. Graphs are directly accepted as input without the need for any preprocessing. 2) We first develop a novel heterogeneous graph convolutional HGCNMDA to extract the multi-scale characteristics of vertexes between different networks. 3) Experimental results show that our HGCNMDA is highly competitive with state-of-the-art algorithms, and significantly outperforms many other similarity measure approaches and machine learning methods for predicting miRNA–disease associations.
2. Materials and Methods

2.1. Reconstruction of Heterogeneous Networks

2.1.1. The Human Protein–Protein Interactions

The human PPI network is obtained from Zitnik et al. [17]. It is produced by Menche et al. [22] and Chatr-Aryamontri et al. [23], additional PPI information from Szklarczyk et al. [24] and Rolland et al. [25] is integrated. The proteins in PPI network are mapped to corresponding genes to constitute a gene–gene association network. There are 19,081 genes and 715,612 physical interactions in total, and the edge is unweighted and undirected.

2.1.2. Disease–Gene Network

Disease–gene interaction data can be gained from four public databases: The Online Mendelian Inheritance in Man (OMIM) [26], HuGE Navigator [27], PharmGKB [28], and Comparative Toxicogenomics Database (CTD) [29]. We annotate these disease terms and genes using MeSH [30] and the Entrez IDs, respectively. In total, the disease–gene network contains 51,544 disease–gene associations with 394 unique disease terms and 2673 different genes.

2.1.3. miRNA–Gene Network

The known miRNA targets are downloaded to build miRNA–gene networks from miRTarBase database [31]. All of protein-coding genes are annotated according to gene Entrez ID and the symbols in the National Center for Biotechnology Information (NCBI) database [32]. In total, the miRNA–gene network contains 163,090 miRNA–gene associations with 569 miRNAs and 14,259 different genes after excluding duplicate associations.

2.1.4. miRNA–Disease Network

The known human interactions data between miRNA and disease can be gained from miR2Disease [33] and HMDD v3.0 [34] databases. All disease terms were annotated by Medical Subject Headings (MeSH). After removing duplicate associations, finally, the miRNA–disease network contains 7669 associations with 394 diseases in total.

An adjacency matrix $A \in \mathbb{R}^{d \times m}$ about miRNA–disease associations is constructed, where $d$ and $m$ are denoted as the count of known diseases and known miRNAs. In the study, because HGCNMDA is based on PPI network, some disease nodes and miRNA nodes in disease–miRNA network will be removed if the genes associated with them are not in PPI network. If a disease $d_i$ has been confirmed to be related to an miRNA $m_j$, then $A_{ij}$ is equal to 1; if not, $A_{ij}$ equals 0. Figure 1 demonstrates a flowchart of HGCNMDA for heterogeneous environments.

2.2. Raw Feature Extraction

Besides graph structure features, latent features should be also studied for link prediction [35]. In order to learn a low dimensional latent representation/embedding for each node, latent feature methods [21,36] factorize some matrix representations of the network. Examples include the matrix factorization method [37] and stochastic block model method [38]. Recently, some network embedding techniques, such as node2vec [21] and DeepWalk [36], are also latent feature methods since they implicitly factorize some matrices [39]. It is shown that combining graph structure features with latent features can improve the performance [35,40]. In this paper, we choose the node2vec algorithm [21] to achieve latent features of the PPI network. Node2vec takes the graph and its edges and encodes the graph information in node embeddings. It performs random walk for 10 iterations and captures both local topological information and global structural information for feature extraction. Empirically feature size is set 64, 128, and 256, respectively.
Figure 1. The overall structure of heterogeneous graph convolutional network for miRNA–disease associations HGCNMDA. Input graphs of arbitrary structure are first passed through graphs convolution layers where node information is propagated between neighbors. First, features in gene–gene association network are obtained using graph convolution. Secondly, disease features and miRNAs features are extracted respectively based on PPI features using HGCNMDA approach that we proposed. Lastly, the edge features between diseases and miRNAs are extracted and passed to decoder layer to train a predictive model after obtaining potential negative sampling together with known positive associated samples. Features are visualized as colors.

2.2. Raw Feature Extraction

Besides graph structure features, latent features should be also studied for link prediction [35]. In order to learn a low dimensional latent representation/embedding for each node, latent feature methods [21,36] factorize some matrix representations of the network. Examples include the matrix factorization method [37] and stochastic block model method [38]. Recently, some network embedding techniques, such as node2vec [21] and DeepWalk [36], are also latent feature methods since they implicitly factorize some matrices [39]. It is shown that combining graph structure features with latent features can improve the performance [35,40]. In this paper, we choose the node2vec algorithm [21] to achieve latent features of the PPI network. Node2vec takes the graph and its edges and encodes the graph information in node embeddings. It performs random walk for 10 iterations and captures both local topological information and global structural information for feature extraction. Empirically feature size is set 64, 128, and 256, respectively.

2.3. Graph Convolution Network

Graph convolutional network (GCN) [20] obtains good performance for node classification tasks by combining local graph structure and node features. Given a graph \( G = (V, E) \) with \( N \) nodes \( v_i \in V \) and edges \( (v_i, v_j) \in E \), \( A \in \mathbb{R}^{N \times N} \) is an adjacency matrix and \( D_{ii} = \sum_j A_{ij} \) is a degree matrix. Graph convolution layer takes the following form:

\[
H^{(\ell+1)} = f(\tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}H^{(\ell)}W^{(\ell)})
\]

(1)

Where \( \tilde{A} = A + I \) denotes the adjacency matrix of a graph plus identity matrix \( I \), \( \tilde{D}_{ii} = \sum_j \tilde{A}_{ij} \) is a weight matrix which changes with the different value of \( \ell \). \( f(\cdot) \) is an activation function. \( H^{(\ell)} \) is
an activation matrix in the \( \ell \)th layer; \( H^{(0)} \) is initial value. In this paper, spectral graph convolution is used \([20]\). It is defined as the multiplication of a signal \( x \in \mathbb{R}^N \) with a filter \( g_\theta = \text{diag}(\theta) \) parameterized by \( \theta \in \mathbb{R}^N \) in the Fourier domain, showed as following:

\[
g_\theta * x = U G_\theta U^T x \tag{2}
\]

\[
L = I - D^{-\frac{1}{2}} A D^{-\frac{1}{2}} = U \Lambda U^T \tag{3}
\]

Here, \( U \) is the matrix of eigenvectors of \( L \) which is normalized, \( \Lambda \) is its eigenvalues, and \( U^T x \) is the Fourier transform of \( x \). Because Equation (3) is computationally expensive, computing the eigen decomposition of Laplacian \( L \) might be time-consuming and expensive for big graphs \([20]\). We can get its approximate value using a truncated expansion according to Chebyshev polynomials \( T_k(x) \) up to \( K \)th order \([41]\):

\[
g_{\theta'}(\Lambda) \approx \sum_{k=0}^{K} \theta'_k T_k(\Lambda) \tag{4}
\]

\[
g_{\theta'} x \approx \sum_{k=0}^{K} \theta'_k T_k(\overline{L}) x \tag{5}
\]

\[
\overline{L} = \frac{2}{\lambda_{\max}} L - I \tag{6}
\]

\[
T_k(x) = 2xT_{k-1}(x) - T_{k-2}(x) \tag{7}
\]

Where \( \theta'_k \) is a Chebyshev coefficient vector. \( \lambda_{\max} \) is the maximum eigenvalue of graph Laplacian \( L \). \( T_0(x) = 1 \) and \( T_1(x) = x \) are the initial values of Chebyshev polynomials. So, Equation (5) can be written as follows:

\[
g_{\theta'} x \approx \theta'_0 x + \theta'_1 (L - I)x = \theta'_0 x - \theta'_1 D^{-\frac{1}{2}} A D^{-\frac{1}{2}} x \tag{8}
\]

\[
g_{\theta'} x \approx \theta(I + D^{-\frac{1}{2}} A D^{-\frac{1}{2}}) x \tag{9}
\]

Where \( \theta = \theta'_0 = -\theta'_1 \). In the next section, we will introduce heterogeneous graph convolutional HGCNMDA model, which is based on the GCN model.

2.4. Heterogeneous Graph Convolutional HGCNMDA Approach

Predicting disease–miRNA associations is modeled as a multirelational link prediction problem among some different graphs according to the encoding protein, disease, miRNA, and relationships among them. The proposed HGCNMDA method is based on the PPI network to predict disease-related miRNAs. Notice that the miRNA–disease interactions are limited to only those that are linked to genes of the PPI network. Given a graph \( G = (\mathcal{V}, \mathcal{E}) \) with \( N \) nodes \( v_i \in \mathcal{V} \), the relation edge \( (v_i, r, v_j) \) indicates an association between node \( v_i \) and node \( v_j \). The task is to predict possible edges between disease and miRNA. Therefore, we propose a non-linear, heterogeneous multilayer graphs convolutional networks model HGCNMDA which is an end-to-end model based on graph \( \mathcal{G} \).

2.4.1. HGCNMDA Convolution Layer and Negative Sampling

We will first describe the HGCNMDA convolution layer. In the PPI network, convolutional operations for each layer are performed which take the PPI graph data and the additional node2vec feature vectors as input, as expressed in Equation (10). Then, in order to gain miRNA–gene cross features and disease–gene cross features, each convolutional result of each layer in PPI network as an input multiplies an adjacency matrix (including miRNA–gene adjacency matrix and disease–gene adjacency matrix) and a trainable kernel parameter matrix \( W_{mg} \) or \( W_{dg} \), which is described in Equation (11) and Equation (12). In each layer, HGCNMDA propagates potential node features through edges of
the graphs while taking into account different network structure. Finally, the convolution results of each layer are synthesized and the average of them is obtained as the final result for feature extraction.

\[ H^{(l+1)}_{gg} = f(\tilde{D}_{gg}^{-\frac{1}{2}}\tilde{A}_{gg}\tilde{D}_{gg}^{-\frac{1}{2}}H^{(l)}_{gg}W^{(l)}_{gg}) \]  

\[ H^{(l+1)}_{mg} = f(\tilde{A}_{mg}H^{(l+1)}_{gg}W^{(l+1)}_{mg}) \]  

\[ H^{(l+1)}_{dg} = f(\tilde{A}_{dg}H^{(l+1)}_{gg}W^{(l+1)}_{dg}) \]

Where \( \tilde{A}_{gg} = A_{gg} + I_{gg} \) means that the adjacency matrix of a graph plus identity matrix, \( \tilde{D}_{ii} \) is a degree matrix, \( f \) is an activation function, for instance, relu() and tanh(). Here, \( H^{(l+1)}_{gg} \) is the matrix of activations in the \((l + 1)\)th layer in the PPI network. Analogously, \( H^{(l+1)}_{mg} \) and \( H^{(l+1)}_{dg} \) represent matrices of activations in the \((l + 1)\)th layer in miRNA–gene network and disease–gene network respectively. Obviously, \( H^{(l+1)}_{mg} \) and \( H^{(l+1)}_{dg} \) are associated with \( H^{(l+1)}_{gg} \). A deeper model can be built by adding multiple layers with proper activation functions. To obtain the final embedding \( Z_m \) (miRNA node \( v_m \)) and \( Z_d \) (disease node \( v_d \)), we compute their representation as \( Z_m = H^{(K)}_{mg} \) and \( Z_d = H^{(K)}_{dg} \). The pipeline of HGCNMDA is schematically depicted in Figure 2.
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**Figure 2.** The pipeline of HGCNMDA graph convolution layer. In order to obtain miRNA feature representation and disease feature representation, the raw feature of PPI-based and convolutional result of each layer in the PPI network is as an input to miRNA–gene network and disease–gene network, respectively.

Taking into account the fact that negative samples do not exist in all of the databases, our method similarly to the previous method in [18,42] and the reliable negatives is a subset which is collected from the unknown relationships as potential negative samples [43]. However, our negative sample sampling method is different from them. Here, our goal is to find more likely negative links between disease and miRNA nodes. First, in our experiment, there are 7040 known positive samples for the training of the neural network which are associated with 390 diseases and 567 microRNAs. Figure S1
shows all known positive sample distribution. Then, let $\psi_{avg}$ denote the average feature vector for all of positive samples, and $\text{dis}_{avg}$ denote the average distance.

$$\psi_{avg} = \frac{1}{n} \sum_{0 \leq i \leq n} f_i(Z_d^i, Z_m^i) \quad (13)$$

$$\text{dis}_{avg} = \frac{1}{n} \sum_{0 \leq i \leq n} \text{dis}(Z_d^i, Z_m^i) \quad (14)$$

Where $n$ is the count of edge, $Z_d^i$ is the feature vector of disease $j$, $Z_m^i$ is the feature vector of miRNA $k$, $f_i(Z_d^i, Z_m^i)$ is the feature vector of edge $i$, and $(j, k)$ is the edge $i$. Similarly, $\text{dis}(Z_d^i, Z_m^i)$ is the distance of edge $i$. For an unknown link $u$, $\text{dis}_u$ denotes the distance between $u$ and $\psi_{avg}$. Here, two sets, “negative_dis” and “negative_edge”, need to be maintained, if the distance $\text{dis}_u > \text{dis}_{avg}$, add $\text{dis}_u$ to “negative_dis” set; meanwhile, add disease node and miRNA node $(Z_d^i, Z_m^i)$ where $(j, k) \in u$ to “negative_edge” set. Obviously, the length of the two sets is the same. The order of all samples needs to be disrupted, including positive and negative samples, before making predictions. Because HGCNMMDA employs one pipeline for extracting features and predicting links simultaneously, in the framework of tensorflow in this paper, negative sampling is handled in form of tensor. But, tensorflow can’t shuffle the tensor. In order to solve this problem, we executed a trick, firstly, shuffling the index of the tensors, and then re-indexing the tensors using the shuffled index. In contrast, in our experiment, we chose the maximum distance of the first $K$ to be our negative links samples, because the elements in the “negative_dis” and “negative_edge” sets are one-to-one, by indexing, the true negative samples can be obtained in the “negative_edge” set. In our experiment, $K$ is the same as the number of positive samples. So, the training dataset contains $2K$ samples in total.

### 2.4.2. Edge Features Extraction

So far, we introduced HGCNMMDA graph convolution layer. The layer maps each node of different network to an embedding. As a vector representation $Z_i \in \mathbb{R}^d$, here, $d$ denotes the embedding dimensionality of node $i$. In this section, we will demonstrate the edge (between disease and miRNA) features extraction component of HGCNMMDA. In particular, the method scores a $(v_i, r, v_j)$-triple under the mapping of function $g$. The score $g(v_i, r, v_j)$ means how likely it is that disease $v_i$ and miRNA $v_j$ share association through a relation $r$. Here, using embeddings of nodes $d$ and $m$ returned by HGCNMMDA graph convolution layer $Z_d$ and $Z_m$, a candidate edge $(v_d, r, v_m)$ is predicted through a factorized operation [17,44,45]:

$$g(v_d, r, v_m) = Z_d M_r Z_m^T \quad (15)$$

Where $Z_d$ and $Z_m$ represent an embedding of disease and miRNA, respectively. $M_r$ is the relation-type-specific disease–miRNA parameter matrix. Then, a sigmoid function $\sigma$ computes probability of edge $(v_d, r, v_m)$:

$$p_{dm} = \sigma(g(v_d, r, v_m)) = \frac{1}{1 + \exp(-g(v_d, r, v_m))} \quad (16)$$

Next, we shall describe how to optimize the HGCNMMDA model and related parameters.
2.4.3. HGCNMDA Model Training

We needed a loss function when training model. Here, a cross entropy loss was applied to optimize model parameters:

$$\text{loss}_{ij} = -y_{ij} \log p_{ij} - (1 - y_{ij}) \log (1 - p_{ij})$$

Taking all edges into account, the final loss function in HGCNMDA was:

$$\mathcal{L} = \sum_{(v_d,r,v_m) \in R} \text{loss}_{ij}$$

HGCNMDA classification was considered as a binary-classes problem to predict miRNA–disease associations. To avoid over-fitting, we employed the L2 regularized method to HGCNMDA’s weights by adding weight decay during training. The weight of L2 regularization term had an effect on model training, therefore, the model needed to be cross validated. Here, we implemented the 5-fold cross-validation to gain average performance. Considering training iterations, we trained 100 epochs using the Adam optimizer [46] with a learning rate of 0.001 to optimize the model. Weights were initialized using those described in [47]. Meanwhile, node feature vectors were normalized. HGCNMDA is a heterogeneous graph networks, where feature extraction and link prediction are employed by one pipeline simultaneously instead of a two-stage pipeline that consists of a feature picking-up model and an association predictive model, and the two models are trained separately.

Data distributions of predicted positive and negative correlation in training set and test set were demonstrated in Figure 3. As showed in the sampling category in the violin plot, ‘0’ represents the prediction of negative correlation data distribution for training set, ‘1’ represents the prediction of positive correlation data distribution for training set, ‘2’ represents the prediction of negative correlation data distribution for testing set and ‘3’ represents the prediction of positive correlation data distribution for testing set. Here, the violin plot displayed the distribution of data across two categorical variables in order to compare those distributions. Its axis is represented by a small box chart. The point at the center of the box denotes the median. The width of the violin plot represents frequency (density of points). A swarm plot is a good complement to a violin plot, since it shows all observations along with some representation of the underlying distribution. Obviously, the points are along the categorical axis. From the distributions, positive prediction scores were mainly concentrated around between 0.503 and 0.513 in training set, between 0.508 and 0.513 in testing set. At the same time, negative prediction scores were mainly concentrated around between 0.458 and 0.462 in training set, between 0.464 and 0.469 in testing set. Therefore, we can clearly see the distribution of all the predicted data.

GCN model is a special form of Laplacian smoothing to some extent. But, over-smoothing will make the features indistinguishable and hurt the classification accuracy [48]. In this study, we specifically set two hidden layers for graph convolution with 32 hidden units for each layer.
3. Results

3.1. Overall Performance

The dataset was randomly split into three subsets: Training set (80%), validation set (10%), and testing set (10%). The average area under the receiver operating characteristics (ROC) curve (AUROC) and area under precision-recall curve (AUPRC) obtained from testing sets were used to evaluate the overall performance of the model in 5-fold cross-validation in order to remove the influence of the random splitting and L2 regularization. According to 5-fold cross-validation, the total dataset was randomly divided into five mutually exclusive parts. Each part took turns to be selected as test set and the remaining four parts were applied as training set. In our experiment, we compared one hot featureless with node2vec. Meanwhile, node2vec was assigned different feature dimensions of 64, 128, and 256, marked as node2vec/64, node2vec/128, and node2vec/256, respectively. Figure 4 shows the average accuracy, AUROC scores and AUPRC scores for our method in terms of one-hot, node2vec/64, node2vec/128, and node2vec/256, respectively. Specifically, the value of AUROC is greater than 0 and less than 1, and the larger the AUROC value, the better the predictive result. As depicted in Figure 4, HGCNMDA obtained AUROC values of 0.9036, 0.9358, 0.9626, and 0.9651 in one-hot, node2vec/64, node2vec/128, and node2vec/256, respectively. Similarly, AUPRCs and accuracies were obtained for the four different measurement standards. Clearly, node2vec showed the better performance when its feature dimension is set to 128 (Table 1), and the used default values of other hyperparameters are
recommended in [21]. In addition, we also evaluate the performance of node2vec/256 with feature dimension of 256. Compared to node2vec/128, the performance was slightly improved, but because of the computational complexity and over-fitting caused by higher feature dimension, node2vec/256 was not taken into consideration, here. Next, in order to reveal the effectiveness of our model, we would implement leave-one-out cross-validation (LOOCV) for HGCNMDA.

![Accuracy, AUROC and AUPRC for four different forms of HGCNMDA](image)

**Figure 4.** Average performance values of accuracy, area under receiver operating characteristics ROC curve (AUROC) and area under precision-recall curve (AUPRC) for disease–miRNA associations prediction for one-hot, node2vec/64, node2vec/128 and node2vec/256, respectively.

**Table 1.** The scores of accuracy, AUROC, AUPRC for one-hot, node2vec/64, node2vec/128, and node2vec/256.

| Model Baselines         | Accuracy | AUROC  | AUPRC  |
|-------------------------|----------|--------|--------|
| HGCNMDA (One-hot)       | 0.8497   | 0.9036 | 0.8776 |
| HGCNMDA (Node2vec/64)   | 0.8626   | 0.9358 | 0.9290 |
| HGCNMDA (Node2vec/128)  | 0.9108   | 0.9626 | 0.9660 |
| HGCNMDA (Node2vec/256)  | 0.9116   | 0.9651 | 0.9689 |

### 3.2. Performance of Model on Diseases

In order to evaluate the validity of HGCNMDA, we used this model to predict disease-related miRNAs for some specific diseases in terms of average precision score (APs) and AUROC score as a measure. Figure 5 shows the average precision score (APs) predicted by HGCNMDA for breast neoplasm, lymphoma, and lung neoplasm in terms of top-20, top-40, and top-60, respectively. We chose these three diseases because they have more than 60 known associated with miRNAs. From this histogram, the three diseases in top-20 prediction achieved the best performance, while slightly worse performances were achieved in top-60. The larger the APs value, the better the performance. Furthermore, the ROC curves based on leave-one-out cross-validation LOOCV and precision-recall curves for the three diseases mentioned above were plotted by Figure 6. For more details, please refer to Figures S2, S3 and S4. HGCNMDA achieved reliable performance with an average AUC of 0.8671 based on LOOCV for breast neoplasm, lymphoma, and lung neoplasm diseases. As $k$ of top-$k$ increases, recall is on the rise, but precision decreases. As showed in the PR curves, the AUROC of lung neoplasm was 0.8525, a better AUROC value of 0.9194 was obtained in predicting breast neoplasm. Obviously,
our method achieved good average performance. However, PR curve of lymphoma in top-60 deviated greatly from top-40. As we know, precision = \( \frac{TP}{TP + FP} = \frac{1}{1 + \frac{FP}{TP}} \), recall = \( \frac{TP}{TP + FN} = \frac{1}{1 + \frac{FN}{TP}} \), where TP is the count of true positive samples, FP is the count of false positive samples and FN is the count of false negative samples. When the number of positive samples decreases, FN and TP decrease, while FP increases, so FN/TP decreases slightly and FP/TP increases sharply. Therefore, recall score increases slightly, while precision score decreases sharply. In the case of data imbalance, the PR curve is sensitive, and the PR curve will change strongly as the ratio of positive and negative samples changes. Among these three diseases, due to less association positive instances in top-60 than top-40 for lymphoma, Figure 6d shows the abrupt deviation in PR curve of the lymphoma case.

![AUPRC graph](image)

**Figure 5.** The average precision score (APs) for breast neoplasm, lymphoma, and lung neoplasm with top-20, top-40, and top-60, respectively.

### 3.3. Comparison To Other Algorithms

HGCNMDA was further compared to three newly developed algorithms: IMCMDA [9], GLNMDA [10], and SPM [12], all of which have obtained excellent performance for prediction of latent disease-related miRNAs. However, they are based on similarity method. The AUC scores were obtained with 5-fold cross-validation, respectively, which of four competing algorithms were shown in Figure 7. The horizontal axis is false positive rate (FPR), the vertical axis is true positive rate (TPR). FPR = \( \frac{FP}{TN + FP} \), TPR = \( \frac{TP}{TP + FN} \), where TP, FP, FN, and TN denote the number of true positive samples, false positive samples, false negative samples, and true negative samples, respectively. Different colors represent different algorithms. Red curve is the HGCNMDA algorithm we proposed. From the ROC curve, HGCNMDA achieved an AUC of 0.9626 which was the best performance in four competitive algorithms. The AUC of GLNMDA was 0.9255, which is slightly worse than that of HGCNMDA. The AUC of SPM was 0.8971. IMCMDA ranked the fourth with an AUC of 0.8402. Obviously, HGCNMDA consistently outperformed the methods using 5-fold cross-validation. On the other hand, we notice that IMCMDA and HGCNMDA have smooth ROC curves, whereas SPM and GLNMDA have serrated curves. The main reasons for this were differences in sample size, data imbalance, and different definitions of thresholds, but the overall performance was identical. All in all, HGCNMDA can be used as a reliable model for predicting the latent miRNA–disease interactions.
Figure 6. The ROC curves and precision–recall (PR) curves for lung neoplasm, lymphoma, and breast neoplasm with top-20, top-40, and top-60, respectively using leave-one-out cross-validation LOOCV. (a) and (b) showed us the ROC curve and PR curve for lung neoplasm; (c) and (d) was the ROC curve and PR curve of lymphoma; (e) and (f) showed the ROC curve and PR curve for breast neoplasm. Performances of predicting top-20, top-40, top-60 for the three diseases mentioned above were compared in terms of ROC curves and PR curves.
Our predictions were consistent with the existing research results. The top-10 OS and PCOS-associated miRNAs prediction using our method were listed in Table 2. Three unconfirmed miRNAs were hsa-mir-34a, hsa-mir-126, and hsa-mir-210, respectively. In addition, the accuracy of top-5 prediction was 100%.

3.4. Prediction of New miRNA–Disease Associations

In order to further validate the predictive ability of HGCNMDA, we implemented two case studies of human diseases based on the correlation probability calculated by HGCNMDA. The first case study was implemented for osteosarcoma (OS). It is reported that osteosarcoma is a cancerous tumor in the skeleton. It is an aggressive malignant tumor, originating from mesenchymal primitive transforming cells, which manifests osteoblastic differentiation and produces malignant osteoid [49]. Here, we ranked the top-10 predicted miRNAs in the disease based on the unknown miRNA–disease interactions. In this experiment, the known miRNA–disease associations not included in HMDD v3.0 and miR2Disease were used to validate the performance of HGCNMDA. Finally, 8 of top-10 predicted miRNAs were verified to be related with the specific disease. We conducted the second case study for polycystic ovary syndrome (PCOS). This is a common hormone disorder in women of reproductive age. Women with PCOS may have very short or prolonged menstruation or high levels of male hormone. The ovaries may develop large amounts of fluid that do not release eggs regularly. We used HGCNMDA to forecast the latent relevance between PCOS and miRNAs. As a result, 7 of top-10 predicted latent miRNAs have been verified by relevant literatures. Three unconfirmed miRNAs were hsa-mir-34a, hsa-mir-126, and hsa-mir-210, respectively. In addition, the accuracy of top-5 prediction was 100%. Our predictions were consistent with the existing research results. The top-10 OS and PCOS-associated miRNAs prediction using our method were listed in Table 2.

Figure 7. ROC curves between HGCNMDA and baseline methods: inductive matrix completion method (IMCMMDA), structural perturbation method (SPM), and Global linear neighborhoods method (GLNMDA). HGCNMDA outperforms the previous methods with an AUC of 0.9626.

Table 2. Top-10 osteosarcoma and polycystic ovary syndrome-associated miRNAs.

| miRNA     | Evidence | miRNA     | Evidence |
|-----------|----------|-----------|----------|
| hsa-mir-26b | dbDEMCv2.0 | hsa-mir-9 | (Sørensen et al., 2014) [50] |
| hsa-mir-218 | Unconfirmed | hsa-mir-21 | (Sørensen et al., 2014) [50] |
| hsa-mir-873 | Unconfirmed | hsa-mir-155 | (Sørensen et al., 2014) [50] |
| hsa-mir-383 | dbDEMCv2.0 | hsa-mir-146a | (Sørensen et al., 2014) [50] |
| hsa-mir-16  | dbDEMCv2.0 | hsa-mir-223 | (Chuang et al., 2015) [51] |
| hsa-mir-199a | dbDEMCv2.0 | hsa-mir-34a | Unconfirmed |
| hsa-mir-671 | dbDEMCv2.0 | hsa-mir-145 | (Cai et al., 2017) [52] |
| hsa-mir-367 | dbDEMCv2.0 | hsa-mir-126 | Unconfirmed |
| hsa-mir-145 | dbDEMCv2.0 | hsa-mir-210 | Unconfirmed |
| hsa-mir-17  | dbDEMCv2.0 | hsa-mir-32  | (Roth et al., 2014) [53] |
4. Discussion and Conclusions

Integrating multiple types of data by using a deep-learning model is a challenging job, especially in prediction of disease-related miRNAs with a limited number of known associations. In this paper, we proposed a novel model to forecast miRNA–disease interactions in heterogeneous networks, namely miRNAs–disease networks, diseases networks, miRNAs networks and PPI networks. First of all, the HGCNMDA model extracted raw features based on PPI networks. Then, HGCNMDA model learned feature representations based on graph convolutional network by combining graph structure features and latent features. Lastly, edge features extraction component of HGCNMDA was built for predicting the edge type. Experiments demonstrated that HGCNMDA had reliable performance in top-r predictions (r equals 20, 40, or 60, respectively) for breast neoplasm, lymphoma, and lung neoplasm based on LOOCV. Compared to other competing algorithms, results demonstrated that HGCNMDA is much more powerful for predicting disease-associated miRNAs. Furthermore, two case studies on OS and PCOS were conducted and HGCNMDA achieved a good performance. Therefore, HGCNMDA is an effective model for predicting potential miRNA–disease interactions.

The success of HGCNMDA is mainly due to the following factors. First, we propose this completely novel method HGCNMDA to predict disease–miRNA interactions, taking the PPI network as a medium to avoid the complexity of constructing similarity-based methods. Therefore, our model is concise and easy to use. Second, using a deep-learning approach in heterogeneous environments, feature extraction and link prediction are simultaneously employed by one pipeline instead of a two-stage pipeline. Third, the known experimentally verified miRNA–disease interactions are used as the benchmark in terms of the cross-validation. Lastly, a new approach to sampling negative samples is taken to increase the model robustness during training.

Nevertheless, current HGCNMDA models still have some limitations. First, the model can be made better according to integrating more known human miRNA–disease interactions. Second, multi-view original feature can be properly integrated, for example, disease attribute characteristics and miRNA structure features can be constructed and learned to accurately obtain joint feature representations and thus enhance performance. We will leave this issue for future work.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4409/8/9/977/s1.

Figure S1: The distribution of 7040 positive samples of training neural network which are associated with 390 diseases and 567 miRNAs. The horizontal axis represents the type of disease and the vertical axis represents the number of miRNAs associated with the disease; Figure S2: Precision-recall curves and AUPRC for lung neoplasm with top-40 and top-60, respectively. (a) PR curve and AUPs for top-40 prediction; (b) PR curve and AUPs for top-60 prediction; Figure S3: Precision-recall curves and AUPRC for lymphoma with top-40 and top-60, respectively. (a) PR curve and AUPs for top-40 prediction; (b) PR curve and AUPs for top-60 prediction; Figure S4: Precision-recall curves and AUPRC for breast neoplasm with top-40 and top-60, respectively. (a) PR curve and AUPs for top-40 prediction; (b) PR curve and AUPs for top-60 prediction.

Author Contributions: Conceptualization, C.L. and H.L.; methodology, C.L.; validation, C.L., H.L. and Q.H.; formal analysis, J.Q.; resources, J.Y.; writing—original draft preparation, C.L.; writing—review and editing, Q.H.; visualization, J.Q.; supervision, J.Y.; funding acquisition, J.Y.

Funding: This research received no external funding

Acknowledgments: The authors would like to thank the anonymous reviewers, Baorong Yang and Meiyan Xu for their valuable suggestions.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Bartel, D.P. MicroRNAs: Genomics, biogenesis, mechanism, and function. Cell 2004, 116, 281–297. [CrossRef]
2. Ambros, V. The functions of animal microRNAs. Nature 2004, 431, 350–355. [CrossRef] [PubMed]
3. Meister, G.; Tuschl, T. Mechanisms of gene silencing by double-stranded RNA. Nature 2004, 431, 343–349. [CrossRef] [PubMed]
4. Kozomara, A.; Griffiths-Jones, S. miRBase: Annotating high confidence microRNAs using deep sequencing data. Nucleic Acids Res. 2013, 42, D68–D73. [CrossRef] [PubMed]
5. Jopling, C.L.; Yi, M.; Lancaster, A.M.; Lemon, S.M.; Sarnow, P. Modulation of hepatitis C virus RNA abundance by a liver-specific MicroRNA. *Science* **2005**, *309*, 1577–1581. [CrossRef] [PubMed]

6. Vasudevan, S.; Tong, Y.; Steitz, J.A. Switching from repression to activation: MicroRNAs can up-regulate translation. *Science* **2007**, *318*, 1931–1934. [CrossRef]

7. Zeng, X.; Zhang, X.; Zou, Q. Integrative approaches for predicting microRNA function and prioritizing disease-related microRNA using biological interaction networks. *Brief. Bioinform.* **2015**, *17*, 193–203. [CrossRef]

8. Chen, X.; Xie, D.; Wang, L.; Zhao, Q.; You, Z.-H.; Liu, H. BNPMDA: Bipartite network projection for miRNA–disease association prediction. *Bioinformatics* **2018**, *34*, 3178–3186. [CrossRef]

9. Chen, X.; Wang, L.; Qu, J.; Guan, N.-N.; Li, J.-Q. Predicting miRNA–disease association based on inductive matrix completion. *Bioinformatics* **2018**, *34*, 4256–4265. [CrossRef]

10. Yu, S.P.; Liang, C.; Xiao, Q.; Li, G.H.; Ding, P.J.; Luo, J.W. GLNMDA: A novel method for miRNA-disease association prediction based on global linear neighborhoods. *RNA Biol.* **2018**, *15*, 1215–1227. [CrossRef]

11. Yu, S.P.; Liang, C.; Xiao, Q.; Li, G.H.; Ding, P.J.; Luo, J.W. MCLPMDA: A novel method for miRNA-disease association prediction based on matrix completion and label propagation. *J. Cell. Mol. Med.* **2019**, *23*, 1427–1438. [CrossRef] [PubMed]

12. Zeng, X.; Liu, L.; Lü, L.; Zou, Q. Prediction of potential disease-associated microRNAs using structural perturbation method. *Bioinformatics* **2018**, *34*, 2425–2432. [CrossRef] [PubMed]

13. Qu, J.; Chen, X.; Sun, Y.Z.; Li, J.Q.; Ming, Z. Inferring potential small molecule–miRNA association based on triple layer heterogeneous network. *J. Cheminf.* **2018**, *10*, 30–43. [CrossRef] [PubMed]

14. Zhang, X.; Zou, Q.; Rodriguez Paton, A.; Zeng, X. Meta-path methods for prioritizing candidate disease miRNAs. *IEEE/ACM Trans. Comput. Biol. Bioinform.* **2019**, *16*, 283–291. [CrossRef] [PubMed]

15. Zou, Q.; Li, J.; Song, L.; Zeng, X.; Wang, G. Similarity computation strategies in the microRNA-disease network: A survey. *Brief. Funct. Genomics* **2015**, *15*, 55–64. [CrossRef] [PubMed]

16. Zeng, X.; Zhang, X.; Liao, Y.; Pan, L. Prediction and validation of association between microRNAs and diseases by multipath methods. *Biochim. Biophys. Acta* **2016**, *1860*, 2735–2739. [CrossRef] [PubMed]

17. Zitnik, M.; Agrawal, M.; Leskovec, J. Modeling polypharmacy side effects with graph convolutional networks. *Bioinformatics* **2018**, *34*, i457–i466. [CrossRef] [PubMed]

18. Luo, P.; Li, Y.; Tian, L.P.; Wu, F.X. Enhancing the prediction of disease–gene associations with multimodal deep learning. *Bioinformatics* **2019**. [CrossRef]

19. Zhou, J.; Cui, G.; Zhang, Z.; Yang, C.; Liu, Z.; Sun, M. Graph neural networks: A review of methods and applications. *arXiv* **2018**, arXiv:1804:03434.

20. Kipf, T.N.; Welling, M. Semi-supervised classification with graph convolutional networks. *arXiv* **2016**, arXiv:020907.

21. Grover, A.; Leskovec, J. node2vec: Scalable feature learning for networks. In Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, San Francisco, CA, USA, 13–17 August 2016; ACM: New York, NY, USA, 2016; pp. 855–864.

22. Menche, J.; Sharma, A.; Kitsak, M.; Ghaiasian, S.D.; Vidal, M.; Loscalzo, J.; Barabási, A.-L. Uncovering disease-disease relationships through the incomplete interactome. *Science* **2015**. [CrossRef] [PubMed]

23. Chatr-Aryamontri, A.; Breitkreutz, B.J.; Oughtred, R.; Boucher, L.; Heinicke, S.; Chen, D.; Stark, C.; Breitkreutz, A.; Kolas, N.; O’Donnell, L. The BioGRID interaction database: 2015 update. *Nucleic Acids Res.* **2014**, *43*, D470–D478. [CrossRef] [PubMed]

24. Szklarczyk, D.; Morris, J.H.; Cook, H.; Kuhn, M.; Wyder, S.; Simonovic, M.; Santos, A.; Doncheva, N.T.; Roth, A.; Bork, P. The STRING database in 2017: Quality-controlled protein–protein association networks, made broadly accessible. *Nucleic Acids Res.* **2016**, *45*, D362–D368. [CrossRef] [PubMed]

25. Rolland, T.; Taşan, M.; Charloteaux, B.; Pevzner, S.J.; Zhong, Q.; Sahni, N.; Yi, S.; Lemmens, I.; Fontanillo, C.; Mosca, R. A proteome-scale map of the human interactome network. *Cell* **2014**, *159*, 1212–1226. [CrossRef] [PubMed]

26. Hamosh, A.; Scott, A.F.; Amberger, J.S.; Bocchini, C.A.; McKusick, V.A. Online Mendelian Inheritance in Man (OMIM), a knowledgebase of human genes and genetic disorders. *Nucleic Acids Res.* **2005**, *33* (Suppl. 1), D514–D517. [CrossRef]

27. Yu, W.; Gwinn, M.; Clyne, M.; Yesupriya, A.; Khoury, M.J. A navigator for human genome epidemiology. *Nat. Genet.* **2008**, *40*, 124–125. [CrossRef]
28. Hernandez-Boussard, T.; Whirl-Carrillo, M.; Hebert, J.M.; Gong, L.; Owen, R.; Gong, M.; Gor, W.; Liu, F.; Truong, C.; Whaley, R. The pharmacogenetics and pharmacogenomics knowledge base: Accentuating the knowledge. *Nucleic Acids Res.* 2007, 36 (Suppl. 1), D913–D918. [CrossRef]

29. Davis, A.P.; King, B.L.; Mockus, S.; Murphy, C.G.; Saraceni-Richards, C.; Rosenstein, M.; Wiegers, T.; Mattingly, C.J. The comparative toxicogenomics database: Update 2011. *Nucleic Acids Res.* 2010, 39 (Suppl. 1), D1067–D1072. [CrossRef]

30. Coordinators, N.R. Database resources of the national center for biotechnology information. *Nucleic Acids Res.* 2013, 41, D8–D20. [CrossRef]

31. Hsu, S.D.; Tseng, Y.T.; Shrestha, S.; Lin, Y.L.; Khaleel, A.; Chou, C.H.; Chu, C.F.; Huang, H.Y.; Lin, C.M.; Ho, S.Y. miRTarBase update 2014: An information resource for experimentally validated miRNA-target interactions. *Nucleic Acids Res.* 2014, 42, D78–D85. [CrossRef] [PubMed]

32. Coordinators, N.R. Database resources of the national center for biotechnology information. *Nucleic Acids Res.* 2016, 44, D7–D19.

33. Jiang, Q.; Wang, Y.; Hao, Y.; Juan, L.; Teng, M.; Zhang, X.; Li, M.; Wang, G.; Liu, Y. miR2Disease: A manually curated database for microRNA deregulation in human disease. *Nucleic Acids Res.* 2008, 37 (Suppl. 1), D98–D104. [CrossRef] [PubMed]

34. Huang, Z.; Shi, J.; Gao, Y.; Cui, C.; Zhang, S.; Li, J.; Zhou, Y.; Cui, Q. HMDD v3.0: A database for experimentally supported human microRNA–disease associations. *Nucleic Acids Res.* 2018, 47, D1013–D1017. [CrossRef] [PubMed]

35. Zhang, M.; Chen, Y. Link prediction based on graph neural networks. In Proceedings of the 32nd International Conference on Neural Information Processing Systems, Montréal, Canada, 3–8 December 2018; pp. 5171–5181.

36. Perozzi, B.; Al-Rfou, R.; Skiena, S. Deepwalk: Online learning of social representations. In Proceedings of the 20th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, New York, NY, USA, 24–27 August 2014; ACM: New York, NY, USA; pp. 701–710.

37. Koren, Y.; Bell, R.; Volinsky, C. Matrix factorization techniques for recommender systems. *Computer* 2009, 8, 30–37. [CrossRef]

38. Airoldi, E.M.; Blei, D.M.; Fienberg, S.E.; Xing, E.P. Mixed membership stochastic blockmodels. *J. Mach. Learn. Res.* 2008, 9, 1981–2014. [PubMed]

39. Qiu, J.; Dong, Y.; Ma, H.; Li, J.; Wang, K.; Tang, J. Network embedding as matrix factorization: Unifying deepwalk, line, pte, and node2vec. In Proceedings of the 11th ACM International Conference on Web Search and Data Mining, Marina Del Rey, Marina Del Rey, CA, USA, 5–9 February 2018; ACM: New York, NY, USA; pp. 459–467.

40. Nickel, M.; Jiang, X.; Tresp, V. Reducing the rank in relational factorization models by including observable patterns. In Proceedings of the 27th International Conference on Neural Information Processing Systems, Montreal, Canada, 8–13 December 2014; pp. 1179–1187.

41. Hammond, D.K.; Vandergheynst, P.; Gribonval, R. Wavelets on graphs via spectral graph theory. *Appl. Comput. Harmon. Anal.* 2011, 30, 129–150. [CrossRef]

42. Luo, P.; Tian, L.P.; Ruan, J.; Wu, F.X. Disease gene prediction by integrating ppi networks, clinical rna-seq data and omim data. *IEEE/ACM Trans. Comput. Biol. Bioinform.* 2019, 16, 222–232. [CrossRef]

43. Yang, P.; Li, X.L.; Mei, J.P.; Kwoh, C.K.; Ng, S.K. Positive-unlabeled learning for disease gene identification. *Bioinformatics* 2012, 28, 2640–2647. [CrossRef]

44. Nickel, M.; Tresp, V.; Kriegel, H.-P. A Three-Way Model for Collective Learning on Multi-Relational Data. In Proceedings of the 29th International Conference on International Conference on Machine Learning, Bellevue, WA, USA, 28 June–2 July 2011; pp. 809–816.

45. Trouillon, T.; Welbl, J.; Riedel, S.; Gaussier, É.; Bouchard, G. Complex embeddings for simple link prediction. In Proceedings of the International Conference on Machine Learning, New York, NY, USA, 19–24 June 2016; pp. 2071–2080.

46. Kingma, D.P.; Ba, J. Adam: A method for stochastic optimization. *arXiv* 2014, arXiv:1412.6980.

47. Glorot, X.; Bengio, Y. Understanding the difficulty of training deep feedforward neural networks. In Proceedings of the 13th International Conference on Artificial Intelligence and Statistics, Sardinia, Italy, 13–15 May 2010; pp. 249–256.
48. Li, Q.; Han, Z.; Wu, X.M. Deeper insights into graph convolutional networks for semi-supervised learning. In Proceedings of the 32nd AAAI Conference on Artificial Intelligence, New Orleans, LA, USA, 2–7 February 2018; pp. 3538–3545.
49. Luetke, A.; Meyers, P.A.; Lewis, I.; Juergens, H. Osteosarcoma treatment—where do we stand? A state of the art review. Cancer Treat. Rev. 2014, 40, 523–532. [CrossRef] [PubMed]
50. Sørensen, A.; Wissing, M.; Salö, S.; Englund, A.; Dalgaaard, L. MicroRNAs related to polycystic ovary syndrome (PCOS). Genes 2014, 5, 684–708. [CrossRef] [PubMed]
51. Chuang, T.Y.; Wu, H.L.; Chen, C.C.; Gamboa, G.M.; Layman, L.C.; Diamond, M.P.; Azziz, R.; Chen, Y.H. MicroRNA-223 expression is upregulated in insulin resistant human adipose tissue. J. Diabet. Res. 2015, 2015, 943659. [CrossRef] [PubMed]
52. Cai, G.; Ma, X.; Chen, B.; Huang, Y.; Liu, S.; Yang, H.; Zou, W. MicroRNA-145 negatively regulates cell proliferation through targeting IRS1 in isolated ovarian granulosa cells from patients with polycystic ovary syndrome. Reprod. Sci. 2017, 24, 902–910. [CrossRef] [PubMed]
53. Roth, L.W.; McCallie, B.; Alvero, R.; Schoolcraft, W.B.; Minjarez, D.; Katz-Jaffe, M.G. Altered microRNA and gene expression in the follicular fluid of women with polycystic ovary syndrome. J. Assist. Reprod. Genet. 2014, 31, 355–362. [CrossRef] [PubMed]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).