We give a complete characterization of the (non)classicality of all stabilizer subtheories. First, we prove that there is a unique nonnegative and diagram-preserving quasiprobability representation of the stabilizer subtheory in all odd dimensions, namely Gross’s discrete Wigner function. This representation is equivalent to Spekkens’s epistemically restricted toy theory, which is consequently singled out as the unique noncontextual ontological model for the stabilizer subtheory. Strikingly, the principle of noncontextuality is powerful enough (at least in this setting) to single out one particular classical realist interpretation. Our result explains the practical utility of Gross’s representation by showing that (in the setting of the stabilizer subtheory) negativity in this particular representation implies generalized contextuality. Since negativity of this particular representation is a necessary resource for universal quantum computation in the state injection model, it follows that generalized contextuality is also a necessary resource for universal quantum computation in this model. In all even dimensions, we prove that there does not exist any nonnegative and diagram-preserving quasiprobability representation of the stabilizer subtheory, and, hence, that the stabilizer subtheory is contextual in all even dimensions.

Quantum computers have the potential to outperform classical computers at many tasks. One of the major outstanding problems in quantum computing is to understand what physical resources are necessary and sufficient for universal quantum computation. These resources may depend on one’s model of computation [1–3], and in some cases it seems that neither entanglement nor even coherence is required in significant quantities [2].

The primary obstacle to building a quantum computer is that implementing low-noise gates is difficult in practice. While there are no gate sets which are easy to implement and also universal [4], the entire stabilizer subtheory [5, 6] can in fact be implemented in a fault-tolerant manner relatively easily. To promote the stabilizer subtheory to universal quantum computation, one must supplement it with additional nonstabilizer (or ‘magic’) processes. Because these nonstabilizer resources do not have a straightforward fault-tolerant implementation, they are typically noisy. To get around this problem, Bravyi and Kitaev [7] introduced the magic state distillation scheme, whereby fault-tolerant stabilizer operations are used to distill pure resource states out of the initially noisy resources. However, not every nonstabilizer resource can be distilled in this fashion to generate a state which promotes the stabilizer subtheory to universal quantum computation. It is a major open question to determine which states are in fact sufficient for this purpose.

Quasiprobability representations are a central tool for making progress on these and related problems. For finite-dimensional quantum systems, a number of quasiprobability representations have been studied. For example, Gibbons, Hoffman, and Wootters (GHW) identified a family of representations on a discrete phase space [8], and Gross then singled out one of these with a higher degree of symmetry [9], by virtue of satisfying a property known as “Clifford covariance”. All of these have been used to study quantum computation [10–17].

Gross’s representation in particular has been the most useful in understanding the resources required for computation. For instance, Ref. [12] extended the Gottesman-Knill theorem [6] by devising an explicit simulation protocol for quantum circuits composed of Clifford gates supplemented with arbitrary states and measurements that have nonnegative Gross’s representation. Ref. [12] also proved that every state which is useful for magic state distillation necessarily has negativity in its Gross’s representation. In Ref. [14], this result was leveraged to prove that every state that promotes the stabilizer subtheory to universal quantum computation via magic state distillation must also exhibit Kochen-Specker contextuality [18]. In recognition that negativity in Gross’s representation is a resource for quantum computation in this sense, Ref. [13] introduced an entire resource theory [19] of Gross’s negativity.

From a foundational perspective, it is surprising that any particular quasiprobability representation plays such a central role. As argued in Ref. [20], negativity of any one quasiprobability representation is not sufficient to establish nonclassicality in general scenarios. So how can it be that Gross’s representation plays such an important role, e.g., that negativity in it is associated to a strong form of nonclassicality, namely computational speedups? Early clues were provided by Gross [9] and by Zhu [21], each of whom proved that Gross’s representation was the unique representation with some natural symmetry properties. However, it has previously been unclear what these properties have to do with nonclassicality, and both Gross’s and Zhu’s arguments relied on auxiliary mathematical assumptions that were
not physically motivated (as we discuss below).

In this paper, we resolve this mystery by showing that the only nonnegative and diagram-preserving [22] quasiprobability representation of the stabilizer subtheory in any odd dimension is Gross’s. We also prove that in all even dimensions (where Gross’s representation is not defined), there is no nonnegative and diagram-preserving quasiprobability representation of the stabilizer subtheory. This implies that the stabilizer subtheory exhibits generalized contextuality in all even dimensions.

In the setting of the full stabilizer subtheory, our result for odd dimensions proves that negativity of this particular quasiprobability representation is a rigorous signature of nonclassicality, i.e., the failure of generalized noncontextuality. Generalized noncontextuality is a principled [23–25], useful [26–38], and operational [39–45] notion of classicality. If one’s process has negativity in Gross’s representation, then our result establishes that there is no nonnegative representation of the full stabilizer subtheory together with that process. Since nonnegative quasiprobability representations are in one-to-one correspondence with generalized noncontextual ontological models [20, 22, 24], this means that there is no noncontextual representation for the scenario, and hence no classical explanation of it¹.

Our work also extends the body of known connections between contextuality, negativity, and computation [13–16, 47–52]. Using known links between resources for quantum computation and negativity in Gross’s representation, together with our result connecting such negativity to the failure of generalized noncontextuality, one can derive connections between resources for quantum computation and generalized noncontextuality.

We illustrate this by giving an analogue of the celebrated result in Ref. [14]: namely, we prove that generalized contextuality is necessary for universal quantum computation in the state injection model.

Finally, we note that our main result demonstrates that the principle of generalized noncontextuality is a much stronger principle than was previously recognized, at least in some settings. This is exemplified by the fact that for stabilizer theories in odd dimensions, it does not merely provide constraints on ontological representations, it completely fixes the ontological representation. This offers some hope that if the notion of a generalized noncontextual model can be relaxed in such a way [46] that lifts the obstructions to modelling the entirety of quantum theory, such a model of the full theory might also be unique. In our view such a uniqueness result would offer a compelling reason to take the identified ontology seriously.

The stabilizer subtheory—The stabilizer subtheory is one of the most important subtheories of quantum theory in the field of quantum information, playing an important role in quantum computing [5–7, 14, 53, 54], quantum error correction [5, 6, 55–57], and quantum foundations [58–63]. We introduce it² briefly here, with more details in Appendix A.

The stabilizer subtheory is built around the Clifford unitaries. To define these, we first introduce the Weyl operators (also called generalized Pauli operators). Consider a d-dimensional quantum system with computational basis \{|0\}, \ldots, \{|d - 1\}\}. Writing \(\omega = \exp(\frac{2\pi i}{d})\), we define the translation operator \(X\) and boost operator \(Z\) via

\[
X |x\rangle = |x + 1\rangle \quad Z |x\rangle = \omega^x |x\rangle .
\]

Note that here and throughout, all arithmetic is within \(\mathbb{Z}_d\), the integers modulo \(d\). The single-system Weyl operators are then defined as \(W_{p,q} = Z^p X^q\), where \(p, q \in \mathbb{Z}_d\). Note that these are often defined with an additional phase factor \(\omega^{x_1 \cdots x_n}\); however, the resulting operational theory is the same for any valid [50] phase choice, so we will set \(\gamma_{p,q}\) to zero. The Clifford unitaries are defined as unitaries which—up to a phase—map Weyl operators to other Weyl operators under conjugation.

The stabilizer subtheory for a single system in dimension \(d\) is defined as the set of processes which can be generated by sequential composition of: i) pure states uniquely identified by being the simultaneous eigenstates of a given set of Weyl operators, ii) projective measurements in the spectral decomposition of the Weyl operators³, and iii) Clifford unitary superoperators on the associated Hilbert space, as well as convex mixtures of such processes.

This construction is easily generalized to allow for parallel composition, that is, for systems made up of \(n\) qudits⁴, by defining the multiparticle Weyl operators as tensor products of those defined above, and defining the multiparticle Clifford operators as unitary superoperators that preserve the multiparticle Weyl operators under conjugation; see Ref. [9] for more details.

¹ Note that Ref. [46] introduced a more refined framework for studying ontological models and noncontextuality, and argued that better terminology for these are ‘classical realist representations’ and ‘Leibnizianity’, respectively. We do not use this framework or terminology here only so that our results are easier to parse for readers who have not read Ref. [46].

² Note that an alternative definition of the stabilizer subtheory in prime power dimensions that appears in literature utilizes the finite field \(\mathbb{F}_{p^k}\) of \(p^k\) elements. For example, this is the definition of the stabilizer subtheory studied by Zhu [21]. The two definitions coincide for prime \(d = p\), but are distinct for prime power \(d = p^k, k \neq 1\). In this work, we will follow Gross’s definition and concern ourselves only with the stabilizer subtheories defined using the residue field \(\mathbb{Z}_d\) for all odd \(d\).

³ Note that although the Weyl operators are not Hermitian operators, they are normal operators, and hence have a spectral decomposition, which implies one can carry out a projective measurement in the eigenbasis of each.

⁴ To the authors’ knowledge, parallel composition of systems of different dimensions has not been considered in the literature.
An important feature is that in general the stabilizer subtheory defined by parallel composition of \( n \) qubits is not the same as the stabilizer subtheory defined by a single \( d^n \) dimensional system—for instance, the latter generally has far fewer states [9]. Therefore, for a given dimension \( D \) there may be multiple different stabilizer theories which could be associated to it, depending on whether one views it as a single monolithic system of dimension \( D \) (which Gross calls the single-particle view), or views it as some tensor product of multiple qudits (which Gross calls a multi-particle view).

Quasiprobability representations—A quasiprobability representation [22, 64, 65] is akin to a mathematical representation of quantum processes as stochastic processes on a sample space, except that the representation may take negative values. For the reasons laid out in Refs. [22, 46], we are only interested in quasiprobability representations that satisfy the assumption of diagram preservation [22, 46]—namely, that the representation commutes with sequential and parallel composition of processes. This assumption is satisfied by most of the useful quasiprobability representations considered in the literature, including the standard (continuous-dimensional) Wigner function and Gross’s representation.

The arguments of Ref. [22] imply that every diagram-preserving quasiprobability representation of a full dimensional subtheory\(^5\) of quantum theory can be written as a minimal frame representation [64], i.e. one whose frame elements form a basis, as follows. One first associates to each system a basis \( \{F_\lambda \}_\lambda \) for the real vector space of Hermitian operators, where

\[
\text{tr}[F_\lambda] = 1.
\]

Every basis has a unique dual basis, \( \{D_\lambda \}_\lambda \), as proved in Appendix B, where

\[
\sum_\lambda D_\lambda = 1, \quad \text{tr}[D_\lambda F_\lambda] = \delta_{\lambda\lambda'}.
\]

In this representation, a completely-positive trace-stochastic map [66, 67] \( \mathcal{E} \) is represented by a quasistochastic map defined by

\[
\xi_{\mathcal{E}}(\lambda'|\lambda) = \text{tr}[D_\lambda \mathcal{E}(F_\lambda)].
\]

As special cases, the representations of a state \( \rho \) and an effect \( E \) are given by

\[
\xi_{\rho}(\lambda) = \text{tr}[D_\lambda \rho], \quad \xi_{E}(\lambda) = \text{tr}[F_\lambda E],
\]

and the quantum probabilities are recovered as

\[
\text{tr}[E \mathcal{E}(\rho)] = \sum_{\lambda'\lambda} \xi_{\mathcal{E}}(\lambda') \xi_{\rho}(\lambda) \xi_{\mathcal{E}}(\lambda').
\]

A quasiprobability representation is said to be nonnegative if for every process \( \mathcal{E} \), \( 0 \leq \xi_{\mathcal{E}}(\lambda'|\lambda) \leq 1 \) for every \( \lambda, \lambda' \). In this case, the representation is in one-to-one correspondence with a noncontextual ontological model [23, 46].

Gross’s representation—The particular quasiprobability representation introduced by Gross [9] is for odd dimensional quantum systems and takes the sample space to be a phase space \( V = \mathbb{Z}_d \times \mathbb{Z}_d \), and so its elements will be labelled by \( a := (p,q) \), rather than \( \lambda \). Hence, the basis operators in Gross’s representation are indexed by \( a \in V \), and we will denote them by \( A_a \).

The basis operators in Gross’s representation can be written in terms of the Weyl operators as follows:

\[
\{A_a\}_a := \left\{ \frac{1}{d} \sum_{b} \omega^{-a.b} W^G_{p,q} \right\}_a,
\]

where Gross’s Weyl operators \( W^G_{p,q} \) are related to ours via

\[
W^G_{p,q} := \omega^{-1} W^G_{p,q} W^G_{p,q} \].

These operators form an orthogonal basis, and so the basis is essentially self-dual, so that both \( \{F_\lambda \} \) and \( \{D_\lambda \} \) are proportional to \( \{A_a\} \), with \( D_\lambda = \frac{1}{d} F^\dagger_\lambda \). They moreover satisfy a number of useful properties (see, e.g., Lemma 29 of Ref. [9]) including a key feature of translational covariance [9] where:

\[
W^G_{p,q} A_{p,q} W^G_{p',q'} = A_{p+p',q+q'} \quad \forall p,q,p',q'.
\]

Main result—Our main result is a complete characterization of the (non)classicality of the stabilizer subtheory in every finite dimension.

**Theorem 1.**

(a) For any stabilizer subtheory (single- or multi-particle) in odd dimensions, the unique nonnegative and diagram-preserving quasiprobability representation for it is Gross’s representation.

(b) For any stabilizer subtheory (single- or multi-particle) in even dimensions, there is no nonnegative and diagram-preserving quasiprobability representation.

The proof is given in Appendix C.

As shown in Ref. [58, 60], Gross’s representation is identical to Spekkens’ epistemically restricted toy theory [68] for odd dimensions [58]. Through the equivalences between various notions of classicality [22], our result can be stated in a number of ways. Perhaps the most natural equivalent statement of Theorem 1 is the following: For odd dimensions, the unique noncontextual representation of the stabilizer subtheory is Spekkens’

---

\(^5\) That is, in which the states span the quantum state space and the effects span the quantum effect space. Note that the stabilizer subtheory is such a theory, which can be seen by noting that the Weyl operators span the space of Hermitian operators, and hence, so do their eigenstates.
epistemically restricted toy theory. For even dimensions, the stabilizer subtheory is contextual.

There are several senses in which our uniqueness result, Theorem 1(a), is stronger than that proven by Gross [9] or that proven by Zhu [21]. Most importantly, the principle of generalized noncontextuality is a well-established notion of classicality, while Gross’s notion of Clifford covariance and Zhu’s (weaker) notion of Clifford covariance are not. Additionally, our result starts from the very weak assumption of classical realism [46]—that is, the ontological models framework—while Gross’s and Zhu’s results rely on additional assumptions which have not been given physical motivation. In particular, both Gross’s and Zhu’s arguments only single out Gross’s representation if one assumes that one’s representation is on a $d \times d$ phase space, and that it gives the correct marginal probabilities. In our approach, both of these are derived. Finally, our uniqueness result holds in all odd dimensions, while Gross’s uniqueness result was proven only for odd prime dimensions, and Zhu’s only for prime power dimensions.

Theorem 1(b) establishes that every stabilizer subtheory of even dimension exhibits contextuality. While this result has previously been claimed to be true, it had not in fact been proven (to our knowledge). For $d = 2$, there are well-known proofs of contextuality, e.g., in Ref. [62]. It follows that every subtheory which contains all the processes in the qubit stabilizer subtheory is also contextual. However, it is not known whether every even-dimensional stabilizer subtheory contains the qubit stabilizer as a subtheory (see Ref. [9]), and so the claim of Theorem 1(b) does not trivially follow in this manner.

Generalized contextuality as a resource for quantum computation—The stabilizer subtheory is efficiently simulable [6]. However, if one supplements it with appropriate nonstabilizer states, one can achieve universal quantum computation through magic state distillation [7].

Any state which promotes the stabilizer subtheory to universal quantum computation must have negativity in its Gross’s representation [12]. Ref. [14] further showed that Kochen-Specker contextuality is necessary for universality in this model of quantum computation.

The key argument of Ref. [14] was a graph-theoretic proof that if a state is negative in Gross’s representation, then it admits a (state-dependent) proof of Kochen-Specker contextuality using only stabilizer measurements. Our main theorem, Theorem 1, is analogous, establishing that if a state is negative in Gross’s representation, then it admits a proof of generalized contextuality.

Hence, we immediately arrive at a result akin to that of Ref. [14]: generalized contextuality is necessary for universality in the state injection model of quantum computation.

**Theorem 2.** Consider any state $\rho$ which promotes the stabilizer subtheory to universal quantum computation. There is no generalized noncontextual model for the stabilizer subtheory together with $\rho$.

We comment in Appendix D on two other routes to proving this theorem.

On the sufficiency of generalized contextuality for universal quantum computation—Thus far we have focused on the necessity of contextuality for quantum computation. However, the fact that Gross’s representation provides the unique noncontextual representation of the stabilizer subtheory may also be useful for discovering in what sense (if any) generalized contextuality is sufficient for quantum computation.

Without any caveats, generalized contextuality is clearly not sufficient for universal quantum computation. This can be seen by the example of the stabilizer subtheory in dimension 2, which admits proofs of contextuality [62] and yet is efficiently simulable [6].

Still, it is conceivable that there is a more nuanced sufficiency result relating contextuality and computation, e.g., by leveraging quantitative measures of generalized contextuality [45, 69] or by focusing on particular dimensions and models of quantum computation. We now prove a related result (without explicit reliance on Theorem 1).

From Ref. [12, 70], we know that access to enough copies of any nonstabilizer pure state promotes the stabilizer subtheory to universal quantum computation. Similarly, access to enough copies of any nonstabilizer unitary promotes the stabilizer subtheory to universal quantum computation, since the Clifford unitaries together with any other unitary gate forms a universal gate set [71, 72].

It is well known that every pure nonstabilizer state is negatively represented in Gross’s representation [9]. Additionally, it is not hard to see that every nonstabilizer unitary gate is negatively represented in Gross’s representation. By the universal gate set property [71, 72], combining the positively represented Clifford gates with any given nonstabilizer unitary allows the approximation of any other unitary—including one that maps some pure stabilizer state to some pure nonstabilizer state. Since the stabilizer state is represented positively and the nonstabilizer state must be represented negatively in Gross’s representation, the unitary mapping between them must have negativity in its Gross’s representation, and hence so must the given nonstabilizer unitary used to construct it. Hence we obtain the following theorem:

---

[6] Zhu does not actually make the latter assumption, but as a consequence he does not uniquely single out Gross’s representation; rather, he single out a family of representations in terms of the so-called Wigner-Wootters bases. But Gross’s paper (the last paragraph in the proof of Theorem 23) shows explicitly that this assumption regarding marginal probabilities is exactly what is required to single out Gross’s representation from among the Wigner-Wootters representations.
Theorem 3. A (necessary and) sufficient condition for any unitary or pure state to promote the stabilizer subtheory to universal quantum computation is that it be negatively represented in Gross’s representation.

For the case of pure states, this result was pointed out in Refs. [12, 70]. Perhaps the most important open question that remains is whether an analogous sufficiency result holds for mixed states and generic quantum channels.

Conclusion—We have proved that noncontextuality picks out a unique classical explanation for every stabilizer subtheory in odd dimensions, and that there is no noncontextual model for any stabilizer subtheory in even dimensions. We then proved that, as a consequence, generalized contextuality is a necessary resource for universal quantum computation in the state injection model. We expect these results connecting contextuality and negativity to continue to be useful for understanding the resources needed for quantum information processing.
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Appendix A: The stabilizer subtheory

We here expand on the exposition of the stabilizer subtheory from the main text (with some redundancy for completeness).

The stabilizer subtheory is built around the Clifford group, whose elements will be referred to as Clifford unitaries. To define these, we first introduce the Weyl operators (also called generalized Pauli operators). Consider a $d$-dimensional quantum system, and define the computational basis $\{0, \ldots, d-1\}$ in its Hilbert space $\mathcal{H}$. Each basis element is labelled by an element of $\mathbb{Z}_d$, which we refer to as the configuration space. Writing $\omega = \exp(\frac{2\pi i}{d})$, we define the translation operator $X$ and boost operator $Z$ via

$$
X |x\rangle = |x+1\rangle \quad (A1)
$$

$$
Z |x\rangle = \omega^{|x|} |x\rangle. \quad (A2)
$$

Note that here and throughout, all arithmetic is within $\mathbb{Z}_d$. These can be viewed as discrete position and momentum translation operators, respectively, for a particle on a ring. From these, the single-system Weyl operators are defined as

$$
W_{p,q} = Z^p X^q, \quad (A3)
$$

where $p, q \in \mathbb{Z}_d$. Note that these are often defined with an additional phase factor $\omega^{p+q}$; however, the resulting operational theory is the same for any valid [$50$] phase choice, so we will set $\gamma_{p,q}$ to zero. (We highlight this lack of dependence on the chosen phase by introducing the stabilizer subtheory using superoperators, for which any valid choice of phase cancels.)

The Weyl operators are unitaries whose associated superoperators, $W_{p,q}(\cdot) := W_{p,q}(\cdot) W_{p,q}^\dagger$, form a group with composition law

$$
W_{p,q} W_{p',q'} = W_{p+p',q+q'}, \quad (A4)
$$

and inverse

$$
W_{p,q}^{-1} = W_{p,q}^\dagger = W_{-p,-q}. \quad (A5)
$$

(Not that the Weyl operators themselves do not form a group as the above equations only hold up to a particular phase factor.)

It will be useful later to note that the Weyl operators are orthonormal with respect to a rescaled Hilbert-Schmidt inner product:

$$
\frac{1}{d} \text{tr}[W_{p,q} W_{p',q'}^\dagger] = \delta_{p,p'} \delta_{q,q'}. \quad (A6)
$$

Note that $\mathbb{Z}_d$ has the structure of a finite algebraic field. For non-prime $d$, things are somewhat more complicated [9], but the results in this work still hold.
The Clifford unitaries are defined as unitaries which—up to a phase—map Weyl operators to other Weyl operators under conjugation. Equivalently, their associated superoperators map Weyl superoperators to other Weyl superoperators under conjugation. That is, \( U \) is a Clifford unitary superoperator if for every \((p, q)\), one has

\[
U \Omega_{p,q} U^\dagger = \Omega_{p',q'}.
\]

For a fixed dimension, the Clifford superoperators form a group generated by the superoperators associated to the generalized phase gate \( P \) \(^{[73]} \) and the generalized Hadamard gate \( H \), whose explicit form

\[
H \ket{x} = \frac{1}{\sqrt{d}} \sum_{k \in \mathbb{Z}_d} \omega^{x k} \ket{k}
\]

will be used below.

The stabilizer subtheory for a single system in dimension \( d \) is defined as the set of processes which can be generated by sequential composition of: i) pure states uniquely identified by being the simultaneous eigenstates of a given set of Weyl operators, ii) projective measurements in the spectral decomposition of the Weyl operators\(^8\), and iii) Clifford unitary superoperators on the associated Hilbert space, as well as convex mixtures of such processes.

This construction is easily generalized to allow for parallel composition, that is, for systems made up of \( n \) qudits\(^9\), by defining the multiparticle Weyl operators as tensor products of those defined above, and defining the multiparticle Clifford operators as unitary superoperators that preserve the multiparticle Weyl operators under conjugation; see Ref. \([9]\) for more details.

An important feature is that in general the stabilizer subtheory defined by parallel composition of \( n \) qudits is not the same as the stabilizer subtheory defined by a single \( d^n \) dimensional system—for instance, the latter generally has far fewer states \([9]\). Therefore, for a given dimension \( D \) there may be multiple different stabilizer theories which could be associated to it, depending on whether one views it as a single monolithic system of dimension \( D \) (which Gross calls the single-particle view), or views it as some tensor product of multiple qudits (which Gross calls a multi-particle view).

Appendix B: Useful Preliminaries

It is well-known that a basis of a vector space uniquely defines a dual basis in the dual vector space (i.e., the space of functionals on the vector space). We will leverage this fact, but in a slightly different form:

**Lemma 4.** Given any basis \( \{ F_{\lambda} \}_\lambda \) for a \( d^2 \)-dimensional real vector space \( \text{Herm}(\mathcal{H}) \) of Hermitian operators on a Hilbert space \( \mathcal{H} \), there is a unique set \( \{ D_{\lambda} \}_\lambda \) of \( d^2 \) Hermitian operators satisfying

\[
\text{tr}(D_{\lambda} F_{\lambda}) = \delta_{\lambda,\lambda'},
\]

and \( \{ D_{\lambda} \}_\lambda \) also forms a basis for \( \text{Herm}(\mathcal{H}) \).

**Proof.** Consider any basis \( \{ F_{\lambda} \}_\lambda \) of \( \text{Herm}(\mathcal{H}) \). It uniquely specifies a basis \( \{ D_{\lambda} \}_\lambda \) of the dual vector space \( \text{Herm}(\mathcal{H})^* \), where \( \{ D_{\lambda} \}_\lambda \) are linear functionals satisfying \( D_{\lambda}(F_{\lambda'}) = \delta_{\lambda,\lambda'} \).\(^{10}\) Now, in order to obtain again a set of Hermitian operators \( \{ D_{\lambda} \}_\lambda \), we use the Riesz representation theorem \([74]\), which states that each of these functionals \( D_{\lambda} \) can be written as the Hilbert-Schmidt inner product with a unique Hermitian operator \( D_{\lambda} \), namely

\[
D_{\lambda}() = \text{tr}([() D_{\lambda}]).
\]

This picks out a unique basis \( \{ D_{\lambda} \}_\lambda \) which satisfies Eq. \((B1)\).

Note that the operators \( \{ F_{\lambda} \}_\lambda \) and \( \{ D_{\lambda} \}_\lambda \) are both in \( \text{Herm}(\mathcal{H}) \). For a basis \( \{ F_{\lambda} \}_\lambda \), we refer to the set \( \{ D_{\lambda} \}_\lambda \) constructed using this lemma as the dual basis.

Recall that a quasiprobability representation is diagram-preserving \([22, 46]\) if it commutes with sequential and parallel composition of processes. Another useful lemma we will require is the following.

**Lemma 5.** A nonnegative and diagram-preserving quasiprobabilistic representation of any unitary superoperator \( U() := U() U^\dagger \) is given by a permutation; that is, by a conditional probability distribution

\[
\xi_U(\lambda'|\lambda) = \delta_{\sigma_U(\lambda'),\lambda}
\]

for some permutation \( \sigma_U : \Lambda \rightarrow \Lambda \).

**Proof.** By definition, a nonnegative quasiprobabilistic representation \( \xi \) represents every unitary superoperator \( U() \) as a stochastic map from \( \Lambda \) to itself, so \( \xi_U \) and \( \xi_{U^\dagger} \) are stochastic maps. By diagram preservation, it holds that \( \xi_{U U^\dagger} = \xi_U \circ \xi_{U^\dagger} \). But \( U U^\dagger = \mathbb{1} \), and hence \( \xi_{U U^\dagger} = \xi_U \), where (by diagram preservation) \( \xi_U \) must be the identity matrix. Therefore \( \xi_U \circ \xi_{U^\dagger} \) is the identity matrix, so \( \xi_{U^\dagger} \) is the left inverse of \( \xi_U \), and so (by the fact that they are square matrices) \( \xi_U \) and \( \xi_{U^\dagger} \) are inverses. But the only (square) stochastic matrices whose inverses are stochastic are permutations. Hence \( \xi_U \) is a permutation for every unitary \( U \). \( \square \)

---

\(^8\) Note that although the Weyl operators are not Hermitian operators, they are normal operators, and hence have a spectral decomposition, which implies one can carry out a projective measurement in the eigenbasis of each.

\(^9\) To the authors’ knowledge, parallel composition of systems of different dimensions is at best highly nontrivial, and has not been considered in the literature.

\(^{10}\) To see that this is unique, consider a linear functional \( \mathcal{D}'_{\lambda} \), satisfying \( \mathcal{D}'_{\lambda}(F_{\lambda'}) = \delta_{\lambda,\lambda'} \) for all \( \lambda \). Since a linear functional is fully specified by its action on a basis, \( \mathcal{D}'_{\lambda} \) is the exact same functional as \( \mathcal{D}_{\lambda} \).
A final useful lemma is a well-known result from Ref. [23]:

**Lemma 6.** Projective measurements have an outcome-deterministic representation in any noncontextual ontological model. That is, representation of the projectors in a projective measurement are conditional probability distributions valued in \( \{0, 1\} \). Furthermore, every ontic state is in the support of the representations of one and only one of eigenstates in any given projective measurement.

This lemma was originally proven for full quantum theory, but the proof is easily repeated within the stabilizer subtheory.

### Appendix C: Proof of Main Theorem

Here we prove Theorem 1.

We first give a one-paragraph intuitive proof sketch. Recall that the structure theorem of Ref. [22] gives a minimal frame representation as discussed in the main text. Starting with the single-particle case, we leverage the fact that noncontextuality implies outcome determinism to find a privileged labeling of the ontic states as points in phase space. We show that this labelling satisfies translational covariance. Using this and the fact that Weyl operators form a basis of the linear operators, we then show that the representation is fixed by the outcomes of measurements of Weyl operators on the \( \lambda = (0, 0) \) ontic state.\(^{11}\) We give various conditions on these outcomes due to the Hermiticity of the phase point operator, the representation of the Hadamard, and from considering measurements of commuting pairs of Weyl operators. In odd dimensions, we show that the unique solution to these conditions is that which gives Gross’s phase point operators. In even dimensions, we show that there is no solution. The generalization to multi-particle stabilizer subtheories is then shown to follow immediately.

We now give the full proof.

We start from the assumption that we have some nonnegative and diagram-preserving quasiprobability representation of the stabilizer subtheory in some finite dimension \( d \). Note that this subtheory is tomographically local, and has GPT dimension \( d^2 \). Hence, Corollary VI.2 of Ref. [22] implies that the number of elements in the sample space is exactly \( d^2 \). Since a nonnegative and diagram-preserving quasiprobability representation is equivalent to a noncontextual ontological representation, we will refer to the elements of the sample space as ‘ontic states’.

The structure theorems in Ref. [22] (in particular, Corollary VI.2) imply that this representation is a minimal frame representation [64] composed of a basis \( \{F_\lambda\}_\lambda \) and its dual \( \{D_\lambda\}_\lambda \) (in the sense of Lemma 4) such that the representation of a completely positive trace preserving map \( E \) is given by the conditional quasiprobability distribution

\[
\xi_E(\lambda'|\lambda) = \text{tr}[D_\lambda E(F_\lambda)].
\]

(Note, however, that the elements of each basis need not be pairwise orthogonal.) Given an \( \{F_\lambda\}_\lambda \), the \( \{D_\lambda\}_\lambda \) satisfying these conditions are unique, so to specify a representation it suffices to determine the \( \{F_\lambda\}_\lambda \), as we will now do.

Consider in particular the two stabilizer measurements corresponding to the \( X^\dagger \) and \( Z \) operators. If we label the outcome of \( X^\dagger \) by \( p \in \mathbb{Z}_d \) and the outcome of \( Z \) by \( q \in \mathbb{Z}_d \), then by outcome determinism (Lemma 6), each ontic state corresponds to an ordered pair \( (p, q) \). In fact, this correspondence is bijective, and hence we can choose a useful labelling of the ontic states, i.e. \( \lambda \mapsto (p, q) \) (so that measurements of \( X^\dagger \) reveal \( p \) and measurements of \( Z \) reveal \( q \)). To see that the correspondence is surjective, consider an eigenstate of \( X \) with eigenvalue \( \omega^{-p_1} \). The ontic states in the support of its representation must have \( p = p_1 \) so that the outcome of an \( X^\dagger \) measurement is always \( p_1 \). Furthermore, a measurement of \( Z \) on this eigenstate gives a uniformly random outcome \( q \), and so the ontic states in the support of its representation must include every ontic state of the form \( (p_1, q) \), for arbitrary \( q \in \mathbb{Z}_d \). This holds for all \( d \) eigenstates of \( X \), and thus for all \( p_1 \in \mathbb{Z}_d \). So for every pair \( p, q \), there exists some ontic state (in the support of one of the eigenstates of \( X \) which has \( (p, q) \) as its label. This establishes surjectivity. Since the number \( (d^2) \) of ontic states is the same as the number of pairs \( (p, q) \), surjectivity implies bijectivity.

Next, we show that the assumed labelling forces the representation to manifestly satisfy translational covariance: that is, the unitary superoperator \( W_{p_1,q_1}(\cdot) := Z^{p_1}X^{q_1}(\cdot)(X^{q_1})^\dagger(Z^{p_1})^\dagger \) is represented by the permutation \( (p, q) \to (p + p_1, q + q_1) \). To see this, first recall that the representation of this unitary superoperator is necessarily a permutation, as shown in Lemma 5. Next, we determine the representation of the unitary superoperator \( X(\cdot) := X(\cdot)^\dagger \). Consider an eigenstate of \( X \) with eigenvalue \( \omega^{-p_1} \). We argued above that the ontic states in the support of its representation must have \( p = p_1 \). Because the state is invariant under the unitary superoperator \( X \), the value of \( p \) must be

\(^{11}\) We believe, but have not shown, that distinct GHW representations differ by exactly these choices of outcomes.
unchanged by it. Similarly, consider an eigenstate of \( Z \) with eigenvalue \( \omega^q \). The ontic states in the support of its representation must have \( q = q_1 \). Applying the unitary superoperator \( \mathcal{X} \) increments the \( Z \) eigenstate and corresponding eigenvalue by one, so that the value of \( q \) is transformed to \( q_1 + 1 \). Hence, we see that the representation of the unitary superoperator \( \mathcal{X} \) takes \( p \to p \) and \( q \to q + 1 \), which fully specifies its action as a permutation on the ontic states. (Note that this argument only holds for ontic states in the support of one of the \( X \) eigenstates and also in the support of one of the \( Z \) eigenstates. But by Lemma 6, every ontic state is of this sort.) By a similar argument, the representation of the unitary superoperator \( \mathcal{Z}(\cdot) := \mathcal{Z}(\cdot)\mathcal{Z}^\dagger \) takes \( p \to p + 1 \) and \( q \to q \). Since all Weyl unitary superoperators can be generated by composing \( \mathcal{X} \) and \( \mathcal{Z} \), and since the representation is diagram-preserving, this fully specifies the permutations representing all of the Weyl unitary superoperators. In particular, the unitary superoperator \( W_{p_1,q_1} \) is indeed represented by the permutation \( (p, q) \mapsto (p + q, q + q_1) \).

By a similar argument, we can deduce the representation of the Hadamard unitary superoperator \( \mathcal{H}(\cdot) := \mathcal{H}(\cdot)\mathcal{H}^\dagger \), where \( \mathcal{H} \) is defined in Eq. (A8). In particular, if we start in the eigenstate of \( X \) with eigenvalue \( \omega^{p_1} \), then \( p = -p_1 \), and the Hadamard maps this to the eigenstate of \( Z \) with eigenvalue \( \omega^{p_1} \), for which \( q = p_1 \). So we see that the permutation representing the Hadamard superoperator results in a final value for \( q \) equal to the initial value of \( -p \). Similarly, for the eigenstate of \( Z \) with eigenvalue \( \omega^{q_1} \), one has \( q = q_1 \), and this is mapped to the eigenstate of \( X \) with eigenvalue \( \omega^{-q_1} \), for which \( p = q_1 \). So we see that the permutation representing the Hadamard superoperator also results in a final value for \( p \) equal to the initial value of \( q \). This fully specifies its action as a permutation on the ontic states, namely \( (p, q) \mapsto (q, -p) \). In particular, \( (0, 0) \mapsto (0, 0) \).

Recall that the Weyl operators are defined as
\[
W_{p,q} = Z^p X^q. \tag{C5}
\]

Now, since these operators (or their conjugates) are a basis for the complex vector space of linear operators on the Hilbert space, we can decompose the operator \( F_{0,0} \) (namely, the element of the basis \( \{F_{\lambda}\} \) with \( \lambda = (0,0) \)) as
\[
F_{0,0} = \frac{1}{d} \sum_{p,q} f_{p,q} W_{p,q}^\dagger. \tag{C6}
\]

Consider a measurement of a given Weyl operator \( W_{p_1,q_1} \) when the ontic state happens to be \( (0,0) \). By outcome determinism (Lemma 6), we will always get a particular outcome, which we will label \( v_{p_1,q_1} \). \( W_{p_1,q_1} \) has a spectral decomposition \( \sum_\alpha \omega^\alpha \Pi_{\alpha}^{p_1,q_1} \) in terms of its eigenvalues \( \omega^\alpha \) for \( \alpha \in \mathbb{R} \) and the projectors \( \Pi_{\alpha}^{p_1,q_1} \) onto the corresponding eigenvectors. Computing the quantity \( \text{tr}[F_{0,0} W_{p_1,q_1}] \), we obtain
\[
\text{tr}[F_{0,0} W_{p_1,q_1}] = \sum_\alpha \omega^\alpha \text{tr}[F_{0,0} \Pi_{\alpha}^{p_1,q_1}]. \tag{C7}
\]

But we know that \( \text{tr}[F_{0,0} \Pi_{\alpha}^{p_1,q_1}] \) is the probability of outcome \( \alpha \) occurring in a measurement of \( W_{p_1,q_1} \) when the ontic state is \( (0,0) \), and we have already defined that the outcome that must occur in this case is that corresponding to eigenvalue \( \omega^\alpha \). It follows that \( \text{tr}[F_{0,0} W_{p_1,q_1}] = \omega^\alpha \).

But a substitution of Eq. (C6) into the left-hand side of Eq. (C7) also allows us to compute this value as
\[
\text{tr}[F_{0,0} W_{p_1,q_1}] = \frac{1}{d} \sum_{p,q} f_{p,q} \text{tr}[W_{p,q}^\dagger W_{p_1,q_1}] = f_{p_1,q_1}, \tag{C8}
\]

where the last equality follows from Eq. (A6). Hence \( f_{p,q} = \omega_{\alpha} \), and so
\[
F_{0,0} = \frac{1}{d} \sum_{p,q} \omega_{\alpha} W_{p,q}^\dagger. \tag{C9}
\]

Using \( X^q Z^p = \omega^{-pq} Z^p X^q \) we can calculate
\[
W_{p,q}^\dagger = X^{-q} Z^{-p} = \omega^{-pq} Z^{-p} X^{-q} = \omega^{-pq} W_{-p,-q}, \tag{C10}
\]

so that
\[
W_{p,q} = \omega^{pq} W_{-p,-q}. \tag{C11}
\]

We require \( F_{0,0} \) to be Hermitian, i.e.
\[
\frac{1}{d} \sum_{p,q} \omega_{\alpha} W_{p,q}^\dagger = F_{0,0} = F_{0,0}^\dagger = \frac{1}{d} \sum_{p,q} \omega_{\alpha} W_{p,q} \tag{C12}
\]

and so by using Eq. (C11) equating the phases in front of \( W_{p,q}^\dagger \) this becomes
\[
v_{p,q} = -v_{-p,-q} + pq. \tag{C13}
\]

Since \( \omega^d = 1 \) we actually only have this equation mod \( d \), but we leave this implicit in any equations involving \( v_{p,q} \).

For the Hadamard we have
\[
HW_{p,q}^\dagger H^\dagger = H X^{-q} Z^{-p} H^\dagger = Z^{-q} X^p = \omega^{-pq} X^p Z^{-q} = \omega^{-pq} W_{-q,-p}. \tag{C14}
\]

Hence \( (0,0) \xrightarrow{H} (0,0) \), i.e. \( F_{0,0} = HF_{0,0}^\dagger \), becomes
\[
v_{p,q} = v_{-q,p} + pq. \tag{C15}
\]

Applying this twice gives
\[
v_{p,q} = v_{-p,-q}. \tag{C16}
\]

Summing Eqs. (C13) and (C16) gives
\[
2v_{p,q} = pq. \tag{C17}
\]

\[\text{12} \text{ In odd dimension, this is the Clifford covariant representation.}\]
Now consider a pair of commuting Weyl operators $W_{p,q}$ and $W_{p',q'}$, where the requirement that they commute can be expressed as $p'q - q'p = 0$. They are jointly measurable, and give outcomes $v_{p,q}$ and $v_{p',q'}$ on the $(0,0)$ ontic state. Their product $W_{p,q}W_{p',q'}$ is also jointly measurable with both. It is a general feature of quantum theory that if measurements of some commuting $A$ and $B$ give eigenvalues $a$ and $b$, a measurement of their product $AB$ gives eigenvalue $ab$. Here we have $a = \omega^{p+q}$ and $b = \omega^{p'+q'}$ so the outcome of $W_{p,q}W_{p',q'}$ on the $(0,0)$ ontic state must also be $v_{p,q} + v_{p',q'}$. But

$$W_{p,q}W_{p',q'} = Z^p X^q Z^{p'} X^{q'}$$

$$= \omega^{-p'q} Z^{p+p'} X^{q+q'} = \omega^{-p'q} W_{p+p',q+q'}.$$  \hfill (C18)

Since the outcome of $W_{p+p',q+q'}$ on $(0,0)$ is $v_{p+p',q+q'}$, this gives the outcome of $W_{p,q}W_{p',q'}$ as $v_{p+p',q+q'} - p'q$. But we already established that this outcome must be $v_{p,q} + v_{p',q'}$, so that

$$v_{p+p',q+q'} = v_{p,q} + v_{p',q'} + p'q$$ \hfill (C19)

for all such $(p, q, p', q')$.

In the special case when $p' = p$ and $q' = q$ the commutation condition is clearly satisfied, and hence

$$v_{2p,2q} = 2v_{p,q} + pq.$$  \hfill (C20)

Then we can apply Eq. (C17) to obtain

$$v_{2p,2q} = 2pq.$$  \hfill (C21)

We now consider three cases, depending on the dimension $d$.

1. **Odd $d$**

In odd $d$ we have $W_{d,p,q} = (Z^p X^q)^d = 1$ \hfill [75], so that the eigenvalues of $W_{p,q}$ are $d$-th roots of unity. Hence the $v_{p,q} \in \mathbb{Z}_d$. In odd $d$, $\mathbb{Z}_d$ contains a unique inverse of 2 so we can multiply each side of Eq. (C17) by $2^{-1}$ to obtain the unique solution

$$v_{p,q} = 2^{-1}pq$$ \hfill (C22)

Hence $F_{0,0} = \frac{1}{d} \sum_{p,q} \left( \omega^{-2^{-1}pq} W_{p,q} \right)^\dagger$ is Gross’s phase point operator.

Furthermore, we already argued that our representation must satisfy translation covariance, which is satisfied if and only if $F_{p,q} = W_{p,q} F_{0,0} W_{p,q}^\dagger$; since Gross’s representation also satisfies translation covariance its $F_{p,q}$ are likewise. Hence, the set of basis operators $\{F_\lambda\}_\lambda = \{F_{p,q}\}_{p,q}$ is exactly equal to the set of phase point operators in Gross’s representation.

Hence, any nonnegative and diagram-preserving quasiprobability representation for the stabilizer subtheory in odd dimensions is equivalent to Gross’s.

2. **Even $d$, not a multiple of 4**

In even $d$, there are values of $p, q$ for which $(Z^p X^q)^d \neq 1$ \hfill [75], so the above argument for $v_{p,q} \in \mathbb{Z}_d$ is not applicable. We do have $(Z^p X^q)^{2d} = 1$, so the eigenvalues are $2d$-th roots of unity, which can be represented in our convention by allowing half-integer $v_{p,q}$. For simplicity, we allow arbitrary $v_{p,q} \in \mathbb{R}$ in the following, remembering that the $v_{p,q}$ only appear as exponents of $\omega$ and so any equations involving them are still mod $d$.

If $d$ is even but not a multiple of 4 then we can write $d = 2h$ where $h$ is odd and $h = -h$ mod $d$. If we set $p = q = h$ then the Hadamard covariance condition in Eq. (C15) becomes

$$v_{h,h} = v_{h,h} + h^2$$  \hfill (C23)

so that $h^2 = 0$ mod $d$. But as $h$ is odd, we have $h = 1$ mod 2 and so, multiplying this equation by $h$ and using that $2h = d$ we find that $h^2 = h$ mod 2$d = h$ mod $d$. We therefore have a contradiction, and hence there are no valid models in this case.

3. **$d$ a multiple of 4**

The remaining case is that $d$ is a multiple of 4, i.e. $d = 4r$ for some non-zero $r$. If we set $(p, q) = (0, 2)$ and $(p', q') = (2r, 2(r - 1))$ then $pq' - q'p = -4r = -d = 0$ so that we can apply Eq. (C19) to obtain

$$v_{2r,2r} = v_{0,2} + v_{2r,2(r-1)}.$$  \hfill (C24)

Applying Eq. (C21) to each term this becomes

$$2r^2 = 0 + 2r(r - 1),$$ \hfill (C25)

so that $2r = 0$. But $2r \neq 0$, so there is no valid model in this $d$ either. Together with the previous case this establishes there are no valid models in any even dimension.

4. **Multipartite cases**

The multipartite generalization of these results follows immediately from the fact that the assumption of diagram preservation applies to parallel composition (not only sequential composition). More explicitly, it follows from Proposition VI.6 of Ref. [22], which implies that the frame representation for processes on a pair of systems is uniquely determined by the frame representation for processes on each component system. In the case that the component systems are odd-dimensional, they each have a unique representation, and hence, so too does the composite system. In the case that the component systems are even-dimensional, they do not admit of any noncontextual representation, and hence, neither does the composite system.
Appendix D: Alternative arguments for the necessity of generalized contextuality

Recall Theorem 2 from the main text: for any state $\rho$ which promotes the stabilizer subtheory to universal quantum computation, there is no generalized noncontextual model for the stabilizer subtheory together with $\rho$.

One might expect that this result follows immediately from the fact that there is no nonnegative quasiprobability representation of full quantum theory, and that such a proof would hold in every model of quantum computation. However, the mere fact that a universal quantum computer can simulate every quantum circuit does not necessarily imply that one can implement every quantum circuit. (The loophole here follows from the distinction between computational universality and strict universality [76]. For example, the Toffoli and Hadamard gate together form a computationally universal gate set, and yet composition of these two gates cannot generate arbitrary unitary gates—only those with real matrix elements.) Hence, one cannot without further arguments conclude that a universal quantum computer is capable of implementing circuits with negativity (or contextuality)—one can only conclude that it can simulate such circuits.

However, Theorem 2 can be proven by leveraging the previous necessity result for Kochen-Specker contextuality [14] together with the fact that Kochen-Specker contextuality implies generalized contextuality [77, 78]. This argument is not entirely immediate, insofar as the latter implication requires bringing auxiliary operational processes into the argument, and one must establish that all of these additional processes are within the stabilizer subtheory. However, this can be shown to be the case. First, one establishes outcome determinism for ontic states in the support of the maximally mixed state following the logic of Ref. [23], but using only stabilizer preparations. One then establishes that every ontic state in the support of the given nonstabilizer state (from the state-dependent proof of Ref. [14]) is also in the support of the maximally mixed state, using the fact that there always exists a decomposition of the maximally mixed state into the given nonstabilizer state together with only stabilizer states.