Analysis of Microstate Organization During Emotional Events
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ABSTRACT

Understanding the dynamics of emotional experience is an old problem. However, a clear understanding of the mechanism of emotional experience is still far away. In the presented work, we tried to address this problem using a well-established method called microstate analysis using multichannel electroencephalography (EEG). We recorded the brain activity of spontaneous emotional experiences while participants were watching multimedia emotional stimuli. The time duration where the participants spontaneously felt an emotion, we termed it an emotional event. Microstate segmentation is performed for all emotional events to calculate the set of microstates (MS). Followed by a comparison of calculated statistical parameters and transition probabilities for the emotional and non-emotional conditions. We found a set of MS (four MS) for emotional and non-emotional conditions that differ from each other. We observed that MS1 has a higher value of occurrence, duration and coverage for emotional conditions. In addition, the transition to MS1 for the emotional condition was higher. On the other hand, for non-emotion (or neutral) condition, transition to MS3 was higher. A set of MS related to neutral condition was source localized to brain regions involved in higher-level sensory feature processing. On the other hand, for emotional conditions, MS1 & MS2 are localized to sensory feature processing regions, and MS3 & MS4 are additionally localized to regions related to socio-emotional processing. Our results hint toward the constructionist mechanism, which has an asymmetric contribution from bottom-up and top-down processing during an emotional experience.

1 Introduction

Multichannel EEG captures the spatiotemporal dynamics of the whole brain activity during rest and task. It contains a rich repertoire of information that is partially captured with the selective electrodes based on morphological and time-frequency analysis. A different approach conceptualizes the spatial configuration of a dense array of electrodes on the scalp in terms of
topographical maps called MS(s) [1, 2] is used in this analysis. The microstate analysis is a topographical analysis method that finds its root in the work of Dietrich Lehmann and colleagues [3, 4]. They observed that the continuous topography of EEG can be chunked into prototypical topographies, which remain stable for 80-120 ms before transitioning to another topography. This powerful observation can capture the massive parallel processing in distributed brain networks in terms of significant discrete quasi-stable functional states. Many have referred to these quasi-stable states as functional MS(s) and discrete spatial configurations as microstate classes.

EEG measures the passive electric potential on the scalp, which results from synchronized post-synaptic excitatory or inhibitory potential of spatially aligned neurons and reaches the scalp through volume conduction. The spatial alignment of neurons creates an electrical current dipole composed of a current source and sink [5]. Due to volume conduction, the electric potential measured on a scalp location is not the result of activity in the source directly below it, but simultaneous activity in potentially remote sources contributes to the measured potential on any scalp location. The scalp’s potential maps realized at each spontaneous EEG time point look initially unorganized. However, analysis of short segments of EEG led [3] to conclude that few topographic configurations dominate (ignoring the polarity inversion due to rhythmic fluctuation of excitation and inhibition in neural ensembles). Hence, EEG functional MS(s) have their underlying structure in different configurations of neuronal generators and represent the global picture of brain activity.

Many recent studies termed these global representations as atoms of cognition or thought. This technique has been used recently in many research studies including healthy [6, 7, 8] and clinical [9, 10, 11, 12, 13, 14] population at rest [15, 16, 17, 7] as well as during the task [18, 6, 17, 8, 19]. Interestingly, the description of the temporal dynamics of brain processes in terms of the discrete transition between quasi-stable states aligns with theoretical concepts. For instance, the idea of "pulses of consciousness" by James [20], "atoms of thoughts" by Lehmann [3], "perceptual frames" proposed by Efron [21], discrete spatio-temporal patterns of global activity in the neuronal workspace model by Dehaene [22], "chunking principle" by Rabinovich [23]. Neurophysiologically, phase-locked activities could be the reason behind the stability of global patterns. The phase-locked synchronization activity is regarded as a key mechanism of information integration in the brain [24, 25] and leads to stable topography at the sensor level [26].

Studies have provided evidence that these MS topographies are region-specific [8]. Before performing the semantic decision task, delivering rTMS over the regions part of the default mode network and the language network altered the neural configuration of two MS(s) associated with a phonological network and the cingulo-opercular network. Moreover, delivering
rTMS over left IPS didn’t lead to change in MS [8]. In clinical studies using the analysis of MS dynamics, schizophrenia is the most studied [27] followed by studies of dementia [27], narcolepsy [28], panic disorder [29], multiple sclerosis [30], diplegia [31] and stroke [32]. Although schizophrenic patients have the ability to experience emotion at the moment, they show a problem in anticipating the future emotional experience. Another study on emotional disorders (especially panic disorder) was done by Kikuchi [29]. However, we did not find any study on healthy participants probing explicitly different categories of emotional experience.

Our previous study found that the phase synchronization-based calculated functional networks for different emotional experiences differ primarily in the upper beta band [33]. Moreover, the temporal dynamics of these functional networks are related to the arousal and dominance dimensions of emotional experience. Based on our previous results, we hypothesize that we might get a set of MS(s) representing global neural coordination for different emotional categories, which not only different in spatial configuration but in temporal transition dynamics as well.

### 2 Methods

#### 2.1 Participants Summary

EEG recording of Forty participants (ages 18 to 30; mean age 23.3 ± 1.4 years; females = 3) were included. Exclusion criteria were based on DSM Axis I [34]. An institutional review board approved the study with the protocol no IERB ID:2017-100.

#### 2.2 Experimental Details

The experiment paradigm is shown in the figure-1 (figure is adapted from [33]). Multimedia video stimuli for emotion elicitation were selected from a validated stimuli dataset on the Indian population [35]. Participants were given instructions and provided information about rating scales. An eye-closed resting state was recorded for 80 seconds, followed by the presentation of eleven stimuli (nine emotional and two non-emotional stimuli with 60 seconds each). The innovative part of the experiment was capturing the emotional events during the continuous recording of brain activity stimulated with naturalistic emotional film stimuli. These emotional events were marked by the subjects while watching the film stimulus. Participants were instructed as follows: “while watching the stimulus at any point of time when you feel an emotion, you have to respond by performing a left mouse click anywhere on the screen”. After watching each stimulus, participants had to respond on six self-assessment scales,
Each participant was shown 11 60-second long video stimuli. One non-emotional stimulus was shown after the baseline recording. Nine emotional stimuli were presented with order randomized. Another non-emotional stimuli was shown after the fifth and before the eighth video. There was no time limit during the ratings and inter-trial interval. Participants could resume watching the next stimulus after clicking the left button on the mouse during the inter-trial interval.

including valence, arousal, dominance, liking, familiarity and relevance, and they had to categorize each emotional event in one of the emotional categories. During the emotion category selection, participants were shown three frames extracted around the click duration to help them recall the context and felt emotional experience in that context. Data for 420 emotional events for 24 self-reported emotions were collected with 40 participants.

2.3 EEG Data Acquisition & preprocessing

In the experiment room, participant sat (on the chair with an armrest) at a distance of 2 meters from the screen with a resolution of 640x480. Other logistics were keyboard and mouse to respond and Sennheiser CX 180 Street II in-Ear Headphones for the audio. A 128 Channel Geodesic EEG System 400 was attached to iMAC via an amplifier. Net station software running on the iMAC recorded the raw electrophysiological signal (sampling rate-250 Hz).

A bandpass filter with passband 1Hz to 40Hz was applied to the raw EEG signal. EEG signal was also manually checked. Independent component analysis, followed by the ICLabel technique, was applied to detect components associated with noises, including eye blink, muscle noise, heart, line noise, and channel noise. The number of independent components varied from
The histogram plot shows the number of times participants have rated any emotion category to express their emotional experience. Histogram bars in the same color form an emotion group. The legend shows the number of emotional instances per emotion group. The figure is recreated from [33]. G1: happy, amused, delighted, joyous; G2: aroused, adventurous, excited, passionate, lust; G3: startled, tense, alarmed; G4: disgust, hate; G5: afraid; G6: distress, angry; G7: miserable, taken aback, dissatisfied, melancholic, depressed, despondent; G8: sad.

2.4 Calculation of MS(s)

The core consideration in the microstate analysis is to segment the EEG spatial representations into clusters with similar topographies using the clustering algorithms. The assumption is that the functional topographies that fall under the same cluster have similar underlying neural configurations and represent a functional microstate class. We have used the microstate eeglab toolbox for the MS calculation [2]. Figure 3 shows the methodology adopted for the microstate analysis. The method to calculate the MS(s) is used with the parameters shown in the table-1.
2.4.1 Global Field Power

The measure of global field power (GFP) corresponds to the spatial standard deviation, and it quantifies the variation of activity at each time point in the field, considering the data from all recording electrodes simultaneously. Further, only the time points with the GFP peaks are considered. In the series of GFP peaks, those that fulfil the parameters’ criteria, including minimum peak distance, number of peaks, and GFP threshold (table-1) are selected. The EEG maps at GFP peaks are concatenated across subjects. These maps are then given as input to the clustering algorithm.

2.4.2 Clustering EEG Maps

Modified k-means is used as the clustering algorithm. As the name implies, it is the modified version of k-means in two ways. First, it assumed that the topographical maps of the prototypical MS are polarity invariant (i.e. $a_k - a_{-k}$). The second is that modified K-means models the activation of the MS(s), i.e. models the strength of the MS(s) for each time point. As stated earlier, the prototypical MS(s) are assumed to represent the underlying neural configuration.

Microstate model:

$$V_t = \sum_{k=1}^{N_u} a_{kt} \Gamma_k + E_t$$  \hspace{1cm} (1)

$V_t$ is modeling the topography at time point t using the MS(s) multiplied by the intensity of prototype plus residual noise.

The objective of the modeling is to reduce the cost formalized in term of the following functional.

$$f = \frac{1}{N_f (N_s - 1)} \sum_{\tau=1}^{N_f} ||V_t - \sum_{k=1}^{N_u} a_{kt} \Gamma_k||^2$$  \hspace{1cm} (2)

The minimum of the function ($f$) is obtained by assigning the MS with minimum distance to the sample at time t as follows
\[ d^2_{kt} = V'_t V_t - (V'_t \Gamma_k)^2 \]  \hspace{1cm} (3)

\[ \hat{L}_t = \arg\min_k (d^2_{kt}) \]  \hspace{1cm} (4)

\[ \hat{a}_{kt} = V'_t \Gamma_k \]  \hspace{1cm} (5)

where, \( E_t \) is zero mean random noise, independent and identically distributed for all time instants. \( \Gamma_k \) is the MS. \( N_\mu, N_s, N_T, \) and \( V_t \) are model parameters defined as number of MS(s), number of electrodes, number of time points, and instantaneous topography, respectively. \( \hat{L}_t \) is the label of the nearest (cluster) representative prototypical MS.

**Number of repetitions:** Due to the stochastic nature of selecting the initial centroid, the k-means and modified version of it, even with the same settings and data, can give different results at each run. We repeated the clustering algorithm 50 times to address this problem and selected the best segmentation based on the CV criterion.

**Stopping Criteria:** The clustering algorithm runs in iterations and assigns every new sample to one of the clusters. It keeps on repeating this procedure until the convergence criterion is achieved. In our case, we have used 1e-08 as the convergence criteria. As soon as the residual is below this threshold, the algorithm stops. We have used another criterion, a maximum number of iterations of 1000, to avoid the algorithm going in an infinite loop due to a stringent threshold.

**Selecting the number of MS(s) clusters using measures of fit:** We have used the cross-validation criterion as a fitness measure to select the number of MS(s), which was introduced by Pascual [37]. The low value of CV is better since it is related to the residual noise, \( \epsilon \) as follows.

\[ CV = \hat{\sigma}^2 \cdot \frac{(N_s - 1)}{N_s - N_\mu - 1} \]  \hspace{1cm} (6)

\[ \hat{\sigma}^2 = \frac{\sum_{t=1}^{N_s} (V'_t V_t - (V'_t \Gamma_k)^2)}{N_t(N_s - 1)} \]  \hspace{1cm} (7)

where \( \hat{\sigma}^2 \) is an estimator of the variance of the residual noise.
| Parameters                                | Values          |
|------------------------------------------|-----------------|
| Minimum peak distance                    | 10              |
| Number of peaks                          | 10000           |
| GFP Threshold                            | $\sigma_{GFP\text{peaks}}$|
| Clustering Algorithm                     | Modified K-means|
| Number of microstates                    | 2:8             |
| Number of repetitions                    | 50              |
| Maximum number of iterations             | 1000            |
| Threshold                                | 1e-08           |
| Fitness or selection criteria            | Cross Validation|
| Polarity                                 | 0               |
| Temporal smoothing(TS) scheme            | reject segments |
| Threshold time for MS redistribution during TS | 30              |

Table 1. Parameters values used while calculating the EEG MS(s)

2.4.3 Backfitting EEG sequence with the MS(s)

We back-fitted the MS prototypes by replacing the scalp potential topography at any point with the nearest EEG MS topography. Since we had four MS prototypes, these prototypes are labelled with four labels say 1, 2, 3, and 4. Each observation is converted to a list of sequence of labels of these MS(s).

2.5 Source localization of MS(s)

In this study, we have used the sLORETA method for the pointwise distributed source localization [38] of preprocessed EEG signal. It is a distributed inverse imaging method. The current density estimate is based on the minimum norm ($l_2 - \text{norm}$) solution, and localization inference is based on standardized values of the current density estimates. sLORETA is capable of exact (zero-error) localization. The objective function to be minimized to get zero error localization is $F = \| \Phi - KJ - c1 \|^2 + \alpha \| J \|^2$ where $\alpha \geq 0$ is a regularization parameter. This function is to be minimized with respect to $J$ and $c$, for given $K$, $\Phi$ and $\alpha$. The explicit solution to this minimization problem is $\hat{J} = T\Phi$, where: $T = K^T[HKK^T + \alpha I]^{+}$ and $H = I - 11^T/1^T1$ with $H \in \mathbb{R}^{N_E \times N_E}$ denoting the centering matrix; $I \in \mathbb{R}^{N_E \times N_E}$ the identity matrix; and $1 \in \mathbb{R}^{N_E}$ is a vector of ones.

The labels were assigned to each time point of the EEG signal (as described in the section-2.4.3). The estimated source regions on these time points are pooled as per the MS labels for each observation. It is assumed that the neural configuration during the time points assigned with the same labels will be more similar than the estimated neural configuration assigned to different labels. Then we calculated the mean source activity for each MS pool, which gave us the volumetric brain activity for
each MS. The same procedure is applied to each emotional event observation to estimate the source corresponding to different MS(s). In this way, for each emotional and non-emotional and resting state condition, we obtained a set of estimated volumetric activity corresponding to MS(s).

We checked the significance of estimated source activity using the bootstrapping method. We had a set of estimated MS(s) for each condition. The mean activity at each voxel was calculated, followed by the calculation of the maximum mean voxel activity. We calculated the sampling distribution by performing 5000 resampling with replacements from the population set. For each resample, we calculated the maximum mean voxel activity. Hence, the sampling distribution was created using the 5000 maximum mean voxel activity. The critical threshold is calculated by considering the Boneferroni corrected p-value. We rejected the null hypothesis if the original maximum mean activity is greater than the critical threshold. Furthermore, voxels with a value greater than the critical threshold are considered voxels with significant activity.

3 Results

3.1 EEG Microstates

Using the microstate analysis, we calculated MS(s) from acquired EEG signals (as shown in fig 4; see method section-2.4). We checked how different the MS(s) for all the emotional conditions are from the baseline and neutral conditions by calculating the distance between the MS(s). We observed that MS(s) for emotional conditions are significantly different (non-parametric permutation test with Bonferroni-Holm corrected p-value) from baseline and non-emotional (or neutral) conditions. The mean distance among MS(s) for eight emotion groups with baseline and non-emotional (or neutral) conditions is shown in the table-2. We observed significant dissimilarities between emotional conditions related topographies with the baseline and non-emotional (or neutral) condition-related topographies.

In addition, we also tested the difference between MS(s) among emotion groups. We observed a significant difference in MS(s) for different emotional conditions. However, we did not correct p-values from multiple comparisons while comparing MS(s) among emotion groups.

The difference in EEG-ms suggests that there may be functional cortical changes during the emotional experience, which is different from non-emotional and baseline conditions. This observation is based on the idea that EEG-ms represent spontaneous large-scale global neural coordination in time [16, 39].
Figure 4. Microstate prototypes of different emotion groups for upper beta band. Microstate prototypes from left to right are arranged according the measure of fit criteria cross-validation (CV). Lower the value of CV is the better (method section-2.4), hence, from left to right the CV value is increasing in the plotted topographies. The topomaps for the eight emotional conditions are different from the non-emotion (or neutral) and baseline conditions (as shown in the distance table-2)
Table 2. Distance between MS(s) for upper beta band: The cell values in the table show the mean distance between emotion groups’ prototypes and baseline and non-emotional conditions.

| Group     | Map | meanDiff | Stats | adjPval |
|-----------|-----|----------|-------|---------|
| **Occurrence: Emotion Group – Neutral** |      |          |       |
| Group-02  | MS1 | 0.96     | 6.68  | <0.001  |
| Group-04  | MS1 | 0.77     | 6.37  | <0.001  |
| Group-07  | MS1 | 0.83     | 6.92  | <0.001  |
| Group-08  | MS1 | 1.1      | 8.19  | <0.001  |
| Group-01  | MS2 | 0.48     | 4.89  | 0.00504 |
| Group-04  | MS1 | 0.8      | 4.86  | 0.00567 |
| Group-05  | MS1 | 0.59     | 4.8   | 0.00962 |
| **Duration: Emotion Group – Neutral** |      |          |       |
| Group-03  | MS1 | 20.46    | 6.35  | <0.001  |
| Group-07  | MS1 | 19.1     | 7.56  | <0.001  |
| Group-08  | MS1 | 24.17    | 6.47  | <0.001  |
| Group-04  | MS1 | 18.5     | 5     | 0.00319 |
| Group-02  | MS3 | -15.92   | -4.55 | 0.0154  |
| Group-01  | MS3 | -15.99   | -4.49 | 0.02106 |
| Group-01  | MS2 | 10.49    | 4.37  | 0.03094 |
| Group-01  | MS1 | 13.32    | 4.29  | 0.039   |
| Group-04  | MS3 | -11.17   | -4.19 | 0.05016 |
| **Coverage: Emotion Group – Neutral** |      |          |       |
| Group-01  | MS2 | 0.07     | 6.05  | <0.001  |
| Group-02  | MS1 | 0.13     | 7.7   | <0.001  |
| Group-03  | MS1 | 0.13     | 6.9   | <0.001  |
| Group-04  | MS1 | 0.11     | 6.41  | <0.001  |
| Group   | Map | meanDiff | Stats | adjPval |
|---------|-----|----------|-------|---------|
| Group-06 | MS1 | 0.1      | 6.1   | <0.001  |
| Group-07 | MS1 | 0.12     | 8.62  | <0.001  |
| Group-08 | MS1 | 0.16     | 8.62  | <0.001  |
| Group-01 | MS1 | 0.11     | 4.96  | 0.0035  |
| Group-07 | MS3 | -0.1     | -4.93 | 0.00408 |
| Group-08 | MS3 | -0.1     | -4.82 | 0.00966 |
| Group-02 | MS3 | -0.09    | -4.55 | 0.01232 |
| Group-01 | MS3 | -0.09    | -4.51 | 0.01491 |
| Group-04 | MS3 | -0.07    | -4.34 | 0.0244  |

Table 3. Comparison of Microstate statistics including occurrence, duration and coverage. $p$-val is adjusted for the multiple comparisons using Bonferroni-Holm correction.

### 3.2 Microstate Statistics

**3.2.1 Occurrence**

Occurrence informs about the dominance of an MS in terms of the average number of times per second. We observed that MS1 occurred significantly more in emotion groups-1, 2, 4, 5, 7 and 8 than in non-emotional conditions. We did not observe any significant difference in MS occurrence between emotional groups and baseline conditions.

**3.2.2 Duration**

The duration parameter describes the average duration (in milliseconds) of a given MS. After staying in a particular MS for an average duration, the neural organization will be switched to another state. The duration of MS1 is higher for emotion groups-1, 3, 4, 7 and 8 than in neutral (or non-emotional) conditions. On the other hand, the duration of MS3 was greater for the non-emotional (or neutral) condition than for emotion groups. We did not observe any significant difference in MS duration between emotional groups and baseline conditions. When we calculated the difference in MS duration among different emotion groups for different MS(s), we observed that the duration of MS1 for emotion group-8 is greater than group-2, group-4 & group-5 (table-4). In addition, the duration of MS1 for emotion groups-3, 4 and 7 is greater than group-5. In general, the duration of MS1 for group-5 is lesser than the duration of MS1 for four emotion groups, including group-3, 4, 7 & 8. However,
Figure 5. (a) Significant transitions for different emotion conditions compared to baseline condition. (b) Significant transitions for different emotion conditions compared to neutral condition.
the duration of MS4 for the emotion group-5 is greater than emotion groups-2, 7 & 8. During the sad emotional feeling, participants stay longer in MS1 than during the feeling of adventurous (group-2), hate (group-4) and afraid (group-8) emotions.

| G-1 | G-2 | G-3 | G-4 | G-5 | G-6 | G-7 | G-8 |
|-----|-----|-----|-----|-----|-----|-----|-----|
| G-1 | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| G-2 | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| G-3 | 0   | 0   | 0   | 0   | 9.37| 0   | 0   | 0   |
| G-4 | 0   | 0   | 0   | 0   | 9.02| 0   | 0   | 0   |
| G-5 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| G-6 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| G-7 | 0   | 0   | 0   | 0   | 11.56| 0   | 0   | 0   |
| G-8 | 0   | 8.88| 0   | 9.44| 12.42| 0   | 0   | 0   |

**Table 4.** Difference in duration of MS1 among different emotion groups.

### 3.2.3 Coverage

The fraction of total time an MS is active is informed by the coverage parameter. We observed that MS1 is active for a longer duration during emotional conditions than in neutral condition. On the contrary, MS3 is active for a longer duration during the non-emotional (or neutral) condition. No significant difference is observed when coverage of MS for baseline conditions is compared with emotional conditions.

### 3.3 Transition between Microstates

Transition probability from one MS to another can be interpreted as an encoded sequential activation of the neural assemblies that generate the MS(s). A comparison of transition values among MS(s) for emotional conditions with the neutral conditions shows that transition to MS3 and MS4 is more dominant for the neutral condition than for the emotional condition. On the contrary, the transition to MS1 and MS2 is more dominant in emotional conditions compared to the neutral condition (figure-5a).

For the high valence and high arousal emotional experience, transition to MS3 and MS4 is more in the baseline condition in comparison to emotional condition 5b. On the contrary, the transition to MS1 and MS2 is more for the emotional condition than the baseline condition. A similar pattern persists for group-08, where a transition to MS3 is more for the baseline condition than the emotional condition. In addition, in comparison with the baseline (or resting state condition), transition to MS1 has a higher probability for emotional conditions, including group-1, group-2, group-4, group-7 and group-8. Whereas the transition to MS3
and MS4 is comparably more dominant in the baseline (or resting state) condition than it is for emotional groups, including group-1, group-2, group-3, and group-8. However, the transition to MS3 and MS4 is not as consistent as we have observed during the non-emotional (or neutral) condition.

### 3.4 Source Localization

We performed source localization of MS(s). We observed that all four maps related to the non-emotional (or neutral) condition are localized to brain regions responsible for visual face and object recognition (for instance, FG) and higher order visual features (e.g., LG and OG) processing. In addition, regions contributing to attention functionality are also observed (including, MiFG). Moreover, regions providing the visual object and face recognition functionality are localized to MS1 (explicitly) for all emotional conditions. However, these regions are also observed in the list of estimated source regions for MS2, MS3 and MS4. Including visual object and face recognition related regions, MS3 and MS4 are localized to comprehension (e.g., L.TP, MiTG) and social-emotional processing (e.g., R.TP) related regions. The results described so far in this paragraph give some idea of MS-specific roles for neutral and emotional conditions. However, this overall specificity is not followed in the source estimation of maps for the baseline conditions. In the baseline (or resting condition), participants were instructed to sit stationary with their eyes closed. The maps for the baseline condition are source localized to comprehension, recognition, and socio-emotional processing regions. It shows the involvement of the domain-general system in both resting and emotional conditions.
| MS1            | MS2            | MS3            | MS4            |
|---------------|---------------|---------------|---------------|
| **Baseline**  | L.FG20, L.FG36, L.FG37, L.ITG20, L.MiTG38, L.STG38, R.FG20, R.FG36, R.FG37, R.ITG37, R.STG38 | L.FG20, L.FG36, L.FG37, L.ITG20, L.MiTG38, L.STG38, R.FG20, R.FG36, R.FG37, R.ITG37, R.MiTG38, R.STG38 | L.FG20, L.FG36, L.FG37, L.IOG18, L.ITG20, L.MiTG38, L.STG38, R.FG20, R.FG36, R.FG37, R.ITG37, R.MiTG38, R.STG38 |
| Neutral       | L.FG20, L.LG18, L.MiFG10, L.MiFG11, R.C17, R.FG20, R.FG37, R.LG18, R.MiFG10, R.MiOG19 | L.FG20, L.IOG18, L.LG18, L.MiFG10, L.MiFG11, R.C17, R.FG20, R.FG37, R.LG18, R.MiFG10, R.MiOG19 | L.FG20, L.FG36, L.FG37, L.ITG20, L.MiTG38, L.STG38, R.FG20, R.FG36, R.FG37, R.ITG20, R.MiTG38, R.STG38 |
| **Group-01**  | L.FG20, R.FG20, R.FG36, R.FG37, R.ITG37 | L.FG20, R.FG20, R.FG36, R.FG37, R.ITG20, R.ITG37 | L.FG20, L.FG36, L.FG37, L.IOG18, L.IOG19, R.LG18, R.MiFG10, R.MiOG19 |
| **Group-02**  | L.FG20, L.FG36, L.FG37, L.ITG20, L.MiTG37, L.MiTG38, L.STG38, R.FG20, R.FG36, R.FG37, R.ITG37 | L.FG20, L.FG36, L.FG37, L.ITG20, L.MiTG37, L.MiTG38, L.STG38, R.FG20, R.FG36, R.FG37, R.ITG37 | L.FG20, L.FG36, L.FG37, L.IOG18, L.IOG19, R.LG18, R.MiFG10, R.MiOG19 |
| **Group-03**  | L.FG20, L.FG37, R.FG20, R.FG36, R.FG37, R.ITG37 | L.FG20, L.FG36, L.FG37, L.ITG20, L.MiTG38, R.FG20, R.FG36, R.FG37, R.ITG37 | L.FG20, L.FG36, L.FG37, L.IOG18, L.IOG19, R.LG18, R.MiFG10, R.MiOG19 |
|       | MS1                              | MS2                              | MS3                              | MS4                              |
|-------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| Group-04 | L.FG20, L.FG37, R.FG20, R.FG36, | L.FG20, L.FG37, L.MiTG21, L.MiTG38, | L.FG20, L.FG37, L.ITG20,          | L.FG20, L.FG37, L.MiTG38,        |
|        | R.FG37, R.ITG37                 | R.FG20, R.FG36, R.FG37, R.ITG20, | R.FG20, R.FG36, R.FG37, R.ITG20, | L.STG38, R.FG20, R.FG36, R.FG37, |
|        |                                  | R.ITG37, R.MiTG38, R.STG38      | R.ITG37, R.MiTG38, R.STG38      | R.ITG20, R.ITG37, R.MiTG38,      |
| Group-05 | L.FG20, L.FG37, L.IOG18, L.LG18, | L.FG20, L.FG37, L.IOG18, L.ITG37, | L.FG19, L.FG20, L.FG37, L.IOG18, | L.FG20, L.FG37, L.IOG18, L.ITG37, |
|        | R.FG20                            | L.LG18, L.MoOG18, R.FG20, R.FG37, | L.LTG20, L.LG18, R.FG20, R.FG37, | L.LTG20, L.LG18, R.FG20, R.FG37, |
| Group-06 | R.FG20, R.FG36, R.FG37, R.ITG37 | L.FG20, L.FG37, L.ITG20, L.MiTG38, | L.FG20, L.FG37, L.ITG20,          | L.FG20, L.FG37, L.ITG20,          |
|        |                                  | L.STG38, R.FG20, R.FG36, R.FG37, | L.FG20, L.FG37, L.ITG20,          | L.MiTG38, L.STG38, L.ITG20,      |
|        |                                  | R.ITG20, R.MiTG38, R.STG38      | L.MiTG38, L.STG38, L.ITG20,      | L.MiTG38, L.STG38, L.ITG20,      |
| Group-07 | R.FG20, R.FG36, R.FG37, R.ITG37 | L.FG20, L.FG37, L.ITG20, L.MiTG21, | L.FG20, L.FG37, L.ITG20,          | L.FG20, L.FG37, L.ITG20,          |
|        |                                  | L.MiTG38, L.STG38, R.FG20, R.FG36, | L.FG20, L.FG37, L.ITG20,          | L.MiTG38, L.STG38, L.ITG20,      |
|        |                                  | R.FG20, R.FG37, R.ITG20, R.MiTG38, | L.FG20, L.FG37, L.ITG20,          | L.MiTG38, L.STG38, L.ITG20,      |
|        |                                  | R.STG38                          | L.FG20, L.FG37, L.ITG20,          | L.FG20, L.FG37, L.ITG20,          |
| Group-08 | L.FG20, L.FG36, L.FG37, L.ITG20, | L.FG20, L.FG36, L.FG37, L.ITG20, | L.FG20, L.FG37, L.ITG20,          | L.FG20, L.FG37, L.ITG20,          |
|        | R.FG20, R.FG36, R.FG37           | L.FG20, L.FG36, L.FG37, L.ITG20, | L.FG20, L.FG37, L.ITG20,          | L.FG20, L.FG37, L.ITG20,          |
|        |                                  | L.MiTG38, L.STG38, R.FG20, R.FG36, | L.FG20, L.FG37, L.ITG20,          | L.FG20, L.FG37, L.ITG20,          |
|        |                                  | R.STG38                          | L.FG20, L.FG37, L.ITG20,          | L.FG20, L.FG37, L.ITG20,          |

*Table 5.* Source Localization of EEG Microstate maps. LG: Lingual Gyrus, FG: Fusiform Gyrus, MiFG: Middle frontal gyrus, TP: Temporal pole, MiTG: Middle temporal gyrus, STG: Superior temporal gyrus, ITG: Inferior temporal gyrus, OG: Occipital gyrus.
4 Discussion

Based on our recent work [33] emphasizing the importance of upper beta band in emotion related functional connectivity dynamics, in this work, we analyzed EEG signals in the upper beta band only. We segmented the EEG sequence into four MS(s) for each emotional, neutral (or non-emotional), and baseline conditions. The MS representations (shown in the figure-4) for these conditions are different from each other as shown in the table-2. Compared to the baseline condition, MS maps for the non-emotional (or neutral) condition is more different from the emotional conditions. However, considering the transition dynamics in figure-5, gives an impression that although the spatial configurations for emotion groups are relatively more similar to the baseline condition than spatial configurations for the non-emotional (or neutral) condition, the dynamics of transition of MS(s) for emotion groups is different from both baseline and non-emotional (or neutral) condition. It hints that similar domain generators might be involved in creating quasi-stable MS for baseline and emotional conditions, but the temporal transition between MS(s) is not the same. Moreover, the distance among MS(s) for different emotion groups are lesser than the distance of MS(s) for emotional groups with the MS(s) for neutral condition. The observed results align with the theory of constructed emotions proposed by [40] that intrinsic or domain-general networks are involved in constructing emotional episodes.

We observed that the duration of MS1 during the sad emotional feelings was more than during the feelings of adventurous (group-2), hate (group-4) and afraid (group-5) emotions. It might be that the elicitation of sad emotional feelings from an emotional stimulus needs more confirmatory evidence from the external social environment. Sad emotion is more pro-social in nature because it is associated with having pro-social goals and social expectations [41, 42]. On the contrary, the afraid emotional feeling is a kind of evolutionary reflexive response which is more instinctive and demands a quick emotional response than confirmation [43]. Hence, the duration of MS4 for emotion group-5 is greater than emotion groups-2, 7 & 8. It was pointed out [44] that reflex emotions are related to "fast time" compared to not so reflexive emotions, which are related to slow time. However, the evidence provided by us is very preliminary to support the claim by Jasper [44]. Hence, in future, more studies are needed to relate the average duration of MS(s) with different emotional feelings.

Comparison of the transition among MS(s) for the emotional conditions with the neutral (or non-emotional) condition showed that transition to MS3 during the neutral condition is more dominant than during the emotional experience. Similar results we observed in term of "coverage parameter" of MS(s)(table-3). MS3 of the neutral condition resembled the global neural coordination in the anterior posterior configuration. Generally, the anterior-posterior configuration is shown in the MS1
(ignoring the polarity) for the emotional condition. In addition, transition to MS1 is more for the emotional conditions than the non-emotional (or neutral) condition. The occurrence, duration and coverage parameters of MS(s) also confirm the dominant values for MS1. In our source localization results, we observed that MS1 for the emotional conditions is estimated to regions involved in visual features related to processing, including engagement of regions reported in object and face recognition. It might be that while watching the stimuli, subjects are transitioning to MS1 for the bottom-up feature level processing. So, MS1 is primarily representing the brain state for high-level visual feature processing, followed by MS2.

On the other hand, MS-3 and MS-4 of emotional conditions involve brain regions reported during socio-emotional processing and semantic comprehension (for instance, bilateral temporal pole and middle temporal gyrus). We observed significant transitions to MS3 and MS4 during emotional conditions. According to the prevailing theory, the brain is not purely reflexive and stimulus-driven but consists of temporally structured intrinsic states. The metastable coordination dynamics allow the transition between these intrinsic states even during the rest [45, 26]. However, the transition probability to MS3 and MS4 is less than the transition to MS1 and MS2. It might be that more evidence from the bottom-up mechanism is being collected while processing socio-emotional context in emotional multimedia stimuli. On the other hand, the transition probability to MS3 and MS4 is more for the non-emotional (or neutral) condition than the emotional condition. It could be because MS-3 and MS-4 for the non-emotional (or neutral) condition are localized to regions responsible for visual features related processing.

In addition, there is a similarity in MS prototypes and results related to source localized estimations for resting state and different emotion groups (fig-4 & table-2) in the upper beta band. These MS(s) have enough state-dependent information to emphasize the modality and content-specific mental process the state may represent [39]. We interpret the approximate topographic similarity among resting-state activity and emotion-related activity in the framework of theories advocating domain-general brain representations for perception [46, 47, 40]. These domain-general networks, including default mode network, salience network, and frontoparietal control network, are reported in both resting-state analysis [48], and emotion analysis [40, 49]. Functionally, the default mode network, salience network, and frontoparietal control network are involved in the representation of mental categories (or internal model), an adaptation of the internal model based on allostatically relevant salient error, and maintenance of the event representation, respectively [40]. Despite having overlapping domain-general networks, it is to be noted that the long-range connectivity for these different emotion groups is distinguishable from each other [33]. In addition, transition dynamics among MS(s) for resting-state and emotional conditions are different (figure-5). It means that the domain-general systems dynamically interact with the environment to construct an emotional event. These
domain-general systems facilitate the integration of conceptual knowledge about emotion categories into the perceptual process.

In summary, for each emotional and non-emotional (baseline and neutral) condition, we calculated a set of MS topographies which alternate in discrete chunks with temporal duration. Metaphorically, if MS represents a potential neural configuration processing an atom of thought, can the temporal sequence and transition probability among these MS determine the content of the spontaneous emotional experience? During the neutral condition, we observed transition among MS states which are primarily localized to higher-order sensory feature processing regions, contrary to emotional experience-related MS, which additionally involves regions reported in socio-emotional processing. In addition, the comparison among transition probabilities led us to the interpretation that there is an interaction between neural configuration facilitating bottom-up feature processing with the neural configuration facilitating top-down higher order complex socio-emotional processing. Our results hint at the mechanism of emotional experience in which both bottom-up and top-down processing is involved in constructing an emotional experience. However, due to external multimedia stimulation, the transition to bottom-up processing states was higher than the transition to top-down processing states. On the other hand, during the neutral condition, the dominant neural configuration is related to sensory feature processing. In this work, we tried to understand the mechanism behind an emotional experience in terms of atomic neural configuration and transition among these different potential neural configurations. Since, to date, such study on healthy participants for different emotional conditions is not done, we encourage future research to do such kind of analysis in a large number of emotional conditions and in different cultural contexts to understand the mechanistic principle of emotional processing.
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