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1 Introduction

Stochastic orders are fundamental in the study of decision making under uncertainty and in the study of complex stochastic systems. They have been used in various fields, including economics, finance, operations research, and statistics (for a textbook treatment of stochastic orders and their applications, see Müller and Stoyan (2002), Shaked and Shanthikumar (2007), or Levy (2015)). In this paper we provide a family of stochastic orders that is based on a novel family of utility functions, which allows us to compare two random variables, where one random variable has a higher expected value and is also riskier than the other random variable.

For instance, consider the following two simple random variables (also called lotteries) \( \tilde{Y} \) and \( \tilde{X} \) described in Figure 1.

\[
\begin{align*}
\lambda^\alpha & \quad 1 - \lambda^\alpha \\
\lambda a + (1 - \lambda)b & \quad 1
\end{align*}
\]

Figure 1: Example 1

Lottery \( \tilde{Y} \) yields \( a \) dollars with probability \( \lambda^\alpha \) and \( b \) dollars with probability \( 1 - \lambda^\alpha \) where \( b > a, \lambda \in [0,1], \), and \( \alpha \geq 1 \). Lottery \( \tilde{X} \) yields \( \lambda a + (1 - \lambda) b \) dollars with probability 1. If \( \alpha \) is not very high, it is reasonable to assume that most risk-averse decision makers would prefer lottery \( \tilde{X} \) over lottery \( \tilde{Y} \). For example, if \( \alpha = 1.152, \lambda = 0.5, a = 0, \) and \( b = 1,000,000 \), then lottery \( \tilde{X} \) yields 500,000 dollars with probability 1 while lottery \( \tilde{Y} \) yields 1,000,000 dollars with probability 0.55 and 0 dollars with probability 0.45. Lottery \( \tilde{Y} \) has a higher expected value (550,000 dollars) than lottery \( \tilde{X} \) but a high probability (a probability of 0.45) of receiving 0 dollars. Thus, in this case, it seems reasonable that most risk-averse decision makers would prefer lottery \( \tilde{X} \) over lottery \( \tilde{Y} \). Note that for every \( \alpha > 1 \), lottery \( \tilde{Y} \) has a higher expected value and is riskier than lottery \( \tilde{X} \). Thus, standard stochastic orders cannot compare the two lotteries. In particular, since the expected value of \( \tilde{Y} \) is higher than the expected value of \( \tilde{X} \), \( \tilde{X} \) does not dominate \( \tilde{Y} \) in most popular stochastic orders because these stochastic orders impose a ranking over expectations to determine whether \( \tilde{X} \) dominates \( \tilde{Y} \). In particular, \( \tilde{X} \) does not dominate \( \tilde{Y} \) in the second order stochastic dominance (Hadar and Russell (1969) and Rothschild and Stiglitz (1970)), third order stochastic dominance (Whitmore, 1970), higher order stochastic dominance (Ekern, 1980), decreasing absolute risk aversion stochastic dominance (Vickson, 1977), or in the almost second order stochastic dominance (Leshno and Levy, 2002). In Section 2, however, we show that the stochastic orders provided in this paper that are based on a novel set of risk-averse decision makers can compare \( \tilde{X} \) and \( \tilde{Y} \).

In this paper we provide a family of stochastic orders indexed by \( \alpha, [a, b] \) where \( \alpha \geq 1 \) and \( [a, b] \)
is a subset of \( \mathbb{R} \), which we call the \( \alpha, [a, b] \)-concave stochastic orders. The family of \( \alpha, [a, b] \)-concave stochastic orders generalizes second order stochastic dominance (SOSD),\(^1\) which corresponds to the \( 1, [a, b] \)-concave stochastic order. The main idea of the \( \alpha, [a, b] \)-concave stochastic orders is that the inequality \( \mathbb{E}[u(Y)] \geq \mathbb{E}[u(X)] \) is required to hold only for a subset of the concave and increasing functions (and not for all of them) in order to determine that a random variable \( Y \) dominates a random variable \( X \) in the \( \alpha, [a, b] \)-concave stochastic order. In particular, the inequality \( \mathbb{E}[u(Y)] \geq \mathbb{E}[u(X)] \) is not required to hold for a function \( u \) that is affine or for a function \( u \) that is nearly affine in the sense that the elasticity of \( u' \) with respect to \( u \) is bounded below by a number that depends on \( \alpha \). This elasticity measures the function’s concavity degree in a natural way and relates to the coefficients of prudence and risk aversion (see Section 2 for more details).

An important feature of the \( \alpha, [a, b] \)-concave stochastic orders is that for \( \alpha > 1 \), \( Y \) dominating \( X \) in these orders does not imply that \( \mathbb{E}[Y] \) has to be lower than \( \mathbb{E}[X] \), nor does it imply the opposite. In Section 2 we provide examples of random variables \( X \) and \( Y \) where \( X \) has a higher expected value and is riskier than \( Y \), and \( Y \) dominates \( X \) in the \( \alpha, [a, b] \)-concave stochastic order. For instance, we show that \( \tilde{X} \) dominates \( \tilde{Y} \) in the \( \alpha, [a, b] \)-concave stochastic order for the example presented in Figure 1. Another feature of the \( \alpha, [a, b] \)-concave stochastic orders is their dependence on the support of the distribution. We show that this dependence is helpful for applications where agents’ behavior depends on their wealth level. We illustrate this in a consumption-savings example (see Section 1.1).

For general random variables it is not trivial to check whether a random variable dominates another random variable in the \( \alpha, [a, b] \)-concave stochastic orders. Finding a simple integral condition to characterize stochastic orders that generalize SOSD is impossible or not trivial (see Gollier and Kimball (2018)). However, we provide a sufficient condition for domination in the \( \alpha, [a, b] \)-concave stochastic order that is based on a simple integral inequality (see Section 2). Similar integral conditions are used to determine whether a random variable dominates another random variable in other popular stochastic orders. The sufficient condition generates a stochastic order that is of independent interest and can be easily used in applications. We partially characterize the maximal generator of this new stochastic order (see Appendix A) for \( \alpha = 2 \).

To illustrate the usefulness of the family of \( \alpha, [a, b] \)-concave stochastic orders, we derive novel comparative statics results in three applications from the economics literature. The first application is a consumption-savings problem with labor income uncertainty. It is established in previous literature that a prudent agent (i.e., an agent whose utility function has a positive third derivative) saves more if the labor income risk increases in the sense of SOSD (see Leland (1968)). It is also easy to establish that the agent’s current savings increase if the labor income’s expected present value increases. We do not know of any comparative statics results for the case when both the present value and the risk of future labor income increase. We show that under certain conditions on the agent’s marginal utility (the marginal utility must be “very convex”), an increase in the

---

\(^1\)Recall that \( Y \) dominates \( X \) in the second order stochastic dominance if \( \mathbb{E}[u(Y)] \geq \mathbb{E}[u(X)] \) holds for every concave and increasing function \( u : [a, b] \rightarrow \mathbb{R} \).
risk of future labor income together with an increase in the expected present value of future labor income increase savings. That is, the precautionary saving motive is stronger than the permanent income motive.

The second application deals with self-protection problems. We consider a standard self-protection problem (e.g., Ehrlich and Becker (1972)) where choosing a higher action is more costly but reduces the probability of a loss. Stochastic orders can be used as a tool to decide whether the level of self-protection should be higher or lower. For a decision maker that makes decisions according to the decision rule implied by the $\alpha$, $[a,b]$-concave stochastic order, we provide conditions that imply a change in the level of self-protection.

In our third application, we show that the $\alpha$, $[a,b]$-concave stochastic order can be used in a non-cooperative framework as well. We study a Bayesian game which is a variant of the search model studied in Diamond (1982) and in Milgrom and Roberts (1990). In this game, there are two players that exert a costly effort to achieve a match, and the probability of a match occurring depends on the effort exerted by both. We analyze how different beliefs affect the equilibrium probability of matching.

Our $\alpha$, $[a,b]$-concave stochastic orders are also useful in proving inequalities that involve convex functions. To show the usefulness of these stochastic orders in proving inequalities, we prove a novel Hermite-Hadamard type inequality for decreasing functions $u : [a,b] \to \mathbb{R}$ such that the square root of $u(x) - u(b)$ is convex (see Section 3.4).

There is extensive literature on stochastic orders and their applications (for a survey see Müller and Stoyan (2002) and Shaked and Shanthikumar (2007)). The stochastic orders we study in this paper are integral stochastic orders (Müller, 1997). Integral stochastic orders $\succeq_{\mathcal{F}}$ are binary relations over the set of random variables that are defined by a set of functions $\mathcal{F}$ in the following way: for two random variables $X$ and $Y$ we have $Y \succeq_{\mathcal{F}} X$ if and only if $\mathbb{E}[u(Y)] \geq \mathbb{E}[u(X)]$ for every $u \in \mathcal{F}$ and the expectations exist. Many important stochastic orders are integral stochastic orders. For example, SOSD corresponds to the stochastic order $\succeq_{\mathcal{F}}$ where $\mathcal{F}$ is the set of all concave and increasing functions.

The integral stochastic orders we present in this paper are related to stochastic orders that weaken SOSD by restricting the set of utility functions under consideration. Third order stochastic dominance (Whitmore, 1970) requires that the functions have a positive third derivative. Higher stochastic orders (see Ekern (1980), Denuit et al. (1998), and Eeckhoudt and Schlesinger (2006)) restrict the sign of the functions’ higher derivatives. Leshno and Levy (2002), Tsetlin et al. (2015), and Müller et al. (2016) restrict the values of the functions’ derivatives. Vickson (1977) and Post et al. (2014) add the assumption that the functions are in the decreasing absolute risk aversion class. Post (2016) requires additional curvature conditions on the functions’ higher derivatives.

The above stochastic orders are significantly different from the stochastic orders we introduce in this paper. All these stochastic orders impose a ranking over expectations, while the stochastic orders presented in this paper do not impose a ranking over expectations. Other known stochastic orders that do not impose a ranking over expectations are introduced in Fishburn (1976) and in
Meyer (1977a). Meyer (1977a) imposes a lower and an upper bound on the Arrow-Pratt absolute risk-aversion measure (see more details on this stochastic order in Appendix A). Fishburn (1976, 1980) studies a stochastic order that is based on lower partial moments. While these stochastic orders are based on an integral condition, the main disadvantage of these stochastic orders is that their maximal generator is not known (see more details in Appendix A).

The paper is organized as follows. In Section 1.1 we study a consumption-savings problem that illustrates the usefulness of our stochastic orders. In Section 2 we define the $\alpha, [a, b]$-concave stochastic orders and study their properties. In Section 3 we study the applications discussed above. Section 4 contains concluding remarks. The Appendix contains the proofs not presented in the main text and a discussion on the maximal generator of stochastic orders.

1.1 A motivating application: A consumption-savings problem

Researchers have devoted a great deal of attention to analyzing the impact of future income uncertainty, in particular, on savings decisions. In their seminal papers, Leland (1968) and Sandmo (1970) show that in a two-period consumption-savings problem for a prudent agent (i.e., an agent whose marginal utility is convex), if the labor income risk increases in the sense of second order stochastic dominance, then the agent’s savings increase. The agent’s savings are also affected by the expected present value of future labor income: an increase in the expected present value decreases current savings. Up to now, to the best of our knowledge, no stochastic order has been provided that can be used to derive comparative statics results for the case when both the present value and the risk of future income increase. For instance, consider the two labor income distributions described in Figure 2.

![Figure 2: Future labor income](https://ssrn.com/abstract=3812011)

Under which distribution should we expect to observe higher savings? For $c \geq 15$, $\tilde{Y}$ is riskier than $\tilde{X}$, in the sense of SOSD. Thus, in the expected utility framework, savings are higher under $\tilde{Y}$ than under $\tilde{X}$ (see Sandmo (1970)). In the case that $c < 15$, it is easy to see that $\tilde{X}$ and $\tilde{Y}$ cannot be compared by SOSD. In this case, there is a trade-off between the agent’s future income risk.

---

For recent results see Crainich et al. (2013), Nocetti (2015), Light (2018), Lehrer and Light (2018), Bommier and Grand (2018), and Baiardi et al. (2019). We note that our comparative statics results are significantly different from the results in the papers above, because we consider the case that both the present value and the risk of future income increase. In the papers mentioned above, stochastic orders that impose a ranking over expectations such as the second order stochastic dominance or higher order stochastic dominance are used.
versus the agent’s future income present value. Using the techniques developed in this paper we derive comparative statics results in the presence of this trade-off. We now describe the two-period consumption-savings problem that we study.

An agent decides how much to save and how much to consume while his next period’s income is uncertain. If the agent has an initial wealth of \( x \) and he decides to save \( 0 \leq s \leq x \), then the first period’s utility is given by \( u(x - s) \) and the second period’s utility is given by \( u(Rs + y) \) where \( y \) is the next period’s income, \( R \) is the rate of return, and \( u \) describes the agent’s utility from consumption. The agent chooses a savings level to maximize his expected utility:

\[
h(s, F) := u(x - s) + \int_0^\infty u(Rs + y) dF(y)
\]

where the distribution of the next period’s income \( y \) is given by \( F \). The support of \( F \) is given by \([0, \bar{y}]\). We assume that the agent’s utility function \( u \) is strictly increasing, strictly concave, and continuously differentiable.

Let \( g(F) = \arg\max_{s \in C(x)} h(s, F) \) be the optimal savings under the distribution \( F \) where we denote by \( C(x) := [0, x] \) the interval from which the agent may choose his level of savings when his wealth is \( x \).

Let \( \succeq_I \) be the first order stochastic dominance order and \( \succeq_{CX} \) be the convex stochastic order.\(^3\) Two well known facts about the effect of the future income’s distribution on savings decisions are the following:

**Proposition 1**

(i) If \( F \succeq_I G \) then \( g(G) \geq g(F) \).

(ii) If \( F \succeq_{CX} G \) and \( u' \) is convex then \( g(F) \geq g(G) \).

Part (i) of the last Proposition states that if the future income’s distribution is better in the sense of first order stochastic dominance, then the current savings are lower. The additional consumption follows from the permanent income motive, i.e., the agent wants to smooth consumption. Part (ii) of the last Proposition states that when the future income’s distribution is riskier in the sense of the convex stochastic order, then the current savings are higher. The additional savings are called precautionary saving.

In the Proposition 5 in Section 3.1 we consider the case that the income’s distribution is better (it has an higher expected value) and riskier. We show that when the agent’s marginal utility is a \( 2, [0, Rx + \bar{y}] \)-convex function then the precautionary saving motive is stronger than the permanent income motive. The condition that \( u' \) is a \( 2, [0, Rx + \bar{y}] \)-convex function guarantees that the agent’s marginal utility is “very” convex (that is, the agent is “very” prudent) so that the agent prefers to save more under the riskier income distribution even though it has a higher expected value. This condition is satisfied by a large class of utility functions (see Section 3 for examples).

Our results show the potential importance of prudence as a first order consideration in policy design. If the agents are “very” prudent, then an increase in an agent’s permanent income together

---

\(^3\)Recall that \( F \succeq_I G \) if and only if \( \int_0^\infty u(x) dF(x) \geq \int_0^\infty u(x) dG(x) \) for every increasing function \( u \) and \( F \succeq_{CX} G \) if and only if \( \int_0^\infty u(x) dF(x) \geq \int_0^\infty u(x) dG(x) \) for every convex function \( u \).
with an increase in future income uncertainty reduces consumption. Thus, in an economy where agents are “very” prudent, reducing the agents’ future income uncertainty can be the focus of a policy maker who aims to increase the short-run consumption. When the labor income uncertainty increases (which is a typical feature of a recession), a policy that focuses only on increasing permanent income might lead to a decrease in consumption.

The application presented in this section uncovers two key advantages of the stochastic orders presented in this paper. First, we derive comparative statics results when an increase in the lottery’s (future labor income) riskiness increases the agent’s optimal action (savings), but an increase in the lottery’s expected value decreases the agent’s optimal action that cannot be derived using previous results. We relate these results to the convexity of the agent’s marginal utility (prudence). Second, the comparative statics results depend on the support of the distribution. The agent’s marginal utility needs to be “very” convex only on a relevant local region of possible outcomes that depends on the agent’s initial wealth level. Hence, savings decisions’ dependence on future labor income could depend on agent’s wealth under our approach. Furthermore, because the $\alpha, [a, b]$-concave stochastic orders are stronger when $b$ is lower (see Section 2) we can obtain sharper results for lower wealth level, i.e., we show that the precautionary motive is stronger as the wealth level decreases.

2 The $\alpha, [a, b]$-concave stochastic order

In this section we introduce and study the family of $\alpha, [a, b]$-concave stochastic orders. We first introduce the set of $\alpha$-convex functions.

Definition 1 Let $\alpha \geq 1$. We say that $u : \mathbb{R} \to \mathbb{R}_+$ is $\alpha$-convex, if $u^{\frac{1}{\alpha}}$ is a convex function.

If $u$ is $\alpha$-convex and twice differentiable, then $u$ is $\alpha$-convex if and only if $(u(x)^{\frac{1}{\alpha}})'' \geq 0$. Thus, a twice differentiable function $u : \mathbb{R} \to \mathbb{R}_+$ is $\alpha$-convex if and only if

$$u(x)u''(x) \geq u'(x)^2 \frac{\alpha - 1}{\alpha} \text{ for every } x.$$ 

We now introduce the set of functions that generate the family of stochastic orders that we study in this paper. Let $\mathcal{B}_{[a,b]}$ be the set of bounded and measurable functions from $[a, b]$ to $\mathbb{R}$. For the rest of the paper we say that a function $u$ is decreasing if it is weakly decreasing, i.e., $x < y$ implies $u(x) \geq u(y)$. We say that $u$ is increasing if $-u$ is decreasing.

$^4$The space of $\alpha$-convex functions has been studied in the field of convex geometry (see Lovász and Simonovits (1993) and Fradelizi and Guédon (2004)). The $\alpha$-convex functions are also used in Acemoglu and Jensen (2015) and Jensen (2017) to derive comparative statics results in consumption-savings problems.

$^5$In the context of stochastic orders, one disadvantage of the set of $\alpha$-convex functions is that this set does not include the negative constant functions. This fact implies that the maximal generator of the stochastic order generated by the set of $\alpha$-convex functions might not be equal to the set of $\alpha$-convex functions. In Appendix A we show that the stochastic order generated by the set of $\alpha$-convex functions is essentially equivalent to the second order stochastic dominance. Importantly, the set $\mathcal{I}_{\alpha,[a,b]}$ that generates the stochastic orders we introduce in this paper is convex, closed and contain all the constant function, and hence, the set $\mathcal{I}_{\alpha,[a,b]}$ equals its maximal generator (see Appendix A).
Definition 2 Fix $\alpha \geq 1$ and $[a, b] \subseteq \mathbb{R}$. Let

$$\mathcal{I}_{\alpha,[a,b]} = \{u \in \mathcal{B}_{[a,b]} \mid u \text{ is increasing, } u(b) - u(x) \text{ is } \alpha\text{-convex}\}.$$  

(1)

Let $F$ and $G$ be two cumulative distribution functions on $[a, b]$. We say that $F$ dominates $G$ in the $\alpha,[a,b]$-concave stochastic order, denoted by $F \succeq_{\alpha,[a,b]} G$, if for every $u \in \mathcal{I}_{\alpha,[a,b]}$ we have

$$\int_a^b u(x)dF(x) \geq \int_a^b u(x)dG(x).$$

For the rest of the paper we say that $u$ is a $\alpha,[a,b]$-concave function if $u \in \mathcal{I}_{\alpha,[a,b]}$ and that $u$ is a $\alpha,[a,b]$-convex function if $-u \in \mathcal{I}_{\alpha,[a,b]}$. For two random variables $X$ and $Y$ with distribution functions $F$ and $G$, respectively, we write $X \succeq_{\alpha,[a,b]} Y$ if and only if $F \succeq_{\alpha,[a,b]} G$.

The family of $\alpha,[a,b]$-concave stochastic orders generalizes second order stochastic dominance (SOSD), which corresponds to the $1,[a,b]$-concave stochastic order. For $\alpha > 1$, the $\alpha,[a,b]$-concave stochastic order is weaker than SOSD in the sense that if $X$ dominates $Y$ in the SOSD, then $X$ dominates $Y$ in the $\alpha,[a,b]$-concave stochastic order but the converse is not true. The idea of the $\alpha,[a,b]$-concave stochastic orders is that the inequality $\mathbb{E}[u(Y)] \geq \mathbb{E}[u(X)]$ is required to hold only for a subset of the concave and increasing functions (and not for all of them as in SOSD) in order to determine that a random variable $Y$ dominates a random variable $X$ in the $\alpha,[a,b]$-concave stochastic order. The inequality $\mathbb{E}[u(Y)] \geq \mathbb{E}[u(X)]$ is required to hold for all the functions that belong to the set $\mathcal{I}_{\alpha,[a,b]}$ of $\alpha,[a,b]$-concave functions which is a subset of the concave and increasing functions. As we explain below, the set $\mathcal{I}_{\alpha,[a,b]}$ contains “very” risk aversion decision makers where the degree of risk aversion is parameterized by $\alpha$.

Motivation for introducing the set $\mathcal{I}_{\alpha,[a,b]}$. When $\alpha$ increases there are fewer decision makers that need to prefer $Y$ to $X$ in order to conclude that $Y$ dominates $X$ in the $\alpha,[a,b]$-concave stochastic order. That is, for $\alpha_2 > \alpha_1$ we have $\mathcal{I}_{\alpha_2,[a,b]} \subset \mathcal{I}_{\alpha_1,[a,b]}$ (see Proposition 12 in the appendix). Informally, the decision makers $u \in \mathcal{I}_{\alpha_1,[a,b]} \setminus \mathcal{I}_{\alpha_2,[a,b]}$ that are excluded from the set $\mathcal{I}_{\alpha_1,[a,b]}$ when using the $\alpha_2,[a,b]$-concave stochastic order instead of using the $\alpha_1,[a,b]$-concave stochastic order are the decision makers that are the closest to being risk neutral in the set $\mathcal{I}_{\alpha_1,[a,b]}$. In other words, the decision makers $u \in \mathcal{I}_{\alpha_1,[a,b]} \setminus \mathcal{I}_{\alpha_2,[a,b]}$ have the least concave function in the set $\mathcal{I}_{\alpha_1,[a,b]}$ where the degree of concavity is measured by the elasticity of the marginal utility function with respect to the utility function. To see this, note that for a twice continuously differentiable function $u$ with the normalization $u(b) = 0$, we have $u \in \mathcal{I}_{\alpha,[a,b]}$ if and only if

$$\frac{\partial \ln(u'(x))}{\partial \ln(u(x))} = \frac{u(x)u''(x)}{(u'(x))^2} \geq \frac{\alpha - 1}{\alpha}$$

$^6$In the rest of the paper, all functions are assumed to be integrable. All the results in this paper can be extended to the case that $a = -\infty$.

$^7$From a decision theory point of view, we can normalize $u(b) = 0$ without changing the preferences of the decision maker.
for all \( x \in (a, b) \). That is, the elasticity of the marginal utility function with respect to the utility function is bounded below by \((\alpha - 1)/\alpha \). The elasticity of \( u' \) with respect to \( u \) is a natural measure of the concavity of \( u \). When the elasticity at a point \( x \) is 0, then \( u \) is essentially linear around \( x \). When the elasticity at a point \( x \) is large, then \( u \) is “very” concave around \( x \). When \( \alpha \) is higher, the effect of a change in the utility function on the marginal utility function is bounded below uniformly by a higher number.

This measure of concavity has the following economic interpretation. To see this, notice that the previous inequality is equivalent to

\[
-\frac{u''(x)}{u'(x)} = \frac{u(x)u''(x)}{(u'(x))^2} \geq \frac{\alpha - 1}{\alpha}
\]

for all \( x \in (a, b) \). Thus, for an agent with an \( \alpha, [a, b] \)-concave utility function the sensitivity to risk, measured by the coefficient of risk aversion, is at least \((1 - 1/\alpha)\) times the sensitivity to reward, measured by the marginal utility divided by the level of utility. In other words, the parameter \((1 - 1/\alpha)\) bounds how much the agent prefers an increase in reward when it is accompanied by an increase in risk.

Furthermore, in many of our applications (e.g., the consumption-savings problem) we impose that the agents’ marginal utility function is positive and \( \alpha, [a, b] \)-convex (i.e., \(-u' \in I_{\alpha, [a, b]}\)) to derive our comparative statics results. For such agents, their utility functions \( u \) satisfy

\[
-\frac{u'''(x)}{u''(x)} \geq \frac{(u'(x) - u'(b))u'''(x)}{(u''(x))^2} \geq \frac{\alpha - 1}{\alpha}
\]

for all \( x \in (a, b) \).\(^8\) Thus, for this class of agents we have that their coefficient of prudence is at least \((1 - 1/\alpha)\) times their coefficient of risk aversion. We show in the applications that this condition implies sharp comparative statics results. Also, using this inequality, we can bound the degree of convexity \( \alpha \) by using estimates of the coefficients of prudence and risk aversion.

**Examples.** The following examples show that the family of \( \alpha, [a, b] \)-concave stochastic orders allows us to compare simple lotteries that are not comparable by other popular stochastic orders.

In Example 1 we show that \( Y \succeq_{\alpha, [a, b]} X \) for the random variables in Figure 1 (see Section 1). This example is simple and can be used in order to design a simple experiment to determine if the decision maker’s utility function is not \( \alpha, [a, b] \)-concave function for some \( \alpha \).

We provide two more examples of random variables \( X \) and \( Y \) where \( X \) has a higher expected value and is riskier than \( Y \), and \( Y \) dominates \( X \) in the \( \alpha, [a, b] \)-concave stochastic order. The second example involves compound lotteries and the third example involves a uniform distribution.

**Example 1** Consider two lotteries \( X \) and \( Y \). Lottery \( X \) yields \( a \) dollars with probability \( \lambda^\alpha \) and \( b \) dollars with probability \( 1 - \lambda^\alpha \) where \( b > a \) and \( \alpha \geq 1 \). Lottery \( Y \) yields \( \lambda a + (1 - \lambda) b \) dollars with

\(^8\) The first inequality holds since \( u' \) is positive and convex. The second inequality comes from the characterization of \( \alpha \) convexity for smooth functions.
probability 1. Then \( Y \succeq_{\alpha,[a,b]-I} X \).\(^9\)

**Example 2** (Compound lotteries). Consider two lotteries \( Y \) and \( X \). Lottery \( Y \) yields \( x_i := \lambda_i a + (1 - \lambda_i) b \) with probability \( 0 < p_i < 1 \), \( i = 1, \ldots, n \) where \( 0 < \lambda_1 < \ldots < \lambda_n < 1 \). Lottery \( X \) yields \( a \) with probability \( \sum_i p_i \lambda_i^\alpha \) and \( b \) with probability \( 1 - \sum_i p_i \lambda_i^\alpha \). Then \( Y \succeq_{\alpha,[a,b]-I} X \).

**Example 3** (Uniform distribution). Consider two lotteries \( Y \) and \( X \). Lottery \( X \) yields a dollars with probability \( \frac{1}{\alpha+1} \) and \( b \) dollars with probability \( \frac{\alpha}{\alpha+1} \) where \( b > a \) and \( \alpha \geq 1 \). Lottery \( Y \) is uniformly distributed on \( [a,b] \). Then \( Y \succeq_{\alpha,[a,b]-I} X \).

For general distribution functions \( F \) and \( G \) it is not trivial to check whether \( F \) dominates \( G \) in the \( \alpha,[a,b] \)-concave stochastic order. Below we provide a sufficient condition which is given by a simple integral inequality that guarantees that \( F \) dominates \( G \) in the \( \alpha,[a,b] \)-concave stochastic order.

**Properties of the \( \alpha,[a,b] \)-concave stochastic orders.** In Proposition 2 we provide some properties of the \( \alpha,[a,b] \)-concave stochastic order. The first property is intuitive and shows that \( F \succeq_{\alpha,[a,b]-I} G \) implies \( F \succeq_{\beta,[a,b]-I} G \) whenever \( \beta > \alpha \). This is immediate because for \( \alpha_2 > \alpha_1 \) we have \( \mathcal{I}_{\alpha_2,[a,b]} \subseteq \mathcal{I}_{\alpha_1,[a,b]} \). Importantly, \( F \succeq_{1,[a,b]-I} G \), implies \( F \succeq_{\alpha,[a,b]-I} G \) for every \( \alpha \geq 1 \). That is, the \( \alpha,[a,b] \)-concave stochastic order is weaker than the second order stochastic dominance for every \( \alpha > 1 \). The second property relates to translation invariance. We note that if \( X \succeq_{\alpha,[a,b]-I} Y \) then \( X + c \succeq_{\alpha,[a,b]-I} Y + c \) is not necessarily well defined for \( c \in \mathbb{R} \). This is because the \( \alpha,[a,b] \)-concave stochastic orders are defined on a specific support. Hence, translation invariance for the \( \alpha,[a,b] \)-concave stochastic orders means that \( X \succeq_{\alpha,[a,b]-I} Y \) implies \( X + c \succeq_{\alpha,[a+c,b+c]-I} Y + c \) for every \( c \in \mathbb{R} \). This is exactly the second property.

**Proposition 2** The following properties hold:

1. Let \( \beta > \alpha \). Then \( F \succeq_{\alpha,[a,b]-I} G \) implies \( F \succeq_{\beta,[a,b]-I} G \).
2. Suppose that \( X \succeq_{\alpha,[a,b]-I} Y \). Then \( X + c \succeq_{\alpha,[a+c,b+c]-I} Y + c \) for every \( c \in \mathbb{R} \).
3. Suppose that \( F \) and \( G \) are distributions on \([a,b]\). Then for every \( b' \geq b \) we have

\[
F \succeq_{\alpha,[a,b]-I} G \implies F \succeq_{\alpha,[a,b]-I} G.
\]

**A sufficient condition for domination in the \( \alpha,[a,b] \)-concave stochastic order.** Even though the set of \( \alpha,[a,b] \)-concave functions has a clear economic motivation as we explained above,
the geometry of this set is complicated. Therefore, a simple characterization is unlikely to exist. For this reason we now introduce a simple integral condition to check whether a distribution $F$ dominates a distribution $G$ in the $\alpha, [a, b]$-concave stochastic order. This integral condition generates a new stochastic order $\succeq_{n, [a, b]-S}$ for $n \in \mathbb{N}$, which we call the $n, [a, b]$-sufficient stochastic order and is of independent interest.

**Definition 3** Consider two distributions $F$ and $G$ over $[a, b]$ and a positive integer $n$. We say that $F$ dominates $G$ in the $n, [a, b]$-sufficient stochastic order, and write $F \succeq_{n, [a, b]-S} G$ for $n \in \mathbb{N}$, if and only if for all $c = (c_1, \ldots, c_n) \in [a, b]^n$ we have

$$\int_a^b \prod_{i=1}^n \max\{c_i - x, 0\} dF(x) \leq \int_a^b \prod_{i=1}^n \max\{c_i - x, 0\} dG(x).$$

Note that $F$ dominates $G$ in the 1, $[a, b]$-sufficient stochastic order if and only if $F$ dominates $G$ in the second order stochastic dominance, i.e., $\int_a^b u(x) dF(x) \geq \int_a^b u(x) dG(x)$ for every concave and increasing function $u$ (see Theorem 1.5.7. in Müller and Stoyan (2002)). In Proposition 3 we extend this result. We show that if $F$ dominates $G$ in the $n, [a, b]$-sufficient stochastic order, then $F$ dominates $G$ in the $n, [a, b]$-concave stochastic order for all $n \in \mathbb{N}$. Combining this with Proposition 2 part (i) we conclude that if $F$ dominates $G$ in the $n, [a, b]$-sufficient stochastic order, then $F$ dominates $G$ in the $\alpha, [a, b]$-concave stochastic order for all $1 \leq \alpha \leq n$.

Thus, Proposition 3 provides a simple integral condition that guarantees domination in the $\alpha, [a, b]$-concave stochastic orders.

**Proposition 3** Consider two distributions $F$ and $G$ over $[a, b]$ and $n = \lceil \alpha \rceil$. Then $F \succeq_{n, [a, b]-S} G$ implies $F \succeq_{\alpha, [a, b]-I} G$.

For $n > 1$ the converse of Proposition 3 does not hold. That is, $F \succeq_{n, [a, b]-S} G$ does not imply $F \succeq_{n, [a, b]-S} G$. For example, for $n = 2$ it can be checked that the function $-\max\{c_1 - x, 0\} \max\{c_2 - x, 0\}$ is not a 2, $[a, b]$-concave function for $c_2 \neq c_1$. Because the maximal generator of the 2, $[a, b]$-concave stochastic order is the set of 2, $[a, b]$-concave functions (see Section A in the appendix) we conclude that $F \succeq_{2, [a, b]-I} G$ does not imply $F \succeq_{2, [a, b]-S} G$. On the other hand, in Section A in the appendix we formally prove a partial characterization of the 2, $[a, b]$-sufficient stochastic. We show that this stochastic order generates an appealing set of functions (in particular, it is not equivalent to SOSD as our examples show).

The $n, [a, b]$-sufficient stochastic order is particularly useful for the case $n = 2$. We now provide a sufficient condition that ensures that $F$ dominates $G$ in the 2, $[a, b]$-concave stochastic order by applying Proposition 3. Similar conditions are used to determine if $F$ dominates $G$ in other popular stochastic orders.

\[\text{Electronic copy available at: https://ssrn.com/abstract=3812011}\]
stochastic orders such as the second order stochastic dominance and the third order stochastic dominance.

**Proposition 4** Consider two distributions $F$ and $G$ over $[a, b]$. We have that $F \succeq_{2,[a,b]-S} G$ if and only if for all $c \in [a, b]$ the following two inequalities hold:

\[
(b - c) \left[ \int_a^c F(x)dx - \int_a^c G(x)dx \right] + 2 \int_a^c \left( \int_a^x F(z)dz - \int_a^x G(z)dz \right)dx \leq 0 \tag{2}
\]

\[
\int_a^c \left( \int_a^x F(z)dz - \int_a^x G(z)dz \right)dx \leq 0. \tag{3}
\]

Interestingly, the conditions of Proposition 4 inherently relate to SOSD and third order stochastic dominance. Third order stochastic dominance corresponds to inequality (3) and to the condition $\mathbb{E}_G[X] \leq \mathbb{E}_F[X]$. SOSD corresponds to $\int_a^c F(x)dx - \int_a^c G(x)dx \leq 0$ for all $c$ (which also implies a ranking over expectations and inequality (3)). In contrast, the $2,[a,b]$-sufficient stochastic order does not imply a ranking over expectations, but the left-hand-side of inequality (2) is bounded from above by a number smaller than 0 for any value of $c$ that implies a violation of SOSD, i.e., any $c$ that satisfies $\int_a^c F(x)dx - \int_a^c G(x)dx > 0$. Thus, the 2-sufficient stochastic order does not imply the second or the third stochastic order.

In some cases, the 2-sufficient stochastic order provides a necessary and sufficient integral condition to conclude that $F \succeq_{2,[a,b]-I} G$. If condition (3) implies condition (2) then condition (3) holds if and only if $F \succeq_{2,[a,b]-I} G$. To see this, note that for $c \in [a, b]$ the function $-\max\{c-x, 0\}^2$ is a $2,[a,b]$-concave function and that

\[
\int_a^b \max\{c-x, 0\}^2 dF(x) = 2 \int_a^c \left( \int_a^x F(z)dz \right)dx
\]

(see Lemma 2 in the appendix). Thus, if $F \succeq_{2,[a,b]-I} G$ holds, then condition (3) holds. On the other hand, if condition (3) implies condition (2), then from Proposition 4 we have $F \succeq_{2,[a,b]-I} G$. We summarize this result in the following Corollary.

**Corollary 1** Let $F$ and $G$ be two distributions over $[a, b]$. Suppose that if condition (3) holds then condition (2) also holds. Then condition (3) holds if and only if $F \succeq_{2,[a,b]-I} G$.

Corollary 1 provides a tool to show that a random variable dominates another random variable in the $2,[a,b]$-concave stochastic order. We will provide applications of Corollary 1 in Section 3.

### 3 Applications

In this section, we discuss four applications in which we use the $\alpha,[a,b]$-concave stochastic orders: a consumption-savings problem with an uncertain future income, self-protection problems, a Diamond-type search model with one-sided incomplete information, and comparing uniform distributions.
3.1 Precautionary saving when the future labor income is riskier and has a higher expected value

Consider the consumption-savings problem described in Section 1.1. Recall that

\[ g(F) = \arg \max_{s \in C(x)} h(s, F) \]

is the optimal savings under the distribution \( F \) where we denote by \( C(x) := [0, x] \) the interval from which the agent may choose his level of savings when his wealth is \( x \) (see Section 1.1).

In the following Proposition we show that when the agent’s marginal utility is a \( 2, [0, Rx + \bar{y}] \)-convex function, then the precautionary saving motive is stronger than the permanent income motive, i.e., \( F \succeq_{2, [0, Rx + \bar{y}] - I} G \) implies \( g(G) \geq g(F) \). That is, when \( F \) is better and riskier than \( G \) in terms of the \( 2, [0, Rx + \bar{y}] \)-concave stochastic order, then savings under \( G \) are higher than under \( F \).

Proposition 5 uncovers the potential importance of prudence and future income uncertainty as first order considerations in policy design. If the agents are “very” prudent, then an increase in an agent’s permanent income together with an increase in future income uncertainty reduces consumption. Hence, in an economy where agents have “very” convex marginal utilities, i.e., agents are “very” prudent, reducing the agents’ future income uncertainty can be the major focus of a policy maker who aims to increase the short-run consumption. A policy that increases permanent income can lead to a decrease in the short-run consumption when the future labor income uncertainty increases (which is a typical feature of a recession).

The condition that \( u' \) is a \( 2, [0, Rx + \bar{y}] \)-convex function is not satisfied by the important class of constant relative risk aversion functions. However, a closely related class of utility functions satisfies this condition. It can be shown that \( u' \) is a \( 2, [a, b] \)-convex function for the utility function

\[ u(x) = \frac{x^{1-\gamma}}{1-\gamma} + \frac{\gamma x^2}{2b^\gamma+1} \]

for \( \gamma > 0, \gamma \neq 1 \) and \( u(x) = \log(x) + x^2/2b^2 \) for \( \gamma = 1 \). Note that for a large \( b \) the utility function defined above is close to a constant relative risk aversion utility function.

**Proposition 5** Suppose that \( u' \) is a \( 2, [0, Rx + \bar{y}] \)-convex function.

(i) If \( F \succeq_{2, [0, Rx + \bar{y}] - S} G \) then \( g(G) \geq g(F) \), i.e., the savings under \( G \) are greater than or equal to the savings under \( F \).

(ii) If \( F \succeq_{2, [0, Rx + \bar{y}] - I} G \) then \( g(G) \geq g(F) \), i.e., the savings under \( G \) are greater than or equal to the savings under \( F \).

For a thrice differentiable utility function, the condition that \( u' \) is a \( 2, [0, b] \)-convex decreasing function is equivalent to the condition that \( (u'(x) - u'(b))u''(x)/(u''(x))^2 \geq 0.5 \) for all \( x \in [a, b] \). The last expression means that the ratio between the coefficient of relative prudence and the coefficient
of relative risk aversion is bounded below by $1/2$ (see the discussion in Section 2). In this case, the precautionary effect is stronger than the permanent income effect.

We stated the result in Proposition 5 also with respect to the sufficient stochastic order (see part (i)). This can be useful in applications because it easy to check whether $F$ dominates $G$ in the sufficient stochastic order.

### 3.2 Self-protection problems

Self-protection is a costly action that reduces the probability for a loss (see Ehrlich and Becker (1972)). Since the work of Ehrlich and Becker (1972), self-protection problems are widely studied in the literature on decision making under uncertainty.\(^{11}\) Should a decision maker choose more or less self-protection? One way to answer this question is based on stochastic orders. A risk-averse decision maker can decide to prefer less self-protection if most risk-averse decision makers prefer less self-protection. In this section we study a standard self-protection problem and provide a decision rule to answer the question above based on the $2, [a, b]$-concave stochastic order. We find conditions that imply that an agent prefers to decrease the level of self-protection even when the increase in self-protection is profitable in expectation.

We study a simple self-protection problem (as in Ehrlich and Becker (1972) and Eeckhoudt and Gollier (2005)) where there are two possible outcomes: a loss of fixed size or no loss at all. We now provide the formal details.

There are two lotteries $X$ and $Y$. Lottery $X$ yields $w - L - e_x$ with probability $p$ and $w - e_x$ with probability $1 - p$. Lottery $Y$ yields $w - L - e_y$ with probability $q$ and $w - e_y$ with probability $1 - q$. The wealth that the decision maker has is given by $w$, the fixed loss is given by $L$, and $p$ and $q$ are the probabilities of loss that depend on the level of expenditure on self-protection $e_i$ for $i = x, y$.

We assume that $e_x > e_y$ and $q > p$. That is, if the decision maker chooses a higher expenditure on self-protection, then the probability of a loss decreases. We also assume that $w - e_x > w - L - e_y$.

If the last inequality does not hold, every rational decision maker would clearly prefer $Y$ to $X$. The following Proposition follows immediately from Lemma 4 and part (i) of Proposition 2.

**Proposition 6** Suppose that the expected value of $X$ is higher than the expected value of $Y$, i.e., $-pL - e_x \geq -qL - e_y$. Then

$$p(e_x - e_y + L)^2 + (1 - p)(e_x - e_y)^2 \geq qL^2$$

if and only if $Y \succeq_{2, [w - L - e_x, w - e_y]} X$, i.e., $Y$ dominates $X$ in the $2, [w - L - e_x, w - e_y]$-concave stochastic order.

The interpretation of inequality (4) is straightforward. For simplicity, normalize $e_y$ to be 0 so $e_x$ is the amount that the agent can spend on self-protection to decrease the probability of a loss.

\(^{11}\)For example, see Dionne and Eeckhoudt (1985), Eeckhoudt and Gollier (2005), Meyer and Meyer (2011), Denault et al. (2016), and Liu and Meyer (2017).
to \( p \). In this case, the agent has a wealth of \( w \) in any realization. If the agent does not spend on self-protection, then the random variable \( \tilde{Y} \) that yields \( L \) with probability \( q \) and 0 with probability \( 1 - q \) represents the agent’s future loss. When the agent chooses to spend \( e_x \) on self-protection then the random variable \( \tilde{X} \) that yields \( e_x + L \) with probability \( p \) and \( e_x \) with probability \( 1 - p \) represents the future loss (in this case the agent loses the expenditure on self-protection \( e_x \) in any outcome). Our results show that if the expected loss under \( \tilde{Y} \) is higher than under \( \tilde{X} \) and the second moment of \( \tilde{X} \) is higher than the second moment of \( \tilde{Y} \) then the decision maker should not spend on self-protection according to the decision rule that is based on the \( 2, [w-L-e_x, w] \)-concave stochastic order. That is, if spending on self-protection increases the risk (captured by the second moment) of future loss, then the decision maker does not increase the expenditure on self-protection even when the increase in self-protection increases the expected value of the decision maker’s final wealth.

In the self-protection problem that we study in this section, a simple condition that relates to the distributions’ first and second moments captures the trade off between expected value and riskiness that the 2-concave stochastic order provides. We show in the appendix that this is true for general distributions whose supports contain exactly two elements.\(^\text{12}\)

3.3 A Diamond-type search model with one-sided incomplete information

In this section we study a Diamond-type search model studied in Diamond (1982) and Milgrom and Roberts (1990) to a one-sided incomplete information framework. Consider the case of two agents that benefit from a match. We analyze the case where one player has better information than the other. For instance, one player has been in the market for a long time and his type is known, whereas the second player just entered the market, so his type is unknown. We show that a shift (in the sense of the \( \alpha, [a, b] \)-concave stochastic order) in the uninformed player’s beliefs about the informed player’s type leads to an increase in the highest equilibrium probability of matching. We now describe the Bayesian game.

There are two players who exert efforts in order to find a match. Each player exerts a costly effort \( e_i \in E := [0, 1] \), in order to achieve a match. For each player, the value of a match is one. The probability of matching is \( e_1e_2 \), given the efforts \( e_1, e_2 \). The cost of Player 1’s (the uninformed player) effort is given by a strictly convex and strictly increasing function \( c_1(e) \) that is known to both players. The cost of Player 2’s effort is given by \( c_2(e, \theta) := \frac{e^{k+1}}{(k+1)(1-\theta)^l} \) where \( \theta \in [0, 1) \) is Player 2’s type which is not known to Player 1, and \( k, l > 0 \) are some parameters. Player 1’s beliefs about the value of \( \theta \) are given by a distribution \( F \) with support on \([0, 1)\).

Standard arguments show that this game is a supermodular game, and thus the highest and the lowest equilibria exist (see Topkis (1979) and the Appendix for more details).\(^\text{13}\) Define \( \bar{m}(F) = \bar{e}_1^* \bar{e}_2^*(\theta) \) to be the highest equilibrium probability of matching. Under certain parameters, we show

\(^{12}\)In the special case of distributions whose supports contain exactly two elements, conditions on the first two moments imply domination in the \( 2, [a, b] \)-concave stochastic order (see Lemma 4 in the appendix). This is somewhat intuitive because information on the first two moments essentially determines the distributions.

\(^{13}\)The solution concept we use is the standard Bayesian Nash equilibrium. We define it formally in the appendix.
that a shift in Player 1’s beliefs, in the sense of the \( \alpha, [0, 1] \)-concave stochastic order, leads to an increase in the highest equilibrium probability of matching.

**Proposition 7** Fix \( \alpha \geq 1 \). Suppose that \( l \geq \alpha k \). If \( F' \succeq_{\alpha, [0, 1] - 1} F \) then \( \bar{m}(F') \leq \bar{m}(F) \). That is, the highest equilibrium probability of matching is decreasing with respect to the \( \alpha, [0, 1] \)-concave stochastic order.

We note that Proposition 7 allows us to derive non-trivial comparative statics results. Assume that \( F' \succeq_{\alpha, [0, 1] - 1} F \). F’ might have a lower expected value than \( F \), which means that the uninformed player thinks that the informed player’s cost has a lower expected value. Thus, the uninformed player should increase his effort, since he is expecting that the informed player will increase his effort. On the other hand, \( F' \) is less riskier than \( F \) and this induces the uninformed player to decrease his effort. Proposition 7 shows that ultimately, in equilibrium, the latter effect is stronger. Thus, the efforts of both players decrease and the equilibrium probability of matching decreases.

### 3.4 Uniform distributions and inequalities for \( 2, [a, b] \)-convex decreasing functions

Convex functions are fundamental in proving many well-known inequalities. The convex stochastic order is a powerful tool for proving inequalities that involve convex functions (see Rajba (2017) for a survey). In this section we prove inequalities for convex functions that belong to the set \( I_{2, [a, b]} \) using the \( 2, [a, b] \)-concave stochastic order. We first compare two general uniform distributions that are of independent interest.

We consider two uniform random variables. Suppose that \( G \sim U[a_1, b_1] \) and \( F \sim U[a_2, b_2] \) where \( U[a, b] \) is the continuous uniform random variable on \([a, b]\). The following Lemma provides a necessary and sufficient condition on the parameters \((a_1, b_1, a_2, b_2)\) so that \( F \succeq_{2, [a_1, b_1] - 1} G \).

**Lemma 1** Suppose that \( G \sim U[a_1, b_1] \) and \( F \sim U[a_2, b_2] \). Assume that \( a_1 < a_2 < b_2 < b_1 \) and \( \frac{a_1 + b_1}{2} > \frac{a_2 + b_2}{2} \).\(^{14}\) Then \( F \succeq_{2, [a_1, b_1] - 1} G \) if and only if

\[
b_1 \leq \frac{3(a_2 + b_2) - 2a_1 + \sqrt{a_2^2 + 10a_2b_2 + b_2^2 - 12a_1(a_2 + b_2 - a_1)}}{4}.
\]

Lemma 1 can be used to prove non-trivial inequalities that involve concave functions. The lemma implies that if inequality (5) holds, then for every \( 2, [a_1, b_1] \)-concave function \( u \) we have

\[
\int_{a_2}^{b_2} u(x) dF(x) \geq \int_{a_1}^{b_1} u(x) dG(x).
\]

We leverage Lemma 1 to prove Hermite-Hadamard inequalities for \( 2, [a, b] \)-concave functions. Hermite-Hadamard inequalities are important in the literature on inequalities and have numerous

\(^{14}\)If this does not hold then the expected value of \( F \) is higher or equal to the expected value of \( G \), so we clearly have \( F \succeq_{1, [a_1, b_1] - 1} G \). That is, \( F \) dominates \( G \) in the second order stochastic dominance.
applications in various fields of mathematics (see Peajcariaac and Tong (1992) and Dragomir and Pearce (2003)). Recall that the classical Hermite-Hadamard inequality states that for a convex function \( f : [a, b] \to \mathbb{R} \) we have

\[
\frac{f(a) + f(b)}{2} \leq \frac{1}{b-a} \int_a^b f(x) \, dx \leq \frac{f(a) + f(b)}{2}.
\]

Inequality (6) is an easy consequence of the convex stochastic order. The left-hand-side of the inequality states that the uniform random variable on \([a, b]\) dominates the random variable that yields an amount of \((a + b)/2\) with probability 1 in the sense of the convex stochastic order. The right-hand-side of the inequality states that the uniform random variable on \([a, b]\) is dominated by the random variable that yields \(a\) and \(b\) with probability \(1/2\) each in the sense of the convex stochastic order. Using a similar stochastic orders approach, we now extend and improve this inequality for functions \( f \in \mathcal{I}_2, [a, b] \).

**Proposition 8** Suppose that \( f \in \mathcal{I}_2, [a, b] \) where \( a < b \). Then

\[
f(\gamma b + (1 - \gamma) a) \leq \frac{1}{b-a} \int_a^b f(x) \, dx \leq tf(a) + (1-t)f(b)
\]

for all \( t \geq \frac{1}{3} \) and for all \( \gamma \geq \frac{2}{3+\sqrt{3}} \).

4 Concluding Remarks

In this paper, we introduce the \(\alpha, [a, b]\)-concave stochastic orders, a new family of stochastic orders that generalizes the second order stochastic dominance. The \(\alpha, [a, b]\)-concave stochastic orders provide a tool for deriving comparative statics results in applications from the economics literature that cannot be obtained using previous stochastic orders. We illustrate this in three different applications: Consumption-savings problems, self-protection problems and Bayesian games. We provide a simple sufficient conditions to ensure domination in the \(\alpha, [a, b]\)-concave stochastic order when \(\alpha\) is a positive integer. We foresee additional beneficial applications of \(\alpha, [a, b]\)-concave stochastic orders, especially for comparing lotteries that have different expected values and different levels of risk.

A Appendix: The maximal generator and other stochastic orders

In this section we discuss the maximal generator of an integral stochastic order and discuss other stochastic orders that do not impose a ranking over the expectations of the random variables in consideration. We now define the maximal generator of an integral stochastic order.

Define \( F \succeq G \) if

\[
\int_a^b u(x) dF(x) \geq \int_a^b u(x) dG(x)
\]
for all $u \in \mathfrak{F}$ where $\mathfrak{F} \subseteq \mathcal{B}_{[a,b]}$. The stochastic order $\succeq_{\mathfrak{F}}$ is called an integral stochastic order.

The maximal generator $R_{\mathfrak{F}}$ of the integral stochastic order $\succeq_{\mathfrak{F}}$ is the set of all functions $u$ with the property that $F \succeq_{\mathfrak{F}} G$ implies

$$\int_{a}^{b} u(x) dF(x) \geq \int_{a}^{b} u(x) dG(x).$$

Müller (1997) studies the properties of the maximal generator. In our context, Muller’s results imply that the following Proposition holds.

**Proposition 9** *(Corollary 3.8 in Müller (1997)).* Suppose that $\mathfrak{F} \subseteq \mathcal{B}_{[a,b]}$ is a convex cone containing the constant functions and is closed under pointwise convergence. Then $R_{\mathfrak{F}} = \mathfrak{F}$.

From a decision theory point view, when using a stochastic order to determine whether a random variable is better or riskier than another random variable, it is important to characterize the maximal generator. If the maximal generator is not known, it is not clear what utility functions are under consideration when deciding if a random variable is better or riskier than another random variable.

From Proposition 12, we have that $I_{\alpha,[a,b]}$ is a convex cone that is closed in the topology of pointwise convergence. Also, the set $I_{\alpha,[a,b]}$ contains all the constant functions. Hence, from Proposition 9 we conclude that the maximal generator of the $\alpha,[a,b]$-concave stochastic order $\succeq_{\alpha,[a,b]-I}$ is the set $I_{\alpha,[a,b]}$.

We now show that a stochastic order that is based on the $\alpha$-convex and decreasing functions do not lead to an interesting new stochastic order. The reason is that the maximal generator of this stochastic order includes all the convex, positive, differentiable and decreasing functions (see Proposition 10 below). Hence, this stochastic order is essentially equivalent to SOSD. This result shows that studying stochastic orders that their maximal generator is unknown could be misleading.

**Definition 4** Consider two distributions $F$ and $G$ on $[a,b]$. We say that $F$ dominates $G$ in the $\alpha$-convex stochastic order, denoted by $F \succeq_{\alpha-DCX} G$, if for every decreasing and $\alpha$-convex function $u : [a,b] \to \mathbb{R}_+$, we have

$$\int_{a}^{b} u(x) dF(x) \geq \int_{a}^{b} u(x) dG(x).$$

Notice that the functions under consideration in this order have a constraint over the range: every function $u$ has to be non-negative.

**Proposition 10** Let $\alpha > 1$. Then $F \succeq_{\alpha-DCX} G$ implies that for every convex and decreasing function $u : [a,b] \to \mathbb{R}_+$ that is twice differentiable we have

$$\int_{a}^{b} u(x) dF(x) \geq \int_{a}^{b} u(x) dG(x).$$
The above proposition shows that the $\alpha$-convex stochastic order is essentially the same as the well studied convex and decreasing stochastic order. Note that the set of decreasing $\alpha$-convex functions is a closed convex cone that is a strict subset of the set of decreasing convex functions. This, nevertheless, is not a contradiction of Proposition 9, because negative constant functions do not belong to the set of $\alpha$-convex functions. This fact also explains the proof of Proposition 10. Informally, for every convex function $u$, there exists a constant $c > 0$ such that $u + c$ is essentially $\alpha$-convex.

The above discussion is the reason that we introduce the set of functions $\mathcal{I}_{\alpha,[a,b]}$ (and the related set $\mathcal{I}_{\alpha,[a,b]} - \mathcal{I}_{\alpha,[a,b]}$) which include all the constant functions. One limitation of these sets is that if $u \in \mathcal{I}_{\alpha,[a,b]}$ and $u$ is twice differentiable, then $u''(b) = 0$ (see Proposition 12). That is, the decision makers under consideration when comparing two random variables have a 0 marginal utility at the point $b$. One way to overcome this is to choose a large $b'$ such that it is plausible to assume that $u'(b') = 0$. Then, if $F$ and $G$ are distributions on $[a, b]$, we can use the fact that $F \succeq_{\alpha,[a,b']} - I G \implies F \succeq_{\alpha,[a,b]} - I G$ (see Proposition 2) to conclude that $F \succeq_{\alpha,[a,b]} - I G$.

A.1 The 2-sufficient stochastic order

In this section we provide a partial characterization of the 2-sufficient stochastic order. Recall that $F$ dominates $G$ in the 2, $[a,b]$-sufficient stochastic order, i.e., $F \succeq_{2,[a,b]} - S G$ if and only if for all $c = (c_1, c_2) \in [a, b] \times [a, b]$ we have

$$
\int_a^b \max\{c_1 - x, 0\} \max\{c_2 - x, 0\} dF(x) \leq \int_a^b \max\{c_1 - x, 0\} \max\{c_2 - x, 0\} dG(x).
$$

Hence, the 2, $[a,b]$-sufficient stochastic order is generated by a simple integral inequality that naturally generalizes SOSD and is of independent interest. It is interesting to know that the maximal generator of this stochastic order. The following Proposition is a first step in this direction. We show that the sum of 2, $[a,b]$-concave functions and functions with a bounded below Arrow-Pratt measure of risk aversion essentially contains the maximal generator of the 2, $[a,b]$-sufficient stochastic order.

Define the set of functions

$$
AP_{2,[a,b]} := \{u \in C^2([a,b]) : u'(x) \geq 0, u''(x) \leq 0, u'(x) + u''(x)(b - x) \leq 0 \ \forall x \in (a,b)\}.
$$

Note that if $u' > 0$ and $u \in AP_{2,[a,b]}$, then $-u''/u' \geq 1/(b - x)$, i.e., the Arrow-Pratt measure of risk aversion of $u$ is bounded below by $1/(b - x)$. For two sets $U$ and $U'$ define $U + U' := \{u + u' : u \in U, u' \in U'\}$.

**Proposition 11** Suppose that $\int_a^b u(x) dF(x) \geq \int_a^b u(x) dG(x)$ for all $u \in AP_{2,[a,b]} + \mathcal{I}_{2,[a,b]}$. Then $F \succeq_{2,[a,b]} - S G$.

Note that the set $AP_{2,[a,b]} + \mathcal{I}_{2,[a,b]}$ contains the constant functions and is convex as the sum of convex sets. It is clearly also a cone. Thus, the closure of the set $AP_{2,[a,b]} + \mathcal{I}_{2,[a,b]}$ in the weak
topology \( cl(AP_2, [a, b] + I_2, [a, b]) \) contains the maximal generator of the \( 2, [a, b] \)-sufficient stochastic order (see Proposition 9). We summarize this result in the following Corollary.

**Corollary 2** The set \( cl(AP_2, [a, b] + I_2, [a, b]) \) contains the maximal generator of the \( 2, [a, b] \)-sufficient stochastic order.

### B Appendix: Proofs

For the rest of the Appendix we let \( D_{\alpha, [a, b]} = -I_{\alpha, [a, b]} \). We will call the stochastic order that is generated by \( D_{\alpha, [a, b]} \) the \( \alpha, [a, b] \)-convex stochastic order. That is, for two distribution functions \( F \) and \( G \), we say that \( F \) dominates \( G \) in the \( \alpha, [a, b] \)-convex stochastic order, denoted by \( F \succeq_{\alpha, [a, b]} G \), if for every \( u \in D_{\alpha, [a, b]} \) we have

\[
\int_a^b u(x) dF(x) \geq \int_a^b u(x) dG(x).
\]

Note that \( F \succeq_{\alpha, [a, b]} G \) if and only if \( G \succeq_{\alpha, [a, b]} -D F \).

We first prove the following Proposition that provide some properties of \([a, b]\)-concave functions that will be used repeatedly in the proofs of our results.

**Proposition 12** The following properties hold:

1. \( I_{\alpha, [a, b]} \) is a convex cone and is closed in the pointwise topology.
2. Let \( \beta > \alpha \), then \( I_{\beta, [a, b]} \subseteq I_{\alpha, [a, b]} \).
3. If \( u \in I_{\alpha, [a, b]} \) then for every \( c \in \mathbb{R} \), the function \( g_c(x) := u(x + c) \) is in \( I_{\alpha, [a + c, b + c]} \).
4. Consider \( u \in I_{\alpha, [a, b]} \), twice differentiable with a continuous second derivative on \([a, b]\).\(^1\) Then, \( u'(b) = 0 \).
5. For \( \alpha > 1 \), the set \( I_{\alpha, [a, b]} \) does not contain linear functions that are not constants.

**Proof.** We prove the results for \( D_{\alpha, [a, b]} \) which immediately implies the results for \( -D_{\alpha, [a, b]} = I_{\alpha, [a, b]} \).

1. Consider \( u, v \in D_{\alpha, [a, b]} \) and \( \lambda > 0 \). Clearly, \( u + \lambda v \) is decreasing. Notice that,

\[
(u + \lambda v)(x) - (u + \lambda)(b) = u(x) - u(b) + \lambda(v(x) - v(b)),
\]

hence, \((u + \lambda v)(x) - (u + \lambda)(b)\) can be written as the sum of two \( \alpha \)-convex function. The sum of \( \alpha \)-convex function is \( \alpha \)-convex (see the online Appendix of Jensen (2017)). Hence, \( u + \lambda v \in D_{\alpha, [a, b]} \), which shows that \( D_{\alpha, [a, b]} \) is a convex cone.

\(^1\)The derivatives at the extreme points \( a, b \) are defined by taking the left-side and right-side limits, respectively (see Definition 5.1 Rudin (1964)).
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To show that $\mathcal{D}_{\alpha,[a,b]}$ is closed under pointwise convergence consider a sequence $(u_n)$ in $\mathcal{D}_{\alpha,[a,b]}$ such that $u_n \to u$ (pointwise). Clearly, $u$ is decreasing. The function $u(x) - u(b)$ is the limit of the $\alpha$-convex functions $u_n(x) - u_n(b)$, and hence, $u(x) - u(b)$ is $\alpha$-convex, (see the online Appendix of Jensen (2017)). Thus, $u \in \mathcal{D}_{\alpha,[a,b]}$.

2. Consider $u \in \mathcal{D}_{\beta,[a,b]}$. Then $u$ is decreasing and $f(x) := (u(x) - u(b))^{\frac{1}{\beta}}$ is convex. Because $\beta > \alpha$, the function $g(x) := x^{\frac{\alpha}{\beta}}$ is increasing and convex. Therefore, $g(f(x))$ is convex. We conclude that, $(u(x) - u(b))^{\frac{1}{\alpha}}$ is convex. Thus, $u \in \mathcal{D}_{\alpha,[a,b]}$.

3. Because $u \in \mathcal{D}_{\alpha,[a,b]}$ the function $g_c$ is decreasing on $[a + c, b + c]$. Take $x_1, x_2 \in [a + c, b + c]$ and $\lambda \in [0, 1]$. Since $u(x) - u(b)$ is $\alpha$-convex we have

$$
\left(u(\lambda(x_1 - c) + (1 - \lambda)(x_2 - c)) - u(b)\right)^{\frac{1}{\alpha}} \leq \lambda \left(u(x_1 - c) - u(b)\right)^{\frac{1}{\alpha}} + (1 - \lambda) \left(u(x_2 - c) - u(b)\right)^{\frac{1}{\alpha}}.
$$

Since $g_c(\lambda x_1 + (1 - \lambda x_2)) = u(\lambda(x_1 - c) + (1 - \lambda)(x_2 - c))$, $g_c(b + c) = u(b)$, $g_c(x_1) = u(x_1 - c)$, and $g_c(x_2) = u(x_2 - c)$, we conclude that $g_c(x) - g_c(b + c)$ is $\alpha$-convex. Thus, $g_c \in \mathcal{D}_{\alpha,[a+c,b+c]}$.

4. Suppose for the sake of a contradiction that $u'(b) \neq 0$. Because $u'$ is continuous, a $\delta > 0$ exists such that $\lim_{x \to b^-} u'(x)^2 > \delta$. Notice that

$$
\lim_{x \to b^-} \frac{(u(x) - u(b))u''(x)}{u'(x)^2} = \lim_{x \to b^-} \frac{(u(x) - u(b))u''(x)}{u'(x)^2} = 0.
$$

Thus,

$$
\lim_{x \to b^-} \frac{(u(x) - u(b))u''(x)}{u'(x)^2} = \lim_{x \to b^-} \frac{(u(x) - u(b))u''(x)}{u'(x)^2} = 0.
$$

Because $u$ is twice differentiable with a continuous second derivative, a $\epsilon > 0$ exists such that for $x \in (b - \epsilon, b)$, $\frac{(u(x) - u(b))u''(x)}{u'(x)^2} < \frac{\alpha - 1}{\alpha}$. Using the $\alpha$-convex characterization for a twice differentiable function, we conclude that $u(x) - u(b)$ is not $\alpha$-convex. Therefore, $u \notin \mathcal{D}_{\alpha,[a,b]}$ which is a contradiction. We conclude that $u'(b) = 0$.

5. Let $\alpha > 1$. Consider $u$ to be a linear function that is decreasing and not a constant. Notice that $u(x) - u(b)$ is twice-differentiable, and that for every $x \in [a,b]$ $u'(x) < 0$ and $u''(x) = 0$. We conclude that $\frac{(u(x) - u(b))u''(x)}{u'(x)^2} = 0$. Thus, $u(x) - u(b)$ is not $\alpha$-convex, i.e., $u \notin \mathcal{D}_{\alpha,[a,b]}$.
B.1 Proofs of the results in Section 2

Proof of Example 1. Let \( u \in \mathcal{I}_{\alpha,[a,b]} \), \( 0 < \lambda < 1 \) and \( \alpha \geq 1 \). The \( \alpha \)-convexity of \( u(b) - u(x) \) implies

\[
[u(b) - u(\lambda a + (1 - \lambda) b)]^{\frac{1}{\alpha}} \leq \lambda[u(b) - u(a)]^{\frac{1}{\alpha}} + (1 - \lambda)[u(b) - u(b)]^{\frac{1}{\alpha}}
\]

\[\Leftrightarrow u(b) - u(\lambda a + (1 - \lambda) b) \leq \lambda^\alpha u(b) - \lambda^\alpha u(a)\]

\[\Leftrightarrow \lambda^\alpha u(a) + (1 - \lambda^\alpha) u(b) \leq u(\lambda a + (1 - \lambda) b)\]

\[\Leftrightarrow \int_a^b u(x) dG(x) \leq \int_a^b u(x) dF(x)\]

where \( F \) is the distribution function of \( Y \) and \( G \) is the distribution function of \( X \). We conclude that \( Y \succeq_{\alpha,[a,b]} I X \).\(^{16}\)

Proof of Example 2. Let \( u \in \mathcal{I}_{\alpha,[a,b]} \), \( 0 < \lambda < 1 \) and \( \alpha \geq 1 \). From Example 1 we have

\[
u(x_i) \geq \lambda^\alpha u(a) + (1 - \lambda^\alpha) u(b)
\]

for all \( 0 < \lambda < 1 \). Multiplying each side of the last inequality by \( p_i \) for \( i = 1, \ldots, n \) and summing the inequalities yield

\[
\sum_{i=1}^{n} p_i u(x_i) \geq \sum_{i=1}^{n} (p_i \lambda^\alpha u(a) + p_i u(b) - p_i \lambda^\alpha u(b))
\]

\[\Leftrightarrow \sum_{i=1}^{n} p_i u(x_i) \geq \sum_{i=1}^{n} p_i \lambda^\alpha u(a) + \left(1 - \sum_{i=1}^{n} p_i \lambda^\alpha\right) u(b)\]

\[\Leftrightarrow \int_a^b u(x) dF(x) \geq \int_a^b u(x) dG(x)\]

where \( F \) is the distribution function of \( Y \) and \( G \) is the distribution function of \( X \). We conclude that \( Y \succeq_{\alpha,[a,b]} I X \). ■

Proof of Example 3. From Example 1, for any \( u \in \mathcal{I}_{\alpha,[a,b]} \) and \( \alpha \geq 1 \) we have

\[
u(\lambda a + (1 - \lambda) b) \geq \lambda^\alpha u(a) + (1 - \lambda^\alpha) u(b)
\]

\(^{16}\)Note that Example 1 implies that when \( \alpha \) tends to infinity we have \( u(b) \leq u(\lambda a + (1 - \lambda)b \). Hence, \( u \) is a constant function.
For all $0 < \lambda < 1$. Integrating both sides yields

$$\int_0^1 u(\lambda a + (1 - \lambda) b) d\lambda \geq u(a) \int_0^1 \lambda^\alpha d\lambda + u(b) \int_0^1 (1 - \lambda^\alpha) d\lambda$$

$\iff \frac{1}{b - a} \int_a^b u(x)dx \geq \frac{1}{\alpha + 1} u(a) + \frac{\alpha}{a + 1} u(b)$

$\iff \int_a^b u(x)dF(x) \geq \int_a^b u(x)dG(x)$

where $F$ is the distribution function of $Y$ and $G$ is the distribution function of $X$. We conclude that $Y \succeq_{\alpha,[a,b]} I X$. ■

**Proof of Proposition 2.**

1. Suppose that $F \succeq_{\alpha,[a,b]} G$ and that $u \in D_{\beta,[a,b]}$. Because $\beta > \alpha$, Proposition 12 implies that $u \in D_{\alpha,[a,b]}$. Hence, $\mathbb{E}_F[u] \geq \mathbb{E}_G[u]$. Given that $u$ is an arbitrary function that belongs to the set $D_{\beta,[a,b]}$, we conclude that $F \succeq_{\beta,[a,b]} G$.

2. Consider $X \succeq_{\alpha,[a,b]} Y$ and $u \in D_{\alpha,[a+c,b+c]}$. Suppose that the distributions of $X$ and $Y$ are $F$ and $G$, respectively. From Proposition 12 we have that $g_c(x) := u(x + c)$ belongs to the set $D_{\alpha,[a,b]}$. Hence,

$$\int_a^b g_c(x)dF(x) \geq \int_a^b g_c(x)dG(x) \iff \int_a^b u(x + c)dF(x) \geq \int_a^b u(x + c)dG(x)$$

$$\iff \int_{a+c}^{b+c} u(z)dF(z - c) \geq \int_{a+c}^{b+c} u(z)dG(z - c).$$

The last equivalence comes from using the change of variables $z = x + c$. We conclude that $X + c \succeq_{\alpha,[a+c,b+c]} G \succeq Y + c$.

3. Let $b' > b$. Assume that $F \succeq_{\alpha,[a,b']} G$ and $u \in D_{\alpha,[a,b]}$. We extend $u$ to the domain $[a,b']$ as follows:

$$\hat{u}(x) = \begin{cases} u(x) & \text{if } x \in [a,b] \\ u(b) & \text{if } x \in [b,b'] \end{cases}.$$

We assert that $\hat{u} \in D_{\alpha,[a,b']}$. Clearly, $\hat{u}$ is decreasing, it remains to prove that $\hat{u}(x) - \hat{u}(b')$ is $\alpha$-convex. For this extent, we claim that for $x_1, x_2 \in [a,b]$ and $\lambda \in [0,1]$ the following inequality holds:

$$\left( \hat{u}(\lambda x_1 + (1 - \lambda) x_2) - \hat{u}(b') \right)^\frac{1}{\alpha} \leq \lambda \left( \hat{u}(x_1) - \hat{u}(b') \right)^\frac{1}{\alpha} + (1 - \lambda) \left( \hat{u}(x_2) - \hat{u}(b') \right)^\frac{1}{\alpha}. \quad (8)$$

We prove this by separating our analysis in three cases:

(i) For $x_1, x_2 \in [a,b]$, we have that $\hat{u}(x_1) = u(x_1)$, $\hat{u}(x_2) = u(x_2)$, $\hat{u}(\lambda x_1 + (1 - \lambda) x_2) = u(\lambda x_1 + (1 - \lambda) x_2)$, and $\hat{u}(b') = u(b)$. Thus, because $u(x) - u(b)$ is $\alpha$-convex inequality (8) holds.

(ii) For $x_1, x_2 \in [b,b']$, we have that $\hat{u}(x_1) = \hat{u}(b')$, $\hat{u}(x_2) = \hat{u}(b')$, $\hat{u}(\lambda x_1 + (1 - \lambda) x_2) = \hat{u}(b')$, and therefore, inequality (8) holds. (iii) The last case is when $x_1 \in [a,b]$ and $x_2 \in (b,b']$ (or analogously,
when \( x_1 \in (b, b'] \) and \( x_2 \in [a, b] \). Because \( x_1 \in [a, b] \), from the first case we have that

\[
\left( \hat{u}(\lambda x_1 + (1 - \lambda)b) - \hat{u}(b') \right)^{\frac{1}{\alpha}} \leq \lambda \left( \hat{u}(x_1) - \hat{u}(b') \right)^{\frac{1}{\alpha}} + (1 - \lambda) \left( \hat{u}(b) - \hat{u}(b') \right)^{\frac{1}{\alpha}}.
\]

Because \( \hat{u} \) is decreasing we have that \( \hat{u}(\lambda x_1 + (1 - \lambda)b) - \hat{u}(b') \geq \hat{u}(\lambda x_1 + (1 - \lambda)x_2) - \hat{u}(b') \). We also have that \( \hat{u}(b) = \hat{u}(x_2) \). Thus,

\[
\left( \hat{u}(\lambda x_1 + (1 - \lambda)x_2) - \hat{u}(b') \right)^{\frac{1}{\alpha}} \leq \lambda \left( \hat{u}(x_1) - \hat{u}(b') \right)^{\frac{1}{\alpha}} + (1 - \lambda) \left( \hat{u}(x_2) - \hat{u}(b') \right)^{\frac{1}{\alpha}}.
\]

Which proves that inequality (8) holds.

Because \( \hat{u} \in \mathcal{D}_{\alpha,[a,b]} \) and \( F \succeq_{\alpha,[a,b]-D} G \), we have that \( \int_a^b \hat{u}(x)dF(x) \geq \int_a^b \hat{u}(x)dG(x) \). Since \( F \) and \( G \) are distributions with support contained on \([a,b] \), we have that \( \int_a^b \hat{u}(x)dF(x) = \int_a^b u(x)dF(x) \) and \( \int_a^b \hat{u}(x)dG(x) = \int_a^b u(x)dG(x) \). Therefore, for any \( u \in \mathcal{D}_{\alpha,[a,b]} \), we have \( \mathbb{E}_F[u] \geq \mathbb{E}_G[u] \). We conclude that if \( F \succeq_{\alpha,[a,b]-D} G \) then \( F \succeq_{\alpha,[a,b]-D} G \).

**Proof of Proposition 3.** From Proposition 2 part 1 we have that if the result holds for \( \alpha \) integer then it holds for every \( \alpha \leq n \). Thus, in what follows we consider \( \alpha = n \) for a general \( n \in \mathbb{N} \).

Let \( u \in \mathcal{D}_{n,[a,b]} \) with \( u(b) = 0 \). Then \( u^{\frac{1}{n}} \) is convex. Thus, from Theorem 1 (see below), we have that \( u^{\frac{1}{n}} \) may be approximated by the functions \( \{c : \max\{c - x, 0\}\} \), in the sense that there exists a sequence of functions \( \{u_m\}_m \) such that

\[
u_m(x) = \sum_{j=1}^{m} \gamma_{jm} \max\{c_{jm} - x, 0\}
\]

and \( u_m \) converges uniformly to \( u^{\frac{1}{n}} \) for some constants \( \gamma_{jm} \geq 0 \), \( c_{jm} \in [a, b] \). We have

\[
\int_a^b (u_m(x))^n dG(x) = \int_a^b \left( \sum_{j=1}^{m} \gamma_{jm} \max\{c_{jm} - x, 0\} \right)^n dG(x) = \int_a^b \sum_{k_1+\ldots+k_m=n} \frac{n!}{\prod_{j=1}^{m} k_j!} \prod_{j=1}^{m} \gamma_{jm}^{k_j} \max\{c_{jm} - x, 0\}^{k_j} dG(x) \leq \int_a^b \sum_{k_1+\ldots+k_m=n} \frac{n!}{\prod_{j=1}^{m} k_j!} \prod_{j=1}^{m} \gamma_{jm}^{k_j} \max\{c_{jm} - x, 0\}^{k_j} dF(x) = \int_a^b (u_m(x))^n dF(x).
\]

The second equality follows from the multinomial theorem. The inequality follows from the fact that \( F \succeq_{n,[a,b]-S} G \). Applying the dominated convergence theorem yields

\[
\int_a^b u(x)dF(x) \geq \int_a^b u(x)dG(x),
\]
for every \( u \in D_{n,[a,b]} \) with \( u(b) = 0 \). To complete the proof, take an arbitrary function \( v \in D_{n,[a,b]} \). Then \( u(x) := v(x) - v(b) \) belongs to the set \( D_{n,[a,b]} \) and satisfies \( u(b) = 0 \). Thus,

\[
\int_a^b (v(x) - v(b))dF(x) \geq \int_a^b (v(x) - v(b))dG(x) \iff \int_a^b v(x)dF(x) \geq \int_a^b v(x)dG(x)
\]

which completes the proof. \( \blacksquare \)

We now provide a proof of a well-known result in the literature about approximation of convex and decreasing functions.

**Theorem 1** Let \( u : [a,b] \to \mathbb{R} \) a continuous convex and decreasing function such that \( u(b) = 0 \). Then, there is a sequence \( (u_n) \) of the form \( u_n(x) = \sum_{j=1}^n \gamma_j \max\{c_j - x, 0\} \) for some \( \gamma_j \geq 0 \) and \( c_j \in [a,b] \), such that \( u_m \) converges uniformly to \( u \).

**Corollary 3** Every decreasing convex function can be approximated by decreasing continuous and convex functions.

**Proof.** The proof is by construction and is based on the paper Russell and Seo (1989).

Consider a partition of the interval of the interval \([a,b], P_n = [c_n, c_{n-1}, \ldots, c_0] \) such that \( c_i = b - \frac{i}{n}(b-a) \) for \( i = 1, \ldots, n \). For \( i = 0, \ldots, n - 1 \) we define

\[
c_{-1} = b \quad \beta_i = u(c_i) - u(c_{i-1}) \quad \gamma_i = \frac{1}{c_i - c_{i+1}}(\beta_{i+1} - \beta_i).
\]

Because \( c_{i-1} \) is the average point between \( c_i, c_{i-2} \), by convexity of \( u \) we have that

\[
u(c_i) + u(c_{i-2}) \geq 2u(c_{i-1}),
\]

which implies that \( \beta_i \geq \beta_{(i-1)} \) and \( \gamma_i \geq 0 \).

Also,

\[
\sum_{j=0}^i \gamma_j(c_j - c_{i+1}) = \sum_{j=0}^i \frac{c_j - c_{i+1}}{c_j - c_{j+1}}(\beta_{j+1} - \beta_j)
\]

\[
= \sum_{j=0}^i (i + 1 - j)(\beta_{j+1} - \beta_j) = -(i + 1)\beta_0 + \beta_1 + \beta_2 + \ldots + \beta_{(i+1)}
\]

\[
= \beta_1 + \ldots + \beta_{(i+1)} = u(c_{i+1}) - u(c_0)
\]

Because \( u(c_0) = u(b) = 0 \), we get that

\[
u(c_{i+1}) = \sum_{j=0}^i \gamma_j(c_j - c_{i+1}) \text{ for every } i = 0, 1, \ldots, n - 1 . \tag{9}
\]
Define $\hat{u}_n(x) := \sum_{j=0}^{n-1} \gamma_j \max\{c_j - x, 0\}$. We claim that for every $\epsilon > 0$ there is a sufficiently large $n$ such that for every $x \in [a, b]$ we have $|u(x) - \hat{u}_n(x)| < \epsilon$. Indeed, consider $x \in [a, b]$, there is $0 \leq k \leq n - 1$ such that $x \in [c_{k+1}, c_k]$. Because $\hat{u}_n$ is decreasing ($\gamma_j$ are nonnegative), we have $\hat{u}_n(c_k) \leq \hat{u}_n(x) \leq \hat{u}_n(c_{k+1})$. Now,

$$
\hat{u}_n(c_k) = \sum_{j=0}^{n-1} \gamma_j \max\{c_j - c_k, 0\} = \sum_{j=0}^{k-1} \gamma_j (c_j - c_k) = u(c_k),
$$

where the second equality comes from Equation (9). The same argument implies that $\hat{u}_n(c_{k+1}) = u(c_{k+1})$. Hence, for every $k = 0, 1, \ldots, n - 1$ we have that

$$
u(c_k) \leq \hat{u}_n(x) \leq u(c_{k+1}) \text{ for every } x \in [c_{k+1}, c_k].
$$

But $u$ is continuous on $[a, b]$, $u$ is uniformly continuous. Thus, there is a sufficiently high $n$ such that $|u(c_{k+1}) - u(c_k)| \leq \epsilon$. Second, because $u$ is decreasing we have that $u(c_k) \leq u(x) \leq u(c_{k+1})$. Using these two facts on inequality (10) allow us to conclude that

$$
|u(x) - \hat{u}_n(x)| \leq \epsilon \text{ for every } x \in [a, b].
$$

\textbf{Proof of Proposition 4.} From Lemma 2 (see below), we have that for $c_1, c_2 \in [a, b]$ with $c_2 \geq c_1$ the expression

$$
\int_a^b \max\{c_1 - x, 0\} \max\{c_2 - x, 0\} dF(x) - \int_a^b \max\{c_1 - x, 0\} \max\{c_2 - x, 0\} dG(x)
$$

is equal to

$$(c_2 - c_1) \left[ \int_0^{c_1} F(x) dx - \int_0^{c_1} G(x) dx \right] + 2 \int_0^{c_1} \left( \int_0^x F(z) dz - \int_0^x G(z) dz \right) dx \geq 0.
$$

Because the above inequality is linear in $c_2$, we have that it holds for every $c_2 \in [c_1, b]$ if and only if it holds for $c_2 = b$ and for $c_2 = c_1$. Evaluating it at these two points we obtain the first and the second inequalities of Proposition 4, respectively. \(\blacksquare\)

\textbf{Lemma 2} Consider a distribution $F$ on $[a, b]$. For every $c_1 \leq c_2$ in $[a, b]$ we have that

$$
\int_a^b \max\{c_1 - x, 0\} \max\{c_2 - x, 0\} dF(x) = (c_2 - c_1) \int_a^{c_1} F(x) dx + 2 \int_a^{c_1} \int_a^x F(z) dz dx.
$$
**Proof.** Because \(c_1 \leq c_2\) we have that

\[
\int_a^b \max\{c_1 - x, 0\} \max\{c_2 - x, 0\} dF(x) = \int_a^{c_1} (c_1 - x)(c_2 - x) dF(x) = \int_a^{c_1} (c_1 - x) dF(x) - \int_a^{c_1} x(c_1 - x) dF(x). \tag{11}
\]

Using integration by parts for Lebesgue-Stieltjes integrals, we have that

\[
\int_a^{c_1} (c_1 - x) dF(x) = (c_1 - x) F(x) \bigg|_a^{c_1} + \int_a^{c_1} F(x) dx = \int_a^{c_1} F(x) dx, \tag{13}
\]

where the second equality comes from \(F(a^-) = 0\).

To tackle the second term in Equation (12), define \(v(x) := \int_a^x (c_1 - z) dF(z)\) for \(x \in [a, c_1]\). Using integration by parts and the fact that \(F(a^-) = 0\), we have that \(v(x) = (c_1 - x) F(x) + \int_a^x F(z) dz\). Define \(u(x) = x\). We have that \(\int_a^{c_1} x(c_1 - x) dF(x) = \int_a^{c_1} u(x) dv(x)\). Using integration by parts and the fact that \(v(a^-) = 0\), we obtain

\[
\int_a^{c_1} x(c_1 - x) dF(x) = \int_a^{c_1} x F(x) dx - \int_a^{c_1} x F(z) dz dx. \tag{14}
\]

Once again, using integration by parts, we have that \(\int_a^{c_1} x F(x) dx = c_1 \int_a^{c_1} F(x) dx - \int_a^{c_1} \int_a^x F(z) dz dx\). Thus,

\[
\int_a^{c_1} x(c_1 - x) dF(x) = c_1 \int_a^{c_1} F(x) dx - 2 \int_a^{c_1} \int_a^x F(z) dz dx. \tag{14}
\]

Therefore, plugging (13) and (14) into Equation (12) we get that

\[
\int_a^{c_1} (c_1 - x)(c_2 - x) dF(x) = (c_2 - c_1) \int_a^{c_1} F(x) dx + 2 \int_a^{c_1} \int_a^x F(z) dz dx. \tag{14}
\]

\begin{itemize}

\item

**B.2 Proofs of Section 3**

**Proof of Proposition 5.** We prove only part (i) (using Proposition 2 the proof of part (ii) is identical to the proof of part (i)).

Define the function \(g_s : [0, \bar{y}] \to \mathbb{R}_+\) by \(g_s(y) := u'(Rs + y)\) for all \(0 \leq s \leq x\). First note that \(g_s(y)\) is a \(2, [0, Rx + \bar{y} - Rs]\)-convex function. To see this, note that

\[
g_s(y) - g_s(Rx + \bar{y} - Rs) = u'(Rs + y) - u'(Rx + \bar{y})
\]

is \(2\)-convex because \(u'\) is \(2, [0, Rx + \bar{y}]\)-convex and \(0 \leq Rs + y \leq Rx + \bar{y}\) for \(0 \leq y \leq Rx - Rs + \bar{y}\).

From Lemma 3 (see below), \(F \succcurlyeq_{2, [0, Rx + \bar{y} - S]} G\) implies that \(F \succcurlyeq_{2, [0, Rx - Rs + \bar{y}] - S} G\) for all \(s \in 

\]
\[0, x\]. Let \( h_s(s, q) \) be the derivative of \( h \) with respect to \( s \). Let \( s \in [0, x] \). We have

\[
\begin{align*}
   h_s(s, F) &= -u'(x - s) + \beta \int_0^y u'(Rs + y) dF(y) \\
   &= -u'(x - s) + \int_0^y g_s(y) dF(y) \\
   &\leq -u'(x - s) + \int_0^y g_s(y) dG(y) = h_s(s, G),
\end{align*}
\]

where the inequality follows from the facts that \( F \succeq_{2,[0,Rx-Rs+y]} G \) and that \( g_s(y) \) is \( 2, [0, Rx - Rs + y] \) convex. Theorem 6.1 in Topkis (1978) implies that \( g(G) \geq g(F) \). ■

**Lemma 3** Let \( F \) and \( G \) be two distributions. Suppose that \( F \succeq_{2,[a,b]} G \). Then \( F \succeq_{2,[a,b']} G \) for all \( b' \in (a, b) \).

**Proof.** Assume that \( F \succeq_{2,[a,b]} G \). Let \( b' \in (a, b) \) and \( c \in [a, b'] \).

Note that \( F \succeq_{2,[a,b]} G \) implies \( \int_a^c (F(z) - G(z)) dz \geq 0 \). Thus, condition (3) holds.

If \( \int_a^c (F(x) - G(x)) dx \geq 0 \) then

\[
(b' - c) \left( \int_a^c (F(x) - G(x)) dx \right) + 2 \int_a^c \left( \int_a^x (F(z) - G(z)) dz \right) dx \geq 0.
\]

If \( \int_a^c (F(x) - G(x)) dx < 0 \) then

\[
(b' - c) \left( \int_a^c (F(x) - G(x)) dx \right) + 2 \int_a^c \left( \int_a^x (F(z) - G(z)) dz \right) dx \\
\geq (b - c) \left( \int_a^c (F(x) - G(x)) dx \right) + 2 \int_a^c \left( \int_a^x (F(z) - G(z)) dz \right) dx \geq 0
\]

where the last inequality follows because \( F \succeq_{2,[a,b]} G \). So condition (2) holds.

We conclude that condition (2) and (3) hold for all \( c \in [a, b'] \). Thus, \( F \succeq_{2,[a,b']} G \). ■

**Proof of Proposition 6.** The proof follows immediately from Lemma 4 below. ■

**Lemma 4** Suppose that \( X \) yields \( x_1 \) with probability \( p \) and \( x_3 \) with probability \( 1 - p \). \( Y \) yields \( x_2 \) with probability \( q \) and \( x_4 \) with probability \( 1 - q \).

Suppose that the expected value of \( X \) is higher than the expected value of \( Y \), i.e.,

\[
px_1 + (1 - p)x_3 \geq qx_2 + (1 - q)x_4. \tag{15}
\]

Then \( X \succeq_{2,[x_1,x_4]} Y \) if and only if

\[
p(x_4 - x_1)^2 + (1 - p)(x_4 - x_3)^2 \geq q(x_4 - x_2)^2. \tag{16}
\]

**Proof of Lemma 4.** Let \( F \) be the distribution function of \( X \) and let \( G \) be the distribution function of \( Y \). Let \( c \in [x_1, x_4] \).
In Step 1 we show that condition (3) holds if and only if inequality (16) holds. In Step 2 we show that if condition (3) holds then condition (2) also holds. Thus, from Corollary 1 inequality (16) holds if and only if $F \succeq_{2[a,b]} D G$.

**Step 1.** Condition (3) holds if and only if inequality (16) holds. We consider two cases.

Case 1. $x_1 \leq c \leq x_3$. If $c \leq x_2$ condition (3) trivially holds. Suppose that $c > x_2$.

Note that $\int_a^c \max(c-x,0)^2dF(x) = p(c-x_1)^2$ and $\int_a^c \max(c-x,0)^2dG(x) = q(c-x_2)^2$. Thus, condition (3) holds if $\sqrt{p(c-x_1)} \geq \sqrt{q(c-x_2)}$ for all $x_2 \leq c \leq x_3$. The last inequality is linear in $c$ and clearly holds for $c = x_2$. So it holds for all $x_2 \leq c \leq x_3$ if it holds for $c = x_3$, i.e., the following inequality holds:

$$\sqrt{p(x_3-x_1)} \geq \sqrt{q(x_3-x_2)}. \quad (17)$$

Case 2. $x_3 \leq c \leq x_4$. In this case $\int_a^c \max(c-x,0)^2dF(x) = p(c-x_1)^2 + (1-p)(c-x_3)^2$ and $\int_a^c \max(c-x,0)^2dG(x) = q(c-x_2)^2$.

Thus, condition (3) holds if

$$p(c-x_1)^2 + (1-p)(c-x_3)^2 \geq q(c-x_2)^2 \quad (18)$$

for all $x_3 \leq c \leq x_4$. Clearly, inequality (18) with $c = x_3$ is the same as inequality (17), so inequality (18) holds for all $x_3 \leq c \leq x_4$ if and only if condition (3) holds.

Consider the convex optimization problem

$$\min_{x_3 \leq c \leq x_4} k(c) := p(c-x_1)^2 + (1-p)(c-x_3)^2 - q(c-x_2)^2.$$

Note that $k'(x_4) \leq 0$ if and only if $(1-q)x_4 + qx_2 \leq px_1 + (1-p)x_3$ which holds from our assumption (see inequality (15)). Because $k$ is convex, $k'$ is increasing on $[x_3, x_4]$, so $k'(c) \leq 0$ for all $x_3 \leq c \leq x_4$. Thus, the optimal solution for the optimization problem $\min_{x_3 \leq c \leq x_4} k(c)$ is $c = x_4$.

This implies that inequality (18) holds for all $x_3 \leq c \leq x_4$ if and only if $k(x_4) \geq 0$, i.e.,

$$p(x_4-x_1)^2 + (1-p)(x_4-x_3)^2 \geq q(x_4-x_2)^2. \quad (19)$$

We conclude that condition (3) holds if and only if inequality (19) holds.

**Step 2.** Condition (3) implies condition (2). We again consider two cases.

Case 1. $x_1 \leq c \leq x_3$. If $c \leq x_2$ condition (2) trivially holds. Suppose that $c > x_2$.

Note that $\int_a^c \max\{c-x,0\} \max\{x_4-x,0\}dF(x) = p(c-x_1)(x_4-x_1)$ and $\int_a^c \max\{c-x,0\} \max(x_4-x,0)dG(x) = q(c-x_2)(x_4-x_2)$. Thus, condition (2) holds if $p(c-x_1)(x_4-x_1) \geq q(c-x_2)(x_4-x_2)$ for all $x_2 \leq c \leq x_3$. The last inequality is linear in $c$ and clearly holds for $c = x_2$. So it holds for all $x_2 \leq c \leq x_3$ if it holds for $c = x_3$, i.e., the following inequality holds:

$$p(x_3-x_1)(x_4-x_1) \geq q(x_3-x_2)(x_4-x_2). \quad (20)$$
Case 2. $x_3 \leq c \leq x_4$. In this case,

$$\int_a^c \max(c-x,0) \max(x_4-x,0) dF(x) = p(c-x_1)(x_4-x_1) + (1-p)(c-x_3)(x_4-x_3)$$

and $\int_a^c \max(c-x,0) \max(x_4-x,0) dG(x) = q(c-x_2)(x_4-x_2)$. Thus, condition (2) holds if

$$w(c) := p(c-x_1)(x_4-x_1) + (1-p)(c-x_3)(x_4-x_3) - q(c-x_2)(x_4-x_2) \geq 0$$

for all $x_3 \leq c \leq x_4$. Because $w(c)$ linear in $c$ it is enough to check for $c = x_3$ and $c = x_4$ to verify that $w(c) \geq 0$ holds for all $x_3 \leq c \leq x_4$. Note that

$$w'(c) = p(x_4-x_1) + (1-p)(x_4-x_3) - q(x_4-x_2)$$

$$= qx_2 + (1-q)x_4 - px_1 - (1-p)x_3 \leq 0$$

where the inequality follows from our assumption. Thus, if $w(x_4) \geq 0$ then $w(c) \geq 0$ holds for all $x_3 \leq c \leq x_4$. Inequality (19) implies that $w(x_4) \geq 0$ so $w(x_3) \geq 0$, i.e., inequality (20) holds.

Now note that inequality (19) holds if and only if $w(x_4) \geq 0$. We conclude that condition (3) implies condition (2). \[\blacksquare\]

**Proof of Proposition 7.** Recall that a Bayesian Nash equilibrium (BNE) of the game is given by $(e_1^*, e_2^*(\theta))$ where

$$e_1^* = \arg\max_{e_1 \in E} \int_0^1 e_1 e_2^*(\theta) dF(\theta) - c_1(e_1)$$

and

$$e_2^*(\theta) = \arg\max_{e_2 \in E} e_1^* e_2 - \frac{e_2^{k+1}}{(k+1)(1-\theta)^l}, \text{ for } \theta \in [0,1).$$

The proof proceed with the following steps.

**Step 1.** $e_2(\theta) = \arg\max_{e_2 \in E} e_1 e_2 - \frac{e_2^{k+1}}{(k+1)(1-\theta)^l}$ is decreasing and $\alpha, [0,1]$-convex. Let $h(e_2) = e_1 e_2 - \frac{e_2^{k+1}}{(k+1)(1-\theta)^l}$. It is easy to see that $h$ is strictly concave. Because $\theta \in [0,1)$, we have $h'(1) = e_1 - \frac{1}{(1-\theta)^l} \leq 0$ for all $e_1 \in E$. In addition $h'(0) = e_1 \geq 0$ for all $e_1 \in E$.

We conclude that the first order condition $h'(e_2) = 0$ holds for all for all $e_1 \in E$. The first order condition implies that $e_1 - \frac{e_2^{k+1}}{(k+1)(1-\theta)^l} = 0$. Thus, $e_2(\theta) = e_1^{1/k} (1-\theta)^{l/k}$ is a decreasing and an $\alpha, [0,1]$-convex function when $l \geq \alpha k$.

**Step 2.** Denote by $\Delta([0,1])$ the set of all distributions over $[0,1]$. Define the operator $y : E \times \Delta([0,1]) \to E$ by

$$y(e, F) = \arg\max_{e_1 \in E} \int_0^1 (e_1 \tilde{e}_2(\theta, e) - c_1(e_1)) dF(\theta)$$

s.t. $\tilde{e}_2(\theta, e) = \arg\max_{e_2 \in E} e e_2 - \frac{e_2^{k+1}}{(k+1)(1-\theta)^l}$.
We now show that the operator $y$ is increasing on $E \times \Delta([0,1])$ where $\Delta([0,1])$ is endowed with the $\alpha,[0,1]$-convex stochastic order, i.e., $y(e',F') \geq y(e,F)$ for all $e' \geq e$ and $F' \succeq_{\alpha,[0,1]D} F$.

Suppose that $e' \geq e$ and fix $F \in \Delta([0,1])$. Since $\tilde{e}_2(\theta,e)$ is increasing in $e$ for all $\theta \in [0,1]$ (this follows from a standard comparative statics argument, see Topkis (1978)), we have $\int_0^1 \tilde{e}_2(\theta,e')dF(\theta) \geq \int_0^1 \tilde{e}_2(\theta,e)dF(\theta)$, which implies that $y(e,F) \geq y(e',F)$.

Now suppose that $F' \succeq_{\alpha,[0,1]D} F$, and fix $e \in E$. From Step 1, $\tilde{e}_2(\theta,e)$ is $\alpha,[0,1]$-convex and decreasing. Thus, $\int_0^1 \tilde{e}_2(\theta,e')dF'(\theta) \geq \int_0^1 \tilde{e}_2(\theta,e)dF(\theta)$, which implies that $y(e,F') \geq y(e,F)$.

**Step 3.** From Step 2, $y:E \times \Delta([0,1]) \rightarrow E$ is an increasing map from the complete lattice $E$ into $E$. From Corollary 2.5.2 in Topkis (2011), the greatest fixed point of $y$ exists and is increasing in $F$ on $\Delta([0,1])$.

Let $\tilde{e}_1(F) = y(\tilde{e}_1(F),F)$ be the greatest fixed point of $y$. Let $(\tilde{e}_1(F),\tilde{e}_2(\theta,F))$ be the corresponding BNE, i.e., $\tilde{e}_1(F) = y(\tilde{e}_1(F),F)$ and $\tilde{e}_2(\theta,F) = \tilde{e}_2(\theta,\tilde{e}_1(F))$. Thus, if $F' \succeq_{\alpha,[0,1]D} F$ we have

$$m(F') = \tilde{e}_1(F')\tilde{e}_2(\theta,F') = \tilde{e}_1(F')\tilde{e}_2(\theta,\tilde{e}_1(F')) \geq \tilde{e}_1(F)\tilde{e}_2(\theta,\tilde{e}_1(F)) \geq \tilde{e}_1(F)\tilde{e}_2(\theta,\tilde{e}_1(F)) = m(F).$$

The first inequality follows from the fact that the greatest fixed point of $y$ is increasing in $F$. The second inequality follows from the fact that $\tilde{e}_2(\theta,e)$ is increasing in $e$.

This concludes the proof of the Proposition. ■

**Proof of Lemma 1.** The proof has two steps. We first show that inequality (5) is a necessary and sufficient condition for condition (3) to hold. We next prove that it also implies condition (2). From Corollary 1, we conclude that $F \succeq_{2,[a_1,b_1]D} G$.

Before heading to the proof, by simple algebraic manipulations we obtain that

$$\int_{a_1}^c F(x)dx = \frac{(c-a_1)^2}{2(b_1-a_1)} \quad \text{and} \quad \int_{a_1}^c G(x)dx = \begin{cases} 0 & \text{if } c \in [a_1,a_2) \\ \frac{(c-a_2)^2}{2(b_2-a_2)} & \text{if } c \in [a_2,b_2) \\ c - \frac{a_1+a_2}{2} & \text{if } c \in [b_2,b_1] \end{cases}.$$

And similarly,

$$\int_{a_1}^c \int_{a_1}^x F(z)dzdx = \frac{(c-a_1)^3}{6(b_1-a_1)} \quad \text{and} \quad \int_{a_1}^c \int_{a_1}^x G(z)dzdx = \begin{cases} 0 & \text{if } c \in [a_1,a_2) \\ \frac{(c-a_2)^3}{6(b_2-a_2)} & \text{if } c \in [a_2,b_2) \\ \frac{(b_2-a_2)^2}{6} + \frac{(c-a_2)(c-b_2)}{2} & \text{if } c \in [b_2,b_1] \end{cases}.$$

**Step 1.** Define $h(c) := \int_{a_1}^c \int_{a_1}^x F(z) - G(z)dzdx$, we look for $(a_1,b_1,a_2,b_2)$ for which $h$ is non-negative on $[a_1,b_1]$. We separate our analysis in the following subintervals of $[a_1,b_2]$:

- For $[a_1,a_2]$, clearly $h(c)$ is non-negative (independent of the parameters).
- For $(a_2,b_2)$, we claim that $h$ does not have any local minimum. To see this, suppose by contradiction that there is such a minimum $c^*$. Then, because $h$ is twice differentiable we
must have that \( h'(c^*) = 0 \) and \( h''(c^*) \geq 0 \). This two conditions are mutually impossible:

\[
h'(c^*) = 0 \iff \frac{(c^* - a_1)^2}{2(b_1 - a_1)} - \frac{(c^* - a_2)^2}{2(b_2 - a_2)} = 0,
\]

dividing the equation, in each side, by \( \frac{c^* - a_1}{2} \) we have that

\[
\frac{c^* - a_1}{b_1 - a_1} - \frac{c^* - a_2}{c^* - a_1} \frac{c^* - a_2}{b_2 - a_2} = 0.
\]

Because \( a_1 < a_2 \) and \( c^* \in (a_1, a_2) \), we have that \( \frac{c^* - a_2}{c^* - a_1} < 1 \). Hence,

\[
\frac{c^* - a_1}{b_1 - a_1} - \frac{c^* - a_2}{b_2 - a_2} < 0 \iff h''(c^*) < 0.
\]

We conclude that \( h \) does not have a local minimum on \((a_2, b_2)\).

- For \([b_2, b_1]\), we claim that \( h \) is strictly concave. Indeed, simple computations lead us to \( h''(c) = -1 + \frac{c - a_1}{b_1 - a_1} \), which is negative for \( c \in (b_2, b_1) \). By the concavity of \( h \), we have that \( h \geq 0 \) if and only if \( h(b_2) \) and \( h(b_1) \) are positive.

Suppose that \( h'(b_2) \leq 0 \). By the concavity of \( h \) we have that \( h \) is decreasing over \([b_2, b_1]\). Thus \( h \geq 0 \) over \([b_2, b_1]\) if and only if \( h(b_1) \geq 0 \).

We assert that if \( h'(b_2) > 0 \) then \( h(b_2) \geq 0 \). Suppose for the sake of contradiction that \( h(b_2) < 0 \). Because \( h(b_2) < 0 \), \( h'(b_2) > 0 \) and \( h(a_2) > 0 \), a local minimum exists over \((a_2, b_2)\). This contradicts the second bullet. Hence if \( h'(b_2) > 0 \), then a necessary and sufficient condition for \( h \geq 0 \) over \([b_2, b_1]\) is that \( h(b_1) \geq 0 \).

We conclude that \( h \geq 0 \) over \([b_2, b_1]\) if and only if \( h(b_1) \geq 0 \).

From the above discussion, we conclude that \( h(c) \geq 0 \) on \([a_1, b_1]\) if and only if \( h(b_1) \geq 0 \). Thus, condition (3) holds if and only if

\[
(b_1 - a_1)^2 - 3(b_1 - b_2)(b_1 - a_2) \geq (b_2 - a_2)^2.
\]

Solving for \( b_1 \) we have that

\[
b_1 \geq \frac{3(a_2 + b_2) - 2a_1 - \sqrt{a_2^2 + 10a_2b_2 + b_2^2 - 12a_1(a_2 + b_2 - a_1)}}{4}
\]

\[
b_1 \leq \frac{3(a_2 + b_2) - 2a_1 + \sqrt{a_2^2 + 10a_2b_2 + b_2^2 - 12a_1(a_2 + b_2 - a_1)}}{4}.
\]

From the Lemma’s assumption we have that \( b_1 > b_2 + a_2 - a_1 \). We assert that this implies that
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the first inequality always holds. Indeed, observe that
\[
\begin{align*}
    b_2 + a_2 - a_1 - \frac{3(a_2 + b_2) - 2a_1 - \sqrt{a_2^2 + 10a_2b_2 + b_2^2 - 12a_1(a_2 + b_2 - a_1)}}{4} \\
    > b_2 + a_2 - a_1 - \frac{3(a_2 + b_2) - 2a_1}{4} = \frac{b_2 + a_2 - 2a_1}{4} > 0,
\end{align*}
\]
where the last inequality follows from \( a_1 < a_2 < b_2 \). Therefore, condition (3) holds if and only inequality (5) holds.

**Step 2.** We show that condition (3) implies condition (2). Define \( g(c) := (b_1 - c) \int_{a_1}^{c} F(x) - G(x)dx + 2(\int_{a_1}^{c} F(z) - G(z)dzdx) \). Similar to the first step, we separate our analysis in the following subintervals of \([a_1, b_2] \):

- For \([a_1, a_2] \), trivially, \( g \) is non-negative.
- For \([b_2, b_1] \), we claim that \( g \) is strictly convex. Indeed, \( g''(c) = \frac{b_1 - c}{b_1 - a_1} > 0 \). Because \( g'(b_1) = \frac{b_2 + a_2 - (b_1 - a_1)}{2} \), which is strictly negative by the Lemma’s assumption, we have that \( g \) is decreasing on \([b_2, b_1] \). Therefore, \( g \geq 0 \) on \([b_2, b_1] \) if and only if \( 0 \leq g(b_1) = h(b_1) \).
- For the case \((a_2, b_2) \), we claim that \( g \) does not have a local minimum. To prove this, we show that \( g \) is concave. Indeed, for \( c \in (a_2, b_2) \) we have that \( g''(c) = (b_1 - c)(\frac{1}{b_1 - a_1} - \frac{1}{b_2 - a_2}) < 0 \).

From the above discussion we conclude that condition (2) holds if and only if \( h(b_2) \geq 0 \) which is equivalent to inequality (5). ■

**Proof of Proposition 8.** For \( t = 1/3 \) the right-hand-side inequality follows from Example 3. For \( t \geq \frac{1}{3} \) the right-hand-side inequality follows from the fact that \( f \) is decreasing.

We now prove the left-hand-side of the inequality. Let \( f \in D_{2, [a, b]} \) and \( a < b \).

From Lemma 1 we have
\[
\frac{1}{b - a} \int_{a}^{b} f(x) \geq \frac{1}{b_n - a_n} \int_{a_n}^{b_n} f(x) \ dx
\]
for all \((a_n, b_n)\) such that
\[
4b \leq 3(a_n + b_n) - 2a + \sqrt{a_n^2 + 10a_n b_n + b_n^2 - 12a (a_n + b_n - a)}
\]
and \( a < a_n < b_n < b \). Now suppose that \((a_n, b_n)_{n=1}^{\infty} \) is a sequence of numbers such that \( a_n \to \theta \) and \( b_n \to \theta \), and inequality (23) and the inequalities \( a < a_n < b_n < b \) hold for all \( n \). We have
\[
\frac{1}{b - a} \int_{a}^{b} f(x) dx \geq \lim_{n \to \infty} \frac{1}{b_n - a_n} \int_{a_n}^{b_n} f(x) dx = \lim_{n \to \infty} \frac{1}{b_n - a_n} f(\zeta_n)(b_n - a_n) = f(\theta).
\]

The first equality follows from the mean value theorem for integrals (note that \( f \) is continuous on \([a_n, b_n]\) because it is convex on \([a, b]\)). The second equality follows since \( \zeta_n \in (a_n, b_n) \) for all \( n \).
Let $0 < \lambda < 1$ be such that $\theta = \lambda b + (1 - \lambda)a$. Suppose that $0 < \lambda < 1$ is chosen such that inequality (23) holds as equality when $a_n \to \theta$ and $b_n \to \theta$. We have

$$4b = 6\theta - 2a + \sqrt{12\theta^2 - 12a(2\theta - a)}$$

$$= 6(\lambda b + (1 - \lambda)a) - 2a + \sqrt{12(\lambda b + (1 - \lambda)a)^2 - 12a(2(\lambda b + (1 - \lambda)a) - a)}$$

$$\Leftrightarrow 4b - 4a = 6\lambda (b - a) + \sqrt{12(\lambda b + (1 - \lambda)a - a)^2}$$

$$\Leftrightarrow 2b - 2a = 3\lambda (b - a) + \sqrt{3}\lambda (b - a)$$

$$\Leftrightarrow \lambda = \frac{2}{3 + \sqrt{3}}.$$

From inequality (24) and the fact that $f$ is decreasing we have

$$f(\gamma b + (1 - \gamma)a) \leq f\left(\frac{2}{3 + \sqrt{3}}b + \left(1 - \frac{2}{3 + \sqrt{3}}\right)a\right) \leq \frac{1}{b - a} \int_a^b f(x) \, dx$$

for all $\gamma \geq \frac{2}{3 + \sqrt{3}}$. This completes the proof of the Proposition. ■

B.3 Proof of Proposition 10

Proof of Proposition 10. Suppose that $F \succeq_{\alpha - DCX} G$. We proceed with the following steps.

Step 1 We assert that if $u : [a, b] \to \mathbb{R}_+$ is decreasing, nonnegative, twice differentiable, with $u'' > 0$ (i.e., $u$ is strictly convex), then there exists a $C > 0$ large enough such that $u + C$ is alpha convex.

From compactness there exists an $\epsilon > 0$ such that for every $x \in [a, b]$, we have $u''(x) > \epsilon$. Let $M = \frac{\alpha - 1}{\alpha} \max_{x \in [a, b]} u'(x)^2$. Because $u$ is nonnegative, we have that

$$(u(x) + \frac{M}{\epsilon}) u''(x) \geq u'(x)^2 \frac{\alpha - 1}{\alpha} \text{ for every } x \in [a, b].$$

We conclude that the function $\tilde{u} := u + C$ is an $\alpha$-convex function.

Step 2 We assert that if $F \succeq_{\alpha - DCX} G$, then for every decreasing, twice differentiable, and strictly convex function $u : [a, b] \to \mathbb{R}_+$ we have

$$\int_a^b u(x) dF(x) \geq \int_a^b u(x) dG(x).$$

Let $u : [a, b] \to \mathbb{R}_+$ be decreasing, twice differentiable, and strictly convex. From Step 1, there exists a $C > 0$ such that $u + C$ is $\alpha$-convex. Therefore, if $F \succeq_{\alpha - DCX} G$ we have

$$\int_a^b u(x) + CdF(x) \geq \int_a^b u(x) + CdG(x) \iff \int_a^b u(x) dF(x) \geq \int_a^b u(x) dG(x).$$

Step 3 Define $u_n(x) = u(x) + \frac{1}{n}(x - b)^2$. Clearly $u_n$ is decreasing, twice differentiable, and
Proof of Proposition 11. Assume that \( u''(x) = u''(x) + \frac{2}{n} \geq \frac{2}{n} \), where the last inequality holds because \( u \) is convex. Because the sequence \( u_n \) is bounded and converges pointwise to \( u \). From the dominated convergence theorem we get that

\[
\lim_{n \to \infty} \int_a^b u_n(x)dF(x) = \int_a^b u(x)dF(x) \quad \text{and} \quad \lim_{n \to \infty} \int_a^b u_n(x)dG(x) = \int_a^b u(x)dG(x).
\]

From Step 2 and Step 3, we have that if \( F \geq_{D_{\text{DCX}}} G \) then for every decreasing, twice-differentiable, and convex function \( u : [a, b] \to \mathbb{R}_+ \), we have \( \int_a^b u(x)dF(x) \geq \int_a^b u(x)dG(x) \). \( \blacksquare \)

**Proof of Proposition 11.** Assume that \( \int_a^b u(x)dF(x) \geq \int_a^b u(x)dG(x) \) for all \( u \in AP_{2,[a,b]} + \mathcal{I}_{2,[a,b]} \).

Because \( AP_{2,[a,b]} \) and \( \mathcal{I}_{2,[a,b]} \) contain the zero function we have \( \mathcal{I}_{2,[a,b]} \subseteq AP_{2,[a,b]} + \mathcal{I}_{2,[a,b]} \) and \( AP_{2,[a,b]} \subseteq AP_{2,[a,b]} + \mathcal{I}_{2,[a,b]} \). Hence, the 2, \([a,b]\)-concave function \( u = -\max\{c-x,0\}^2 \) belongs to \( AP_{2,[a,b]} + \mathcal{I}_{2,[a,b]} \). Thus,

\[
\int_a^b \max\{c-x,0\}^2dF(x) \leq \int_a^b \max\{c-x,0\}^2dG(x).
\]

From the proof of Proposition 4 it is enough to show that

\[
\int_a^b \max\{c-x,0\}(b-x)dF(x) \leq \int_a^b \max\{c-x,0\}(b-x)dG(x)
\]

in order to prove that \( F \geq_{2,[a,b]-S} G \). Let \( c \in [a,b] \). Integration by parts (see Lemma 2) implies

\[
\int_a^b \max\{c-x,0\}(b-x)dF(x) = \int_a^c (c-x)(b-x)dF(x)
\]

\[
= -\int_a^c (-c-b+2x)F(x)dx
\]

\[
= \int_a^c (c-x)F(x)dx + \int_a^c (b-x)F(x)dx
\]

\[
= \frac{1}{2} \int_a^b \max\{c-x,0\}^2dF(x) + \frac{1}{2} \int_a^c F(x)dk(x)
\]

where \( k(x) := -(b-x)^2 \).

Note that \( k \) is strictly increasing on \([a,b]\) and \(-k''(x)/k'(x) = 1/(b-x) \). Hence, from Theorem 2 in Meyer (1977b) the fact that \( \int_a^b u(x)dF(x) \geq \int_a^b u(x)dG(x) \) for all \( u \in AP_{2,[a,b]} \) implies that \( \int_a^c F(x)dk(x) \leq \int_a^c G(x)dk(x) \). Thus,

\[
\int_a^b \max\{c-x,0\}(b-x)dF(x) = \frac{1}{2} \int_a^b \max\{c-x,0\}^2dF(x) + \frac{1}{2} \int_a^c F(x)dk(x)
\]

\[
\leq \frac{1}{2} \int_a^b \max\{c-x,0\}^2dG(x) + \frac{1}{2} \int_a^c G(x)dk(x)
\]

\[
= \int_a^b \max\{c-x,0\}(b-x)dG(x).
\]

35
We conclude that $F \succeq_{2,[a,b]-S} G$. ■

References

ACEMOGLU, D. AND M. K. JENSEN (2015): “Robust comparative statics in large dynamic economies,” Journal of Political Economy, 123, 587–640.

BAIARDI, D., M. MAGNANI, AND M. MENEGATTI (2019): “The theory of precautionary saving: an overview of recent developments,” Review of Economics of the Household, 1–30.

BOMMIER, A. AND F. L. GRAND (2018): “Risk aversion and precautionary savings in dynamic settings,” Management Science, 65, 1386–1397.

CRAINICH, D., L. EEECKHOUDT, AND A. TRANNOY (2013): “Even (mixed) risk lovers are prudent,” American Economic Review, 103, 1529–35.

DENUIT, M., C. LEFEVRE, AND M. SHAKED (1998): “The s-convex orders among real random variables, with applications,” Mathematical Inequalities and Their Applications, 1, 585–613.

DENUIT, M. M., L. EEECKHOUDT, L. LIU, AND J. MEYER (2016): “Tradeoffs for downside risk-averse decision-makers and the self-protection decision,” The Geneva Risk and Insurance Review, 41, 19–47.

DIAMOND, P. A. (1982): “Aggregate demand management in search equilibrium,” Journal of Political Economy, 881–894.

DIONNE, G. AND L. EEECKHOUDT (1985): “Self-insurance, self-protection and increased risk aversion,” Economics Letters, 17, 39–42.

DRAGOMIR, S. S. AND C. PEARCE (2003): “Selected topics on Hermite-Hadamard inequalities and applications,” Working paper.

EEECKHOUDT, L. AND C. GOLLIER (2005): “The impact of prudence on optimal prevention,” Economic Theory, 26, 989–994.

EEECKHOUDT, L. AND H. SCHLESINGER (2006): “Putting risk in its proper place,” American Economic Review, 280–289.

EHRLICH, I. AND G. S. BECKER (1972): “Market insurance, self-insurance, and self-protection,” Journal of Political Economy, 80, 623–648.

EKERN, S. (1980): “Increasing Nth degree risk,” Economics Letters, 6, 329–333.

FANG, Y. AND T. POST (2017): “Higher-degree stochastic dominance optimality and efficiency,” European Journal of Operational Research, 261, 984–993.

FISHBURN, P. C. (1976): “Continua of stochastic dominance relations for bounded probability distributions,” Journal of Mathematical Economics, 295–311.

——— (1980): “Stochastic dominance and moments of distributions,” Mathematics of Operations Research, 5, 94–100.

FRADELIZI, M. AND O. GUÉDON (2004): “The extreme points of subsets of s-concave probabilities and a geometric localization theorem,” Discrete & Computational Geometry, 327–335.
Gollier, C. and M. S. Kimball (2018): “New methods in the classical economics of uncertainty: Comparing risks,” The Geneva Risk and Insurance Review, 43, 5–23.

Hadar, J. and W. R. Russell (1969): “Rules for ordering uncertain prospects,” The American Economic Review, 59, 25–34.

Jensen, M. K. (2017): “Distributional comparative statics,” The Review of Economic Studies, 581–610.

Lehrer, E. and B. Light (2018): “The effect of interest rates on consumption in an income fluctuation problem,” Journal of Economic Dynamics and Control, 94, 63–71.

Lehmann, H. E. (1968): “Saving and uncertainty: The precautionary demand for saving,” The Quarterly Journal of Economics, 465–473.

Leshno, M. and H. Levy (2002): “Preferred by all and preferred by most decision makers: Almost stochastic dominance,” Management Science, 1074–1085.

Levy, H. (2015): Stochastic dominance: Investment decision making under uncertainty, Springer.

Light, B. (2018): “Precautionary saving in a Markovian earnings environment,” Review of Economic Dynamics, 138–147.

Liu, L. and J. Meyer (2017): “The Increasing Convex Order and the Trade–off of Size for Risk,” Journal of Risk and Insurance, 84, 881–897.

Lovász, L. and M. Simonovits (1993): “Random walks in a convex body and an improved volume algorithm,” Random structures & algorithms, 359–412.

Meyer, D. J. and J. Meyer (2011): “A Diamond-Stiglitz approach to the demand for self-protection,” Journal of Risk and Uncertainty, 42, 45–60.

Meyer, J. (1977a): “Choice among distributions,” Journal of Economic Theory, 326–336.

——— (1977b): “Second degree stochastic dominance with respect to a function,” International Economic Review, 477–487.

Milgrom, P. and J. Roberts (1990): “Rationalizability, learning, and equilibrium in games with strategic complementarities,” Econometrica, 1255–1277.

Müller, A. (1997): “Stochastic orders generated by integrals: a unified study,” Advances in Applied Probability, 29, 414–428.

Müller, A., M. Scarsini, I. Tsetlin, and R. L. Winkler (2016): “Between first-and second-order stochastic dominance,” Management Science, 2933–2947.

Müller, A. and D. Stoyan (2002): Comparison methods for stochastic models and risks, Wiley.

Nocetti, D. C. (2015): “Robust comparative statics of risk changes,” Management Science, 62, 1381–1392.

Peajcariaac, J. E. and Y. L. Tong (1992): Convex functions, partial orderings, and statistical applications, Academic Press.

Post, T. (2016): “Standard stochastic dominance,” European Journal of Operational Research, 248, 1009–1020.

Post, T., Y. Fang, and M. Kopa (2014): “Linear tests for decreasing absolute risk aversion stochastic dominance,” Management Science, 1615–1629.
POST, T. AND M. KOPA (2013): “General linear formulations of stochastic dominance criteria,” 
European Journal of Operational Research, 230, 321–332.

RAJBA, T. (2017): “On some recent applications of stochastic convex ordering theorems to some 
functional inequalities for convex functions: A Survey,” Developments in Functional Equations 
and Related Topics, 231–274.

ROTHSCHILD, M. AND J. E. STIGLITZ (1970): “Increasing risk: I. A definition,” Journal of Eco-
nomic theory, 2, 225–243.

RUDIN, W. (1964): Principles of mathematical analysis, vol. 3, McGraw-hill New York.

RUSSELL, W. R. AND T. K. SEO (1989): “Representative sets for stochastic dominance rules,” in 
Studies in the Economics of Uncertainty, Springer, 59–76.

SANDMO, A. (1970): “The effect of uncertainty on saving decisions,” The Review of Economic 
Studies, 353–360.

SHAKED, M. AND J. G. SHANTHIKUMAR (2007): Stochastic orders, Springer Science & Business 
Media.

TOPKIS, D. M. (1978): “Minimizing a submodular function on a lattice,” Operations Research, 
305–321.

——— (1979): “Equilibrium points in nonzero-sum n-person submodular games,” Siam Journal 
on Control and Optimization, 773–787.

——— (2011): Supermodularity and Complementarity, Princeton University Press.

TSETLIN, I., R. L. WINKLER, R. J. HUANG, AND L. Y. TZENG (2015): “Generalized almost 
stochastic dominance,” Operations Research, 63, 363–377.

VICKSON, R. (1977): “Stochastic dominance tests for decreasing absolute risk-aversion II: general 
random variables,” Management Science, 478–489.

WHITMORE, G. A. (1970): “Third-degree stochastic dominance,” The American Economic Review, 
60, 457–459.

38