Parton distributions with scale uncertainties: a Monte Carlo sampling approach
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ABSTRACT: We present the MCscales approach for incorporating scale uncertainties in parton distribution functions (PDFs). The new methodology builds on the Monte Carlo sampling for propagating experimental uncertainties into the PDF space that underlies the NNPDF approach, but it extends it to the space of factorisation and renormalisation scales. A prior probability is assigned to each scale combinations set in the theoretical predictions used to obtain each PDF replica in the Monte Carlo ensemble and a posterior probability is obtained by selecting replicas that satisfy fit-quality criteria. Our approach allows one to exactly match the scale variations in the PDFs with those in the computation of the partonic cross sections, thus accounting for the full correlations between the two. We illustrate the opportunities for phenomenological exploration made possible by our methodology for a variety of LHC observables. Sets of PDFs enriched with scale information are provided, along with a set of tools to use them.
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1 Introduction

Parton distribution functions (PDFs) are one of the crucial ingredients of any theoretical predictions at the Large Hadron Collider (LHC). At present, the uncertainty associated to state-of-the-art NNLO PDF sets [1–5] only accounts for the statistical and systematic uncertainties of the experimental data that are fitted in order to extract PDFs. Thanks to the addition of a large number of precise experimental measurements, PDF uncertainties have decreased to as little as 1–2% for several key processes at the LHC [5, 6]. Once data
from the High-Luminosity LHC are included in their determination, PDF uncertainties are likely to further decrease [7].

Given such a level of precision, it is paramount that all relevant sources of uncertainty, including the methodological and theoretical uncertainties that until recently were considered subdominant, are properly accounted for in PDF determinations, and are propagated to all predictions involving PDFs. Uncertainties related to the fitting methodology can be kept under control using statistical closure tests [8, 9], as well as “future tests” [10] which validate uncertainties in extrapolation regions, not constrained by data. In terms of theory, state-of-the-art PDF fits include fixed-order calculations computed at next-to-leading order (NLO) in QCD via fast interpolating grids [11–13], augmented by pre-computed local next-to-next-to-leading order (NNLO) K-factors, that make the calculations accurate at NNLO in QCD. Electroweak corrections could also be easily incorporated in a PDF fits thanks to fast interpolation grids [14, 15]. Recently in [16] an approximate N^3LO PDF set has been presented along with a formalism for the inclusion of theoretical uncertainty into a PDF fit.

One of the main sources of theoretical uncertainty are scale uncertainties, which stem from the fact that fixed-order calculations depend on unphysical parameters, the factorisation and renormalisation scales. The dependence upon these scales would completely disappear if we were able to compute cross sections to all orders and it typically decreases as higher perturbative orders are added. For this reason, scale uncertainties are typically used to estimate missing higher-order uncertainties (MHOUs), which is a more general concept involving all of the uncertainty accrued from the fact that calculations are truncated at a given perturbative order. Alternative approaches to estimate MHOUs based on Bayesian frameworks have been proposed, which might improve over the somewhat ad-hoc 7- or 9-point envelope scale variations [17–20]. At the moment, it is unclear to what extent these Bayesian approaches to the estimate of MHOUs can be implemented in a PDF fit.

The inclusion of scale variations in a state-of-the-art NLO PDF fit was presented for the first time in [21, 22]. The approach is built upon the construction of a theory covariance matrix that describes the scale variations of the processes included in a PDF fit and models their theoretical correlations. It can then be added to the experimental covariance matrix, whereafter the data are fitted using a total covariance matrix, which is the sum of the two contributions. The method has been shown to improve the accuracy of calculations with NLO PDFs for a range of LHC standard candle processes, as the inclusion of scale uncertainties moves the NLO result towards the NNLO result. A similar method has been also applied to nuclear uncertainties, which are relevant in the description of data based on nuclear targets [23, 24].

In this work we take a somewhat different point of view: instead of viewing scale variations primarily as proxies for guessing MHOUs, here we consider the renormalisation and factorisation scales as free parameters of the fixed-order theory, that induce an uncertainty on the theory predictions included in a PDF fit, which needs to be propagated. These parameters then have to be treated like other parameters that cannot be obtained from first principles, indeed like the PDFs themselves. It follows that, in this picture, PDFs and scale parameters should be chosen jointly so as to produce theory predictions that are
compatible with the experimental data included in a PDF fit. Scales choices should, however, be made in a way that favours perturbative convergence, by choosing values close to the physical scale of the process, which, whenever it can be well defined, minimises higher-order terms containing logarithms of the ratio of the scale of the process to the unphysical scales, and follow consistent criteria for similar theory predictions. These requirements can be implemented by specifying a suitable prior probability distribution of all possible scale choices.

We present such a methodology to determine jointly PDFs and scales parameters, which we dub MCscales. It extends the NNPDF fitting methodology [1, 4, 8], wherein each Monte Carlo sample of PDFs (known as a replica) is generated by providing one Monte Carlo sample of experimental data, varied according the experimental uncertainties. We additionally endow each PDF replica with a sample from the prior distribution of scale choices for each of the theory predictions that enter the PDF fit. Then, by exploiting another component of the NNPDF methodology, the post-fit replica selection, we obtain a posterior distribution of scales. In this way, a refined model with a reduced dependence on prior assumptions is obtained and a statistical treatment of scale variations is achieved for the first time. Indeed, the posterior distribution of scales constitutes a first comprehensive benchmark of scale choices across all data sets included in a PDF fit.

We record the scale information associated to each replica during the fit and make it available to the user so that, when scale variations for a given theoretical prediction are computed, it becomes possible to associate each variation in the partonic cross section with the corresponding variation in the PDFs (given by a subset of MCscales replicas). This allows one to overcome a drawback of the theory covariance matrix approach: the fact that within that method the scale uncertainties are fully integrated within the PDF set in such a way that scale variations in the PDF fit cannot be matched with the scale variation in the partonic processes when computing a theoretical prediction [25]. In [21, 22] we argued that neglecting this correlation yields a small effect in most phenomenological applications. In a recent work [26] however it is claimed that the correlations might be not so negligible for processes already included in a PDF fit.

The approach that we present here allows for the scales to be correlated exactly, so that the size of the correlations can be checked explicitly. We find that, although for most processes that are not included in a PDF fit the effect of the correlation is thought to be negligible, in the case of Higgs production via gluon fusion, not accounting for correlation between the factorisation scale used in the fit and the one used in the calculation of the partonic cross section would underestimate the total theory uncertainty by a significant amount. On the other hand, for processes included in a PDF fit, particularly in those that provide a strong constraint on the PDFs (such as W and Z boson production), the inclusion of the correlation reduces the size of the joint PDF and scale uncertainties by nearly a factor of 2. This is discussed in more details in section 6.

A further advantage of the MCscales method is that the correlation model applied to the factorisation and renormalisation scales is transparent so that the user has more freedom. They can choose asymmetric prior probabilities or choose over which scale variations they would like to be included in the PDFs they use, i.e. the user can tailor the prior
probability according to their theoretical prejudice and the phenomenological application at hand. We provide a set of tools that allows the user to manipulate the prior distribution of scales, the only input being the LHAPDF [27] sets accompanying this publication, allowing also the integration of MCscales PDFs with any existing Monte Carlo event generators.

A possible criticism of the perspective presented here is that scale choices should be independent from experimental data, as otherwise it may not be possible to find potential new physics signals. We note, however, that theory and experiment are already inextricably mixed in current PDF determinations, based on fitting theory parameters to experimental data which is assumed to be compatible with the Standard Model. Furthermore, an experimental deviation from theory predictions can hardly be considered meaningful evidence of new physics if it can be explained away by scale variations in the PDFs [28–30]. Moreover, in order to respond to a further possible criticism based on the impression that the PDF sets that we provide here break PDF universality, we outline that, while each replica is labelled by the scale multipliers associated with each process that enters a PDF fit, the full ensemble of the MCscales replicas does not depend on any specific process, as all scale choices for all possible processes are represented in the sample determined via the post-fit selection that determines the a-posteriori distribution.

This paper is laid out as follows. In section 2 we describe our approach to including scale uncertainties in PDFs. In section 3 we determine the probability distribution of the renormalisation and factorisation scales entering the theoretical predictions in a PDF fit. In section 4 we describe how to compute cross sections with matched scale variations using MCscales PDFs. In section 5 we compare our procedure with the earlier theory covariance matrix approach [21, 22] as well as with a similar procedure to study correlations of theory uncertainties [26]. In section 6 we apply our method to several phenomenologically relevant processes at the LHC and assess the size of the correlations between the scale variations in the PDF fits and those in the partonic cross sections. In section 7 we describe how the PDF sets augmented with information on the scales are delivered and we present tools that can be used when working with them. Finally, we conclude in section 8.

2 The methodology

In this section we describe how the MCscales method constructs a joint prior probability in the space of PDFs and scales, and how it determines the posterior probability distribution. The method can be applied to a variety of prior specifications. In section 2.1 we introduce the idea of sampling in the joint space and list the generic assumptions we make, while in section 2.2 we describe how the a posteriori distribution is determined.

2.1 Probability sampling

Within the NNPDF approach [1, 4, 8], a Monte Carlo sampling of the probability density in the functional space of PDFs is done by exploiting the concept of importance sampling. By constructing a set of pseudo-data replicas, which are found in accordance with the statistical features of the experimental data going into the PDF fit, one finds that a sample
of 1000 replicas is large enough to reproduce central values, uncertainties and correlations of the starting data to a few percent accuracy [31–36].

In the MCscales approach, we extend the Monte Carlo sampling described above by adding scale fluctuations for each theoretical prediction on top of the fluctuations on the input data that are used to propagate experimental uncertainties. That is, each PDF replica is obtained by employing different values of the scales entering each theoretical prediction in the fit.\footnote{We point out that here we use the definitions of factorisation and renormalisation scales discussed in [22]. Namely $\mu_r$ refers to the renormalisation scale in the partonic cross sections, $\mu_f$ refers to the factorisation scale in the PDF evolution and $\bar{\mu}$ refers to the scale of the process.} Crucially, we record the scale information for each replica and make it available to the user. This enables users to tailor the prior distribution of scales and, furthermore, enables them to take into account correlations among scale variations in the computation of theoretical predictions.

Incorporating scale variations within PDF fits can be viewed as the inclusion of different hypotheses for the theory predictions corresponding to the input data, each with some probability. Each hypothesis corresponds to a different set of scale choices. We therefore need to construct a set of prior probabilities. These priors will subsequently be refined into posterior distributions based on the compatibility of each theory hypothesis with experimental data. Given that both sets of hypotheses that we consider and the probability assigned to each of them are necessarily dependent on assumptions, loosely based on physical intuition, practical ease or convention, it is crucial to describe said assumptions precisely. In this section we list the general assumptions underpinning our method. Later, in section 3 we outline specific assumptions relevant to the construction of the prior that we select here to illustrate our results.

**Scale variations by a factor of two.** For both the factorisation and renormalisation scales we only consider: a central scale, an upwards variation of twice the central scale and a downwards variation of half the scale as possible values. This is consistent with usual practice [37] and it simplifies notably the implementation in the NNPDF framework, given that it restricts the number of allowed scales that can be chosen for a given Monte Carlo replica.

**Factorisation scale correlated across all processes.** The factorisation scale is the same, i.e. fully correlated, across all processes. This is an approximation, which may not be accurate particularly for processes which depend on PDFs whose evolution is controlled by different anomalous dimensions (such as the isospin triplet and the singlet).

**Renormalisation scales correlated by process.** We select the same renormalisation scale for each data point belonging to a given process. The processes are the same as in [21, 22]. We assign data into one of the following five categories: charged-current DIS (‘DIS CC’), i.e. DIS data where the mediator is a W boson, neutral-current DIS (‘DIS NC’), where the mediator is a Z boson or a photon, Drell-Yan (‘DY’), jet production (‘JET’) and top-quark pair production (‘TOP’).
We thus allow for variations of $N_p = 5$ renormalisation scales, each of which corresponds to one process, as well as one factorisation scale variation per replica, since the factorisation scale is completely correlated across all processes.

With these assumptions, we have to assign $N_s = N_p + 1$ scale variations to each PDF replica, where each variation is associated with a factor of either $\frac{1}{2}$, 1, or 2 times the nominal scale. Hence each PDF replica (which we will consistently label with the index $n$, with $n = 1, \cdots, N_{\text{rep}}$) acquires $N_s$ scale variations, $\{k_f, k_{r_1}, \ldots, k_{r_{N_p}}\}$, associated with it, where $k_f$ corresponds to the factorisation scale variation and $k_{r_p}$ corresponds to the renormalisation scale variation for each process $p$. Therefore, we can parameterise a given theory hypothesis by a list of $N_s$ elements from the set

$$\Xi = \left\{ \frac{1}{2}, 1, 2 \right\}.$$  

That is, each theory choice is one of the $3^{N_s}$ elements of

$$\Omega = \{ (\xi_f, \xi_1, \ldots, \xi_{N_p}) \forall \xi_f, \xi_1, \ldots, \xi_{N_p} \in \Xi \}. \quad (2.2)$$

Each element of $\Omega$ determines the factorisation and renormalisation scales in the theory predictions used in the fit that yields a given PDF replica. Each replica is obtained as in a standard NNPDF fit, namely as the best-fit to pseudo-data, but additionally by setting the scales of theoretical predictions to those dictated by the given element of $\Omega$. To determine the prior probability is equivalent to determine the number of replicas generated for each of the elements $\omega \in \Omega$ corresponding to the particular set of scale choices,

$$P\left(k_f = \xi_f, k_{r_1} = \xi_1, \ldots, k_{r_{N_p}} = \xi_{N_p}\right) = P(\omega), \quad (2.3)$$

i.e. to determine how many replicas of the MCscales prior have the scales set to those corresponding to a given element of $\Omega$. From now on, we will label $\omega^{(n)}$ the element of $\Omega$ that sets the scales in the fit of the $n$th replica of the Monte Carlo ensemble. In section 3 we present results for a flat or uniform prior probability and for the simplest non-uniform priors. In appendix A we present a more sophisticated definition of non-uniform prior. Finally, in section 7 we describe how each user can define their own prior probability and select a subset of the MCscales replicas accordingly.

2.2 Post-fit selection of replicas

Once a prior probability is generated, an a posteriori probability is obtained by selecting the replicas based on the data-theory agreement, which is defined by the $\chi^2$ statistic for each replica,

$$\chi^2_n = \frac{1}{N_{\text{dat}}} \sum_{i,j=1}^{N_{\text{dat}}} \left[ D_i - T_i^{(n)} \right] (\text{cov}^{-1})_{ij} \left[ D_j - T_j^{(n)} \right], \quad (2.4)$$

where $N_{\text{dat}}$ is the number of data included in the fit, $T_i^{(n)}$ is the theoretical prediction for the $i$th data point, computed with the $n$th PDF replica as input PDF and with the factorisation and renormalisation scales set to $\omega^{(n)}$, and $D_i$ are the corresponding central values of the
experimental data. The multiplicative uncertainties in the experimental covariance matrix \((\text{cov}_{ij})\) are treated as explained in [38, 39]. Throughout the rest of this work, we will be quoting the values of the \(\chi^2\) statistic as normalised by the number of data points \(N_{\text{dat}}\).

The standard \(\chi^2\) selection criterion adopted in the NNPDF global fits discards replicas based on the difference between \(\chi^2_n\) and a value depending on the mean and standard deviation of the whole replica sample. Specifically, the \(n^{\text{th}}\) replica is discarded if

\[
\chi^2_n > \langle \chi^2 \rangle_n + 4 \text{std}(\chi^2)_n, \tag{2.5}
\]

where the mean and standard deviation are taken over the whole replica sample. This simple idea works well to remove a few isolated outliers, but it is likely to be too lenient in the case that the replica sample contains many outliers. Indeed, we observe that the fit quality (as measured by the \(\chi^2\)) deteriorates substantially and unequally for certain scale combinations. This is a consequence of some combinations of scales being disfavoured by the experimental data. As a result, the mean \(\chi^2\) will grow because of the presence of these inconsistent scale choices and the standard deviation will grow because of the differences in fit quality due to the different scale choices. Another option is to calculate the \(\chi^2\) threshold with only the replicas whose scale multipliers are all equal to one,

\[
\chi^2_n > \langle \chi^2 \rangle_n|_{\omega(n) = \{1, \ldots, 1\}} + 4 \text{std}(\chi^2)_n|_{\omega(n) = \{1, \ldots, 1\}}, \tag{2.6}
\]

which brings the threshold more in line with a standard NNPDF fit, which uses central scales only. This is the choice we make.

Additionally, as is standard within the NNPDF framework, we apply vetoes related to the arc-length and positivity of observables. The arc-length veto serves to remove PDF replicas that are outliers in terms of their smoothness. For a typical NNPDF fit, it takes the same form as the \(\chi^2\) in eq. (2.5). The positivity constraints are imposed as described in [1]. For a replica to pass the postfit selection, it must yield positive DIS structure functions at the scale \(Q_{\text{pos}} = 5\ \text{GeV}\) in the large-\(x\) region, as well as positive pseudo-observables, such as tagged deep-inelastic structure functions \(F_2^{u,d,s}\) and three flavour DY rapidity distributions \(d\sigma_{u\bar{u}}^{\text{DY}}/dy\), \(d\sigma_{d\bar{d}}^{\text{DY}}/dy\) and \(d\sigma_{s\bar{s}}^{\text{DY}}/dy\).

After imposing the \(\chi^2\), arc-length and positivity criteria, the replica sample that passes the postfit cuts will have a different distribution of scale choices compared to the prior distribution, precisely because some scale combinations will lead more frequently to poor fits and consequently be discarded. The distribution of surviving scale choices incorporates information on the agreement with data to the prior sampling procedure described in section 2.1. Specifically we assume a uniform distribution for the replicas selected by postfit and zero for the replicas discarded by it. The corresponding likelihood is

\[
P(D|\omega^{(n)}) \propto \begin{cases} 
1 & \text{Postfit passes} \\
0 & \text{Otherwise}
\end{cases}. \tag{2.7}
\]

Thus taking the replica sample after the postfit selection corresponds to incorporating the posterior distribution over the scale choices.
3 Implications for PDF fits

In this section we study the implications of the MCscales approach on the fit and the resulting PDFs. We start by choosing an uniform prior sampling of the theory hypotheses. The posterior sampling is determined according to criteria described in section 2.2.

In section 3.1 we compare the fit quality of the prior set and the posterior set, and in doing so we will ascertain the effect of the postfit criteria. We will also perform comparisons with a baseline PDF set, which is equivalent to the NLO NNPDF3.1 set used in [21, 22]. In comparing the MCscales sets to those of NNPDF3.1, the impact of scale variations included with our approach can be gauged. Then, in section 3.2 we will study the effect that the postfit criteria have on the scale choices of the surviving PDF replicas. This will indicate the relative preference of the experimental data to particular scale choices. In section 3.3 we will look at these effects at the level of the PDFs themselves while in section 3.4 we briefly discuss several examples of non-uniform prior samplings.

3.1 Fit quality

We begin with a set of 3000 PDF replicas, which we denote MCscales uniform prior. We produce this set by generating a uniform prior sampling over the set of theory hypotheses \( \Omega \). We then apply the \( \chi^2 \), arclength and positivity vetoes described in section 2.2, and end up with a set of 823 replicas, which is dubbed MCscales with postfit. First we will look at the \( \chi^2 \) of individual replicas computed against two different data sets: the data used to fit each replica (‘training set’) and the data used in the cross-validation of each replica to prevent over-fitting (‘validation set’). Note that these sets are different for each replica and that for each replica the two sets contain entirely different data points that are randomly selected.

Figure 1 shows the \( \chi^2 \) to these two data sets plotted for each replica. Three PDF sets are shown: the NNPDF3.1 baseline, the MCscales uniform prior and the same set but after the postfit vetoes have been applied to it. Table 1 shows the mean and standard deviation of each of these \( \chi^2 \) distributions. From these we see that the MCscales set with a uniform prior has many more outliers than the other two sets, with these outliers exhibiting a poor agreement with the experimental data. Such replicas drive sizeable increases in the mean and standard deviation of the \( \chi^2 \) distributions versus the other two PDF sets. This confirms the need of the modified selection procedure discussed in section 2.2 and explicitly given in eq. (2.6) rather than the one of eq. (2.5). Once it has been applied, the MCscales set exhibits very similar behaviour to the baseline NNPDF3.1 set, with the scatter plot and the means and standard deviations being totally comparable.

3.2 Distributions over scales

We now turn our attention to how postfit affects the distribution of the scale combinations in the MCscales set. To begin, in figure 2 we look at the distribution of each of the scales over replicas by comparing the flat distribution corresponding to the MCscales uniform prior to the distribution after postfit selection. We observe that the distribution changes
Figure 1. The values of the training and validation $\chi^2$ per replica for the NNPDF3.1 baseline (top left), the MCscales uniform prior (top right) and the MCscales with postfit set (bottom). The result for each replica is plotted in green, with the mean plotted with a black square.

|                | Baseline | MCscales uniform prior | MCscales with postfit |
|----------------|----------|------------------------|-----------------------|
| $\chi^2_{\text{training}}$ | mean     | 2.24                   | 2.38                  | 2.26                  |
|                | std      | 0.10                   | 0.19                  | 0.10                  |
| $\chi^2_{\text{validation}}$ | mean     | 2.36                   | 2.53                  | 2.37                  |
|                | std      | 0.11                   | 0.22                  | 0.11                  |

Table 1. The mean values and standard deviations of the $\chi^2$ to the training and validation data sets, computed from the distributions shown in figure 1. Note that all $\chi^2$ values are per data point.

significantly after applying postfit. We observe a strong preference for the central factorisation scale, $k_f = 1$. We also see that postfit affects each process in a different way. As far as DIS CC or jets are concerned, the data do not prefer any of the renormalisation scale choices, while for the DIS NC the data strongly prefer $k_r = 2$. DY data tend to prefer a lower value of the renormalisation scale, with $k_r = 1/2$ being favoured over the other scale options, while the top data tends to disfavour $k_r = 2$. The differences over scale choices are driven by the $\chi^2$ postfit criterion eq. (2.5), with little discernible correlation between the positivity and arclength criteria with the choice of scale combination.
It is instructive to look at the distribution over scales in more fine-grained detail by studying the effect on the renormalisation scale for each process in addition to the factorisation scale. Since we assign one renormalisation scale to each process and we vary the factorisation scale and the renormalisation scales independently, there are nine scale combinations per process and therefore there are 45 scale combinations in total. The percentage of PDF replicas with a given scale combination after postfit are shown in figure 3. We observe that across all processes the central value of the factorisation scale is favoured by the data. In the case of DIS CC, the central value of the renormalisation scale is also favoured, while in the case of DIS NC a larger value is favoured by the data. As far as DY data are concerned, a lower value of the renormalisation scale is favoured by the data independently of the factorisation scale value. Interestingly the survival percentage is larger for \((k_f, k_r^{(DY)}) = (0.5, 0.5)\) and \((k_f, k_r^{(DY)}) = (0.5, 2.0)\) than for \((k_f, k_r^{(DY)}) = (1.0, 0.5)\) and \((k_f, k_r^{(DY)}) = (1.0, 2.0)\). This compensates the larger survival percentage for \((k_f, k_r^{(DY)}) = (1.0, 1.0)\) compared to \((k_f, k_r^{(DY)}) = (1.0, 0.5)\) and makes \(k_r^{(DY)} = 0.5\) the scale favoured by data. In the case of inclusive jet data, there is basically no dependence on the renormalisation scale, while in the case of top data a larger value of the renormalisation scale is clearly disfavoured by the data. We see that postfit has a strong impact on the distribution. As we saw in figure 2, \(k_f = 1\) is preferred to the non-central values. We also observe that the most common scale combination after postfit has been applied is not \((k_f, k_r) = (1, 1)\) for each process, as might be expected. A summary of the favourite scale combinations is given in table 2. In particular, we see that values of \((1, 2)\) and \((1, \frac{1}{2})\) are preferred for the DIS NC and jets data, respectively, while the other processes display a better agreement with the data once central scales are selected.
Figure 3. The percentage of surviving replicas after postfit relative to the \texttt{MC} scales uniform prior for all scale combinations.

| Scale multipliers $(k_f, k_r)$ | Process | Preferred values |
|----------------------------------|---------|------------------|
| DIS CC                           | $(1, 1)$|
| DIS NC                           | $(1, 2)$|
| DY                               | $(1, 1)$|
| Jets                             | $(1, \frac{1}{2})$|
| Top                              | $(1, 1)$|

Table 2. The preferred scale combination for each process, calculated from the distributions given in figure 3.

3.3 Impact on PDFs

Since we have information on the scales used to generate each replica, we can study how different scale choices affect the PDFs and their fit quality. Figure 4 shows the 823 PDF replicas of the \texttt{MC} scales with postfit set for the gluon at $Q = 10$ GeV. Each plot shows the same replicas, while they are coloured differently in each panel according to the combination of scales that were used to generate them. This is shown for two different processes: DIS CC (left panel) and DY (right panel). Here we see that for each case, a scale of $k_f = 1/2$ (the red, blue and green curves) leads to a diminution of the gluon in the region $10^{-3} \lesssim x \lesssim 0.1$ and to an increase in the region $x \gtrsim 0.1$. On the other hand, the replicas generated with $k_f = 2$ (the brown, pink and grey curves) yield a similar gluon in the central-$x$ region but increase it for $x \gtrsim 0.1$. A very similar behaviour is observed for all of the five processes included in the fit. Interestingly, for DIS NC, the scale combination $(k_f, k_r) = (2, 0.5)$ also leads to diminution of the gluon, which is not seen for any other process.
Figure 4. PDF replicas of the MCscales with postfit set, for the gluon at $Q = 10\,\text{GeV}$. Each replica is coloured according to its scale choice, where the numbers in the legend correspond to $(k_f, k_r)$, where $k_r$ corresponds to the renormalisation scale for the DIS CC predictions (left panel) or to the one for the DY predictions (right panel). The colouring of the scales is done according to the scales of two different processes included in the fit: the left-hand plot shows the values of the scales for DIS CC and the right-hand plot shows them for DY. The bold lines indicate the average over all replicas for the corresponding scale choice. The plot is normalised to the central replica so that deviations from the central value are shown.

We now study the effect of the scale uncertainties at the level of the PDFs. Figure 5 compares the NNPDF3.1 baseline with the MCscales uniform prior set and the MCscales with postfit set. The gluon and the singlet PDFs are displayed along with their 68% C.L. error bands at $Q = 10\,\text{GeV}$. The plots are normalised to the NNPDF3.1 baseline so its central values sit along the $x$-axes. We see that including scale variations in the PDF sets, as is done in the MCscales PDF sets, leads to increased PDF uncertainties, as we would expect. In the $x \in [10^{-4} - 10^{-2}]$ region the uncertainty broadening is much stronger for the singlet PDFs than for the gluon PDF. At very small $x$, $x \lesssim 10^{-4}$ this effect seems to generally be more pronounced, especially for the MCscales uniform prior. We see further that the uniform prior set leads to a general enhancement of the singlet PDFs, while for the gluon PDF the effect is much less marked. However in both cases, after postfit has been applied to the MCscales set based on an uniform prior, the general enhancement is no longer present and the increase in PDF uncertainties tends to become more symmetric.

Comparing the NNPDF3.1 baseline and the MCscales with postfit set, we see the effect of scale variations once outliers have been sensibly removed. For each flavour the PDFs are compatible within uncertainties, with any shift in the central value induced by scale variations within the uncertainties of the NNPDF3.1 baseline. The shift in the central value appears to be most prominent in the data region for the gluon, where part of the reduction in the gluon PDF observed for the MCscales PDFs without postfit remains after their application.

A discussion concerning the comparison with the PDFs obtained in refs. [21, 22] using the theory covariance matrix approach is given in section 5. Note that the comparison at the level of PDFs does not necessarily reflect the comparison of theory uncertainties at the level of observables. The predictions obtained by matching the scales in the MCscales PDF
sets with those in the partonic cross section will have a comparable or even smaller theory uncertainty due to the effect of the correlations between scales. This will be discussed explicitly in section 6 and in section 5.

3.4 Non-uniform models for the prior sampling

So far we have illustrated the results that can be obtained with the MCscales methodology using the simplest option for the prior probability, i.e. a uniform probability distribution over all scale multipliers contained in the set \( \Omega \), eq. (2.2).

Of course, more involved models for the prior probability can be considered. In appendix A we present a more general model for the prior probability which can be tuned according to the user’s assumptions on the correlation between processes.

In this section, we limit ourselves to study the simplest non-uniform prior probabilities based on the selection of a subset of scale multipliers in \( \Omega \). Those correspond to the scales multipliers that are used in the usual the 7-points and 5-points envelope prescriptions. This study will allow us to assess how the MCscales PDF sets behave as the prior probability spans a lower number of scale combinations.
We start by reminding the reader how the scale multipliers are chosen in the n-point prescription. The 7-pts envelope prescription is the most commonly adopted option in phenomenological studies. The multipliers $k_f$ and $k_{r_p}$ are varied by a factor of two about the central choice while ensuring that $1/2 \leq k_f/k_{r_p} \leq 2$.

$$\Omega|_{7pts} = \left\{ \left( \xi_f, \xi_1, \ldots, \xi_{N_p} \right) \forall \xi_f, \xi_1, \ldots, \xi_{N_p} \in \Xi \left| \frac{1}{2} \leq \frac{\xi_f}{\xi_p} \leq 2 \right. \right\}. \quad (3.1)$$

We can also consider the 5-pts prescription where multipliers are obtained by varying $k_f$ up and down by a factor of 2 while keeping $k_{r_p} = 1$ and vice versa, namely

$$\Omega|_{5pts} = \{ \left( \xi_f, \xi_1, \ldots, \xi_{N_p} \right) \forall \xi_f, \xi_1, \ldots, \xi_{N_p} \in \Xi \left| \xi_f = 1 \wedge \xi_p \in \Xi \lor \xi_p = 1 \wedge \xi_f \in \Xi \forall p = 1, \ldots, N_p \right. \} \quad (3.2)$$

The MCscales-7pts, MCscales-5pts and PDF sets presented in this section are obtained by starting from the non-uniform priors described in $\Omega|_{7pts}$, $\Omega|_{5pts}$ and applying the postfit criteria spelled out in section 2.2.\footnote{We note that these sets can also be obtained by eliminating replicas from a sufficiently big uniform prior set, by discarding replicas that do not match the criteria in eqs. (3.1) and (3.2). We provide the necessary tools for this task, which are presented in section 7.}

Given that the central value of the sets we explore in this section is very similar to the central value of the MCscales set obtained with a uniform prior, we focus on the relative uncertainties of the PDFs determined by starting from a prior that includes the subsets of points defined in (3.1) and (3.2) behave. In figure 6 we observe that uncertainties are

Figure 6. Plots of the relative uncertainties of the gluon (top left), singlet $\Sigma$ (top right), up (bottom left) and down (bottom right) PDFs at $Q = 10$ GeV once the prior probability is chosen according to the subset of scale choices defined in eq. (2.2) (blue curves), (3.1) (orange curves) or (3.2) (green curves).
comparable in the medium to large-$x$ region, for $x \gtrsim 10^{-2}$, while the moderate- to small-$x$ region is more affected, especially for the quarks. Indeed the relative uncertainty decreases by about a factor of 2 for $x \sim 10^{-3}$. This may be associated with the fact that the $(2,1/2)$ and $(1/2,2)$ combinations have a stronger pull to the gluon and singlet evolution, and thus yield replicas that span a broader range in the small-$x$ region.

4 Cross section computation with MCscales PDFs

Here we describe the machinery to produce phenomenological results with MCscales PDFs. Because the scale variation information used to produce each PDF replica is stored, users have the ability to match the scale variations in the partonic cross section of interest with those used in the theoretical predictions in the PDF fit, thus attaining theory predictions with fully consistent scale variations. These steps are laid out in section 4.1. Additionally, in section 4.2 we define two other ways to compute predictions which make use of a more limited amount of information, for the purpose of assessing the effect of fully matching the scales.

4.1 Theoretical predictions with matched scales

The Monte Carlo formalism typically used in the NNPDF PDF sets requires computing a sample of theory predictions for a given partonic cross section $\hat{\sigma}$, from the set of $N$ PDF replicas $\{f_n\}$ with $n = 1, \ldots, N$

$$\{\sigma_n = \hat{\sigma} \otimes f_n \ \forall \ n = 1, \ldots, N\}, \quad (4.1)$$

where the symbol $\otimes$ schematically represents the Mellin convolution between each PDF replica set and the partonic cross section for a given process.\footnote{Note that for hadronic observable, one should think of $f_n$ as a convolution between two PDFs, defined as parton luminosity. However we leave this indicated as $f_k$ in order not to unnecessarily complicate the notation.} Statistics over this sample is then applied to extract information on the PDF dependence of the observable under inspection; notably the central value of the theory prediction for that given observable is taken to be the average of the $\{\sigma_n\}$ sample and the PDF uncertainty is taken to be its standard deviation.

Our present work allows this method to be extended to include information on the combined PDF and scale uncertainty to determine the total (i.e. the PDF+scale) theoretical uncertainty associated with a given theoretical prediction. As described in section 2, we store the information on the scale variations used in the theory predictions for the input data of each replica, namely the factorisation scale and five distinct renormalisation scales, one for each of the five physical processes into which we split our input data set. This makes it possible to match the factorisation and renormalisation scale variations of a given cross section prediction with those used in the determination of the PDF set. We distinguish between two cases, depending on the nature of the process under inspection: the first case is when the process is one of the five processes included in the PDF fit, and the second is when instead we consider a new process not present in the fit. We now consider each in turn.
In the first case, both the factorisation and renormalisation scale variations can be matched: the partonic cross section for the process \( p\), \( \hat{\sigma}_p(k_f, k_{rp}) \) (where we now note explicitly both the index of the process and the dependence on the scale multipliers) can be computed with the nine scale variations, yielding the nine partonic cross sections,

\[
\{\hat{\sigma}_p(k_f, k_{rp}) \forall k_f, k_{rp} \in \Xi \}. \tag{4.2}
\]

The scale variations of (4.2) can be associated with variation in the replicas of the MCs PDF set to yield a sample that matches both the factorization and the renormalization scale for a given process in the input PDF set and in the computation of the partonic cross section. The sample is built as

\[
\sigma_n = \hat{\sigma}_p(k_f^{(n)}, k_{rp}^{(n)}) \otimes f_n(k_f^{(n)}, k_{rp}^{(n)}) \forall n = 1, \ldots, N \}
\]

where \( k_f^{(n)} \) is the factorisation scale multiplier associated with replica \( n \), and \( k_{rp}^{(n)} \) is the renormalisation scale multiplier associated with replica \( n \) for process \( p \), and where we have left implicit the dependence of \( f_n \) on the scale multipliers associated with the renormalization scale of the other \( (N_p - 1) \) processes. The sample of replicas constructed as in eq. (4.3) now contains the information both on the scales used in the fit yielding each individual PDF replica and on the scales used in the computation of the partonic cross section for each PDF replica. Crucially, computing the standard deviation of the sample in eq. (4.3) results in a total theory uncertainty, including the experimental PDF uncertainty and the scale uncertainty. The scale uncertainty comprises both the scale uncertainty in the partonic cross section and the one in the PDFs, with the correlations fully accounted.

We now address the situation in which a prediction is being made for a process that is not among the input data sets in the PDF analysis, such as Higgs production. In this case we indicate the renormalisation scale associated with the Higgs production partonic cross section as \( k_r \) (rather than \( k_{rp} \) as we do when the process is one of those included in a PDF fit). Here only the factorisation scale variations can be matched, while there is no process to match the renormalisation scale variations with. In this case one can instead construct a sample of size \( 3N \) by first setting the renormalization scale for the process not included in the PDF fit to 1/2 and convoluting the partonic cross section with all replicas in the MCs PDF set by matching the factorization scale in the computation of the partonic cross section with those in the PDF set. Subsequently, the same matched convolution is done by setting the renormalization scale for the process to 1 and then to 2. The set is built as

\[
\begin{align*}
\sigma_n &= \hat{\sigma}_p \left( k_f^{(n)}, k_r^{(n)} = \frac{1}{2} \right) \otimes f_n(k_f^{(n)}, k_{rp}^{(n)}) \forall n = 1, \ldots, N \} \\
\sigma_n &= \hat{\sigma}_p \left( k_f^{(n)}, k_r^{(n)} = 1 \right) \otimes f_n(k_f^{(n)}, k_{rp}^{(n)}) \forall n = 1, \ldots, N \} \\
\sigma_n &= \hat{\sigma}_p \left( k_f^{(n)}, k_r^{(n)} = 2 \right) \otimes f_n(k_f^{(n)}, k_{rp}^{(n)}) \forall n = 1, \ldots, N \}
\end{align*}
\]

\( \tag{4.4} \)
The resulting sample will weight the factorisation scale variation as in the input PDF and will assume that the three renormalisation scale variations are equally likely, as per our prior assumption in section 3.\textsuperscript{4}

Regardless of how the sample is constructed, the central value $\bar{\sigma}$ and the total theory uncertainty $\Delta$ including both the total PDF uncertainty and the scale uncertainty of the partonic cross section can be obtained by computing the mean and standard deviation of the sample:

$$\bar{\sigma}^{(\text{corr})} = \langle \sigma_n \rangle,$$

$$\Delta^{(\text{corr})} = \text{std}(\sigma_n),$$

where the set $\{\sigma_n\}$ has been obtained with either eq. (4.3) or eq. (4.4), depending on whether the process is included or not in a PDF fit.

### 4.2 Theoretical predictions using less information

In order to study the effect of employing \texttt{MCscales} PDFs using the full information on the scale correlations, as described in section 4.1, here we define two other ways to compute cross sections, which utilise less of the available information.

The first method mimics what happens when one estimates theory uncertainties using conventional PDFs; that is, PDFs that do not include any scale variation uncertainty. In this case, rather than working with an \texttt{MCscales} PDF set, we use the subset of the $N_c = 192$ PDF replicas for which all factorisation and renormalisation scales are set to their central values. To compute the PDF uncertainty, we follow the standard approach of computing a set of $n$ replicas of the cross sections computed for the central PDF set

$$\{\sigma_n^{(c)} = \hat{\sigma}(k_f = 1, k_{r_p} = 1) \otimes f_n^{(c)}, \ \forall \ n = 1, \ldots, N_c\},$$

where $(c)$ stands for “central” and the replicas in $\{f_n^{(c)}\}$ are all obtained with the central values of the scales. The central value of the theory prediction is given by

$$\bar{\sigma}^{(c)} = \hat{\sigma}(k_f = 1, k_{r_p} = 1) \otimes f_0^{(c)},$$

where $f_0^{(c)}$ is the central replica (replica 0) of the $\{f_n^{(c)}\}$ subset of the \texttt{MCscales} set. The PDF-only uncertainty is given by

$$\Delta_{\text{PDF}}^{\exp} = \text{std}(\sigma_n^{(c)}),$$

where the suffix $\exp$ indicates a PDF uncertainty that only propagates the experimental uncertainty of the data included in a fit.

\textsuperscript{4}We note that other choices are possible here, such as for example constructing a sample of $N$ cross sections still matching the factorisation scales but picking the renormalisation scale variation in the hard cross section randomly, possibly with a non uniform weighting. However, the results in section 3 suggest that a uniform prior for the renormalisation scale is a good guess, at least for the processes we analysed.
Next we define the set of nine cross sections computed over all nine combinations as in eq. (4.2) and we convolve them with \( f(c_0) \), yielding nine values of the cross section for the process under consideration

\[
a^{(c)}_{0,i} = f^{(c)}_0 \otimes \hat{a}(k_f, k_r), \quad i = 1, \ldots, 9,
\]

where \( i \) indicates one of the 9 possible combinations of \( \{k_f, k_r\} \in \Xi \), which will be used to compute an estimate of the scale uncertainty. In order to maintain an equivalence with the computation using the MCscales model as described in section 4.1, we weight each scale variation by the same amount as in the original MCscales PDF set (see figure 3). The weight for each of the nine contributions is

\[
w_i = \frac{N_i}{N},
\]

where \( N_i \) counts the number of replicas in the MCscales with relevant scale multipliers set to one of the 9 elements of (4.2). The associated weighted variance is given by

\[
(\Delta \text{scale})^2 = \frac{1}{1 - \sum_{i=1}^{9} w_i^2} \sum_{i=1}^{9} w_i (\sigma^{(c)}_{0,i} - \bar{\sigma}^{(c)})^2,
\]

where

\[
\bar{\sigma}^{(c)} = \sum_{i=1}^{9} w_i \sigma^{(c)}_{0,i}.
\]

Thus, the total theory uncertainty \( \Delta^{(c)} \) including only PDF experimental uncertainty and the scale variation in the partonic cross section in an uncorrelated way is given by

\[
\Delta^{(c)} = \sqrt{(\Delta \text{PDF}^{\exp})^2 + (\Delta \text{scale})^2}.
\]

The second alternative method involves combining the scale variation in the partonic cross section with that in the MCscales PDF in an uncorrelated way. This will allow us to gauge the loss of accuracy incurred in when adding scale uncertainties in PDFs but no mechanism to match them to the partonic cross sections, as was done in ref. [22]. The PDF uncertainty here is composed of both the experimental and the scale variation components, to which we add a component to account for the scale uncertainty in the partonic cross section. We convolve all replicas in the MCscales set with the hard cross section using unmatched, central scales

\[
\left\{ \sigma_n^{(\text{uncorr})} = \hat{\sigma}_p(k_f = 1, k_r = 1) \otimes f_n(k_f^{(n)}, k_r^{(n)}) \quad \forall n = 1, \ldots, N \right\}.
\]

The central value for the prediction is given by

\[
\bar{\sigma}^{(\text{uncorr})} = \left\langle \sigma_n^{(\text{uncorr})} \right\rangle.
\]

In order to obtain a component of the uncertainty accounting for the experimental and scale uncertainties in the PDF fit, we compute

\[
\Delta^{\text{PDF}_{\exp+\text{scale}}} = \text{std}(\sigma_n^{(\text{uncorr})}),
\]
to which we add a component to account for the scale uncertainty in the hard cross section, $\Delta_{\text{scale}}$ defined as in eq. (4.12). Finally, the total uncertainty including both the PDF uncertainty (experimental and scale) and the scale uncertainty of the partonic cross section in an uncorrelated way is given by

$$\Delta^{(\text{uncorr})} = \sqrt{(\Delta_{\text{PDF}}^{\text{exp+scale}})^2 + (\Delta_{\text{scale}})^2}.$$  

(4.18)

In section 6 we will explore in details how the estimate of theory uncertainty in a NLO prediction changes depending on whether one uses the full information on scale variations in the PDF input set and its correlation with the scales in the partonic cross sections or not.

5 Comparison with the theory covariance matrix approaches

As we mentioned in section 1, the methodology presented in this work is based on a different principle as compared to the approach based on the construction of a theoretical covariance matrix [21, 22]. In the latter, a covariance matrix is postulated, based on differences in predictions with varying scale choices, and it is added up to the experimental covariance matrix, both in the sampling of the Monte Carlo replicas and in the figure of merit used in the fit itself. The predicted quantities, on which the PDF determination is based, are not dependent on individual scales but rather a marginalisation of the distribution of scales (see eq. (2.9) of ref. [22] and surrounding discussion). In the notation of sections 2 and 4, this would roughly correspond to

$$\sum_{\omega \in \Omega} \hat{\sigma}_p(\omega) \otimes f(\omega) P(\omega),$$  

(5.1)

where the dependence on $\hat{\sigma}$ is only through the relevant scale variations $k_f$ and $k_{r_p}$ in $\omega$.

In the MCscales approach presented in this paper, the scales entering a PDF fit are treated as free parameters of the fixed-order theory. Thus, the experimental uncertainty of the data and of the scales uncertainty associated to theory predictions are both propagated onto the PDF uncertainties via a Monte Carlo sampling in the joint space of experimental data and scale variations (the latter subject to the constraints spelled out in section 2), which implies producing independent determinations for each $\hat{\sigma}_p(\omega) \otimes f(\omega), \forall \omega \in \Omega$.

We compare the results obtained starting from a uniform prior probability for the scales, to those obtained with the theory covariance matrix approach. Among the various possibilities described in ref. [22], we compare our results to those obtained with the 9-point prescription, in which all scale variations in $\Omega$ are considered.

The MCscales approach might look slightly more similar to the approach explored in section 6 of ref. [22], in which the theory covariance matrix is included only in the data generation but not in the $\chi^2$ used as a figure of merit in the fit. The corresponding PDF set is called NNPDF31_nlo_as_0118_scalecov_9pt_sampl. In that case, increased uncertainties and a worse fit quality are obtained, since the data replica fluctuations are wider due to the MHOUs, but this is not accounted for in the $\chi^2$ minimisation. As a result, the increase in uncertainty due to the inclusion of MHOU in the sampling is not compensated by a rebalancing of the datasets and a reduction of the scale uncertainty.
Figure 7. Plots of the gluon (top left), singlet $\Sigma$ (top right), up (bottom left) and down (bottom right) PDFs at $Q = 10$ GeV, where the PDF set obtained in ref. [22] by using the theory covariance matrix built with a 9-point prescription (NNPDF31_nlo_as_0118_scalecov_9pt) (blue) is compared to the PDF set obtained with the MCscales approach starting from a uniform prior and after postfit (MCscales with postfit) (orange). The central NNLO baseline set (NNPDF31_nlo_as_0118) is also displayed, in pink. The PDFs are normalised to the central value of the NLO baseline set (NNPDF31_nlo_as_0118, green). We note that cross section computations using the MCscales sets should use matched scale variations in the partonic cross section (see section 4), which heavily limits the interpretability of this comparison.

obtained via the inclusion of MHOU in the fit. However, one should be careful in comparing the two approaches. Indeed, while in the theory covariance matrix approach the predictions $T_i^{(n)}$ that enter the computation of the $\chi^2$, eq. (2.4), are computed by using the central scales ($k_f = k_r = 1$), in the MCscales approach, the theoretical predictions are computed with the factorisation and renormalisation scales matched to the element $\omega$ of the sampling of the replicas ($k_f = \xi_f, k_r = \xi_r, p = 1, \ldots, N_p$). This has the effect of approximating the scale varied predictions of the data in the fit to the corresponding experimental values.

We compare the default results of both approaches, namely the PDF set obtained by using the 9-point theory covariance matrix both in the sampling and in the fitting, the NNPDF31_nlo_as_0118_scalecov_9pt set, and the PDF set that is obtained with the MCscales approach starting from a uniform prior and after postfit MCscales with postfit. These sets are compared in figure 7, by displaying the gluon, singlet, up and down-quark PDFs at the scale $Q = 10$ GeV. The plots are normalised to the central value of the NNPDF3.1 NLO baseline PDFs. We observe that, as far as the gluon and the singlet are concerned, the PDF uncertainties of the MCscales set are only moderately larger than
those obtained with a 9-point theory covariance matrix. The larger increase in uncertainty is observed in the up-quark PDF, especially in the medium-small-$x$ region $x \in [10^{-4}, 10^{-2}]$. We expect the uncertainty increase in PDFs to be compensated, when computing partonic cross sections, and even even result in smaller uncertainties, when correctly accounting for the correlations in scale variations in PDFs and partonic cross sections, as we will show explicitly in what follows. The central values of the two sets are compatible within 1σ error band, with the MCscales set yielding harder PDFs at small-$x$. It is interesting to observe that the small-$x$ behaviour reminds the one observed in ref. [16], although our study is conducted at NLO rather than NNLO. The shift in the central values that we observe here is much less dramatic than in [16], given the somewhat different approach that we adopt: rather than having the data determine the scales in the theoretical predictions and their uncertainties by treating them as nuisance parameters to be constrained by the fit, here we only use the data to discard the scale combination that yield a very poor agreement between theory predictions and experimental data.

We emphasise that the cross section predictions that use MCscales PDFs are intended to use matched scale variations in the partonic cross sections. As a result the PDFs are not directly comparable to those in the theory covariance matrix approach, where PDFs are to be convoluted with partonic cross sections using central scales only. This is an important caveat to the PDF plots presented so far. To illustrate this point, in figure 8 we show the comparison between the experimental data and the theoretical predictions for a reduced neutral current DIS cross section measured at HERA [40] and for the charged current cross section [41], where the theoretical predictions and their total theoretical uncertainty (including both the scale uncertainty in the partonic cross sections and the PDF uncertainty — in turn including both the experimental and the scale uncertainties in a PDF fit) have been computed using the PDF set obtained with a 9-pts theory covariance matrix and with the MCscales set. The uncertainty bands for the theory covariance matrix have been obtained using eq. (8.3) of ref. [22], which is analogous to the uncorrelated prescription presented in section 4.2 while the MCscales predictions use eq. (4.3). We observe that the MCscales uncertainties on the cross sections can indeed be smaller than those computed with the theory covariance matrix approach, as they account for the correlations of the scales and also due to the postfit selection, but also bigger in cases where the underlying assumptions differ. This illustrates how the comparison at the level of PDFs in figure 7 might lead to incorrect conclusions with regard to the relative uncertainty in the two approaches.

An alternative procedure to disentangle the effect of individual scale variations and study the correlation between theory uncertainties in PDF fits and predictions made with such PDF sets was presented in ref. [26]. The method is based on the theory covariance matrix formalism. However, rather than producing a PDF fit by computing the marginalised predictions (as it is done in eq. (5.1)) it interprets the difference between data and theory predictions computed with the central scales as the shifts in the predictions derived from the theory covariance matrix (insofar those are projected into the relevant subspace, as explained in detail in ref. [26]). By contrast, the MCscales procedure discussed here operates directly on the scale parameters, which are determined for each replica by the prior
Figure 8. Ratio to HERA inclusive neutral current positron-electron cross section data [40] (left) and HERA inclusive charged current data [41] (right) of the theoretical predictions obtained with MCscales and theory covariance matrix approaches to the respective data.

distribution and remain unchanged during the fit. As a result, the post-fit replica selection in MCscales has a weaker effect in terms of constraining the scales. On the other hand the MCscales procedure does not assume that the differences between data and predictions come exclusively from the theory uncertainties. Another difference in the two approaches comes from the fact that in the MCscales procedure both the predictions used in the fit and those computed with the resulting PDFs are matched exactly, thereby avoiding any assumptions on the Gaussianity and smallness of the theory corrections. Such hypotheses do not necessarily apply to all data. Indeed, in section 3.2, we show that scale variations have a large impact on the fit quality and are therefore comparable to experimental uncertainties. Secondly, the MCscales procedure provides direct access to the scale parameters, allowing external users to study and even tune the scale dependence of the resulting fit. Furthermore, given that the procedure in ref. [26] is based on the results of a pre-existing PDF fit scale shifts, it might be subject to the problems pointed out in ref. [42] for the equivalent case of fitting the strong coupling constant. The result in this case would not be the same as those of a simultaneous fit of PDFs and scale shifts.

In order to understand how the differences in the approaches affect the results, it would be very interesting to implement the two procedures in the computation of the LHC observables that we will present in section 6, and compare the results in all cases. We leave this to a future study, in which both methodologies may take advantage of the more modern NNPDF4.0 PDF set [4] and of the theory pipeline implementation presented in [43].

6 Application to phenomenology

In this section we compute reference LHC standard candles with the NLO PDF sets from our Monte Carlo samplings presented in section 3 and the definitions given in section 4. Most importantly, for the first time we will be able to assess the importance of the correlation between the scale variation in the computation of the partonic cross sections and the scale variation in the PDF fit as well as the impact of their double counting.

For our assessment to be meaningful, it is important that the partonic cross sections are computed at the same perturbative order as the observables included in a PDF fit.
### Higgs production by gluon fusion at 13 TeV [pb]

| Prescription | Value       |
|--------------|-------------|
| $\hat{\sigma}^{(\text{corr})} \pm \Delta^{(\text{corr})}$ | 38.10 ± 19.5% |
| $\hat{\sigma}^{(\text{uncorr})} \pm \Delta^{(\text{uncorr})}$ | 37.41 ± 17.9% |
| $\hat{\sigma}^{(c)} \pm \Delta^{(c)}$ | 37.64 ± 17.7% |

**Table 3.** The central value and the total theoretical uncertainty for the Higgs production cross section by gluon fusion at NLO for $\sqrt{s} = 13$ TeV. The settings are indicated in the text. All results are produced with NLO PDFs, and the central values and total theoretical uncertainty are computed according to three different prescriptions. $\Delta^{(\text{corr})}$ is the correlated theoretical uncertainty in which the scale variation in the PDF fit are correlated with the scale variations in the computation of the partonic cross section, eqs. (4.5) and (4.6). $\Delta^{(\text{uncorr})}$ is the theoretical uncertainty in which the scale variations in the PDF fit are uncorrelated with the scale variations in the computation of the partonic cross section, eqs. (4.16) and (4.18). $\Delta^{(c)}$ is the total theory uncertainty in which scale uncertainty is included only in the partonic cross section, eqs. (4.13) and (4.14). The NNLO central value is 46.53 pb.

While this requirement does not hold if correlations are neglected, as in ref. [22], once correlations are fully taken into account according to eq. (4.3) it is important that the scale variations are performed at the same perturbative order. For this reason, we will only consider the NLO computation of key processes at the LHC. Once a PDF set including scale variation will be available at NNLO, our analysis can be straightforwardly extended.

In our two-fold investigation, we will first consider the Higgs boson production in gluon-fusion and in vector-boson fusion, as examples of processes that are not included in a PDF fit, where the effect of correlations is expected to be milder. We then consider top quark pair production and the $Z$ and $W$ electroweak gauge boson production, as examples of processes included in a PDF fit, where the effect of correlations is expected to be stronger.

#### 6.1 Higgs production

We start by discussing Higgs production in gluon fusion (ggF) and in vector boson fusion (VBF). These two processes are of direct relevance for the characterisation of the Higgs sector and are both currently known at N3LO accuracy [44–47]. The processes are complementary in two respects. On the one hand, Higgs production in gluon fusion is driven by the gluon-gluon luminosity and its perturbative expansion converges slowly. On the other hand vector boson fusion is driven by the quark-anti-quark luminosity and it exhibits fast perturbative convergence.

In table 3 we present predictions for Higgs production in ggF at the LHC for $\sqrt{s} = 13$ TeV. Given that we focus on the effect of correlations between the factorisation scale used in the PDF replicas and the factorisation scale used in the partonic cross section, it is important to perform them at the same order, i.e. at NLO. We perform the calculation of ggF at NLO in the rescaled effective theory approximation using `ggHiggs` [48, 49] with $\mu_f^0 = \mu_r^0 = m_H/2$, with the MCscales with postfit set obtained in this paper. In the first line, we use the fully correlated prescription, eqs. (4.5) and (4.6), while in the second
Figure 9. NLO total cross sections for the Higgs production cross section by gluon fusion at NLO for $\sqrt{s} = 13\,\text{TeV}$. The uncertainty on each result is the total theoretical uncertainty, which includes both PDF and scale uncertainties according to the three different prescriptions described in the text and in table 3. The NNLO result, which uses the NNLO NNPDF3.1 baseline PDFs, is also displayed.

and third lines we use the prescriptions that use less information, namely the uncorrelated prescription, eqs. (4.16) and (4.18), in which the scale uncertainty in the PDFs is combined with the scale uncertainty in the partonic cross section in an uncorrelated way, and finally the prescription in which we ignore scale uncertainty in PDFs, as in eqs. (4.13) and (4.14). The comparison between the first and the second lines gives us an estimate of the size of correlations between scales and the double-counting of scale variation in the PDFs and in the partonic partonic cross sections, while the comparison between the first two lines and the third gives us an idea on the effect of neglecting scale uncertainty in PDF fits.

We observe that in this case not accounting for the correlation between the factorisation scale variation in the PDFs and the factorisation scale variation in the computation of the Higgs cross section underestimates the theory uncertainty by a non-negligible amount. The total theory uncertainty increases by nearly 2\% in absolute value. This finding contradicts the somewhat intuitive statement according to which the computation of the total theory uncertainty in an uncorrelated way is a conservative estimate of theory uncertainties. In this case the correlation between the factorisation scale variation in the PDF fit and those in the computation of ggF Higgs production cross section does increase the total uncertainty, rather than decreasing it. Results are displayed graphically in figure 9 where, for the NNLO computation, we also show the central value found using NNLO PDFs. We observe that the central value of the NLO cross section computed over the MCscales set according to the correlated prescription gets closer to the next perturbative order.

We now turn to Higgs production in vector boson fusion. We perform the NLO calculation using proVBFH-inclusive [50] with central factorisation and normalisation scales set equal to the squared four-momentum of the vector boson. Results are collected in table 4
Higgs production by virtual boson fusion at 13 TeV [pb]

|                  | NLO |
|------------------|-----|
| \( \bar{\sigma}^{\text{corr}} \pm \Delta^{\text{corr}} \) | 4.010 ± 1.77% |
| \( \bar{\sigma}^{\text{uncorr}} \pm \Delta^{\text{uncorr}} \) | 4.006 ± 1.97% |
| \( \bar{\sigma}^{(c)} \pm \Delta^{(c)} \) | 4.003 ± 1.15% |

**Table 4.** Same as table 3 for the NLO total cross sections for the Higgs production cross section by vector boson fusion at NLO for \( \sqrt{s} = 13 \) TeV. In this case, the NNLO central value is 4.025 pb.

**Figure 10.** The same as figure 9 but for Higgs production by vector boson fusion at 13 TeV.

and shown in figure 10. We observe that in this case the inclusion of the correlation between the factorisation scale variations in the Higgs production partonic cross section and those in the PDFs does decrease the scale uncertainty by a non-negligible amount. On the other hand, we also observe that not including the effect of theory uncertainties in PDFs would significantly underestimate theory uncertainties in this process.

Results are displayed graphically in figure 10, in which we see that the uncertainty bands increases once scale uncertainty in PDFs is accounted for, and slightly decreases once correlations are fully taken into account. Also in this case the central value of the NLO cross section computed over the \texttt{MCScales} set according to the correlated prescription gets closer to the next perturbative order.

### 6.2 Top pair production

We now turn to the impact of PDF-related scale uncertainty and the effect of the correlations between scale variations in the PDFs and in the partonic cross section by computing the total top-pair production cross section at the LHC at \( \sqrt{s} = 13 \) TeV.

In table 5 we collect, using the same format as table 3, the predictions for the top-quark pair-production cross-sections at \( \sqrt{s} = 13 \) TeV obtained using the \texttt{top++} code [51].
Top pair production at 13 TeV [pb]

|                | NLO       |
|----------------|-----------|
| $\sigma^{(\text{corr})} \pm \Delta^{(\text{corr})}$ | 725.6 ± 6.98% |
| $\sigma^{(\text{uncorr})} \pm \Delta^{(\text{uncorr})}$ | 718.8 ± 6.59% |
| $\sigma^{(c)} \pm \Delta^{(c)}$ | 718.4 ± 6.38% |

Table 5. Same as table 3 for the NLO total cross sections for the top pair production cross section NLO for $\sqrt{s} = 13$ TeV. In this case, the NNLO central value is 786.0 pb.

Figure 11. The same as figure 3 but for the top quark pair production at $\sqrt{s} = 13$ TeV.

and setting the central scales to $\mu^0_f = \mu^0_f = m_t = 173.3$ GeV. The results are also displayed in figure 11, where again for at NNLO we also show the result obtained using NNPDF3.1 NNLO baseline PDFs.

We observe that in this case the effect of the correlation is almost negligible. As in the case of Higg production via gluon fusion, the correlation is negative and its inclusion increases the total theoretical uncertainty, although by a small amount in this case. This is in contrast with what is observed in ref. [26], possibly due to a different methodology to compute the matched predictions. In this paper we simply match the subsets of PDF replicas to the partonic cross section that set matching values of scale, while in [26] the theoretical predictions are computed using different definitions of the theory covariance matrix and a direct comparison is not straightforward.

6.3 Vector boson production

We finally turn to gauge boson production, for which we obtain predictions using FEMZ [52–54]. For the theoretical predictions for inclusive $W$ and $Z$ production cross sections at $\sqrt{s} = 13$ TeV, we adopt realistic kinematic cuts similar to those applied by ATLAS and CMS. The fiducial phase space for the $W^\pm$ cross-section is defined by requiring
Vector boson production at LHC 13 TeV [pb]

|            | $Z$ (NLO)    | $W^+$ (NLO) | $W^-$ (NLO) |
|------------|--------------|-------------|-------------|
| $\bar{\sigma}^{(\text{corr})} \pm \Delta^{(\text{corr})}$ | 785.8 ± 2.40% | 4615.3±2.14% | 3529.7±2.15% |
| $\bar{\sigma}^{(\text{uncorr})} \pm \Delta^{(\text{uncorr})}$ | 784.1±4.17% | 4603.86±4.15% | 3520.9±4.21% |
| $\bar{\sigma}^{(c)} \pm \Delta^{(c)}$ | 782.5 ± 2.36% | 4598.6±2.34% | 3515.7±2.36% |

Table 6. Same as table 3 for the NLO total cross sections for vector boson production cross section NLO for $\sqrt{s} = 13$ TeV. The NNLO result are 779.7 pb, 4751.6 pb and 3605.2 pb for $Z$, $W^+$, $W^-$ production respectively.

It is very interesting to observe how in this case the correlation between the scale variation in the PDF set and the scale variation in the partonic cross section decreases the total theoretical uncertainty by about a factor of 2, while bringing the result closer to the next perturbative order. This happens both for neutral and charged current Drell-Yan. In this case not including the correlation between the scale variation in the PDF set and the scale variation in the partonic cross section grossly overestimates the theoretical uncertainty of a precision observable. This is a very interesting result as the positive correlation between the scale variation in the PDFs and the scale variation in the computation of the partonic cross section makes the theoretical uncertainty smaller than in the case in which the scale uncertainty in PDFs is completely neglected.

7 Delivery

In this section we present the deliverables of this work. They consist of the MCscales PDF, which is delivered as a LHAPDF grid with enhanced metadata containing information on scale variations, as well as a set of tools to operate on it. The main deliverable of this work is PDF set obtained as described in section 3, dubbed

mc{	ext{scales}}_v1.

It can be downloaded from the following URL:

https://data.nnpdf.science/pdfs/mcscales_v1.tar.gz.

This PDF set is based on the NNPDF 3.1 [1] global analysis with the same minor changes in dataset selection made in ref. [22]. The PDF set contains 823 replicas, which have been fitted with a different choice of factorisation and renormalisation scales for the
Figure 12. The same as figure 3 but for $Z$ (top), $W^+$ (middle) and $W^-$ (bottom) production at $\sqrt{s} = 13\,\text{TeV}$.
input data. This allows computing predictions with matched scale variations, as discussed
in section 4.1, such as those used in the phenomenology studies in section 6. These comput-
tations could be implemented directly on codes, with the help of the metadata information
stored in the LHAPDF grids discussed next, or executed manually on any code that allows
choosing PDFs and scales, with the help of a script to split the grids, which we also provide
and describe briefly below.

The metadata of the LHAPDF grid of the mcscales_v1 set has been enhanced with the
following keys in the global .info file affecting the full PDF set:

\textbf{mcscales\_processes} \quad A list of strings containing the processes for which separate renor-
malisation scales are considered, as discussed in section 2.1. Its current value is [DIS \ CC, DIS NC, DY, JETS, TOP].

\textbf{mcscales\_scale\_multipliers} \quad A list of numbers with the possible scale multiplier
choices, eq. (2.1). Its current value is [0.5, 1, 2].

The metadata header for each of replica grids (that is, all the members of the LHAPDF set
except the data member 0, which corresponds to the central value) has been enhanced with
the following keys:

\textbf{mcscales\_ren\_multiplier\_<PROCESS>} : One key for each of the values of
\textbf{mcscales\_processes} (i.e. mcscales\_ren\_multiplier\_DIS CC,
mcscales\_ren\_multiplier\_DIS NC, mcscales\_ren\_multiplier\_DY,
mcscales\_ren\_multiplier\_JETS and mcscales\_ren\_multiplier\_TOP) with the
value of the renormalisation scale multiplier for a given process and the current
replica. The possible values are one of the entries in mcscales\_scale\_multipliers.

\textbf{mcscales\_fac\_multiplier} \quad The factorisation scale multiplier for the current replica. The
possible values are one of the entries in mcscales\_scale\_multipliers.

This metadata, accessible with the LHAPDF library, should allow for incorporating support
for the matched scale convolution described in section 4.1: Users can split the replicas by
scale multipliers as appropriate for the computation and match the scale variation for the
hard cross section with each group, in order to implement either eq. (4.3) or eq. (4.4).

In addition, we provide a set of tools to manipulate MCscales PDFs. These are avail-
able from

\url{https://github.com/Zaharid/mcscales_tools/}.

The repository contains two scripts, along with usage instructions. Here we provide a
brief overview.

The first one mcscales\_partition\_pdf is used partition one MCscales PDF into sev-
eral PDF sets with identical renormalisation or factorisation scale choices across all replicas
in a given set. These can be either three sets, split by factorization scale variation, and
with arbitrary renormalisation scales, or nine sets, split by factorisation or renormalisation
scale variations for a given process, which is given as input. This allows implementing
matched convolution computations with existing tools. The computation of a given cross
section is repeated for all PDF sets in the split, taking care to compute the hard cross section with the matched scale variation for each set. Eqs. (4.3) and (4.4) can then be implemented with a nine way (factorization and renormalisation scale for a given process) and a tree way (factorisation scale) split respectively. This strategy was used to obtain the results in section 6 with a variety of existing codes.

The second script, `mcscales-resample-pdf`, allows to experiment with simple variations of the prior scale choices. It generates a new MCscales PDF set by vetoing particular scale combinations from an original MCscales PDF set. We note that owing to the particularly simple form of the choice of postfit likelihood in eq. (2.7), this is identical to modifying the prior distribution of scales (as long as central scale choices are kept). The script allows reproducing the PDF sets shown in section 3.4, with different variations on the prior. Users are encouraged to modify the source code of this script in order to investigate more general scale priors, such as those discussed in appendix A.

8 Conclusion

In this work we have presented a PDF determination that includes scale uncertainties by expanding the Monte Carlo sampling method for propagating experimental uncertainties to PDFs to the space of factorisation and renormalisation scales. In this approach, dubbed MCscales, the scales are viewed as free parameters of the fixed-order theory that should be chosen jointly so as to produce theory predictions that are compatible with experimental data included in the PDF fit.

This method has several key benefits. First of all, the information provided in LHAPDF sets is extended to include the scales used to produce each PDF replica. As a result, external users are able to modify the PDF set based on their preferences. Second, this added scale information can be utilised to correlate scale variations in partonic cross sections with those in the MCscales PDF set that we provide.

Having explicitly set out the assumptions used to construct a prior distribution of scales in the MCscales approach, we have demonstrated that both experimental data and theoretical considerations can be used to constrain the prior.

Our procedure provides a way to benchmark the suitability of different scales variations across all the data in PDF fits, allowing to educate a quantitative underpinning from this traditional procedure. We observed that the customary variation range of a factor of two around a central scale performs differently when applied to factorisation and renormalisation scales. For factorisation scales, a variation of a factor 2 adequately covers the set of values that are likely to yield a satisfactory fit to the data. This conclusion however relies on the fitting of the PDF replicas and post selection procedure described in section 2. Indeed, performing such scale variations without our procedure implies PDFs that are not in agreement with the experimental data, which is the only source of information on precise constraints of PDFs, and therefore, unphysical predictions. We observed that this is not the case for renormalisation scale variations of a factor of two, which instead exhibit a rather uniform fit quality for the three choices. This suggests that the theoretical uncertainty on the renormalisation scale might be underestimated, at least at NLO and with appropriate matching between PDF and hard cross section. We leave for future work to
study scale variation ranges in more detail. Furthermore we observed that the behaviour of scale choices was highly variable across different processes, suggesting that a method that treats each process in the same way (as in the theory covariance matrix approach) may be undesirable. At the PDF level, the \textsc{MCscales} approach appears to lead to rather larger PDF uncertainties. However, since in the \textsc{MCscales} approach each PDF replica uses theoretical predictions with matched scale combinations, comparisons at the PDF level are misleading. Indeed we noticed that convolutions with matched scales can both increase and decrease the uncertainty on cross sections as compared to the uncertainties on PDF themselves.

We exploited the possibility of modifying the prior distribution of scales by simply choosing to omit certain scale combinations, producing \textsc{MCscales} variants based on priors that include only the 7-points in the renormalisation and factorisation scale space that are included in the widely adopted 7-points envelope. This led to us observing that excluding the scale combinations with ratios of four or one-quarter (i.e. those excluded in 7-point) drives a significant reduction in the \textsc{MCscales} PDF uncertainties.

Finally, we moved to phenomenology by, firstly, setting out recipes for making predictions with \textsc{MCscales} PDF sets, and then applying these to processes relevant to the LHC. We demonstrated that it is possible to include correlations between scale variations in the hard cross section and those in the PDF, whether or not the process in question is included in the PDF fit. As with the theory covariance matrix approach, the inclusion of scale uncertainties with \textsc{MCscales} leads generally to more accurate predictions. The increase in uncertainty induced by their inclusion (if indeed there is an increase) is typically slightly larger when using \textsc{MCscales} than the theory covariance matrix, though they remain mild, at around the 1% level. Many developments are possible on the common assumptions of the two methods, including a more refined factorisation scale variations or more nuanced process categorisations. Such extensions are possible avenues for future research. That said, the most pressing phenomenological development will be the extension of both methodologies to the determination of MHOUs in a state-of-the-art NNLO PDF set. Indeed, the inclusion of different sources of theoretical uncertainties at NNLO is expected to lead to the most precise and accurate PDF sets currently attainable. The \textsc{MCscales} methodology could be naturally extended to handle these uncertainties.

A The $\alpha\beta\gamma$ model

As it was mentioned in the paper, the \textsc{MCscales} approach allows the users to select a specific prior probability in the space of factorisation and renormalisation scales. Any user could apply any symmetric or asymmetric choice of scales depending on their theoretical preference. In this appendix we outline a particular theoretical model, dubbed the $\alpha\beta\gamma$ model, that a user could choose to construct a more convolved prior probability than the uniform priors presented in the main paper and tune it according to the user’s theoretical assumptions on the correlation between processes. The model can be seen as a generalisation for the prior choices considered in section 3, which can be recovered for certain values of the parameters. In the second part of the appendix, we determine the value of the $\alpha\beta\gamma$ parameters that the data included in the fit tend to prefer.
A.1 Prior assumptions

We construct the model for the prior probability by imposing a set of theoretically-motivated symmetries. As we will show below, we can characterise the prior probability for each theory hypothesis in terms of a set of total probabilities for each scale, defined as the sum of the probabilities of all the hypotheses where a particular scale variation $k_i$ has a given value, $x$,

$$P(k_i = x) = \sum_{\{\omega \in \Omega | \xi_i = x\}} P(\omega),$$

(A.1)

and set of conditional probabilities

$$P(k_i = x | k_j = y) = \frac{1}{P(k_j = y)} \sum_{\{\omega \in \Omega | \xi_i = x, \xi_j = y\}} P(\omega).$$

(A.2)

**Symmetry between renormalisation and factorisation scales** When considering only one process, we assume that the probability is invariant under the exchange of the factorisation and the renormalisation scales. Thus, when sampling independently, we have,

$$P(k_f = \xi) = P(k_r = \xi),$$

(A.3)

with the conditional probabilities also being symmetric,

$$P(k_f = \xi | k_r = \xi_y) = P(k_r = \xi | k_f = \xi_y).$$

(A.4)

**Symmetry between upper and lower variations** We assume that the probabilities are unchanged if we flip all of the upper and lower scale variations. That is, given

$$\text{flip}(\xi) = \begin{cases} 2 & \xi = \frac{1}{2} \\ 1 & \xi = 1 \\ \frac{1}{2} & \xi = 2 \end{cases},$$

(A.5)

we assume

$$P(\xi_f, \xi_1, \ldots, \xi_{N_p}) = P(\text{flip}(\xi_f), \text{flip}(\xi_1), \ldots, \text{flip}(\xi_{N_p})).$$

(A.6)

**Conditional independence between renormalisation scales** We assume that the probabilities of sampling different renormalisation scales are conditionally independent given the factorisation scale. That is, for $i \neq j$,

$$P(k_{r_i} = \xi_i | k_f = \xi_f, k_{r_j} = \xi_j) = P(k_{r_i} = \xi_i | k_f = \xi_f).$$

(A.7)

Note that this does not imply $P(k_{r_i} = \xi_i | k_{r_j} = \xi_j) = P(k_{r_i} = \xi_i)$ since knowledge of $k_{r_j}$ provides knowledge on $k_f$ and thus renormalisation scale variations are in principle correlated with each other.
Symmetry between renormalisation scales. We assume that the probabilities are unchanged under permutations of the values of the renormalisation scales. In particular, this implies

$$P(k_i = \xi) = P(k_j = \xi)$$  \hspace{1cm} (A.8)

and

$$P(k_i = \xi | k_f = \xi_f) = P(k_j = \xi | k_f = \xi_f)$$  \hspace{1cm} (A.9)

for all $i, j \in 1, \ldots, N_p$.

Because we assume that renormalisation scale variations are independent (eq. (A.7)), we can give the probability of any set of scale variations in terms of the total probability of sampling a given value of the factorisation scale and conditional probabilities for sampling a renormalisation scale given the factorisation scale:

$$P(k_f = \xi_f, \ldots, k_{rN_p} = \xi_{N_p}) = P(k_f = \xi_f) \prod_{i=1}^{N_p} P(k_{ri} = \xi_i | k_f = \xi_f) .$$  \hspace{1cm} (A.10)

Let us now count how many parameters we must specify to define all of the probabilities. To begin, we have to specify three values for $P(k_f)$. Further, because we assume that the model acts the same for all renormalisation scales (eq. (A.8)), we have to specify nine values for the conditional probabilities, one for each combination of renormalisation and factorisation scale variation. These 12 total values are not independent, as they are constrained by one normalisation relation for the total factorisation scale variation probabilities,

$$\sum_{\xi \in \Xi} P(k_f = \xi) = 1 ,$$  \hspace{1cm} (A.11)

and three relations for the conditional probabilities, one for each possible value of $\xi_f$,

$$\sum_{\xi \in \Xi} P(k = \xi | k_f = \xi_f) = 1 \quad \forall \xi_f \in \Xi .$$  \hspace{1cm} (A.12)

We have four additional constraints from the symmetry of upper and lower variations (eq. (A.6)),

$$P \left( k_f = \frac{1}{2} \right) = P(k_f = 2)$$

$$P \left( k_r = \frac{1}{2} | k_f = 1 \right) = P(k_r = 2 | k_f = 1)$$

$$P \left( k_r = 1 | k_f = \frac{1}{2} \right) = P(k_r = 1 | k_f = 2)$$

$$P \left( k_r = \frac{1}{2} | k_f = 2 \right) = P \left( k_r = 2 | k_f = \frac{1}{2} \right) .$$

Finally, the symmetry between factorisation and renormalisation scales (eq. (A.4)) adds another constrain,

$$P(k_r = 1 | k_f = 2) = \frac{P(k_f = 2 | k_r = 1) P(k_r = 1)}{P(k_f = 2)} = \frac{P(k_r = 2 | k_f = 1) P(k_f = 1)}{P(k_f = 2)} ,$$  \hspace{1cm} (A.13)
where in the first equality we have used the law of conditional probabilities (Bayes’ theorem).

It follows that with our assumptions, the sampling model is completely specified with three free parameters, which we call $\alpha$, $\beta$ and $\gamma$. We can choose them to be probability ratios; we define $\alpha$ as the probability of sampling a central factorisation scale, over the probability to sample a non-central scale,

$$\alpha \equiv \frac{P(k_f = 1)}{P(k_f = 2)} = \frac{P(k_f = 1)}{P(k_f = \frac{1}{2})},$$

(\text{A.14})

$\beta$ to be the ratio of probabilities for central and non-central variations given that a central factorisation scale is chosen,

$$\beta \equiv \frac{P(k_r = 1|k_f = 1)}{P(k_r = 2|k_f = 1)} = \frac{P(k_r = 1|k_f = 1)}{P(k_r = \frac{1}{2}|k_f = 1)},$$

(\text{A.15})

and $\gamma$ as the probability of sampling the same upper or lower renormalisation scale as the factorisation scale, over the probability of sampling the opposite renormalisation scale given the same factorisation scale as in the numerator,

$$\gamma \equiv \frac{P(k_r = 2|k_f = 2)}{P(k_r = \frac{1}{2}|k_f = 2)} = \frac{P(k_r = \frac{1}{2}|k_f = \frac{1}{2})}{P(k_r = 2|k_f = \frac{1}{2})}.$$  

(\text{A.16})

In terms of the parameters, the probabilities are

$$P(k_f = 1) = \frac{\alpha}{2 + \alpha}$$

$$P\left(k_f = \frac{1}{2}\right) = P(k_f = 2) = \frac{1}{2 + \alpha}$$

(\text{A.17})

$$P\left(k_r = \frac{1}{2}|k_f = 1\right) = P(k_r = 2|k_f = 1) = \frac{1}{2 + \beta}$$

$$P\left(k_r = 1|k_f = \frac{1}{2}\right) = P(k_r = 1|k_f = 2) = \frac{\beta}{2 + \beta}$$

$$P\left(k_r = \frac{1}{2}|k_f = \frac{1}{2}\right) = P(k_r = 2|k_f = 2) = \frac{(\beta + 2 - \alpha)}{(2 + \beta)(1 + \gamma)}$$

$$P\left(k_r = \frac{1}{2}|k_f = 2\right) = P\left(k_r = 2|k_f = \frac{1}{2}\right) = \frac{(\beta + 2 - \alpha)}{(2 + \beta)(1 + \gamma)}$$

Note that these parameters have a clear physical interpretation. For example, a model where factorisation and renormalisation variations are completely independent corresponds to $\alpha = \beta$ and $\gamma = 1$, a model where they are completely correlated corresponds to $\beta \to \infty$ and $\gamma \to \infty$, while $\alpha = \beta = 1, \gamma \to \infty$ corresponds to the prescription where the extreme asymmetric variations are discarded while the rest have the same probability (sometimes referred to as the 7-point prescription).
A.2 Data-driven determination of the $\alpha\beta\gamma$ coefficients

Thus far our analysis of the replica distributions over scale choices has been largely qualitative. To make it more quantitative we now define some effective values of $\alpha$, $\beta$ and $\gamma$, which can be computed from the aforementioned distributions to give an indication of the particular $\alpha\beta\gamma$ model that the resulting PDF set corresponds to. Here we define effective model parameters by modifying eqs. (A.14), (A.15) and (A.16), where the modifications take into account the fact that the symmetries of the model are broken after postfit vetoes are imposed.

Beginning with $\alpha$, we see that in eq. (A.14) it is defined in two ways, which are of course equal due to the model assumptions of the $\alpha\beta\gamma$ model, where $P(k_f = \frac{1}{2}) = P(k_f = 2)$. However, after the postfit vetoes have been applied this equality is unlikely to hold. This breaking of the model symmetries can be seen for example in figure 3. Therefore, if we evaluate $\frac{P(k_f = 1)}{P(k_f = \frac{1}{2})}$ in the hope of defining an effective value for $\alpha$ and then compare it to $\frac{P(k_f = 1)}{P(k_f = 2)}$, we will get different answers. In order to give a rough estimate of the effective value of $\alpha$, we therefore symmetrise the distribution over $k_f$ and define

$$\alpha_{\text{eff}} = \frac{P(k_f = 1)}{(P(k_f = \frac{1}{2}) + P(k_f = 2))/2}. \quad (A.18)$$

Similarly,

$$\beta_{\text{eff}} = \frac{1}{N_p} \sum_{p=1}^{N_p} \frac{P(k_{r_p} = 1|k_f = 1)}{P(k_{r_p} = \frac{1}{2}|k_f = 1) + P(k_{r_p} = 2|k_f = 1))/2}, \quad (A.19)$$

where we average over processes because the summand will in general be different for each process. This is because the postfit vetoes act differently on different processes.

Finally,

$$\gamma_{\text{eff}} = \frac{1}{N_p} \sum_{p=1}^{N_p} \frac{(P(k_{r_p} = \frac{1}{2}|k_f = \frac{1}{2}) + P(k_{r_p} = 2|k_f = 2))/2}{P(k_{r_p} = \frac{1}{2}|k_f = 2) + P(k_{r_p} = 2|k_f = \frac{1}{2})/2}$$

$$= \frac{1}{N_p} \sum_{p=1}^{N_p} \frac{P(k_{r_p} = \frac{1}{2}|k_f = \frac{1}{2}) + P(k_{r_p} = 2|k_f = 2)}{P(k_{r_p} = \frac{1}{2}|k_f = 2) + P(k_{r_p} = 2|k_f = \frac{1}{2})}. \quad (A.20)$$

In table 7 we show these effective model parameters for the two MCscales PDF sets that we are studying in this section. Note that in the case that all of the replicas do satisfy the $\alpha\beta\gamma$ model symmetries, which is the case for the MCscales replicas without postfit applied, the effective model parameters coincide with the model parameters that were chosen as input, namely $a = b = c = 1$, as we would expect.

These effective parameters for the MCscales PDF set with postfit indicate the $\alpha\beta\gamma$ model that best fits the experimental data. We see that a value of $\alpha_{\text{eff}} \sim 3$ is preferred, which indicates that $P(k_f = 1) \approx 3P(k_f = \frac{1}{2}) \approx 3P(k_f = 2)$ and therefore the degree to which the central factorisation scale fits the data better than the non-central factorisation scales. Next we see that $\beta_{\text{eff}} \sim 1$, which tells us that given a replica with $k_f = 1$, the fit quality is roughly independent of the processes renormalisation scale, since $P(k_r = 1|k_f = \frac{1}{2})$ and $P(k_r = 1|k_f = 2)$
### Table 7

| Parameter | MCscales without postfit | MCscales with postfit |
|-----------|--------------------------|-----------------------|
| \(\alpha_{\text{eff}}\) | 1.0                      | 3.2                   |
| \(\beta_{\text{eff}}\) | 1.0                      | 1.1                   |
| \(\gamma_{\text{eff}}\) | 1.0                      | 1.4                   |

Estimates of the effective model parameters before and after applying postfit vetoes, where for \(\beta_{\text{eff}}\) and \(\gamma_{\text{eff}}\) the values are averaged over processes.

### Table 8

| Parameter | Process | MCscales without postfit | MCscales with postfit |
|-----------|---------|--------------------------|-----------------------|
| \(\beta_{\text{eff}}\) | DIS CC | 1.0                      | 1.2                   |
|           | DIS NC | 0.9                      | 1.0                   |
|           | DY     | 1.0                      | 1.3                   |
|           | Jet    | 0.9                      | 0.9                   |
|           | Top    | 1.0                      | 1.2                   |
| \(\gamma_{\text{eff}}\) | DIS CC | 1.0                      | 1.6                   |
|           | DIS NC | 1.1                      | 2.3                   |
|           | DY     | 1.0                      | 1.1                   |
|           | Jet    | 0.9                      | 1.0                   |
|           | Top    | 1.0                      | 0.9                   |

Estimates of the effective values of \(\beta\) and \(\gamma\) per process. Note that \(\alpha\) is not shown because it does not differ between processes. Note also that the results for the MCscales set without postfit should each be equal to one in the limit of infinite statistics, and that the reason they are not is due to insufficient PDF replicas.

1) \(P(k_r = 1|k_f = \frac{1}{2}) \approx P(k_r = 1|k_f = 2)\) is implied. Finally, we see that \(\gamma_{\text{eff}} = 1.4\), which tells us that for the non-central factorisation scales, there is a mild asymmetry in the renormalisation scales, with a slight preference for the same renormalisation scale multipliers as the factorisation scale multiplier.

The values of \(\beta_{\text{eff}}\) and \(\gamma_{\text{eff}}\) discussed above have been averaged over processes. We can also compute these effective parameters per process, which we show in table 8. For \(\beta_{\text{eff}}\) we see a small variance of the values for the MCscales set with postfit, with the numbers exhibiting small fluctuations around the mean value of 1.1. For \(\gamma_{\text{eff}}\) the fluctuations are more pronounced, with values of around one being preferred for the DY, jet and top data, and significantly higher values being preferred for the DIS data. This suggests that the DY, jet and top data are more stable upon variations of the renormalisation scale from a given non-central factorisation scale, and indeed the goodness of fit is almost independent of these variations. This is in fact true for the jet and top data, but misleading for the DY data, where we see from figure 3 that the distribution is in fact highly skewed, which is something not captured by \(\gamma_{\text{eff}}\). The fact that the DIS data correspond to higher values of \(\gamma_{\text{eff}}\), particularly for the DIS NC data, matches the observations drawn from figure 3. This is true especially for the DIS NC data, for which we recall that the \((k_f, k_r) = (2, \frac{1}{2})\) bin is entirely unfilled after postfit has been applied.
The variability of these parameters across processes suggests that using a model that treats these five processes on the same footing is perhaps ill advised. For example, it is perhaps not preferable to include results for \((k_f, k_r) = (2, \frac{1}{2})\) for DIS NC on the same footing as all other combinations, when this particular combination leads to such poor agreement with the data. Indeed, the \(\alpha\beta\gamma\) model without any post selection does exactly this, as do the current implementations of the theoretical covariance matrix. However, importantly, after postfit has been applied, this is no longer the case for the \(\alpha\beta\gamma\) model. We consider this to be an advantage of the \textsc{McScales} PDF set with postfit applied over other PDF sets with scale variations taken into account. As can be seen from figure 3, despite the fact that the processes are initially treated equally, they very much are not after postfit has been applied.
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