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Abstract In this work, we propose a Genetic Algorithm (GA) for effectively scheduling ambulances aftermath of a disaster. Given the limited number and capacity of ambulances, we aim to minimize the number of ambulance tours and the average time to take all injured people to a hospital. Both of these goals require that the total tour length of all routes should be minimized as well. This problem can be considered as an extension of the well-known Capacitated Vehicle Routing Problem (CVRP). We developed a Genetic Algorithm (GA) and tested using some of the CVRP benchmark files. For the possible number of injures at each location, we define three different scenarios. The proposed GA aims to minimize the tour lengths of the ambulances while respecting all real life constraints given in these scenarios. In order to evaluate the proposed GA, we also developed a rival method based on the Nearest Neighbor (NN) heuristic. The results of extensive simulation tests test NN heuristic.
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1 Introduction

The disaster can happen naturally or due to human effects. These disasters can damage both the existing infrastructures and human beings at a larger scale. In those situations, effective logistic operations are hard to be carried out, and, thus, efficient medical aid may not be provided on time, which, in turn, causes more losses. Therefore, after a disaster, rescue and aid operations must be well planned and must be conducted efficiently [1].

In an emergency situation, firstly injured people are to be transferred to hospitals. To perform this task efficiently, we have to know the location and number of the injured people, the number and the capacity of the ambulances since all these values are the input to the problem solution. After collecting these inputs, we have to develop a ambulance scheduling so that injures can be transferred to hospitals in a short time.

The above mentioned problem is related with the Capacitated Vehicle Routing Problem (CVRP) [2] which is a type of Vehicle Routing Problem (VRP). In VRP, there are customers and their demands. The aim is to minimize the total distance for transmitting goods according to the customer demands to all customer location from the depot location by a vehicle. The vehicle is loaded with goods from the depot, and the goods are distributed to customers. If the carried goods are run out off, the vehicle returns to the depot. If the vehicle’s carrying capacity is limited with a given quantity, the VRP is called Capacitated Vehicle Routing Problem (CVRP). There are various types of solutions are proposed for CVRP: exact solutions, heuristic, or meta-heuristic methods. Some researchers propose methods to find the exact solution. However, these methods may be infeasible for large number of customers because the CVRP is defined as a non-deterministic polynomial problem (NP-hard). Therefore, meta-heuristic and heuristic methods are usually implemented to solve CVRP with larger number of customers efficiently such as Simulated Annealing [3], Particle Swarm Optimization [4], Ant Colony [5], Genetic Algorithm [6] etc. For these types of optimization problems, the solution qualities of different meta-heuristics are not found to be drastically different [7]. In this paper, we opt to use the GA for its matured methodology and proven robustness [8].

To compare the proposed GA, we also implement a heuristic method called Nearest Neighbor (NN). We tested both solutions using many CVRP benchmarks under different scenarios. In each scenario, the number of injured people at each location is determined randomly using some threshold values. We simulated all the scenarios and solutions via MATLAB tool. The results indicates the success of the proposed GA solution over the NN heuristic.

The remainder of this paper is organized as follows. The related work of the ambulance routing problem is given in Section 2. The GA and its operators are described in details in Section 3. In Section 4, the adaptation of NN algorithm to our problem is presented while the implementation of the proposed GA is provided in Section 5. The simulation test results of the solutions are given in Section 6, and finally, Section 7 covers conclusions and implications.

2 Related Work

Various approaches are proposed to solve the problem of efficiently delivering injured people to hospital. Gong et. al.
deal with picking up injured peoples information from different locations and delivering them to the hospital after an earthquake disaster [9]. Gong et. al. proposed that data fusion center helps to improve dispatching efficiency by decreasing travel time to hospital. In their work, the considered key factors are patient priority, cluster information, and distance. Thus, the authors assume that ambulance capacity is only one. However, in this work, we consider the fact that there can be some ambulances with larger capacities. In another work, Nordin et. al. attempt to solve the problem by finding the shortest path of the ambulance with the A* algorithm [10]. In the experiments, they used the data collected at a clinic. However, the calculated path is from a specified ambulance station to a specified emergency site. Thus, the researchers do not consider multiple emergency sites when creating paths. In our study, we consider a specified hospital but multiple locations of injured people.

While some studies classify the injured people according to their emergency as being serious or moderate when they search for an optimal path, some other studies consider risk properties involved in the given problem [1, 11]. For example, Kula [11] uses the medium-integer linear programming to find the path after classifying locations according to their risk evaluations aftermath of an earthquake. The problem resembles Dynamic Vehicle Routing Problem. Talarico [1] proposes a large neighborhood search meta-heuristic to the dynamic and uncertainty conditions for ambulance routing after a disaster. The method categorizes peoples situations about being serious or slightly serious.

In a previous work, we propose a simplified solution to a version of this problem [12]. In this work, we extended the solution by improving crossover operators and conducted extensive simulation test using CVRP benchmarks. Moreover, we analyzed the effect of the GA parameter values such as generation number, population size, and location numbers.

3 Genetic Algorithm

Genetic Algorithm (GA) is a meta-heuristic depends on the evolutionary approach. Each possible solution is encoded as a chromosome which consists of genes. GA begins with solving a problem with an initial population of chromosomes. Each chromosome has a fitness value computed according to the quality of the encoded solution in itself. By applying crossover and mutation operators on the existing population, GA creates a new generation. A selection method picks up two chromosomes as parents from the population. Crossover operator exchanges genes of these parents to create two offsprings. Mutation operator modifies the constructed chromosome structure. Until the given termination condition is met, GA continues to create new generations and improves the quality of found solution. When the termination condition is satisfied, GA outputs the best chromosome with the highest fitness value as the optimum solution. Below, we provide the details of the GA operators and procedures.

3.1 Fitness Value

Fitness value is calculated after each new individual is created. It evaluates the quality of the generated solution according to the given optimization goal. According to the elitism principle, the individual with the maximum fitness value in the current population is maintained for the next generation.

3.2 Selection Operator

The selection operator is used to choose two chromosomes as the parents from the current population to create new individual for the next generation by applying crossover or mutation operators.

Some well-known selection operators are tournament selections, roulette wheel selection, and steady-state approach. The tournament selection helps to find the best individual of tournament size number individual [13, 14, 15]. For instance, if the tournament size is 2, which is called binary tournament size, two individuals are selected randomly, and better one of the two will be the winner.

The Roulette Wheel Selection is proposed to select the chromosomes considering their fitness value: Greater the fitness value is, greater the probability of being selected as a parent is [16, 14].

The steady-state approach ensures that two parents and two offsprings are compared; the best two chromosomes of them are selected [17].

3.3 Crossover

Crossover is the main process of the GA to vary the chromosomes from one generation to the next. Two selected parents produce two offsprings according to the given crossover operator. The main idea is to combine parents to create offsprings whose fitness values are higher. Some most popular crossover operators are Edge Recombination Crossover (ERX) [17, 18, 19], one point or two points crossover [20, 21] and order crossover [22].

3.4 Mutation

Mutation operator is used to getting rid of the local optimum points. When mutation is not used, the local optimum solution can be reported as global optimum solution. Swap [18, 21, 23], insertion [23] and inversion [18, 23] mutations are well-known mutation types.

4 Adaptation of NN Heuristic

Nearest Neighbor (NN) is a heuristic method which is proposed in Travelling Salesman Problem (TSP) and Vehicle Routing Problem (VRP) [24]. In NN method, the nearest unvisited node to the current one is selected as the next node until all nodes are visited.

To observe the success of the proposed GA solution, we adopted the NN heuristic as a solution to the problem as follows. A route starts with the depot (in our case, a hospital), and then the nearest node (in this case the location of injuries) to the depot is selected. If this node has no injured people, the node is not visited. Otherwise, until all the injured people are evacuated, the node is re-visited. Later, if the vehicle has adequate remaining capacity, the next nearest node is selected and this process continues. Otherwise, the vehicle (ambulance) returns to depot to deliver all picked-up injuries. The process continues until all injured people are transferred to the hospital.
5 Implementation of GA

5.1 Representation of the Problem

The stated problem has similar properties to the CVRP problems. Each of the customer location is represented as an injured people location while customers demands are represented as the number of injured people in each location. Moreover, the capacity of the vehicle in CVRP corresponds to the number of the injured people that an ambulance can take, and the depot is represented as the hospital.

The CVRP can be encoded into GA as follows. The customer locations in the CVRP are represented as genes in chromosomes. That is, in our problem, the locations of injured people are represented in genes by the location number. Moreover, the routes which consist of these locations are chromosomes in GA and all possible routes construct the population. Besides, the total distance among all locations in a chromosome is defined as the fitness value. By applying the proposed crossover and mutation operators to the chromosomes at each generation, the minimal distance (maximum fitness value) is found.

5.1.1 Encoding Schema

In the CVRP, the location of customers and depot is represented with a number. These numbers are represented as genes in a chromosome whereas the proposed solution which consists of these numbers is represented as the chromosome in GA illustrated in the Figure 1. Moreover, the depot in CVRP is encoded as hospital and the customers are represented as the location of injuries. Each customer has coordinates \((x_i, y_i)\) and demands in CVRP whereas the locations have the information of coordinates and the number of injuries in our problem shown in Figure 2.

5.2 Genetic Algorithm Operations

Below, we explain how we modified the GA to adopt our problem. In each cycle, a new generation is constructed and off-springs are created applying crossover and mutation operators. Termination condition is a fixed number for the generated generations. The flowchart of the algorithm is given in Figure 3.

5.2.1 Validation

Each produced chromosome is tested against validation rule. Basically, a chromosome is valid if the total number of injuries picked-up from the locations as in the order of the genes does not violate the capacity constraint of ambulance. That is, when the ambulance is fully loaded with the injuries, it must return to the hospital. In addition, the ambulance does not return to the hospital when it is not fully occupied unless all injuries already transferred. When a chromosome is not validated, it is trimmed such that the ambulance returns to hospital. In other words, an invalid chromosome can be fixed by inserting the hospital location into proper order of the genes. Thus, modified chromosome becomes a valid one. To solve the validation problem, all 1’s (depots) are removed from the chromosome and then according to demands, 1’s are inserted when the capacity is fulfilled.

5.2.2 Initialization

The initial population is created randomly. After randomization, the population must be validated according to process described above.

5.2.3 Fitness Value

In our problem, fitness value of a chromosome is the total route distance. The minimum value of the distance is maintained for the next generation. The fitness function \(F\) can be formulated as

\[
F = \sum_{i=1}^{n} \sqrt{(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2}
\]

where \((x_i, y_i)\) is the coordinate of the gene \(i\) and \(n\) is the number of total genes in a chromosome.

5.2.4 Selection

Selection operator is used to determining parents on which crossover or mutation operator is applied to create off-
springs. In the proposed algorithm, the tournament selection is applied as described in Section 3.3.

5.2.5 Crossover

In proposed algorithm, we use two different crossover methods to observe the possible impact of the selected crossover method. In the first crossover method, a cut point is selected randomly. The first offspring consists of the first part of the first parent and the second part of the second parent. The second offspring is constructed with remaining parts of the parents. Then, the constructed off-springs are validated according to above validation. The following example demonstrates the process. Assume that selected two parents are as follows: \( P_1 = (123154161) \) and \( P_2 = (141532161) \). Moreover, the number of injures at locations are \((012637)\). That is, the first location which is the hospital does not have any injury, but the location 2 has 1 injury and location 2 has 2 injures. Furthermore, assume that the capacity of the ambulance is 4 injures.

After the interim off-spring is constructed as above, until all demands supply the vehicle visits the depot. In the example, in the starting location 1 (hospital), the initial capacity is 4 and after location 2 is visited, remaining capacity is 3. Then, location 3 where 2 injures exit is visited. With the remaining capacity 1, location 5 is visited and only 1 injured is picked up. Since capacity is full, the ambulance must return to the hospital (location 1) and the location 5 must be re-visited for collecting up the remaining injured people. All locations of the constructed off-spring are visited and the injuries located there are picked up. The remaining locations of the first part of the second parent are used as explained above.

In the second crossover method, Periere’s crossover is modified to our problem [26]. First, a sub-route is selected randomly from first parent and the next point of the first point of the sub-route is found from second parent. Then, the sub-route is inserted to the next point and all duplicated points are removed. Finally, validation process is run over the off-springs.

The following example shows how the second crossover method operates. Assume that (5,6) sub-route is selected and 9 is the next location to the location 5. The sub-route is inserted to the point 9.

In the crossover methods, two off-springs are constructed from two parents. The process explained above is also applied to the second off-spring as a reverse of the first off-spring.

5.2.6 Mutation

In the proposed GA, we use swap, insertion and inversion mutations. In swap mutation, two points are selected randomly and they swap. In insertion mutation, a gene is selected randomly. Then, it is removed from the position and reinserted to a new position while in inversion mutation, the points between two positions, which are selected randomly are reversed. Then, the mutated individuals are validated as described above.

5.2.7 Elitism

The chromosomes with higher fitness value may be kept intact by not applying the crossover and mutation operators. Therefore, these chromosomes are carried to next generations without any changes. We apply elitism by selecting the half of best individuals of the new and old generations as the member of the new generation.

6 Simulation Results

We have implemented the proposed GA and NN solutions on MATLAB and their experimental results are compared using well-known CVRP benchmarks. Moreover, we define three scenarios considering number of injured people at locations as given in Table 1. In the first scenario, we assume that disaster has a light damage and each location has less number of injures than the given capacity of the ambulance. In the second one, we assume that damage is heavy and the number of injured people at each location is more than the given capacity. In the last scenario, we consider a medium damage in which the locations have medium number of injured people such that the number of injures at some location is less than capacity of ambulance whereas the number of injures at the rest is more than capacity of ambulance. For each scenario, the numbers of injured people are assigned randomly and the ambulance capacity is given 4 injures. The parameters and their default values which are used in the simulation are given in Table 2. Each scenario are executed ten times and their average values are presented.

In order to compare solutions we define a metric called Improvement. The improvement defines the decrease in the total length of the solution generated by the GA over the solution created by the NN. The improvement metric is calculated according to the following equation.
Table 1. Number of injuries at each scenario

| Scenario          | # injuries at each location |
|-------------------|-----------------------------|
| Light Damage      | 1, |Ambulance capacity| |
| Medium Damage     | 1.8 |Ambulance capacity| + 1.8 |
| Heavy Damage      | 5.0 |Ambulance capacity| |

Table 2. GA parameters and their values

| Parameter                | Default Value | Range |
|--------------------------|---------------|-------|
| Population Size          | 200           | -     |
| Crossover Probability    | 0.5           | -     |
| Mutation Probability     | 2000          | 500-2000 |
| Crossover Operator       | Periere       | Periere, One Point |

\[
\text{Improvement} = \frac{|NN| - |GA|}{|NN| + |GA|} \times 100
\]  

(2)

where |NN| is the total tour length of the solution by Nearest Neighbour method and |GA| is the total tour length of the solution value of Genetic Algorithm.

The algorithm is implemented on an Intel Core i5 3.2 Ghz, 4 RAM machine with MATLAB version R2016A. The duration of the solution changes according the nodes and scenario of the problem. For instance, when the ulysses-n22-k4 is selected as the benchmark and the considered scenario is light, the GA solution takes around 2 minutes. On the other hand, when the number of node is more and the scenario is heavy, the solution takes longer time. For example, when P-n101-k4 is selected as the benchmark, the solution generation takes about 20 minutes on the average.

Below, we present the results of the simulation tests under two main sets. In the first one, we compare the performance of the proposed GA and the adapted NN heuristic. Next, we investigate the proposed GA closer by observing the effect of setting different values as generation number and implementing different crossover operators.

6.1 Results of GA and NN solutions

We conducted extensive simulation tests to compare the performance of both solutions. The obtained results of these tests are presented in Tables 3 and 4, and at Figure 7.

The best values obtained at the experiments for the proposed GA and NN solutions are given in Table 3. For each scenario, all 10 benchmarks are tested and their results show that GA has better values on all dataset and all scenarios. Moreover, Figure 7 shows the success of GA is reported more clearly.

When we consider the case in which the probable number of injuries at each location is less than the capacity of ambulances (light scenario), we observe in Figure 7 that the improvement of the proposed algorithm is better than those of the other scenarios (i.e. heavy and medium).

When all the benchmark files in light scenarios are considered, the average improvement is about 12.89. On the other hand, the average improvements of the heavy and medium scenarios are 6.36 and 10.36, respectively. Similarly, in the medium hand scenarios the obtained performance results are better compared to the results observed in heavy scenarios.

In Figure 7, the effect of location numbers in the benchmark files on improvements is also observed. The proposed GA sustains its success over the NN heuristic for all considered benchmark files. However, as the number of locations is increased the improvement of the GA algorithm decreases as shown in Figure 8, considering all scenarios together.
Table 5. Comparison of Modified One Point Crossover and Modified Periere’s Crossover

| Benchmark file | Scenario       | One Point Impro. (%) | Periere Impro. (%) |
|----------------|----------------|----------------------|-------------------|
| ulysses-n22-k4 | light heavy    | 181                  | 181               |
|                | medium         | 444                  | 444               |
|                |                | 309                  | 309               |
| bays-n29-k5    | light heavy    | 30904                | 30840             |
|                | medium         | 67722                | 67666             |
|                |                | 36900                | 36187             |
| A-n38-k5       | light heavy    | 4798                 | 4798              |
|                | medium         | 2890                 | 2871              |
|                |                | 1971                 | 1971              |
| A-n40-k5       | light heavy    | 2949                 | 2949              |
|                | medium         | 2002                 | 1982              |
|                |                | 1351                 | 1351              |
| E-n51-k6       | light heavy    | 3853                 | 3842              |
|                | medium         | 3098                 | 3094              |
|                |                | 1733                 | 1733              |
| P-n55-k10      | light heavy    | 3915                 | 3900              |
|                | medium         | 2882                 | 2853              |
|                |                | 1781                 | 1781              |
| P-n60-k10      | light heavy    | 4141                 | 4137              |
|                | medium         | 3233                 | 3217              |
|                |                | 1920                 | 1918              |
| B-n64-k9       | light heavy    | 6849                 | 6846              |
|                | medium         | 5040                 | 5036              |
|                |                | 3129                 | 3128              |
| E-n76-k9       | light heavy    | 5791                 | 5773              |
|                | medium         | 4155                 | 4151              |
|                |                | 2500                 | 2483              |
| P-n101-k4      | light heavy    | 7899                 | 7868              |
|                | medium         | 5227                 | 5167              |

6.2 Investigating the proposed GA performance

We investigated the impact of selecting different generation numbers on the solution quality. The results presented at Table 4 indicate that increasing number of generations can cause better optimizations for some benchmarks. Especially, the benchmarks with larger number of locations are more sensitive to increase in generation number. For example, for the benchmark P-n101-k4 the total tour length decreases from 7998 to 7868 for the heavy scenario when the generation number changes from 500 to 2000. However, for the benchmarks with relatively less number of locations, we do not observe the considerable change in the obtained results as the number of generation increases. We can explain this observation as follows. The proposed GA can find the optimum solution for small size problems faster (less generation number), but for the larger size problems the GA needs more generations to produce better results.

We also compare the success of two type crossovers: One point crossover and Periere’s crossover. The results of the simulation tests are depicted in Figure 9 and at Table 5. In general, we can argue that Periere’s crossover generates better results compared to One Point crossover. However, as seen in Figure 9, the improvement is slight. This means that crossover type does not affect the quality of the produced solution largely.

7 Conclusions

In this paper, we developed a GA based solution to the efficient routing of ambulances aftermath a disaster. Via extensive simulation experiments, we observed that the proposed
GA generates better solutions than those of the NN method. In all considered scenarios, the GA method achieved shorter total tour distances compared to the NN method. Therefore, we can argue that the GA method is robust against the changes of the underlying topologies, the number of locations, and the number of injured people at each locations. Thus, the GA consistently produces better results even the important problem parameters vary.

We would like to extend this study for multiple ambulances and multiple hospital locations as a future study. Thus, we can apply the proposed solution to the real life problems successfully. Moreover, we would like to implement other meta-heuristics (PSO or ACO) to observe the performance of different meta-heuristics.
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