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Abstract—This paper presents a neural network recommender system algorithm for assigning vehicles to routes based on energy and cost criteria. In this work, we applied this new approach to efficiently identify the most cost-effective medium and heavy duty truck (MDHDT) powertrain technology, from a total cost of ownership (TCO) perspective, for given trips. We employ a machine learning based approach to efficiently estimate the energy consumption of various candidate vehicles over given routes, defined as sequences of links (road segments), with little information known about internal dynamics, i.e. using high level macroscopic route information. A complete recommendation logic is then developed to allow for real-time optimum assignment for each route, subject to the operational constraints of the fleet. We show how this framework can be used to (1) efficiently provide a single trip recommendation with a top-k vehicles star ranking system, and (2) engage in more general assignment problems where n vehicles need to be deployed over m ≤ n trips. This new assignment system has been deployed and integrated into the POLARIS\textsuperscript{1} Transportation System Simulation Tool for use in research conducted by the Department of Energy’s Systems and Modeling for Accelerated Research in Transportation (SMART) Mobility Consortium\textsuperscript{2}.
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I. INTRODUCTION

REIGHT companies are facing increasing pressure to decarbonize their fleets. The large number of technology options, the diversity in vehicle usage and economic uncertainties are major hurdles slowing down new vehicle technology adoptions. Transportation decarbonization across the freight industry is a major challenge for multiple reasons: (1) the large number of vehicle applications, powertrain and component technologies makes it difficult for fleets to decide which vehicles to invest in, and (2) the diverse vehicle usage, both current and future, raises questions as to which technology should be assigned to a particular route. Understanding the techno-economic impact of technologies is an active field of research. Traditionally, energy consumption and economic impacts have been evaluated using standard drive cycles as a baseline for regulatory purposes\textsuperscript{3}, \textsuperscript{4}, \textsuperscript{5}, \textsuperscript{6}. While they are a good standardization for energy benefit studies, regulatory cycles fail to represent real driving conditions, traffic variability and other effects such as future infrastructure and connectivity changes, population density changes, traffic behavior changes, etc.

As a result, the freight industry has been operating under a high level of uncertainty both for longer term technology adoptions and investment as well as day-to-day operations of their current vehicle fleet. Since the industry is heavily driven by cost, we choose to study the optimal assignment problem from a TCO standpoint, assuming that the lowest-cost powertrain option captures driving conditions and number of miles driven over the lifetime of the vehicle under that metric.

To represent diverse vehicle usage as well as the impact of multiple vehicle technologies on energy consumption and cost, both current and future, we leverage an agent-based transportation tools to model truck routes across the city of Chicago and its suburbs under various scenarios, combined a high-fidelity vehicle system simulation tool, to estimate individual truck energy consumption and cost. The results generated serve as a very large backbone dataset of vehicle-route energy outcomes that capture variability in vehicle classes, powertrain fleet distribution, vehicle technology, automation and connectivity levels, population, driving modes, ride-sharing extent, e-commerce impact, etc. All of these affect traffic and driving behavior: For example, connected and automated vehicle (CAV) technologies are likely to have significant effects not only on how vehicles operate in the transportation system but on how individuals behave and use their vehicles. In Section II-A we provide high-level details about the data generation process and a brief overview of the data content. For more details about the design of the experiment, the tools involved, and their capabilities, refer to\textsuperscript{7} and \textsuperscript{8}.

The rest of this article describes the development of a machine learning based vehicle-route assignment recommender system for MDHDT to efficiently identify cost effective technologies for different routes, cargo requirements, goods, energy cost, etc. from a total cost of ownership (TCO) perspective (Figure 1) with very limited known internal road dynamics (i.e using high level route information). With deployment goals in mind, the system needs to be lightweight, computationally efficient, accurate, and scalable for later integration into subsequent tools, allowing real-time querying. The objective of the
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paper is to provide and end-to-end deployable tool to support fleet decision making related to investments and technology usage.

Fig. 1: Summary view of the recommender system with the required inputs, assumptions and constraints to output a top-k ranking of recommended vehicles. For a given trip or set of trips and a flexible list of candidate vehicles, the system outputs a recommendation based on a fast energy consumption prediction that accounts for cost, time and other fleet constraints. Examples of such constraints are operational costs, charging/refueling time delays, delivery window requirements, and truck payload needs.

II. RECOMMENDER SYSTEMS

A. Background

Recommender systems—algorithms that predict users’ preferences among a large set of items based on their feedback—are widely used in many businesses today [9], [10], [11]. A recommender system learns the systematic relationship between users and items based on past behavior as well as the item attributes involved. These systems are used to establish personalized systems that recommend items to the users likeliest to use or buy them. Table I shows a direct similarity to our problem: We want to recommend vehicles for routes. Typically, recommender systems are built to deal with a large matrix of user–item pairs, while our system operates similarly in a very large matrix of vehicle–route possibilities. This approach also works well in a sparse setting, in which there is a large number of users and a big catalogue of items, but not all users interact with all items. In our case, the vehicle–route design matrix is large, but not all vehicles use all routes. Our goal is to predict a rating, in our case TCO, to rate each vehicle–route pair.

Recommender systems can be built with variety of techniques and complexities. Collaborative filtering is one of the most popular and powerful traditional algorithms for a recommendation system. It uses a sparse data matrix $R \in \mathbb{R}^{m \times n}$ in which each row represents a route and each column stands for a vehicle. A nonzero entry $r_{ui}$ of $R$ is the explicit feedback, i.e., rating, for the combination of route $u$ and vehicle $i$. Collaborative filtering leverages a method called low-rank matrix factorization, which computes the two low-rank matrices $V \in \mathbb{R}^{m \times k}$ and $P \in \mathbb{R}^{n \times k}$, $k << n$ and $k << m$, that contain the latent information on route–vehicle interaction. The loss function of collaborative filtering to minimize is formulated as follows:

$$\mathcal{L} = \sum_{(u,i) \in \Omega} (r_{ui} - v_u^T p_i)^2 + \lambda \|V\|_2 + \lambda \|U\|_2$$

where $v_u$ is the $u$-th row of $V$, $p_i$ is $i$-th column of $P^T$, $\Omega$ is the indices of nonzero entries of $R$, and $\lambda \geq 0$ is a regularizer parameter.

B. Advances in Recommender Models and Related Work

To generate more precise personalized recommendations, we can use a deep neural network to input rich external features of both routes and vehicles, such as vehicle characteristics or road structures, into the algorithms.

Deep neural networks have been widely used in recommendation systems to learn the complex interactions of features from users and items. He et al. [12] designed a neural-network version of collaborative filtering. They used an embedding layer to learn the latent factors $v_u$ and $p_i$, and they replaced the inner product with a more sophisticated fully connected neural network to learn the interaction of latent factors. Cheng et al. [13] proposed a neural recommendation system they called the Wide & Deep model that processes both raw and transformed features. It captures both linear and nonlinear interactions between features to learn and generalize users’ preference for items by jointly training a wide single-layer neural network and a deep multi-layer neural network. With a raw input vector $x \in \mathbb{R}^d$, the model computes its predictions $\hat{y}$ as follows:

$$\hat{y} = \sigma(W_{\text{wide}}^T [x, \phi(x)] + W_{\text{deep}}^T a^l + b)$$

where $\sigma(\cdot)$ is the sigmoid function, $a^l = f(W^l a^{l-1} + b^l)$ is the output of $l$-th layer with $a^0$ being the compressed dense embedding of $x$, and $[x, \phi(x)]$ is the concatenation of $x$ and its cross-product transformation $\phi(x)$.

Based on the Wide & Deep model, Guo et al. [14] proposed DeepFM, which replaces the wide model of Wide & Deep with a more efficient factorization machine model. The factorization machine measures the interaction of feature $i$ and feature $j$ by the inner product of latent vectors $V_i$ and $V_j$ with a given dimension $k$. Hence, the output of the factorization machine is the following:

$$\hat{y}_{\text{FM}} = W^T x + \sum_{j_1=1}^d \sum_{j_2=j_1+1} \langle V_i, V_j \rangle x_{j_1} x_{j_2}$$

| TABLE I: Typical product recommendation compared to a vehicle recommendation |
and DeepFM’s outputs are the following:

\[
\hat{y} = \sigma(y_{\text{FM}} + W_{\text{deep}}^T a^l + b)
\]

DeepFM improves the Wide & Deep model as it directly takes raw input \( x \) without the need for transformation. Wide & Deep is essentially the ensemble of a linear model and a high-order nonlinear model, and DeepFM captures the additional order-2 interactions. To learn users’ preference for items, it is popular to integrate a model that learns linear and order-2 interactions of features with a deep high-order nonlinear model. Researchers have proposed several approaches to generating the order-2 interactions and having models learn them. Adding to the work of Guo et al., [14], Lian et al. [15] introduced a convolutional neural network (CNN) approach called compressed interaction neural network (CIN) to learn these interactions, which they call extreme deep factorization machine (xDeepFM). xDeepFM encodes each feature in a vector of length \( D \). Each raw datum is embedded as \( X^0 \in \mathbb{R}^{m \times D} \), where \( m \) is the number of features. It then computes the \( k \) matrices of feature interactions through \( k \) layers and outputs \( X^k \in \mathbb{R}^{H_k \times D} \). Each row of \( X^k \) is computed recursively as follows:

\[
X^k = \sum_{i=1}^{H_k} \sum_{j=1}^{m} X^{k-1}_i \odot X^0_j, \quad 1 \leq h \leq H_k
\]

Based on each level of interaction, xDeepFM outputs the following:

\[
p = [p^1, \ldots, p^k] \in \mathbb{R}^{\sum_{i=1}^{k} H_k}
\]

where \( p^l = X^l \odot \mathbb{1} \) for \( 1 \leq l \leq k \), and \( \mathbb{1} \) is the vector of all 1s of length \( H_l \). xDeepFM integrates CIN with a linear model and a deep neural network. It can be formulated as follows:

\[
\hat{y} = \sigma(W_{\text{linear}}^T x + W_{\text{CIN}}^T p + W_{\text{deep}}^T a^l + b)
\]

Finally, here we introduce an additional approach to computing the interactions called “cross layer” designed by Wang et al. [16]. Given a input vector \( x^0 \in \mathbb{R}^{d} \), it computes its interaction with level \( k \) recursively as shown:

\[
x^k = x^0 \odot (W^{k-1} x^{k-1} + b^k) + x^{k-1}
\]

where \( W^{k-1} \in \mathbb{R}^{d \times d} \) and \( b^{k-1} \in \mathbb{R}^{d} \) are trainable weights and bias respectively. Here, we denote the cross layer operation as \( \psi(\cdot) \), so the \( k \)-th order interactions generated by the cross layer are \( x^k = \psi^k(x) \).

III. DATA AND LEARNING SETUP

A. Data Generation Process

In order to determine the energy consumption of a vehicle in a large metropolitan area under varying conditions and scenarios, it is necessary to model the entire transportation system, including people and goods movement. Activity demand is generated to become the basis for the generation of trips. Trips generate traffic flow, which in turn affects average trip speed. Trip information can then be used along with powertrain information to inform energy consumption. Argonne National Laboratory has developed a complete workflow to study this complex and multi-dimensional system by combining several simulation tools [7], [8]: Autonomie\(^2\), SVTrip [17], and POLARIS [18]. The workflow is shown in Figure 2.

POLARIS uses population and vehicle synthesis as well as activity demand generation and traffic flow. The freight transportation systems model is based on regional truck trip data [19] with an e-commerce MDT module [20]. The freight model is being updated to a fully agent-based freight model (named CRISTAL) with business firms and firm-specific delivery fleets [21],[22].

The route information is fed into SVTrip, which predicts the 1 Hz speed profile for each trip, which in turn is simulated with Autonomie to estimate the energy consumption of the transportation network for different vehicle technologies. This workflow operates offline as a data generator. A model is trained leveraging the data, deployed as a standalone model and integrated into the POLARIS Transportation System to make on-demand truck recommendations for new simulated fleets.

B. Masking and Latent Energy Learning

It is worth emphasizing that generated trips contain only basic information (expected average speed over link sequence) about the inner traffic dynamics. The goal is to learn energy consumption based on that incomplete summary-level dynamics information. Typically, high-resolution speed behavior is a key variable in estimating the energy profile, but in our setting the learning occurs without it: Our system learns the high-level route structure and vehicle–feature interactions and how they correlate to the energy consumed. As a result, in the process shown in Figure 2 the high-fidelity time series of vehicle speed dynamics is masked. The data used to train the energy model are vehicle parameters and high-level aggregated route information only. This approach means that future scenarios of this form could be constructed using readily available information such as that in HERE or Google Maps, this is consistent with information fleets have at their disposal in real world situations. POLARIS provides corresponding

\(^2\)Autonomie is a MATLAB-based software environment and framework for automotive modeling, control system design, simulation, and analysis.
aggregated link level activities: Generated trips are on the level of detail of expected link average speed, link length, speed limits, and so on. Although all internal dynamics that affect energy consumption are masked, we show that it is possible to learn aggregated-level energy consumption values quite accurately with a deep learning approach. When large-scale data is available, and with some tailored feature engineering, such a model is able to overcome latent information.

C. The Data

The generated data contains over 3.5 million trips over 30,000 Chicago links. It accommodates a wide range of vehicle classes: class 3, 4, 6, and 8 trucks of different types, such as pickups&delivery trucks, walk-ins, vans, boxes, long-hauls, etc. In addition, several powertrains were simulated with varying levels of electrification, component sizes, and technologies: from conventional to integrated starter generator (ISG) start-stop systems, hybrid electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs), and pure battery electric vehicles (BEVs). Different fuel types (gasoline, diesel, etc.) and automation levels (no automation, partial automation, etc.) and automation levels (no automation, partial automation, electric vehicles (BEVs). Different fuel types (gasoline, diesel, plug-in hybrid electric vehicles (PHEVs), and pure battery electric vehicles (BEVs). Different fuel types (gasoline, diesel, etc.) and automation levels (no automation, partial automation, full automation) are also included.

Let \( \mathcal{X} = \{(X_i, y_i)\}_{i=1}^N \) and \( \forall i, \ X_i \in \mathbb{R}^{T_i \times D} \) be the dataset of trips with \( T_i \) many links so that \( X_i = [x_1, \ldots, x_{T_i}] \), where \( x_t = [u_t, v_t] \in \mathbb{R}^D \) is a link. We define \( v_t \in \mathbb{R}^{D_1} \) and \( u_t \in \mathbb{R}^{D_2} \) as the vehicle features and link features, respectively, with \( D_1 + D_2 = D \) dimensional features. The labels \( y_i \in \mathbb{R}^{T_i \times 2} \) have two dimensions: the electricity consumption and fuel consumption of vehicles on each link. The entire sample space can be partitioned in many ways based on classes of a certain feature. We are mostly interested in two partitions: powertrain type and number of links. Because the number of links in a trip is an arbitrary positive integer, by the number of links in a trip, we can naturally partition our sample space into countably many disjoint subspaces:

\[
\mathcal{X} = \bigcup_{l \geq 0} \mathcal{X}_l, \quad \mathcal{X}_l = \mathbb{R}^{l \times D} \times \mathbb{R}^{l \times 2}
\]

\( \mathcal{X}_l \) is the collection of all possible trips that contains exactly \( l \) links. Then again, the sample space can be partitioned by the powertrain type:

\[
\mathcal{X}_c = \bigcup_{c=0}^4 G_c
\]

where the subscript stands for one of the five powertrain types, i.e., \( \{0 \ : \ BEV, 1 \ : \ Conv, 2 \ : \ ISG, 3 \ : \ HEV, 4 \ : \ PHEV\} \).

In this work, we will focus on how our model performs on each powertrain, as our goal is to make powertrain selection recommendations for given trips. As shown in Figure 3, the distribution of trips against the number of links is heavily skewed to the right. Most trips have fewer than 50 links. Table III shows key distribution statistics over the energy consumption of diverse powertrains. Fuel consumption mass values are converted to gasoline equivalent values in grams for a uniform comparison of the different fuel types, while electric consumption is in Wh. Note that the mean is significantly higher than the median, which indicates a large variance in consumption values. Therefore, we will analyze the errors against the number of links in trips to see whether the model is biased toward short trips.
engineered/derived from them. Examples of raw data are: link ID, the link entering time of the vehicle, the link length, the expected duration of stop on link, the expected duration of travel on link, the expected average speed on link and the speed limit on link. Those are direct output of POLARIS. Examples of manually engineered features are: delta link average speed of surrounding links, calculated proxies of congestion by comparing speeds to speed limits, length of previous and subsequent links, difference in speed between links over travel time as proxy to global acceleration, etc. Such calculated macroscopic level dynamics are aftereffect of more granular microscopic changes. Designed features that capture link sequence dependencies will explicitly guide and inform the model training to learn microscopic latent behavior. We note that the vehicle features used in the model are limited to major vehicle attributes that are in general considered available and known, or can be collected as shown in [23].

Trips have different lengths, and zero padding is a common way to equalize trip data points to the same shape. However, in our case, the trip length varies from 1 to 283, and padding jeopardizes the accuracy of the model. To better train our models, we experimented with different ways of batching the link sequence data, which varied by trip length. First, we grouped the data by similar trip length (with shuffling at the end of each epoch to introduce noise) to minimize padding within a batch. After grouping by similar trip length, we further experimented with quantile bucketing and binning of different sizes. That is, if \( T = \max_{1 \leq i \leq N} T_i \), we discretize the range of trip length into levels \( 0 = L_0 < L_1 < \cdots < L_m = T \). Based on this discretization, we partitioned the dataset into disjoint groups \( X = \bigcup_{k=1}^{m} G_k \), where \( X_i \in G_k \) if \( T_i \in (L_{k-1}, L_k] \). Then, for each group \( G_k \), we mapped all data points in \( G_k \) into \( \mathbb{R}^{L_k \times D} \) by padding with zeros.

Next, at the expense of less noise during training, we also grouped the sequence data by exactly the same trip length to avoid padding completely. This approach yielded the best result.

As explained earlier, if we treat each vehicle as an item and each link as a user, we turn our recommendation problem into a classic item–user recommendation. We recommend vehicles based on a trip, which is a sequence of links. In this setting, we want to recommend a vehicle to maximize the expected consumption on a given trip: We use the idea of an ensemble model and integrate models with their distinct functions to accurately predict energy consumption.

B. Structure

As mentioned in the previous section, the energy consumption of a vehicle on a link depends on the preceding and following links. For that portion of the model, we leverage a recurrent neural network with long short term memory (LSTM) cells \([23]\) of hidden size 128, stacked with a fully connected neural network to learn the sequential dependencies of link consumption. Given an input trip \( X \) with length \( T \), the output is formulated as follows:

\[
H = LSTM(X) \quad \hat{y}_{rnn} = g(H w_{rnn} + b_{rnn})
\]

where \( H \in \mathbb{R}^{T \times 128}, w_{rnn} \in \mathbb{R}^{128} \), and the output \( \hat{y}_{rnn} \in \mathbb{R}^{D}, g(\cdot) \) is the rectified linear activation function.

While the LSTM captures the interaction between links, we built two models that learn how the characteristics of the vehicle and route itself affect the energy consumption. First, we have a linear model that learns from direct features and the order-2 interaction of features. There are known feature relationships that directly and unambiguously correlate with energy (e.g., link length), which we want to explicitly capture to inform the model during training. To compute order-2 interactions, we use the cross layer from \([16]\) mentioned in Section II-B. Its advantage is its high efficiency in computation and memory. If we directly generate a flat vector of order-2 interactions of all features for a link, this brute-force approach will give a vector of length \( \left(D_2^2 + D\right) \) (cross terms plus squared terms), which makes computation very expensive. The cross layer operator outputs a vector of length \( D \) that contains all the cross terms and squared terms with trainable weights. It allows our model to capture the order-2 interactions with low cost. For each trip, the cross layer operator is applied link-wise, i.e., \( \psi(X) = (\psi(x_1), \ldots, \psi(x_T)) \). Our linear model is formulated as follows:

\[
\hat{y}_{linear} = g(H' w_{l1} + \psi(X) w_{l2} + b_l)
\]

Finally, we integrate a personalization component to learn the preference for each vehicle on each link. We have a deep model that resembles neural collaborative filtering. Based on \([12]\), we used two embedding layers to map vehicle ID and link ID into two latent vectors, \( \psi^v \) and \( \psi^l \), of dimension 32. Then, we concatenate the latent vectors and pass the result to a multi-layer network to train. For this deep model, we have the following:

\[
a^0 = (a_1^0, \ldots, a_T^0)
\]
with link-wise concatenated embedding \( a_t^0 = [v_t^0, p_t^0] \in \mathbb{R}^{64} \) for \( 1 \leq t \leq T \). For each layer, we have the following:
\[
a_t^l = f(W_j a_t^{l-1} + b_j) = (f(W_j a_t^{l-1} + b_j), \cdots, f(W_j a_T^{l-1} + b_j))
\]
where \( W_j \in \mathbb{R}^{H_j \times H_{l-1}} \) with \( H_0 = 32 \) and \( H_1 = 1 \). As we have one dense layer \( (W_l \in \mathbb{R}^{1 \times H_{l-1}}) \) in the end, we may define \( w_l = W_T^l \in \mathbb{R}^{H_{l-1}} \) and formulate the output \( a_t^l \) as follows:
\[
y_{\text{deep}} = f(a_l^{l-1} w_l + b_l)
\]

We integrate three models to predict the link-level consumption:
\[
y = \sigma(y_{\text{rnn}} + y_{\text{linear}} + y_{\text{deep}})
\]

The key to this modeling is that, because vehicles don’t enter or exit links the same way, similar (or even identical) links don’t necessarily yield similar energy profiles. In a given trip, a route is composed of a sequence of links, and the energy consumed depends on previous and subsequent links structures and characteristics. Modeling the entire sequence informs link-sequential effect of links. To further improve the generalization ability of our model, we impose an additional cumulative link recommendation will be based on the estimated consumption of the \( T \)-th link.

\[
C_{\text{link}} = \frac{1}{T} \sum_{t=1}^{T} (y_{t,i} - f(\Theta, \mathbf{x}_{t,i}))
\]

measures the model’s performance on each link. As we mentioned in the previous section, we group trips based on their length without padding. Trips in the same batch share a common \( T_i \), so objective function \([\ref{eq:4}]\) is precise in training.

For training and tuning purposes, we leveraged multiple graphics processing units (GPUs) spread across multiple machines via MultiWorkerMirroredStrategy, which implements synchronous distributed training across multiple workers, each with potentially multiple GPUs. With the help of roughly 30 machines, each with at least one GPU, we were able to decrease the model training and tuning time for a dataset of this scale. Our hyperparameter search space contained different hyperparameters spanning different areas of model development, including the different pre-processing approaches discussed in Section \ref{section2} model selection and design, but also training strategies to include/exclude or freeze the weights of the different sub-component models in the ensemble at different times during the training phase. In the remaining sections, we present the results of the best trained model.

### V. Results and Analysis

#### A. Metrics

We introduce several metrics to evaluate model performance. The most direct measurement for a regression problem is the mean absolute error (MAE), formulated as follows:
\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |y_{\text{trip}}^i - \hat{y}_{\text{trip}}^i|
\]

And Root mean square error (RMSE):
\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_{\text{trip}}^i - \hat{y}_{\text{trip}}^i)^2}
\]

Both MAE and RMSE average the size of errors, while RMSE is sensitive to the variance of errors. Let \( e_i = |y_{\text{trip}}^i - \hat{y}_{\text{trip}}^i| \) and \( X \) be the discrete uniform random variable on set \( \{e_i\}_{i=1}^{N} \). One can easily show that
\[
\text{RMSE}^2 = \mathbb{E}[X^2] = \text{Var}(X) + (\mathbb{E}[X])^2 = \text{Var}(X) + \text{MAE}^2
\]

That is, the difference between RMSE and MAE measures the variance of the errors. We use RMSE and MAE to evaluate the performance of our models in terms of both size and variance of errors.

On the other hand, RMSE and MAE have their flaws. There are some long trips in our dataset where energy consumption can reach tens of thousands of grams or kWh. In that case, a 1% error in prediction will lead to a large RMSE and MAE. Therefore, we also evaluate our model with two additional metrics: mean absolute percentage error (MAPE) and its variant mean arc-tangent absolute percentage error (MAAPE).

MAPE is defined as shown:
\[
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_{\text{trip}}^i - \hat{y}_{\text{trip}}^i}{y_{\text{trip}}^i} \right|
\]
which is the mean of absolute percentage error (APE), i.e., \( \frac{|y_{\text{true}} - y_{\text{pred}}|}{y_{\text{true}}} \). In other words, it expresses the error of the prediction in terms of a percentage. MAPE’s drawback is that it is extremely sensitive to outliers, especially when \( y_{\text{true}} \) is small. One outlier can make MAPE very large, and it is impossible to tell the model’s performance on the entire dataset from this large number. In order to fix this issue, Kim and Kim [23] introduced MAAPE, formulated as follows:

\[
\text{MAAPE} = \frac{1}{N} \sum_{i=1}^{N} \arctan \left( \frac{|y_{\text{true}}^i - y_{\text{pred}}^i|}{y_{\text{true}}^i} \right)
\]

MAAPE averages the arc-tangent absolute error (AAPE), \( \arctan \left( \frac{|y_{\text{true}} - y_{\text{pred}}|}{y_{\text{true}}} \right) \). Each absolute percentage error is bounded by \( \frac{\pi}{2} \) in MAAPE, so the value of MAPE will not be significantly affected by a small number of outliers when the sample size is large. AAPE also approximates absolute percentage error well for small errors. From the Taylor series of \( \arctan x \), we see that \( |\arctan x - x| = O(x^3) \) for \( x \in [0, \epsilon] \). As a result, MAAPE can give us a better idea of the overall performance of the model when there are outliers in errors.

### B. Validation Data

The validation set was generated by a random 20% split of the entire data. An important feature we focus on is the number of links in each trip. Since the model predicts the consumption on each link and outputs the summation as the prediction for a trip, the number of links in a trip can potentially play a role in the model’s accuracy. As shown in Figure 5, the distribution is heavily skewed to the right; most trips have fewer than 50 links, and there are few trips with more than 100 links.

The large number of links does not necessarily mean that the trip is long, as the length of a link varies across a wide range. However, we find that the number of links is strongly positively correlated to the trip length. The correlation coefficient of the two features is 0.83, which means a trip with more high number of links is very likely to be long. We identified only a few trips that are exceptionally long and have high energy consumption.

### C. Residual Analysis and Outliers

We first measured error by size, as shown in Table IV. As the validation data can be partitioned based on powertrain type, we also computed the error on each vehicle type, as shown. The model has fairly low MAE and RMSE on both fuel and electric consumption when compared to the range of the true values from the validation set statistics shown in Table IV.

#### TABLE IV: Statistics of the validation set

| Veh Type | mean | std  | min  | 25%  | 50%  | 75%  | max  |
|----------|------|------|------|------|------|------|------|
| Conv     | 7647.6 | 11645.8 | 107.2 | 597.7 | 2045.4 | 9828.8 | 83649.5 |
| HEV      | 6955.4 | 10679.7 | 0     | 525.1 | 1867.5 | 8797.6 | 77315.8 |
| ISG      | 7133.8 | 10927.8 | 11.5  | 540.8 | 1903.6 | 9167.6 | 93428.2 |
| PHEV     | 2360.8 | 5324  | 0     | 53.6  | 144.6  | 43939.4 |

| Veh Type | mean | std  | min  | 25%  | 50%  | 75%  | max  |
|----------|------|------|------|------|------|------|------|
| BEV      | 26566.9 | 38497.6 | 53.4  | 2203.1 | 7702.9 | 39004.4 | 293764.2 |
| PHEV     | 7133.4 | 10927.8 | 11.5  | 540.8 | 1903.6 | 9167.6 | 93428.2 |

#### TABLE V: Mean absolute error (MAE) and root mean squared error (RMSE) of trip energy consumption

The large difference between MAE and RMSE estimates indicates that the variance of the errors is large. This behavior suggests that the distribution of errors is skewed and extreme outliers might appear. Since the dataset is seriously imbalanced in terms of the number of links as well as the energy consumption values, we investigated the error size by the number of links. The RMSE and MAE over all trips with \( l \) many links are computed as follows:

\[
\text{RMSE}_l = \frac{1}{|X_l|} \sum_{(x_i, y_i) \in X_l} (f(x_i) - y_{\text{true}})^2
\]

\[
\text{MAE}_l = \frac{1}{|X_l|} \sum_{(x_i, y_i) \in X_l} |f(x_i) - y_{\text{true}}|
\]

RMSE and MAE by number of links are shown in Figure 4. It is clear that RMSE and MAE increase as \( l \) increases. However, it does not necessarily mean that the model performs worse on long trips. For example, Figure 5 shows the model’s prediction for a Class 3 hybrid truck’s trip. This trip has 121 links and is over 170 kilometers long. We see that the model predicts the consumption on each link quite precisely. The truck consumes 27.27 kg of fuel on the entire trip, while the model predicts the consumption to be 26.21. The model underestimates the consumption by only 4%, but this trip contributes an error of over 1 kg (1000 g) to MAE and MAE_{121}, which can appear to be a large number in absolute.

To further investigate the model’s performance on trips with different numbers of links, we computed the MAPE and MAAPE for each powertrain type separately. Defining \( G^+_l = \{(x_i, y_i) \in G_c | y_{\text{true}}^i \neq 0\} \), we compute the following:

\[
\text{MAAPE}^+_l = \frac{1}{|X_l \cap G^+_l|} \sum_{(x_i, y_i) \in X_l \cap G^+_l} \arctan \left( \frac{|f(x_i) - y_{\text{true}}^i|}{y_{\text{true}}^i} \right)
\]

We have \( c \in \{1, 2, 3, 4\} \) for fuel consumption and \( c \in \{0, 4\} \) for electric consumption. We present the result in Figure 6 in a plot of MAAPE against the number of links for each powertrain. For electric consumption, we note that the BEV is not sensitive to the number of links, while MAAPE^+_l (PHEV) increases slightly as \( l \) increases. For fuel consumption, the
Fig. 4: MAE and RMSE of trips by the number of links in the trip. The left-hand section shows plots of all trips of varying number of links. The right-hand side section shows trips with fewer than 100 links.

Fig. 5: Link level prediction and cumulative prediction of a trip.

errors of conventional and HEVs are not very sensitive to the number of links either. MAAPE\textsuperscript{i} increases as the \( l \) increases.

| Consumption | 25th  | 50th  | 75th  | 90th  | 95th  |
|-------------|-------|-------|-------|-------|-------|
| Fuel        | 0.003 | 0.006 | 0.017 | 0.057 | 0.157 |
| Electric    | 0.002 | 0.004 | 0.008 | 0.015 | 0.022 |

TABLE VI: AAPE percentiles of fuel consumption by non-electric vehicles and APE percentiles of electric consumption by BEVs and PHEVs

We computed the AAPE of fuel consumption over all trips in \( \bigcup_{c=1}^{4} G^c \) and the APE of electricity consumption over all trips in \( \bigcup_{0}^{1} G^c \). We list the percentiles of those errors in Table [VI]. For more than half of the trips, the predictions of our model are off by less than 0.6% and 0.4% for fuel and electric consumption, respectively. The predictions on more than 90% of the trips deviate from the ground truth by less than 5.7% and 1.5% for fuel and electric consumption, respectively. Figure [7] shows the fractional histogram of AAPE. For conventional, HEV, and ISG powertrains, our model has relative errors less than 10% for all but a negligible portion of trips. Our model also predicts most trips with APE errors less than 10%, but it struggles on a small portion of trips. The lower sub-figure of Figure [7] shows that our model predicts all but a few trips with relative errors less than 5%, which can also be seen in Table [VI].

In Figure [8], we see that a fully charged PHEV truck consumes electric energy at the beginning of a trip, as part of a charge depleting phase, and transitions to fuel consumption later in charge sustaining mode. The battery charge is depleted, and the model has some trouble anticipating an exact engine turn-on point. In other cases, due to the complexity of the PHEV engine controls, sporadic engine turn-on events are difficult to predict by this model. The indicator of such transitions or engine turn-on events is not completely contained in the features. As a result, the prediction of PHEVs is somewhat the least accurate. The relationship between macroscopic level vehicle speed and energy is, as expected, complex for PHEVs. This phenomenon is well studied in [26].

We summarize in Table [VII] the percentage error of the model broken down by powertrain. Overall, we conclude that the model does not show evidence of major bias towards short trips or towards specific powertrains and is adequate for subsequent tasks.

VI. RECOMMENDATION SYSTEM

A. TCO and Ranking System

Our recommender system is based on the energy model trained in the previous section. It is assumed that a fleet usually comprises a limited number of trucks, perhaps less than two hundred. As a result, instead of using an approximate nearest
neighbour search [27] to narrow down potential candidates into a small subset, we explicitly compute the estimated consumption of all vehicles for a given trip to give the best possible output. This brute force approach is more accurate and does not impose a computational burden given our setting. Let \( V \subset R^{D_2} \) denote the collection of all vehicles. Given a trip \( U \in R^{T \times D_1} \), we replicate \( v \) to match the length of the trip for each vehicle, concatenate the replicated tensor with route features to form input data point \( X \) for our model, and compute the estimated consumption for this vehicle, leveraging our model. The procedures of our recommendation system are shown in algorithm [1].
The next module extracts TCO values for the different candidates. The TCO is expressed in terms of $/mile and is made up of two parts. First, a manufacturer’s suggested retail price (MSRP) is calculated using a bottom up approach in which each component cost is determined based on technology and timeframe [2], [3]. MSRP is determined by summing up all component costs and multiplying by a retail price equivalent (RPE) factor of 1.2. It has been shown recently that such a rigid adjustment factor is not appropriate for all component technologies [23] due to the large differences in pricing strategies between manufacturers, vehicle classes, market segments, etc. In the future we plan to leverage top-down component cost estimates as presented in [23] to improve MSRP estimation, the key to accurate TCO computation. The second part of the TCO calculation accounts for operational expenses. An energy cost is calculated based on the cost of electricity, gasoline, or diesel fuels using the Annual Energy Outlook from the U.S Energy Information Administration (EIA) predictions [23]. The energy cost is calculated over an expected period of ownership years and various vehicle miles traveled distributions that depend on the vehicle/application use. Other TCO components such as discount rates (inflation and risk premium), depreciation, and resale value are also considered in the calculation. Maintenance and insurance costs are not taken into account.

Based on TCO results, we designed a formula to rank the candidates on a scale of 1 to 5. Let \( \tilde{y} \in \mathbb{R}^n \) be the estimated TCOs of \( n \) candidates for a given trip. We rank each candidate by the following:

\[
\begin{align*}
    r &= 4 \times \exp \left( \frac{\tilde{y} - \alpha}{\alpha} \right) + 1
\end{align*}
\]

In equation [6], we map \( \frac{\tilde{y} - \alpha}{\alpha} \), the relative distance of TCOs to a target value \( \alpha \), to set \( \{1, 2, 3, 4, 5\} \). If we have some previous observations of energy consumption on the trip, we set \( \alpha \) to be the expected optimal consumption, and let \( \alpha = \min \{\alpha, \min \tilde{y}_i\} \). If the expected optimal value is unknown, we set \( \alpha = \min \tilde{y}_i \).

Figure 9 shows an example of five candidate vehicles recommended for a given trip.

**Algorithm 1: Recommend vehicles from \( V \)**

**input**: A new trip \( U \in \mathbb{R}^{T \times D_1} \), a set of candidate vehicles \( V \subset \mathbb{R}^{D_2} \), evaluation model \( f \).

**output**: Recommendation \( v^* \) and consumption table.

\[
\begin{align*}
    \text{Table} &= \{}; \quad \text{for } v \in V \text{ do} \\
    & \quad \{u_1, v, \cdots, [u_f, v]\} \leftarrow X; \quad f(X) \leftarrow y \text{ Estimate consumption}; \\
    & \quad \tilde{y} \leftarrow y \text{ Compute TCO}; \\
    \text{end} \\
    v^* &= \arg \min \tilde{y}
\end{align*}
\]

![Fig. 9: Recommendation of five candidate vehicles evaluated for a single given trip. We call this framework VRecSysOne.](image)

**B. General Assignment Problem**

In addition to computing TCO and performing single trip recommendations, we have extended the recommender system to optimize for a more general assignment problem. In this setting, given \( n \) vehicles and \( m \) trips (\( n \geq m \)), the goal is to select the best \( m \) vehicles to minimize the total TCO of all \( m \) trips. In other words, we would like to minimizes total TCO of the fleet in its entirety by optimally distributing/deploying trucks over various trips. As shown in Figure 10 this problem is equivalent to finding the minimum perfect matching of a complete weighted bipartite graph \( G = (V \sqcup U, E) \). The algorithm that yields the optimal solution of this problem is the Kuhn-Munkres algorithm [29], which solves this problem via a primal-dual approach. The primal linear programming (LP) is formulated as

\[
\begin{align*}
    \text{minimize} & \quad \sum_{i \in V, j \in U} w_{ij} x_{ij} \\
    \text{subject to} & \quad \sum_{i \in V} x_{ij} = 1, j \in U \\
    & \quad \sum_{j \in U} x_{ij} = 1, i \in V \\
    & \quad x_{ij} \geq 0, \quad i \in V, j \in U
\end{align*}
\]

Thanks to the fundamental theorem of linear programming, the optimal solution of this problem will be found at a corner point over the feasible polytope. It guarantees the optimal solution is an 0-1 vector, i.e., \( x_{ij} \in \{0, 1\}, \forall i, j \). Hence, this LP is
equivalent to our assignment problem. By solving the dual of the LP:

$$\text{maximize} \sum_{i \in A, j \in B} u_i + v_j$$

subject to \( u_i + v_j \leq w_{ij}, \forall i \in V, j \in U \)

the K-M algorithm is guaranteed to obtain the optimal solution with complexity \( O(|V||U|^2) \). The recommender system takes a \( n \) by \( m \) matrix consisting of TCOs and outputs a vector of length \( m \) encoded IDs of optimal vehicles. Figure 11 shows an example of assignment input and output for the case of \( n = m = 3 \). In this example, we note that the electric truck is not assigned to the first trip (best option) but instead assigned to the third trip (highest TCO). The full hybrid truck is deployed to the first trip, to benefit the total cost of the entire fleet.

![Image](image.png)

Fig. 11: Example of a general assignment problem in which \( n = m = 3 \), i.e., three trucks are to be optimally deployed over three trips such that fleet level TCO is minimized.

C. Application

The recommendation system developed here is applied within a large-scale agent-based travel demand simulator called POLARIS [18]. Applying such a model on hundreds of thousands of trips within a forecasting tool helps identify the possible spatial and temporal impacts of random and optimal vehicle type assignments for commercial trips. A brief overview of POLARIS and its components is next, along with details on integration, and highlights of use case plans.

1) POLARIS: POLARIS is an agent-based activity-based travel demand forecasting tool that simulates all personal and freight travel for a given region across a 24-hour travel day. Residents in the region are synthesized based on underlying demographics to match all cross-tabulations of age, gender, household income, household size, and other key metrics from the U.S. Census Bureau’s Public Use Microdata Sample (PUMS) [30].

On the personal travel side, activities are then planned and scheduled for traveler agents [31] from this synthetic population, and several econometric choice frameworks are applied to choose the destination for the activity, start time, and travel mode to travel to the chosen activity location.

Currently, on the freight side, commercial trips both inside and external to the region (i.e., trips originating or terminating outside the region) are modeled through a top-down framework that decomposes aggregate data into individualized trips so that congestion patterns can be calibrated for a region [19]. A full agent-based freight model was first implemented in [52] including an e-commerce MDT module [20], and is being extended with data-driven processes and a robust framework named CRISTAL (Collaborative, Informed Strategic Trade Agents with Logistics) as proposed in [22]. The CRISTAL framework creates a synthetic population of firm agents and their member establishments using data from the US Census County Business Patterns and other sources. Fleets for each firm are modeled using a Seemingly Unrelated Regression with Latent Tobit Variables (SURTLV) approach [33] that includes variables for customer service and logistics sophistication strategies of firms [34] using data from the CoStar real estate database, the US Securities and Exchange Commission, and other sources. The SURTLV model predicts the number of MDT and HDT owned by each firm. The CRISTAL framework is being integrated with POLARIS to create a fully agent-based passenger and freight model that supports several travel modes ranging from household vehicles (single or high-occupancy trip), non-motorized travel (walk or bike), use of a ride-hailing fleet [55], and medium and heavy-duty freight trips. With all travel demand in place, a time-dependent A* router provides trajectories taking into account travelers’ expected user equilibrium path through information mixing from historical information [56]. Vehicles move on the network abiding by traffic flow principles [37] with powertrain-specific decision-making available such as electric vehicle battery consumption and charging.

2) Model Integration and plans: POLARIS is a powerful large-scale travel demand model encompassing several travel behaviors for a realistic forecast. Integrating the recommendation system into POLARIS was done through the Lite interface of the large-scale machine-learning estimation and prediction tool TensorFlow [38]. TensorFlow Lite provides a lightweight interface for machine-learning model prediction and is typically used to deploy models on micro devices, such as phones and tablets. With its low latency and low memory framework, the recommendation system can be used within POLARIS with minimal impact on memory or computational footprint while still leveraging robust results.

The next steps will be first to integrate the recommendation system with each fleet, then to deploy the integrated system in studies involving alternative powertrains for MD/HD freight, with powertrain options including diesel, gasoline, electric, and hydrogen. The system will be implemented at the operational level, where routes are generated for each vehicle that is conducting pickup and delivery tours. Information on these operational demands (the routes and their characteristics such as length) will be used with a feedback loop to the recommender system to evaluate the optimal powertrain mix for the fleet. The resulting route and powertrain outputs will be combined to evaluate energy and emissions for each fleet, which can be aggregated up to study regional freight system impacts.
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VI. CONCLUSION AND DISCUSSION

This work shows how an end-to-end vehicle–route recommender system framework can be designed by leveraging large-scale trip/route data and deep learning models. In our setup, the trip, route, vehicle and energy data are generated by a suite of transportation system and vehicle modeling tools using a wide range of representative mobility scenarios across an entire metropolitan area in varying conditions. We presented a latent energy learning model that attempts to correlate energy outcomes at the link (road segment) level with road and high-level trip information only, i.e., with masked high-resolution speed profiles. On the basis of highly accurate energy models, subsequent blocks of the algorithm perform single trip recommendations for a list of vehicle candidates by considering TCO metrics. In its more general form, we have implemented a general assignment functionality for which the recommender system can be leveraged to optimally deploy several trucks over several defined trips. For fleets, this can support investment decisions (e.g., which combination of vehicle technologies would allow to minimize TCO) as well as match individual vehicles to routes on any particular day. It represents real world situations in which routing can be known up to a certain level of traffic fidelity. With a given truck inventory and/or availability specific to the fleet, the recommender model facilitates cost-effective deployment of trucks to routes. Finally, we’ve deployed and integrated the model into the POLARIS agent-based transportation system tool for online and real-time truck recommendations within the modeled fleets.

Route selection has a big impact on the vehicle technology choice. Different powertrain choices, and investment decisions are made on the basis of cost, energy, time or other psychological aspects. For example, [49] investigates this optimum routing assignment for electric vehicles (in comparison to conventional vehicles) via specific energy modeling and microscopic simulation (i.e. with known speed profile). [40] and [41] studied eco-routing comparisons between various vehicle technologies while retaining micro information. [42], among others [43], analyze thoroughly conditions for energy efficient assignment, leveraging data and simulation, and point out that macroscopic tools lack of fidelity for an accurate energy estimation. In fact, [44] discusses the complexity involved. In our work, we overcome the need to depend on microscopic level information, this was tackled in earlier studies via different approaches [45], [46], [47], [48], [49], and [50] developed a sophisticated eco-routing framework on that basis. We proposed here a deep learning perspective to predict accurate energy consumption values in a macroscopic setting, that learns latent (microscopic) information via careful model design and feature engineering. Under the umbrella of a recommender system, we applied the framework to routing, and technology dependent cost-efficient assignment problems as attempted previously by [51]. This new framework is very relevant, for example, to freight companies.
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