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Abstract

In this work, we propose a residual-based a posteriori error estimator for algebraic flux-corrected (AFC) schemes for stationary convection-diffusion equations. A global upper bound is derived for the error in the energy norm for a general choice of the limiter, which defines the nonlinear stabilization term. In the diffusion-dominated regime, the estimator has the same convergence properties as the true error. A second approach is discussed, where the upper bound is derived in a posteriori way using the Streamline Upwind Petrov Galerkin (SUPG) estimator proposed in [JN13]. Numerical examples study the effectivity index and the adaptive grid refinement for two limiters in two dimensions.

Keywords: a posteriori estimator, steady-state convection-diffusion equations, algebraic flux correction (AFC) schemes, SUPG finite element method, energy norm

1 Introduction

In this paper we will study the steady-state Convection-Diffusion-Reaction equations given as follows:

\[-\varepsilon \Delta u + b \cdot \nabla u + cu = f \quad \text{on } \Omega,\]
\[u = u_D \quad \text{on } \Gamma_D,\]
\[\varepsilon \partial_n u = g \quad \text{on } \Gamma_N,\]

(1)

where \(\varepsilon > 0\) is the constant diffusion coefficient, \(b\) is the convective transport flow with \(\nabla \cdot b = 0\), \(c\) is the reaction, \(\Omega\) is a polygonal domain in \(\mathbb{R}^d\), \(d \geq 2\), with Lipschitz boundary \(\Gamma\) consisting of two components the Dirichlet boundary, \(\Gamma_D\) and the Neumann boundary, \(\Gamma_N\), and \(u_D\) and \(g\) are the Dirichlet and Neumann boundary conditions, respectively. Such equations model the transport of a quantity such as a temperature or concentration. We are interested in the case when convection dominates diffusion as it leads to the formation of layers on the boundary and in the interior of the domain. Hence, one would like a discretization that approximates these layers properly, i.e., they should be sharp and physically consistent, which for Convection-Diffusion-Reaction equations means that they satisfy the discrete maximum principle (DMP). In this work, we focus on nonlinear discretizations, namely the algebraic flux correction schemes (AFC) (see [Kuz06, Kuz07]). The AFC schemes belong to a small class of discretizations that not only compute the layer sharply but also give physically consistent results. The first convergence analysis relating to the AFC schemes has been proposed in [BJK16] using the so-called Kuzmin limiter. The analysis regarding the DMP and convergence of the scheme
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relies on certain assumptions on the grid. A new definition of the stabilization parameter has been proposed in [BJK17], called the BJK limiter, which makes the scheme linearity preserving. The first comprehensive study regarding the solvability of the nonlinear problem arising in the AFC scheme has been presented in [JJ20, JJ19] where it has been noted that the nonlinear problem arising for the BJK limiter is more difficult to solve as compared to the Kuzmin limiter.

An approach to approximate the layers properly and reduce the number of unknowns is the use of highly non-equidistant meshes instead of equidistant (or uniform) meshes. One may begin with some uniform mesh, compute a numerical solution on it, and then use information from this to adapt the grid in an a posteriori way, thereby obtaining a grid more suited to the problem. This technique is referred to as adaptive methods based on a posteriori error estimation. Modern interest in a posteriori error estimation for finite element methods (FEMs) for two-point boundary value problems began with the pioneering work of Babuška and Rheinboldt [BR78]. In the review, [Sty05] the author prophesizes that adaptive methods will triumph over other methods to solve Convection-Diffusion-Reaction equations.

A posteriori error estimation for Convection-Diffusion-Reaction equations has received a lot of attention from the past three decades. A review of all the estimators proposed for these equations is beyond this work scope, but some examples of estimators obtained using different techniques can be found in [Ver98, APS05, San08, JN13]. One of the initial studies for the comparison of different estimators using the Streamline Upwind Petrov Galerkin (SUPG) solution of Convection-Diffusion-Reaction equations was done in [Joh00], and it was shown that none of the estimators was robust with respect to the diffusion coefficient, \( \varepsilon \). By robustness, we mean that the equivalence constants between the estimator and the error should be independent of how much convection-dominated the problem is. Work towards deriving a robust estimator was proposed in [Ver05] where the analysis from [Ver98] was extended by adding a dual norm of the convective derivative to the energy norm, but the additional term in the norm can only be approximated. A generalization of the robust estimators was considered in [TV15], where the analysis was applied to linear stabilized schemes. Robust a posteriori error estimators for \( L^1(\Omega) \) and \( L^2(\Omega) \) norm of the error can be found in [HDF+06, HFD08, HDF11]. In [JN13] a robust estimator is proposed in the same norm in which the a priori analysis is performed for the SUPG method, namely the SUPG norm. Here the analysis relied on certain hypotheses, including the interpolation of the solution.

One of the drawbacks of all the above-mentioned estimators is the presence of certain constants which can only be approximated. Results related to finding a fully computable upper bound for the error of convection-diffusion equations have gained attention recently and can be found in [AABR13, ESV10]. For the algebraic flux correction schemes (AFC), a fully computable estimator was proposed in [ABR17] with respect to the energy norm. This was the first work where an a posteriori error estimator has been derived for the AFC schemes to the best of our knowledge. It is shown that the estimator is not robust with respect to \( \varepsilon \), and also the local efficiency of the scheme relied on certain assumptions, including the Lipschitz continuity of the nonlinear term and the linearity preservation of the scheme.

In this work, we propose a new residual-based estimator for the AFC schemes in the energy norm. Our analysis will consider piecewise linear elements as AFC schemes are restricted to the lowest order element. Results on some concrete choices of constants that appear in certain trace inequalities will be presented. The paper is organized as follows: Sec. 2 introduces certain notations, definitions, and auxiliary results that will be used in our a posteriori error analysis. In Sec. 3 a global upper bound and a formal local lower bound are derived for the error in the energy norm. The reason for calling the lower bound a formal lower bound will be made clear later.
in the paper. Here, we also present another strategy for deriving an upper bound using the SUPG solution. Result obtained with numerical simulations are presented in Sec. 4 in two dimensions. Main observations include that the proposed residual-based error estimator has, in the diffusion-dominated regime, the same convergence properties as the true error, the actual choice of the limiter plays a minor role in the strategy which uses the SUPG solution, and that the convergence of the AFC scheme with Kuzmin limiter becomes irregular on adaptive grids with red-green refinements (see [Ver13]) once the problem becomes locally diffusion-dominated. Finally, some conclusions and an outlook are given.

## 2 Preliminaries

Throughout this paper we use standard notions for Sobolev spaces and their norms (see [Ada75]). Let $\Omega \subset \mathbb{R}^d$ be a measurable set, then inner product in $L^2(\Omega)$ is denoted by $(\cdot,\cdot)$. The norm (semi-norm) on $W^{m,p}(\Omega)$ is denoted by $\| \cdot \|_{m,p,\Omega}$ ($| \cdot |_{m,p,\Omega}$), with the convention $\| \cdot \|_{m,\Omega} = \| \cdot \|_{m,2,\Omega}$.

In Eq. (1) the Dirichlet part $\Gamma_D$ has a positive $(d-1)$-dimensional Lebesgue measure and $\partial \Omega^- \subset \Gamma_D$, where $\partial \Omega^-$ being the inflow boundary of $\Omega$, i.e.,

$$\partial \Omega^- = \{ x \in \partial \Omega : \mathbf{b}(x) \cdot \mathbf{n}(x) < 0 \},$$

where $\mathbf{n}(x)$ is the outward unit normal. We assume that $\epsilon \in \mathbb{R}^+$, $\mathbf{b} \in W^{1,\infty}(\Omega)$, $c \in L^\infty(\Omega)$, $f \in L^2(\Omega)$, and Eq. (1) is scaled such that $\| \mathbf{b} \|_{L^\infty(\Omega)} = \mathcal{O}(1)$ and $\| c \|_{L^\infty(\Omega)} = \mathcal{O}(1)$. We are interested in the case of convection domination, so we have additional assumption of $0 < \epsilon \ll 1$.

It is well known that under the assumption

$$\left( c(x) - \frac{1}{2} \nabla \cdot \mathbf{b}(x) \right) \geq \sigma_0 > 0,$$

Eq. (1) possesses a unique weak solution $u \in C(\bar{\Omega}) \cap H^1_D(\Omega)$ that satisfies

$$a(u, v) = (f, v) + (g, v)_{\Gamma_N} \quad \forall v \in H^1_D(\Omega),$$

with

$$a(u, v) = \epsilon (\nabla u, \nabla v) + (\mathbf{b} \cdot \nabla u, v) + (cu, v),$$

$$H^1_D(\Omega) = \{ v \in H^1(\Omega) : v|_{\Gamma_D} = u_D \}, \quad H^1_{0,D}(\Omega) = \{ v \in H^1(\Omega) : v|_{\Gamma_D} = 0 \},$$

the duality pairing between $H^1_{0,D}(\Omega)$ and it’s dual, and $\langle \cdot, \cdot \rangle_{\Gamma_N}$ the duality pairing restricted to the Neumann boundary, e.g. see [RST08 Sec. III.1.1].

The algebraic flux correction scheme for Eq. (1) reads as (see [BJK16]): Find $u_h \in W_h (\subseteq C(\bar{\Omega}) \cap H^1_{0,D}(\Omega))$ such that

$$a_{\text{AFC}}(u_h; u_h, v_h) = (f, v_h) + (g, v_h)_{\Gamma_N} \quad \forall v_h \in V_h (\subseteq C(\bar{\Omega}) \cap H^1_{0,D}(\Omega)),$$

with $a_{\text{AFC}}(\cdot, \cdot) : H^1_{0,D}(\Omega) \times H^1_{0,D}(\Omega) \to \mathbb{R}$ such that

$$a_{\text{AFC}}(u_h; u_h, v_h) := a(u_h, v_h) + d_h(u_h; u_h, v_h),$$

where $W_h$, $V_h$ are linear finite-dimensional subspaces of $C(\bar{\Omega}) \cap H^1_{0,D}(\Omega)$ and $C(\bar{\Omega}) \cap H^1_{0,D}(\Omega)$, respectively,

$$d_h(w; u, v) = \sum_{i,j=1}^N (1 - \alpha_{ij}(w)) d_{ij} (u(x_j) - u(x_i)) v(x_i) \quad \forall u, v, w \in C(\bar{\Omega}),$$
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\( \alpha_{ij}(w) \) are the solution-dependent limiters, \( d_{ij} \) is the artificial diffusion matrix defined by
\[
d_{ij} = - \max\{\alpha_{ij}, 0, \alpha_{ji}\}, \quad i \neq j, \quad d_{ii} = - \sum_{j=1, j \neq i}^{N} d_{ij},
\]
a\( i \) the stiffness matrix entries corresponding to Eq. (11), \( N \) the total number of nodes, and \( a(u_h, v_h) \) is given by Eq. (4). For our analysis we will be assuming homogeneous Dirichlet conditions, i.e., \( u_D = 0 \).

In [BJKR18] a different representation of \( d_h(\cdot, \cdot) \) is given for conforming piecewise linear finite element functions \( u \) and \( v \), which reads as
\[
d_h(w; u, v) = \sum_{E \in \mathcal{E}_h} (1 - \alpha_{E}(w)) |d_E| \nabla u \cdot t_E, \quad \nabla v \cdot t_E),
\] where \( \mathcal{E}_h \) is the set of all edges, \( t_E \) is the tangential unit vector on edge \( E \), and \( (\cdot, \cdot)_E \) is the \( L^2 \) inner product defined on \( E \). Results regarding the existence and uniqueness (of the linearized system) of the solution can be found in [BJK16]. We want to note here that by abuse of notation \( \alpha_{ij} \) and \( \alpha_{E} \) refer to the same quantities, i.e., the solution-dependent limiters (similarly for \( d_{ij} \) and \( d_E \)). The notation \( \alpha_{E} \) and \( d_E \) will be used while referring to the \( d_h(\cdot, \cdot) \) formulation given by Eq. (7).

For \( u, v, w, u_1, u_2 \in C(\Omega) \) we have the following properties of \( d_h(\cdot, \cdot) \) (see [BJK16]),
1. **Non-negativity**: \( 0 \leq d_h(w; v, v) \).
2. **Linearity**:
\[
d_h(w; u_1 + u_2, v) = d_h(w; u_1, v) + d_h(w; u_2, v),
\]
d\(h(w; v, u_1 + u_2) = d_h(w; v, u_1) + d_h(w; v, u_2).\)
3. **Semi-Norm property, Cauchy-Schwarz inequality**:
\[
d_h(w; u, v) \leq \|d_h^{1/2}(w; u, u)\|^{1/2}_h(w; v, v).
\]

Our a posteriori error estimator will be derived with respect to the energy norm,
\[
\|v\|_a^2 = \|v\|_{1, \Omega}^2 + \sigma_0 \|v\|_{0, \Omega}^2 \quad \forall v \in H^1(\Omega).
\]

We would also like to mention the induced AFC norm of the system, which is used for its a priori analysis ([BJK16] [BJK17]) and which is the starting point of our a posteriori analysis,
\[
\|u\|^2_{AFC} = \|u\|^2_a + d_h(u_h, u, u) \quad \forall u \in H^1(\Omega).
\]

Let \( \{T_h\} \ (h > 0) \) be a family of triangulations consisting of simplices that partitions \( \Omega \). It will be assumed that the partitions are admissible, i.e., any two mesh cells are either disjoint, or share a complete \( m \) face, \( 0 \leq m \leq d - 1 \). Next, we assume its shape regularity, i.e., there exists a constant \( C_{shrg} > 0 \) such that for each mesh cell \( K \in T_h \) holds
\[
\rho_K \geq C_{shrg} h_K,
\]
where \( h_K \) and \( \rho_K \) denote the diameter of \( K \) and the diameter of the largest ball inside \( K \), respectively. The characteristic parameter of the triangulation is given by \( h = \max_{K \in T_h} \). We use \( |K| \) as a symbol for the volume of a mesh cell \( K \). The boundary \( \partial K \) of \( K \) consists of \( m \)-dimensional linear manifolds, \( 0 \leq m \leq d - 1 \), called \( m \)-faces. The \( 0 \)-faces are the vertices of the mesh cell, the \( 1 \)-faces are the edges, and the \( (d-1) \)-faces are called facets or faces. The set of all edges is denoted
by $\mathcal{E}_h$ and the edges of a mesh cell $K$ by $\mathcal{E}_h(K)$. The set of all faces is denoted by $\mathcal{F}_h = \mathcal{F}_{h,\Omega} \cup \mathcal{F}_{h,D} \cup \mathcal{F}_{h,N}$, where $\mathcal{F}_{h,\Omega}$, $\mathcal{F}_{h,D}$, and $\mathcal{F}_{h,N}$ denote the interior, Dirichlet, and Neumann faces, respectively. In 2d, it holds that $\mathcal{E}_h = \mathcal{F}_h$. The set of mesh cells having a common face $F$ is denoted by $\omega_F = \bigcup_{K \subset \partial K} \omega_K$. The patch of mesh cells that have a joint face with $K$.

Remark 1 (Consequences of the shape regularity assumption (12)). We will only discuss the 2d case here, but the result can be extended to 3d.

Denote the edges of an arbitrary triangle $K$ by $E_1$, $E_2$, and $E_3$, the angle opposite the edge $E_i$ by $\theta_i$, and the length of $E_i$ by $h_{E_i}$, $i = 1, 2, 3$. Then, the diameter of the largest ball inside $K$ can be computed by

$$\rho_K = \frac{2 |K|}{h_{E_1} + h_{E_2} + h_{E_3}}.$$  

Hence, for a given triangulation, one can compute $\rho_K / h_K$ for each mesh cell, such that one gets information on the constant $C_{\text{shrg}}$. Likewise, it is

$$\rho_K = \frac{h_{E_i}}{\cot \frac{\theta_i}{2} + \cot \frac{\theta_i}{2}}$$

and similarly for the other edges. Since $\theta_2 > 0$, $\theta_3 > 0$, and $\theta_2 + \theta_3 < \pi$, one can check that the denominator is larger than 2 such that $\rho_K < h_{E_1}$ and similarly for the two other edges:

$$h_{E_i} > \rho_K, \quad h_{E_i} \geq C_{\text{shrg}} h_K, \quad i = 1, 2, 3.$$  

In 2d, the shape regularity condition (12) is equivalent with the minimal angle condition, i.e., there is a minimal angle $\theta_0 > 0$ for all triangles and all triangulations from the family of triangulations (see [Cia78, Pg. 130, 3.1.3]). The minimal angle condition implies a maximal angle condition. Altogether, there is a positive constant say, $C_{\cos} < 1$ such that for all $T_h$ and all $K \in T_h$

$$\cos(\theta_i) \leq C_{\cos} \quad i = 1, 2, 3.$$  

For a given triangulation, $C_{\cos}$ can be computed. This remark would be used later in the computation of certain constants related to the estimate of the trace on the edge cell.

2.1 Limiters

To end the preliminaries, we mention the limiters used in the discussion and the numerical simulations.

2.1.1 Kuzmin Limiter

This limiter has been proposed in [Kuz07]. It is applicable to $P_1$ and $Q_1$ elements. The existence and uniqueness (of the linearized) of the solution have been proposed in [BJK16]. The limiters are computed as follows:

1. Compute

$$P_i^+ = \sum_{j=1, a_{ij} \leq a_i}^N \max \left\{ d_{ij} (u_j - u_i), 0 \right\},$$

$$P_i^- = \sum_{j=1, a_{ij} \leq a_i}^N \min \left\{ d_{ij} (u_j - u_i), 0 \right\}.$$
2. Compute
\[Q_i^+ = \sum_{j=1}^{N} \min\{d_{ij}(u_j - u_i), 0\}, \quad Q_i^- = -\sum_{j=1}^{N} \max\{d_{ij}(u_j - u_i), 0\}.\]

3. Compute
\[R_i^+ = \min \left\{ 1, \frac{Q_i^+}{P_i^+} \right\}, \quad R_i^- = \min \left\{ 1, \frac{Q_i^-}{P_i^-} \right\}, \quad i = 1, \ldots, M,\]
where \(M\) are the number of non-Dirichlet degrees of freedoms. If the \(P_i^+\) or \(P_i^-\) is zero, we set \(R_i^+ = 1\) or \(R_i^- = 1\), respectively. \(R_i^+\) and \(R_i^-\) are set to 1 for Dirichlet nodes as well.

4. Compute
\[\alpha_{ij} = \begin{cases} \frac{1}{R_i^+} & \text{if } d_{ij}(u_j - u_i) > 0, \\ 1 & \text{if } d_{ij}(u_j - u_i) = 0, \\ \frac{1}{R_i^-} & \text{if } d_{ij}(u_j - u_i) < 0. \end{cases}\]
for \(i, j = 1, \ldots, N\).

### 2.1.2 BJK Limiter
This limiter has been proposed in [BJK17] which makes the AFC scheme linearity preserving. This limiter is only applicable to \(P_1\) elements. For a detailed review of the limiter, we refer to [BJK17]. The limiters are computed as follows:

1. Compute
\[P_i^+ = \sum_{j \in N_i \cup \{i\}} \max\{d_{ij}(u_j - u_i), 0\}, \quad P_i^- = \sum_{j \in N_i \cup \{i\}} \min\{d_{ij}(u_j - u_i), 0\},\]
where \(N_i\) is the set of nodes for which there is an entry in the stiffness matrix’s sparsity pattern, i.e., \(N_i\) is the set of all neighbor degrees of freedom of \(x_i\) including \(x_i\).

2. Compute
\[Q_i^+ = q_i (u_i - u_i^{\text{max}}), \quad Q_i^- = q_i (u_i - u_i^{\text{min}}),\]
where
\[u_i^{\text{max}} = \max_{j \in N_i} u_j, \quad u_i^{\text{min}} = \min_{j \in N_i} u_j, \quad q_i = \sum_{j \in N_i} \gamma_i d_{ij},\]
and \(\gamma_i\) is a positive constant computed for interior nodes as given in [BJK17] Rem. 6.2].
3. Compute

\[ R_i^+ = \min \left\{ 1, \frac{Q_i^+}{P_i^+} \right\}, \quad R_i^- = \min \left\{ 1, \frac{Q_i^-}{P_i^-} \right\}, \quad i = 1, \ldots, M. \]

If the \( P_i^+ \) or \( P_i^- \) is zero, we set \( R_i^+ = 1 \) or \( R_i^- = 1 \), respectively. \( R_i^+ \) and \( R_i^- \) are set to 1 for Dirichlet nodes as well.

4. Compute

\[ \alpha_{ij} = \begin{cases} 
R_i^+ & \text{if } d_{ij}(u_j - u_i) > 0, \\
1 & \text{if } d_{ij}(u_j - u_i) = 0, \\
R_i^- & \text{if } d_{ij}(u_j - u_i) < 0,
\end{cases} \quad i = 1, \ldots, M, \quad j = 1, \ldots, N. \]

Finally, one sets

\[ \alpha_{ij} = \min \{ \alpha_{ij}, \alpha_{jj} \}, \quad i, j = 1, \ldots, M, \quad \alpha_{ij} = \alpha_{ij}, \quad i = 1, \ldots, M, \quad j = M + 1, \ldots, N. \]

### 2.2 Auxiliary Results

In this subsection, we would mention certain standard results used for a posteriori error estimation. We would also give some concrete choices of constants in certain trace results. We will assume that the triangulations are regular.

**Lemma 2. (Inverse estimate)** ([BS08, Lemma 4.5.3]) Let \( C_{shrg}h \leq h_K \leq h \), where \( 0 < h \leq 1 \), and \( \mathcal{P}_h \) be a polynomial subspace of \( H^m(K) \). Then for \( 0 \leq l \leq m \) there exists a constant \( C_{inv} \) such that for all \( v \in \mathcal{P}_h \) and \( K \in \mathcal{T}_h \), we have

\[ \| v_h \|_{m, K} \leq C_{inv} h^{l-m} \| v_h \|_{l, K}. \quad (15) \]

**Theorem 3. (Interpolation estimate)** ([BS08 Corollary 4.8.15]) Let \( q \in [1, \infty] \) and \( s \leq t \leq 1 \). Let, \( I_h : W^{t,q}(\Omega) \to V_h \) denote a bounded linear interpolation operator. Then, it satisfies \( \forall v \in W^{t,q}(\Omega) \) and all mesh cells \( K \in \mathcal{T}_h \)

\[ \left( \sum_{K \in \mathcal{T}_h} \| v - I_h v \|_{t,q,K}^q \right)^{1/q} \leq C_I h^{l-s} |v|_{t,q,\Omega} \quad (16) \]

**Remark 4.** For the analysis, we need a stable quasi-interpolation operator, which is identity on the finite element space, i.e.,

\[ I_h u_h = u_h \quad \forall u_h \in V_h. \]

One candidate for such an interpolation is the Scott-Zhang interpolation operator, (see [SZ90]) which will be used in this paper. It is important to note that \( I_h \) cannot be the nodal interpolation operator as it is not \( L^2 \)-stable and \( L^2 \)-stability is required further in the proof.

**Remark 5.** For \( s = t \) in Eq. (16), one gets with \( u_h = I_h u_h \)

\[ \sum_{K \in \mathcal{T}_h} \| u - I_h u_h \|_{s,q,K}^q \leq \sum_{K \in \mathcal{T}_h} \left( \| u - u_h \|_{s,q,K}^q + \| I_h u - I_h u_h \|_{s,q,K}^q \right) = (1 + C_I) \| u - u_h \|_{s,q,\Omega}^q. \quad (17) \]
A trace inequality which relates the $L^2(F)$ norm on a face of a mesh cell $K$ to norms defined on $K$ was proved in [Ver98].

**Lemma 6.** ([Ver98] Lemma 3.1) Let $v \in H^1(K)$ and $F \subset \partial K$ with diameter $h_F$, then it holds
\[
\|v\|_{0,F} \leq C \left( h_F^{-1/2}\|v\|_{0,K} + \|v\|_{1/2}^{1/2}\|\nabla v\|_{1/2}^{1/2} \right).
\]

**Lemma 7.** Let $E$ be an edge with length $h_E$ and $v$ be a linear function on $E$, then
\[
\|\nabla v \cdot t_E\|_{0,E}^2 \leq \|\nabla v\|_{0,E}^2.
\]

**Proof.** We know that $\|t_E\|_{\infty,E} = 1$. Hence, using this, we get
\[
\|\nabla v \cdot t_E\|_{0,E}^2 \leq \|\nabla v\|_{0,E}^2 \|t_E\|_{\infty,E}^2 = \|\nabla v\|_{0,E}^2.
\]

**Lemma 8** (Estimate of the trace on an edge by the norm on the mesh cell). Let $K \in \mathcal{T}$ be a mesh cell, $E_h(K)$ the set of all edges of $K$, and $\varphi_h \in P_1(K)$ be a nodal functional. Then, there exist a constant $C_{edge}$ independent of $K$ such that
\[
\sum_{E \in E_h(K)} \|\nabla \varphi_h \cdot t_E\|_{0,E}^2 \leq C_{edge} h_K^{1-d} \|\nabla \varphi_h\|_{0,K}^2.
\]

**Proof.** The principal way for proving the statement of the lemma is the same for two and three dimensions. It uses the mapping to the reference cell. We will present proof for $d = 2$.

**Relating the norms on $E$ and $E$.** This step is just a one-dimensional consideration for an edge. Thus, one has to do the same calculations in 2d and 3d.

Let $\hat{K}$ be the reference triangle with the vertices $\hat{V}_0 = (0,0)$, $\hat{V}_1 = (1,0)$, and $\hat{V}_2 = (0,1)$. Since an additive constant does not play any role, it will be assumed that for $\hat{\varphi}_h \in P_1(\hat{K})$, $\hat{\varphi}_h(\hat{V}_0) = 0$, $\hat{\varphi}_h(\hat{V}_1) = \alpha$, and $\hat{\varphi}_h(\hat{V}_2) = \beta$ with $\alpha, \beta \in \mathbb{R}$. Consequently, it is $\nabla \hat{\varphi}_h = (\alpha, \beta)^T$. One obtains for $E = \hat{V}_0 \hat{V}_1$ and $h_E = |E| = 1$
\[
\int_{V_0}^{V_1} (\nabla \varphi_h \cdot t_E)^2 \, ds = \left( \frac{(\varphi_h(V_1) - \varphi_h(V_0))^2}{h_E^2} \right) h_E = \alpha^2.
\]

Analogously, one finds
\[
\int_{V_0}^{V_2} (\nabla \varphi_h \cdot t_E)^2 \, ds = \beta^2, \quad \int_{V_0}^{V_0} (\nabla \varphi_h \cdot t_E)^2 \, ds = \frac{1}{\sqrt{2}} (\alpha - \beta)^2.
\]

Let the reference map $F_K : \hat{K} \to K$ map $\hat{V}_0$ to $V_0$ and $\hat{V}_1$ to $V_1$, where $V_0$ and $V_1$ are vertices of $K$. Then it holds that $\varphi_h(V_0) = \varphi_h(0)$ and $\varphi_h(V_1) = \varphi_h(V_1)$. Denote $E = V_0V_1$, then it is
\[
\int_{V_0}^{V_1} (\nabla \varphi_h \cdot t_E)^2 \, ds = \left( \frac{(\varphi_h(V_0) - \varphi_h(V_1))^2}{h_E^2} \right) h_E.
\]

The value of this integral has to be equal to Eq. (21), from which follows that
\[
\|\nabla \varphi_h \cdot t_E\|_{0,E}^2 = \frac{h_E}{h_E} \|\nabla \varphi_h \cdot t_E\|_{0,E}^2.
\]

Performing the same considerations for the other two edges, one obtains with Eq. (22)
\[
\|\nabla \varphi_h \cdot t_E\|_{0,E}^2 \leq \frac{\sqrt{2}}{h_E} \|\nabla \varphi_h \cdot t_E\|_{0,E}^2.
\]
2d: Estimate on the reference cell. Using Eq. (21), Eq. (22) and Young’s inequality yields

$$\sum_{E \in \mathcal{K}} \| \nabla \phi_h \cdot t_E \|_{0,E}^2 \leq \alpha^2 + \beta^2 + \frac{1}{\sqrt{2}}(\alpha - \beta)^2$$

$$\leq (1 + \sqrt{2})(\alpha^2 + \beta^2).$$

Since

$$\int_K (\nabla \phi_h \cdot \nabla \phi_h) \, ds = \frac{1}{2}(\alpha^2 + \beta^2),$$

one obtains

$$\sum_{E \in \mathcal{K}} \| \nabla \phi_h \cdot t_E \|_{0,E}^2 \leq 2 \left( 1 + \sqrt{2} \right) \| \nabla \phi_h \|_{0,K}^2.$$ (25)

Relating the norms on $\hat{K}$ and $K$. From the standard numerical analysis it is known that there is a constant $C$ which is independent of $K$, such that

$$\| \nabla \phi_h \|_{0,K}^2 \leq C h_{K}^{2-d} \| \nabla \phi_h \|_{0,\hat{K}}^2.$$ (26)

Estimate Eq. (20) is now obtained by combining Eq. (23), Eq. (25), and Eq. (26), and using the shape regularity of the mesh cell Eq. (13).

Remark 9 (More detailed estimate in 2d). Let $\phi_h$ be a linear function on $K$ with $\phi_h(V_0) = 0$, $\phi_h(V_1) = \alpha$, and $\phi_h(V_2) = \beta$, and $(x_0, y_0)$, $(x_1, y_1)$, and $(x_2, y_2)$ be the coordinates of $V_0$, $V_1$, and $V_2$ respectively. Then the standard Hessian form of the plane on $K$ is given by

$$\phi_h = -\left( a_1 \frac{x}{a_3} + a_2 \frac{y}{a_3} \right),$$

where $a_1 = (y_1 - y_0)\beta - (y_2 - y_0)\beta$, $a_2 = (x_2 - y_0)\alpha - (x_1 - x_0)\beta$, $a_3 = (x_1 - x_0)(y_2 - y_0) - (x_2 - x_0)(y_1 - y_0)$, and $a_4$ is a constant which can be computed by a point on the plane. Now

$$\nabla \phi_h = -\frac{1}{a_3} \left( a_1 a_2 \right) = -\frac{1}{2|K|} \left( a_1 a_2 \right).$$

A direct calculation gives that

$$\nabla \phi_h \cdot \nabla \phi_h = \frac{1}{4|K|} \left( \alpha^2 h_{E_2}^2 + \beta^2 h_{E_1}^2 - 2\alpha\beta h_{E_1} h_{E_2} \cos(\theta_0) \right),$$

where $E_1$ and $E_2$ are the edges joining $(x_0, y_0)$ with $(x_1, y_1)$ and $(x_2, y_2)$, respectively and $\theta_0$ is the angle between the two edges.

Using the condition Eq. (14) on the maximal cosine, Young’s inequality, the shape regularity Eq. (13), and Eq. (24) yields

$$\| \nabla \phi_h \|_{0,K}^2 \geq \frac{1}{4|K|} \left( \alpha^2 h_{E_2}^2 + \beta^2 h_{E_1}^2 - 2C_{\text{cos}}(\alpha)h_{E_1} h_{E_2} \right)$$

$$\geq \frac{1}{4|K|} \left( \alpha^2 h_{E_2}^2 (1 - C_{\text{cos}}) + \beta^2 h_{E_1}^2 (1 - C_{\text{cos}}) \right)$$

$$\geq \frac{1 - C_{\text{cos}}^2}{4|K|^2} \rho_K^2 (\alpha^2 + \beta^2)$$

$$= \frac{1 - C_{\text{cos}}^2}{2|K|^2} \rho_K^2 \| \nabla \phi_h \|_{0,K}^2.$$
Combining this estimate with Eq. (23), Eq. (13), and Eq. (25) leads to

\[
\sum_{E \in \mathcal{E}_h(k)} \| \nabla \varphi_h \cdot t_E \|^2_{0,E} \leq \frac{\sqrt{2}}{\rho_K} \sum_{E \subset \partial K} \| \nabla \varphi_h \cdot t_E \|^2_{0,E} \\
\leq \frac{2\sqrt{2} (1 + \sqrt{2})}{\rho_K} \| \nabla \varphi_h \|^2_{0,K} \\
\leq \frac{4\sqrt{2} (1 + \sqrt{2}) |K|}{(1 - C_{\cos}) \rho_K} \| \nabla \varphi_h \|^2_{0,K}.
\]

The first factor on the right-hand side scales like \( h_K^{-1} \) since \( \rho_K \sim h_K \) and \( |K| \sim h_K^2 \).

For a given triangulation, it is computable.

3 A Posteriori Error Estimator

In this section, we propose a new residual-based a posteriori error estimator for the AFC schemes in the energy norm. To the best of our knowledge, only one work has been done in the context of a posteriori error estimation and the AFC schemes (see [ABR17]). A fully computable upper bound has been derived under certain assumptions on the nonlinear stabilization term. In this work, ideas from [AABR13] have been extended to the AFC schemes. The estimator’s design relies on introducing certain first-order consistent equilibrated fluxes and then solving a local Neumann problem to get explicit bounds. To show the estimator’s local efficiency, two assumptions are made on the nonlinear stabilization term. In this work, ideas from [ABR17] have been extended to the AFC schemes. The estimator’s design relies on introducing certain first-order consistent equilibrated fluxes and then solving a local Neumann problem to get explicit bounds. To show the estimator’s local efficiency, two assumptions are made on the nonlinear stabilization term, namely the local Lipschitz continuity and the linearity preservation. Because of the last assumption, this estimator was not applicable to the Kuzmin limiter.

The derivation of an estimator presented in this section follows the standard residual-based approach. We start with the variational formulation and use standard interpolation estimates to bound the terms. We also propose an estimator later in this section that uses the SUPG solution for bounding the error.

3.1 Residual-Based Estimator

3.1.1 Global Upper Bound

This section will present a global upper bound for the AFC scheme in the energy norm given by Eq. (10).

Let \( u \in H^1_0(\Omega) \cap C(\Omega) \) be a solution of Eq. (3) and \( u_h \in W_h \) be a solution for Eq. (5), then for \( v_h \in V_h \) one obtains with Eq. (3) and Eq. (5)

\[
a_{AFC}(u_h; u - u_h, v_h) = a(u - u_h, v_h) + d_h(u_h; u - u_h, v_h) \\
= \langle f, v_h \rangle + \langle g, v_h \rangle_{\Gamma_N} - \langle f, v_h \rangle - \langle g, v_h \rangle_{\Gamma_N} + d_h(u_h; u, v_h) \\
= d_h(u_h; u, v_h). \tag{27}
\]

For any \( v \in H^1_0(\Omega) \cap C(\Omega) \), the application of Eq. (5), Eq. (6), and Eq. (27) yields

\[
a_{AFC}(u_h; u - u_h, v) \\
= a_{AFC}(u_h; u - u_h, v - I_h v) + a_{AFC}(u_h; u - u_h, I_h v) \\
= a(u - u_h, v - I_h v) + d_h(u_h; u - u_h, v - I_h v) + d_h(u_h; u, I_h v) \\
= \langle f, v - I_h v \rangle + \langle g, v - I_h v \rangle_{\Gamma_N} + d_h(u_h; u - u_h, v - I_h v) + d_h(u_h; u, I_h v) \\
+ d_h(u_h; u, I_h v) - a(u_h, v - I_h v).
\]
Taking $v = u - u_h$ in this equation, using $u_h = I_h u_h$, and applying integration by parts, one gets

$$\|u - u_h\|^2_{AFC} = \|u - u_h\|^2_a + d_h(u_h; u - u_h, u - u_h)
= a_{AFC}(u_h; u - u_h, u - u_h)
= (f, u - I_h u) + (g, u - I_h u)_{F_N} + d_h(u_h; u - u_h, u - u_h - I_h(u - u_h))
+ d_h(u_h; u, I_h u - I_h u_h) - a(u_h, u - I_h u)$$

$$= \sum_{K \in T_h} (R_K(u_h), u - I_h u)_K + \sum_{F \in F_h} (R_F(u_h), u - I_h u)_F$$

$$+ d_h(u_h; u, I_h u - u_h) + d_h(u_h; u - u_h, u - u_h - I_h(u - u_h))$$

with

$$R_K(u_h) := f + \varepsilon \Delta u_h - b \cdot \nabla u_h - cu_h|_K,$$

$$R_F(u_h) := \begin{cases} -\varepsilon |\nabla u_h \cdot n_F|_F & \text{if } F \in F_h, \Omega, \\ g - \varepsilon (\nabla u_h \cdot n_F) & \text{if } F \in F_h, N, \\ 0 & \text{if } F \in F_h, D, \end{cases}$$

where $| \cdot |_F$ denotes the jump across the face $F$.

The terms on the right-hand side of Eq. (28) have to be bounded. For a nodal interpolation operator, the last term in Eq. (28) vanishes, and hence one has to use a quasi-interpolation operator.

For the first term in Eq. (28), using the Cauchy–Schwarz inequality, $u_h = I_h u_h$, the interpolation estimate Eq. (16) with $s = 0$, $t = 0$, and the generalized Young’s inequality gives

$$\sum_{K \in T_h} (R_K(u_h), u - I_h u)_K \leq \sum_{K \in T_h} \|R_K(u_h)\|_{0,K} \|u - I_h u\|_{0,K}
= \sum_{K \in T_h} \|R_K(u_h)\|_{0,K} \|(u - u_h) - I_h(u - u_h)\|_{0,K}
\leq \sum_{K \in T_h} \|R_K(u_h)\|_{0,K} C_I \|u - u_h\|_{0,K}
\leq \frac{C_Y C_I^2}{2\varepsilon_0} \sum_{K \in T_h} \|R_K(u_h)\|^2_{0,K} + \frac{\varepsilon_0}{2C_Y} \|u - u_h\|^2_{0,\Omega},$$

where $C_Y$ is the Young’s inequality constant.

One can also approximate the interpolation error with Eq. (16) and $s = 0$, $t = 1$, leading to

$$\sum_{K \in T_h} (R_K(u_h), u - I_h u)_K \leq \sum_{K \in T_h} \|R_K(u_h)\|_{0,K} \|u - I_h u\|_{0,K}
\leq \sum_{K \in T_h} \|R_K(u_h)\|_{0,K} C_I h_K \|u - u_h\|_{1,K}
\leq \frac{C_Y C_I^2 h_K^2}{2\varepsilon} \sum_{K \in T_h} \|R_K(u_h)\|^2_{0,K}
+ \frac{\varepsilon}{2C_Y} \|u - u_h\|^2_{1,\Omega}.$$
Hence, combining Eq. (29) and Eq. (30) gives
\[
\|
\sum_{K \in T_h} (R_K(u_h), u - I_h u)_K
\|_\infty \leq \frac{C_Y}{2} \sum_{K \in T_h} \min \left\{ \frac{C_F^2 h_F^2}{\sigma_0^2}, \frac{C_F^2 h_F^2}{\varepsilon \sigma_0^2} \right\} \| R_K(u_h) \|^2_{0,K} + \frac{1}{2C_Y} \| u - u_h \|^2_a. \tag{31}
\]

The estimate of the second term in Eq. (28) starts also with the Cauchy–Schwarz inequality and using \( u_h = I_h u_h \)
\[
\sum_{F \in F_{h}} (R_F(u_h), u - I_h u)_F \leq \sum_{F \in F_{h}} \| R_F(u_h) \|_{0,F} \| u - I_h u \|_{0,F}
= \sum_{F \in F_{h}} \| R_F(u_h) \|_{0,F} \| u - I_h (u - u_h) \|_{0,F}.
\]

The local trace estimate Eq. (18) is applied to the second factor on the right-hand side. After this, one proceeds essentially as for the mesh cell residual by using the interpolation estimate Eq. (16), considering the cases \( s = t = 0 \) and \( s = 0, t = 1 \) for the interpolation error in \( L^2(K) \), performing some straightforward calculations, compare \cite{JN13}, and using the shape regularity of the mesh cell, to find
\[
\| (u - u_h) - I_h (u - u_h) \| \leq C_F \min \left\{ h_F^{1/2}, \frac{1}{\sigma_0^{1/2} \varepsilon^{1/4}} \right\} \| u - u_h \|_a,
\]
where the constant \( C_F \) depends on the constant from Eq. (18) and the interpolation constant. Applying now the generalized Young’s inequality, one gets for the face residuals
\[
\sum_{F \in F_{h}} (R_F(u_h), u - I_h u)_F \leq \frac{C_Y}{2} \sum_{F \in F_{h}} \min \left\{ \frac{C_F^2 h_F^2}{\varepsilon}, \frac{C_F^2 h_F^2}{\sigma_0^2} \right\} \| R_F(u_h) \|^2_{0,F} + \frac{1}{2C_Y} \| u - u_h \|^2_a. \tag{32}
\]

As intermediate result, one obtains from Eq. (28), Eq. (31), and Eq. (32)
\[
\| u - u_h \|^2_a + \frac{C_Y}{C_Y - 1} d_h(u_h; u - I_h u, u - u_h) \leq \frac{C_Y^2}{2(C_Y - 1)} \sum_{K \in T_h} \min \left\{ \frac{C_F^2 h_F^2}{\sigma_0^2}, \frac{C_F^2 h_F^2}{\varepsilon} \right\} \| R_K(u_h) \|^2_{0,K}
+ \frac{C_Y^2}{2(C_Y - 1)} \sum_{F \in F_{h}} \min \left\{ \frac{C_F^2 h_F^2}{\sigma_0^2}, \frac{C_F^2 h_F^2}{\varepsilon} \right\} \| R_F(u_h) \|^2_{0,F} \tag{33}
+ \frac{C_Y}{C_Y - 1} d_h(u_h; u, I_h u - u_h) + \frac{C_Y}{C_Y - 1} d_h(u_h; u - I_h (u - u_h)).
\]

We estimate the last two term in Eq. (33), by using Eq. (8), and Remark 4 leading to
\[
d_h(u_h; u - u_h, u - u_h - I_h (u - u_h)) + d_h(u_h; u, I_h (u - u_h))
= d_h(u_h; u - u_h, u - u_h) - d_h(u_h; u, I_h (u - u_h))
+ d_h(u_h; u, I_h (u - u_h)) - d_h(u_h; u, I_h (u - u_h))
= d_h(u_h; u - u_h, u - u_h) + d_h(u_h; u, I_h (u - u_h)). \tag{34}
\]
Inserting this relation in Eq. (33) reveals that the stabilization term on the left-hand side cancels with the first term on the right-hand side of Eq. (34). Consequently, only the energy norm is left to be estimated.

Since $I_h u - u_h$ is linear on each edge, the second term on the right-hand side of Eq. (34) can be rewritten as integral over the edges, see Eq. (7), and estimated with the Cauchy–Schwarz inequality and the generalized Young’s inequality

$$d_h(u_h; u_h, I_h u - u_h)$$
$$= \sum_{E \in \mathcal{E}_h} (1 - \alpha_E)|d_E| h_E (\nabla u_h \cdot t_E, \nabla (I_h u - u_h) \cdot t_E)_E$$
$$\leq \sum_{E \in \mathcal{E}_h} (1 - \alpha_E)|d_E|h_E \|\nabla u_h \cdot t_E\|_{0,E} \|\nabla (I_h u - u_h) \cdot t_E\|_{0,E}$$
$$\leq \frac{1}{2C_Y \kappa_1} \sum_{E \in \mathcal{E}_h} \varepsilon h_E^{d-1} \|\nabla (I_h u - u_h) \cdot t_E\|_{0,E}^2$$
$$+ \frac{C_Y \kappa_1}{2} \sum_{E \in \mathcal{E}_h} \varepsilon^{1-1} |1 - \alpha_E|^2 |d_E|^2 h_E^3 - d \|\nabla u_h \cdot t_E\|_{0,E}^2.$$ (35)

The parameter $\kappa_1$ will be defined later. The second term is computable.

Consider the first term in Eq. (35). Denoting $C_{\text{edge, max}} = \max_{K \in \mathcal{T}_h} C_{\text{edge}}$, using $h_E \leq h_K$, $d - 1 > 0$, Eq. (20), the triangle inequality, and Eq. (17) yields

$$\frac{1}{\kappa_1} \sum_{E \in \mathcal{E}_h} \varepsilon h_E^{d-1} \|\nabla (I_h u - u_h) \cdot t_E\|_{0,E}^2$$
$$\leq \varepsilon \kappa_1 \sum_{K \in \mathcal{T}_h} \left( \sum_{E \in \partial K} h_E^{d-1} \|\nabla (I_h u - u_h) \cdot t_E\|_{0,E}^2 \right)$$
$$\leq \varepsilon \kappa_1 \sum_{K \in \mathcal{T}_h} C_{\text{edge}} \|\nabla (I_h u - u_h)\|_{0,K}^2$$
$$\leq \frac{2 \varepsilon C_{\text{edge, max}}}{\kappa_1} \sum_{K \in \mathcal{T}_h} \left( \|\nabla (u - u_h)\|_{0,K}^2 + \|\nabla (u - I_h u)\|_{0,K}^2 \right)$$
$$\leq \frac{2 C_{\text{edge, max}} (1 + (1 + C_I)^2)}{\kappa_1} \|u - u_h\|^2_u.$$ (36)

Choosing

$$\kappa_1 = C_{\text{edge, max}} (1 + (1 + C_I)^2),$$ (37)

then this term multiplied with $(2C_Y)^{-1}$ can be absorbed in the left-hand side of Eq. (33).

An alternative estimate proceeds similarly to Eq. (35)

$$d_h(u_h; u_h, I_h u - u_h) \leq \frac{1}{2C_Y \kappa_2} \sum_{E \in \mathcal{E}_h} \sigma_0 h_E^{d+1} \|\nabla (I_h u - u_h) \cdot t_E\|_{0,E}^2$$
$$+ \frac{C_Y \kappa_2}{2} \sum_{E \in \mathcal{E}_h} \sigma_0^{-1} (1 - \alpha_E)^2 |d_E|^2$$
$$\times h_E^{1-d} \|\nabla u_h \cdot t_E\|_{0,E}^2.$$ (38)

for some constant $\kappa_2$ which will be defined later.
Continuing similarly to Eq. (36) and using in addition the inverse inequality Eq. (15) leads to
\[
\frac{1}{\kappa_2} \sum_{E \in \mathcal{E}_{h}} \sigma_0 h_E^{d+1} \|
abla (I_h u - u_h) \cdot t_E \|_{0,E}^2 \\
\leq \frac{\sigma_0}{\kappa_2} \sum_{K \in \mathcal{T}_h} C_{\text{edge}} C_{\text{inv}} \| I_h u - u_h \|_{0,K}^2 \\
\leq \frac{2 C_{\text{inv}} C_{\text{edge,max}} (1 + (1 + C_I)^2)}{\kappa_2} \| u - u_h \|_{a}^2. \tag{39}
\]
Choosing \( \kappa_2 = C_{\text{inv}} C_{\text{edge,max}} (1 + (1 + C_I)^2) \) enables again to absorb this term multiplied with \( (2 C_Y)^{-1} \) in the left-hand side of Eq. (33).

Inserting Eq. (34) – Eq. (40) in Eq. (33) one gets
\[
\| u - u_h \|_{a}^2 \leq \frac{C_Y}{2(C_Y - 2)} \sum_{K \in \mathcal{T}_h} \min \left\{ \frac{C_Y}{\sigma_0}, \frac{C_Y^2 h_K^2}{\varepsilon} \right\} \| R_K(u_h) \|_{0,K}^2 \\
+ \frac{C_Y^2}{2(C_Y - 2)} \sum_{F \in \mathcal{F}_h} \min \left\{ \frac{C_Y h_F}{\varepsilon}, \frac{C_Y^2}{\sigma_0^{1/2} \varepsilon^{1/2}} \right\} \| R_F(u_h) \|_{0,F}^2 \tag{41} \\
+ \frac{C_Y^2}{2(C_Y - 2)} \sum_{E \in \mathcal{E}_{h}} \min \left\{ \frac{\kappa_1 h_E^2}{\varepsilon}, \frac{\kappa_2}{\sigma_0} \right\} (1 - \alpha_E)^2 | d_E | h_E^{1-d} \| \nabla u_h \cdot t_E \|_{0,E}^2.
\]
Using standard calculus arguments one gets an optimal value of \( C_Y = 4 \).

The estimates are summarized in the following theorem.

**Theorem 10** (Global a posteriori error estimate). A global a posteriori error estimate for the energy norm is given by
\[
\| u - u_h \|_{a}^2 \leq \eta_1^2 + \eta_2^2 + \eta_3^2, \tag{42}
\]
where
\[
\eta_1^2 = \sum_{K \in \mathcal{T}_h} \min \left\{ \frac{4 C_Y^2}{\sigma_0}, \frac{4 C_Y^2 h_K^2}{\varepsilon} \right\} \| R_K(u_h) \|_{0,K}^2,
\]
\[
\eta_2^2 = \sum_{F \in \mathcal{F}_h} \min \left\{ \frac{4 C_Y h_F}{\varepsilon}, \frac{4 C_Y^2}{\sigma_0^{1/2} \varepsilon^{1/2}} \right\} \| R_F(u_h) \|_{0,F}^2,
\]
\[
\eta_3^2 = \sum_{E \in \mathcal{E}_{h}} \min \left\{ \frac{4 \kappa_1 h_E^2}{\varepsilon}, \frac{4 \kappa_2}{\sigma_0} \right\} (1 - \alpha_E)^2 | d_E | h_E^{1-d} \| \nabla u_h \cdot t_E \|_{0,E}^2,
\]
with \( \kappa_1 \) and \( \kappa_2 \) defined in Eq. (37) and Eq. (40), respectively and \( C_I, C_F \) are the non-computable constants arising from interpolation estimate and trace inequalities.

**Proof.** The proof follows by inserting \( C_Y = 4 \) in Eq. (41). \( \Box \)

### 3.1.2 Formal Local Lower Bound

The posteriori estimator implied by the equation Eq. (42)
\[
\| u - u_h \|_{a}^2 \leq C \sum_{K \in \mathcal{T}} \eta_K^2,
\]

Continuing similarly to Eq. (36) and using in addition the inverse inequality Eq. (15) leads to
\[
\frac{1}{\kappa_2} \sum_{E \in \mathcal{E}_{h}} \sigma_0 h_E^{d+1} \|
abla (I_h u - u_h) \cdot t_E \|_{0,E}^2 \\
\leq \frac{\sigma_0}{\kappa_2} \sum_{K \in \mathcal{T}_h} C_{\text{edge}} C_{\text{inv}} \| I_h u - u_h \|_{0,K}^2 \\
\leq \frac{2 C_{\text{inv}} C_{\text{edge,max}} (1 + (1 + C_I)^2)}{\kappa_2} \| u - u_h \|_{a}^2. \tag{39}
\]
provides a global upper bound on the discretization error up to the constant \( C \). For using this estimator as the basis of an adaptive refinement algorithm, one wants the estimator to be efficient in the sense that \( C \) is independent of the mesh size such that

\[
\eta^2_K \leq C \| u - u_h \|_{\alpha,K}^2,
\]

where \( \omega_K \) is some neighborhood of \( K \). This type of bound is important as in conjunction with Eq. (42) it confirms that the rate of change of estimator as the mesh size is reduced matches the behavior of the actual error. If no such estimate is available, the estimator’s performance is not optimal, and its use in the applications may result in poorly designed meshes.

Consider a mesh cell \( K \). Now the local estimator for mesh cell \( K \) is defined as

\[
\eta^2_K = \eta^2_{\text{Int},K} + \sum_{F \in \mathcal{F}_h(K)} \eta^2_{\text{Face},F} + \sum_{E \in \mathcal{E}_h(K)} \eta^2_{\text{Fac},E} \quad \text{(43)}
\]

with

\[
\eta^2_{\text{Int},K} = \min \left\{ \frac{4C_I^2}{\sigma_0}, \frac{4C_I^2 h_K^2}{\varepsilon} \right\} \| R_{K,h}(u_h) \|_{0,K}^2,
\]

\[
\eta^2_{\text{Face},F} = \frac{1}{2} \min \left\{ \frac{4C_F^2 h_F^2}{\varepsilon}, \frac{4C_F^2 h_F^2}{\sigma_0^{1/2} \varepsilon^{1/2}} \right\} \| R_F(u_h) \|_{0,F}^2,
\]

\[
\eta^2_{\text{Fac},E} = \min \left\{ \frac{4\alpha K f^2}{\varepsilon}, \frac{4\alpha K^2 f^2}{\sigma_0} \right\} (1-\alpha_E)^2 | d_E | h_E^{1-d} \| \nabla u_h \cdot t_E \|_{0,E}^2.
\]

(44)

where \( \mathcal{F}_h(K) \) is the set of all facets of \( K \). Each inner facet belongs to two mesh cells, that’s why the factor of \( 1/2 \) is introduced.

The first two terms in the right of Eq. (43) are the standard interior and face residual terms that appear in a residual-based a posteriori error estimator for convection-diffusion equations. Using standard bubble function arguments introduced in [Ver98], one can bound these terms. For brevity we would not be deriving these bounds and only mention the final estimates.

For the interior residual one gets,

\[
\eta_{\text{Int},K} \leq C \left( \max \left\{ \frac{C_I h_K}{\varepsilon} \| b \|_{\infty,K}, \frac{C_K}{\sigma_0} \| c \|_{\infty,K} \right\} \| u - u_h \|_{\alpha,K} \right.
\]

\[
+ \frac{h_K}{\varepsilon^{1/2}} C_K \left( \| f - f_h \|_{0,K} + \| (b - b_h) \cdot \nabla u_h \|_{0,K} + \| (c - c_h) u_h \|_{0,K} \right) \right),
\]

and for the face residual one gets,

\[
\eta_{\text{Face},F} \leq C \left( \max \left\{ \frac{C_{FB} h_F^2}{\varepsilon \sigma_0^{1/2}}, \frac{C_{FB} h_F^2}{\varepsilon \sigma_0^{1/2}} \right\} \right)
\]

\[
\times \| u - u_h \|_{\alpha,F} + \| g - g_h \|_{0,F}
\]

\[
+ \sum_{K \in \mathcal{E}_F} \left[ \eta_{\text{Int},K} + \frac{h_K}{\varepsilon^{1/2}} \| f - f_h \|_{0,K}
\]

\[
+ \| (b - b_h) \cdot \nabla u_h \|_{0,K} + \| (c - c_h) u_h \|_{0,K} \right) \right),
\]

(46)
where \(b_h, c_h, f_h, \) and \(g_h\) are approximations of the coefficients in the finite-dimensional space, \(C_K\) and \(C_{FB}\) are the constants appearing from bubble function arguments, \(\delta_{F \in \mathcal{N}_h,N}\) is the Kronecker delta function which is one if the face belongs to the Neumann boundary, and \(C\) is a general constant independent of \(h\).

**Edge Residuals:** The final term one wants to bound in \(\eta_K\) is the AFC contribution. A similar term can be observed in [ABR17, Theorem 2]. Based on certain assumptions on the nonlinear stabilization, namely the Lipschitz continuity and linearity preservation, that term is bounded. We will not use such assumptions as they do not encompass the limiter that will be presented in the numerical simulations, namely the Kuzmin limiter.

From the proof of [BJKR18, Lemma 2] we have
\[
|d_E| \leq C \left( \varepsilon + \|b\|_{\infty, \Omega} h + \|c\|_{\infty, \Omega} h^2 \right) h^{d-2}. \tag{47}
\]

We have
\[
\eta_{d_h,E} \leq C \sum_{E \in \mathcal{E}_h} (1 - \alpha_E) |d_E| h_E^{(1-d)/2} \min \left\{ \frac{h_E^{1/2}}{\sigma_0^{1/2}}, 1 \right\} \|\nabla u_h \cdot t_E\|_{0,E}.
\]

Hence, we get from Eq. (47)
\[
\eta_{d_h,E} \leq C \sum_{E \in \mathcal{E}_h} (1 - \alpha_E) \left( \varepsilon + \|b\|_{\infty, \Omega} h + \|c\|_{\infty, \Omega} h^2 \right)
\times \frac{h_E^{(3-d)/2}}{\varepsilon^{1/2}} \|\nabla u_h \cdot t_E\|_{0,E}
= C \sum_{E \in \mathcal{E}_h} (1 - \alpha_E) \left( \varepsilon^{1/2} + \frac{\|b\|_{\infty, \Omega} h}{\varepsilon^{1/2}} + \frac{\|c\|_{\infty, \Omega} h^2}{\varepsilon^{1/2}} \right)
\times h_E^{(3-d)/2} \|\nabla u_h \cdot t_E\|_{0,E}. \tag{48}
\]

For a fixed \(\varepsilon\), we consider the convection-dominated regime, i.e., \(\varepsilon \leq h\), then we get
\[
\eta_{d_h,E} = \mathcal{O}(h)
\]
in 2d, and
\[
\eta_{d_h,E} = \mathcal{O}(h^{1/2})
\]
in 3d, whereas, for diffusion-dominated case we get \(\mathcal{O}(h^{1/2})\) in 2d. This term is not exactly an oscillation. It is noted in [BJK16] that the average rate of decay for the first factor in parentheses is one but no concrete analysis has been provided. Altogether this term has to be studied numerically. Also for shock-capturing methods a priori estimates usually give \(\mathcal{O}(h^{1/2})\) convergence (see [BJK16, Corollary 17]), then we can expect the last term to behave as an oscillation (see [ABR17, Remark 5]). This is the reason we call this local lower bound a formal local lower bound.

**Remark 11.** To simplify the notation we will denote \(\eta_{d_h,E}\) by \(\eta_{d_h}\) whenever we don’t have ambiguity for \(E\). Numerical examples will be presented in Sec. 4 to show the behavior of \(\eta_{d_h}\).

**Theorem 12.** There exists a constant \(C > 0\), independent of the size of elements...
of $\mathcal{T}$, such that, for every $K \in \mathcal{T}$, the following formal local lower bound holds

$$\eta_{\text{Int},K} + \sum_{F \in \mathcal{F}_h(K)} \eta_{\text{Face},F} + \sum_{E \in \mathcal{E}_h(K)} \eta_{d,E}$$

$$\leq \max \left\{ \frac{C^2}{\varepsilon} + \frac{C K h}{\varepsilon} \|b\|_{\infty,K} \frac{C K}{\sigma_0} \|c\|_{\infty,K} \right\} \|u - u_h\|_{a,\omega_K}$$

$$+ C \sum_{K' \in \omega_K} \frac{h_{K'}}{\varepsilon^{1/2}} \left( \|f_h - f_h\|_{0,K'} + \|\nabla u_h\|_{0,K'} + \|(c - c_h)u_h\|_{0,K'} \right)$$

$$+ C \sum_{F \in \mathcal{F}_h(N)} \frac{h_{F}}{\varepsilon^{1/2}} \|g - g_h\|_{0,F}$$

$$+ \sum_{E \in \mathcal{E}_h(K)} h^{1-d/2} \frac{h^{1/2}}{\varepsilon^{1/2}} (\varepsilon + \|b\|_{\infty,\Omega} + \|c\|_{\infty,\Omega} h^2) \|\nabla u_h \cdot t_E\|_{0,E}. \quad (49)$$

**Proof.** This estimate can be obtained by combining Eq. (45), Eq. (46), and Eq. (48).

**Remark 13.** We note that the estimator is not robust with respect to $\varepsilon$. However, this is the usual case for a posteriori error estimators for the error measured in the energy norm. In [TV15] residual-based a posteriori estimators for the error were proved robust with respect to a norm that includes a dual norm of the convective term. However, all the methods considered in [TV15] were linear, and applying those techniques to nonlinear discretizations such as AFC does not seem feasible.

### 3.2 AFC-SUPG Estimator

An alternative way of finding a global upper bound for the error in the energy norm for the AFC scheme is to use the estimator proposed in [JN13]. An upper bound which is robust with respect to the diffusion coefficient, $\varepsilon$, was derived for the error in the SUPG norm [JN13, Eq. (11)] for the SUPG scheme. It has been noted in [JJ20] that choosing the initial solution as the SUPG solution for the nonlinear system of equations was the most appropriate. We exploit this fact to bound our error.

Let $u_{\text{AFC}}$, $u_{\text{SUPG}}$ denote the AFC and SUPG solution, respectively. Then by the triangle inequality

$$\|u - u_{\text{AFC}}\|_a^2 \leq 2 \left( \|u - u_{\text{SUPG}}\|_a^2 + \|u_{\text{SUPG}} - u_{\text{AFC}}\|_a^2 \right) \leq 2 \left( \|u - u_{\text{SUPG}}\|_{\text{SUPG}}^2 + \|u_{\text{SUPG}} - u_{\text{AFC}}\|_a^2 \right).$$

The first term can be bounded by [JN13 Theorem 2.1] and the second term is computable. Let

$$\|u - u_{\text{SUPG}}\|_{\text{SUPG}}^2 \leq \eta_{\text{SUPG}}^2,$$

where $\eta_{\text{SUPG}}^2$ is given by [JN13, Eq. (36)] and

$$\eta_{\text{AFC-SUPG}} := \|u_{\text{AFC}} - u_{\text{SUPG}}\|_a,$$

then

$$\|u - u_{\text{AFC}}\|_a^2 \leq \eta^2,$$

where

$$\eta^2 = 2 \left( \eta_{\text{SUPG}}^2 + \eta_{\text{AFC-SUPG}}^2 \right).$$

Numerical simulations depicting the behavior of $\eta_{\text{SUPG}}, \eta_{\text{AFC-SUPG}}$ along with the adaptive refinement of grids will be presented in Sec. 4. A local lower bound for this estimator will not be provided in this paper.
4 Numerical Studies

The standard strategy for numerically solving a partial differential equation on adaptively refined grids using an a posteriori error estimator is

\[ \text{SOLVE} \rightarrow \text{ESTIMATE} \rightarrow \text{MARK} \rightarrow \text{REFINE}. \]

We note that to refine a grid adaptively, two important things are required:

- Marking strategy that decides which mesh cells should be refined,
- Refinement rules which determines the actual subdivision of a mesh cell.

There are two marking strategies that are widely used in a posteriori packages, namely the maximum marking strategy and the equilibration marking strategy (see [Ver13]). It is noted in [Ver13] that both the strategies produce comparable results. Still, it is computationally cheaper to implement the maximum marking strategy, and hence it is used in our simulations. For refining of the mesh cells, red-green refinement rules were used (see [Ver13]) which would be referred to as conforming closure in the examples.

Remark 14. An issue that arises while marking cells for convection-dominated problems is that only a few mesh cells with a high error are marked, which deteriorates the algorithm’s performance. To ensure that enough cells are marked, we follow the strategy prescribed in [Joh00, Sec. 4].

The quality of an estimator is usually judged by its global effectivity index that is given by,

\[ \eta_{\text{eff}} = \frac{\eta}{\|u - u_h\|_a}. \]

This index can be used to measure the quality of an estimator when the exact or a good approximation is known to the solution.

We note that we have the presence of certain constants in our estimators namely \( C_I \) and \( C_F \). We chose the value of these constants to be unity.

Remark 15. We have discussed two different strategies for finding a global upper bound for the AFC error in the energy norm. Further in this section we will refer to the residual-based estimator from Sec. 3.1.1 as AFC-energy technique and from Sec. 3.2 as AFC-SUPG-energy technique.

Remark 16. One of the advantages of the nonlinear AFC schemes is that it produces a physically consistent solution. In the case of Convection-Diffusion-Reaction equations, it relates to the satisfaction of DMP. It has been noted in [BJK16] that a sufficient condition for the satisfaction of DMP for the Kuzmin limiter is that the mesh is Delaunay in nature. With red-green refinements, subsequent refinement makes the mesh lose this property. One way around this is to use grids with hanging nodes. To the best of our knowledge, no theory or implementation has been suggested for continuous AFC schemes for steady-state Convection-Diffusion-Reaction equations in the context of hanging nodes.

Numerical studies presented further in this section will comprehend the results for the two different techniques on the following conditions:

1. Compare the AFC-energy and AFC-SUPG-energy techniques:
   (a) with respect to the effectivity index in the energy norm.
   (b) with respect to adaptive grid refinement.

2. Study the behavior of \( \eta_{dh} \) defined in Eq. (48), on uniformly and adaptively refined grids.
3. Study the behavior of $\eta_{\text{SUPG}}$ and $\eta_{\text{AFC-SUPG}}$ for the AFC-SUPG-energy technique.

Remark 17. A comparative study for the solution of the nonlinear problem arising in the AFC schemes was performed in [JJ20, JJ19]. It was found that the simplest fixed point iteration scheme was the most efficient. We present a brief overview of this scheme. The matrix formulation for Eq. (50) is given by

$$ Au + (I - \alpha)Du = F, $$

where $A(= \{a_{ij}\}_{i,j=1}^N)$ is the stiffness matrix, $D(= \{d_{ij}\}_{i,j=1}^N)$ is the artificial diffusion matrix, $I$ is the identity matrix of size $N \times N$, $\alpha(= \{\alpha_{ij}\}_{i,j=1}^N)$ is the limiter matrix, and $F$ is the right-hand side. Then one can re-write Eq. (50) and compute the next iterative solution as

$$ (A + D)u^{\nu+1} = F + \omega \alpha Du^\nu, $$

where $\nu$ is the $\nu$th iterative step and $\omega \in \mathbb{R}^+$ is a damping parameter. The matrix $A + D$ is a constant matrix, and hence for an iterative process, it can be factored once and can be used again in the iterative loop. A detailed overview can be found in [JJ19] where it is referred to as fixed-point right-hand side. We will use this method for solving the nonlinear problems arising in our numerical simulations.

The matrices were assembled exactly, and the linear systems were solved using the direct solver UMFPACK [Dav04]. The stopping criteria for the adaptive algorithm were either number of degrees of freedom ($\#\text{dof}$) $\gtrsim 10^6$ or $\eta < 10^{-3}$. All the simulations were performed with the in-house code PARMOON [WBA+16].

4.1 A Known 2d Solution with a Boundary Layer

This example was proposed in [ABR17, Example 1]. Consider $\varepsilon = 10^{-3}$, $b = (2, 1)^T$, $c = 1$, $g = 0$, $u_D = 0$, and the right-hand side $f$ such that the exact solution is given by

$$ u(x, y) = y (1 - y) \left( x - e^{(x-1)/\varepsilon} - e^{-1/\varepsilon} \right), $$

on the domain $\Omega = (0, 1)^2$ (see Fig. 1). An initial grid was defined with two triangles by joining the points $(0, 0)$ and $(1, 1)$. The simulations were started with a level 2 grid (i.e., $\#\text{dof} = 25$), initially uniform refinement was performed till level 4 (i.e., $\#\text{dof} = 289$). After that adaptive refinement was performed.

First, we compare the behavior of effectivity indices for the AFC-energy and AFC-SUPG-energy techniques. For the AFC-energy technique, we note that as the adaptive refinement starts, the effectivity index is high, and as the grid becomes refined the value decreases (see Fig. 2 (left)). For the Kuzmin limiter on grids with fine adaptive regions $\eta_{\text{eff}} \approx 232$ and for the BJK limiter $\eta_{\text{eff}} \approx 12$. For the AFC-SUPG-energy technique the values of the effectivity index are better than for the AFC-energy technique (see Fig. 2 (right)). One interesting observation to make is
that the limiter does not play an important role in this technique. The values of effectivity indices are comparable for both the limiters. If the adaptive refinement is sufficiently fine, then for the Kuzmin limiter $\eta_{\text{eff}} \approx 2$ and for the BJK limiter $\eta_{\text{eff}} \approx 5$.

Next, we look at the individual behavior of $\eta_{\text{SUPG}}$ and $\eta_{\text{AFC-SUPG}}$. It can be seen in Fig. 3 that the dominating term is $\eta_{\text{SUPG}}$ and hence, the AFC contribution, $\eta_{\text{AFC-SUPG}}$ does not play a pivotal role in the effectivity index and the refinement of the grid.

Then, we study the behavior of the error in the energy norm, its relation to the a posteriori error estimates, and the behavior of the part $\eta_d$ of the error estimators in some detail. One can observe that $\|u - u_h\|_a$, $\eta_d$, and $\eta$ for the AFC-energy technique decay optimally on adaptive grids for the BJK limiter (see Fig. 4 (left)). For the Kuzmin limiter one observes that as the grid becomes fine, the optimal rate is
not obtained for $\|u - u_h\|_a$, $\eta_{dh}$ and $\eta$. It has been noted in [BJK16, Remark 18] that if the grid is non-Delaunay and the problem becomes diffusion-dominated then the AFC method with the Kuzmin limiter fails to converge. With successive refinement of the grid, the problem becomes locally diffusion-dominated (in the sense of a small grid Peclet number) and one has to expect, because of the conforming closure and the resulting obtuse angles, that there is no convergence. The error estimator with the AFC-energy technique predicts this irregular behavior of the error. This reduction of the rate of convergence is not observed while using BJK limiter.

We also note that for the Kuzmin limiter, $\eta_{dh}$ is comparable with $\eta$ and hence is the leading term in the adaptive refinement of the grid. For the BJK limiter, as the grid becomes finer, $\eta_{dh}$ is small as compared to $\eta$.

After studying the behavior of the errors we comment on the behavior of the effectivity index presented in Fig. 3. We note that the effectivity index for the adaptive approach is better for the BJK limiter from around 3000 degrees of freedom. It is only worse for coarse grids. Fig. 4(right) shows the errors on both the uniform and adaptive grids. In Fig. 4(right) it’s clear that the errors on the adaptive grids are smaller. For the Kuzmin limiter, the effectivity index on the adaptive grid is always larger than on the uniform grid. It reflects very well that the method does not converge. Comparing Fig. 2(left) and Fig. 4(left) one can note that the effectivity index on the adaptive grid is always larger if $\eta_{dh}$ dominates the error estimates. Thus, one can guess that $\eta_{dh}$ might lead to a stronger overestimate of the error on adaptive grids than on uniform grids, i.e., $\kappa_1$ and $\kappa_2$ (see Eq. (42)) might be more accurate approximations on uniform grids where all mesh cells are identical.

For the AFC-SUPG-energy technique the error and $\eta$ values are shown in Fig. 5(left). For the Kuzmin limiter, similar observation to the AFC-energy technique can be made. One issue to note is that the estimator($\eta$) with AFC-SUPG-energy technique does not predict the irregular behavior. It has already been mentioned that the AFC contribution does not play an important role here. Also, $\eta_{dh}$ is absent from the AFC-SUPG-energy technique. Hence, the effectivity index is smaller on adaptive grids as compared to the uniform grids.

Fig. 6 shows the 14th adaptively refined grid with AFC-energy technique. One can observe obtuse angles in the adaptive grids.
Figure 5: Example 4.1 Error in energy norm with AFC-SUPG-energy technique defined in Sec. 3.2.

Figure 6: Example 4.1 14th adaptively refined grid with AFC-energy technique. Kuzmin limiter (#dof = 22962) (left) and BJK limiter (#dof = 23572)(right).

4.2 Example with Interior and Boundary Layer

This example is proposed in [HMM86]. It is given in $\Omega = (0,1)^2$ with $b = (\cos(-\pi/3), \sin(-\pi/3))$, $c = f = g = 0$ and the Dirichlet boundary condition

$$u_D = \begin{cases} 
1 & (y = 1 \land x > 0) \lor (x = 0 \land y > 0.7), \\
0 & \text{else}.
\end{cases}$$

Here, $\varepsilon = 10^{-4}$ is considered. It is known that the solution exhibits an internal layer in the direction of the convection starting from the jump of the boundary condition at the left boundary and two exponential layers at the right and the lower boundary (see Fig. 7). A known solution to this problem is not available but we know that $u \in [0,1]$. This example serves for studying the adaptive grid refinement in the presence of different kinds of layers.

An initial mesh was defined similar to the previous example, i.e., with two triangles by joining the points (0,0) and (1,1). The simulations were started with
a level 2 grid (i.e., \#dof = 25), uniform refinement was performed till level 4 (i.e., \#dof = 289) and then the adaptive grid refinement was started. For this example, we do not have the presence of regions where the problem becomes locally diffusion-dominated because the refinement does not make the grid sufficiently fine for the considered diffusion parameter.

The 14\textsuperscript{th} adaptively refined grids with conforming closure and \textit{AFC-energy} technique are shown in Fig. 8 for the Kuzmin limiter (left) and the BJK limiter (right), respectively. Here we see that we have the presence of non-Delaunay triangulation but we could note that the DMP was satisfied for both the limiters. This result shows that using the Kuzmin limiter might lead to solutions that satisfy the DMP even if an essential assumption of the analysis (Delaunay triangulation \cite[Remark 14]{BJK16}) is not satisfied. Comparing the refinement for both the limiters, we observe that the number of mesh cells is comparable for both the limiters (see Fig. 8 for \#dof).

Next, we study the adaptive grid refinement for the \textit{AFC-SUPG-energy} technique. The 14\textsuperscript{th} adaptively refine grids with conforming closure are shown in Fig. 9 for the Kuzmin limiter (left) and the BJK limiter (right), respectively. Here we observe that the mesh cells near the internal layer are not refined that much as compared to the \textit{AFC-energy} technique. Also, we see that the limiters do not play
an important role in the adaptive refinement. To be precise, the \#dof are comparable for both the limiters and the meshes look much more similar than in Fig. 8.

To check the thickness of the interior layer we follow the idea described in [JK07, Eq. (48)]. We define

$$\text{smear}_{\text{int}} = x_2 - x_1,$$

where $x_1$ is the $x-$coordinate of the first point on the cut line $(x,0.25)$ with $u_h(x_1,0.25) \geq 0.1$ and $x_2$ is the $x-$coordinate of the first point with $u_h(x_1,0.25) \geq 0.9$. We note that in Fig. 10, the layers are most properly resolved for the AFC-energy technique as compared to the AFC-SUPG-energy technique irrespective of the choice of limiters.

One can observe in Fig. 3 that the AFC-SUPG-energy estimator is dominated by $\eta_{\text{SUPG}}$. If we look at the results from [JN13, Example 3], where the example has different kinds of layers (an exponential layer at the circle and parabolic (weaker) layers after the circle); it has been noted that the SUPG estimator refines mostly the strongest singularities, which for that example, is the exponential layer, and the weaker layers are not refined properly. This can be observed in Fig. 9 as well; the SUPG estimator has problems refining the parts of the grid with weaker singularities since the most effort of refinement goes in the stronger exponential layers at the boundary.

Overall, for adaptive grid refinement, the AFC-energy technique does a much better job since all layers are refined properly, not only the strongest layer.

5 Summary

In this work, a new residual based a posteriori error estimator has been derived in the energy norm for AFC schemes (AFC-energy). Another approach for finding an upper bound in a posteriori way using the SUPG solution (AFC-SUPG-energy) has also been discussed.

The following conclusions can be made from the numerical simulations.

1. The effectivity index of the error estimator with AFC-energy was not robust with respect to $\varepsilon$. The effectivity index was quite large for a strongly
convection-dominated case, which eventually decreased as the mesh became finer.

2. For the AFC-SUPG-energy technique, the effectivity index was better than the AFC-energy technique.

3. The choice of limiter did not play an important role in AFC-SUPG-energy technique as the dominating term was $\eta_{SUPG}$. Because of this dominating nature, one gets very similar refined grids and effectivity indices for both the limiters.

4. For the Kuzmin limiter and the AFC-energy technique, a reduced order of convergence can be observed with conforming closure using red-green refinements as adaptive refinement leads to locally diffusion-dominated problems. This kind of reduction of the order of convergence is not observed with the BJK limiter.

5. The AFC contribution $\eta_{d,h}$ is the dominating term in the estimator $\eta$ for the Kuzmin limiter. In contrast, it is the dominating term for the BJK limiter in the convection-dominated situation, but if the layer becomes to be resolved, then no longer.

6. With adaptive grid refinement, the problem could become locally diffusion-dominated. Then, one has to use the BJK limiter because, with the Kuzmin limiter, the error may become non-convergent. This situation might only happen if the diffusion coefficient is comparably large with respect to the mesh size.

7. For a small diffusion coefficient, one does not run into the previous point’s issues. One has to use the Kuzmin limiter because of the difficulties encountered while solving the nonlinear problems with the BJK limiter, see [JJ19].

8. For adaptive grid refinement and problems with different layers, the AFC-energy technique refines the grid much better than the AFC-SUPG-energy technique.
In summary, the \textit{AFC-SUPG-energy} technique gave better results than the \textit{AFC-energy} technique with respect to the effectivity index. In contrast, the \textit{AFC-energy} technique gave better results with adaptive grid refinement. For convection-dominated problems, the BJK limiter gave a better effectivity index as compared to the Kuzmin limiter. Still, difficulties arise in solving the nonlinear problem associated with the BJK limiter for a small diffusion. Future work of the research relates to the estimator’s behavior on grids with hanging nodes, development of robust estimators, numerical studies in 3d, and extending the analysis for the local lower bound.
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