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ABSTRACT

Cancer diagnosis from proteomic profiles has reformed the medical procedures in a significant manner with its enhanced accuracy rate as compared to other ultrasound imaging based process. Efficient classification of suitable cancer biomarkers from proteomic data helps in early diagnosis of cancerous diseases. Mass spectrometry (MS) with protein chip based technology such as the Surface Enhanced Laser Desorption and Ionization Time of Flight (SELDI-TOF) can be used for presence as well as absence of diseases by extracting protein spectra based on m/z ratio and intensity of the protein. For mass spectrometry, efficient and robust feature selection technique is required which can reduce the number of features as much as possible in less time and eliminates any irrelevant or redundant features which can affect the classification performance. This work incorporates an energy based dimensionality reduction for huge data to perform clustering ensemble binary classification of cancer and normal patterns by evaluating biomarker signatures at a higher rate of accuracy. The proposed approach has overcome existing issues especially feature
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The experimental results show that both SELDI-TOF data sets extracted from WCX2 and H4 chip can be classified with only two features at relatively higher rate with negligible false alarms.
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1. INTRODUCTION

Cancer causalities are increasing rapidly worldwide and various medical data are under consideration to take possible measures for early stage cancer biomarker identification [1,2]. Apart from ultrasound imaging for the organs, some high dimensional data from sources such as Mass Spectrometry (MS) or microarray can also be utilized which can be effective, if suitable techniques and methods are incorporated [3,4]. Earlier studies have shown that molecules concentration within the blood can help technologist to determine their mass spectrum data for cancer type and relative complexities [5]. Biological technologies for mass spectrometry namely Matrix assisted laser desorption and Ionization -Time of flight (MALDI-TOF) identifies possible positioning from proteomic data required to diagnose various cancer disease which requires much time and procedures in other clinical examinations based on imaging and laboratory test samples [6,7]. In all other aspects, MALDI-TOF and SELDI-TOF have very similar processing times. Alternatively, SELDI-TOF based data can also be extracted by utilizing Weak Cation Exchange (WCX2) or H4 protein chip, in low as well as high resolution, for cancer diagnosis.

The MS data can be classified with highly developed diagnostic systems but requires large number of features, which needs to be overcome by analyzing the discrimination power of the features for possible classes [8]. This can be done with iterative processes to locate an optimal feature subset which can reach higher detection rate. For example certain feature have clear difference in the values of cancer and normal sample, therefore such feature can be valuable in classification rather than a feature which has no significant difference between the records of known classes. Computer based diagnosis depends upon the algorithms used for analyzing and processing mass spectrometry features and associated classifier which need to adjust as much as possible to attain a higher detection rate of cancerous and normal proteomic profiles.

The dimensionality of mass spectrometry data affects the overall classification performance in terms of classifier’s overhead and time complexity[9]. Appropriate feature transformation or selection techniques should be incorporated with the classifier to enhance the efficiency measures of the system [10]. Many earlier approaches have been applied for handling features dimension by either reducing with transformation methods or with feature extraction to select only few sensitive features with higher potential to be used for distinguishing cancerous spectrum data from normal ones [11,12]. These processing can be done prior to classification with filter methods or either by integrating wrapper methods with classifier.

In recent years, there has been significant improvement in early diagnosis of cancerous biomarkers from high dimensional mass spectrometry data [3,13]. Even then many conventional methods for reducing feature dimension have suffered because of reduced detection rate or high classification overhead in processing irrelevant or redundant features if they are not properly optimized.

For discovery of biomarker element, cancer tissues with abnormal factor in the protein can be diagnosed by advanced medical procedures namely SELDI-TOF [14]. The mass spectrometry data is obtained by taking patient’s blood sample. This high dimensional spectrum data consists of above 15000 features (mass/charge) collected from respective m/z intensity value [15]. The advantage of having proteomic data fetched from mass spectrometry is its extensive details regarding abnormal signal profiling in comparison to traditional biomarkers.

The main limitation for earlier feature processing techniques involving extraction and subset selections is neglecting the interdependency of the features, their correlations which need to be resolved to get an efficient system for cancer diagnosis [16]. Most methods work solely on analyzing all the features individually to evaluate their scores or weight-age and then proceed to
use them in variable subset sizes to assess the systems performance.

To overcome such issues, this work proposes an optimized statistical metric and energy based algorithm in such manner to calculate the relative energies and dependencies of all features along with their discriminatory values by integrating the classification procedure. This technique is time consuming in the selection of various separate subsets and classification; instead the classification should start from features with higher energy level and then to combine the second best feature only when required to increase the possibility of attaining accuracy rate. Here no threshold or specific parametric adjustment is required as the only considering factor is system accuracy acquired from the optimal features.

This paper is structured as follows: Section 2 provides review of earlier approaches on feature processing and classification algorithms. Section 3 presents the material used and proposed methodology. Section 4 explains the results obtained and possible contributions. Section 5 concludes with future directions for the work.

2. EARLIER STUDIES ON PROTEOMIC DATA IN CANCER BIOMARKER DISCOVERY

Various data mining techniques have been utilized to achieve better accuracy rate by reducing the dimension of these proteomic data sets. Many feature processing models have been designed which are based on wrapper or either filter in combination with efficient classifiers to speed up the process of identification of biomarkers signatures. In this section, review of various existing feature processing and classifiers for proteomic data is provided.

In an earlier work [17], OC-WCX2 mass spectrum data set was used for experiments with classifiers like Support Vector Machines (SVM), decision trees and neural networks. Their approach also involved feature selection by statistical methods based on mean and standard deviation. They scored accuracies between 88 and 99% for different feature subsets ranging from 8 to 16 attributes with varying minimal distances. Later random projection (RP) was used in comparison with Principal component analysis (PCA) for classifiers such as Support Vector Machines, neural network and K-nearest neighbor [18]. They proved that usage of RP can enhance the effect of PCA as a feature processing for mass spectrometry data sets namely OC-WCX2a, OC-WCX2b and PC-H4 by scoring an accuracy of 95%, 99.89% and 99.90% respectively.

Plant et al. [11] proposed a feature selection method which was designed by utilizing the benefits of filter and wrapper procedures. They applied this approach for two SELDI-TOF data sets and achieved good results. They proved that modified binary search is effective on select minimal feature subset by adjusting misleading or unavailable details from the data. Support Vector Machines (SVM) classifier reached 97.8383% with 164 features and 100% for 9 features for prostate and ovarian cancer data sets respectively.

In another approach, Yu et al. [19] used SVM in a k-fold cross validations with processing methods involving binning, wavelet transform and handling coefficients variation. The sensitivity and specificity scored were 97.38 % and 93.30% for ovarian data set. Multilayer perceptron (MLP) was used to classify prostate data set by using dimension reduction techniques and reached an accuracy of 95% with only 10 features. They also used Probabilistic Neural Network (PNN) [20] and scored accuracies ranging 91% to 97% with different feature subsets extracted by noise extraction in terms of global and local vectors. A classification accuracy of 0.99% was achieved on SELDI-TOF ovarian cancer dataset by using t-test and refining for feature space reduction with kernel based classification and regression method [21]. Another approach for SELDI-TOF data set was proposed by Thakur et al. [22] involving genetic algorithm and statistical methods for selecting appropriate features. Feed Forward Neural Networks classified with an accuracy of 99.16% for cancerous and 98.50% for controlled patterns.

A neuro fuzzy classifier method was applied to reduce error rate in combination with genetic algorithm which overall reduced the feature space by selecting only 20 attributes for cancer identification [23]. Wavelet transform was later combined with kernel partial least square (KPLS) for dimension reduction and filtering to select high variant coefficients. T- score was used to calculate the corresponding means and deviations of the classes to select only relevant features by adjusting a threshold [24]. The mass spectra data set used for this work was PC-H4
with SVM and k-NN classifiers and the maximum accuracies acquired were 95.8% and 95.9% respectively.

Assawamakin et al. [25] suggested applying a two-step design where naïve bayes were used to rank the features based on their coefficients and then performed classification on potential features with hidden naïve bayes algorithm. This system was then tested with different bioinformatics (omics) data types such as SELDI-TOF, microarray and single nucleotide polymorphism microarray (SNParray). Their method worked by minimizing the number of biomarkers used and time factor. The overall accuracies achieved were 0.86 and 0.98 for prostate and ovarian SELDI-TOF data sets with only 8 features.

In 2013, Ao Kong et al. [31] worked on SELDI-TOF data sets by classifying with biomarker signature discovery method designed from SVM and k-NN (k-Nearest Neighbors) on normalized data by smoothing and noise reduction [26]. They get maximum detection rate of 95% for cancerous records and 94% for normal data records by adjusting parameters for window sizing. Seddik et al. [5] integrated wavelet and fourier transformations to separate control and cancerous records with help of neural network classifier. The system was tested with WCX2 data set reached higher accuracy with wavelet transform equivalent to 95% whereas Fourier achieved 94%. Linear discriminant analysis was also used to enhance Fourier performance but could not exceed 80.7% accuracy rate.

Principal component analysis (PCA) was combined with linear discriminant analysis (LDA) to perform classification on principal components with high variance. This ensemble approach increased the performance rate up to 7% and 18% in sensitivity and specificity respectively than LDA on ovarian data set [27]. Same approach of PCA and LDA was used earlier as well by Lilien et al. [28] with a probabilistic algorithm Q5 and achieved an accuracy of 97% for the SELDI-TOF data set.

In another work [29], derivative component analysis (DCA) was used to handle proteomic data in an implicit multi resolution method of derivatives by removing noise. For classification SVM was applied to perform linear separation by blemishing reproducibility problems. Matrix assisted laser desorption-Time of flight (MALDI-TOF), Surface enhanced laser desorption and ionization – time of flight (SELDI-TOF) and quadrupole time of flight (SELDI-QqTOF) data profiles were utilized for the experiments. The results achieved were better than traditional SVM as DCA extraction was used to de-noise the data. They also explained that using SVM kernels especially Radial basis function (RBF) causes over fitting on such high dimensional data. The system reached 99.52% accuracy with 100% sensitivity and 99.17% specificity on ovarian data set.

This research differs from the earlier works in that it includes an energy based dimensionality reduction for huge data to perform clustering ensemble binary classification of cancer and normal patterns by evaluating biomarker signatures at a higher rate of accuracy. All of the methods above use parametric evaluation with a single feature selection and classification techniques.

3. MATERIALS AND METHODS

This section covers the methodology proposed for the classification of SELDI-TOF data sets. Fig. 1 represents the phases involved in the system design. The classification approach used is k-fold cross validation instead of conventional training and testing process which allows optimizing the system’s parameters as much possible to attain higher accuracy.

![Fig. 1. Design of diagnostic system for cancer biomarkers](image)

3.1 SELDI-TOF Datasets

There are two different mass spectrometry datasets from Clinical Proteomics Programs Databank, National Institute of Cancer [30] used...
for proposed classification method of controlled and cancer samples. First dataset is ovarian dataset, extracted by utilizing Weak Caution Exchange (WCX2) protein chip along with high quality PBSII SELDI-TOF mass spectrometer for producing the mass spectra [18]. There are around 91 controls and 162 cancer samples which are not shuffled yet and will be processed using feature metrics and then classification. The second dataset is prostate dataset which is produced differently by adapting Hydrophobic (H4) protein chip and PBS1 SELDI-TOF mass spectrometer [31]. The chip was designed as per preferred methods. This was done to attain sufficient low molecular weight details to be beneficial for identifying cancerous samples. There are overall 63 control and 69 prostate cancer samples. Both datasets have 15154 features representing values at particular cancer samples. Both datasets have 15154 features representing values at particular molecular mass-to-charge (m/z) intensities [5] along with a label indicating feature denoting as control or cancer with number 1 and -1 respectively.

3.2 Multivariate Distribution for Dimensionality Reduction

For the purpose of reducing the number of features, energy based feature selection mechanism is adopted to choose the most significant features for classification, i.e. the mixture of features that will best distinguish the cancerous from the control (normal) classes. To accomplish this, a two-step feature selection process is performed.

3.2.1 Statistical energy

The statistical energy is calculated as follows:

\[
\text{Energy}_{\text{metric}}(k) = \frac{\sum_{i}^{n} \sum_{j}^{n_i} |n_i^j(k)|}{\sum_{i}^{n} n_i(k)},
\]

where \(n_i^j(k)\) is feature \(k\) of sample \(j\) in class \(i\), \(n\) is the number of classes; \(n_i\) is the number of images in class "\(j\)".

The null hypothesis \(H_0\): Energy of feature "\(k" = 0\), is indeed need to be tested against the alternative hypothesis, \(H_1\): Energy of feature "\(k\) ≠ 0."

After calculating the energy, certain threshold is applied and all values that are below that threshold are removed.

3.2.2 Statistical metric

This can be calculated as follows:

Assume \(m_1, m_2\) and \(m_3\) are the mean of class1, class2, and class3, respectively and \(m_T\) is the mean of all classes.

\[
\text{Let } m_T(k) = \frac{\sum_{i=1}^{n} m_i(k)}{n}
\]

Where \(cn\) = number of classes, so

\[
\text{var}_{\text{mod}}(k) = \frac{1}{n} \sum (m_i(k) - m_T(k)) \quad (2)
\]

however, \(\sum (m_i(k) - m_T(k))^2\) is not adequate to measure the classification contribution of the coefficients because it may provide similar values in the two cases. For that reason, there exists a need to present a different metric to measure the coefficients’ contribution. The metric is as follows:

\[
\text{Var}_{\text{mod}}(k) = \min_{i \neq j} \sqrt{\frac{S_i^2(m_j^k)}{n_j}} = \min_{i \neq j} |m_i(k) - m_j(k)| \quad (3)
\]

where \(S_i\) is the statistical metric of class \(i, m_j\), is the mean of class \(i\), and \(n_j\) is the number of classes. \(S_i\) can be calculated as follows:

\[
S_i^2 = \frac{\sum_{j=1}^{n_j} (x_j^i(k) - m_j(k))^2}{n_i - 1} \quad (4)
\]

where \(i = 1, 2, 3, ..., n, \) and \(n_i\) is the number of the features in class \(i\).

3.3 Proteomic Data Classification with Cluster K-Nearest Neighbor (C-K-NN)

C-K-NN is a classification algorithm that combines K-means modified algorithm and K-Near Neighbor (K-NN). This classifier was introduced by Rawat et al. [23]. The classifier is described further below.

Every single class, \(C_i\) is should become a cluster to various subclasses, \(C_{ij}\), with \(1 \leq j \leq 1\), and each subclass will be represented by its mean, \(\mu_{ij}\). Hence, the cluster analysis determines a set of groups, which will decrease the within-group variation and increase the between-group
variation. K-means clustering algorithm is applied for every class for clustering purposes, and then both the number of subclasses for every class and the initial k-vectors to initialize the K-means cluster algorithm are defined to find the ideal number of the subclasses. The number of subclasses is iterated beginning with 1 and the iteration process should stop by the following two conditions:

- All the representatives, \( \mu_{ij} \), should be close with respect to the metric \( d \) of their classes, \( C_i \) (i.e., if we classify all the representatives, \( \mu_{ij} \), we have found 100% accuracy). If there are some misclassifications of \( \mu_{ij} \), we have to decrease the parameter \( \alpha \) by multiplying it with another factor, \( \alpha' \), which is less than 1.
- The statistical metric of each class \( C_i, var_i \), does not decrease significantly in comparison to the previous iteration.

We may use \( \frac{\Delta Var}{Var} \leq \alpha \) as a criterion to quantify, if there is a decrease or it still approximately remains constant. In certain cases, it is better to stop the iteration if the condition \( \frac{\Delta Var}{Var} \leq \alpha \) has been checked twice or more (i.e., after which the statistical metric will be smoothed).

For initialization of the K-means cluster algorithm in general, we choose k-vectors, which belong to our classes’ data. This will therefore make the algorithm unstable in the sense of the final variance:

\[
var(C_i) = \sum_{j=1}^{m_i} var(C_{ij})
\]

which depends on the initial vectors.

From here, the question “How to choose the initial vectors in order to find a minimal variance?” arises. To answer this, in this paper, we have developed two algorithms: The Hierarchical Near-to-Near and Hierarchical Near-to-Mean algorithms, which might require some modification for different applications.

### 3.4 Hierarchical Near-to-Near Algorithm

This algorithm consists of calculating the distance \( d(x_{in}, x_{im}) \) for all \( x_{in} \in C_i \) and starting to cluster our classes to \( N_i - 1 \) subclasses where \( \text{card}(C_i) = N_i \). We put the two closest data in the same subclasses

\[
C_{i,1} = \{x_{in}, x_{im}\}
\]

where \( \min_{n \neq m} d(x_{in}, x_{im}) = d(x_{in}, x_{im}) \),

and we put each of the other data in separate subclasses,

\[
C_{ij} = \{x_{ij}\}, \forall j \in \{1, ..., N\} - \{n_o, m_o\}.
\]

In the next step, the following index \( n_1 \) and \( m_1 \) are considered for which

\[
\min_{n \neq m} d(x_{in}, x_{im}) = d(x_{in1}, x_{im1}).
\]

If \( x_{in1} \) and \( x_{im1} \) belong to the same subclass, \( C_{ix} \), we shall split this subclass into two other subclasses:

\[
C_{ix+1} = C_{ix} - \{x_{in1}, x_{im1}\}
\]

(6)

\[
C_{ix} = \{x_{in1}, x_{im1}\}
\]

(7)

In the case where \( x_{in1} \) and \( x_{im1} \) belong to two different subclasses, \( C_{ix1} \) and \( C_{ix2} \), respectively, we shall put \( x_{in1} \) in the subclass, \( C_{ix2} \), if \( \text{card}(C_{ix2}) > \text{card}(C_{ix1}) \) and we may put \( x_{im1} \) in the subclass, \( C_{ix1} \), if \( \text{card}(C_{ix2}) \leq \text{card}(C_{ix1}) \). Indeed, to get the cardinality of the set we may use the distance between the vectors to the set as \( d(\text{vector}, \text{mean of set}) \). When we obtain \( k \) subclasses, we stop the iteration, and our initial k-vectors will be the mean of each subclass.

### 3.5 Hierarchical Near-to-Mean Algorithm

This algorithm is almost the same as the Hierarchical Near-to-Near algorithm, except we will deal with the mean of subclass \( C_{ix} \) in the processing. We start by splitting our class \( C_i \) into two subclasses:

\[
C_{i,1} = \{x_{in}, x_{im}\}
\]

(8)

and

\[
C_{i,2} = \{x_j \mid j \notin \{n_o, m_o\}\},
\]

(9)

where \( d(x_{in}, x_{im}) = \min_{n \neq m} d(x_{in}, x_{im}) \).
We then updated our classes, $C_i$, by replacing $x_{i,n_0}$ and $x_{i,m_0}$ with their average,

$$C_i^1 = \{ \ldots, x_{i,n_0−1}, S_{i}, x_{i,n_0+1}, \ldots, x_{i,m_0−1}, S_{i}, x_{i,m_0+1}, \ldots \}$$

Where $S_i = (x_{i,n_0} + x_{i,m_0})/2$

Next, we consider $x_{i,n_1}$ and $x_{i,m_1}$ as:

$$d(x_{i,n_1}, x_{i,m_1}) = \min \{d(x_{i,n}, x_{i,m}) | d(x_{i,n}, x_{i,m}) \neq 0\}$$

We then replace $C_i^1$ and all the data in $C_i^1$ that are equal to $x_{i,n_1}$ or $x_{i,m_1}$ by $S_1$, which is the mean of the union of the two subclasses where $x_{i,n_1}$ and $x_{i,m_1}$ belong to:

$$S_1 = \frac{C_{n_1}x_{i,n_1} + C_{m_1}x_{i,m_1}}{C_{n_1} + C_{m_1}}$$

where $C_{n_1}$ is the number of the repetitions of $x_{i,n_1}$ inside of $C_i^1$, and $C_{m_1}$ is the number of the repetitions of $x_{i,m_1}$ inside of $C_i^1$. Our algorithm stops once the number of distinct vectors inside of $C_i^1$ is equal to $k$. Our classification algorithm does not need to keep all the data, only the average of each subclass. This is the outstanding feature of this new clustering. To classify a new data or vector $x$, we use k-NN algorithm, i.e., we assign $x$ to the class $C_i$ for which:

$$i = \arg \min_{j} d(x, \mu_{i,j})$$

where $\arg \min_{j} d(x, \mu_{i,j}) = i_0$

4. EXPERIMENTAL RESULTS

For this experiment study, two mass spectrometry data sets generated by SELDI-TOF are used to testify the proposed system. The main contribution of this work is to select a few optimum features which would have the high discriminatory power to classify data in known classes i.e. cancer and normal. One data set is ovarian cancer data (OC-WCX2b) and the second data set is prostate cancer data (PC-H4). Both are high dimensional data set as they include 15154 features along with a label feature indicating the pattern as cancerous or controlled. Next, the details of the data sets are provided in the Table 1.

The first step for both data sets is to calculate the energy metrics for the features and arrange them in ascending order to further proceed for elimination of irrelevant features. Figs. 2 and 3 shows the energy distribution of the features from the selected data sets. The energy level is quite low for the first 40% of the features (m/z values) and they would not be beneficial to use for classification of biomarkers as cancerous or controlled. Such features will be eliminated in the feature processing phase, so that the further steps will be executed in identifying the optimal feature subsets for cancer diagnosis.

![Fig. 2. Energy metric of OC-WCX2 data set](image1)

![Fig. 3. Energy metric of PC-H4 data set](image2)

| Data set | No of features | No of Patterns (Normal/ Abnormal) | Train/Test Ratio (%) |
|----------|----------------|-----------------------------------|----------------------|
| Ovarian  | 15154          | 91/162                            | 70/30                |
| Prostate | 15154          | 63/69                             | 70/30                |
The energy distribution is relatively same for both data sets, as they have the same number of features based on mass/charge (m/z) values ranging from \(-7.86 \times 10^{-5}\) to 19995.51 and their corresponding intensity value for the patients using the WCX2 and H4 chips.

Then for evaluation of the best features which have maximum effect on the classification, Multivariate T distribution is used. This procedure is done in incorporation with the classifier to determine the features which will have maximum effect on accelerating accuracy. In the beginning, all the patterns are classified by utilizing one best feature as this process takes less time and is more convenient to determine the most appropriate feature for the biomarker identification. The features with higher energy metric are trained and tested by the system and their corresponding performance measures such as Accuracy (red color) and False positive (green color) and False negative (blue color) is calculated. The resultant performance for individual feature based biomarkers classification is presented in the Figs. 4 and 5. This technique helps in identifying the potential features for the classification.

In the next phase of classification, the feature subsets used in the experiments are based on two features with high energy coefficients to enhance the detection accuracy and reduce the false alarms. Figs. 6 and 7 shows the corresponding performance measures such as Accuracy (red color) and False positive (green color) and False negative (blue color) for both data sets.
The acquired accuracy is 100 with no false alarms by using the feature set of two features for both data sets.

Here the significant point is both mass spectrometry data sets have the same accuracy in this phase with quite similar results as seen in the figures which shows the consistency of features and the selected technique.

The major difference in both data sets is the feature ranking order which is dissimilar even though the same feature type was used in the experiment. This shows that both cancers need different feature (mass/charge) value to diagnose the particular cancer type. So instead of using a feature dimension of around 15000, it’s prudent to use only the cancer relevant features depending upon the cancer type to get the desired results.

The main contribution of this work is to identify specific potential mass/charge which can be used for cancer diagnosis (ovarian or prostate) from collected proteomic data from mass spectrometry technique.

The top ten features (mass/charge) for OC-WCX2 data set are presented in Fig. 8. Feature number 1925 can score an accuracy of 94.6% individually and can enhance the accuracy up to 100% by forming an optimal feature subset with another feature number 1924.

The first 5 features for OC-WCX2 data set are in the same range of 1921 to 1925 with a slight difference of their energy level. Another important finding is that neither a high mass/charge nor lower mass/charge is effective for ovarian cancer identification and classification from the controlled cases.

Whereas, the top ten features (mass/charge) for PC-H4 data set are completely different as presented in Fig. 9. Feature number 1680 can score an accuracy of 99.2% individually and can enhance the accuracy up to 100% by forming an optimal feature subset with another feature number 1678.

As discussed in Section 2, many earlier techniques have been applied to reduce minimum features for cancer detection apart from maximizing the accuracy rate. The comparison of proposed feature reduction algorithm with existing approaches is presented in Table 2.

This work has significantly reduced the features space compared to earlier works that have required at least 8 features. The proposed statistical method calculates the energy metric and then identifies the minimum possible feature subsets by the classification process. Such optimized diagnostic systems are essential for timely detection of real-time clinical procedures for effective and timely medical interventions.
Fig. 9. Optimal features ranking for PC-H4 data set

Table 2. Performance comparison with earlier works

| Author (Year) | OC-WCX2 data set                  | PC-H4 data set                  |
|---------------|-----------------------------------|---------------------------------|
| Hong, et al. [17] | 88-99% accuracy rate for 8-16 features | -                              |
| Plant, et al. [11] | 100% accuracy for 9 features     | 97.83% accuracy for 164 features |
| Bougioukos, et al. [20] | 98% accuracy for 8 features      | 95% accuracy for 10 attributes  |
| Assawamakin, et al. [25] | 94.5% accuracy for 1 features | 86% accuracy for 8 features     |
| Proposed Work | 100% accuracy for 2 features      | 100% accuracy for 2 features    |

5. CONCLUSION

Analysis of proteomic profiles for clinical diagnosis of cancer biomarkers demands efficiency and procedural optimization. Mass spectrometry based proteomic data can be useful in the identification of cancer stages by analyzing the possible discrimination among them with ensemble machine learning algorithms. In this work, statistical metric and energy method has been incorporated with Clustered k-NN classifier to reduce the dimension of the high resolution data and classify the extracted high energized features. The results showed significant reduction in the dimension by utilizing even a single particular m/z intensity feature to distinguish both prostate and ovarian cancer from the normal data. This approach has also decreased the time factor by selecting features based on their classification accuracy and energy level which optimized the overall biomarker identification process. This technique can be further applied for many other cancerous biomarkers to eliminate the dimensional issues in proteomic and genomics datasets.
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