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Abstract

In the paper a self-consistent theoretical description of the lattice and magnetic properties of a model system with magnetoelastic interaction is presented. The dependence of magnetic exchange integrals on the distance between interacting spins is assumed, which couples the magnetic and the lattice subsystem. The framework is based on summation of the Gibbs free energies for the lattice subsystem and magnetic subsystem. On the basis of minimization principle for the Gibbs energy, a set of equations of state for the system is derived. These equations of state combine the parameters describing the elastic properties (relative volume deformation) and the magnetic properties (magnetization changes).

The formalism is extensively illustrated with the numerical calculations performed for a system of ferromagnetically coupled spins $S=1/2$ localized at the sites of simple cubic lattice. In particular, the significant influence of the magnetic subsystem on the elastic properties is demonstrated. It manifests itself in significant modification of such quantities as the relative volume deformation, thermal expansion coefficient or isothermal compressibility, in particular, in the vicinity of the magnetic phase transition. On the other hand, the influence of lattice subsystem on the magnetic one is also evident. It takes, for example, the form of dependence of the critical (Curie) temperature and magnetization itself on the external pressure, which is thoroughly investigated.
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1. Introduction

Thermodynamics of magnetic solids is a subject of interest of solid state physicists since many years \cite{1}. From the point of view of methodology, some analogy to systems described by the volume and pressure is exploited, namely the thermodynamic magnetic variables: magnetic field $h$ and magnetization $m$ correspond to the respective mechanical variables - pressure $p$ and volume $v$.
V, considered at some temperature T (see for example Ref. [2]). Therefore, the magnetic equation of state involves three variables: h, m and T.

In majority of cases both the subsystems of solid state (magnetic and lattice one) are described separately, with no coupling between them. In such situation, the lattice-related properties of the magnetic solid are considered as fully independent on magnetic properties, leading to another equation of state interrelating p, V and T. However, this approach neglects the magnetoelastic interactions which occur between these subsystems. The simplest source of this kind of coupling is the fact that the magnetic exchange integral between magnetic moments depends on their mutual distance, thus is a volume-dependent quantity. The magnetoelastic interactions are basis for such effects as the magnetostriction and piezomagnetism, which are important from the point of view of possible applications. They are also responsible for sensitivity of any magnetic properties (for example, the critical temperature) to external pressure.

Among the literature concerning the studies of magneto-elastic interactions, many particular contributions can be mentioned. One of the subjects of intensive studies was compressible Ising model of various dimensionalities [3–12], including the diluted case [13, 14] and the quantum versions [15]. The studies involved also Heisenberg model [16–18] or spin glasses [19] or highly interesting frustrated magnetic systems [20–22]. Some of the results also incorporate magnetoelastic coupling into exactly solvable models [23–25]. In another approach, the pressure influence on the Curie temperature has been discussed [26, 27]. Also, an attempt has been undertaken aimed at describing the quantum phase transitions, triggered by the external pressure [28]. Among studies of specific materials, the example of EuTe can be mentioned, for which the influence of pressure on magnetic phase diagram has attracted both theoretical ([29–31]) and experimental [32] attention. It should be mentioned that one of the approaches to theoretical description of systems with magnetoelastic coupling is based on the Landau theory of phase transitions, which involves a semi-empirical expression for free energy [33, 34]. Some approaches involve the additional magnetoelastic terms in expressions for molecular field [35]. Another method, including structural transformations, was used in Monte Carlo studies of Refs. [36]. These approaches proved their usefulness in characterization of the magnetocaloric effect.

However, in spite of the existence and usefulness of various developed formalisms, there is still a room for fully microscopic approach, based on a full Hamiltonian and allowing to construct complete thermodynamic description of the system in question. Such a general theory, based on the statistical thermodynamic approach and capable of describing both interacting subsystems (lattice and magnetic one) in a complete, self-consistent way would be of a great value.

Motivated by this situation, the present paper is aimed at developing the method which will be suitable for the complete, fully consistent, statistical-thermodynamic description of the model solid state, with magnetoelastic interaction taken into account.

The key point is to obtain the Gibbs free-energy in the most general form, from which all the interesting thermodynamic quantities (both magnetic and non-magnetic ones), as well as the relationships between them, can be obtained. Employing the variational principle for the Gibbs energy, with respect to the volume and magnetization, the set of two coupled equations of state will be derived.

The method will enable calculations of the magnetic quantities, such as magnetization and Curie temperature in the presence of external pressure, as well as the non-magnetic (structural)
quantities, such as: volume, compressibility or thermal expansion in the magnetic field.

The paper is organized as follows: The theoretical approach will be presented in the next Section 2. Some complementary mathematical formalism concerning this Section will be included in the Appendices: Appendix A and Appendix B. In the Section 3 the results of numerical calculations will be presented in the figures and discussed. Finally, in the last Section 4 the summary will be presented and some conclusions will be drawn.

2. Theoretical model

The Gibbs free energy of a system is assumed in the form of:

\[ G = G_V + G_m \]  

(1)

where \( G_V \) and \( G_m \) are the Gibbs energies of non-magnetic (lattice) and magnetic subsystems, respectively.

2.1. Lattice subsystem

The Gibbs energy for non-magnetic subsystem is composed of the following parts:

\[ G_V = F_\varepsilon + F_D + pV, \]  

(2)

where \( F_\varepsilon \) is the elastic (static) energy, \( F_D \) is the vibrational (thermal) energy in Debye approximation and \( p \) is the external pressure.

The elastic energy can be found basing on the Morse potential \[ U(r) = D \left( 1 - e^{-\alpha(r-r_0)/r_0} \right)^2 \]  

(3)

which contains three fitting parameters: potential depth \( D \), dimensionless asymmetry parameter \( \alpha \) and the distance \( r_0 \) where the potential has its minimum.

For the crystals with cubic symmetry the interatomic distance \( r \) can be expressed in terms of the isotropic volume deformation \( \varepsilon \), namely:

\[ r = r_{j0} \left( 1 + \varepsilon \right)^{1/3} \]  

(4)

where \( \varepsilon \) is defined by the equation:

\[ V = V_0 \left( 1 + \varepsilon \right) \]  

(5)

and \( V_0 = V(p = 0, T = 0) \) is the volume of non-deformed system at \( p = 0 \) and \( T = 0 \). \( r_{j0} \) in Eq.(4) is the interatomic distance between the central and \( j \)-th atom in non-deformed crystal.

It is convenient to shift the elastic potential by a constant value in order to set zero energy \( F_\varepsilon(\varepsilon = 0) = 0 \).
In the low temperature limit the free energy is given by the formula \[40\]:

\[
N = \frac{1}{2} D \sum_j \left( 1 - e^{-\alpha_j T_0} \right) - \left( 1 - e^{-\alpha_j (1 + \varepsilon)} \right)^2
\]

The summation accounts for the long-range interactions in the Morse potential. The sum in Eq.\[40\] can be performed over the coordination zones with radius \( r_{k,0} \) and coordination numbers \( z_k \). Thus, we present Eq.\[40\] in the form of:

\[
F_e = \frac{N}{2} D \sum_k z_k \left( 1 - e^{-\alpha_j T_0} \right)^2
\]

where \( r_{k,0}/r_{1,0} \) and \( z_k \) can be found numerically for given crystallographic structure. The equilibrium nearest-neighbour (NN) normalized distance \( r_{1,0}/r_0 \) will be determined later from the minimum of the total energy. The expression \[7\] is then convenient for use for arbitrary isotropic deformation \( \varepsilon \).

The elastic energy is a source of static pressure:

\[
p_e = -\left( \frac{\partial F_e}{\partial V} \right)_T = -\frac{1}{V_0} \left( \frac{\partial F_e}{\partial \varepsilon} \right)_T
\]

\[
= -\frac{1}{3} N \frac{D}{V_0} \alpha r_{1,0} \sum_k z_k r_{k,0} \left( 1 - e^{-\alpha_j T_0} \right)^2 e^{-\alpha_j (1 + \varepsilon)^{1/3}} - \frac{1}{1 + \varepsilon}^{1/3},
\]

which, together with other pressure contributions, keeps the system in equilibrium.

The vibrational energy is taken in the Debye approximation and its form can appear in two variants: for low temperatures only, and in the whole temperature range.

In the low temperature limit the free energy is given by the formula \[40\]:

\[
F_D = N \left[ \frac{9}{8} k_B T_D - \frac{1}{5} \pi^2 k_B T \left( \frac{T}{T_D} \right)^3 \right].
\]

The Debye temperature \( T_D \) is volume-dependent and can be presented in the approximate form \[41\]:

\[
T_D = T_D^0 e^\left( \gamma_D^0 - \gamma_D \right)/q = T_D^0 e^\left[ 1 - (1 + \varepsilon)^q \right]/q
\]

where the Grüneisen parameter \( \gamma_D \) is given by \[42\]:

\[
\gamma_D = -V \frac{\partial T_D}{\partial V} = \gamma_D^0 (1 + \varepsilon)^q.
\]

\( T_D^0 \) and \( \gamma_D^0 \) are the Debye temperature and Grüneisen parameter, respectively, which are taken at \( T = 0 \) and \( p = 0 \). It has been shown that for the Morse potential the Grüneisen parameter \( \gamma_D^0 \) can be expressed as \[43\]:

\[
\gamma_D^0 = (3\alpha - 2)/6,
\]
In general, for any temperature, the vibration energy can be found from the formula \[44\]:

\[ P_D = \left( \frac{\partial F_D}{\partial V} \right)_T = \frac{3N}{V_0}k_B T_D \gamma_D \left[ \frac{3}{8} + \frac{1}{5} \pi^4 \left( \frac{T}{T_D} \right)^4 \right] \frac{1}{1 + \varepsilon} \]  \[13\]

where \( T_D \) is given by Eq. \[10\], and \( (\partial T_D/\partial V)_T \) is expressed on the basis of Eq. \[11\].

In general, for any temperature, the vibration energy can be found from the formula \[44\]:

\[ F_D = N \left[ \frac{9}{8} k_B T_D + 3k_B T \ln(1 - e^{-\gamma_D}) - 3k_B T \frac{1}{y_D} \int_0^{\gamma_D} \frac{y^3}{e^y - 1} dy \right]. \]  \[14\]

where \( y_D = T_D/T \).

Such energy gives the following vibrational pressure:

\[ P_D = -\left( \frac{\partial F_D}{\partial V} \right)_T = \frac{9N}{V_0}k_B T_D \gamma_D \left[ \frac{3}{8} + \frac{1}{5} \pi^4 \int_0^{\gamma_D} \frac{y^3}{e^y - 1} dy \right] \frac{1}{1 + \varepsilon} \]  \[15\]

It can be noted that the integral in Eqs. \[14\] and \[15\] can be calculated for \( T > T_D/(2\pi) \) by the approximate method (as in Ref. \[40\]) using Bernoulli series. On the other hand, for the whole temperature range the integral can be calculated either by the direct numerical integration, or by the exact method as, for instance, presented in Ref. \[45\], using special functions. In the exact method one can use the following formula \[46\] (see Appendix A):

\[ \int_0^{\gamma_D} \frac{y^3}{e^y - 1} dy = \frac{1}{15} \pi^4 - 3! \sum_{k=0}^{3} \text{Li}_{4-k}(e^{-\gamma_D}) \frac{y^k}{k!} \]

\[ = \frac{1}{15} \pi^4 + y_D^3 \ln(1 - e^{-\gamma_D}) - 3y_D^2 \text{Li}_2(e^{-\gamma_D}) - 6y_D \text{Li}_3(e^{-\gamma_D}) - 6\text{Li}_4(e^{-\gamma_D}), \]  \[16\]

where \( \text{Li}_s(z) = \sum_{k=1}^{\infty} \frac{z^k}{k^s} \) is the polylogarithm of order \( s \) and argument \( z \), extended by the process of analytic continuation. Substitution of the above formula into Eqs. \[14\] and \[15\] leads to the expressions:

\[ F_D = N \left\{ \frac{9}{8} k_B T_D - \frac{1}{5} \pi^4 k_B T \frac{1}{y_D} \right. \]

\[ + 9k_B T \frac{1}{y_D} \left[ \text{Li}_2(e^{-\gamma_D}) + \frac{2}{y_D} \text{Li}_3(e^{-\gamma_D}) + \frac{2}{y_D^2} \text{Li}_4(e^{-\gamma_D}) \right] \} , \]  \[17\]

and

\[ P_D = \frac{3N}{V_0}k_B T_D \gamma_D \left\{ \frac{3}{8} + \frac{1}{5} \pi^4 \frac{1}{y_D^4} + \frac{3}{y_D} \ln(1 - e^{-\gamma_D}) \right. \]

\[ - 9 \frac{1}{y_D} \left[ \text{Li}_2(e^{-\gamma_D}) + \frac{2}{y_D} \text{Li}_3(e^{-\gamma_D}) + \frac{2}{y_D^2} \text{Li}_4(e^{-\gamma_D}) \right] \} \frac{1}{1 + \varepsilon} . \]  \[18\]
It is interesting to note that the above equations (17) and (18) present a generalization of the corresponding equations (9) and (13), known from conventional low-temperature approximation for the Debye model. The last formulas are valid for arbitrary temperature, including $T \to 0$ limit, which can be proved on the basis of the relation: $\lim_{z \to 0} \text{Li}_s(z) = z$.

2.2. Magnetic subsystem

As far as the magnetic free energy is concerned, its simplest form follows from the Molecular Field Approximation (MFA) which we apply here for arbitrary spin $S$ and the long-range exchange interactions. The magnetic Gibbs energy is then given by (19):

$$\frac{G_m}{k_B T} \sinh \left( \frac{S}{2} \beta \left( \sum_k J_k z_k + h \right) \right) + \frac{N}{2} m^2 \sum_k J_k z_k,$$

(19)

where $m$ is on-site magnetization, $h$ stands for the external magnetic field and $z_k$ is the number of spins on the $k$-th coordination zone. The exchange integral $J_k = J(r_k)$ is the exchange integral for the $k$-th zone of radius $r_k$. In the present formulation we assume the ferromagnetic coupling, i.e. $J(r) > 0$ to deal with a magnetic system which does not need to be subdivided into magnetic sublattices, so that the values of magnetization $m$ are equal at every lattice site.

We can relate the distance dependence of the exchange integral to the volume dependence via formulas based on Eq. (4), namely:

$$r_{1,C} = r_{1,0} \left(1 + \varepsilon_C\right)^{1/3}$$
$$r_k = r_{k,0} \left(1 + \varepsilon\right)^{1/3}$$

(20)

where $r_{k,0}$ is the radius of $k$th coordination zone in non-perturbed system, when $p = 0$, $h = 0$, and $T = 0$. This notation is in agreement with Eqs. (7) and (8), and $\varepsilon_C$ corresponds here to the volume deformation at $p = 0$, $h = 0$, and critical (Curie) temperature $T = T_C$. The constant deformation parameter $\varepsilon_C$ will be determined later.

It should be strongly emphasized that the values of exchange integrals $J_k$ are lattice deformation-dependent, what couples the magnetic and lattice subsystems.

The first equation of state can be derived from the minimum condition for the total Gibbs energy (11) with respect to $m$ treated as a variational parameter:

$$\frac{\partial G}{\partial m} = 0.$$

(21)

This condition yields the relationship:

$$m = S B_S \left( S \beta \left( \sum_k J_k z_k + h \right) \right),$$

(22)
where $SB_s (S x)$ is the Brillouin function:
\[
SB_s (S x) = \frac{2S + 1}{2} \coth \left( \frac{2S + 1}{2} x \right) - \frac{1}{2} \coth \left( \frac{x}{2} \right). \tag{23}
\]

From the free energy \[19\], the magnetic contribution to the pressure can be found:
\[
p_m = - \left( \frac{\partial G_m}{\partial V} \right)_T = \frac{1}{2V_0} m^2 \sum_k \partial J_k. \tag{24}
\]

The derivative of the exchange integral with respect to the relative deformation yields:
\[
\frac{\partial J_k}{\partial \epsilon} = \frac{\partial J (r_k/r_{1,0})}{\partial (r_k/r_{1,0})} \frac{1}{r_{1,0} \partial \epsilon} = \frac{1}{3(1 + \epsilon)^{2/3} (1 + \epsilon_C)^{1/3}} \sum_k r_{k,0} \partial J (r_k/r_{1,0}) \tag{25}
\]

For brevity we denote \[\frac{\partial J (r_k/r_{1,0})}{\partial (r_k/r_{1,0})} = J_k \] and finally we obtain:
\[
p_m = - \left( \frac{\partial G_m}{\partial V} \right)_T = \frac{1}{6V_0} m^2 \frac{1}{(1 + \epsilon)^{2/3} (1 + \epsilon_C)^{1/3}} \sum_k r_{k,0} J_k'. \tag{26}
\]

The second equation of state results from the analogous minimum condition with respect to variable $\epsilon$:
\[
\frac{\partial G}{\partial \epsilon} = 0, \tag{27}
\]

which leads to the relationship:
\[
p_e + p_D + p_m = p. \tag{28}
\]

In Eq. (28) $p$ is the external pressure, and $p_e$, $p_D$, and $p_m$ are given by Eq. (8), Eq. (13) for low temperatures only or Eq. (18) for arbitrary temperature, and Eq. (26), respectively.

From Eq. (22) the phase transition (Curie) temperature can be found, when we put $h = 0$ and $m \to 0$:
\[
k_B T_C = \frac{S (S + 1)}{3} \sum_k J_k \epsilon_k. \tag{29}
\]

where it should be remembered that the values of the exchange integrals $J_k$ should be taken at the appropriate relative deformation $\epsilon = \epsilon (m = 0, p)$. In particular case, when $p = 0$, then $\epsilon = \epsilon_C$.

Equations of state can be first analysed for $p = 0$, $h = 0$, and two characteristic temperatures: $T = T_C$ and $T = 0$. For $T \to T_C$ the magnetic pressure $p_m$ vanishes on the basis of Eq. (26), and from Eq. (28) we get:
\[
p_e + p_D = 0, \tag{30}
\]

where $p_D$ is given by Eq. (18), and the Curie temperature in Eq. (30) is taken from the formula (29) for $p = 0$. Thus, Eq. (30) takes the form of:
\[
\frac{1}{3} \frac{D}{k_B T_D} m^0 \sum_k \frac{r_{k,0}}{r_{1,0}} \left[ 1 - e^{-\frac{\epsilon_{k,0} r_{k,0}}{h r_{1,0}} (1 + \epsilon_C)^{1/3} - 1} \right] e^{\frac{-\epsilon_{k,0} r_{k,0}}{h r_{1,0}} (1 + \epsilon_C)^{1/3} - 1} \frac{(1 + \epsilon_C)^{2/3}}{(1 + \epsilon_C)^{1/3} - 1} = \tag{7}
\]
\[ T_D \gamma_D \left\{ \frac{3}{8} + \frac{1}{5} \frac{y_D^4}{y_D^4} + \frac{3}{y_D} \ln (1 - e^{-y_D}) \right\} - \frac{9}{y_D} \left[ \text{Li}_2 (e^{-y_D}) + \frac{2}{y_D} \text{Li}_3 (e^{-y_D}) + \frac{2}{y_D^2} \text{Li}_4 (e^{-y_D}) \right] \left\{ \frac{1}{1 + \varepsilon_C} \right\} \]  

(31)

whereas \( T = T_C \) for \( p = 0 \), and \( T_D \) and \( \gamma_D \) are taken at \( \varepsilon = \varepsilon_C \).

In turn, for \( T = 0 \) and \( h = 0 \), from Eq.(22) we obtain \( m = S \), independently on \( J_k \). Then, the magnetic pressure amounts to:

\[ p_m = \frac{1}{6} \frac{N}{V_0} S^2 \frac{1}{(1 + \varepsilon_C)^{1/2}} \sum_{k} \frac{r_{k,0}}{r_{1,0}} J_k \zeta_k, \]  

(32)

where for \( p = 0 \) and \( T = 0 \) we assume \( \varepsilon = 0 \). Lack of deformation also simplifies the expressions for \( p_e \) (Eq.(8)) and \( p_D \) (Eq.(13) or (18)). Thus, the equation (28) takes the following form in the ground state:

\[ \frac{1}{3} \frac{D}{k_B T_D} \frac{r_{1,0}}{r_0} \sum_{k} \frac{r_{k,0}}{r_{1,0}} \left[ 1 - e^{-\alpha \frac{r_{k,0}}{r_{1,0}}} \right] e^{-\alpha \frac{r_{k,0}}{r_{1,0}}} \] \[ - \frac{1}{6} \frac{D}{k_B T_D} \frac{1}{(1 + \varepsilon_C)^{1/2}} \sum_{k} \frac{r_{k,0}}{r_{1,0}} J_k \zeta_k = \frac{9}{8} \frac{\gamma_D^0}{y_D^0} \]  

(33)

From the set of those two equations of state, (31) and (33), the constant deformation parameter \( \varepsilon_C \) and the equilibrium NN distance, i.e., \( r_{1,0}/r_0 \) ratio, can simultaneously be determined. Knowledge of these two constants enables further calculations based on the general equations of state (22) and (28), for arbitrary temperature \( T \), external pressure \( p \) and magnetic field \( h \).

A case of special interest is the one with magnetic interactions limited to nearest-neighbours only. Moreover, the interaction can be assumed to follow the power law as a function of the distance between nearest-neighbour spins. Let us mention that such a form of the distance dependence of exchange integral has been found experimentally for example in neutron scattering studies of magnetic semiconductors [48, 49]. The specific form of the appropriate equations for that case is presented in detailed form in Appendix B.

### 3. Numerical results and discussion

In order to illustrate our formalism for general ferromagnetic system, we have selected a model solid based on the three-dimensional simple cubic (sc) lattice. Each lattice site carries localized spin \( S = 1/2 \) and nearest-neighbour spins interact ferromagnetically, with the exchange coupling energy varying with the interspin distance according to a power law. This is exactly the case described in Appendix B. In the present section we discuss the extensive calculations of magnetic and lattice-related properties for the described model. The calculations are based on a pair of equations of state given by Eqs. 31 and B.7. It should be stressed that, prior to calculations based on equations 28 and B.7, the parameters \( r_{1,0}/r_0 \) and \( \varepsilon_C \) have to be determined from the equations 31 and B.6. Regarding elastic interactions the summation over the coordination zones of the sc lattice...
in Eq. 28 and 31 is truncated at $k_{\text{max}} = 335$, corresponding to the radius of 20 lattice constants; it was verified that such a selection leads to fully convergent calculations and further increase in $k_{\text{max}}$ does not influence the results.

For the purpose of numerical calculations, the dimensionless, reduced quantities are used and the energy scale is set by the quantity $k_B T_0^D$ (where $T_0^D$ is the Debye temperature taken at $T = 0$, $p = 0$ and $h = 0$). As an example, let us note the dimensionless pressure $(V_0/N) \left( p / (k_B T_0^D) \right)$. The Morse potential parameters $\alpha$ and $D$ were varied throughout the calculations, while the constant parameter $q = 1$, occurring in Eq. 11, was accepted. The exponent in the power law for the NN exchange integral was chosen as $n = 6$.

Let us commence the discussion of the results from the magnetic characteristics of the studied system.

One of the most crucial characteristics of the ferromagnet is its Curie temperature, which, in our approach, can be determined from the Eq. 29. We make an assumption that the reference value of the NN exchange integral is the value at Curie temperature and zero external pressure, i.e. $J = J_1 (T = T_C, p = 0)$. Such a normalization is justified in the following manner: the usual way of determination of exchange integral involves the measurement of the Curie temperature and further application of the relation between this quantity and exchange integral (often a MFA formula is utilized, given in our paper by Eq. B.8, which is a linear dependence). In such a procedure the exchange integral is naturally determined at Curie temperature with $p$ neglected, so that we decided to use it as a reference value. The value of the Curie temperature can be then conveniently normalized to the characteristic temperature $T_0^D$.

In Fig. 1 we present the dependence of the normalized Curie temperature on the external pressure, plotted for the normalized exchange NN integral $J / (k_B T_0^D) = 1.0$. The dependence in main panel is plotted for three representative values of the parameter $D$, which describes the depth of the Morse potential (see Eq. 3). For the external pressure equal to 0, the normalized Curie temperature value of 1.5 is reached, regardless of the Morse potential parameters, which is the classical MFA result. This confirms the fact that the reference value of the exchange integral is the value reached at zero pressure and at the Curie temperature.

It can be generally noticed that the Curie temperature is an increasing function of the external pressure. Such dependence is the sign of coupling between magnetic and lattice subsystems (as the exchange energy decreases with increasing interatomic distance). The form of the dependence is sensitive to the parameter $D$, as the deeper Morse potential reduces the influence of the pressure on the Curie temperature. On the other hand, relatively shallow lattice potential increases the sensitivity of $T_C$ to pressure, making the dependence weakly non-linear, while this non-linearity vanishes for larger $D$. The inset in Fig. 1 presents the pressure dependence of critical temperature for two values of parameter $\alpha$ describing the asymmetry of the Morse potential (see Eq. 3) for relatively shallow potential well characterized by $D / (k_B T_0^D) = 10.0$. It can be observed that for more asymmetric potential the sensitivity of the Curie temperature to pressure changes is reduced.

The importance of indicating the conditions at which the reference exchange integral is determined can be justified on the basis of Fig. 2 which presents the dependence of the normalized NN exchange integral on the temperature for various external pressures. For the purpose of illustration, the relatively shallow Morse potential with $D / (k_B T_0^D) = 10.0$ was selected. The normalized value
of $J$ is equal to 1 at zero pressure and Curie temperature $1.5T^0_C$. The noticeable variability of $J$ as a function of pressure can be seen, with a characteristic kink at critical temperature. The dependence of $J$ on the temperature can be related to the temperature dependence of the relative deformation $\varepsilon$ via Eq. B.2, which dependence will be shown and discussed in Fig. 8. The exchange integral is a decreasing function of interatomic distance, so that thermal expansion reduces the value of $J$.

The variability of the Curie temperature under the influence of the external pressure can be followed also in Fig. 5 presenting the temperature dependence of magnetization for various values of external pressure. The effect of shifting the Curie temperature by the pressure is clearly visible (see also Fig. 1). For various pressures, the dependences $m(T)$ remain monotonous and the change of magnetization due to the pressure changes is weakest close to the zero temperature (i.e. close to magnetic saturation). The effect of the pressure on the magnetization close to the Curie point will be separately shown in Fig. 4.

It is also interesting to analyse the changes of the shape of $m(T)$ dependence under the influence of magnetoelastic interaction. The temperature dependence of the exchange integral $J_1$ implies also that the shape of the temperature dependence of magnetization, i.e. the function $m(T)$, is modified due to the coupling to the lattice. This is because in the second equation of state (Eq. B.7) we deal with the temperature-dependent values of $J_1$. These effects are traced in the inset to Fig. 5, which presents the difference between magnetization calculated for $p = 0$ within the present model and the predictions of MFA with no magnetoelastic coupling. It is visible that the magnetization is slightly increased by the presence of the mentioned coupling and that the differences rise with the temperature and then drops close to the Curie temperature. For zero pressure the differences are rather limited (however, close to the Curie point, where the magnetization is small itself, the relative difference can become significant). It should be stressed that the differences are smallest for zero pressure. The dependence $m(T)$ without magnetoelastic coupling is completely insensitive to external pressure. Therefore, the differences between the curve plotted for $p = 0$ and the lines depicting the functions for $p \neq 0$ seen in the main plot in Fig. 5 are quite significant.

The temperature changes of magnetization are fastest in the vicinity of Curie temperature, for $T < T_C$. The variation of the Curie temperature with pressure owing to coupling between magnetic and lattice system is therefore capable of causing the high sensitivity of magnetization to pressure at constant temperature close to the critical one. Such an effect is illustrated in Fig. 4, where pressure dependence of $m$ is plotted for several constant temperatures. Each of these temperatures corresponds to a Curie point for some pressure (compare with Fig. 1 showing that Curie temperature is an increasing function of the pressure). At given temperature, for pressures lower than that required to reach a Curie point, the magnetization is equal to 0, since the system is in paramagnetic phase. The increase of pressure causes reaching the Curie point and a second-order, continuous transition to ferromagnetic ordering takes place. Further increase of pressure corresponds to the situation when the Curie temperatures are higher than the given temperature, so that the magnetization rises gradually. In this way, a continuous phase transition under isothermal conditions can take place, with pressure being a control parameter.

It is worth particular emphasis that not only the lattice subsystem influences the magnetic characteristics. Also the magnetic subsystem has a significant effect on non-magnetic properties.

Let us, therefore, discuss the lattice, mechanical properties of the studied system. The deformation of the system is described with the parameter $\varepsilon$, which is temperature- and pressure-
Figure 1: Reduced Curie temperature of the system $T_C/T_D$ as a function of the reduced pressure $pV_0/(Nk_BT_D^0)$, for various values of normalized parameter $D/(k_BT_D^0)$ describing the depth of the Morse potential (main plot) and for various values of the asymmetry parameter $\alpha$ for Morse potential (inset).

Figure 2: Exchange integral between nearest neighbours normalized to its value at pressure $p = 0$ and temperature equal to the critical temperature, as a function of the reduced temperature $T/T_D^0$. The calculations are performed for various reduced pressures $pV_0/(Nk_BT_D^0)$. The kinks correspond to Curie temperatures.

dependent. In Fig. 5 the isotherms for various temperatures can be followed, i.e. the pressure dependence of the relative deformation $\epsilon$ at constant temperatures. The plot compares the results obtained in the absence of magnetism (dashed lines) and in the presence of magnetic subsystem with $J/(k_BT_D^0) = 1.0$ (solid lines). It can be generally concluded that the low-temperature
isotherms are insensitive to the presence of magnetism and magnetoelastic coupling (especially the one for zero temperature). The increase in temperature makes the $\epsilon(p)$ dependence more sensitive to the presence of the coupled magnetic subsystem, as the relative deformation in the same conditions is higher for $J > 0$. The isotherms possess slightly non-linear, convex character.

It is also highly interesting to follow the temperature dependence of relative deformation. Such
Figure 5: Isotropic volume deformation $\varepsilon$ as a function of the reduced pressure $pV_0/(Nk_BT_D^0)$ for various reduced temperatures $T/T_D^0$. Dashed lines show the calculations performed in the absence of magnetic interactions, for $J/(k_BT_D^0) = 0.0$; solid lines show the calculations performed in the presence of magnetic interactions, for $J/(k_BT_D^0) = 1.0$.

Figure 6: Isotropic volume deformation $\varepsilon$ as a function of reduced temperature $T/T_D^0$. Dotted lines show the calculations performed in the absence of magnetic interactions, for $J/(k_BT_D^0) = 0.0$; other lines show the calculations performed in the presence of magnetic interactions, for $J/(k_BT_D^0) = 1.0$. Various values of normalized parameter $D/(k_BT_D^0)$ describing the depth of the Morse potential were accepted. The kinks correspond to Curie temperatures.
Figure 7: Isotropic volume deformation $\varepsilon$ as a function of reduced temperature $T/T_D^0$ for various values of parameter $\alpha$ describing the asymmetry of the Morse potential (main plot). Reduced thermal expansion coefficient $\alpha_p T_D^0$ as a function of reduced temperature $T/T_D^0$, for various values of parameter $\alpha$ (inset). The kinks and discontinuous jumps correspond to the Curie temperatures.

Figure 8: Isotropic volume deformation $\varepsilon$ as a function of the reduced temperature $T/T_D^0$ for various reduced external pressures $p V_0/(N k_B T_D^0)$, in the presence of magnetic interactions with $J/(k_B T_D^0) = 1.0$. The kinks correspond to the Curie temperature.

data are shown in Fig. 6, where the dependence $\varepsilon(T)$ is plotted for zero pressure. Various depths of the Morse potential are adopted and the data are collected to contrast the behaviour for the absence of magnetism (dotted lines) and in the presence of $J/(k_B T_D^0) = 1.0$ (remaining lines). First, it is
Figure 9: Reduced thermal expansion coefficient as a function of reduced temperature $T/T_D^0$, for various exchange integrals $J/(k_B T_D^0)$, at pressure equal to 0. The discontinuous jumps occur at the Curie temperature. The solid line shows the results obtained in the absence of magnetic interactions.

Figure 10: Reduced thermal expansion coefficient as a function of reduced temperature $T/T_D^0$, for various reduced pressures $pV_0/(N k_B T_D^0)$. The discontinuous jumps occurs at the Curie temperature.

Visible once more that the relative deformation in the presence of magnetism is larger than in the absence of it and the difference decreases when the Morse potential becomes deeper. At the lines plotted for $J/(k_B T_D^0) = 1.0$ a kink can be observed close to $T/T_D^0 = 1.5$. The position of the kink corresponds to the Curie temperature (see Fig. 1) of the system and separates the low-temperature ferromagnetic phase and high-temperature nonmagnetic phase. It can be seen that for $T > T_C$ the
Figure 11: Reduced isothermal compressibility as a function of reduced temperature $T/T_0^D$. Dashed line shows the calculations performed in the absence of magnetic interactions, for $J/(k_BT_0^D) = 0$; solid line shows the calculations performed in the presence of magnetic interactions, for $J/(k_BT_0^D) = 1.0$ (main plot). Reduced isothermal compressibility as a function of reduced temperature $T/T_0^D$ for various values of the asymmetry parameter $\alpha$ for Morse potential (inset). The discontinuous jumps occurs at the Curie temperature.

Figure 12: Reduced isothermal compressibility as a function of reduced temperature $T/T_0^D$, for various reduced pressures $pV_0/(Nk_BT_0^D)$. The discontinuous jumps occur at the Curie temperature.

shapes of the dependencies for $J = 0$ and for $J > 0$ are the same and the lines seem shifted in vertical direction. The larger depth of the Morse potential (parametrized by $D$) implies the smaller increase in relative deformation under the influence of the temperature, which effect can also be
followed in Fig. 6.

Another microscopic parameter which influences the lattice-related properties of a solid is the parameter $\alpha$ capturing the asymmetry of the Morse potential. Its effect on the temperature dependence of relative deformation is shown in Fig. 7 (main plot). It can be stated that more symmetric potential (with lower $\alpha$) reduces the volume changes under the influence of the temperature. In the inset the reduced thermal expansion coefficient at constant pressure, $\alpha_p = \frac{1}{V} \left( \frac{\partial V}{\partial T} \right)_p$, is shown in the dimensionless form of $\alpha_p T_D^0$.

The influence of pressure on the relative deformation is presented in Fig. 8, where the temperature dependences of $\epsilon$ are plotted for various external pressures, both positive and negative ones. Let us note that for $p = 0$ the relative deformation is equal to $\epsilon_C$ at $T = 0$. It can be observed that the external pressure tends to shift the whole dependence $\epsilon(T)$ almost vertically. Some changes in the position of the kink occurring at the Curie temperature can be seen, corresponding to the pressure dependence of Curie temperature (see Fig. 1).

A crucial response function defining the properties of the solid is thermal expansion coefficient. This response function is defined as $\alpha_p = \frac{1}{V} \left( \frac{\partial V}{\partial T} \right)_p$, which can be also conveniently written as $\alpha_p = \frac{1}{V} \left( \frac{\partial \epsilon}{\partial T} \right)_p$. For the purpose of our further studies, the dimensionless quantity $\alpha_p T_D^0$ can be introduced. As a derivative of deformation, the thermal expansion coefficient is much more sensitive to the influence of magnetic subsystem than $\epsilon(T)$ dependence itself.

First, the dependence of the dimensionless thermal expansion coefficient on the temperature can be followed. In Fig. 9 this quantity is plotted for various exchange integrals characterizing interspin interactions. In particular, the case of $J = 0$ corresponds to lack of magnetic properties. In such case the coefficient $\alpha_p$ reaches the zero value at zero temperature and then monotonously increases. In the whole range of temperatures $\alpha_p$ behaves continuously. The situation changes when the interaction with the magnetic subsystem is introduced by setting $J > 0$. It is clearly visible that this interaction results in much faster increase of $\alpha_p$ in the low-temperature range, with a maximum value reached at the Curie point. At this point a discontinuity of thermal expansion coefficient occurs and the values for temperatures $T > T_C$ follow the behaviour observed for $J = 0$.

It must be emphasized that the values of $\alpha_p$ in the vicinity of the Curie point (for $T < T_C$) exceed the appropriate values for $J = 0$ even by a factor of two. This proves the profound effect of coupling between magnetic and lattice system on thermal expansion.

The example of the importance of the Morse potential parameters on behaviour of $\alpha_p$ can be followed in the inset in Fig. 7. The less symmetric Morse potential results in higher values of the thermal expansion coefficient themselves; moreover, the changes of $\alpha_p$ in the vicinity of the Curie point are more pronounced vs. temperature.

It is also interesting to study the effect of the external pressure on the temperature dependence of thermal expansion coefficient, what is possible on the grounds of Fig. 10. It is evident the positive (compressive) pressure reduces the value of $\alpha_p$ both for temperatures below and above Curie point. Also it tends to reduce the discontinuous jump of $\alpha_p$ at Curie temperature. It should be noted that the external pressure also shifts the Curie temperature itself (compare with Fig. 1), what is seen in Fig. 10 as a shift in the discontinuity point. By comparison of Fig. 10 and Fig. 8 once more it can be stated that the derivative quantity $\alpha_p$ is much more sensitive to the detailed changes than the function $\epsilon(T)$ itself.
Another important quantity characterizing the volume response to changes of external pressure is the isothermal compressibility, which is defined as $\kappa_T = -\frac{1}{V} \left( \frac{\partial V}{\partial p} \right)_T$ and can be conveniently written in the form: $\kappa_T = -\frac{1}{V_0} \left( \frac{\partial \alpha}{\partial p} \right)_T$. In our considerations the dimensionless quantity is $Nk_B T_0 D \kappa_T / V_0$.

In Fig. 11 (main plot) we compare the dependence of $\kappa_T$ on the temperature in the absence and in the presence of coupling between lattice and magnetic system for $p = 0$. It is visible that for $J = 0$ the compressibility is an increasing function of the temperature, with the initial slope at $T = 0$ equal to 0. Comparison with the case of $J > 0$ evidences that for very low temperatures the value of $\kappa_T$ is slightly decreased. However, the compressibility increases faster than for $J = 0$ and, in the vicinity of Curie temperature, for $T < T_C$, is significantly elevated in comparison to the case without magnetoelastic coupling (similar behaviour of thermal expansion coefficient was discussed above). The quantity $\kappa_T$ shows a discontinuous jump at the Cure point (similar to $\alpha_p$) and for $T > T_C$ its temperature dependence resembles that observed for $J = 0$. However, in the range of $T > T_C$, values of compressibility for $J > 0$ are still slightly higher than for $J = 0$.

The inset in Fig. 11 presents the dependence of $\kappa_T$ on the temperature for various asymmetry parameters $\alpha$ of the Morse potential. It is evident that the limiting, low-temperature range of compressibility, is strongly $\alpha$-dependent whereas increasing asymmetry decreases $\kappa_T$. On the other hand, for higher $\alpha$, the compressibility rises faster with the temperature. Also the height of the jump at $T_C$ is influenced by $\alpha$ - it is reduced by increasing asymmetry.

The effect of the external pressure on the temperature dependence of the compressibility can be followed in Fig. 12. The compressive pressure ($p > 0$) decreases significantly the value of $\kappa_T$ and also influences the shape of $\kappa_T(T)$. Namely, the dependence becomes less convex when the pressure increases. The stretching pressure $p < 0$ has an opposite effect. The discontinuous jump of $\kappa_T$ at $T_C$ is visible, but its height is reduced by increasing external pressure. Once more, a shift of the Curie point with the pressure is clearly observed.

4. Final remarks

In the paper a fully self-consistent thermodynamic description of a ferromagnetic solid is presented, taking into consideration the presence of magnetoelastic coupling. The description is based on derivation of the total Gibbs free energy, dependent on the temperature $T$ and on both mechanical variables ($p$ and $V$) and magnetic ones ($h$ and $m$). Minimization of the Gibbs energy with respect to magnetization and elastic deformation of the solid leads to a pair of equations of state. Such equations allow the calculations of the mutual influence of lattice and magnetic properties. Moreover, the knowledge of the Gibbs energy sets the basis for studies of all interesting thermodynamic quantities.

For the purpose of numerical calculations and illustration of the results, we considered a ferromagnetic solid with sc lattice and with the nearest-neighbour magnetic couplings following the power law as a function of interspin distance. For such system we performed extensive numerical calculations of both magnetic and lattice properties, revealing the importance of magnetoelastic coupling. For instance, the dependence of the Curie temperature and magnetization on external pressure was studied. In turn, the influence of magnetic subsystem on thermal expansivity or compressibility was demonstrated.
In our formalism we have assumed that the interatomic potential takes the form proposed by Morse [37]; however, it can be generalized for arbitrary pair-wise interactions. The magnetic subsystem was characterized within Molecular Field Approximation for systems with the long-range interactions [47], yet a generalization involving more elaborate approximations is also possible.

The method can be adopted for other isotropic bulk systems, including dilute alloys, disordered magnetics and/or higher spin models. In further extensions of the method the anisotropic volume deformation and anisotropic magnetic interactions should also be taken into account, with the prospects for the description of thin films.
Appendix A. Exact calculation of the Debye integral

The integral appearing in Eqs. (14) and (15) can be presented in the form of:

\[
\int_{0}^{\gamma_D} \frac{y^3}{e^y - 1} \, dy = \int_{0}^{\infty} \frac{y^3}{e^y - 1} \, dy - \int_{\gamma_D}^{\infty} \frac{y^3}{e^y - 1} \, dy = \frac{\pi^4}{15} - \int_{\gamma_D}^{\infty} \frac{y^3}{e^y - 1} \, dy \tag{A.1}
\]

In Eq. (A.1) we deal with incomplete zeta function or "Debye function" which is given by the general expression [46]:

\[
Z_n(z) = \frac{1}{(n-1)!} \int_{z}^{\infty} \frac{t^{n-1}}{e^t - 1} \, dt \quad (n = 1, 2, 3, \ldots) \tag{A.2}
\]

The "Debye function" can be expressed by the finite series of polylogarithms [46]:

\[
Z_n(z) = \sum_{k=0}^{n-1} \text{Li}_{n-k}(e^{-z}) \frac{z^k}{k!} \quad (n = 1, 2, 3, \ldots) \tag{A.3}
\]

where

\[
\text{Li}_s(z) = \sum_{k=1}^{\infty} \frac{z^k}{k^s} \tag{A.4}
\]

is the polylogarithm of order \(s\) and argument \(z\), extended by the process of analytic continuation. The polylogarithm \(\text{Li}_s(z)\) for positive integer \(s\) may be also expressed as a finite sum similar to Eq. (A.3) [46]:

\[
\text{Li}_s(e^\mu) = \sum_{k=0}^{s-1} Z_{s-k}(-\mu) \frac{\mu^k}{k!} \quad (s = 1, 2, 3, \ldots) \tag{A.5}
\]

Thus, the integral in Eq. (A.1) can be presented as:

\[
\int_{0}^{\gamma_D} \frac{y^3}{e^y - 1} \, dy = \frac{\pi^4}{15} - 3! Z_4(\gamma_D) \tag{A.6}
\]

and, with the help of the expansion (A.3) takes the final form:

\[
\int_{0}^{\gamma_D} \frac{y^3}{e^y - 1} \, dy = \frac{\pi^4}{15} - 3! \sum_{k=0}^{3} \text{Li}_{4-k}(e^{-\gamma_D}) \frac{\gamma_D^k}{k!} \nonumber \\
= \frac{1}{15} \pi^4 + y_D^3 \ln (1 - e^{-\gamma_D}) \nonumber \\
- 3y_D^2 \text{Li}_2(e^{-\gamma_D}) - 6y_D \text{Li}_3(e^{-\gamma_D}) - 6 \text{Li}_4(e^{-\gamma_D}) \tag{A.7}
\]

where \(\text{Li}_1(e^{-\gamma_D}) = - \ln (1 - e^{-\gamma_D})\).
Appendix B. The case of nearest-neighbour magnetic interactions

A particularly interesting case is the case when the magnetic interactions are limited to nearest neighbours. Moreover, it can be conveniently assumed that their dependence on the distance between nearest-neighbour magnetic moments follows a power law:

\[ J_1 = J \left( \frac{r_1}{r_{1,C}} \right)^{-n}, \]  

(B.1)

where \( J \) is the exchange integral for NN at the Curie temperature \( T_C \), \( h = 0 \) and \( p = 0 \), whereas \( r_{1,C} \) is the NN distance in the same conditions.

By inserting Eqs. (20) into (B.1) we finally obtain \( J_1 \) as a function of \( \epsilon \):

\[ J_1 = J \left( 1 + \frac{\epsilon}{1 + \epsilon_C} \right)^{-n/3}. \]  

(B.2)

Moreover, we have:

\[ \left( \frac{\partial J_1}{\partial \epsilon} \right)_T = -\frac{n}{3} J_1 \frac{1}{1 + \epsilon}. \]  

(B.3)

Hence, the magnetic pressure (Eq. 24) for the considered case takes the value of:

\[ p_m = -\frac{n N}{6 V_0} m^2 \frac{1}{1 + \epsilon} J_1 z_1. \]  

(B.4)

In particular, for \( T = 0 \), \( p = 0 \) and \( h = 0 \), the formula for magnetic pressure (Eq. 32) takes the form of:

\[ p_m = -\frac{n N}{6 V_0} S^2 J (1 + \epsilon_C)^{n/3} z_1, \]  

(B.5)

and the equation (33) yields:

\[ \frac{1}{3} k_B T_D^0 \sum_k \frac{r_{k,0}}{r_0} \sum_k z_k \frac{r_{k,0}}{r_{1,0}} \left[ 1 - e^{-a (\frac{r_{k,0}}{r_{1,0}} - 1)} \right] e^{-a (\frac{r_{k,0}}{r_{1,0}} - 1)} + \frac{9}{8} J \frac{S^2}{k_B T_D^0} (1 + \epsilon_C)^{n/3} z_1 = \frac{9}{8} \gamma_D. \]  

(B.6)

At the same time Eq. (22) is reduced to:

\[ m = S B_S \left[ S \beta (m_1 z_1 + h) \right], \]  

(B.7)

while the Curie temperature (Eq. 29) amounts to:

\[ k_B T_C = \frac{J_1 z_1}{3} \]  

(B.8)
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