Brownian particles in periodic potentials: coarse-graining versus fine structure
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We study the motion of an overdamped particle connected to a thermal heat bath in the presence of an external periodic potential in one dimension. When we coarse-grain, i.e., bin the particle positions using bin sizes that are larger than the periodicity of the potential, the packet of spreading particles, all starting from a common origin, converges to a normal distribution centered at the origin with a mean-squared displacement that grows as $2D^*t$, with an effective diffusion constant that is smaller than that of a freely diffusing particle. We examine the interplay between this coarse-grained description and the fine structure of the density, which is given by the Boltzmann-Gibbs (BG) factor $e^{-V(x)/k_B T}$, the latter being non-normalizable. We explain this result and construct a theory of observables using the Fokker-Planck equation. These observables are classified as those that are related to the BG fine structure, like the energy or occupation times, while others, like the positional moments, for long times, converge to those of the large-scale description. Entropy falls into a special category as it has a coarse-grained and a fine structure description. The basic thermodynamic formula $F = TS - E$ is extended to this far-from-equilibrium system. The ergodic properties are also studied using tools from infinite ergodic theory.

I. INTRODUCTION

Problems involving diffusion of atoms and molecules on surfaces, lattices, and general periodic potentials have been studied for decades [1–11] due to their applicability to a wide range of systems such as diffusion of adatoms [4, 12], of proteins on a membrane [13] and in one-dimensional corrugated channels [14–22]. Brownian particles in a one-dimensional periodic potential landscape $V(x)$, stretching across all space $(-\infty, \infty)$, cannot reach a state of equilibrium since, due to the non-binding nature of the potential, the equilibrium distribution is not normalized as $\int_{-\infty}^{\infty} e^{-V(x)/k_B T} dx \rightarrow \infty$, where $k_B$ is the Boltzmann constant and $T$ the temperature of the environment. For short times, particles moving in a periodic lattice become stuck in attractive regions, or wells, of the potential. Eventually, however, the particles will experience an environmental fluctuation large enough to overcome the finite potential barrier and will reach a neighboring well [23, 24]. A schematic representation of this model is shown in Fig. 1. This macroscopic motion is characterized by an effective diffusion constant $D^*$ which is always smaller than the free diffusion constant $D$ [1].

Despite these types of systems being unable to reach a state of true equilibrium and therefore not obeying the ergodic hypothesis, the Boltzmann-Gibbs factor, though non-normalizable, can still be used to study the properties of the system, as is the case with other non-confining potentials [25–27], logarithmic potentials used in subrecoil-laser-cooled gases [28], diffusion processes with heterogeneous diffusion fields [29, 30] and random potentials used in Sinai diffusion [31]. We show here that this non-normalizable state, i.e., the Boltzmann-Gibbs factor, gives the fine structure of the probability packet, and discuss the consequences of this. This non-normalized state was foreseen by Sivan and Farago [32, 33]. By fine structure, we mean the density fluctuations on the scale of the period of the potential, which, in the long time limit, is of course much smaller than the scale associated with diffusion $\sqrt{2D^*t}$.

Experimental advances in optical lattices [34, 35] which allow experimentalists to probe the fine-grained nature of systems, motivate us to ask: how does the interplay between the fine structure and more coarse-grained descriptions, which are both present in the probability density function (PDF), affect the properties of observables? What are their ergodic properties? Our aim in this paper is to answer those questions. It should be noted that one may observe the density of the spreading packet of particles either at a coarse-grained level or by paying attention to the fine structure. That it is say, when we observe the concentration of many non-interacting particles in the periodic potential, we may bin the data with bin sizes either smaller or greater than the period of the lattice. The latter case, which we call coarse-graining, will lead to the loss of information, though it is sometimes needed, since in the long time limit, within a small bin, we may not find a statistically sufficient number of particles. The coarse-graining issue is then translated to other observables, like entropy. As explained below, it can generally result in widely different points of view on
the system if compared to a fine-scale observation.

We note that considerable attention was devoted in the literature to the coarse-graining problem, in a thermodynamical setting [36–42], here, however, we deal with a new domain, that of infinite ergodic theory [25–27, 43–46]. As we explain below, the time-invariant infinite density in our system is the Boltzmann-Gibbs factor, which, as we mentioned, is non-normalizable.

The manuscript is organized as follows. In Section II we describe the potential and the basic concepts and tools of our model. In Section III we present, using intuitive arguments, the long-time PDF of the Brownian particle. We discuss the different types of observables with respect to their ensemble averages in Section IV, and with respect to their time, together with their ergodic properties, in Section V. In Section VI we calculate the entropy for both coarse-grained and fine structure descriptions. In Section VII we provide a rigorous derivation of the PDF using an eigenfunction expansion. Finally, in Section VIII we present our concluding remarks.

II. MODEL

We consider the one-dimensional overdamped motion of a Brownian particle in a thermal environment of temperature $T$ which is also subjected to the external periodic potential $V(x) = V(x + a)$, consisting of attractive well regions (local minima) separated by potential barriers (local maxima) of height $V_0$. A potential that fulfills these characteristics is given by

$$V(x) = -\frac{V_0}{2} \cos(2\pi x/a),$$

where $a$ is the lattice spacing. In Fig.1 we show a schematic representation of the model. The probability density $P_t(x)$ of the particle at time $t$ is described by the Fokker-Planck equation (FPE) [47]

$$\frac{\partial P_t(x)}{\partial t} = D \left\{ \frac{\partial^2 P_t(x)}{\partial x^2} + \frac{1}{k_B T} \frac{\partial}{\partial x} \left[ \frac{\partial V}{\partial x} P_t(x) \right] \right\},$$

where $D$ is the bare diffusion constant and $T$ is the temperature of the environment.

Equivalently, we could describe the system at the level of individual trajectories, or realizations, using the Langevin equation

$$\gamma \dot{x} = -\frac{\partial V}{\partial x} + \sqrt{2\gamma k_B T} \eta(t),$$

where $\gamma$ is the damping constant, which obeys Einstein’s relation $D = k_B T/\gamma$, with $\eta(t)$ being a stochastic Gaussian white noise with zero mean and variance $\langle \eta(t)\eta(t') \rangle = \delta(t - t')$. For each realization, we would have a stochastic trajectory $x_\eta$, so that

$$P_t(x) = \langle \delta(x - x_\eta) \rangle_\eta,$$

where the brackets $\langle \ldots \rangle_\eta$ represent averages taken over an ensemble of trajectories $x_\eta$. We will later use the Langevin equation to numerically compute the time averages of physical observables, while in the first part of the manuscript we will use the Fokker-Planck equation.

An important dimensionless control parameter for studying the system is the ratio between the height of the potential barrier and the typical energy from thermal fluctuations $V_0/k_B T$. Our main results are valid in all temperature ranges, provided that the time is large enough.

III. ASYMPTOTIC SOLUTION

In Section VII we present a derivation, using an eigenfunction expansion, of the asymptotic solution for the PDF $P_t(x)$ governed by Eq. (2). For the moment, we will rely on the more physically transparent ansatz-based derivation of Sivan and Farago [32, 33] which we herein recapitulate in order to make the current work self-contained. For long times, the mean squared displacement, which is equivalent to the second positional moment, follows the expression $\langle x^2 \rangle \sim 2D^* t$, where $D^*$ is the effective diffusion constant, which can be calculated, as shown by Lifson and Jackson [1], as

$$D^* = \frac{D}{\left\langle e^{V(x)/k_BT} \right\rangle_a / \left\langle e^{-V(x)/k_BT} \right\rangle_a},$$

where we define the average over a lattice period as $\langle f \rangle_a = \int_{-a/2}^{a/2} f(x) dx$. For the specific case of the potential in Eq. (1) we have $D^* = D/I_0^2 (V_0/2k_BT)$, with $I_0(\ldots)$ being the 0-th modified Bessel function of the first kind. This allows us to define the effective diffusive lengthscale $\sqrt{2D^*}$.

Any periodic potential $\bar{V}(x)$ can be shifted by a constant value $\delta V \equiv (k_B T/2 \ln \left\langle e^{-V/k_BT} \right\rangle_a / \left\langle e^{V/k_BT} \right\rangle_a)$, giving a new potential $V(x) = \bar{V}(x) + \delta V$. For this new potential, we have that $\left\langle e^{V/k_BT} \right\rangle_a = \left\langle e^{-V/k_BT} \right\rangle_a$. For simplicity, we will use this convention and study potentials that obey this equality, as the force field is clearly invariant under the above-mentioned transformation, and therefore Eqs. (2) and (3) are unchanged.

For long times and a range of positions much less than the diffusive lengthscale, $x \ll \sqrt{2D^*} t$, the PDF becomes proportional to the BF distribution as

$$P_t(x) \propto \frac{e^{V(x)/k_BT}}{\pi T^*},$$

where $\alpha > 0$. We see that this is a solution by plugging Eq. (6) in the FPE (2), the right-hand side is identically zero and the left-hand side is $\partial_t P_t(x) \approx \alpha P_t(x)/t$, and in the limit of large $t$ we have $\partial_t P_t(x) \to 0$. For large length-scales, $x \sim \sqrt{2D^*} t$, the fine structure of the PDF can be neglected, leading to a free particle-like description, with an effective diffusion constant $D^*$, that is,

$$P_t(x) \approx \frac{e^{-V(x)/k_BT}}{\sqrt{4\pi D^* t}}.$$


We compare Eq. (6) and Eq. (7), to conclude that \( \alpha = 1/2 \). By matching both limits we obtain a uniform approximation as

\[
P_t(x) \approx \text{const} \, e^{-\frac{V(x)}{kBT}} e^{-\frac{x^2}{4\pi D^* t}}. \tag{8}
\]

The constant is calculated by imposing the normalization of the PDF,

\[
\text{const} \int_{-\infty}^{\infty} e^{-\frac{V(x)}{kBT}} e^{-\frac{x^2}{4\pi D^* t}} \, dx \approx 1. \tag{9}
\]

We perform a change of variables to \( y \equiv x/\sqrt{t} \),

\[
\text{const} \int_{-\infty}^{\infty} e^{-\frac{V(\sqrt{t}y)}{kBT}} e^{-\frac{y^2}{4\pi D^*}} \, dy \approx 1, \tag{10}
\]

where we see that the Boltzmann-Gibbs factor \( e^{-V(\sqrt{t}y)/kBT} \) oscillates rapidly allowing it to be replaced by its average value in a period, that is,

\[
\text{const} \left\langle e^{-\frac{V(x)}{kBT}} \right\rangle_a \int_{-\infty}^{\infty} e^{-\frac{y^2}{4\pi D}} \, dy \approx 1, \tag{11}
\]

where the integral is clearly unity, and \( \text{const} = 1/\left\langle e^{-V/kBT} \right\rangle_a \). The uniform approximation becomes

\[
P_t(x) \approx \frac{e^{-\frac{V(x)}{kBT}} e^{-\frac{x^2}{4\pi D^* t}}}{Z_t}, \tag{12}
\]

where we define the normalizing term

\[
Z_t \equiv \left\langle e^{-V/kBT} \right\rangle_a \frac{1}{\sqrt{4\pi D^* t}} = \sqrt{4\pi D^* t}. \tag{13}
\]

Using this uniform approximation, it is possible to obtain an time-invariant infinite density of the system as

\[
\lim_{t \to \infty} Z_t P_t(x) = e^{-\frac{V(x)}{kBT}}, \tag{14}
\]

a result that is known for asymptotically flat potentials [25, 26], which is here seen to also be valid in the case of periodic potentials. For finite long times, Eq. (14) holds for \( x \ll \sqrt{2D^* t} \), that is, \( x \) much smaller than the diffusive lengthscale. This expression, which is valid regardless of initial conditions, shows that the system relaxes to a state closely related to thermal equilibrium described by the Boltzmann-Gibbs factor, even if the latter is non-normalized, with the time-dependent \( Z_t \) defined in Eq. (13) replacing the usual normalizing partition function. In panel (a) of Fig 2 we show the relaxation of \( P_t(x) \) to the Boltzmann-Gibbs factor using a numerical integration of the FPE (2).

The uniform approximation can be improved by considering additional long-time corrections. In Section VII we present a rigorous eigenfunction derivation, while in this section we will follow the same principle used by Sivan and Farago in [32, 33] and propose a solution in the form

\[
P_t(x) = e^{-\frac{V(x)}{kBT}} \frac{1 - \tau(x)}{2t Z_t}, \tag{15}
\]

where \( \tau(x) \) is an ansatz. We plug the proposed solution in Eq. (15) into the FPE (2), and limit ourselves to long time contributions up to \( O(t^{-3/2}) \). The left-hand side of the FPE, in this limit, becomes,

\[
\frac{\partial P_t(x)}{\partial t} \approx -\frac{e^{-\frac{V(x)}{kBT}}}{2t Z_t}, \tag{16}
\]

and the right-hand side of the FPE,

\[
D \left( \frac{\partial^2 P_t(x)}{\partial x^2} + \frac{V'(x)}{kBT} \frac{\partial P_t(x)}{\partial x} \right) = -D \frac{e^{-\frac{V(x)}{kBT}}}{2t Z_t} (D^* \tau''(x) + 1 - \frac{V'(x)}{kBT} [x + D^* \tau'(x)]), \tag{17}
\]
leading to a differential equation for the ansatz as

$$\tau''(x) - \frac{1}{D^*} \frac{V'(x)}{k_B T} (x + D^* \tau'(x)) = \frac{1}{D} - \frac{1}{D^*}. \quad (18)$$

This equation can be solved as

$$\tau(x) = \frac{1}{D} \int_0^x \frac{V(y)}{\pi k_B T} \int_0^{y_1} e^{-\frac{V(z)}{k_B T}} dy_2 dy_1 + \frac{x^2}{2D^*} + C_0 \int_0^x \frac{V(y)}{\pi k_B T} dy + C_1, \quad (19)$$

where $C_1$ is a constant that ensures the normalization of $P_t(x)$ and $C_0$ ensures that there is no biased particle flow. For a symmetric potential and initial condition at the potential minimal, we expect the PDF to be distributed in space symmetrically, therefore we must have that $\tau(x) = \tau(-x)$, which leads to $C_0 = 0$. For an asymmetric potential, we must instead impose that there is no macroscopic drift of particles, that is, $C_0$ is defined to ensure that $\tau(a) = \tau(-a)$,

$$C_0 = \frac{1}{2} \int_0^a \frac{V(y)}{\pi k_B T} \int_0^{y_1} e^{-\frac{V(z)}{k_B T}} dy_2 dy_1 - \int_0^a \frac{V(y)}{\pi k_B T} \int_0^{y_1} e^{-\frac{V(z)}{k_B T}} dy_2 dy_1 \right\}. \quad (20)$$

We can manipulate the expression for $\tau(x)$ to write that

$$\tau(x) = \frac{x U_1(x)}{D^*} + \frac{U_2(x)}{D^*}, \quad (21)$$

where $U_1(x)$ and $U_2(x)$ are a-periodic functions with

$$U_1(x) = a \int_0^x e^{\frac{V(y)}{k_B T}} dy - x. \quad (22)$$

The initial conditions are present in $U_2(x)$, which we will here omit giving the full expression. The scaling $y \equiv x/\sqrt{t}$ represents the diffusive motion of the particles, it reflects the Gaussian spreading of the PDF, and we use this scaling to write

$$\frac{\tau(x)}{2t} = \frac{y U_1(x)}{2D^* \sqrt{t}} + \frac{U_2(x)}{2t}, \quad (23)$$

In this scale, we neglect terms of order $O(t^{-1})$, leaving us with the $y U_1(x)$ term, which contains contributions to both coarse-grained and fine-grained structures. We reach the final expression [32, 33]

$$P_t(x) \approx \frac{e^{-\frac{V(x)}{k_B T}} e^{-\frac{x^2}{4D^* t}}}{Z_t} \left[ 1 - \frac{x U_1(x)}{2D^* t} \right] \quad (24)$$

where $Z_t$, which was defined before, plays a similar role as the partition function for regular Boltzmann-Gibbs equilibrium. This final expression is valid regardless of the symmetry properties of $V(x)$ and can be used for any initial condition $x_0$ simply by translating the $x$-axis so that $x_0$ becomes the new origin.

In Fig. (2) we compare our results in Eqs. (14) and (24) with the numerical integration of Eq. (2). In the top panel (a), we show how the PDF $P_t(x)$ multiplied by $Z_t$ converges in the long time limit to the Boltzmann-Gibbs factor, akin to systems with perfectly normalized BG states. In the lower panel, we plot the density divided by the Boltzmann-Gibbs factor versus $x$. In the long time limit, we expect a Gaussian propagator, similar to that of a free particle, with an effective diffusion constant $D^*$, however, at not too long times, the correction term in Eq. (24) is clearly important.

### IV. ENSEMBLE AVERAGES

In this section, we focus on the ensemble average of a physical observable $O(x)$ at a given time $t$, which we label $\langle O \rangle_t$, given by

$$\langle O \rangle_t = \int_{-\infty}^{\infty} O(x) P_t(x) dx. \quad (25)$$

We will now classify the different observables and their dependence on the non-normalized Boltzmann-Gibbs state in the long time limit. We will see that some observables are sensitive to the fine scale of the solution, namely, to the Boltzmann-Gibbs factor, while others are controlled by the coarse-grained description of $P_t(x)$, which amounts to a Gaussian.

#### A. Positional moments

It is possible to calculate the $q$-th moments of $x$, $\langle |x|^q \rangle_t$, using the PDF in Eq. (12). The statistical properties of these observables are controlled by the large-scale solution of the packet. For long times, their statistics follow those of a free particle with the effective diffusion constant $D^*$. As an example, we calculate the ensemble average of the second moment, the mean square displacement (MSD), $\langle x^2 \rangle_t$. We perform the same change variables to $y \equiv x/\sqrt{t}$ as we did to calculate the normalization in Section III, to obtain the expression

$$\langle x^2 \rangle_t \approx t \int_{-\infty}^{\infty} y^2 e^{-\frac{V(y \sqrt{t})}{k_B T}} e^{-\frac{y^2}{4D^* t}} dy. \quad (26)$$

In the long-time limit, we see that $e^{-V(y \sqrt{t})/k_B T}$ will oscillate rapidly, which allows us to replace its value for an average in a period, that is,

$$\langle x^2 \rangle_t \approx t \int \left\langle e^{\frac{V(y)}{k_B T}} \right\rangle_a \int_{-\infty}^{\infty} y^2 e^{-\frac{y^2}{4\pi D}} dy \approx t \sqrt{\frac{D}{D^*}} \int_{-\infty}^{\infty} y^2 e^{-\frac{y^2}{4\pi D}} dy = 2D^* t, \quad (27)$$

where we have used that $\langle e^{-V/k_B T} \rangle_a = \sqrt{D/D^*}$ and obtained the expected variance for normal diffusion with...
the effective diffusion constant $D^*$. This result can be extended to a general $q$-th moment as

$$\langle |x|^q \rangle_t \approx \frac{2^q}{\sqrt{\pi}} (D^*)^{\frac{3q}{2}} \Gamma\left(\frac{1+q}{2}\right),$$

where $\Gamma(x)$ is the Gamma function. In Fig. 3(a) we plot the numerical evaluation of the mean square displacement, compared with their theoretical prediction in Eq. (27). We have also observed numerically the validity of Eq. (28) for long times (not shown).

We may call observables like $|x(t)|^q$ coarse-grained observables since they are not sensitive to the fine structure, namely, the Boltzmann-Gibbs factor. In fact, Eq. (28) are the moments of a perfectly normal Gaussian packet, with a variance given by Eq. (27). Thus, as a standalone, in the long time limit, the moments in Eq. (28) behave as those of a free particle with diffusion constant $D^*$, as mentioned.

For larger values of $V_0/k_BT$ and short times (shorter than the typical escape time), as we can see in Fig. 3(a), the particle will reach a transient quasi-stationary state [48, 49]. The ensemble average will be equivalent to that of a particle in thermal equilibrium within a single site, that is,

$$\langle x^2 \rangle_t \approx \int_{-a/2}^{a/2} \frac{x^2 e^{\frac{V(x)}{k_BT}} dx}{\int_{-a/2}^{a/2} e^{\frac{V(x)}{k_BT}} dx} = \frac{1}{Z_a} \left( \int_{-a/2}^{a/2} x^2 e^{-\frac{V(x)}{k_BT}} dx \right)_a,$$

where we define the partition function of a single site $Z_a \equiv \langle e^{-V(x)/k_BT} \rangle_a$. We highlight that Eq. (29) is valid only for times shorter than the escape time while for sufficiently long times, the moments will behave as Eq. (44), as we can see in Fig. 3(a).

### B. Periodic observables

For observables that are periodic with the spacing $a$, such as the internal energy observable $E \equiv \lim_{t \to \infty} \langle V(x) \rangle_t$, we have that

$$E = \lim_{t \to \infty} \int_{-\infty}^{\infty} V(x) e^{\frac{V(x)}{k_BT} + \frac{V(x)}{k_BT}} \frac{e^{-\frac{V(x)}{k_BT}}}{\sqrt{4\pi D^*}} \, dx,$$

where we have used $P_t$, in Eq. (12), as the asymptotic correction in Eq. (24) will yield $O(t^{-1})$ contributions. Once again, we make use of the scaling $y \equiv x/\sqrt{t}$ to write

$$\langle V(x) \rangle_t \approx \int_{-\infty}^{\infty} V(y\sqrt{t}) e^{\frac{V(y\sqrt{t})}{k_BT} + \frac{V(y\sqrt{t})}{k_BT}} \frac{e^{-\frac{V(y\sqrt{t})}{k_BT}}}{\sqrt{4\pi D^*}} \, dy.$$

In the long-time limit, the term $V(y\sqrt{t}) e^{-V(y\sqrt{t})/k_BT}$ will oscillate rapidly, which allows us to replace its value for an average in a period, that is

$$\langle V(x) \rangle_t \approx \left( \frac{V(x)}{e^{-\frac{V(x)}{k_BT}}} \right)_a \int_{-\infty}^{\infty} e^{-\frac{V(x)}{k_BT}} \, dx,$$

where the integral on the right-hand side is clearly unity and the denominator is the partition function of a single site $Z_a \equiv \langle e^{-V(x)/k_BT} \rangle_a$. We conclude that the internal energy observable converges to the expected result of thermal equilibrium in a single cell, that is,

$$E = \frac{1}{Z_a} \left( \int_{-a/2}^{a/2} x^2 e^{-\frac{V(x)}{k_BT}} dx \right)_a.$$

Unlike the similar Eq. (29), which is only valid for short times, Eq. (33) is valid in the long time limit and represents a true stationary-like state. Further, Eq. (29) holds for deep wells or low temperatures, $v_0/k_BT \gg 1$, while Eq. (33) has a general validity. We show the validity of Eq. (33) in Fig. 4(a). In the case of the cosine potential in Eq. (1) is $E = -(V_0/2)I_1(V_0/2k_BT)/I_0(V_0/2k_BT)$,
where \(I_n(x)\) is the \(n\)-th modified Bessel function of the first kind. This can be extended for any \(a\)-periodic observable \(O(x)\),

\[
\lim_{t \to \infty} \langle O(x) \rangle_t = \frac{1}{Z_t} \langle O(x) e^{-\frac{V(x)}{k_BT}} \rangle_t ,
\]

(34)

This is clearly very similar to standard canonical averaging, found for usual confining systems.

**C. Integrable observables**

As mentioned, for systems with a non-binding potential \([25, 26]\), a form of non-normalizable Boltzmann-Gibbs statistics emerges. There is a class of observables \(O(x)\) that is integrable with respect to the infinite density, that is, \(\lim_{t \to \infty} \int_{-\infty}^{\infty} \mathcal{P}_t(x) O(x) dx = \int_{-\infty}^{\infty} e^{-V(x)/k_BT} O(x) dx < \infty\). In the long-time limit, we use Eq. (14) to write the PDF as \(\mathcal{P}_t(x) \approx e^{-V(x)/k_BT} / \mathcal{Z}_t\), and the ensemble average can be calculated as

\[
\langle O(x) \rangle_t \sim \frac{1}{\mathcal{Z}_t} \int_{-\infty}^{\infty} O(x) e^{-\frac{V(x)}{k_BT}} dx .
\]

(35)

An example is the indicator function, defined as

\[
\Theta(x) = \begin{cases} 
1 & \text{for } x_A < x < x_B \\
0 & \text{otherwise}
\end{cases},
\]

(36)

with an ensemble average

\[
\langle \Theta(x) \rangle_t \sim \frac{1}{\mathcal{Z}_t} \int_{x_A}^{x_B} e^{-\frac{V(x)}{k_BT}} dx .
\]

(37)

Observables that are integrable with respect to the time-invariant infinite density do not follow regular ergodicity, as we will see in Sec. V. In panel (b) of Fig. 4, we plot a comparison between the numerical ensemble average and the long-time approximation, Eq. (37), of the indicator function for \(x_A = a/10\) and \(x_B = a/5\).

We see that periodic observables (such as the energy and non-integrable observables (such as the indicator function) are sensitive to the fine structure of the density, while the positional moments are not. The averages of integrable observables depend on \(D^*t\) through \(\mathcal{Z}_t\), while the periodic observables do not. Generally, the observables are functionals of the path \(x_\eta(t)\), that is, \(O(x_\eta(t))\). For the indicator function, this observable is zero most of the time, with long power law distributed times between return events while the energy observable is non-zero nearly all the time, hence the two observables have vastly different behaviors.

**D. The virial observable**

We saw in Eq. (34) and in Eq. (35) how the Boltzmann-Gibbs factor is used to obtain statistical information on the system. Therefore, it is natural to wonder how thermodynamic relations hold for this system. Thus, we will now study the virial theorem. The average of the observable related to the virial theorem \(-xV'(x)\) can also be calculated through Eq. (24). This observable consists of an oscillating function whose amplitude increases linearly with the position,

\[
\langle -xV'(x) \rangle_t \approx - \int_{-\infty}^{\infty} xV'(x) e^{-\frac{V(x)}{k_BT}} \frac{dx}{2D^*t} \left[ 1 - \frac{xU_1(x)}{2D^*t} \right],
\]

(38)

where, since \(\langle V'(x)e^{-V(x)/k_BT} \rangle_t \equiv 0\), the leading term is null, so we must look to the first correction in time. Using the definition of \(U_1(x)\) in Eq. (22), we obtain that

\[
\langle V'(x)e^{-\frac{V(x)}{k_BT}} U_1(x) \rangle_t \approx \frac{1}{a} \int_0^a \frac{\partial V(x)}{\partial x} e^{-\frac{V(x)}{k_BT}} dx
\]

\[
\approx \frac{k_BT}{a} \int_0^a e^{-\frac{V(x)}{k_BT}} U_1'(x) dx
\]

\[
\approx k_BT \left[ \frac{D^*}{D} - \frac{D}{D^*} \right],
\]

(39)

and the virial observable becomes,

\[
\langle -xV'(x) \rangle_t \approx k_BT \left[ \frac{D^*}{D} - \frac{D}{D^*} \right] \int_{-\infty}^{\infty} x^2 e^{-\frac{x^2}{2D^*t}} dx
\]

\[
\approx -k_BT \left[ 1 - \frac{D^*}{D} \right].
\]

(40)

For systems with confining potentials, there is no diffusion at long times, that is \(d(x^2)/dt = 2D^* = 0\), and therefore \(\langle -xV'(x) \rangle_t = -k_BT\), and we recover, as expected, the regular virial theorem. In the opposite limit of free diffusion, \(D^* = D\), and then, as expected, the right-hand side of Eq. (40) gives zero. We compare our long-time prediction with the numerical calculation of the ensemble averages in Fig. 4(c). Eq. (40) indicates that thermodynamic relations, like the virial theorem, can be extended to the study of Brownian motion in non-confining periodic systems, and below we continue with this theme, namely, extending the domain of the standard machinery of statistical mechanics.

**V. TIME AVERAGES AND ERGODICITY**

We may also study the system on the level of individual realizations, as described by the Langevin Equations (3). This corresponds to single particle trajectories as found for example in single-molecule experiments. For each realization, there is a stochastic trajectory \(x_\eta(t)\), and observables which are functions of the position, that is, \(O_\eta \equiv O(x_\eta)\), are also stochastic variables. As usual, as the number of realizations \(N\) becomes large, averaging over these trajectories will converge to the expectation obtained using \(\mathcal{P}_t(x)\).
that the time averages will converge, at very long times, to the ensemble averages, that is, \( \lim_{t \to \infty} \overline{\delta x(t)} / \langle O(x) \rangle_t = 1 \).

**A. Positional moments**

In the case of the ensemble averages of the mean square displacement \( \langle x^2 \rangle_t \), even though this observable is clearly describing a non-equilibrium feature of the system, the increments of the position are stationary. We can define the displacement over a time interval \( \Delta t \) as \( \delta x(t) = x(t + \Delta t) - x(t) \), with the time-averaged MSD being [50]

\[
\overline{\delta x^2_t} = \frac{1}{t - \Delta t} \int_0^{t-\Delta t} \delta x^2(t') \, dt'.
\]

If the height of the potential barrier is much larger than the temperature, for times \( \Delta t \) much shorter than the escape time, the particle will be in thermal equilibrium within a single well, and we have

\[
\overline{\delta x^2_t} \approx \frac{1}{t - \Delta t} \int_0^{t-\Delta t} \left[ x^2(t' + \Delta t) + x^2(t') \right] \, dt' =
\]

\[
\approx \frac{2}{Z} \langle x^2 e^{-V(x)/k_BT} \rangle_a,
\]

which resembles Eq. (29), with a factor of 2, as previously seen in [51]. We compare the numerical evaluation of \( \overline{\delta x^2_t} \), using a Langevin equation, for a single trajectory with our predictions in panel (b) of Fig. (3). We see that for short \( \Delta t \), Eq. (43) holds while for longer time scales it converges to Eq. (27), namely,

\[
\overline{\delta x^2_t} \to 2D^* \Delta t.
\]

This means that in the long-time limit, namely, when the measurement time \( t \) is larger than \( \Delta t \) and also much larger than the escape time from a well, we get standard, though non-equilibrium, ergodic behavior for the mean square displacement (by non-equilibrium we mean that the observable is determined by \( D^* \) and is not related to the Boltzmann-Gibbs factor).

**B. Periodic observables**

We showed in the previous Section that the ensemble averages of periodic observables are equivalent to a Boltzmann-Gibbs average over a period of the potential. If the observable is ergodic, then we must have that, for very long times, the time averages of a single realization will converge to the ensemble averages. To show that this is indeed the case, we will study the statistics of the time averages of the energy observable,

\[
\overline{V_t} = \frac{1}{t} \int_0^t V(x(t')) \, dt',
\]

As in experimental settings it may be impractical to reproduce the experiment sufficient times to obtain the ensemble averages, we may look instead at the time averages of observables, defined as

\[
\overline{{\delta x(t)}} = \frac{1}{t} \int_0^t \langle x(t') \rangle \, dt',
\]

for each trajectory \( x_t \). These time averages are also stochastic variables and for ergodic systems, we will have
obtained using Eq. (41). As we mentioned, the ergodicity of this observable means
\[
\lim_{t \to \infty} \nabla_t = E,
\]
where the right-hand side is given by Eq. (33). To show that the energy observable follows ergodicity, that is, Eq. (46), we must first ensure that, for long times, we have
\[
\lim_{t \to \infty} \langle \nabla_t \rangle = \lim_{t \to \infty} \frac{1}{t} \int_0^t \langle V(x(t')) \rangle dt' = E,
\]
which is clearly true as \( \langle V(x) \rangle_t \) is constant in time, as seen in Eq. (32). From \( \nabla_t \), we define \( \Delta \nabla_t = \nabla_t - \langle \nabla_t \rangle \),
\[
\Delta \nabla_t = \frac{1}{t} \int_0^t V(x_\eta(t')) dt' - \langle \nabla_t \rangle = \frac{1}{t} \int_0^t \left[ V(x_\eta(t')) - \langle \nabla_t \rangle \right] dt',
\]
where we remark that the term \( \langle \nabla_t \rangle \), which in the last line we placed inside the integral, only depends on the final time \( t \) and is therefore constant through the integration. This allows us to define, for each time \( t \), the function \( \Delta V(t') = V(x(t')) - \langle \nabla_t \rangle \).

The variance of \( \nabla_t \) is given by
\[
\langle \Delta \nabla_t^2 \rangle = \left( \frac{1}{t} \int_0^t \Delta V(t_1) dt_1 \right) \left( \frac{1}{t} \int_0^t \Delta V(t_2) dt_2 \right) = \frac{1}{t^2} \int_0^t \int_0^t \langle \Delta V(t_1) \Delta V(t_2) \rangle dt_1 dt_2,
\]
where \( \langle \Delta V(t_1) \Delta V(t_2) \rangle \) is the correlation function. We will show that for long times \( \langle \Delta \nabla^2 \rangle_t \to 0 \), which, combined with Eq. (47), ensures that the energy observable exhibits ergodic features.

For times much larger than the escape time, in Eq. (24) we see that for values of \( x \ll \sqrt{2Dx^2} \) (the diffusive length scale), the Gaussian contribution of the PDF is approximately constant, and the PDF itself is proportional to the Boltzmann-Gibbs factor. Let us replace the cutoff of the Gaussian with a sharp cutoff by placing the system in a \( 2L \)-sized box, with reflecting boundaries, where \( L \gg a \). For simplicity, let us also consider that \( L = na \), with \( n \) integer. For this confined system, in the long-time limit, Eq. (49) can be written as [52]
\[
\langle \Delta \nabla_t^2 \rangle \approx \frac{2}{Dt} \int_{-na}^{na} dx \frac{e^{\frac{V(x)}{k_BT}}}{Z_L} \left[ \int_{x}^{x+na} \Delta V(y)e^{-\frac{V(y)}{k_BT}} dy \right]^2,
\]
where the partition function in the denominator can be written as \( Z_L = \int_{-na}^{na} e^{-V(x)/k_BT} dx = 2naZ_a \). Using that \( \int_x^{x+na} \Delta V(y)e^{-V(y)/k_BT} dy = 0 \), and the periodicity of the potential, we obtain that
\[
\langle \Delta \nabla_t^2 \rangle \approx \frac{2}{Dt} \int_0^{a} dx \frac{e^{\frac{V(x)}{k_BT}}}{2naZ_a} \left[ \int_{x}^{x+a} \Delta V(y)e^{-\frac{V(y)}{k_BT}} dy \right]^2 \approx \frac{2}{Dt} \int_0^{a} dx \left[ \frac{e^{\frac{V(x)}{k_BT}}}{Z_a} \right] \left[ \int_{x}^{x+a} \Delta V(y)e^{-\frac{V(y)}{k_BT}} dy \right]^2,
\]
which is, a result valid for all periodic observables. Notice that Eq. (51) does not depend on the auxiliary lengthscale \( L \), which was used in Eq. (50) as a tool only. The PDF(\( \nabla_t \)) converges to a Gaussian with variance given by Eq. (51), which decreases in time. This is a feature present in equilibrium systems where, for a very long time \( (t \to \infty) \), the time average of a single realization will converge to the ensemble average. We have verified numerically the validity of Eq. (51), integrating the Langevin Eq. (3). We compare the numerical results with our predictions in panel (a) of figure 5.

C. Integrable observables

In the long-time limit, the ensemble average of the time average of an observable that is integrable with respect to the infinite density, namely, an observable that satisfies \( \int_{-\infty}^{\infty} O(x)e^{-V(x)/k_BT} dx < \infty \), is calculated to be
\[
\langle \overline{O}_t \rangle \approx \frac{1}{t} \int_0^t \langle O(x) \rangle_{t'} dt' \approx \int_0^t \frac{dt'}{tZ_B} \int_{-\infty}^{\infty} O(x)e^{-\frac{V(x)}{k_BT}} dx \approx 2\langle O(x) \rangle_t,
\]
where \( \langle \overline{O}_t \rangle \) is the mean square displacement considered so far.

For usual ergodic systems, such as a Brownian Particle in a confining harmonic potential, this time average in the long-time limit will approach the probability of being in that interval, that is,
\[
\lim_{t \to \infty} \overline{\Theta}_t = \frac{1}{2} \int_{x_A}^{x_B} e^{-V(x)/k_BT} dx,
\]
where \( Z = \int_{-\infty}^{\infty} e^{-\frac{V(x)}{k_BT}} dx \) is the usual partition function. In our case, fluctuations of the time averages of integrable observables remain non-trivial, unlike the energy and the mean square displacement considered so far.

We observed numerically that the distribution for the first return time \( \tau \) is fat-tailed, where for large \( \tau \) we have the power-law \( \tau^{-3/2} \) [25, 26], a result expected for Brownian motion [53]. We define the ratio
\[
\xi = \frac{\overline{\Theta}_t}{\langle \overline{O}_t \rangle_t},
\]
which is a result valid for all periodic observables. Notice that Eq. (51) does not depend on the auxiliary lengthscale \( L \), which was used in Eq. (50) as a tool only. The PDF(\( \nabla_t \)) converges to a Gaussian with variance given by Eq. (51), which decreases in time. This is a feature present in equilibrium systems where, for a very long time \( (t \to \infty) \), the time average of a single realization will converge to the ensemble average. We have verified numerically the validity of Eq. (51), integrating the Langevin Eq. (3). We compare the numerical results with our predictions in panel (a) of figure 5.
which is an ergodic observable. In Fig. (6) we plot the trajectory of a particle, highlighting the times the particle spends inside the domain. The statistics of the return times will control the fluctuations of this ratio, and it approaches the ratio between the number of crossings into the region in this realization and the average number of such crossings \( \langle n \rangle \), that is \( \xi = n/\langle n \rangle \). Using renewal theory, we obtain the PDF \[ \text{PDF}(\xi) = \frac{2}{\pi} e^{-\frac{\xi^2}{\pi}}, \] which is equivalent to half a Gaussian, as \( \xi \geq 0 \). This result is a manifestation of the Darling-Kac theorem. In panel (b) of Fig. (5) we compare Eq. (55) with numerical results obtained using the Langevin Equation (3). For other physical applications of the Darling-Kac theorem see [28, 54].

D. The virial observable

Since the ensemble average of the virial observable, Eq. (40), does not depend on time, unlike what we have found for integrable observables such as the indicator function \( \Theta(x) \), the expectation of time averages will converge to the ensemble averages, that is

\[ \langle -xV'(x) t \rangle = \langle -xV'(x) \rangle t. \]
of the time average of the virial observable does not decrease when we increase the duration of the time average, and therefore a single realization is never sufficient to accurately obtain the ensemble average.

The virial is a special observable as it consists of the product of an observable that is insensitive to the fine structure, \( x \), and a periodic observable, the force \(-V'(x)\). Consider the following (purely mathematical) observable \( \mathcal{O}_2(x) = (x/a)^2 \cos(2\pi x/a) \). The ensemble average can be calculated using \( P(x) \) in Eq. (12) as

\[
\langle \mathcal{O}_2 \rangle_t \approx \int_{-\infty}^{\infty} \left( \frac{x}{a} \right)^2 \cos \left( \frac{2\pi x}{a} \right) \frac{e^{-\frac{V(x)}{k_B T}} e^{-\frac{\pi^2 \alpha^2}{4 Dt}}}{\sqrt{4\pi Dt}} dx
\]

\[
\approx \left\langle \cos \left( \frac{2\pi x}{a} \right) e^{-\frac{V(x)}{k_B T}} \right\rangle_a \int_{-\infty}^{\infty} \frac{x^2 e^{-\frac{\pi^2 \alpha^2}{a^2}}}{a^2} \frac{\sqrt{4\pi Dt}}{dx} dx
\]

\[
= \left\langle \cos \left( \frac{2\pi x}{a} \right) e^{-\frac{V(x)}{k_B T}} \right\rangle_a \left( \frac{2D^*t}{a^2} \right), \tag{57}
\]

where we have used the same scaling arguments as in Eq. (32) to replace the oscillating terms by their average.

One important question is the behavior of the ensemble average of observables that are much smaller than the lattice spacing, that is, \( \Delta x \ll a \), the probability of finding a particle inside one of these bins is

![FIG. 7. The squared variance of the time-average of the observable \( \mathcal{O}_\alpha \) (symbols), Eq. (58), with a fit proportional to \( t^{\alpha-1} \) (dashed lines). Note that the only time-independent variance is for \( \alpha = 1 \), which is equivalent to the virial. We have used \( V_0/k_B T = 1 \).

This surprising situation merits further study as it shows that the virial observable is unique.

**E. Summary of Sec. V**

We highlight that the observables studied in this Section can display vastly different ergodic properties. The ensemble averages of observables with the same periodicity as the potential, such as the internal energy, converge to those of a system in equilibrium in a single unit cell and display standard ergodicity properties. Other observables, such as the indicator function, have ensemble averages that are sensitive to the Boltzmann-Gibbs factor but do not follow regular equilibrium, as we see in Eq. (37). The time averages of these observables do not follow regular ergodicity either, with their statistics being determined using the Darling-Kac theorem. We also showed that the virial observable is non-trivial, as the distribution of the time average converges to a stationary PDF, see Figs. 5(c) and 7.

**VI. ENTROPY**

One important question is the behavior of the entropy of our system, given that the PDF in Eq. (24) encompasses both the system’s microscopic, i.e. on the length scale \( a \), and macroscopic, found at the length scale \( \sqrt{2D^*t} \), behaviors. If one can acquire information about our system using bins of size \( \Delta x \) that are much smaller than the lattice spacing, that is, \( \Delta x \ll a \), the probability of finding a particle inside one of these bins is
\( p_t(x) \approx \Delta x P_t(x) \), and the entropy becomes
\[
\frac{S}{k_B} = - \sum_{x=-\infty}^{\infty} p_t(x) \ln p_t(x)
\]
\[
\approx - \int_{-\infty}^{\infty} p_t(x) \ln (P_t(x)\Delta x) dx
\]
\[
\approx \ln \frac{Z_t}{\Delta x} + \frac{\langle V(x) \rangle_t + \langle x^2 \rangle_t}{k_B T} + 4D^* t,
\]
where we have used that \( \Delta x \ll a \) to replace the summation with an integral, and the last expression is valid at long times, with corrections of \( O(1/t) \). For the free particle case, \( V(x) = 0 \), the entropy can be calculated using Eq. (59) as
\[
\frac{S_0(Dt)}{k_B} \approx \ln \frac{\sqrt{4\pi Dt}}{\Delta x} + \frac{1}{2},
\]
where the subscript 0 means that the periodic force is zero. Returning to the general case, we can use Eq. (30) to write \( \langle V(x) \rangle_t/k_B T \approx E/k_B T \) and Eq. (27) to write \( \langle x^2 \rangle_t/4D^* t \approx 1/2 \), obtaining an expression for the entropy of a system with a periodic potential \( V(x) \) for large \( t \) as
\[
\frac{S}{k_B} \approx \ln \frac{\sqrt{4\pi Dt}}{\Delta x} + \frac{1}{2} + \frac{E}{k_B T}.
\]
The corrections of order \( O(t^{-1}) \) to Eq. (61) are dependent on the initial conditions of the system, while the leading terms, as we would expect from equilibrium, are independent of the initial conditions. Using that \( D = D^* \langle e^{-V/k_BT} \rangle a^2 \), we can write Eq. (61) in an alternate, but equivalent, expression,
\[
\frac{S}{k_B} \approx \ln \frac{\sqrt{4\pi Dt}}{\Delta x} + \frac{1}{2} + \frac{E - F_a}{k_B T},
\]
where we define the free energy in a single lattice period as \( F_a = -k_B T \ln Z_a \). The first two terms in Eq. (61) are equivalent to the entropy of a free particle, that is, \( S_0(Dt) \), while in Eq. (62) the first two terms are equivalent to a free particle with a renormalized diffusion constant, \( S_0(D^* t) \).

It is also instructive to examine the opposite limit where the bin size is large, \( \Delta x \gg a \), although still much smaller than the diffusive lengthscale \( \Delta x \ll \sqrt{2D^* t} \). The probability of finding the particle inside one of the bins is
\[
P_t(j) \equiv \int_{(j-1/2)\Delta x}^{(j+1/2)\Delta x} P_t(x) dx,
\]
where we integrate the PDF \( P_t(x) \) around \( x = j\Delta x \). The entropy, given by
\[
\frac{S}{k_B} = - \sum_{j=-\infty}^{\infty} p_t(j) \ln p_t(j),
\]
becomes a non-trivial function of the bin size.

From our numerical observations (see Fig. 2) and our theoretical predictions in Eq. (24), the PDF contains a contribution from the fine structure of the lattice (the leading order contribution being the Boltzmann-Gibbs factor) and a coarse-grained contribution. We replace the PDF given by Eq. (24) in Eq. (63) and change variables to the scaled variable \( y \equiv x/\sqrt{t} \) (the effective bin size becoming \( \delta y \equiv \Delta x/\sqrt{t} \)) to write
\[
p_t(j) \approx \int_{(j-1/2)\delta y}^{(j+1/2)\delta y} P_t(x) dx.
\]
\[
\approx \Delta x \int_{(j-1/2)\delta y}^{(j+1/2)\delta y} e^{-\langle V(x) \rangle_t/2k_BT} \sqrt{4\pi Dt} dy.
\]
\[
\approx \Delta x \int_{(j-1/2)\delta y}^{(j+1/2)\delta y} e^{-\langle x^2 \rangle_t/4D^* t} dy.
\]
where we have used that, for long times, as the limit of integration shrinks (since \( \delta y = \Delta x/\sqrt{t} \rightarrow 0 \)), the Gaussian term is approximately constant in the region and as we are in the limit of bin size much larger than lattice spacing \( a \), the Boltzmann-Gibbs factor oscillates several times in the domain, allowing us to replace it by its average. The last equation is obtained by replacing \( D = D^* \langle e^{-V/k_BT} \rangle a^2 \). Finally, since \( \Delta x \ll \sqrt{2D^* t} \), we replace the summation with an integral and the entropy becomes
\[
\frac{S_{cg}}{k_B} = \ln \frac{\sqrt{4\pi D^* t}}{\Delta x} + \frac{1}{2} = \frac{S_0(D^* t)}{k_B},
\]
which is clearly different from Eqs. (61) and (62), as we no longer have the energy contributions \( E \) and \( F_a \) from the unit cell, leaving only the free particle entropy \( S_0(D^* t)/k_B \).

Since the entropy can only be defined up to a constant, we are typically interested in the difference between two entropies. Additionally, taking the difference of entropies can remove the time dependence in Eqs. (61), (62) and (66). We will focus in the following subsections on calculating different possible relative entropies.

### A. Relative to a free-particle

We consider two isolated systems that started their motion at the same time with the same initial conditions, one with a periodic potential \( V(x) \) (and energy \( E \)), and the other a free-particle \( V(x) = 0 \). All other parameters, temperature \( T \) and bare diffusion constant \( D \) are identical. We also assume we have acquired information about these systems using the same bin size \( \Delta x \). For small bin size, \( \Delta x \ll a \), the relative entropy is
\[
\frac{\Delta S}{k_B} = \frac{S - S_0(Dt)}{k_B} = \frac{E}{k_B T},
\]
which only depends on the internal energy. In the limit of large bin size, \( \Delta x \gg a \), the entropy difference becomes
\[
\frac{\Delta S}{k_B} = \frac{S_0(D^* t) - S_0(Dt)}{k_B} = \frac{1}{2} \ln \left( \frac{D^*}{D} \right).
\]
As we would expect, the coarse-grained entropy does not depend on the internal energy, unlike Eq. (67). In Fig. (8) we plot the direct numerical calculation of Eq. (59) compared to our prediction of both small and large bin size limits in Eqs. (67) and (68).

B. Relative to the coarse-grained equivalent

As stated above, in Eq. (62), we have a contribution equivalent to the entropy of a free particle with a renormalized diffusion constant, \( S_0(D^t t) \). This time-dependent contribution is what we obtain by coarse-graining the system considering \( \Delta x \gg a \), which leads to a Gaussian PDF with variance increasing as \( \sqrt{2D^t} \), where we remark that \( D^t \) can be measured using the mean square displacement (see Fig. 3 and Eqs. (27) and (42)).

We can define another entropy difference, one that is the difference between the fine structure entropy in Eq. (62) to the coarse-grained entropy in Eq. (66), \( S_0(D^t t) \), given by

\[
\frac{\Delta S}{k_B} = \frac{S \cdot S_0(D^t t)}{k_B} = \frac{E - F_a}{k_BT}.
\]

This is an extension of the regular entropy definition from the standard equilibrium statistical physics formula \( S = \frac{E - F_a}{k_BT} \). We also highlight that Eq. (69) can be obtained from the results of a single system.

C. Different temperatures

Another possibility is to consider two systems that started at the same time but with different temperatures \( T_1 \) and \( T_2 \). Due to the difference in temperature, the systems will have different bare (without the periodic potential) diffusion constants \( D_1 \) and \( D_2 \) and two different internal energies \( E_1 \) and \( E_2 \). Their entropy difference, for long times, becomes

\[
\frac{\Delta S}{k_B} = \frac{1}{2} \ln \left[ \frac{D_1}{D_2} \right] + \frac{E_1}{k_BT_1} - \frac{E_2}{k_BT_2},
\]

where we have a contribution from the macroscopic properties of the system, with the log of the ratio of diffusion constants and a microscopic contribution with the internal energies. This is due to the fact that both diffusion constant \( D \) and internal \( E \) depend on the temperature \( T \).

D. Different internal energies

We now consider two systems with the same temperature \( T \) (and the same bare diffusion constant \( D \)) but with different periodic potentials that lead to different internal energies \( E_1 \) and \( E_2 \). Using Eq. (61), we obtain

\[
\frac{\Delta S}{k_B} = \frac{E_1 - E_2}{k_BT}.
\]

This expression, similar to Eq. (67), only depends on the temperature and the internal energies.

E. Different bin sizes

Lastly, we consider a single system and compare the entropy for large versus small bin size. In the limit \( \Delta x_1 \ll a \), the entropy, which we label \( S_1 \), is given by Eq. (61) and in the limit \( \Delta x_2 \gg a \), the entropy \( S_2 \) is given by Eq. (66). The difference between these entropies is given by

\[
\frac{\Delta S}{k_B} = \frac{S_1 - S_2}{k_B} = -\ln \frac{\Delta x_1}{\Delta x_2} + \frac{E - F_a}{k_BT}.
\]

So far we managed to avoid entropies depending on the bin size by comparing systems where we acquire information using identical bin sizes. Since we have full knowledge of the bin size, we can use the expression in Eq. (72) to write a consistent definition of relative entropy for long times. It should be noted that the relationship between entropy production in out-of-equilibrium systems and its coarse-grained counterpart has already been extensively studied [36, 37, 39, 41, 55].

VII. EIGENFUNCTION DERIVATION

We now present an eigenfunction derivation of the PDF in Eq. (24). The probability density \( P_t(x) \) can be written as an expansion of eigenfunctions as

\[
P_t(x) = \sum_{\{k\}} a_k \psi_k(x) e^{-\frac{\psi_k(x)}{2k_BT} - \lambda_k Dt},
\]

where \( \lambda_k \) is the eigenvalue associated with the eigenfunction \( \psi_k(x) \) and \( a_k \) sets the initial condition and ensures the normalization of \( P_t(x) \). The eigenfunctions \( \psi_k(x) \) are the solutions of the Schrödinger equation [47]

\[
-\frac{\partial^2}{\partial x^2} \psi_k(x) + V_S(x) \psi_k(x) = \hat{H}_S \psi_k(x) = \lambda_k \psi_k(x),
\]

where we have defined the effective Hamiltonian operator \( \hat{H} \) and the effective potential as

\[
V_S(x) = \frac{V''(x)^2}{4k_BT^2} - \frac{V''(x)}{2k_BT}.
\]

We remark that \( V_S(x) \) is also \( \alpha \)-periodic and that the eigenvalues \( \lambda_k \) are the energy levels of Eq. (74). From Eq. (73) it becomes clear that large values of \( \lambda_k \) are going to have their contributions to \( P_t(x) \) suppressed by the \( \lambda_k Dt \) term. At long times, only the smaller values of \( \lambda_k \) are going to contribute.
VIII. FINAL REMARKS

We have studied herein the properties of four classes (i–iv) of observables for overdamped Brownian particles in a periodic potential. In the long-time limit, this system approaches a Boltzmann-Gibbs steady state, as described by Eq. (14). The key feature is that the Boltzmann-Gibbs factor, $e^{-V(x)/k_BT}$, is non-normalizable. This implies unusual ergodic and thermodynamic properties of the system.

Despite the nonbinding nature of the periodic potential and the absence of a true normalized Boltzmann-Gibbs equilibrium solution for long times, observables that have the same periodicity as the potential (i) will have their ensemble averages converge to the expected values for a system in equilibrium in a single unit cell of the periodic structure and will follow regular equilibrium ergodicity. An example of such an observable is the internal energy, see Eq. (30) and Eq. (33). On the other hand, there is a different class of integrable observables (ii), such as the indicator function in Eq. (36), whose averages do not follow equilibrium or ergodicity in its usual sense, but can still be calculated, as we can see from Eq. (35), using the Boltzmann-Gibbs factor. Unlike regular equilibrium, the ensemble average of the time average of these observables shows a doubling effect, as shown in Eq. (52). The distribution of the time averages do not become narrower with increasing measurement time, as we showed in Fig. 5(b). In this case, we demonstrated how the Darling-Kac theorem yields the statistics of time averages. Still, the key issue is that these are evaluated with the Boltzmann-Gibbs factor. The virial observable (iii) has some unique properties as it marks a transition in the ergodic properties of observables, as demonstrated in Fig. 7. A different class of observables are (iv) the positional moments. These are insensitive to the fine scale, and they exhibit standard ergodicity in the mean square displacement sense.

Given that the system, according to Eq. (14), reaches a non-normalized Boltzmann-Gibbs state, we proceeded to unravel some of the thermodynamical relations in this model. We showed in Eq. (40) that the virial theorem is controlled by the ratio $D^*/D$, which clearly depends on the dynamical behavior of the system, namely, on the mean square displacement. The entropy difference between an ensemble of non-interacting particles in the periodic field, and an ensemble of freely diffusing particles, or two systems with different temperatures is also related to the ratio between diffusion constants, as shown in Eq. (68) for large $\Delta x \gg a$, where $\Delta x$ is the bin size. For small $\Delta x \ll a$, the entropy difference between the entropy of a system and the coarse-grained equivalent from the same system shows how $F_a = T\Delta S - E$ (see Eq. (69)) where $F_a$ is the free energy of a particle in one lattice unit. This free energy is equivalently obtained from $Z_a$, the partition function defined in a single unit cell. This relation between entropy, average energy, and free energy, is very much reminiscent of the basic rela-

Using Bloch’s theorem, we find the solutions $\psi_k(x)$ of the Schrödinger Equation, Eq. (74), and using Eq. (73), we obtain

$$P_t(x) \approx \frac{e^{-\frac{V(x)}{2k_BT}}e^{-\frac{\Delta x^2}{4Dt^2}}}{\sqrt{4\pi Dt}} \left[1 - \frac{xU_1(x) + U_2(x)}{2D^* t}\right],$$ (76)

which is the same expression as in Eq. (24). The details of the calculations can be found in Appendix VIII. We remark that this solution is valid for any periodic potential, the unit cell of the potential does not need to be symmetric, and we may treat the problem of particles starting at $x = x_0$ by translating the potential and using the same expressions.
tion between these thermodynamic functions as found in ordinary statistical physics. The fundamental difference is that the entropy of both systems is always increasing with time since the systems under study are unbounded, while for finite systems the entropy will eventually saturate to a fixed value.

Using an eigenfunction expansion, we have extended the Sivan-Farago expression of the PDF of particles in general periodic potentials, Eq. (24). This is an accurate description in the long time ($t \gg a^2/D^*$) of the spreading packet of particles. With the PDF obtained, it is possible to investigate both the macroscopic behavior, that is, the effective diffusion constant $D^*$, as well as the microscopic intra-wall behavior of the particles.

Important desirable extensions to this work include the study of the solutions for systems in higher dimensions as well as for underdamped motion in a periodic potential. Another possible direction is to investigate the effects of many interacting particles, such as single file diffusion systems [56] or systems with periodic forces under nonthermal noises [57]. The machinery of stochastic thermodynamics has not been studied here and can be expected to yield further insights.
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APPENDIX: EIGENFUNCTION DERIVATION

We will now show the detailed derivation of the PDF using the eigenfunction expansion in Eq. (73). According to Bloch’s theorem, the solutions of a Schrödinger Equation with a periodic potential, such as Eq. (74), can be written as

\[ \psi_k(x) = e^{ikx}u_k(x), \]  

where \( k \) is the wavevector of the entire lattice and \( u_k(x) \) is an \( a \)-periodic function. We imagine our system in a box of size \( 2L \) (boundaries at \( x = \pm L \)), which leads to a discrete eigenspectrum of the operator \( \hat{H}_S \) and \( k_n = n\pi/L \). The eigenfunctions are orthogonal, that is, \( \int_{-L}^{L} \psi_k^*(x)\psi_{k'}(x)dx \propto \delta_{kk'} \), where \( \delta_{kk'} \) is Kronecker’s delta. We can use the initial probability \( P_0(x) = \delta(x) \), together with the orthogonality of the eigenfunctions, to write that

\[ a_k = \frac{\int_{-L}^{L} \psi_k^*(x) P_0(x) e^{\psi(x)/\hbar} dx}{\int_{-L}^{L} \psi_k^*(x) \psi_k(x)dx} = \frac{e^{\psi(0)/\hbar} \psi_k^*(0)}{\int_{-L}^{L} \psi_k^*(x) \psi_k(x)dx}. \]
In order to solve the Schrödinger equation, which is a second-order linear equation, we must obtain two independent solutions, $\varphi(x)$ and $\phi(x)$. To ensure that these solutions are linearly independent, it is sufficient to have boundary conditions $\varphi(0) = 1$, $\varphi'(0) = 0$ and $\phi(0) = 1$, $\phi'(0) = 1/a$, as it ensures that $\varphi(x)$ and $\phi(x)$ are not proportional to one another and are not null. As we are only interested in the long-time limit, for which only small $\lambda_k$ contribute, these solutions will also be expressed as a series expansion of $\lambda_k$, that is,

$$
\varphi(x) \approx \varphi_0(x) + \lambda_k \varphi_1(x) \quad (79)
$$

$$
\phi(x) \approx \phi_0(x) + \lambda_k \phi_1(x) \quad (80)
$$

This approximation is only valid for values of $x$ where $\varphi_0(x) \gg \lambda_k \varphi_1(x)$, which, as we will see later in this section, is equivalent to the restriction $kx \ll 1$. Because of Bloch’s theorem, we only require the solutions to be valid in the range $0 \leq x \leq a$, where such restriction is easily satisfied. We remark that the series expansion in Eqs. (79) and (80) must follow the boundary condition up to $O(\lambda_k)$.

The zeroth ($\lambda_k = 0$) order solutions of Eq. (74) are

$$
\varphi_0(x) = e^{-\frac{V(x)}{2k_BT}} + \frac{V(0)}{2k_BT} \quad (81)
$$

$$
\phi_0(x) = -e^{-\frac{V(x)}{2k_BT}} - \frac{V(0)}{2k_BT} \quad (82)
$$

as they satisfy $\hat{H}_S \varphi_0(x) = 0$ and $\hat{H}_S \phi_0(x) = 0$. We chose the origin to have null derivative $V'(0) = 0$, this ensures that the boundary conditions $\varphi_0(0) = a\phi_0(0) = 1$, $\varphi_0'(0) = \phi_0(0) = 0$ are satisfied. We remark that this last restriction is actually unnecessary and the final result is general. The first order are obtained by plugging Equations (81) and (82) in Eq. (74), that is, $\hat{H}_S \varphi_1(x) = -\lambda_k \varphi_0(x)$ and $\hat{H}_S \phi_1(x) = -\lambda_k \phi_0(x)$. These solutions are

$$
\varphi_1(x) = -e^{-\frac{V(x)}{2k_BT}} + \frac{V(0)}{2k_BT} \int_0^x \int_0^{y_1} e^{\frac{V(y_1)}{2k_BT}} \frac{V(y_2)}{2k_BT} dy_2dy_1 \quad (83)
$$

$$
\phi_1(x) = -e^{-\frac{V(x)}{2k_BT}} + \frac{V(0)}{2k_BT} \int_0^x \int_0^{y_2} e^{\frac{V(y_1)}{2k_BT}} \frac{V(y_2)}{2k_BT} dy_2dy_1 \quad (84)
$$

We have that $\varphi_1(0) = \varphi_1'(0) = \phi_1(0) = \phi_1'(0) = 0$, and therefore, the boundary conditions of $\varphi(x)$ and $\phi(x)$ are satisfied up to $O(\lambda_k)$.

1. The eigenvalue spectrum $\lambda_k$

The eigenvalues can be obtained using the symmetry operator $\hat{T}_a$, the translation by a length $a$, that is, $\hat{T}_a \psi_k(x) = \psi_k(x + a) = e^{ika} \psi_k(x)$. Clearly, the eigenvalues of $\hat{T}_a$ are $\nu_\pm = e^{\pm ika}$, and $\psi_k(x)$, as defined in Eq. (77), are the eigenfunctions. In the basis of $(\varphi(x), \phi(x))$, the translation can be described as a linear combination, and therefore, it is possible to write the matrix representation of the operator as

$$
\hat{T}_a = \begin{pmatrix} \varphi(a) & \phi(a) \\ a\varphi'(a) & a\phi'(a) \end{pmatrix}, \quad (85)
$$

which we use to obtain the eigenvalues $\nu$ from

$$
\nu^2 - (\varphi(a) + a\phi'(a))\nu + 1 = 0. \quad (86)
$$

From our series expansion for $\varphi(x)$, in Eq. (79), and $\phi(x)$, in Eq. (80), we obtain that,

$$
\varphi(a) = 1 - \lambda_k \int_0^a e^{\frac{V(y_1)}{2k_BT}} \int_0^{y_1} e^{\frac{V(y_2)}{2k_BT}} dy_2dy_1 \quad (87)
$$

$$
\phi'(a) = \frac{1}{a} - \frac{\lambda_k}{a} \int_0^a e^{\frac{V(y_1)}{2k_BT}} \int_y^a e^{\frac{V(y_2)}{2k_BT}} dy_2dy_1, \quad (88)
$$

and the sum $\varphi(a) + a\phi'(a) = 2 - \lambda_k \int e^{V(kaT)}$. We obtain the series for the eigenvalues as

$$
\nu_k \approx 1 \pm ia \sqrt{\lambda_k} \left( e^{\frac{V(0)}{2k_BT}} - \frac{a^2\lambda_k}{2} \right)^2. \quad (89)
$$

We match this solution with the eigenvalues of $\hat{T}_a$, $\nu_\pm = e^{\pm ika} \approx 1 \pm iak - k^2a^2/2$, to obtain the eigenvalues $\lambda_k$ as

$$
\lambda_k \approx \frac{k^2}{e^{\frac{V(0)}{2k_BT}}}. \quad (90)
$$

This is the expected result that describes a free particle, with a renormalized diffusion constant.

2. The eigenfunctions

From the matrix representation of $\hat{T}_a$ in Eq. (85), we can immediately conclude that the eigenfunctions must be

$$
\psi_{\pm k}(x) = \varphi(x) + \nu_k - \varphi(a) \phi(a), \quad (91)
$$

where we replace $\nu_k$ obtained in Eq. (89) to write

$$
\frac{\nu_k - \varphi(a)}{\phi(a)} = \pm \frac{iak}{\phi_0(a)} - \frac{k^2}{\phi_0(a)} \left[ \frac{a^2}{2} - \frac{D^*}{D} \varphi(a) \right] \quad (92)
$$

$$
= \pm ika \sqrt{\frac{D^*}{D} e^{\frac{V(0)}{2k_BT}} - e^{\frac{V(0)}{2k_BT}}} k^2aD^* \frac{C_0}{D},
$$

where $C_0$ is the same as we obtained in Eq. (20). We now write

$$
\psi_{\pm k}(x) = \varphi_0(x) \pm ik \sqrt{\frac{D^*}{D} e^{\frac{V(0)}{2k_BT}} \phi_0(x) + \frac{D^*}{D} k^2\varphi_1(x)}
$$

$$
- e^{\frac{V(0)}{2k_BT}} k^2aD^* C_0 \phi_0(x). \quad (93)
$$
We remark that these eigenfunctions do not need to be normalized, as the $a_k$ terms in Eq. (73) will ensure normalization. In the limit of small $k$, we can write the periodic functions $u_k(x)$ of the Bloch waves (see Eq. (77)) as a series of $k$, that is, $u_k(x) = u_0(x) + iku_1(x) - k^2u_2(x) + O(k^3)$. From Eq. (77), using Eq. (93), we can write

$$u_k(x) = e^{-ikx} \psi_k(x) \approx \varphi_0(x) + ik \left( a \sqrt{\frac{D^*}{D}} e^{-\frac{V(0)}{k_BT}} \phi_0(x) - \varphi_0(x)x \right) + k^2(...) \quad (94)$$

For simplicity, we have omitted the $u_2(x)$ term. By matching the same order of $k$ on the left and right-hand sides of Eq. (94), we obtain

$$u_0(x) = \varphi_0(x) \quad (95)$$
$$u_1(x) = u_0(x) \left[ a \int_0^x e^{\frac{V(0)}{k_BT} y} dy - x \right] = u_0(x)U_1(x) \quad (96)$$

where we can see that $U_1(x)$ is the same function as the one obtained in Eq. (22). The expression for $u_3(x)$, which we have omitted for simplicity, can also be derived from Eq. (93).

3. Obtaining the PDF

The last ingredient to complete the eigenfunction expansion is the normalization $a_k$, which we can obtain through [47]

$$a_k = \frac{e^{\frac{V(0)}{k_BT}} \psi_k^*(0)}{\int_{-L}^L |u_k(x)|^2 dx} \approx \frac{e^{\frac{V(0)}{k_BT}} \psi_k^*(0)}{2L \langle |u_k|^2 \rangle_a}$$

$$\approx \frac{e^{\frac{V(0)}{k_BT}} \psi_k^*(0)}{2L} \sqrt{\frac{D^*}{D}} \left( 1 - k^2 \langle u_1^2 + u_0u_2 \rangle_a / \langle u_0^2 \rangle_a \right)$$

(97)

where we identify the normalization constant found in Section III, $C_1 = \langle u_1^2 + u_0u_2 \rangle_a / \langle u_0^2 \rangle_a$. In the limit of $L \rightarrow \infty$, we can replace the sum in $k$ modes by an integral as $\sum_k \approx \int \frac{dk}{k}$, and Eq. (73) becomes

$$P_1(x) \approx e^{-\frac{V(x)}{k_BT}} \sqrt{\frac{D^*}{D}} \int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{-k^2 D^* t} e^{ikx}$$

$$\left\{ u_0(x) + iku_1(x) - k^2[u_2(x) + u_0(x)C_1] \right\}$$

$$\approx e^{-\frac{V(x)}{k_BT}} \sqrt{\frac{D^*}{D}} \int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{-k^2 D^* t} e^{ikx}$$

$$\left\{ 1 + ikU_1(x) - k^2U_2(x) \right\}, \quad (98)$$

where we simplified the expression defining $U_2(x) = u_2(x)/u_0(x) + C_1$, which is identical to the one in Eq. (21). Performing the integral, we obtain

$$P_1(x) \approx \frac{e^{-\frac{V(x)}{k_BT}} e^{-\frac{\pi^2 x^2}{4}}}{\sqrt{4\pi D t}} \left[ 1 - \frac{x U_1(x) + U_2(x)}{2D^* t} \right], \quad (99)$$

where we reach the same expression as in Eq. (24).

We remark that when $V'(0) \neq 0$, it is necessary to add terms in the expression for $\varphi(x)$ to ensure that $\varphi'(0) = 0$. These extra terms do not affect the result of the energy band in Eq. (90) or the expression for the periodic functions in Equations (95) and (96), as they will always be canceled out.