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Abstract: Accurate wind power forecasting helps relieve the regulation pressure of a power system, which is of great significance to the power system’s operation. However, achieving satisfactory results in wind power forecasting is highly challenging due to the random volatility characteristics of wind power sequences. This study proposes a novel ultra-short-term wind power combined prediction method based on complementary ensemble empirical mode decomposition, the whale optimization algorithm (WOA), and the Elman neural network model. The model can not only solve the phenomenon of easy modal mixing in decomposition but also avoid the problems of reconstruction error and low efficiency in the decomposition process. Furthermore, a new metaheuristic algorithm, WOA, was introduced to optimize the model and improve the accuracy of wind power prediction. Considering a wind farm as an example, several wind turbines were selected to simulate and analyse wind power by using the established prediction model, and the experimental results suggest that the proposed method has a higher prediction accuracy of ultra-short-term wind power than other prediction models.
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1. Introduction

In China, numerous wind turbines have been installed. By the end of August 2021, the wind power generation capacity in China was 14.63 million kW, and the cumulative capacity reached 295.32 million kW, representing a 33.8 increase compared with that in the previous year. Fluctuation, intermittence, and randomness of wind farm output power [1] pose considerable challenges to the stable operation of a power system. Improving the accuracy of wind power prediction is critical for ensuring safe and reliable operation of the power grid and alleviating regulation pressure of the power system [2]. Ultra-short-term wind power prediction refers to the forecast of wind power for the next 15 min to 4 h, with the 15-min prediction interval, and the predicted wind power is rolled the next time [3]. Therefore, developing an ultra-short-term wind power prediction method is critical for improving the accuracy of wind power prediction.

Wind power prediction methods have received considerable research attention. Therefore, numerous methods, including physical [4], time series [5], artificial intelligence [6], and combination methods [7] have been proposed. In [8], a physical method was proposed for wind power prediction based on computational fluid dynamics (CFD) pre calculated flow field. Considering the discrete inflow wind conditions as the boundary conditions, the flow field was obtained, and a database containing critical parameters was established to predict power through the database. To improve the prediction effect of low-resolution
NWP and achieve an ideal prediction effect, a method was proposed to deduce the influence of landform and wake effect on the convection field based on NWP and the principle of hydrodynamics. Geographic information (such as terrain and location), meteorological information (such as wind direction, pressure, temperature, and humidity), and organic factors are combined with the physical numerical weather forecast to predict wind power [9]. However, the calculation method is complex and time consuming, and the updating speed of physical numerical weather forecasts is slow. Therefore, obtaining an accurate wind power prediction value is difficult. In [10], a model based on the Markov chain Monte Carlo method was proposed to predict power. In [11], wind power was predicted by establishing a statistical time series model for density prediction. In the time series method, the time series of historical power was used to predict the future wind power output. The modelling is simple and does not depend on the numerical weather forecast data. However, the prediction accuracy is low, and the accuracy decreases rapidly with an increase in the prediction time. In [12], a heterogeneous integrated learning method was proposed in which decision tree and support vector regression analyses were performed to predict wind power. In [13], the least-square support vector machine (LS–SVM) method was used to predict the ultra-short-term wind power load. Algorithms have been modified to improve efficiency and prediction accuracy. Numerous artificial intelligence models have been proposed to establish the nonlinear mapping relationship between input and output variables through numerical historical sample training and predict the future wind power output based on the trained model. With sufficient historical samples, artificial intelligence methods exhibit high prediction accuracy and generalisation. Therefore, these methods are widely used in ultra-short-term, short-term, and medium and long-term wind power prediction. However, because of the limitation of a single prediction model, wind power prediction accuracy is low [14]. To reduce the random fluctuation of wind power, the original wind power sequence is decomposed into several single signals of various frequencies by using signal decomposition technology. Finally, the prediction value of every single signal is reconstructed to realise high-precision wind power prediction. Moreover, the performance of wind power forecasting has been improved with the techniques that combine a single forecasting model with signal decomposition, error correction, and other methods. In [15], wavelet analysis was used to decompose wind power time series, and a power forecasting model based on the wavelet hybrid neural network was established. In [16], an echo state network was used to establish a medium-term wind power prediction model to predict wind power. However, because of the adaptivity of wavelet decomposition and some limitations of ESN in complex dynamic structures, the combined prediction method exhibits certain drawbacks.

Decomposition algorithms are used to capture individual components of the complex data structure and have demonstrated higher accuracy and adaptability in wind power forecasting [17]. In [18], the empirical mode decomposition (EMD) methods were first employed for feature engineering in time series prediction. In [19], an improved hybrid time series decomposition strategy and multi-objective parameter optimization method for wind speed prediction were proposed. In [20], a new system for ensemble probabilistic forecasting of wind speed uncertainty was proposed, a method that accurately quantifies wind speed uncertainty and reduces the operating costs of power systems by improving the efficiency of wind energy utilization. Zhang et al. [21] proposed an ensemble method based on EMD and sample entropy for interval prediction of wind power. In [22], a wind power prediction model based on EMD and Elman was proposed. In the actual data acquisition, the collected wind power signals are usually mixed with white noise, and the modal aliasing phenomenon occurs in the EMD decomposition process; therefore, the ideal wind power subseries cannot be obtained. The improved ensemble empirical modal decomposition (EEMD) can effectively overcome the modal aliasing phenomenon. In [23], a combined prediction method of EEMD and Elman was proposed to effectively eliminate the defects of mode aliasing and reduce the residual noise of the decomposition sequence. Although EEMD can resolve the mode aliasing phenomenon existing in EMD, it can generate residual
auxiliary noise, while the white noise added by CEEMD is independent and identically distributed with opposite symbols. The noise added during signal reconstruction will offset each other, which can better reduce the residual auxiliary noise in the original signal and ensure a small reconstruction error after decomposition. In [24], the CEEMD method is adopted to decompose the wind power time series to decrease non-stationarity.

Novel metaheuristic algorithms have been proposed for parameter optimisation of machine learning. In [25], an improved genetic algorithm (GA) was proposed to optimise the Elman neural network model and improve the prediction accuracy of the wind power model. In [26], particle swarm optimisation was used to optimise the parameters of the Elman model. However, this model exhibits low computational efficiency and slow convergence speed in Elman parameter optimisation. A combined prediction model [27] based on the combination of whale optimisation algorithm (WOA) and support vector regression (SVR) was proposed to predict wind speed. The prediction results of the proposed model were compared with the results obtained using the GA and conventional SVR. The analysis showed that WOA outperformed SVR. In [28], a short-term load forecasting method based on WOA and short-term memory (LSTM) neural network was proposed. This method exhibited a faster convergence speed and better forecasting effect than particle swarm optimisation and GA. Therefore, WOA was introduced to perform parameter optimisation in the Elman model.

In the present study, a combined prediction method of ultra-short-term wind power based on complementary ensemble empirical mode decomposition (CEEMD) and WOA-optimised Elman parameters was proposed. CEEMD was used to decompose the historical wind power into sequence components, and the Elman wind power prediction model of each sequence component was established. The weight and threshold of each component Elman model were optimised using WOA, and the predicted value of each component was superimposed to obtain the final predicted value.

2. CEEMD Method

2.1. Empirical Mode Decomposition

Huang et al. proposed the EMD [29] to decompose complex nonlinear and nonstationary signals into finite intrinsic mode functions (IMFs). Each IMF component contains the local characteristics of various time scales of the original signal. In EMD, time series are composed of various oscillation modes at the same time and are accompanied by hidden internal complexity. Therefore, the original sequence is decomposed into the eigenmode function and the residual component, as follows:

\[ x(t) = \sum_{i=1}^{n} C_i(t) + r_n(t) \]  

where \( n \) is the number of IMF; \( C_i(t) \) represents the \( i \)-th IMF; and \( r_n(t) \) represents the \( n \)-th residual component.

2.2. EEMD

Wu and Huang proposed EEMD to improve modal aliasing [30]. Gaussian white noise was added to the signal to be decomposed. Because white noise exhibits uniform frequency distribution, the signal after adding white noise exhibits continuity on various time scales to effectively avoid the signal aliasing phenomenon caused by the discontinuity of IMF in the process of EMD decomposition. By using the zero-mean characteristic of Gaussian white noise, the average value of the final result was adopted to reduce the change in the amplitude of the decomposition result caused by the added white noise [31]. The specific steps are as follows:

1. Determination of the decomposition times and the amplitude standard deviation of Gaussian white noise.
(2) Gaussian white noise \( n_i(t) \) with a mean value of 0 and standard deviation of constant is added to the original sequence \( s(t) \) many times as follows:

\[
x_i(t) = s(t) + n_i(t)
\]

where \( x_i(t) \) is the signal in which Gaussian white noise is added for the \( i \)-th time.

(3) The IMF component \( c_{ij}(t) \) and the residual component \( r(t) \) are obtained by EEMD decomposition of \( x_i(t) \). The result of decomposition is expressed as follows:

\[
x(t) = \sum_j c_j(t) + r(t)
\]

\[
c_j(t) = \frac{1}{M} \sum_{i=1}^{M} c_{ij}
\]

2.3. Complementary EEMD

Complementary EEMD (CEEMD) was proposed by Yeh et al. [32]. This method improved EEMD, which results in residual auxiliary noise generation. In CEEMD, random Gaussian white noise is added in positive and negative pairs to eliminate the residual auxiliary noise in the reconstructed signal. The steps are as follows.

(1) Positive and negative white noise \( I_i, -I_i \) is added to the original signal \( X_i \) to obtain the synthetic signal \( P_i, N_i \).

\[
\begin{align*}
P_i &= X_i + I_i \\
N_i &= X_i - I_i
\end{align*}
\]

(2) The paired synthetic signals obtained by Equation (5) are decomposed by EMD, as follows:

\[
\begin{align*}
P_i &= \sum_{j=1}^{m} C_{ij}^+ \\
N_i &= \sum_{j=1}^{m} C_{ij}^-
\end{align*}
\]

where \( C_{ij}^+ \) is the \( j \)-th intrinsic mode function IMF or residual component of the synthetic signal after addition of the positive white noise signal in the \( i \)-th trial; \( C_{ij}^- \) is the \( j \)-th intrinsic mode function IMF or residual component of the synthetic signal after adding negative white noise signal in the \( i \)-th trial; \( m \) is the total number of IMF and the residual components.

(3) Equations (5) and (6) are repeated \( M \) times to obtain a set of \( M \) of IMF and residual components as follows:

\[
\begin{align*}
\begin{bmatrix}
\{ C_{1j}^+ \}, \{ C_{2j}^+ \}, \cdots, \{ C_{mj}^+ \} \\
\{ C_{1j}^- \}, \{ C_{2j}^- \}, \cdots, \{ C_{mj}^- \}
\end{bmatrix}
\end{align*}
\]

(4) The pooled average of all IMFs and residual components is calculated, which is the IMF and residual components obtained from CEEMD as follows:

\[
C_j = \frac{1}{2M} \sum_{i=1}^{M} (C_{ij}^+ + C_{ij}^-)
\]

(5) The original sequence can be decomposed as follows:

\[
X = \sum_{j=1}^{m} C_j
\]
3. Introduction to the WOA

WOA is a novel intelligent meta-inspired optimisation algorithm proposed by Seyedali Mirjalili, an Australian scholar, in 2016. In WOA, the whale prey predation mechanism is simulating [33]. The advantage of WOA is that it better weighs and quantifies the global and local search capabilities. The specific hunting steps are as follows:

1. Searching for prey. Whales achieve food hunting by constantly updating their position when searching for prey, as expressed in the following equations:

   \[ D = |CX_{rand} - X| \]  \hspace{1cm} (10)
   \[ X(t + 1) = X_{rand} - AD \]  \hspace{1cm} (11)

   where \( D \) is the distance between the whale and the prey; \( t \) is the number of current iterations; \( X_{rand} \) is the random position vector of the whale; \( X \) is the position vector; and \( A \) and \( C \) are the coefficients.

   The coefficients \( A \) and \( C \) are calculated as follows:

   \[ A = 2ar - a \]  \hspace{1cm} (12)
   \[ C = 2r \]  \hspace{1cm} (13)

   where \( a \) decreases linearly from 2 to 0, and \( r \) is a random value between 0 and 1.

2. Surrounding the prey. The whale can identify and cover the location of the prey. Determining the location of the optimal solution in the search space in advance is difficult; therefore, in WOA, the target prey location is assumed to be the initial optimal solution or the closest optimal solution location. When the optimal individual position is determined, other whales try to approach the optimal position and update their positions. The whale encirclement hunting is expressed as follows:

   \[ D = |CX^*(t) - X(t)| \]  \hspace{1cm} (14)
   \[ X(t + 1) = X^*(t) - AD \]  \hspace{1cm} (15)

   where \( X^*(t) \) is the position of the current optimal solution and is updated in each iteration, and \( X(t) \) is the current position vector.

   The contraction and encirclement mechanism of whale encircling hunting is displayed in Figure 1, which reveals that the contraction surrounding mechanism continuously narrows the range and accurately surrounds the prey. This method mainly involves decreasing \( a \) gradually from 2 to 0.

3. Spiral bubble netting for hunting. The whale spiral bubble-net hunting is expressed as follows:

   \[ X(t + 1) = D'e^{bl} \cos(2\pi l) + X^*(t) \]  \hspace{1cm} (16)
   \[ D' = |X^*(t) - X(t)| \]  \hspace{1cm} (17)

   where \( D' \) is the distance between the best whale in position and the prey (the current best solution); \( b \) is a constant that defines the shape of the spiral; and \( l \) is a random value between \(-1\) and \(1\).

   The whale spiral updates the position hunting method, as displayed in Figure 2. As shown in the figure, in the whale spiral bubble-net hunting method, the distance between the best whale in position and the prey is primarily calculated (the current best solution).

   The whales were hunted with a 50% probability of choosing each of the aforementioned two hunting methods, as expressed in the following equation:

   \[ X(t + 1) = \begin{cases} 
   X^*(t) - AD, & p \leq 0.5 \\
   D'e^{bl} \cos(2\pi l) + X^*(t), & p > 0.5 
   \end{cases} \]  \hspace{1cm} (18)
The range of values of $A$ can be calculated from Equation (12) $[-2,2]$. WOA exhibits simple operation, mainly adjusting the parameters $A$ and $C$. By setting $A$, the WOA exhibits superior exploration and development ability and improves the convergence speed to reach the global optimum. The flowchart of WOA is displayed in Figure 3.

Figure 1. Shrink surround mechanism surrounds hunting.

Figure 2. Spiral bubble netting for hunting.
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Figure 3. WOA flowchart.

4. Introduction to the Elman Neural Network

4.1. Elman Neural Network Model

The Elman neural network is generally categorised into four layers, namely input, output, implicit, and takeover, as displayed in Figure 4. A unique feature of the Elman neural network is that the output of the implicit layer is self-linked to the input of the implicit layer through the delay and storage of the carryover layer, which renders it sensitive to historical data. Furthermore, the feedback adjustment inside the network enhances the network’s ability to process dynamic information. The commitment layer is equivalent to a delay operator with memory properties, which can satisfactorily solve the static modelling problem and enable the mapping of dynamic systems with the ability to adapt to time-varying characteristics. Thus, the dynamic process characteristics of the system can be directly obtained [34].

The Elman neural network is characterised by the self-linking of the implicit layer output to the implicit layer input through the delay and storage of the association layer. This self-linkage renders the network sensitive to the data of historical states, and the increase in the internal feedback improves the ability of the network itself to process dynamic information to achieve dynamic modelling. The Elman neural network can form temporal and spatial learning patterns through its feedback mechanism, which allows accurate modelling when the mathematical model of the system is unknown and only the input and output of the sample data are given, which can effectively avoid the interference of system data noise on the accuracy of the network calculation results [35].

4.2. Introduction to the Elman Network Algorithm

As displayed in the structure diagram in Figure 4, the nonlinear state-space expression of the Elman neural network is as follows:

$$y(k) = g(ax^2x(k) + b_2)$$  \hspace{1cm} (19)
\[ x(k) = f(w^1x_c(k) + w^2(u(k-1)) + b_1) \]  \hspace{1cm} (20)
\[ x_c(k) = x(k-1) \]  \hspace{1cm} (21)

where \( k \) is the moment; \( y, x, u \) and \( x_c \) are one-dimensional output node vectors, \( m \) -dimensional hidden layer node unit vectors, \( n \)-dimensional input vectors, and \( m \)-dimensional feedback state vectors, respectively; \( w^1, w^2, \) and \( w^3 \) are the connection weight matrices from the hidden layer to the output layer, the input layer to the hidden layer, and the take-up layer to the hidden layer, respectively; \( f(\cdot) \) is the transfer function of the hidden layer neurons; and \( b_1 \) and \( b_2 \) are the thresholds of the hidden layer and the output layer, respectively.

\[ x(k) = f(w^1x_c(k) + w^2(u(k-1)) + b_1) \]  \hspace{1cm} (20)
\[ x_c(k) = x(k-1) \]  \hspace{1cm} (21)

Figure 4. Elman network structure.

In the Elman neural network, a gradient descent backpropagation algorithm is used with additional momentum to correct the weight threshold, and the error function \( E \) is defined as follows:

\[ E = \frac{1}{2} \sum_{k=1}^{n} [y_d(k) - y(k)]^2 \]  \hspace{1cm} (22)

where \( y_d(k) \) is the desired output of the network, and \( y(k) \) is the actual output of the network.

5. Establishment of the CEEMD–WOA–ELMAN Prediction Model

Because of the stochastic fluctuation of the raw wind power time series, achieving high-accuracy wind power prediction by directly using raw power data based on the Elman model is difficult. Therefore, to overcome this challenge, CEEMD is used to decompose the randomly fluctuating raw wind power series into several smoother subseries components, which can not only effectively solve the EMD modal mixing problem but also improve the computational efficiency of the EEMD method with less reconstruction error than EEMD. For the nonlinear unsteady historical wind power series, CEEMD is used to decompose the randomly fluctuating raw wind power series into several smoother subseries components, which can not only effectively solve the EMD modal mixing problem but also improve the computational efficiency of the EEMD method with less reconstruction error than EEMD.

All components of CEEMD decomposition are categorised into two sets, namely training and test. The training set of each component is used to build the respective Elman model, and the weights and thresholds of the optimised Elman neural network are optimised using the WOA to obtain the prediction model of each component. The test set of each component is used to predict the wind power value at the future moment, and the predicted values of each component are superimposed to obtain the final prediction value and verify the performance of the developed prediction model. In this study, the
combined CEEMD-WOA-ELMAN-based ultra-short-term wind power prediction model is constructed as follows:

1. The original wind power signal is decomposed using CEEMD to obtain \( n \) IMF components and one residual component \( r_n(t) \), and a suitable IMF is selected.
2. The decomposed IMF components and residual components of the training set are used as the inputs of each component of the Elman wind power model, and the WOA is used to optimise the weights and thresholds of each component of the model to obtain the optimised prediction model of each component.
3. In prediction, each IMF component and residual component after decomposition of the test set are inputted into the trained Elman model of each component for prediction, and the predicted values of each component are obtained.
4. The predicted values of each component are superimposed to obtain the final wind power prediction at a certain moment.
5. Error analysis of the obtained predicted wind power and the actual wind power data is performed.

Figure 5 displays the flowchart of the proposed combined CEEMD-WOA-ELMAN approach.

### 6. Example and Analysis of Results

In this study, the actual operating data of wind turbine No. 2 and wind turbine No. 3 of a wind farm in August 2017 and October 2017, respectively, were used for modelling analysis, with the data sampling time of 15 min and a total of 2880 data points. Figure 6 shows the wind energy probabilities for August No. 2 and October No. 3 wind turbines. As shown in Figure 6a,c, the wind speed range is concentrated in the range of 0–14 m/s, and the wide range of wind speed distribution causes a large fluctuation of power. The power probability diagrams in Figure 6b,d confirm the large fluctuation of power, which is distributed in the range of 0–2000 kW.

Rolling to build the Elman model requires a thorough understanding of the latest change pattern of the wind power system. Therefore, the time window of 10 time points of data is selected; for example, the use of 1–10 points to predict the 11\( ^{th} \) point and the use of 2–11 points to predict the 12\( ^{th} \) point. A total of 2870 sets of input and output variables are composed; the first 2820 sets are selected as the training sample set, and the next 50 sets are considered the test sample set.
To quantitatively analyse the prediction results and verify the performance of the proposed ultra-short-term wind power portfolio prediction model, root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE) were calculated. The index of agreement (IA) was proposed by Willmott as a standardized measure of the degree of model prediction error, and its value varies between 0 and 1. A value of 1 indicates a perfect match, whereas a value of 0 indicates no agreement at all. The IA can detect additive and proportional differences in the observed and forecasted means and variances; thus, it can be used to confirm the validity of overperformance [36]. The Pearson correlation coefficient is a linear correlation coefficient that reflects the correlation degree between two variables and is also known as Pearson product-moment correlation coefficient [37]. In this study, the Pearson correlation coefficient is used to determine the correlation between the predicted and actual wind power. $\rho = 1$ indicates a completely linear correlation between two variables, whereas $\rho = 0$ indicates a wireless correlation between two variables. The closer the $\rho$ is to 1, the stronger is the linear relationship between two variables. All of these indicators are used to estimate the proposed method. The equations used are as follows:

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2}$$  \hspace{1cm} (23)

$$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |\hat{y}_i - y_i|$$  \hspace{1cm} (24)

$$\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\hat{y}_i - y_i}{y_i} \right| \times 100\%$$  \hspace{1cm} (25)
\[
IA = 1 - \frac{\sum_{i=1}^{N} (\hat{y}_i - y_i)^2}{\sum_{i=1}^{N} (|\hat{y}_i - \bar{y}| + |y_i - \bar{y}|)^2}
\]

\[
\rho = \frac{\sum_{i=1}^{N} (y_i - \bar{Y})(\hat{y}_i - \bar{y})}{\sqrt{N} \sum_{i=1}^{N} (y_i - \bar{Y})^2 \sum_{i=1}^{N} (\hat{y}_i - \bar{y})^2}
\]

(26)

(27)

where \(n\) represents the number of test samples, \(\hat{y}_i\) is the \(i\)-th predicted value, \(y\) is the mean value of all predicted values, \(y_i\) is the \(i\)-th true value, and \(\bar{Y}\) is the mean value of all true values.

6.1. Optimised Performance Analysis of WOA

To test WOA performance, the WOA was compared with the particle swarm optimisation (PSO) and the genetic algorithm (GA) for the experiment. The iterative change process of the fitness value of each optimisation algorithm is displayed in Figure 7. The initialised population of WOA was 30 and the number of iterations was 35; the initialised population of GA was 30 and the number of iterations was 35; and the initialised population of PSO was 30 and the number of iterations was 35. The fitness function was defined with the average absolute error of training as the criterion. As shown in Figure 6, all three optimisation algorithms decreased rapidly at the beginning of the iteration, and the WOA exhibited the least number of iterations and reached the global optimum convergence in 4 iterations. The GA exhibits a large fitness value when optimising the parameters and requires more than 20 iterations to reach convergence. The PSO can obtain a superior fitness value when eventually optimising the parameters and reaching the global optimum, but it requires approximately 16 iterations to reach stable convergence. Therefore, WOA outperformed the three optimisation algorithms in finding the optimal solution. Through many tests of the optimization model, to obtain the best model performance, the parameter \(a\) of WOA decreases linearly from 2 to 0, in which the number of populations is 30 and the number of iterations is 100. Acceleration constants \(C_1\) and \(C_2\) represent the weights of the stochastic acceleration terms that push a particle toward the personal best position and the best positions found by all particles in the swarm, respectively. Regarding PSO, the number of populations is 30, the number of iterations is 100, and the constants \(C_1\) and \(C_2\) are both set to 2. With respect to GA, the number of populations is 30, the number of iterations is 100, the mutation probability is 0.09, and the crossover probability is 0.9.

The advantages and disadvantages of these three optimisation algorithms are examined to optimise the parameters of a single Elman model and predict the power. The prediction effect is compared and analysed in terms of five error evaluation indices, as mentioned in Table 1. The results indicate that in terms of the wind power prediction effect of the Elman model, WOA exhibits smaller prediction error and higher prediction accuracy than GA and PSO.

Figure 8a,b present the statistical results of wind power prediction and prediction error, respectively. The data in the figure reveal that the WOA–ELMAN model outperformed the GA–ELMAN and PSO–ELMAN models. The following conclusions can be drawn: WOA can accurately and effectively search the optimal combination of network connection weights in the training process, avoid the possibility of falling into local minima, and improve model prediction accuracy.
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Figure 7. Fitness curve of algorithm optimisation parameters.

Table 1. Error evaluation index value of each prediction model under various optimisation algorithms.

| Prediction Method | RMSE   | MAE    | MAPE  | IA    | ρ     |
|-------------------|--------|--------|-------|-------|-------|
| GA–ELMAN          | 35.5133| 30.6847| 4.8578| 0.9646| 0.9726|
| PSO–ELMAN         | 30.3242| 27.4234| 4.5706| 0.9762| 0.9653|
| WOA–ELMAN         | 28.4552| 25.1618| 4.1173| 0.9819| 0.9726|

Figure 8. Comparison of statistical results of predicted values. Statistical results of (a) wind power prediction and (b) prediction error.

6.2. CEEMD Decomposition of Wind Power Series

The EEMD decomposition and CEEMD decomposition are typically considered to be 0.1 to 0.3 times the standard deviation of the original noise, and the number of white noise added is 100 to 300. Here, both EEMD and CEEMD decompositions are selected to add white noise with a standard deviation of 0.2 and an ensemble number of 200. The wind power data are modally decomposed by CEEMD to avoid slow training of the model and prediction complexity because of over decomposition. Therefore, eight IMF components (IMF1–IMF8) and one residual component are selected in this study, and the decomposition results are displayed in Figure 9.
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In this study, the same set of wind power series is decomposed by EEMD and CEEMD, respectively, and the decomposed components are superimposed and reconstructed into a new sequence. As illustrated in Figure 10, the average absolute percentage error MAPE is used to calculate the error between the new sequence and the original sequence, and the reconstruction error of EEMD and CEEMD is finally obtained.

Figure 9. Wind power data CEEMD decomposition results.

Figure 10. Reconstruction error of EEMD and CEEMD.
The reconstruction error of EEMD is scattered, whereas the CEEMD error is approximately 0, and their reconstruction errors are \( \varepsilon_{\text{EEMD}} = 0.0604\% \) and \( \varepsilon_{\text{CEEMD}} = 3.581 \times 10^{-14}\% \) respectively (Figure 10). The experimental results indicate that the reconstruction error of CEEMD is considerably smaller than that of EEMD in the order of magnitude, which is consistent with the theory, thus verifying that CEEMD is superior to EEMD in reducing residual auxiliary noise.

6.3. Ultra-Short-Term Wind Power Prediction Based on CEEMD–WOA–ELMAN

The wind power data are decomposed by CEEMD to obtain eight IMF components and one residual component, and the WOA optimises the weights and thresholds of the nine components and the ELMAN model to finally establish a wind power prediction model based on CEEMD–WOA–ELMAN. To verify the prediction accuracy of the proposed model, wind power ultra-short-term prediction ability for the ELMAN, EEMD–ELMAN, CEEMD–ELMAN, CEEMD–GA–ELMAN, and CEEMD–PSO–ELMAN models are compared; the six wind power prediction results of two wind turbines are displayed in Figures 11 and 12. The results of the six wind power predictions for the two wind turbines are displayed in Figures 11 and 12. Analysis of Figures 11 and 12 indicates that the prediction based on the CEEMD–WOA–ELMAN model exhibits higher precision and accuracy than that based on other models.

![Figure 11. Wind power prediction results of six models of Number Two wind turbine.](image1)

![Figure 12. Wind power prediction results of six models of Number Three wind turbine.](image2)
To compare the prediction accuracy of the six models, the error analysis of these six models is conducted separately. Error indicators, namely RMSE, MAE, MAPE, IA, and $\rho$, are used to measure the accuracy of wind power prediction, and the prediction results are compared and analysed.

Data in Tables 2 and 3 indicate that the prediction accuracy of each combined model based on EEMD and CEEMD is substantially improved relative to the optimised model Elman without modal decomposition, which indicates that the use of the signal decomposition technique can reduce the volatility of wind power sequences, thereby effectively exploiting the local feature information of the signal and improving prediction performance. The prediction effect of CEEMD is superior to that of EEMD, verifying that CEEMD can solve the problem of large reconstruction errors. The error evaluation indices in Tables 2 and 3 also show that the combined CEEMD–WOA–ELMAN model exhibits a higher prediction accuracy than CEEMD–GA–ELMAN and CEEMD–PSO–ELMAN by using the same CEEMD decomposition. This result confirms that the WOA exhibits superior optimisation performance for the combined model.

| Predictive Models | RMSE   | MAE    | MAPE   | IA     | $\rho$   |
|-------------------|--------|--------|--------|--------|----------|
| ELMAN             | 62.6313| 55.4153| 8.1275 | 0.9352 | 0.9328   |
| EEMD–ELMAN        | 48.9622| 42.1292| 6.6749 | 0.9464 | 0.9414   |
| CEEMD–ELMAN       | 38.3632| 34.2585| 5.2809 | 0.9519 | 0.9542   |
| CEEMD–GA–ELMAN    | 26.9245| 22.2847| 3.8168 | 0.9885 | 0.9829   |
| CEEMD–PSO–ELMAN   | 23.6354| 20.0438| 3.5672 | 0.9934 | 0.9921   |
| CEEMD–WOA–ELMAN   | 16.1332| 14.3704| 2.6381 | 0.9978 | 0.9959   |

| Predictive Models | RMSE   | MAE    | MAPE   | IA     | $\rho$   |
|-------------------|--------|--------|--------|--------|----------|
| ELMAN             | 56.1573| 49.1307| 7.5285 | 0.9467 | 0.9485   |
| EEMD–ELMAN        | 43.5248| 40.2365| 6.3507 | 0.9531 | 0.9523   |
| CEEMD–ELMAN       | 37.7319| 35.5331| 5.1657 | 0.9605 | 0.9587   |
| CEEMD–GA–ELMAN    | 24.6524| 21.5278| 3.6285 | 0.9892 | 0.9856   |
| CEEMD–PSO–ELMAN   | 21.8258| 19.3365| 3.4536 | 0.9964 | 0.9934   |
| CEEMD–WOA–ELMAN   | 13.2642| 11.6409| 2.4158 | 0.9986 | 0.9967   |

7. Conclusions

As a renewable energy source, wind power can become a major source of electricity generation in China. Therefore, accurate prediction of wind power generation can optimise grid dispatch, reduce system spare capacity, and lower the power system operation cost. An ultra-short-term wind power combination prediction method based on CEEMD–WOA–ELMAN is proposed for wind power time series with strong stochastic fluctuation characteristics. The conclusions are as follows:

(1) The CEEMD technique can effectively avoid the defect of EEMD with large residual auxiliary noise. In this study, for the CEEMD decomposition of ultra-short-term wind power, a suitable number of IMF components were selected to reduce the complexity of the prediction process.

(2) In this study, we introduce the WOA with a strong optimising ability to optimise the weights and thresholds of the Elman model, which improves the accuracy of wind power prediction considerably.
By comparing the WOA with the GA and PSO, we find that the WOA exhibits a fast convergence speed and can effectively avoid falling into local extremes to achieve the optimal effect.

The actual operating data of two wind turbines in a wind farm are analysed for model performance verification, which indicates that the CEEMD method can obtain smoother IMF components, and the CEEMD–WOA–ELMAN model can achieve superior wind power prediction, further verifying the superiority of the proposed model for achieving excellent wind power prediction.

The proposed method in this study is better in predicting trend following and prediction accuracy and is suitable for predicting wind power time series with high volatility and strong nonlinearity. Although the proposed method performs well, 15 min is selected as the prediction interval in this study, and different time scales may have different impact results. In the future, the effects of various time scales on ultra-short-term wind power prediction should be analysed, and the model should be optimised to reduce the running time and improve model accuracy.
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