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Abstract
Transformer-based models showed near-perfect results on several downstream tasks. However, their performance on classical Arabic texts is largely unexplored. To fill this gap, we evaluate monolingual, bilingual, and multilingual state-of-the-art models to detect relatedness between the Quran (Muslim holy book) and the Hadith (Prophet Muhammed teachings), which are complex classical Arabic texts with underlying meanings that require deep human understanding. To do this, we carefully built a dataset of Quran-verse and Hadith-teaching pairs by consulting sources of reputable religious experts. This study presents the methodology of creating the dataset, which we make available on our repository, and discusses the models’ performance that calls for the imminent need to explore avenues for improving the quality of these models to capture the semantics in such complex, low-resource texts.
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1. Introduction

Recently, state-of-the-art (SOTA) transformer-based models showed unprecedented performance that surpasses human scores on common benchmarks like SICK (Marelli et al., 2014), which created a hype into believing such models could ‘understand’ textual data (Bender and Koller, 2020). However, an emerging trend of probing these models yields striking results that suggest models are not able to generalize, but rather are more likely to memorize (Elangovan et al., 2021). This is due to the common practice of generating training and testing data using random split, which inadvertently leads to data leakage from the training set to the testing set reaching 70% of instance overlap (Lewis et al., 2020). Moreover, existing benchmark datasets possess a low readability index which does not reflect real-world complex data (Chandrasekaran and Mago, 2020). This is aggravated for classical Arabic (CA) since it is considered low-resource in terms of available datasets and inherently challenging for natural language processing (NLP) tasks (Habash, 2010).

Equipped with these observations, we evaluate the performance of SOTA models on a binary classification task of identifying whether two pieces of CA text convey the same underlying message, which is a special case of semantic similarity. However, before undergoing the experiments, we introduce the datasets that address the two aforementioned limitations: low-readability and data leakage.

To address the low-readability index limitation, we created a new CA dataset of related religious texts from the Quran (Muslim holy book) and the Hadith (Prophet Muhammed teachings). It comprises embedded meanings which require reasoning and deep human understanding. Moreover, these texts contain complex syntactic and rhetorical features including, verbal idioms, sarcasm, hyperbole, rhetorical questions just to name a few (Abdul-Raof, 2013).

To mitigate the limitation of data-leakage, we fine-tune the models on our extended version of the Qursim (Sharaf and Atwell, 2012) dataset consisting of related Quran-verse pairs. Then we test the best performing models on our more challenging dataset of Quran-Hadith pairs. Throughout this paper, we use the phrase ‘Quran-Hadith pairs’ where ‘Hadith’ refers to an instance of a Hadith teaching (Matn), and the term ‘Quran’ refers to a verse. In the next section, we give more background on these texts and discuss their challenges.

2. Background: Quran and Hadith

Muslims believe the Quran is God’s divine words transmitted to the prophet Muhammad by the angel Gabriel over a period of 23 years. This holy book enjoins Muslims to follow the guidance of Prophet Muhammad in their laws, legislation, and moral guidance. In fact, most laws and legislation are obtained from Hadith, which is the reports of prophet Muhammed’s statements and actions. Hence, many Islamic rulings (Fatwa) use Quran and Hadith together as evidence.

What makes these texts complex is the Arabic language inherent challenges. One of the main challenges is
its agglutinative property where a sentence can be expressed in one word by adding affixes and clitics that represent various parts of speech (Habash, 2010). For instance, the Quranic word “النَّافِئَة” is translated to “So will suffice you against them”. Additional challenges are specific to the Quran, for example, it has its spelling convention (orthography) which is different from all variants of Arabic (Modern Standard Arabic (MSA), dialect Arabic, and CA). This is illustrated in Example 1, the Quran word “النَّافِئَة” is written in Arabic as النَّافِئَة. Another challenge is the embedded and different meaning of Quranic words from their meaning in Arabic. For example, the word “النَّافِئَة” in Arabic means “the animal” while in this verse it means “(is) the life”.

Example 1:

وَمَا هَذِهِ الْخَيْبَةُ الْأَلْبَأَةِ إِلَّا لَهُ وَلَمْ يُؤْتِيْنَ نَادِرًا إِلَىَّ بِهِمْ لَوْ قَالُوْا يَعْلُمُونَ

Hence, it is clear that although the Quran and Hadith are both CA and cover the same domain of Islamic teachings, they are distinctive in structure, style, and orthography (Bashir et al., 2021). Hence, by training the models with pairs of Quran verses then testing it with another dataset of Quran-Hadith pairs, we ensure that we measure how well the models generalize to identify relatedness in CA texts instead of memorizing the training data. Before explaining our experiments, we briefly give an overview of previous research related to our work.

3. Related Work

In this section we discuss research, mostly in the digital humanities, that aim to utilize advancements in NLP to identify similarities in sacred scriptures. Then we enumerate the existing Arabic benchmarks for text similarity and relatedness tasks.

3.1. Semantic similarity

There have been several attempts to use NLP techniques to find the semantic similarity and relatedness among religious text, ranging from within the same book (Saeed et al., 2020) to different religious scriptures (Verma, 2017; Varghese and Punithavalli, 2019; Peuriekeu et al., 2021; Qahl, 2014). These studies also differ in the scope, where some measure the semantic similarity at the corpus level (Qahl, 2014) or at the verse level (Alshammeri et al., 2020; Alsaleh et al., 2021).

The glaring weakness of the studies which compare different religious books (e.g., the Quran and the Bible) is language, in which the translations are used instead of the original texts. Ideally, such study should use the texts in their original languages (e.g. CA, Hebrew, Greek) to keep their true meaning which could be lost in the translations. This is due to the inherent biases or misinterpretations by the translators. For example, the Quran’s meaning is translated into more than 60 English translations, each one rectifying deficiencies in the previous versions (Kidwai, 1987). Hence, multilingual models with zero-shot learning could be the answer to such studies.

One of the studies that focused on the Quran and is more related to our work is (Alshammeri et al., 2020). They trained a doc2vec model (Le and Mikolov, 2014) on the Quran corpus to obtain embeddings for each verse. Then they calculated the cosine similarity between the Quran pairs. To verify their results, they examined whether the pair of verses with high cosine similarity falls within the same concept in a Quran ontology (Abbas, 2009). Another study on the Quran presented by (Alsaleh et al., 2021) utilizes AraBERT (Antoun et al., 2020), a transformer-based model, to identify semantic similarity between Quran verses. Their findings show promising results. Contrarily, our experiments explore if such SOTA models fine-tuned on the Quran pairs dataset can generalize to perform as well when presented with the Quran-Hadith pairs dataset. Hence, our work is not comparable to the previous research, because they used the same dataset for both training and testing. In the following section, we compare the available dataset and discuss the feasibility of incorporating it in our experiments.

3.2. Arabic datasets

Recently many Arabic resources have been published for different NLP downstream tasks (Alyafeai et al., 2021) including question answering (Mozannar et al., 2019), offensive language detection (Mubarak et al., 2020) and more datasets for sentiment analysis, machine translation, and topic classification. However, few are dedicated to semantic similarity task, and only one is in CA. Table 1 shows the existing Arabic datasets for the semantic similarity and relatedness tasks.

| Dataset | Arabic Variant | num of pairs | Year |
|---------|----------------|--------------|------|
| Qursim  | CA             | 7,679        | 2012 |
| Q2Q     | MSA            | 15,712       | 2019 |
| STS     | MSA            | 1104         | 2017 |

Table 1: The available Arabic semantic similarity and relatedness dataset.

Qursim (Sharaf and Atwell, 2012) is a semantic relatedness dataset consisting of 7,679 related Quran-verse pairs. It is extracted from the well-known Quran commentary of Ibn Kathir, an early Islamic scholar who died in 1373. His methodology is clearly stated in the introduction of his book, where each verse is discussed and explained by referring to other verses in the Quran that contain more details or explain other aspects of the same topic. This is the only available dataset
CA semantic similarity dataset we are aware of.

The second dataset is dedicated to a Semantic Question Similarity shared task that was conducted during the workshop NLP Solutions for Under Resourced Languages (NSURL) (Seelawi et al., 2019). The dataset consists of three fields, question1, question2, and label. The label is 1 if both questions have a similar answer, or 0 otherwise. The third available dataset is used at the SemEval-2017 STS shared task (Cer et al., 2017). It consists of Arabic pairs machine translated from English then checked by human translators. The label of each pair is in a range from 0 to 5 with five being the most similar.

The last two datasets are not comparable to our dataset of related Quran and Hadith texts. This is because finding the semantic relatedness between Quran and Hadith is different from the standard STS task. The aim is detecting similarity in the underlying meaning and message conveyed by these scared texts, which is more complex.

4. Datasets

In this section, we explain the methodology of creating the Quran-Hadith dataset, which is the main contribution of this paper. Then we describe the process of extending the Qursim (Sharaf and Atwell, 2012) to produce the datasets used in the training/fine-tuning and validation phase across the various models. These datasets are available on our repository 
We hope it will be useful for the wider NLP community, particularly those working on under-resourced languages since there is an increased interest in applying NLP tools on such texts like religious scripture but challenges are still unresolved (Bounhas, 2019, Bashir et al., 2021).

4.1. Testing Dataset: Quran-Hadith (QH) Pairs

To build this dataset, we follow five steps: 1) Selecting the sources where a reputable Islamic scholar explicitly stated the relatedness. 2) collect the text, then extract the Quran and the Hadith as a pair. 3) ensure the whole Quran verse or Hadith teaching is obtained by cross-referencing the original corpora. 4) create samples of non-related pairs. 5) process the dataset to remove punctuation and diacritics. The following paragraphs discuss these steps.

4.1.1. QH Sources

The traditional approach of building a dataset using crowd-sourcing is not possible for religious texts since it requires domain experts. Hence, we used two reliable sources of reputable Islamic scholars who explicitly mentioned the relatedness between the pairs.

First, the Sahih Al Bukhari book incorporates a collection of Hadith-teachings organized into topics by a well-known scholar named Muhammed Al Bukhari who died in 870. We take advantage of the book structure to create our dataset. In many cases, section headings consist of a Quran-verse, which the scholar used to imply that it is related to the Hadiths within the section. Table 2 shows an instance of such cases. We used the LK-Hadith-Corpus (Altammani et al., 2020a) since it provides a well-structured version of the canonical Hadith collections. We extracted these section-headings and their associated Hadith Matn (the actual Hadith teaching without the chain of narrators [Isnad]) as a related Quran-Hadith pair.

Table 2: Example from Al Bukhari book.

| Chapter | كتاب البیع | Section | بیاع الدین آمتو لا تأخوا الیا أضحعا | مضاوعة وانفوه الله فلحكم تطغون. |
|---------|--------------|---------|--------------------------------|----------------------------------|
| Hadith  | خذتن ولد | أمم | حدثنا ابن | أبى ذنب, حدثنا | سبیة المفقری | عن أبي زریرة, عن النبي | صلى الله عليه وسلم قال: یتین على الناس | زمان لا یبایل المزق: اما أخذ المثال، آمن | خلای أمكن حرام |

The second source is a website dedicated to Abdul-Aziz Ibn Baz (died in 1999) who was a reputable Islamic scholar that answered religious questions on mainstream media which was later collected and archived on a website. Most of these archived Fatwas (a ruling on an Islamic law given by a recognized authority) contains an answer to a specific question supported by a Quran-verse and a Hadith-teaching. However, some Fatwas contain several Quran verses and Hadith teachings to answer complex questions consisting of various topics. Hence, the relatedness is not clear if taken out of context. Therefore, we collected only the Fatwas which contain one Quran-verse and one Hadith-teaching to ensure they are related to a distinct topic. Then we extracted the Quran-verse and the Hadith-teaching as a pair.

4.1.2. QH Cross-referencing and filtration

The collected pairs from Al Bukhari and Bin Baz were further processed to ensure the full text is included, because the scholar may mention part of the Quran-verse or the Hadith-teaching. So, we cross-referenced the extracted text to find its complete instance on Tanzil

3https://github.com/ShathaTm/LK-Hadith-Corpus  
4https://binbaz.org.sa/fatwas  
5https://tanzil.net/
for the Quran, and the LK Hadith Corpus for Hadith-teaching (Matn). Finally, the duplicates were removed to form our 155 related pairs.

4.1.3. QH Non-related pairs
To create the negative samples of non-related pairs, we use the Binbaz website tagging feature where each Fatwa is tagged with a topic. We randomly selected a Quran-verse from a Fatwa and a Hadith-teaching from another Fatwa that has a different topic tag. This formed our balanced dataset of 310 related and non-related QH pairs, which is used in the testing phase. To train/fine-tune the models we used the Quran-Quran pair dataset which we explain next.

4.2. Training: Quran-Quran (QQ) Pairs
We used part of the Qursim dataset (Sharaf and Atwell, 2012) mentioned in Section 3.2. This is because the authors of Qursim analysed the pairs manually to ensure their relatedness is clear regardless of Ibn Kathir’s comments. They found that not all pairs showed clear relatedness out of contexts. Therefore, each pair is classified into one of three categories: Strong relation (3,079 pairs), weak relation (3,718 pairs), or no-obvious relation (883 pairs). Since this was done by one annotator, we used the pairs with strong relations only. To further process the dataset, we follow (Alsaleh et al., 2021) methodology to remove duplicates.

4.2.1. QQ Non-related pairs
To create the QQ negative samples of non-related pairs we undergo a different approach than (Alsaleh et al., 2021). Instead of randomly extracting two Quran verses and assume they are not related, we used the Quran ontology by (Hakkoum and Raghay, 2016), since it is the most comprehensive Quran ontology (Altammami et al., 2020b), to extract pairs that do not share the same ontological concepts. Fig 1 shows the algorithm of creating the negative samples.

First, two Quran verses are selected from Tanzil dataset \((x, y)\). Then the associated Quran ontology concepts \((Cx, Cy)\) are extracted from the Quran ontology. The extracted concepts are tokenized into words \(c_1, c_2, ... c_m \in Cx\) and \(c_1, c_2, ... c_n \in Cy\). After that a comparison is conducted to ensure there is no match in verse1 concepts and verse2 concepts \((Cx \cap Cy = \emptyset)\). Otherwise, these pairs are discarded and the system restarts to extract new pairs of Quran verses until it finds a pair with no intersection of concepts. Then the algorithm ensures the pair in both orders is not already in the negative sample list \((x, y) \notin (X, Y)\) and \((y, x) \notin (X, Y)\). Finally it is added to the list of negative samples \((x, y) \in (X, Y)\) and the process is repeated until the number of collected negative samples is 2,548. This formed our balanced dataset of 5,096 related and non-related QQ pairs which we shuffle and divide into 80% training (fine-tuning) and 20% validation.

4.2.2. QQ augmentation
To enlarge our training data of QQ pairs, we take advantage of the fact that the meaning of the Quran is carefully translated into many languages at the verse level. Therefore, we aim to utilize zero-shot transfer learning in our experiments by fine-tuning the multilingual models on the Quran translations of 43 languages provided electronically on Tanzil. Additionally, since there are 17 different English translations on Tanzil, we fine-tune the English-Arabic cross-lingual model GigaBERT (Lan et al., 2020) using the English translations of the training dataset. Furthermore, the Tanzil project provides an electronic version of Arabic commentaries aligned at the verse level. Hence, we extracted the two available commentaries (Ajluleen and Almuyaser) of each pair to triple our Arabic training/fine-tuning dataset.

4.3. Data Preprocessing
The Quran and Hadith contain diacritics which are important for readability. Furthermore, the Quran contains its other special symbols and signs that indicate how the verse should be read. For example, the sign on the bottom right of Fig 2 is a small \(\zeta\) that is found on the top of words indicating that a reciter of the Quran is allowed to pause at that instance. However, since the models were pre-trained on Arabic corpora without these diacritics and symbols, we removed them.

The training datasets used throughout the experiments in the next section is shown in Table 3, while for validation another set of 1,024 Arabic QQ-pairs is used.

Table 3: The different training/fine-tuning datasets. Ar= Arabic, En= English, M= Multilingual (43 languages).

| Training dataset pairs | # of pairs |
|------------------------|------------|
| Ar Quran                | 4,072      |
| Ar Quran + Tafseer      | 12,216     |
| En Quran                | 20,360     |
| M Quran                 | 256,536    |

Table: The different training/fine-tuning datasets. Ar= Arabic, En= English, M= Multilingual (43 languages).

5. Experimental Setup
In this section, we discuss the different models trained, fine-tuned on the QQ dataset and tested for identifying relatedness in the QH dataset. This is not semantic similarity in a traditional way where being synonymous or directly equivalent is what we measure, but rather identifying relatedness in the underlying religious teaching. The models are given [text1, text2, label] where label is 1 to indicates their relatedness and 0 otherwise.

5.1. Evaluation metric
The models’ performance is measured using the common accuracy and F1 scores. In addition, the Matthews correlation coefficient (MCC) is used, which takes the value between -1 to +1. It produces a reliable score in
evaluating binary classifications, where a high score is produced only if the model performs well on the majority of the negative instances and the majority of positive instances (Chicco and Jurman, 2020).

5.2. Baseline Model

For the baseline, we use the character embeddings (Bojanowski et al., 2017) since it is one of the fundamental embeddings that have proven to be a major breakthrough in the field of semantic similarity, and because it is more useful for morphologically-rich languages that contain many rare words. Specifically, we have adapted the methodology proposed by (Nagoudi et al., 2017) which was introduced at the SemEval Task1 and produced one of the top results. Their approach enhances the embedding model by incorporating Inverse Document Frequency ($idf$) weighting and Part-of-Speech (POS) tagging to give more weight to highly descriptive words in a text.

To compute the $idf$, we used the Quran as the background corpus, in which the $idf$ for each word is measured using Eq(1) where $s$ is the total number of sentences in the corpus (Quran verses), and $ws$ is the number of sentences that contain the word $w$. While the POS tags were obtained using CAMeL Tools (Obeid et al., 2020).

$$idf(w) = \log\left(\frac{s}{ws}\right)$$

(1)

To calculate the word embedding, we trained a character n-grams model, FastText (FT), using Gensim library on several corpora including Quran, Hadith, and the associated commentaries. We used vector size 300, window 5, and the minimum count of 3 to ignore rare words.

The limitation of context-free models is that they generate a single word embedding representation for each word in the vocabulary. However, since we trained the model on a specialized corpus, we assume it will capture the semantics of the religious classical Arabic words. Once we get the embedding for each word, the verse embedding is calculated as shown in Eq(2) where $w_k$ represents a word in the verse, $POS_{w_k}$ represents the POS tag of the word $w$, which is used to assign the corresponding weight as proposed by (Nagoudi et al., 2017), and $v_k$ as the word vector. Once the embedding for each verse is calculated, we measure the cosine similarity between the pairs considering those with more than 0.5 as related.

---

4https://radimrehurek.com/gensim/models/fasttext.html
we incorporate their multilingual models in our experi-
ments. We used the threshold of 0.5 and above to clas-
sify pairs as related.

6. Results
In this section, we show the models’ performance on
the validation dataset of QQ pairs. Followed by their
performance on the testing dataset of QH pairs.

6.1. Validation
Table 4 shows the modules’ performance on the
1,019 Arabic QQ pairs. Moreover, we show the
training dataset types, the number of training pairs, and
fine-tuning time. The table is categorized into three
section based on the model’s type. The first shows
the performance of the baseline model using FastText
embeddings and cosine similarity as explained in
Section 5.2. The enhanced baselines incorporates
a machine learning (ML) model trained on the two
Arabic datasets of 4,072 QQ pairs and 8,144 Tafseer
pairs.

The second section records the performance of the
monolingual models fine-tuned on the Arabic datasets.
The third section comprises the results of using
zero-shot learning where the cross-lingual GigaBert
model is fine-tuned on the English translations of the
QQ pairs, and the other multilingual models, mBERT
and XLMRoberta, are fine-tuned in the first iteration
on the English QQ pairs, and the second iteration on
the multilingual QQ pairs. Finally, the performance of
SBERT models are shown separately in Table 5 since
they do not require fine-tuning.

The result demonstrates that the best performing
models on the Arabic QQ pairs validation dataset
are the monolingual models. Contrarily, multilingual
and SBERT showed the worst performance across its
different models, which highlights the impact of the
pretraining data. Additionally, the baseline model does
not perform as well as it does on the SemEval task.
This could be attributed to the dataset of QQ pairs
since they are considered complex with embedded
meanings and polysemy that is hardly captured in
non-contextual representations.

In Table 6 we show examples of CAMeLBERT-CA
classification results. It seems that the model produced
promising results even with some of the incorrectly
classified pairs. For example, the first pair although
not related as a sentence, it contains words that have
possible shallow similarity that was identified
by the model. The second example was classified
as not-related which is appropriate because this
relatedness requires knowing what the pronouns are
referring to. Bear in mind that the Arabic text is

\[
V = \sum_{k=1}^{n} (idf(w_k)) \times \text{POSweight}(\text{POS}w_k) \times v_k
\]
Table 4: Models performance on the QQ validation dataset shown in %. Overall best models based on F1 score are highlighted in bold. Taf = Arabic Tafsir (commentaries).

| Model                      | Fine-tuning | # of pairs | Time     | MCC   | Acc. | F1 |
|----------------------------|-------------|------------|----------|-------|------|----|
| Baseline FastText (Nagoudi et al., 2017) | Ar, Taf     | 0:13:57    | 64.7     | 64.7  | 85.4 |
| FastText + Random Forests  | Ar, Taf     | 0:13:57    | 64.7     | 64.7  | 85.4 |

Table 5: Performance of SBERT multilingual models on the QQ dataset.

different from the translations which usually explicitly state the meaning embedded in the original Arabic text.

Although monolingual modules produced promising results, can its performance be generalized to other CA datasets in the same domain? To answer this question, we evaluate these monolingual models on the testing dataset of QH pairs.

6.2. Testing

We investigate how well the best-performing models generalize to the dataset of QH pairs. The results are shown in Table 8. It is clear that CAMeLBER-CA’s performance is superior, yet there is a significant drop across all the models’ F1 score compared to their performance on the validation dataset of QQ pairs in Table 4.

7. Analysis and Discussion

In this section, we analyse the results of the ~20 points drop in F1 score across the models on the QH dataset. So we extract several examples classified by CAMeLBER-CA in Table 4 to illustrate where it did well and discuss the causes of misclassification. Example 1 shows a Hadith and Quran that consist of different words except for one keyword that occurs in different morphological forms (الإِبْلِاء، يُؤْلَنُونَ), but the model was able to identify the relatedness. However, many of the correctly classified pairs consist of a clear message as in Example 2. While 70% of the incorrectly classified pairs have the label ‘1’ (related), but the model fails to identify the relatedness and predicts ‘0’ (not-related) as the label. This could be attributed to several reasons. First, the two texts consist of different words but have the same underlying message as shown in Example 3. Second, several words in these texts are vague; hence, referring to exegesis is essential to understand it as shown in Example 4. Third, many Hadiths are a narration of a detailed incident that has a moral behind it, while the Quran states the explicit guidance as shown in Example 5.

The analysis leads to the following conclusion. For machines to capture the underlying meanings in the Quran and the Hadith, it might be more possible through a knowledge-based approach. However, many ontologies have been developed for the Quran, but none of which cover the larger scope of Hadith (Altamimi et al., 2020b). Creating such resources is expensive, and utilizing deep learning models could be the alternative. Yet, the idea of the current models reaching a human-level understanding of such texts remains somewhat elusive. This is aligned with a recent study by Chandrasekaran and Mago (2020). This is amplified for under-resourced languages as shown by our results. Hence, measuring the sensitivity of the models to the under-resourced text and their increase in complexity should be considered.

8. Conclusion and future work

This work highlights that state-of-the-art models fall short when presented with complex texts from a low-resource language. We demonstrate this by testing several models on a binary classification task of identifying relatedness between the Quran and the Hadith, which are classical-Arabic religious texts with embedded meanings. To fine-tune the models, we extend the
rates rhetorical features that can be used to challenge genres like poetry. This is because poetry incorporates strategies that can be used to challenge SOTA models to identify satirical, romantic, or panegyric texts, which is a complex task that requires deep understanding of the language.
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