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Abstract: Wireless pervasive computing devices are rapidly penetrating our environments, where e-Health is among the most critical ones. In the e-Health environment it is not only important to address security and privacy issues (which are usually in the focus), but also safety needs for appropriate treatment. With an increasing proportion of pervasive (smart dust) devices which lack computing power, security, privacy, and safety provisioning in such environments is a demanding task - not to mention additional requirement about their adaptive provisioning. However, some twenty years ago an interesting research branch in computing domain appeared, called trust management. This branch is considered as a very handy alternative to support traditional hard security and privacy approaches. It is, therefore, often referred to as soft security (privacy) provisioning mechanism. As trust is inherently adaptive and as security and safety are much related, this paper presents a new approach where trust management is deployed in e-Health environments to enable adaptive safety provisioning. This paper also introduces a trustworthiness calculation framework that extends trust management methods with a comparative analysis of computational trust in Internet of Things (IoT).
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I. INTRODUCTION

Emerging smart objects technologies, often also collectively referred to as Internet of Things (IoT), are expected to provide numerous benefits in e-Health. However, these objects often lack computing resources, be it processing power, memory resources, communication capacity (data transfer rate), not to mention energy consumption, or related constraints.

Moreover, when such devices are used in the e-Health environments the above factors are clearly affecting safety features. Of similar concerns are privacy and security features. This paper intentionally focuses on non-adverse environments and is not addressing privacy and security. The reason is as follows: Security and privacy typically get more attention and belong to mainstream communications research, while pure functional, non-adverse environment operational issues are paid less attention to, although they are equally important. To properly provide non-life-threatening solutions in e-Health, the complete security-privacy-safety triple needs to be covered, rather than just security and privacy. It is worth to add that it is expected that safety solutions can serve as lessons learnt that can be applied later to security and privacy as well.

The research described in this paper is related to earlier work done in the ASSET project (http://asset.nr.no), which has focused on adaptive security (more details on these efforts can be found in e.g., [1-6]). The work in this paper extends these efforts by providing a new approach that uses computational trust management to ensure adaptive safety for IoT deployments in the e-Health environments, and trustworthiness calculation framework. As it is about safety, we particularly study variables like link quality, data transmission rate, response time, and uptime. In this setting sensor nodes (motes) constantly monitor one another and measure (observe) these parameters. Based on these measurements (observations) motes perform their trust assessments and deploy operators to make decisions about which motes to communicate with and how to perform communication.

The paper is structured as follows. In the second section computational trust management methods are briefly addressed to provide the basis for their deployment that is presented and discussed in the third section. Section four presents a framework for calculating trustworthiness of trust assessment. Section five presents a comparative analysis of related work. There are conclusions and future work in the sixth section. The paper ends with acknowledgements and references.
II. TRUST MANAGEMENT FOR INTERNET OF THINGS

Computational trust management has now some two decades long history. According to [7] it can be divided into two epochs. The first epoch (that lasted approx. to the year 2000) was more about technologies that were trust enabling like public key infrastructure and web sites contents filtering. Only the second epoch that followed afterward was focused on trust as such. Now that the landscape of proposed trust management methods has exploded, only some more closely related to this paper will be presented.

One among most often cited trust management methods is Jøsang’s Subjective logic [8]. It is based on the Dempster-Shafer theory of evidence (this is a theory that can be seen as a generalization of Bayesian statistics). The key function is the belief mass \( m \) function, which is defined as

\[
m: 2^\Theta \to [0,1],
\]

where \( m\{\} = 0 \), and \( \sum_{A \subseteq \Theta} m(A) = 1 \). Using this definition, the definition of three new functions, \( b \) (belief), \( d \) (disbelief) and \( u \) (uncertainty) can be given:

\[
\begin{align*}
    b(X) &= \sum_{Y \subseteq X} m(Y), \\
    d(X) &= \sum_{X \cap Y = \emptyset} m(Y), \\
    u(X) &= 1 - (b(X) + d(X))
\end{align*}
\]

The triplet \( \omega = (b, d, u) \) is referred to as opinion, which essentially represents trust in Jøsang’s subjective logic. Using a particular agent’s opinions new aggregates are defined. One such example is consensus.

Another suitable method is the Naïve trust management method [9]. It is designed for peer-to-peer architectures, and it directly deploys Bayesian reasoning – the well-known Bayesian formula is the basis:

\[
p(H|D) = \frac{p(H,D)}{p(D)} = p(D \mid H) \ast \frac{p(H)}{p(D)},
\]

In this formula \( p(H) \) denotes the prior probability of \( H \) before \( D \) is observed, \( p(D|H) \) denotes the probability of \( D \) being observed when \( H \) is true, and \( p(D) \) denotes the unconditional probability of \( D \). To obtain probabilities of safety-relevant questions like “What is the probability that an interaction will be trusted given that peer’s transfer rate and uptime are considered?” The extended Bayesian formula can be used:

\[
p(H|(D_1, D_2)) = \frac{p(H,D_1,D_2)}{p(D_1,D_2)} = \cdots = p(D_1|(H,D_2)) \ast \frac{p(H|D_2)}{p(D_1|D_2)}
\]

The third suitable, but significantly different method is Qualitative Assessment Dynamics, QAD (see, e.g., [7] or [4]). It is of anthropocentric nature and can be used when human users evaluate motes (through, e.g., an artificial agent that runs on a certain mote). Therefore, QAD deploys operators that reflect humans reasoning when it comes to trust. Trust values in QAD (i.e., assessments denoted as \( \alpha_{ij} \) meaning agents \( i \) trust toward agent \( j \)) can be fully trusted (denoted as \( 2 \)), partially trusted (denoted as \( 1 \)), undecided (denoted as \( 0 \)), partially distrusted (denoted as \( -1 \)) and fully distrusted (denoted as \( -2 \)). In cases where an agent is not aware of another agent (or does not want to disclose its assessment) the trust assessment is marked by a dash “-“.

Trust assessments in a society with \( n \) agents can be conveniently represented by assessment matrix \( A \). In such matrix values in a row state particular agent’s assessments toward other agents in a community, while values in a given column state assessments of other agents toward a selected agent – the most general form of assessment matrix for a society with \( n \) agents is as follows:
Dynamics in a society (trust dynamics) is enabled by selected operators, which are functions \( f_i \) such that, \( f_i: A_{n,j} = (\alpha_{1,j}, \alpha_{2,j}, ..., \alpha_{n,j}) \rightarrow \alpha_{i,j}^+, i = 1, 2, ..., n \), where “\( i \)” denotes the \( i \)-th agent, superscript “\( - \)” denotes pre-operation value, and superscript “\( + \)” post-operation value. This formula states that agent “\( i \)” takes into account all the assessments in column “\( j \)” and using appropriate operator computes the new assessment. Further, excluding undefined assessments from a trust vector, a society assessment sub-vector is obtained, denoted as \( A_{n,k} = (\alpha_{1,k}, \alpha_{2,k}, ..., \alpha_{n,k}) \), where index “\( n \)” denotes non-undefined values in a society trust vector. It is now possible to define the following operators:

a) \( \alpha_{ij} \neq - \):

\[
\begin{align*}
\alpha_{ij}^- & \rightarrow \alpha_{ij}^+ \\
\alpha_{ij}^- + 1 & \rightarrow \alpha_{ij}^+ \\
\alpha_{ij}^- & \rightarrow \alpha_{ij}^+ \\
\frac{1}{n_1} \sum_{k=1}^{n_1} \alpha_{kj}^- & \rightarrow \alpha_{ij}^+ \\
\frac{1}{n_1} \sum_{k=1}^{n_1} \alpha_{kj}^- & \rightarrow \alpha_{ij}^+
\end{align*}
\]

if \( \frac{1}{n_1} \sum_{k=1}^{n_1} \alpha_{kj}^- \leq \alpha_{ij}^- \)

otherwise

if \( \frac{1}{n_1} \sum_{k=1}^{n_1} \alpha_{kj}^- \geq \alpha_{ij}^- \)

otherwise

if \( \frac{1}{n_1} \sum_{k=1}^{n_1} \alpha_{kj}^- < 0 \)

otherwise

b) \( \alpha_{ij} = - \):

\( - \rightarrow \alpha_{ij}^+ \)

The first operator is called moderate optimistic operator, the second is moderate pessimistic operator, the third is centralistic consensus seeker operator, and the fourth is assessment hoping. These descriptive names of operators reflect the semantics behind the above stated corresponding definitions.

Naïve trust management, Subjective logic, and QAD are not the only possible candidates for practical deployment in adaptive safety settings. However, they cover some main approaches well and provide the basis for description and understanding of deployment of such methods.

III. TRUST MANAGEMENT BASED ADAPTIVE SAFETY

A. Adaptive Safety Framework

Adaptive systems can adjust their behavior in response to their perception of the environment and the systems themselves. They often use feedback loops to control their dynamic behavior [10,11,43]. These control loops are important features and, consequently, should be elevated to “first-class” structures in the modelling, design, and implementation of any adaptive systems [12]. Our framework, therefore, applies the monitor-analyze-adapt (plan, execute and learn) feedback mechanisms as depicted in Figure 1. The actual effective reaction on trust decisions is
realized during the “adapt” phase using the actuators. The analysis phase of our approach uses different trust assessment frameworks as described in the previous section to analyze and assess the monitored safety parameters from the “monitor” phase, and to assess the trustworthiness of the assessed trust. The “monitor” phase gathers contextual safety parameters both from within the sensor nodes and from the environment using soft “sensors”. Actuators here refer to the selectors of communication priorities and the choosers of safety path adaptively. The actual implementation of the different phases can be offloaded to either trusted sensor nodes or distributed among trusted sensor nodes. The deployment of this framework is described in detail in the ensuing section.

Figure 1: Framework for trust based adaptive safety.

B. Deployment of trust management based adaptive safety

As stated earlier, the research problem of this paper is the provision of safety in non-malicious environments. Deploying trust management for adaptive safety means the following: Assume that a mote has to decide about priority of its communication and wants to ensure that the best possible path is chosen in terms of safety (i.e., operational parameters). To solve this problem, the mote bases its decision about with whom to communicate on deploying a particular trust management method.

In principle, this solution seems straightforward for implementation, but closer evaluation reveals quite some challenges. The problem of trust assessments calculation is computationally hard [13]. More precisely, having \( n \) individual entities in a society, the number \( N \) of trust relations that has to be taken into account is as given in the equation below (note that individuals and their aggregates with \( m \) individuals, i.e., combinations of these individuals, have to be considered):

\[
N = \left( \sum_{m=1}^{n} \binom{n}{m} \right)^2
\]

This is still only the number of relations that has to be submitted to a trust-reasoning engine – and only when the operators are taken into account it is possible to obtain the final computational complexity. Therefore, adaptive safety solutions should be able to handle this issue. This is however going directly against the main limitation of such environments – power and energy constraints. To the best of our knowledge, this is one
among the first attempts to adaptively address the above problem, which has to be first conceptually well elaborated. We therefore start addressing the problem by considering two typical architectures:

- The first architecture consists of numerous sensor nodes that form agglomerations, where each of these agglomerations is tied to a particular sink node (or controlled by a corresponding agent that may reside on this node).
- The second architecture consists of independent agglomerations of sensor nodes that operate in a peer-to-peer manner within such agglomerations.

In the first architecture sink nodes are explicitly deployed and for them it can be assumed that there is no lack of computing resources. Consequently, an application of a particular trust management method is relatively straightforward. It can be done in a way where agents are considered to be the above-mentioned sink nodes, so actually trust of aggregation vs. aggregation is addressed. Within each agglomeration the corresponding sink node can deploy further trust management at sensors level.

The second architecture is more demanding, because sensor nodes (motes) operate as peers and they perform their tasks (e.g., collecting data, calculating aggregates, activating actuators, etc.) autonomously for an extended period of time. In this case with our assumption that motes are not malicious it makes sense to distribute trust management workload and perform adaptive soft safety as the following steps which will be referred to as Rolling Workload Protocol (RWP):

1. Each mote starts a timer to monitor the duration of a globally agreed initial time interval $\theta_i$.
2. As long as $\theta$ does not expire, each mote polls its neighbors to evaluate safety parameters (e.g., link quality, data transmission rate, response time, and uptime) and forms neighborhood assessment (trust) matrix $A_{\text{minor}}$. Further, each mote monitors its residual energy together with energy renewal capacities, and calculates its projected (forecasted) computing capabilities (PCP) for the period $\theta$. Each mote also calculates the local rate of change (RoC) in the neighborhood assessment matrix. The PCP and RoC can be expressed on a scale from 1 to 10 with 1 denoting the lowest computing capabilities and the smallest rate of change, while 10 denotes the highest computing capabilities and the largest rate of change.
3. Each mote floods the network with an energy efficient flooding algorithm (like, e.g., [14]) to announce its address and PCP value. Based on this flooding each mote finds the mote with the highest available computing power (HACP) mote. In case of more than one candidate some precedence is enforced, e.g., the mote is chosen with the lowest value of its network address.
4. After HACP mote is determined, it calculates matrix $A_{\text{major}}$ (trust matrix of the whole society) by receiving $A_{\text{minor}}$ matrices and operators from all motes. HACP also calculates the next time interval $\theta_{i+1}$ based on RoC values. $A_{\text{major}}$ and RoC are transmitted by using an energy aware routing algorithm like, e.g., LEACH [15] or PEGASIS [16] (an extensive overview of early such protocols can be found in [17] and [18], while the latest attempts are described in [19] and [20]).
5. During this new $\theta_i$ interval, when motes need assessments about other motes, they send their requests to the selected HACP and obtain calculated assessment aggregates. Motes also perform tasks from step 2 during this step. After expiration of the new $\theta_i$ step 3 is repeated.

RWP is, in principle, resistant to mote failures, because in the worst case only for the period $\theta$, trust management support will not be available. If this is unacceptable, another option is to modify RWP in such a way that each mote selects two HACP motes – if the first one fails, the second gets contacted.

Clearly, many parameters come into play to optimize RWP, or derive other similar candidate protocols for adaptive safety purposes. However, this exceeds the scope of this paper.

IV. FRAMEWORK FOR ASSESSING TRUSTWORTHINESS

This section presents a framework for assessing and calculating the trustworthiness of trust assessments $\alpha_{ij}$. This framework uses trust and confidence assessments and maps them into trustworthiness assessment metric. The framework is based on an earlier work by Savola and Abie [21]. The definitions of trust, confidence, and trustworthiness are similar to those presented by Savola and Abie, with the following exceptions:

- trust $\alpha_{ij}$ means trust assessment (belief) of an entity about another entity;
- confidence means the level of accuracy of and/or the assurance in the $\alpha_{ij}$ trust relationship; and
trustworthiness means the level of trust in the reliability of the \( a_{ij} \) and a measurement of the degree to which the accuracy of and/or the assurance in this trust is trustworthy and can be verified.

The values of trust and confidence are expressed as numbers between zero and one, based on Bayesian probability. A trust value equal to one indicates absolute trust while a value close to zero indicates low trust. Similarly, a confidence value equal to one indicates high confidence in the accuracy of the trust value and a value close to zero indicates low confidence. Furthermore, a trustworthiness value close to zero indicates untrustworthiness and a value close to one indicates high or complete trustworthiness.

To calculate trustworthiness (and assuming normal distribution), some notations associated with \( a_{ij} \) are defined as follows:

- \( t(\alpha_{ij}) \): trust value of \( a_{ij} \), having the property of \( 0 \leq t(\alpha_{ij}) \leq 1 \);
- \( \sigma(\alpha_{ij}) \): standard deviation of trust value of \( a_{ij} \); and
- \( c(\alpha_{ij}) \): confidence value of \( a_{ij} \), \( 0 \leq c(\alpha_{ij}) \leq 1 \).

Our framework uses the modified Bayesian approach to evaluate trust. So \( a_{ij} \) is assumed to be trusted with probability \( \theta \) while the Beta distribution is used for \( \theta \) since it is the most promising due to its flexibility and simplicity and its conjugate is also a Beta distribution [21]. The trust value of the \( a_{ij} \) can thus be calculated as the expectation value of the Beta distribution \( Beta(\theta, A, B) \):

\[
t(\alpha_{ij}) = E(Beta(\theta, A, B)) = \frac{A}{A + B}
\]

where \( A \) and \( B \) denote the degree of normal behaviors and misbehaviors, respectively. In this case, while normal behavior means that \( a_{ij} \) can be trusted, misbehavior means that \( a_{ij} \) cannot be trusted. The standard deviation of the trust value \( t(\alpha_{ij}) \) is calculated as follows:

\[
\sigma(\alpha_{ij}) = \sigma(Beta(\theta, A, B)) = \sqrt{\frac{AB}{(A + B)^2(A + B + 1)}}
\]

The confidence value of \( a_{ij} \) is calculated as follows:

\[
c(\alpha_{ij}) = 1 - \sqrt{12\sigma(Beta(\theta, A, B))} = 1 - \sqrt{\frac{12 AB}{(A + B)^2(A + B + 1)}}
\]

We can, for instance, define confidence \( c \) values of \( 0 \leq c < 0.2 \) indicating no confidence, \( 0.2 \leq c < 0.5 \) indicating low confidence, \( 0.5 \leq c < 0.8 \) indicating good confidence, and values of \( 0.8 \leq c \leq 1.0 \) indicating a high level of confidence. To facilitate trust-based decisions, trust and confidence are combined into a single value. This value, trustworthiness \( T(a_{ij}) \), is measured by combining the estimated levels of trust and confidence with some rules for the interpretation, and has the following property: \( 0 \leq T(a_{ij}) \leq 1 \). If the confidence value of \( a_{ij} \) is high, the trust value of \( a_{ij} \) plays a more important role for trustworthiness. Thus, the trust of \( a_{ij} \) has a larger weight than the confidence value of \( a_{ij} \). Conversely, if the confidence value of \( a_{ij} \) is low, the confidence value of \( a_{ij} \) is clearly more important than the trust value of \( a_{ij} \). Therefore, the trust value of \( a_{ij} \) should have less weight than the confidence value of \( a_{ij} \). The trustworthiness \( T(a_{ij}) \), associated with \( t(\alpha_{ij}) \) and \( c(\alpha_{ij}) \) is defined as:

\[
T(a_{ij}) = 1 - \sqrt{\frac{(t - 1)^2 + (c - 1)^2}{x^2 + y^2}}\sqrt{\frac{1}{x^2} + \frac{1}{y^2}}
\]

where \( x \) and \( y \) are parameters that determine the relative importance of the trust value of \( a_{ij} \), with \( t \) denoting \( t(\alpha_{ij}) \) versus the confidence value of \( a_{ij} \), and \( c \) denoting \( c(\alpha_{ij}) \). Zouridaki et al. [22] have shown that the appropriate
values of $x$ and $y$ are $\sqrt{2}$ and $\sqrt{9}$, respectively, for mapping trust and confidence to trustworthiness, and can be adjusted to the needs of a particular application. The trustworthiness values $T$ can also be defined as $0 \leq T < 0.2$ indicating a result that is not trustworthy, $0.2 \leq T < 0.5$ representing low trustworthiness, $0.5 \leq T < 0.8$ indicating good trustworthiness, and values of $0.8 \leq T \leq 1.0$ indicating high trustworthiness.

The assessment and calculation of the trustworthiness of the adaptive safety system as a whole can be achieved through the aggregation and propagation of trust assessment carried out in the system at different levels.

V. RELATED WORK

The objective of the present work is to establish computational trust management based adaptive safety for IoT in eHealth. In addition to the related work mentioned in Section 2 and Section 3.B, this section provides a comparative review and analysis of research contributions in computational trust management, trustworthiness assessment, and safety for IoT.

A. Research Contributions

Trust management

Trust management for Internet of Things (IoT) has been the focus of several surveys. In the area of IoT, Yan et al. [23] investigate the properties of trust, propose objectives of IoT trust management, and provide a survey on the current literature advances towards trustworthy IoT, and argue that IoT for reliable data fusion and mining, qualified services with context-awareness, and enhanced user privacy and information security, trust management plays an important role by helping people overcome perceptions of uncertainty and risk. In the area of Social Internet of Things (SIoT), a paradigm to integrate social networking into the IoT allowing people and devices to interact enabling a variety of attractive applications, authors in [24] survey basic concepts, properties and models proposed for the SIoT trust management, and argue that the establishment of a level of trustworthiness is essential for leveraging the interactions among things and social networks. In [25], existing trust management systems for online social communities are surveyed, four types of attacks are listed, and existing systems’ vulnerabilities are analyzed. Compared to previous surveys, they take trust modeling, trust inference, and attacks into account. Authors in [26] discuss the concept and potential application areas of trust management for WSNs and IoT worlds, survey different trust management issues (i.e., cluster, aggregation, reputation), and suggest trust management should consider sensors topology, coverage deployment, target tracking, localization and IoT applications, and consider cluster and aggregation structure for creating reputation mechanism for the trust management in the IoT application area. In [27], three trust management models have been surveyed, namely PeerTrust model, subjective model and dynamic model, and a comparative study of these models have been conducted describing the pros and cons of each of them. In [28], a context-aware and multiservice trust management system for the IoT is presented, and heterogeneity in nodes, capabilities and services, and deters a class of common attacks designed to target trust management systems have been addressed.

However, all the surveyed work falls short of addressing a framework for building trust management based adaptive safety for the IoT with extended RWP protocol and trustworthiness assessment.

Trust Computation

Trust can help make decisions. However, it is a challenge to map trust into computational models because of its subjective properties, i.e., trust calculation is computationally hard [13]. In [29], existing IoT trust computation models are classified based on five design dimensions: trust composition, trust propagation, trust aggregation, trust update, and trust formation, and discuss the pros and cons of existing IoT trust computation models in terms of the class they fall within. For each class of IoT trust computation models, they discuss the defense mechanisms used and their effectiveness against malicious attacks and identified the most effective trust computation techniques as applying to IoT systems. Based on this classification, trust computation models for IoT systems for service management have been surveyed in [30]. In [31], a survey on and a comparison of various trust computing approaches targeted to MANETs is presented. The authors analyzed various works on trust dynamics including trust propagation, prediction and aggregation algorithms, the influence of network dynamics on trust dynamics, and the impact of trust on security services. In [32], a trust management model based on fuzzy reputation for IoT is proposed, considering a specific IoT with wireless sensors, and using QoS trust metrics like packet
forwarding/delivery ratio and energy consumption. In [33], a dynamic trust management protocol for IoT systems is presented. It deals with misbehaving nodes whose behavior may change dynamically, with a formal treatment of the convergence, accuracy, and resilience properties of the protocol, and validate the effectiveness of the protocol with a trust-based service composition application in IoT environments. Their approach fits in well with our notion of trust dynamics (dynamics in a society) and RWP protocol. Furthermore, their contributions to trust evaluation in both static and dynamic environments gave clues on the effect of Alpha and Beta in our trustworthiness assessment framework. In [34], a formal trust management control mechanism is developed based on architecture modeling of IoT through decomposition of the IoT into three layers: sensor layer, core layer, and application layer. Each layer is controlled by trust management for special purpose: self-organized, affective routing and multi-service, respectively. The authors use a formal semantics-based and fuzzy set theory to realize the trust mechanism and argue that their result provides a general framework for the development of trust models for IoT.

**Trustworthiness Assessment**

In [35], a subjective model for the evaluation of trustworthiness in the SIoT is defined based on solutions proposed for P2P networks. In this model, each node computes the trustworthiness of its friends on the basis of its own experience and on the opinion of the common friends with the potential service providers. The model employs a feedback system and combines the credibility and centrality of the nodes to evaluate the trust level. In [36], this subjective model is extended with an objective model for trustworthiness management where the information about each node is distributed and stored making use of a distributed hash table structure. These two models fit in well with our notion of adaptive safety feedback loop to control the dynamic behavior of trust-based safety. Our model provides agents the ability to adjust their behavior in response to their perception of the environment and the systems themselves. Furthermore, our model incorporates a trustworthiness assessment framework using trust and confidence metrics. In [37], a general trust management framework is proposed for evaluating the trustworthiness of agents based on measurement theory using different trust factors. The framework uses two metrics – trustworthiness and confidence to represent trust. Similarly, a quantitative trust establishment framework is presented in [22] for reliable data packet delivery in MANETs (mobile ad hoc networks) aiming to improve the reliability of packet forwarding over multi-hop routes. Their framework defines trust and confidence metrics which are then mapped to trustworthiness (opinion) metrics. These last two approaches are similar in part to our trustworthiness assessment framework in using trust and confidence to assess trustworthiness but differ in part in the calculation of trust and confidence and mapping them to trustworthiness in a dynamic environment and for safety in IoT.

**Trust Evaluation**

In [38], unified review criteria on trust evaluation in the IoT are defined and a review on trust evaluation for IoT by comparing several trust evaluation schemes is provided. The authors argue that there is still a lack of a fully suitable distributed and dynamic solution for the flexible and scalable IoT context despite a lot of research on trust management in the IoT. In [39], on the other hand trust evaluation model for the SIoT is presented, comprised of the triad of trust indicators reputation, experience and knowledge, and the authors argued that their model covers multi-dimensional aspects of trust by incorporating heterogeneous information from direct observation (as knowledge), personal experiences (as experience) to global opinions (as reputation). An evaluation model is also provided for these with an aggregation mechanism for deriving trust values as the final outcome of the evaluation model. In [27], the different trust metrics that are used for evaluating trust are analyzed and insights into how a trust metric can be customized to meet the requirements and goals of target IoT system are given. In [40], the importance of feedback is discussed. The discussion includes the different aspects to appropriately rate a service by generating consistent feedback for the trust evaluation in the exchange of services in IoT, how the concept of feedback has been exploited so far in trust management systems, and the different aspects of the feedback for multi-dimensional concept.

**Safety**

Pundits in the field, Bruce Schneier and Ross Anderson, have started blogging on safety and security concerns about the IoT. Leverett et al. [41] describe these concerns and outline the opportunities for governments, industry and researchers. They argue that European institutions and regulatory networks need cybersecurity expertise to support safety, privacy, consumer protection and competition, while their main message for industry and practitioners is that safety and security are merging: safety engineers are going to have to learn all about security,
and vice versa, and researchers will have lots of new topics, from the design of the next generation of regulatory institutions to technical topics such as sustainability of software and the toolchains that support it. For all this to be sustainable, the trust which users place in them must be well-founded. For this to be sustainable, the trust which users place in them must be well-founded. Sfar et al. [42] argues that safety in IoT should focus on several operations such as control, command, surveillance, communications, intelligence, and reconnaissance, etc., meeting the need of intelligent objects, ensuring their safety across their whole life cycle, and improving persons’ safety by reducing injuries and fatalities during the manufacturing process.

B. Discussion

The unique characteristics and usage scenarios of IoT in eHealth introduce new safety challenges. The increasing proportion of pervasive (smart dust) devices which lack computing power, security, privacy, and safety provisioning in such environments is a challenge - not to mention provisioning of adaptivity to tackle dynamicity. An accurate and resilient trust-based adaptive safety assessment on trust level of IoT entities is required. Given the dynamics in a society (trust dynamics) the ability of agents to adjust their soft safety in response to their perception of the environment and the systems themselves should be provided. Although there are many research contributions about computational trust in IoT systems, most of them have not considered these and fall short defining a framework for building trust-based adaptive safety for IoT with rolling work-load protocol for independent agglomerations of sensor nodes that operate in a peer-to-peer manner, and trustworthiness assessment.

| References   | Safety | Computation | Evaluation | Confidence | Trustworthiness | Dynamics | Adaptivity |
|--------------|--------|-------------|------------|------------|----------------|----------|------------|
| [22]         | +      | +           | +          | +          |                |          |            |
| [27]         | +      |             |            |            |                |          |            |
| [29, 30]     | +      | +           |            |            |                |          |            |
| [32]         | +      | +           |            |            |                |          |            |
| [33]         | +      | +           | +          | +          |                |          |            |
| [34]         | +      | +           |            |            |                |          |            |
| [35, 36]     | +      |             |            |            |                | +        |            |
| [37]         |        |             | +          | +          |                |          |            |
| [40]         | +      | +           |            |            |                | +        | +          |
| [41]         | +      |             |            |            |                |          |            |

Table 1: Summary of computation trust

Table 1 summarizes the computation trust solutions which have been presented in the literature to address computation trust-based safety in the IoT environment. We compare these solutions based on their ability to capture safety, computational trust, trust evaluation, confidence and trustworthiness assessment, trust dynamics, and adaptivity.

VI. Conclusion

We are becoming increasingly dependent on smart objects that range from NFCs, RFIDs with sensors and bare sensors on one side of the spectrum to capable sensor motes and smart phones on the other side of the spectrum. These structures are becoming deployed in various settings, among them being also e-Health settings. However, in this latter case not only security and privacy, but also safety is of prime concern with additional important tweak being the requirement for its adaptivity. As it is not a trivial task to provide adaptive behavior with traditional approaches, this paper deploys a new approach where trust management methods (which are inherently adaptive) are deployed. The paper also exposes the importance of safety, which is usually considered only second to security and privacy and presents a new protocol for use of existing trust management methods for this purpose in an energy-aware manner. The presented protocol, called RWP, builds on other existing lower level (and energy aware) protocols in order to fulfill the final goal – security, privacy and safety provisioning for advanced services in e-Health. In addition, the paper presents a framework for assessing and calculating the trustworthiness of assessments.
Our future work will include more rigorous algorithms for the calculation of the trustworthiness of the adaptive safety system as a whole considering many parameters which come into play to optimize RWP or derive other similar candidate protocols for adaptive safety purposes.
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