Collision models can efficiently simulate any multipartite Markovian quantum dynamics
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We introduce the multipartite collision model, defined in terms of elementary interactions between subsystems and ancillae, and show that it can simulate the Markovian dynamics of any multipartite open quantum system. We develop a method to estimate an analytical error bound for any repeated interactions model, and we use it to prove that the error of our scheme displays an optimal scaling. Finally, we provide a simple decomposition of the multipartite collision model into elementary quantum gates, and show that it is efficiently simulable on a quantum computer according to the dissipative quantum Church-Turing theorem, i.e. it requires a polynomial number of resources.

Introduction.—The collision approach represents one of the most successful methods to describe the dynamics of an open quantum system, being based on the intriguing idea that environment-induced decoherence and dissipation arise because of rapid repeated collisions between each system unit and a set of environment ancillae, occurring during a timestep \(\Delta t\). This framework has given birth to a plethora of “collision” or “repeated interactions” models \([1–10]\), which have been receiving an increasing attention in recent years, especially due to their fundamental importance in the fields of quantum thermodynamics and open quantum systems. For instance, collision models have been proven useful to investigate flux rectification \([11]\), Landauer’s principle \([12, 13]\), the emergence of thermalization or non-equilibrium steady states \([14, 23]\), quantum thermometry \([24]\), quantum batteries \([25]\) and quantum thermal machines \([26, 30]\), as well as to analyze the thermodynamics of non-thermal baths \([31–33]\) or in the presence of strong coupling \([34]\). Applications outside the field of thermodynamics include the study of open quantum optical systems \([35–38]\), simulation of non-Markovian effects \([8, 10, 59–62]\) and cascade models \([6, 12, 40–45]\), quantum synchronization \([39, 50]\), entanglement generation \([51, 53]\), quantum transport \([54]\) and quantum Darwinism \([55, 59]\).

The structure of any single-qubit collision model and the correspondence with an equivalent master equation is well-understood \([3, 57, 58]\). In contrast, a universal formula connecting more complex, multipartite open system dynamics and a collision model describing the elementary collisions between subsystems and ancillae has not been provided yet. Reproducing any possible open dynamics by means of elementary collision models promises to be particularly valuable to deal with the microscopic description of multipartite open systems, where global master equations are needed \([59]\) and one cannot always rely on local descriptions, that may display fundamental differences e.g. from the thermodynamic point of view \([60, 61]\). Here, collision models are extremely useful to study the elementary exchange of heat and energy, and the microscopic production of work in each single interaction between a unit of the system and an environment ancilla \([62–64]\). For instance, a collision model analysis resolves the violation of the second law of thermodynamics when using a local master equation \([65]\).

In this Letter, we introduce the multipartite collision model (MCM), based on elementary interactions between each unit of a multipartite system and a set of ancillary qubits of the environment. We show that the MCM is able to reproduce any Gorini-Kossakowski-Sudarshan-Lindblad (GKLS) master equation \([66, 67]\) in the limit of small timestep \(\Delta t \rightarrow 0^+\), therefore describing any possible divisible dynamical map. After providing a simple decomposition into elementary quantum gates, we prove that the MCM is efficiently simulable on a quantum computer under the assumptions of the dissipative quantum Church-Turing theorem \([68]\), as it requires a number of resources that scales polynomially as a function of the number of subsystems, time, and the inverse of desired precision. This allows for the efficient simulation of a whole range of complex open quantum systems under the Markovianity assumption: by tuning our model in an intuitive way, we can mimic the effect of different types of separate and/or common baths (bosonic, fermionic, spin, etc.) at any temperature, as well as reproduce each elementary system-bath interaction charac-
terizing a generic global master equation, with or without a non-local unitary system dynamics. Non-Markovian effects may be then simulated by Markovian embeddings of pseudomodes into the MCM \[42\]. Furthermore, by developing a method valid for any collision model, we calculate an analytical error bound for the simulation of a generic semigroup dynamics by means of the MCM, proving that its scaling is optimal.

To guarantee the generality of the MCM, we will show that it can simulate the dynamics driven by any GKLS master equation, both in the diagonal \[66\] and non-diagonal form \[67\]. The latter can be expressed by means of the Liouvillian superoperator $\mathcal{L}$ as:

$$\mathcal{L}[\rho_S(t)] = -i[H_S, \rho_S(t)] + \sum_{j,k=1}^{J} \gamma_{jk} \mathcal{D}_{F_j, F_k}[\rho_S(t)],$$

where $\mathcal{D}_{O_1, O_2}[\rho] = O_1 \rho O_2^\dagger - \frac{1}{2} \{O_2^\dagger O_1, \rho\}$, $H_S$ is an effective system Hamiltonian, $\gamma_{jk}$ is the semipositive Kossakowski matrix, while we term $\{F_k\}_{k=1}^{J}$ as GKS operators \[67\]. If $H_S = \bigotimes_{j=1}^{M} H_S^{(j)}$ is the Hilbert space of the system composed of (for simplicity identical) $M$ subsystems with dim($H_S^{(j)}$) = $d$ ($d < \infty$), in general we have $J = d^M - 1$. We obtain the diagonal GKLS form by diagonalizing the Kossakowski matrix through a suitable matrix $C$: we introduce the Lindblad operators \[66\] $L_k = \sum_{j=1}^{J} C_{kj} F_j$, and we derive the corresponding decay rates $\gamma_{jk}$ as the eigenvalues of $\gamma_{jk}$.

For the sake of clarity, we begin by assuming that each GKS operator $F_k$ acts non-trivially on a single subsystem only, although the MCM is not restricted to it, as we will see in the following. This assumption is satisfied by a wide range of local and global master equations \[59\], and corresponds to neglecting environment-mediated many-body interactions between the subsystems. Under this assumption, the total number of Lindblad operators reduces to $J = M(d^2 - 1)$, and the index $j = (m, \alpha)$ can be decomposed into two additional indexes: $m = 1, \ldots, M$ labeling the subsystems and $\alpha = 1, \ldots, (d^2 - 1)$ selecting the specific GKS operator acting locally thereon.

**Multiparticle collision model.**--The procedure to implement the MCM under the assumption of local GKS operators is depicted in Fig. 1. For the non-diagonal case we can identify the following five steps:

1. For each pair of GKS operators $F_{m, \alpha}$ and $F'_{m', \alpha'}$ appearing in Eq. (1), consider an independent ancillary qubit of the environment labeled by $p = (m, \alpha, m', \alpha')$, and construct the sequence of local elementary subsystem-ancilla interactions given by:

$$U_p(\Delta t) = U_p^{(m, \alpha)}(\Delta t/2) U_{p'}^{(m', \alpha')} (\Delta t) U_p^{(m, \alpha)} (\Delta t/2),$$

where $(h = 1)$

$$U_p^{(m, \alpha)}(\Delta t) = \exp(-i g t H_{I,p}^{(m, \alpha)}).$$

![Fig. 1](image-url) (a) Pictorial representation of the MCM. The ancilla $p$ generates a term in the master equation that couples subsystems 1 and 2. The ancilla $p'$ interacts with subsystem 3 only, and yields a local term in the master equation. (b) Circuit scheme of the interaction between ancilla $p$ and subsystems 1 and 2. If the system is made of qubits, three two-qubit gates are required.

$$H_{I,p}^{(m, \alpha)} = (\lambda_{p}^{(m, \alpha)} F_{m, \alpha} \sigma_p^+ + h.c.),$$

$g_I$ is a fixed constant with the units of energy and $\lambda_{p}^{(m, \alpha)}$ is a dimensionless parameter we can freely tune.

2. Compose all the unitary evolutions associated to each pair of GKS operators into a global unitary operator describing the overall interaction with the environment, choosing freely the order in which we insert the former:

$$U_I(\Delta t) = \prod_{p \in P} U_p(\Delta t),$$

where the elements of the set $P$ are all the possible pairs $(m, \alpha, m', \alpha')$.

3. Add a unitary system evolution driven by the dimensionless system Hamiltonian $H_S$ to obtain the final global operator for the simulation of the MCM:

$$U_{sim}(\Delta t) = U_S(\Delta t) \circ U_I(\Delta t),$$

with $U_S(\Delta t) = \exp(-i g_S \Delta t H_S)$, and $g_S$ is a fixed constant with the units of energy.

4. Prepare the set of environment qubits with $p \in P$ in an initial separable state $\rho_E(0) = \bigotimes_{p \in P} \eta_p$, where $\eta_p = c_p | \downarrow_p \rangle \langle \downarrow_p | + (1 - c_p) | \uparrow_p \rangle \langle \uparrow_p |$, with $0 \leq c_p \leq 1$, is a diagonal state in the basis of $\sigma_p^\dagger$. 
5. Apply a single step of the MCM on the system state \( \rho_S \) as the quantum map:

\[
\phi_{\Delta t}[\rho_S] = \text{Tr}_E \left[ U_{\text{sim}}(\Delta t) \rho_S \otimes \rho_E(0) U_{\text{sim}}^\dagger(\Delta t) \right],
\]

where the trace over the environment \( E \) includes the trace over each environment ancilla with \( p \in P \).

We show in the Supplemental Material \[69\] that under certain requirements the dynamics generated by the MCM corresponds to the one driven by a general GKLS master equation \[1\]. Specifically, we follow the standard derivation of a collision model \[12\]: we assume the limit of small timestep \( \Delta t \to 0^+ \), with \( g_S \ll g_I \ll \Delta t^{-1} \), and \( \lim_{\Delta t \to 0^+} \gamma_t^2 \Delta t = \gamma \), where \( \gamma \) is a finite energy constant. For simplicity, the coefficients \( \gamma^{(m,\alpha)}_p \) in Eq. \[5\] are taken of the order of \( O(1) \). Under the above assumptions, the evolution generated by a single application of the quantum map corresponds to:

\[
\phi_{\Delta t} = I + \Delta t L + O(\Delta t^2),
\]

where the Liouvillian superoperator reads \[69\]:

\[
L[\rho_S] = -i[H_S, \rho_S] + \sum_{p \in P} \left( \gamma^+_p D_{F_{m,\alpha},F_{m',\alpha'}}[\rho_S] + \gamma^-_p D_{F_{m',\alpha',F_{m,\alpha}}}[\rho_S] + h.c. \right).
\]

The coefficients are:

\[
\gamma^+_p = \begin{cases} 
\gamma c_p \lambda^{(m,\alpha)}_p (\lambda^{(m',\alpha')}_{p'})^* & \text{if } m \neq m' \text{ or } \alpha \neq \alpha' \\
\gamma \sum_p c_p |\lambda^{(m,\alpha)}_p|^2 & \text{otherwise}
\end{cases}
\]

\[
\gamma^-_p = \begin{cases} 
\gamma (1 - c_p) (\lambda^{(m,\alpha)}_p)^* \lambda^{(m',\alpha')}_{p'} & \text{if } m \neq m' \text{ or } \alpha \neq \alpha' \\
\gamma \sum_p (1 - c_p) |\lambda^{(m,\alpha)}_p|^2 & \text{otherwise},
\end{cases}
\]

with summation over all the unordered pairs of GKS operators \( \vec{p} = (m, \alpha, \vec{m}, \vec{\alpha}) \). These coefficients give rise to a semipositive Kossakowski matrix, i.e. the master equation \[8\] is already in GKLS form. Eq. \[8\] also contains all the terms associated to the adjoint GKS operators with Kossakowski matrix \( \gamma^+_p \), that can be removed by setting \( c_p = 1 \forall p \) (i.e. by preparing each ancilla in the ground state). Given the freedom in the choice of \( \lambda^{(m,\alpha)}_p \) and \( \lambda^{(m',\alpha')}_{p'} \) in the Hamiltonian of each elementary subsystem-ancilla interaction introduced in Eq. \[5\], we can engineer \( \gamma^+_p \) in order to reproduce any Kossakowski matrix for the GKS operators of the master equation \[5\], and therefore any non-diagonal GKLS master equation \[1\] with effective Hamiltonian \( H_S \). We can therefore conclude that repeated rapid applications of the MCM simulate the quantum semigroup dynamics driven by any Liouvillian \( L \):

\[
\lim_{\Delta t \to 0^+} (\phi_{\Delta t})^n = \exp L t, \text{ with } t = n \Delta t.
\]

This is our first major result. For a small but finite \( \Delta t \), the MCM reproduces the open dynamics only for discrete times \( t = n \Delta t \), where the resolution given by \( \Delta t \) can be thought as the coarse-graining of the master equation \[70\]. Finally, it is not always necessary to take one ancilla for each pair of jump operators. In certain scenarios we may rely on a simpler version of the MCM that requires a smaller number of resources \[69\].

The collision scheme introduced above is particularly useful in situations where one has to apply the MCM to a symbollic GKLS master equation that cannot be diagonalized analytically. In all other cases, the MCM realizes the diagonal form of the GKLS master equation by following the same lines described above, with the prescription that we just need one ancillary qubit for each Lindblad operator \( L_k \). Indeed, under the assumption of local GKS operators, we can write \( L_k = \sum_{m=1}^M F_{m,k} \), where \( F_{m,k} = \sum_{\alpha=1}^{d^2-1} C_{\alpha} F_{m,\alpha} \) is a local sum of GKS operators, and the evolution in Eq. \[8\] is replaced by the sequence of elementary interactions

\[
U_k(\Delta t) = \prod_{m=1}^M U_k^{(m,-1)}(\Delta t/2) \prod_{m'=1}^M U_k^{(m)}(\Delta t/2),
\]

and \( U_k^{(m)}(\Delta t) = \exp \left( -i g_k \Delta t \sqrt{\Gamma_k} F_{m,k} \right) \), where \( \Gamma_k \) is the decay rate of the \( k \)th Lindblad operator. Correspondingly, the product in the global unitary operator for the interaction with the environment in Eq. \[4\] runs over \( k = 1, \ldots, J \) instead of the pairs \( p \in P \).

Temperature. Note that a suitable engineering of the parameters of the MCM allows for the simulation of any thermal bath at any (even negative) temperature. For instance, to mimic a single thermal bath at temperature \( T \), one can use a single ancilla prepared in a thermal state at temperature \( T \), and the strength of the decay rates can be engineered by tuning the parameters \( \lambda^{(m,\alpha)}_c \) as a function of \( T \) \[69\]. Our model also allows for energy-nonconserving elementary interactions (e.g. with counter-rotating terms such as \( a^\dagger \sigma^+ + h.c. \) for a bosonic mode \( a \) and a qubit ancilla labeled by \( p \)). This may generate squeezing-like terms, which corresponds to the ancillae not having the same temperature as the effective bath, and any complex scenario with multiple baths can be realized. This engineering overcomes the physical constraints of previous open system quantum simulations based on qubit ancillae \[71\].

Extension to many-body GKS operators and time-dependent semigroups. The MCM also works in the case of many-body GKS operators that cannot be trivially decomposed into single subsystem-ancilla interactions (e.g. when a GKS operator is written as \( F_j = \sigma_j^+ \sigma_j^+ + h.c. \) \[72\]). In this scenario, we will have an elementary collision in Eq. \[8\] with Hamiltonian \( H_{j,p}^{(j)} = \lambda^{(j)}_p F_j \sigma^+_p + h.c. \), where \( F_j \) acts non-trivially on more than one subsystem, and therefore cannot be
represented by a single two-qubit gate on a quantum computer. Its action may be implemented by multi-qubit gates, as already done in quantum simulation of open systems \[^{[24]}\], or by a decomposition in terms of two-qubit gates \[^{[24]}\]. In general terms, we may assume to have at our disposal a set of \( R \) Hamiltonians for each GKS operator \( F_j \) (or Lindblad operator \( L_j \) in the diagonal case), \( H_j^{(i)} = G_r^{(i)} \sigma^+_j + h.c. \) \((p \) labels a generic ancilla), that we are able to simulate by elementary multi-qubit gates in our lab, through which we can build any required GKS operator Hamiltonian in Eq. (3) as \( H_{i,p} = \sum_{r=1}^R \mu_r^{(p,j)} H_r^{(j)} \). Then, we can simulate the MCM by the decomposition \( \exp(-i g_t \Delta t H_{i,p}^{(j)}) = \prod_{r=1}^R U_{p,r}^{(j)}(\Delta t/2) \prod_{r}^R U_{p,r}^{(j)}(\Delta t/2) + O(g^2 \Delta t^3) \), with \( U_{p,r}^{(j)}(\Delta t) = \exp(-i g_t \Delta t H_r^{(j)}p) \), which still brings an error of the order of \( O(\Delta t^2) \) in Eq. (7) \[^{[69]}\].

Note that, if we go back to the condition of local GKS operators, for simplicity we can assume to be able to directly implement any elementary gate \( U_p^{(m,\alpha)} \) in the lab, and therefore for the non-diagonal case \( R = 1 \). In the diagonal case, we can interpret \( R \) as the number of different elementary subsystem-ancilla interactions in Eq. (11), therefore \( R = M \). Finally, extensions to time-dependent semigroups in which the Kossakowski matrix in Eq. (1) depends on time, \( \gamma_{jk}(t) \) semipositive for any time \( t \), are immediate: we just need to set a time-dependent parameter \( \lambda_p^{(m,\alpha)}(t) \) in the Hamiltonian of Eq. (3), and to make it vary as a function of \( t \). Analogously, we can make the system Hamiltonian depend on time as well, as \( H_S(t) \).

**Error estimation.**—Previous treatments of the error analysis for a collision model have usually neglected higher-order terms in the Taylor expansion, e.g. see the detailed discussion in Ref. \[^{[69]}\]. Sometimes this may not be accurate, since the infinite series of higher-order terms may bring a non-negligible contribution \[^{[73]}\]. Here, we estimate an analytical error bound for the MCM by keeping all the terms of the infinite Taylor expansion through a method based on Suzuki’s higher-order integrators \[^{[70]}\], which can be found in the Supplemental Material \[^{[69]}\], whose validity applies to any collision model. For the sake of a general description, we compute the error bound without assuming the GKS operators locality, and therefore relying on the sets of \( R \) many-body Hamiltonians \( H_j^{(i)} \) introduced above.

To estimate the error bound we employ the \( 1 \to 1 \) superoperator norm \( \| T \|_{1 \to 1} \) and the operator norm \( \| A \|_{\infty} \) \[^{[74]}\]. We can identify four different kinds of error made by approximating the semigroup evolution through the collision model:

**Global error:** \( \epsilon_g = \| \exp \mathcal{L} t - (\mathcal{L} t)^n \|_{1 \to 1} \), with \( \Delta t = t/n \).

**Single-step error:** \( \epsilon_s = \| \exp \mathcal{L} t - \phi_{\Delta t} \|_{1 \to 1} \).

**Truncation error:** \( \epsilon_t = \| \exp \mathcal{L} t - (1 + \Delta t \mathcal{L}) \|_{1 \to 1} \).

**Collision error:** \( \epsilon_c = \| \phi_{\Delta t} - (1 + \Delta t \mathcal{L}) \|_{1 \to 1} \).

Following Lemma 2 in Ref. \[^{[78]}\], we have \( \epsilon_g \leq n \epsilon_s \), and according to the triangle inequality \( \epsilon_s \leq \epsilon_t + \epsilon_c \). The latter errors can be bound as \[^{[69]}\]:

\[
\epsilon_s \leq 2c(RA(1+JRA)\Delta t)^2, \quad 2RA(1+JRA)\Delta t < 1, \quad (12)
\]

\[
\epsilon_c \leq \text{pol}_1(\Lambda, \Xi, g_S, \gamma)\Delta t^2 + \text{pol}_2(\Lambda, \Xi, g_S, \gamma)\Delta t^3, \quad (13)
\]

where \( \text{pol}_1 \) and \( \text{pol}_2 \) are polynomial functions of \( g_S, \gamma, \Lambda = \max_{r,j,p}(\| H_S \|_{\infty}, \| \mu_r^{(j)} H_r^{(j)} \|_{\infty}) \) and \( \Xi \), equal to the total number of different elementary unitary evolutions driven by a single \( H_j^{(i)} \) in Eq. (1) \( \Xi = R \), for the non-diagonal scenario \( \Xi = R(|P|) \). The exact expressions of \( \text{pol}_1 \) and \( \text{pol}_2 \), as well as the above bounds under the assumption of \( k \)-locality \[^{[68]}\], are discussed with further details in the Supplemental Material \[^{[69]}\]. Here, we just remark that the global error of the MCM follows the behavior:

\[
\epsilon_g = O(n \Delta t^2) = O(t^2/n). \quad (14)
\]

This scaling is optimal for the error made by simulating an open system dynamics via a general scheme of repeated unitary evolutions \[^{[79]}\], and therefore via general collision models. This is our second major result.

**Resource estimation for quantum simulation.**—To address the quantum simulation efficiency of the MCM we assume the \( k \)-locality of the Liouvillian \( \mathcal{L} \), namely, that it can be written as a sum of Liouvillians \( \mathcal{L}_\sigma \) non-trivially acting on \( k \) subsystems only: \( \mathcal{L} = \sum_{\sigma=1}^K \mathcal{L}_\sigma \). This is a standard assumption for quantum simulation on a circuital quantum computer, introduced by Kliesch et al. for open systems \[^{[68],[80]}\], and first imposed in the seminal paper by Lloyd on Hamiltonian quantum simulation \[^{[81]}\]. \( K \leq M^k \) is the total number of possible \( k \)-local terms, that for large \( M \) goes as \( K \sim M^k/(k!e^k) \) \[^{[69]}\]. We estimate the number of resources focusing on the MCM for the diagonal GKS master equation only, given that this is certainly the most convenient scheme for the simulation on a quantum computer. We allow for many-body GKS operators, and we count the number of elementary gates driven by the sets of \( R \) Hamiltonians \( \{ H_j^{(\sigma,j)} \}_{j=1}^R \), corresponding to the Lindblad operators \( L_{\sigma,j} \) of each \( \mathcal{L}_\sigma \). Note that \( k \)-locality implies \( R < d^{2k} \). Under these assumptions and with \( \mathcal{L}_\sigma = \sum_{\sigma=1}^K H_\sigma^{(\sigma)} \), the error bound in Eq. (13) is conveniently rewritten by substituting \( \Lambda \to \Lambda' = \max_{r,j,p}(\| H_\sigma^{(\sigma)} \|_{\infty}, \| \mu_r^{(\sigma)} H_r^{(\sigma)} \|_{\infty}) \), \( \Xi \to \Xi' = K R J_k \) \[^{[69]}\], where the total number of Lindblad operators for \( k \)-local Liouvillians is bound by \( J_k \leq d^{2k} - 1 \). \( \Lambda' \) does not increase with the total number of subsystems, while \( \Xi' \) scales polynomially with \( M \).
Moreover, the bound in Eq. (12) is multiplied by $K^2$ and modified with $\Lambda \rightarrow \Lambda'$, $J \rightarrow J_k$ as above, thus it scales polynomially with $M$. Therefore, we can set $\epsilon_g \leq f(M)t^2/n$, where $f(M)$ is a polynomial function of the total number of subsystems [69].

For a single timestep of the MCM, we need one ancilla for each Lindblad operator of each $k$-local Liouvillian. Therefore, we require $KJ_k$ ancillae per timestep. For the simulation up to time $t$ within a global precision of $\epsilon_g$, we need $N_A = \lceil K \cdot J_k \cdot f(M)t^2/\epsilon_g \rceil$ ancillae, which is a polynomial function $\text{poly}(M,t,1/\epsilon_g)$ and therefore provides us with an efficient number of ancillae [82] for quantum simulation.

We need $2R - 1$ elementary quantum gates for each Lindblad operator of a single timestep. Hence, the total number of gates in a single timestep is $(2R - 1)KJ_k + N_G^{(S)}$, where $N_G^{(S)}$ is the necessary number of gates to simulate the free system evolution $U_S(\Delta t)$ in Eq. (5), which is efficient under the required assumptions [81]. Consequently, to simulate the dynamics up to time $t$ making an error not bigger than $\epsilon_g$, we need

$$N_G = \lceil (2R - 1) \cdot K \cdot J_k + N_G^{(S)} \rceil f(M)t^2/\epsilon_g \rceil$$

(15) gates. Under the condition of local GKS operators, we can substitute $R = k$ in Eq. (15). Once again, $N_G = \text{poly}(M,t,1/\epsilon_g)$ and therefore the MCM is efficiently simulable on a quantum computer according to the dissipative quantum Church-Turing theorem. This is our third major result. The total number of gates scales as $t^2/\epsilon_g$, which is optimal [79] for collision models.

Conclusions—We have presented the multipartite collision model (MCM), able to reproduce any Markovian dynamics (or, more precisely, any divisible dynamical map) of a general system made of $M$ subsystems by means of elementary interactions between each subsystem and a single environment ancilla, which can be efficiently simulated through elementary quantum gates. Furthermore, we have derived an analytical error bound for the simulation of generic semigroup dynamics via MCM, and observed that it displays an optimal scaling. In light of the above findings, we believe that the MCM will play a major role in the study and simulation of multipartite open quantum systems in the next future.

Our results pave the way towards general applications of the collision approach to global master equations, many-body dissipative collective effects like super-radiance or synchronization, transport in complex open systems, as well as to a wide range of problems in quantum thermodynamics, such as the study of Landauer’s principle in any multipartite system, of composed thermal machines or of the microscopic exchange of energy between subsystems and ancillae. Finally, the efficient simulation of the MCM on a NISQ device is within our reach through currently available technology [83].
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Supplemental Material: Collision models can efficiently simulate any multipartite Markovian quantum dynamics

DERIVATION OF THE COLLISION MODEL AND MASTER EQUATION

General derivation of the master equation in the limit of infinitesimal timestep

We will review here the method to derive the master equation of a collision model with internal unitary dynamics of the system, introduced in Ref. [12] or analogously in Ref. [11]. For simplicity, let us assume to have a single interaction Hamiltonian $H_I$ describing the system-environment collisions with associated energy constant $g_I$, and the free system Hamiltonian $H_S$ with energy constant $g_S$. Then, the total unitary evolution of the collision model during the timestep $\Delta t$ can be written as ($\hbar = 1$ throughout all the supplemental material):

$$U_{sim}(\Delta t) = U_S(\Delta) \circ U_I(\Delta t), \quad U_S(\Delta t) = e^{-ig_S \Delta t H_S}, \quad U_I(\Delta t) = e^{-ig_I \Delta t H_I}. \quad (1)$$

The corresponding quantum map reads:

$$\phi_{\Delta t}[\rho_S] = \text{Tr}_E \left[ U_{sim}(\Delta t) \rho_{SE} U_{sim}(\Delta t)^\dagger \right], \quad (2)$$

where $\rho_{SE} = \rho_S \otimes \rho_E(0)$. We set $g_S \ll g_I \ll \Delta t^{-1}$. In this limit, we are able to derive a consistent master equation for $\Delta t \to 0^+$. The condition $g_I \Delta t \to 0^+$ for all $j$ allows us to write a series expansion of $U_{sim}(\Delta t)$: each unitary evolution can be written as (till the second order):

$$U_j(\Delta t) = \mathbb{1} - ig_j \Delta t H_j - \frac{g_j^2 \Delta t^2}{2} H_j^2 + O(g_j^3 \Delta t^3). \quad (3)$$

Let us now expand the quantum map $\phi_{\Delta t}$ using the above equation: $\phi_{\Delta t} \simeq \phi_{\Delta t}^{(0)} + \phi_{\Delta t}^{(1)} + \phi_{\Delta t}^{(2)}$, where $\phi_{\Delta t}^{(k)}$ is of the order of $O((g_j \Delta t)^k)$. We obtain the following terms:

$$\phi_{\Delta t}^{(0)}[\rho_S] = \rho_S, \quad (4)$$

$$\phi_{\Delta t}^{(1)}[\rho_S] = -ig_S \Delta t [H_S, \rho_S] - ig_I \Delta t \text{Tr}_E[[H_I, \rho_{SE}]], \quad (5)$$

$$\phi_{\Delta t}^{(2)}[\rho_S] = g_S^2 \Delta t^2 D_H(\rho_S) + g_I^2 \Delta t^2 \text{Tr}_E[D_{H_I}(\rho_{SE})] + g_S g_I \Delta t^2 \text{Tr}_E[H_S \rho_{SE} H_I + H_I \rho_{SE} H_S - H_S H_I \rho_{SE} - \rho_{SE} H_I H_S], \quad (6)$$

where $D_O[\rho] = O \rho O^\dagger - \frac{1}{2} \{ O^\dagger O, \rho \}$. We remove the first-order term proportional to $g_I$ by setting $\text{Tr}_E[[H_I, \rho_{SE}]] = 0$, which is the usual requirement in the derivation of the master equation [59]. Furthermore, we assume $g_I^2 \Delta t \to \gamma$, where $\gamma$ is a finite constant with the units of energy, while $g_S^2 \Delta t \to 0^+$ for all $j$ (i.e. $g_S = O(\gamma) = O(1)$, having fixed a proper energy scale). This can be analogously achieved, for instance, by setting $g_I = O(g_S) = O(1)$, while $H_I \to H_I/\sqrt{\Delta t}$ [11]. Given that $g_I \gg g_S$, we can neglect all the terms of the second order depending on the system Hamiltonian. Finally, the master equation reads:

$$\frac{d \rho_S}{dt} = \lim_{\Delta t \to 0^+} \frac{\phi_{\Delta t}[\rho_S] - \rho_S}{\Delta t} = -ig_S [H_S, \rho_S] + \gamma \text{Tr}_E[H_I \rho_{SE} H_I - \frac{1}{2} \{ H^2_I, \rho_{SE} \}] + O(\Delta t) + O(g_I \Delta t). \quad (7)$$

Derivation for the multipartite collision model

Consider a pair $p$ of GKS operators $F_{m,\alpha}, F_{m',\alpha'}$. Then, the Trotter formula symmetrization [78, 55] applied to Eq. [2] of the main text leads to:

$$U_p(\Delta t) = U_p^{(m,\alpha)}(\Delta t/2) U_p^{(m',\alpha')}(\Delta t) U_p^{(m,\alpha)}(\Delta t/2) = \exp\{ -ig_I \Delta t [(\lambda_p^{(m,\alpha)} F_{m,\alpha} + \lambda_p^{(m',\alpha')} F_{m',\alpha'}) \sigma^+_p + \text{h.c.}] \} + O(g_I^3 \Delta t^3), \quad (8)$$
where the remainder of the above equation can be obtained from the equality $S_5 \; e^{g_i \Delta t/2 A e^{g_i \Delta t/2 B e^{g_i \Delta t/2 A} = e^{g_i \Delta t(B + A) + (g_i \Delta t)^2 R_3 + (g_i \Delta t)^3 R_4 + \ldots}$, where $R_j$ with $j$ odd and $j \geq 3$ are expressions proportional to $j$ operators $A$ and/or $B$, derived from the Baker-Campbell-Hausdorff formula.

Let us now insert all the pairs $p \in P$ in the product of Eq. (4) of the main text. For simplicity and to recover the notation of the master equation (7), we will gather all the terms in a single interaction Hamiltonian written as:

$$ H_I = \sum_{p \in P} \left[ \left( \lambda_p^{(m, \alpha)} F_{m, \alpha} + \lambda_p^{(m', \alpha')} F_{m', \alpha'} \right) \sigma_p^+ + \text{h.c.} \right], $$  

and compute the total evolution in Eq. (1) of the main text as $U_I(\Delta t) = \exp(-ig_i \Delta t H_I)$. In general, $\exp(-ig_i \Delta t H_I) \neq \prod_{p \in P} \exp(-ig_i \Delta t \left( \lambda_p^{(m, \alpha)} F_{m, \alpha} + \lambda_p^{(m', \alpha')} F_{m', \alpha'} \right) \sigma_p^+ + \text{h.c.})$, because the system operators of different pairs may not commute, but we will see that this simple $U_I(\Delta t)$ does the job in the master equation up to a suitable order. Let us now derive the master equation in the limit $g_S \ll g_I \ll \Delta t^{-1}$ by inserting Eq. (9) in Eq. (7). The dissipator $D$ (term proportional to $\gamma$) reads:

$$ D[\rho_S] = \gamma \sum_{p \in P} \sum_{p' \in P} \left[ \text{Tr}_E [\sigma_{p'}^+ \sigma_p^+ \rho_E(0)] \left( \left( \lambda_p^{(m, \alpha)} F_{m, \alpha} + \lambda_p^{(m', \alpha')} F_{m', \alpha'} \right) \rho_S \left( \left( \lambda_p^{(n, \beta)} F_{n, \beta} + \left( \lambda_p^{(n', \beta')} F_{n', \beta'} \right) \right) \right) - \frac{1}{2} \left\{ \left( \lambda_p^{(n, \beta)} F_{n, \beta} + \left( \lambda_p^{(n', \beta')} F_{n', \beta'} \right) \right) \right\} \left( \left( \lambda_p^{(m, \alpha)} F_{m, \alpha} + \lambda_p^{(m', \alpha')} F_{m', \alpha'} \right) \right) \rho_S \left( \left( \lambda_p^{(n, \beta)} F_{n, \beta} + \left( \lambda_p^{(n', \beta')} F_{n', \beta'} \right) \right) \right) \right] , 

where $p = (m, \alpha, m', \alpha')$, $p' = (n, \beta, n', \beta')$, and we have neglected the terms with double annihilation or double amplification of an ancilla qubit excitation because of the following initial state choice.

As explained in the main text, we choose as initial state of the ancillae $\rho_E(0) = \bigotimes_{p \in P} \eta_p$, where $\eta_p = \epsilon_p \big| \downarrow \big> \big< \downarrow | + (1 - \epsilon_p) \big| \uparrow \big> \big< \uparrow |$, with $0 \leq \epsilon_p \leq 1$, is a diagonal state in the basis of $\sigma_p^\pm$. Since $\rho_E(0)$ is a separable state of all the ancillae, the autocorrelation functions of the environment are proportional to the Dirac’s deltas $\delta_{m,n} \delta_{m',n'} \delta_{\alpha,\alpha'} \delta_{\alpha',\alpha''}$ (or shortly, $\delta_{p,p'}$ for different pairs) and they can be simplified as $\text{Tr}_E [\sigma_{p'}^+ \sigma_p^+ \rho_E(0)] = c_p \delta_{p,p'}$. $\text{Tr}_E [\sigma_{p'}^+ \sigma_p^+ \rho_E(0)] = (1 - c_p) \delta_{p,p'}$.

Note that the choice of initial environment state implies that $\text{Tr}_E [\sigma_{p'}^+ \rho_E(0)] = 0$, that leads to satisfy the requirement $\text{Tr}_E [H_I, \rho_{SE}] = 0$ necessary to derive Eq. (7). More in general, $\text{Tr}_E [\sigma_{p'}^+ \sigma_p^+ \sigma_{p''}^+ \sigma_{p'}^- \ldots \rho_E(0)] = 0$ if $j$ is odd. This immediately implies that all the terms proportional to $g_{t,j}^j$ with odd $j$ in the master equation vanish. Therefore, the remainder $O(g_I \Delta t)$ in Eq. (7) vanishes for the MCM, and the leading order is $O(\Delta t)$, or the equivalent $O(g_I^2 \Delta t^2)$ = $\gamma O(\Delta t)$. Accordingly, the error that the Suzuki-Trotter symmetrization in Eq. (8) brings to the master equation is not of the order of $O(g_I^2 \Delta t^3)$, but of $O(g_I^2 \Delta t^4) = O(\Delta t^2)$ (as in Eq. (7)), and equivalently for the decomposition into $R$ elementary multi-qubit gates in a scenario with many-body GKS operators. Finally, we understand that deriving the master equation by employing $U_I(\Delta t)$ with Hamiltonian in Eq. (9) instead of the product in Eq. (7) of the main text is accurate up to an error of the order of $O(g_I^2 \Delta t^4) = O(\Delta t^2)$ (as in Eq. (7)), and thereby GKS operators associated to different ancillae do not mix in the dissipator of Eq. (10). This is why the quantum map $\phi_{\Delta t}$ simulates $I + \Delta t \mathcal{L}$ up to an error of the order of $O(\Delta t^2)$, as claimed in Eq. (6) of the main text.

Let us now rewrite the dissipator by highlighting each term, with $p = (m, \alpha, m', \alpha')$:

$$ D[\rho_S] = \gamma \sum_{p \in P} \sum_{(x,r),(y,s) = (m,\alpha),(m',\alpha')} \left[ c_p \lambda_p^{(x,r)} (\lambda_p^{(y,s)})^* \left( F_{x,r} \rho_S F_{y,s}^\dagger - \frac{1}{2} \{ F_{y,s}^\dagger F_{x,r}, \rho_S \} \right) \right] + (1 - c_p) (\lambda_p^{(x,r)})^* \lambda_p^{(y,s)} \left( F_{x,r}^\dagger \rho_S F_{y,s} - \frac{1}{2} \{ F_{y,s} F_{x,r}, \rho_S \} \right) , $$

Finally, we obtain the master equation as:

$$ \frac{d\rho_S}{dt} = -i[H_S, \rho_S] + \sum_{p \in P} \left[ \gamma_p \left( F_{m,\alpha} \rho_S F_{m',\alpha'} - \frac{1}{2} \{ F_{m',\alpha'} F_{m,\alpha}, \rho_S \} \right) + \text{h.c.} \right] + \sum_{p \in P} \left[ \gamma_p \left( F_{m,\alpha}^\dagger \rho_S F_{m',\alpha'} - \frac{1}{2} \{ F_{m',\alpha'}^\dagger F_{m,\alpha}, \rho_S \} \right) + \text{h.c.} \right] . $$
with

\[
\gamma_p^\downarrow = \begin{cases} 
\gamma c_p \lambda_p^{(m,\alpha)} \lambda_p^{(m',\alpha')^*} & \text{if } m \neq m' \text{ or } \alpha \neq \alpha' \\
\gamma \sum_{\bar{p}} c_{\bar{p}} |\lambda_p^{(m,\alpha)}|^2 & \text{otherwise}
\end{cases}
\]

\[
\gamma_p^\uparrow = \begin{cases} 
\gamma (1 - c_p) \lambda_p^{(m,\alpha)} \lambda_p^{(m',\alpha')^*} & \text{if } m \neq m' \text{ or } \alpha \neq \alpha' \\
\gamma \sum_{\bar{p}} (1 - c_{\bar{p}}) |\lambda_p^{(m,\alpha)}|^2 & \text{otherwise},
\end{cases}
\] (13)

summing over all the unordered pairs of GKS operators \(\bar{p} = (m, \alpha, \bar{m}, \bar{\alpha})\). These are Eqs. (8) and (9) of the main text. The summation over all the pairs for \(m = m', \alpha = \alpha'\) is due to the fact that each interaction \(U_p(\Delta t)\) for a pair \(p\) of GKS operators also brings a “self-contribution” of the form \(F_{m,\alpha} \rho_S F_{m,\alpha}^\dagger \) in the dissipator. As can be observed in Eq. (11), the “emission” contribution brought to the master equation by \(U_p(\Delta t)\) for a given pair \(p\) of GKS operators can be described by a \(2 \times 2\) matrix \(v_p\), with \((v_p)_{11} = c_p |\lambda_m\alpha|^2\), \((v_p)_{12} = c_p \lambda_m\alpha (\lambda_{m'}\alpha')^*\), \((v_p)_{21} = c_p (\lambda_m\alpha)^* \lambda_{m'}\alpha'\), \((v_p)_{22} = c_p |\lambda_{m'}\alpha'|^2\). Clearly, \(v_p \geq 0\) since it is obtained by an autocorrelation function. The total Kossakowski matrix for the emission (and correspondingly for absorption), described by the coefficients \(\gamma_p^\downarrow\), is obtained by summing all the semipositive matrices \(v_p\) (extended as sparse \(J \times J\) matrices) for all \(p \in \mathbb{P}\), therefore it is semipositive as well and the master equation is in GKLS form.

**REMARKS ON THE COLLISION MODEL AND EXAMPLES**

**Shortcuts**

In case one is not able to diagonalize a symbolic Kossakowski matrix and has to rely on the non-diagonal MCM, some shortcuts may still reduce the number of required resources: while one ancilla for each pair of GKS operators is necessary to control all the degrees of freedom for the most general non-diagonal GKLS master equation, in many situations we do not need such a large number of them.

For instance, let us address the master equation describing the perfectly collective superradiant emission of \(M\) identical two-level atoms immersed in a single common bath:

\[
\frac{d}{dt} \rho_S(t) = -i[H_A + H_{LS}, \rho_S(t)] + \sum_{m, m'}^M \gamma \left( \sigma_m \rho_S(t) \sigma_{m'}^+ - \frac{1}{2} [\sigma_{m'}^+ \sigma_m, \rho_S(t)] \right),
\] (14)

with \(H_A = \sum_{m=1}^M \frac{\gamma}{2} \sigma_m^z\), and \(H_{LS} = \sum_{m, m'=1}^M s^+ \sigma_m^+ \sigma_{m'}^-\) is the Lamb-shift Hamiltonian, which can be simulated by means of two-qubit gates. Then, we can employ a version of the MCM requiring only a single ancilla in the ground state, that couples to each atom through \(s_E^z\): let us build the elementary collisions through the two-qubit gates \(U^{(m)}(\Delta t) = \exp(-ig_S \Delta t (\sigma_m^x \sigma_E^x + h.c.))\), corresponding to Eq. (3) of the main text. Then, we can build the symmetrized unitary operator (with a total number of \(2M - 1\) gates):

\[
U_{sup}(\Delta t) = \prod_{m=M}^1 U^{(m)}(\Delta t/2) \prod_{m'=1}^M U^{(m')}(\Delta t/2),
\] (15)

corresponding to \(U_p(\Delta t)\) in Eq. (2) of the main text. By running the MCM with \(U_t(\Delta t) = U_{sup}(\Delta t)\), \(U_S(\Delta t) = \exp(-igS \Delta t (H_A + H_{LS}))\) as in Eq. (1), with the usual requirement \(g_S \ll g_t \ll \Delta^{-1}\), \(g_t^2 \Delta \rightarrow \gamma\), we readily get the master equation (14). The same result can be obtained in the case of an inhomogeneous spatial distribution of the atoms, i.e. when the decay rate \(\gamma\) is not uniform anymore and we have to describe it through a suitable Kossakowski matrix \(\gamma_{mm'}\). In this scenario, we need to introduce a proper weight \(\lambda^{(m)} = \xi_m\) in each \(U^{(m)}(\Delta t)\). For instance, if each atom couples to the electromagnetic field with a given dimensionless strength \(\xi_m\), we will have \(\gamma_{mm'} = \gamma \xi_m \xi_{m'}\), and correspondingly we will need to set \(U^{(m)}(\Delta t) = \exp\{-ig \Delta t (\xi_m \sigma_m^x \sigma_E^x + h.c.)\}\).

In contrast, in a situation with a chain of \(M\) strongly coupled two-level atoms, each one immersed in a local bath, we cannot rely on a single ancilla. Nonetheless, we can describe the master equation of such scenario as a superposition of \(M\) common baths, each one bringing a term as in Eq. (14) (see for instance Ref. [86] ). Then, we can select one ancilla for each different bath, and implement the chain of elementary two-qubit gates as in Eq. (15), for each of them. We thus obtain a further shortcut of the MCM for the non-diagonal GKLS master equation, which is able to simulate the open dynamics of the atomic chain by employing \(M\) ancillae only.
Temperature

For simplicity, let us consider a common thermal bath of harmonic oscillators collectively acting on two identical qubits with frequency $\omega$, and let us suppose that the bath is at temperature $T$. Then, similarly to Eq. [14], the master equation reads:

$$\frac{d}{dt} \rho_S(t) = -i[H_q + H_{LS}, \rho_S(t)] + \sum_{m,m'=1,2} \gamma^\dagger \left( \sigma^+_m \rho_S(t) \sigma^-_{m'} - \frac{1}{2} \{ \sigma^+_m, \sigma^-_{m'}, \rho_S(t) \} \right)$$

$$+ \sum_{m,m'=1,2} \gamma^\dagger \left( \sigma^+_m \rho_S(t) \sigma^-_{m'}, - \frac{1}{2} \{ \sigma^-_{m'}, \sigma^+_m, \rho_S(t) \} \right),$$

where $H_q = \omega/2(\sigma^+_1 + \sigma^+_2)$ is the free Hamiltonian of the qubits, $H_{LS}$ is the Lamb-shift Hamiltonian and the emission and absorption coefficients are given by:

$$\gamma^\dagger = \gamma(N_T(\omega) + 1), \quad \gamma^\dagger = \gamma N_T(\omega),$$

where $N_T(\omega) = 1/(\exp(\beta\omega) - 1)$, with $\beta = 1/k_BT$. Then, the MCM still requires a single ancillary qubit to simulate the master equation [16], following the same lines of the previous shortcut. Indeed, let us consider a single ancilla with operator $\sigma_E^\dagger$, initialized in the state $\eta_E = \frac{1}{\sqrt{2}} (|\downarrow\rangle_E + (1 - e^{-\beta\omega}) |\uparrow\rangle_E) |\uparrow\rangle$, with $e^{-\beta\omega} = (N_T(\omega) + 1)/(2N_T(\omega) + 1)$. Then, we build the elementary collision gates as $U(t) = \exp(-i\Delta \lambda \sigma^-_E + h.c.)$, where $\lambda = \sqrt{2N_T(\omega) + 1}$. The total evolution for the system-environment interaction is then built as (equivalent to Eqs. 2 and 14 of the main text):

$$U(t) = U(t)U(t)^\dagger U(t)$$

and following the derivation of the MCM we straightforwardly obtain the master equation [16]. Note that the proper engineering of the parameter $\lambda$ in each elementary interaction plays here a central role: if the temperature increases, for instance, we just have to tune the value of $\lambda$ and to suitably change the temperature of the initial ancillary state. Through this procedure, we can simulate any temperature of even more complex baths.

**ERROR BOUND DERIVATION**

For simplicity, let us derive the error bound by assuming the $k$-locality condition, i.e. $L = \sum_{k=1}^K L_{k}$ and each $L_{k}$ acts non-trivially on $k$ subsystems only. Each $L_{k}$ has at maximum $J_k = k^2 - 1$ Lindblad operators. The result without $k$-locality can then be recovered by setting $k = M, K = 1, J_k = J$. First of all, let us estimate the maximum number $K$ of possible different $k$-local Liouvillians in the presence of $M$ subsystems. We can evaluate it as the number of $k$-element combinations of $M$ objects, for simplicity without repetition (Liouvillian terms with repetitions can be merged with larger terms without repetition):

$$K = \frac{M!}{k!(M-k)!}.$$  

(19)

To perform an accurate resource analysis for quantum computation, it is important to study the behavior of $K$ in the asymptotic limit $M \to \infty$. Using Stirling’s formula, we have for fixed $k$ and $M \to \infty$:

$$\frac{M!}{k!(M-k)!} \sim k! \sqrt{2\pi Me^{-M}} \sim \frac{M^k}{k!e^k},$$

(20)

showing that it behaves polynomially as a function of the number of subsystems (note that we obtain the same asymptotic behavior if we assume combinations with repetitions). Furthermore, for fixed $k$ and $M$ we always have fewer combinations than variations, therefore $K \leq M^k$ for all $M, k$.

As discussed in the main text, we employ the $1 \to 1$ superoperator norm to estimate the error bound: $\|T\|_1 \to 1 = \sup\|A\|_1 \to 1 \|T[A]\|_1$, where $\|A\|_1 = \text{Tr}[\sqrt{A^\dagger A}]$ is the trace norm. As noticed in Ref. [68], this norm does not behave well as the system size increases, since $\|A \otimes I_\infty\|_1 = n\|A\|_1$, nonetheless we can reduce it to the computation of some operator norms by means of Hölder’s inequality: $\|AB\|_1 \leq \|A\|_1 \|B\|_\infty$. $\|A\|_\infty = \sup\|v\|_1 \|Av\|$ is the operator or infinity norm, where $\|v\|$ is the standard vector norm. The superoperator norm, the trace norm and the operator norm satisfy the submultiplicativity property. Let us now evaluate an error bound for the truncation error.
Truncation error

We want to evaluate the truncation error $\epsilon_t = \|\exp \mathcal{L} \Delta t - (\mathbb{I} + \Delta t \mathcal{L})\|_{1 \to 1}$ for the simulation of a generic Liouvillian $\mathcal{L}$. This is basically the second-order remainder of the Taylor expansion of $\exp \mathcal{L}t$ around zero. Taking inspiration from Ref. [87] (Supp. Inf.), we have:

$$
\epsilon_t = \|\exp \mathcal{L} \Delta t - (\mathbb{I} + \Delta t \mathcal{L})\|_{1 \to 1} = \sum_{j=2}^{\infty} \frac{(\|\mathcal{L} \Delta t\|^{1-1} \Delta t)^j}{j!} \leq \sum_{j=2}^{\infty} \frac{\|\mathcal{L}\|^{1-1} \Delta t)^j}{2!j!} \leq \frac{(\|\mathcal{L}\|^{1-1} \Delta t)^2}{2!} \sum_{j=0}^{\infty} \frac{(\|\mathcal{L}\|^{1-1} \Delta t)^j}{j!},
$$

(21)

therefore we get:

$$
\epsilon_t \leq \frac{(\|\mathcal{L}\|^{1-1} \Delta t)^2}{2} \exp(\|\mathcal{L}\|^{1-1} \Delta t) \leq e \frac{(\|\mathcal{L}\|^{1-1} \Delta t)^2}{2},
$$

(22)

with the prescription $\|\mathcal{L}\|^{1-1} \Delta t < 1$ as in Ref. [88].

Let us finally estimate $\|\mathcal{L}\|^{1-1}$ for a $k$-local Liouvillian. Using the decomposition $\mathcal{L} = \sum_{\sigma=1}^{K} \mathcal{L}_\sigma$, we have $\|\mathcal{L}\|^{1-1} \leq K \|\mathcal{L}_{\text{max}}\|^{1-1}$, where $\|\mathcal{L}_{\text{max}}\|^{1-1} = \max_\sigma \|\mathcal{L}_\sigma\|^{1-1}$. Since any Liouvillian $\mathcal{L}_\sigma$ is $k$-local, it can be seen as a sparse matrix [89] acting on $k$ elements only (out of $M$). The maximal norm does not increase when the number of subsystems increases, therefore the truncation error has a polynomial dependence on $M$ (the exponential does not provide an “exploding” behaviour, because in general we set the condition $\|\mathcal{L}\|^{1-1} \Delta t < 1$). We can further estimate $\|\mathcal{L}\|^{1-1}$ following the original work on $k$-local Liouvillians [68], and find:

$$
\|\mathcal{L}_\sigma\|^{1-1} = \sup_{\|\rho\|_1=1} \| -i [H_\sigma, \rho] + \sum_{j=1}^{J_k} (L_{\sigma,j} \rho L_{\sigma,j}^\dagger - \frac{1}{2} \{L_{\sigma,j}^\dagger L_{\sigma,j}, \rho\} ) \|_1
$$

(23)

$$
\leq 2 \|H_\sigma\|_\infty + 2 \sum_{j=1}^{J_k} \|L_{\sigma,j}\|_\infty^2 \leq 2 (a_\sigma + J_k a_\sigma^2),
$$

with $a_\sigma = \max_j \{\|H_\sigma\|_\infty, \|L_{\sigma,j}\|_\infty\}$, where we have used the H"{o}lder’s inequality and the fact that $\|A\|_\infty = \|A^\dagger\|_\infty$. Consequently, we have:

$$
\|\mathcal{L}\|^{1-1} \leq K \|\mathcal{L}_{\text{max}}\|^{1-1} \leq 2K (a_{\text{max}} + J_k a_{\text{max}}^2),
$$

(24)

with $a_{\text{max}} = \max_\sigma a_\sigma$. Being a supremum over operator norms of bounded operators, $a_{\text{max}}$ does not increase with the number of subsystems. Finally, for simplicity we can write the truncation error bound as:

$$
\epsilon_t \leq 2e (K (a_{\text{max}} + J_k a_{\text{max}}^2) \Delta t)^2,
$$

(25)

with the prescription $2K (a_{\text{max}} + J_k a_{\text{max}}^2) \Delta t < 1$ [88]. We will see later how this expression is related to the result given in Eq. (42) of the main text.

Note that the derivation of a bound for the truncation error is not restricted to the MCM, but is valid for any collision model simulating the semigroup dynamics driven by $\mathcal{L}$.

Collision error

Let us finally estimate an error bound for the collision error $\epsilon_c = \|\phi_{\Delta t} - (\mathbb{I} + \Delta t \mathcal{L})\|_{1 \to 1}$, where $\phi_{\Delta t}$ is the MCM quantum map for the simulation of a generic Liouvillian $\mathcal{L}$. We will find that its expression is more complex than the one of the truncation error. For simplicity, we will evaluate it for the MCM for a GKLS master equation in diagonal form, and then discuss the differences with the non-diagonal form. In contrast, we will not assume the locality of the GKLS operators, which may be many-body as well.

Let us start with defining the form of the global unitary transformation evolving the collision model (Eq. (5) of the main text):

$$
U_{\text{sim}}(\Delta t) = \exp(-i \Delta t gS H_S) \prod_{\sigma=1}^{K} \prod_{j=1}^{J_k} \prod_{r=r=1}^{R} \exp(-ig_1 \Delta t/2 \mu_1^{(\sigma,j)} H_1^{(\sigma,j)}) \prod_{r'=1}^{R} \exp(-ig_1 \Delta t/2 \mu_1^{(\sigma,j)} H_1^{(\sigma,j)}),
$$

(26)
where we recall that \( \sigma \) labels the different \( k \)-local Liouvillians, \( j \) labels the Lindblad operators inside each Liouvillian, and \( r \) labels the decomposition of each Lindblad operator into elementary quantum gates available in the lab: 

\[
I_{\sigma,j} \sigma^+ = \sum_{r=1}^{R} \mu_{r}^{(\sigma,j)} H_r^{(\sigma,j)} \quad \text{(see the related comment about extensions to non-local GKLS operators in the main text).}
\]

The collision error reads:

\[
\epsilon_c = \sup_{\rho_S, \rho_E} \| \text{Tr}_E[U_{\text{sim}}(\Delta t)\rho_S \otimes \rho_E U^\dagger_{\text{sim}}(\Delta t)] - (I + \Delta t\mathcal{L}) \|_1 = \sup_{\rho_S, \rho_E} \| R_c \left( \text{Tr}_E[U_{\text{sim}}(\Delta t)\rho_S \otimes \rho_E U^\dagger_{\text{sim}}(\Delta t)] \right) \|_1,
\]

(27)

where \( R_c \left( \text{Tr}_E[U_{\text{sim}}(\Delta t)\rho_S \otimes \rho_E U^\dagger_{\text{sim}}(\Delta t)] \right) \) indicates the remainder of the expansion in Eq. (7) that is not cancelled out by the subtraction with the first order expansion of the Lindblad semigroup. Since the remainder consists of an infinite sum of terms and the partial trace is a linear operation, according to Ref. [90] we can remove the latter:

\[
\| R_c \left( \text{Tr}_E[U_{\text{sim}}(\Delta t)\rho_S \otimes \rho_E U^\dagger_{\text{sim}}(\Delta t)] \right) \|_1 = \| \text{Tr}_E \left[ R_c \left( U_{\text{sim}}(\Delta t)\rho_S \otimes \rho_E U^\dagger_{\text{sim}}(\Delta t) \right) \right] \|_1 
\leq \| R_c \left( U_{\text{sim}}(\Delta t)\rho_S \otimes \rho_E U^\dagger_{\text{sim}}(\Delta t) \right) \|_1.
\]

(28)

Then, extending a method for Hamiltonian simulation to the framework of open systems [87], we expand the unitary evolutions:

\[
\| R_c \left( U_{\text{sim}}(\Delta t)\rho_S \otimes \rho_E U^\dagger_{\text{sim}}(\Delta t) \right) \|_1 = \left\| \sum_{K=1}^{K} \prod_{j=1}^{J} \prod_{k=1}^{R} \prod_{r=1}^{R} w_s ! w_{i(\sigma,j,r)} ! w_{i(\sigma,j,r') !} \right\|_{\rho_S \otimes \rho_E}
\]

\[
= \sum_{K=1}^{K} \prod_{j=1}^{J} \prod_{k=1}^{R} \prod_{r=1}^{R} \left( \frac{\Delta t g_s \| H_{S} \|_{\infty}}{w_s !} \right)^{w_s} \left( \frac{\Delta t g_l \| H_{r}^{(\sigma,j)} \|_{\infty}}{w_{i(\sigma,j,r')} !} \right)^{w_{i(\sigma,j,r')}} \rho_S \otimes \rho_E \|_1
\]

\[
\leq \sum_{K=1}^{K} \prod_{j=1}^{J} \prod_{k=1}^{R} \prod_{r=1}^{R} \left( \frac{\Delta t g_s \| H_{S} \|_{\infty}}{w_s !} \right)^{w_s} \left( \frac{\Delta t g_l \| H_{r}^{(\sigma,j)} \|_{\infty}}{w_{i(\sigma,j,r')} !} \right)^{w_{i(\sigma,j,r')}} \rho_S \otimes \rho_E \|_1
\]

\[
\leq R_c \left( \exp 2\Delta t \left[ g_s \sum_{\sigma} \| H_{S}^{(\sigma)} \|_{\infty} + g_l \sum_{\sigma,j} \| H_{r}^{(\sigma,j)} \|_{\infty} \right] \right).
\]

(29)

We have introduced the notation \( \sum' \) to express the sum over all the indexes \( w_s, u_s, w_{i(\sigma,j,r)}, w_{i(\sigma,j,r')}, u_{i(\sigma,j,r)}, u_{i(\sigma,j,r')} = 1, \ldots, \infty \), such that their possible combinations in the expansion of Eq. (29) are contained in the remainder \( R_c \). Then, we have employed the Hölder’s inequality, the submultiplicativity of the norm, the triangle inequality and the fact that \( \| \rho_S \otimes \rho_E \|_1 = \| \rho_S \|_1 \| \rho_E \|_1 = 1 \), since \( \| \rho_S \|_1 = 1 \) by definition in the supremum and \( \| \rho_E \|_1 = 1 \) because it is a density matrix. Furthermore, we have decomposed the \( k \)-local system Hamiltonian as \( H_S = \sum_{\sigma=1}^{K} H_{S}^{(\sigma)} \).

Finally, let us simplify the result by extracting a maximal value: \( \Lambda = \max_{\sigma,j,r} \{ \| H_{S}^{(\sigma)} \|_{\infty} \| \rho_r^{(\sigma,j)} H_{r}^{(\sigma,j)} \|_{\infty} \} \). Then, we have:

\[
\epsilon_c \leq R_c \left( \exp 2\Delta t \Lambda (K g_s + \Xi g_l) \right).
\]

(30)

where \( \Xi = K \cdot J_k \cdot R \). If we employed the MCM for the non-diagonal GKLS form, we would find a product over all the pairs \( p \in \mathbb{P}_\pi \) instead of over all the Lindblad operators for \( j = 1, \ldots, J_k \) in Eq. (20). Then, we would obtain the same result of Eq. (30) with \( \Lambda \) maximized over \( p \in \mathbb{P}_\pi \) and \( \Xi = K \cdot |\mathbb{P}_\pi| \cdot R \).
the $k$-locality condition, we have the same results without the maximization over $\sigma$, and respectively $\Xi = J \cdot R$ or $\Xi = R : |P|$, which are the quantities given in the main text. Note that the estimation of the error bound in Eq. (30) is once again valid for any collision model, which is in general driven by a unitary operator as the one decomposed in Eq. (26) and whose quantum map leads to the expansion treated in Eq. (29). The only difference between diverse collision models relies on the number of elementary gates appearing in the decomposition of Eq. (26), expressed by the constant $\Xi$, and consequently in the maximization through which we obtain $\Lambda$.

Finally, let us connect the constant $\Lambda$ to the constant $a_{\text{max}}$ introduced in Eq. (24) for the truncation error. $a_{\text{max}}$ is obtained through a maximization over the Lindblad operators, while $\Lambda$ over all the elementary Hamiltonians $\mu_{(\sigma,j)}^c H_{(\sigma,j)}^r$ providing the decomposition of each Lindblad operator as $L_{\sigma,j} = \sigma_{E_{\sigma,j}}^c + h.c. = \sum_{r=1}^{R} \mu_{(\sigma,j)}^c H_{(\sigma,j)}^r$. Then, we can write $a_{\text{max}} \leq R \cdot \Lambda$, having used $\| \sigma_{E_{\sigma,j}}^c \|_\infty = 1$ and $\| A \|_\infty = \| A \otimes \sigma^+ + A^\dagger \otimes \sigma^- \|_\infty$. We can prove the latter result by noticing that $\| (A \otimes \sigma^+ + A^\dagger \otimes \sigma^-) \|_\infty = \| A \|_\infty^2 = \| AA^\dagger \otimes |\uparrow \rangle \langle \uparrow | + A^\dagger A \otimes |\downarrow \rangle \langle \downarrow | \|_\infty = \max\{ \| AA^\dagger \|_\infty, \| A^\dagger A \|_\infty \} = \| A \|_\infty^2$, where we have used $\| AA^\dagger \|_\infty = \| A \|_\infty^2$. Consequently, we can rewrite the error bound for the truncation error Eq. (25) as:

$$\epsilon_t \leq 2e(KRA(1 + J_k RA)\Delta t)^2,$$

with $2KRA(1 + J_k RA)\Delta t < 1$, corresponding to Eq. (12) of the main text for $K = 1, J_k = J$.

Let us now evaluate an explicit expression for the remainder $R_c$ according to the derivation of the general master equation (7). We can recognize three different expansions of $R_c$: one containing only terms with $g_s$ and one containing both $g_I$ and $g_s$. Let us write them as:

$$R_c^{(I)} = \sum_{i=3}^{\infty} \frac{(2\Xi \Delta t g_I)^i}{i!} \leq \frac{(2\Xi \Delta t g_I)^3}{3!},$$

$$R_c^{(S)} = \sum_{i=2}^{\infty} \frac{(2K \Delta t g_s)^i}{i!} \leq \frac{(2K \Delta t g_s)^2}{2!},$$

$$R_c^{(SI)} = \sum_{i=2}^{\infty} \frac{(2\Delta t)^i}{i!} \sum_{i' = 1}^{\infty} \frac{(Kg_s)^{i'}(g_I)^{i''}}{i''!} \leq \sum_{i=2}^{\infty} \frac{(4\Delta t)^i}{i!} (Kg_s)(g_I)^{i-1} \leq \frac{(4\Xi)^i}{i!} (Kg_s)(g_I)^{i-1},$$

where, as discussed in the derivation of the master equation for a generic collision model, $\gamma = \Delta t g_I^2$, and for the last remainder we have used $g_s \ll g_I$ and $\sum_{i'=1}^{i-1} \frac{i'}{i''} \leq \sum_{i'=0}^{i} \frac{i'}{i''} = 2^i$. Finally, we get the result:

$$\epsilon_c \leq \frac{(2\Xi)^3}{3!} \frac{\gamma \Delta t^2 g_I}{3!} \exp(2\Xi \Delta t g_I) + \frac{(2Kg_s)^2}{2!} \frac{\Delta t^2}{2!} \exp(2\Delta t K g_s) + \frac{(4\Delta t)^2}{2!} \frac{(Kg_s \Xi \Delta t^2 g_I)}{2!} \exp(4\Xi \Delta t g_I).$$

The error bound above is valid for any collision model derived through the method discussed at the beginning of the Supplemental Material. Note that the expression in Eq. (33) does not contain any exponential function in the number of subsystems, therefore the collision model is efficiently simulable according to the dissipative quantum Church-Turing theorem. However, it is suboptimal in the dependence on $\Delta t$: the first and the third term on the right-hand side of Eq. (33) scale as $O(\Delta t^{3/2})$, having used $g_I = \sqrt{\gamma / \Delta t}$. As a consequence, the global error shows a behavior (see the discussion in the main text) $\epsilon_g = O(n \Delta t^{3/2}) = O(t^{1/2} / \sqrt{n})$, and the number of repetitions of the algorithm is of the order of $n = O(t^{1/2} / \Delta t)$. As discussed in Ref. [79], “the best we can do” in a collision model is likely to have a scaling of $\epsilon_g = O(n \Delta t^2)$. We will now show that such scaling is recovered when choosing the multipartite collision model.

From the discussion on the derivation of the MCM leading to Eq. (11), if we take as bath operators $\sigma_{E}^{\pm}$ and as initial environment state a density matrix diagonal in the computational basis, then we observe that all the terms in the master equation with an odd number of $g_I$’s are removed by the partial trace, and we should not consider them
in the above calculations. This means that the remainders are modified as follows:

\[
R_c^{(I)} = \sum_{i=2}^{\infty} \frac{(2\Xi \Delta t g_1 \Lambda)^{2i}}{(2i)!} \leq \frac{(2\Xi \Delta t g_1 \Lambda)^4}{4!} \cosh(2\Xi \Delta t g_1 \Lambda) = \frac{(2\Xi \Lambda)^4 \gamma^2 \Delta t^2}{4!} \cosh(2\Xi \Delta t g_1 \Lambda),
\]

\[
R_c^{(SI)} = \sum_{i=1}^{\infty} \frac{(2\Delta t \Lambda)^{2i+1}}{(2i+1)!} \sum_{\nu=1}^{i} \frac{(2i+\nu)^{2i+\nu+1} (\Xi g_I)^{2i+\nu+1}}{(2i+\nu+1)!} + \sum_{\nu=2}^{\infty} \frac{(2\Delta t \Lambda)^{2i}}{(2i)!} \sum_{\nu=1}^{\nu-1} \frac{(2i+\nu)^{2i+\nu+1} (\Xi g_I)^{2i+\nu+1}}{(2i)!}
\]

\[
\leq K g_s \sum_{i=1}^{\infty} \frac{(4\Delta t \Lambda)^{2i+1} (\Xi g_I)^{2i}}{(2i+1)!} + (K g_s)^2 \sum_{i=2}^{\infty} \frac{(4\Delta t \Lambda)^{2i} (\Xi g_I)^{2i-2}}{(2i)!}
\]

\[
\leq \frac{(4\Delta t \Lambda)^3 \Xi^2 g_s K \gamma \Delta t^2}{2!} \sinh(4\Xi \Delta t g_1 \Lambda) + \frac{(4\Delta t \Lambda)^3 (K g_s)^2 \gamma \Delta t^3}{4!} \cosh(4\Xi \Delta t g_1 \Lambda),
\]

where for simplicity we have approximated the partial binomial coefficient through the total binomial coefficient (tighter approximations may be found). We observe that we have recovered the desired limit of \( \epsilon_c = O(\Delta t^2) \), corresponding to the best upper bound for the error of a collision model: for the global error, we have \( \epsilon_g = O(n \Delta t^2) \), as claimed in Eq. (14) of the main text. Let us finally provide a simplified expression for the error bound, by requiring \( 4\Xi \Delta t g_1 \Lambda < 1, 2\Delta t K g_s \Lambda < 1 \). This requirement is polynomial in the trade-off between \( \Xi \) and \( K \) (increasing with the number of subsystems) and \( \Delta t \), therefore the simulation is still efficient. We have:

\[
\epsilon_c \leq \text{pol}_1(\Lambda, \Xi, K, g_s, \gamma) \Delta t^2 + \text{pol}_2(\Lambda, \Xi, K, g_s, \gamma) \Delta t^3,
\]

with

\[
\text{pol}_1(\Lambda, \Xi, K, g_s, \gamma) = \frac{(2\Xi \Lambda)^4 \gamma^2 \cosh(1/2)}{4!} + \frac{(4\Lambda)^3 \Xi^2 g_s K \gamma \sinh(1)}{2!} + \frac{e(2K g_s \Lambda)^2}{2!},
\]

\[
\text{pol}_2(\Lambda, \Xi, K, g_s, \gamma) = \frac{(4\Lambda)^4 \Xi^2 (K g_s)^2 \gamma \cosh(1)}{4!},
\]

that without assuming the \( k \)-locality condition (\( K = 1 \)) correspond to the functions introduced in Eq. (13) of the main text.

Finally, let us estimate the polynomial function \( f(M) \) appearing in the resource estimation in Eq. (15) of the main text:

\[
f(M) = \frac{(2\Xi \Lambda)^4 \gamma^2 \cosh(1/2)}{4!} + \frac{(4\Lambda)^3 \Xi^2 g_s K \gamma \sinh(1)}{2!} + \frac{e(2K g_s \Lambda)^2}{2!} + \frac{(4\Lambda)^4 \Xi^2 (K g_s)^2 \gamma \Delta t \cosh(1)}{4!} + 2e(K R A(1 + J_k R A))^2.
\]

The dependence on \( M \) appears in \( K \), as prescribed by Eq. (19), and in \( \Xi = K \cdot J_k \cdot R \). Recalling that \( K \leq M^k \), \( f(M) \) is a polynomial function of the number of subsystems.