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Abstract

The aim of this paper is to provide a definition of groupoid and cogroupoid internal to a category which makes use of only one object and morphisms, in contrast with the two object approach commonly found in the literature. We will give some examples and we will establish a relation with group objects (and Hopf algebras). The definitions presented here were designed to simplify some constructions related to internalizations, Lie groupoids and Hopf algebroids.
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1 Introduction

In standard texts about groupoids is often emphasized the bundle nature of groupoids, even those in which the approach is mainly categorial. However, a groupoid is an algebraic object in its very essence and such a point of view is capable to clarify some simpler aspects that may be hidden by the complexity of the bundle structure. In these notes we present an algebraic point of view which has some advantages in some situations (and perhaps some disadvantages in others).

In what follows we intend to use diagrams to express properties, meaning, axioms fulfilled in a given context. In this spirit, when an object is mentioned, the reader can mentally add an “if exists” in the argument.

About the notation, given a category $C$, the class of objects will be denoted by $C_0$, the class of morphisms by $C_1$, the class of morphisms from the object $A$ to the object $B$ by $C(A,B)$ and $C(A,A)$ by $\text{End}_C(A)$. The tangent functor on smooth manifolds will be denoted by $T$. It may not be usual, but the choice was made to avoid conflict with the uppercase Greek letter tau ($T$), since we need the symbols $\Sigma$ and $T$ to represent the source and target projections, in a slightly different meaning of the standard $\sigma$ and $\tau$. Sometimes, we will use the circle notation for composites, but often it will be denoted just by juxtaposition.

We will deal with pull-backs of morphisms which are often “legs” of spans. When we want this emphasis, for the pull-back of $A' \leftarrow A \rightarrow C$ and $C \leftarrow B \rightarrow B'$, instead of writing

$\begin{array}{c}
A \underset{g}{\overset{f}{\to}} C \\
\downarrow^{\pi_{fg1}} \quad \downarrow^{\pi_{fg2}} \\
A \underset{f \times g}{\overset{\pi_{fg1}}{\leftarrow}} B \\
\end{array}$

we will write

$\begin{array}{c}
A \underset{g}{\overset{f \times g}{\to}} B \\
\downarrow^{\pi_{fg1}} \quad \downarrow^{\pi_{fg2}} \\
A \underset{f}{\overset{g}{\leftarrow}} C \\
\downarrow^{f'} \quad \downarrow^{g'} \\
A' \underset{f' \circ \pi_{fg1}}{\overset{f \circ \pi_{fg1}}{\leftarrow}} A \underset{g \circ \pi_{fg2}}{\overset{g \circ \pi_{fg2}}{\rightarrow}} B' \\
\end{array}$

obtaining a new span $A' \leftarrow f' \circ \pi_{fg1} A \underset{g \circ \pi_{fg2}}{\overset{f \circ \pi_{fg1}}{\leftarrow}} B'$. 
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In section 2 we will discuss the structure of groupoids in a category, with examples of groupoids in smooth manifolds (Lie groupoids) and groupoids in associative algebras. The section ends with the obtention of group objects as a special case of groupoid objects.

In section 3 we will discuss the structure of cogroupoids in a category, with an example in commutative associative unital algebras and the obtention of Hopf algebras as a special case of cogroupoids in that algebras.

In section 4 we will discuss a diagrammatic description of an action of a groupoid. The section ends with an application to groupoids in smooth manifolds: the construction of the Lie algebroid of a Lie groupoid by means of projections. The last section only indicates directions of work by this author. In the appendix there are some remarks that do not fit well in the body of the text.

2 The groupoid structure

The classical definition of a groupoid (see e.g. [6]) makes extensive use of a (double) bundle structure. It is possible to avoid a direct use of that structure, encoding all that information in a single object sketch. Let us start with the sketch of a category in a category.

Definition 2.1 (Category in a category). Let $\mathcal{C}$ be a category, $C \in \mathcal{C}_0$, $\Sigma, T \in \text{End}_\mathcal{C}(C)$ and $\mu \in \mathcal{C}(C_2, C)$, where $C_2 \in \mathcal{C}_0$ is the pull-back

$$
\begin{array}{ccc}
C & \xrightarrow{\Sigma \times_T C} & C \\
\downarrow{\pi_{\Sigma T_1}} & & \downarrow{\pi_{\Sigma T_2}} \\
C & \xrightarrow{\Sigma} & C \\
\downarrow{T} & & \downarrow{T} \\
C & \xrightarrow{\Sigma} & C
\end{array}
$$

We call $(C, \Sigma, T, \mu)$ a category in $\mathcal{C}$ if these data satisfy

i) $T \Sigma = \Sigma$ and $\Sigma T = T$;

ii) it is commutative

$$
\begin{array}{ccc}
C & \xrightarrow{\Sigma \times_T C} & C \\
\downarrow{T \circ \pi_{\Sigma T_1}} & & \downarrow{\Sigma \circ \pi_{\Sigma T_2}} \\
C & \xrightarrow{\Sigma} & C \\
\downarrow{T} & & \downarrow{T} \\
C & \xrightarrow{\Sigma} & C
\end{array}
$$
iii) by denoting $\eta_C: C \rightarrow C \Sigma \times_T C$ as the unique arrow given by the cone $C \xrightarrow{id_C} C \Sigma \rightarrow C$ such that $\pi_{\Sigma T1} \circ \eta_C = id_C$ and $\pi_{\Sigma T2} \circ \eta_C = \Sigma$, and similarly $\eta_T: C \rightarrow C \Sigma \times_T C$ the arrow given by the cone $C \xleftarrow{T} C \xrightarrow{id_C} C$ such that $\pi_{\Sigma T1} \circ \eta_T = T$ and $\pi_{\Sigma T2} \circ \eta_T = id_C$, then

$$\mu \circ \eta_C = id_C \quad \mu \circ \eta_T = id_C \quad (3)$$

iv) there exist the pull-back $(C \Sigma \times_T C) \Sigma_2 \times_T C$, given by

$$
\begin{array}{c}
\xymatrix{C \Sigma \times_T C \ar[rr]^-{\pi_{\Sigma T1}} \ar[dd]_-{\Sigma \circ \pi_{\Sigma T2}} & & C \ar[dd]^-{T} \\
C \times_T C \ar[rr]_-{\pi_{\Sigma T2}} & & C \\
C \ar[uu]^-{\Sigma} & & C}
\end{array}
$$

and the pull-back $C \Sigma \times T_2 (C \Sigma \times T C)$ given by a similar diagram;

v) by denoting $\mu \times id_C: (C \Sigma \times T C) \Sigma_2 \times_T C \rightarrow C \Sigma \times T C$ as the unique arrow given by the diagram

$$
\begin{array}{c}
\xymatrix{(C \Sigma \times T C) \Sigma_2 \times_T C \ar[rr]^-{id_C \times id_T} \ar[dd]_-{\mu \times id_T} & & (C \Sigma \times T C) \ar[dd]^-{\Sigma \times T} \\
C \Sigma \times T C \ar[rr]_-{\pi_{\Sigma T2}} \ar[d]_-{\mu \circ \pi_{\Sigma T1}} & & C \ar[d]^-{\pi_{\Sigma T2}} \\
C \ar[rr]_-{\Sigma} & & C}
\end{array}
$$

which is well defined, because

$$\Sigma \circ \mu \circ \pi_{\Sigma T1} = \Sigma \circ \pi_{\Sigma T2} \circ \pi_{\Sigma T1} = T \circ \pi_{\Sigma T2} = T \circ id_C \circ \pi_{\Sigma T2}$$

and by $id_C \times \mu: C \Sigma \times T_2 (C \Sigma \times T C) \rightarrow C \Sigma \times T C$ the unique arrow given by the analogous cone, it holds true

$$\mu \circ (\mu \times id_C) \approx \mu \circ (id_C \times \mu) \quad (4)$$

meaning that the left hand side of the last equation is the same as the right hand side up to an isomorphism. This is necessary because we have in general an isomorphism between $(C \Sigma \times_T C) \Sigma_2 \times T C$ and $C \Sigma \times T_2 (C \Sigma \times T C)$ and not the equality:
vi) the pairs \((\Sigma, id_C)\) and \((T, id_C)\) have coequalisers.

**Remark 2.1.** There is an important consequence of the conditions in i) above, with a strong algebraic flavour. From this two conditions, we can see that

\[
\Sigma \Sigma = \Sigma
\]
\[
TT = T
\]

These are simple calculations: for example,

\[
TT = T \Sigma T = \Sigma T = T
\]

The other equation is similar. Hence, conditions i) and vi) are statements that \(\Sigma\) and \(T\) are split idempotents. ♦

**Definition 2.2** (Groupoid in a category). Let \(\mathbf{C}\) be a category, \((G, \Sigma, T, \mu)\) a category in \(\mathbf{C}\) and \(\Upsilon \in \text{End}_\mathbf{C}(G)\). We call \((G, \Sigma, T, \Upsilon, \mu)\) a groupoid in \(\mathbf{C}\) if these satisfy

i) \(T \Upsilon = \Sigma, \ Upsilon \Sigma = \Sigma, \ Upsilon \Upsilon = id_G\);

ii) by denoting \(id_G \times \Upsilon: G \to G \times_T G\) as the unique arrow given by the diagram

\[
\begin{array}{ccc}
G & \xrightarrow{id_G \times \Upsilon} & G \\
\downarrow{\text{id}_G} & & \downarrow{\text{id}_G} \\
G \times_T G & \xrightarrow{\pi_{\Sigma T}} & G \\
\downarrow{\pi_{\Sigma T}} & & \downarrow{T} \\
G & \xrightarrow{\Sigma} & G
\end{array}
\]

and by \(\Upsilon \times id_G: G \to G \times_T G\) the analogous arrow, which is well defined, because

\[
\Sigma \Upsilon = T \Sigma \Upsilon = T \Upsilon \Upsilon = T \circ id_G
\]

it holds true both

\[
\mu \circ (id_G \times \Upsilon) = T
\]
\[
\mu \circ (\Upsilon \times id_G) = \Sigma
\]

**Remark 2.2.** The definition of groupoid given here can be rephrased as: a groupoid in \(\mathbf{C}\) is an internal category in \(\mathbf{C}\) such that every morphism is an isomorphism, where category is defined as an internalisation of the definition.
of category given in [1]. So, in essence, there is nothing new about this definition. The usual notion of groupoid can be easily recovered by noting that there is a bijection between the class of identities in a category and the class of objects. In the internal sense, this is achieved by means of the coequalisers. ♦

The equivalence between this definition of internal category and the usual one can be codified in the following proposition.

**Proposition 2.1.** Let $C$ be a category with the necessary products and $(C, \Sigma, T, \mu)$ a category in $C$. Then the statement that the pairs $(\Sigma, id_C)$ and $(T, id_C)$ have coequalisers is the same that stating there is a subobject $M$ of $C$ such that the diagram

$$
\begin{array}{ccc}
M & \xrightarrow{\varepsilon} & C \\
\varepsilon \downarrow & & \downarrow (id_C, \Sigma, T) \\
C & \xrightarrow{(id_C, id_C, \Sigma)} & C \times C \times C
\end{array}
$$

is a pull-back diagram.

**Proof.** Suppose that $\sigma: C \to M$ and $\tilde{\tau}: C \to N$ are coequalizers for $(\Sigma, id_C)$ and $(T, id_C)$ respectively. By the fact that $\Sigma \Sigma = \Sigma$, there exists a unique $\varepsilon: M \to C$ such that $\varepsilon \sigma = \Sigma$. Using again the universal property of the coequalizer, is straightforward that $\varepsilon \sigma = id_M$. We can apply the same reasoning to $\tilde{\tau}$, giving a unique $\tilde{\varepsilon}: N \to C$, such that $\tilde{\varepsilon} \tilde{\tau} = T$ and $\tilde{\varepsilon} \tilde{\tau} = id_N$. Now we claim that $M$ and $N$ are isomorphic, with isomorphisms $\sigma \tilde{\varepsilon}$ and $\tilde{\varepsilon} \sigma$, mutually inverse. To see this, just notice that

$$
\begin{align*}
\Sigma T = T \\
\varepsilon \sigma \tilde{\varepsilon} \tilde{\tau} = \tilde{\varepsilon} \tilde{\tau} \\
\varepsilon \sigma \tilde{\varepsilon} = \tilde{\varepsilon} \\
\tilde{\varepsilon} \sigma \tilde{\varepsilon} = id_N
\end{align*}
$$

and analogously, from $T \Sigma = \Sigma$, that $\sigma \tilde{\varepsilon} \tilde{\tau} = id_M$. It is worth noticing that $\varepsilon$ and $\tilde{\varepsilon}$ are monomorphisms, because if we have $f$ and $g$ such that $\varepsilon f = \varepsilon g$, then $\sigma \varepsilon f = \sigma \varepsilon g$ implies $f = g$ (and the same for $\tilde{\varepsilon}$).

By defining $\tau = \sigma \tilde{\varepsilon} \tilde{\tau}$, we have $\tau: C \to M$, such that

$$
\begin{align*}
\varepsilon \tau = \varepsilon \sigma \tilde{\varepsilon} \tilde{\tau} = \Sigma T = T \\
\tau \varepsilon = \sigma \tilde{\varepsilon} \tilde{\tau} \varepsilon = id_M
\end{align*}
$$

Hence, we have

$$
\Sigma \varepsilon = \varepsilon \sigma \varepsilon = \varepsilon
$$
\[ \Sigma \varepsilon = \varepsilon = \hat{\varepsilon} \hat{\varepsilon} = T \varepsilon \]

where we used that \( \varepsilon = \hat{\varepsilon} \hat{\varepsilon} \) (which is a consequence of \( T \Sigma = \Sigma \)). Hence, we proved that the diagram

\[
\begin{array}{ccc}
M & \xrightarrow{\varepsilon} & C \\
\varepsilon \downarrow & & \downarrow (id_C, \Sigma, T) \\
C & \leftarrow & C \times C \times C
\end{array}
\]

is commutative. To show that it is a pull-back, let \( C \xleftarrow{\beta} D \xrightarrow{\alpha} C \) be a cone such that \( (id_C, \Sigma, T) \circ \alpha = (id_C, id_C, \Sigma) \circ \beta \). Notice that we have \( \alpha = \beta \).

Define \( \eta: D \rightarrow M \) by \( \eta = \sigma \alpha \). Thus,

\[ \varepsilon \eta = \varepsilon \sigma \alpha = \Sigma \alpha = \alpha \]

Now, \( \eta \) is the unique arrow with this property, because \( \varepsilon \) is monomorphism.

By the other hand, suppose that the given diagram is a pull-back. First of all, note that \( \varepsilon: M \rightarrow C \) is an equalizer for \( (\Sigma, id_C) \). To show this, note that \( \Sigma \varepsilon = \varepsilon \) and if \( e: N \rightarrow C \) is another arrow such that \( \Sigma e = e \), then

\[ Te = T \Sigma e = \Sigma e = e \]

By the universal property of the pull-back, there exists a unique \( \bar{e}: N \rightarrow M \) such that \( \varepsilon \bar{e} = e \), which gives the universal property of the equalizer. Thus, by the fact that \( \Sigma \Sigma = \Sigma \), there exists a unique arrow \( \sigma: C \rightarrow M \) such that \( \varepsilon \sigma = \Sigma \). Besides, such an arrow is a left inverse for \( \varepsilon \). To see this, notice that

\[ \varepsilon \sigma \varepsilon = \Sigma \varepsilon = \varepsilon \]

By the universal property of the equalizer, any arrow \( f \) such that \( \varepsilon f = \varepsilon \) is \( f = id_M \). Therefore, \( \sigma \varepsilon = id_M \). Now, \( \sigma \) is a coequalizer for \( (\Sigma, id_C) \). Indeed,

\[ \sigma \Sigma = \sigma \varepsilon \sigma = \sigma \]

and if \( s: C \rightarrow N \) is such that \( s \Sigma = s \), then the arrow \( s \varepsilon: M \rightarrow N \) satisfies

\[ s \varepsilon \sigma = s \Sigma = s \]

Suppose that \( \bar{s}: M \rightarrow N \) is an arrow such that \( \bar{s} \sigma = s \). Then

\[ \bar{s} = \bar{s} \varepsilon \sigma = s \varepsilon = s \varepsilon \sigma \varepsilon = s \varepsilon \]

showing the result. A similar argument shows that there is a unique \( \tau: C \rightarrow M \), with \( \tau \varepsilon = id_M \) and \( \varepsilon \tau = T \), such that \( \tau \) is a coequalizer for \( (T, id_C) \). \( \square \)
Remark 2.3. There are some cases (some categories) in which pull-backs can be described as products followed by equalizers. In these situations we have a “factorization” of some arrows, which can be useful. Let \((G, \Sigma, T, \Upsilon, \mu)\) be a groupoid in a category with such factorization and denote by \(\Delta: G \rightarrow G \times G\) the unique arrow given by the cone \(G \xleftarrow{id_G} G \times G \xrightarrow{id_G} G\). Then, we can write
\[
\eta_{\Sigma} = (id_G, \Sigma) \circ \Delta \\
\eta_T = (T, id_G) \circ \Delta \\
\Upsilon \times id_G = (\Upsilon, id_G) \circ \Delta \\
id_G \times \Upsilon = (id_G, \Upsilon) \circ \Delta
\]

The first advantage of definition 2.2 can be seen when we are dealing with homomorphisms of groupoids.

Definition 2.3 (Homomorphisms of groupoids). Let \(C\) be a category and \((G, \Sigma_G, T_G, \Upsilon_G, \mu_G)\), \((H, \Sigma_H, T_H, \Upsilon_H, \mu_H)\) be groupoids in \(C\). \(F \in C(G, H)\) is called a homomorphism of groupoids (or a homomorphism of the groupoids \(G\) and \(H\)), if and only if the following diagrams are commutative:

\[
\begin{array}{ccc}
G \xrightarrow{F} H & \xrightarrow{\Sigma_H} H \\
\downarrow \Sigma_G & \downarrow \Sigma_H \\
G & \xrightarrow{F} H
\end{array}
\quad
\begin{array}{ccc}
G \xrightarrow{F} H & \xrightarrow{T_H} H \\
\downarrow \mu_G & \downarrow \mu_H \\
G & \xrightarrow{F} H
\end{array}
\]

Remark 2.4. Notice that if the above diagrams are commutative, so is the corresponding diagram involving \(\Upsilon_G\) and \(\Upsilon_H\). It is also worth noticing that this is just the definition of internal functor between categories “only with morphisms”. ♦

With these definitions at hand, it is possible to discuss the concept of groupoid in any category with some products and some pull-backs. As one can easily see, when in a concrete category, the double bundle structure is recovered by the coequalizers conditions, which give the base object. The reader is invited to do some sketches in categories like \(\text{Set}\), the category of functions between (ZFC) sets, or \(\text{Top}\), the category of continuous functions between (small) topological spaces.

The above definition was designed to shed some light on facts about groupoids in \(\text{Man}\), the category of smooth (\(C^\infty\)) functions between smooth manifolds (locally Euclidean, second countable, Hausdorff topological spaces).\(^1\)

The next proposition will play a central role on the discussion about Lie groupoids.

\(^1\)For those concerned with size problems, see appendix A.
Proposition 2.2. Suppose that \((G, \Sigma, T, \Upsilon, \mu)\) is a groupoid in \(\text{Man}\). Then there is an embedded submanifold \(M\) of \(G\) such that \(M = \Sigma(G) = T(G)\).

Proof. Suppose first \(G\) connected and consider the set \(M = \text{im}(\Sigma)\). If \(x \in M\), by \(\Sigma \Sigma = \Sigma\) we have \(T_x \Sigma \circ T_x \Sigma = T_x \Sigma\) which leads to \(\text{im}(T_x \Sigma) = \text{ker}(\text{Id} - T_x \Sigma)\). By the kernel and image theorem, we have

\[
\dim(\text{im}(T_x \Sigma)) + \dim(\text{ker}(T_x \Sigma)) = \dim(G)
\]

which means

\[
\dim(\text{ker}(\text{Id} - T_x \Sigma)) + \dim(\text{ker}(T_x \Sigma)) = \dim(G)
\]

By continuity, there is an open neighbourhood \(U_x\) of \(x\) such that neither \(\dim(\text{ker}(T_x \Sigma))\) nor \(\dim(\text{ker}(\text{Id} - T_x \Sigma))\) can fall down. Hence, in that neighbourhood, \(T_x \Sigma\) has constant rank. From \(G\) connected and \(\Sigma\) continuous, it follows that \(\text{rank}(T_x \Sigma) = r\) for all \(x \in \text{im}(\Sigma)\). For \(x \in \text{im}(\Sigma)\) we have yet an open neighbourhood \(V_x\) of \(x\) such that \(\text{rank}(T_y \Sigma) \geq r, \forall y \in V_x\).

On the other hand,

\[
\text{rank}(T_y \Sigma) = \text{rank}(T_{\Sigma(y)} \Sigma \circ T_y \Sigma) = \text{rank}(T_{\Sigma(y)} \Sigma) \leq \text{rank}(T_{\Sigma(y)} \Sigma) = r
\]

therefore \(\text{rank}(T_y \Sigma) = r, \forall y \in V_x\).

It follows that \(V = \bigcup_{x \in \text{im}(\Sigma)} V_x\) is a neighbourhood of \(M = \text{im}(\Sigma)\) such that \(T \Sigma\) has constant rank. By the theorem of the constant rank map, \(M\) is an embedded submanifold of \(G\).

If \(G\) is not connected, the argument can be repeated in each component and the result still holds.

Now, it remains to show that \(\text{im}(\Sigma) = \text{im}(T)\). On one hand, we have

\[
x \in \text{im}(\Sigma) \Rightarrow (\exists g \in G; \Sigma(g) = x) \Rightarrow T \Sigma(g) = T(x) \Rightarrow \Sigma(g) = T(x) \Rightarrow x = T(x) \Rightarrow \text{im}(\Sigma) \subseteq \text{im}(T)
\]

because \(T \Sigma = \Sigma\). On the other hand,

\[
y \in \text{im}(T) \Rightarrow (\exists g \in G; T(g) = y) \Rightarrow \Sigma T(g) = \Sigma(y) \Rightarrow T(g) = \Sigma(y) \Rightarrow y = \Sigma(y) \Rightarrow \text{im}(T) \subseteq \text{im}(\Sigma)
\]

because \(\Sigma T = T\). Hence, \(\text{im}(T) = \text{im}(\Sigma) = M\).

Remark 2.5. The embedding \(\varepsilon: M \rightarrow G\) is proper. To see this, let \(K\) be a compact set in \(G\). If \(x \in \varepsilon^{-1}(K)\), then \(x = T(\varepsilon(x))\) gives \(x \in T(K)\), hence \(\varepsilon^{-1}(K) \subseteq T(K)\). By continuity of \(T, T(K)\) is a compact subset of \(M\). By continuity of \(\varepsilon\) and \(K\) being closed, it follows that \(\varepsilon^{-1}(K)\) is a closed subset of a compact set (in a Hausdorff space), therefore compact. This shows that \(M\) is a properly (closed) embedded submanifold of \(G\). ☐
The above remark is not so surprising since, in essence, is a restatement of
the fact that if \((G, \Sigma, T, \Upsilon, \mu)\) is a groupoid in \(\text{Man}\), then there is an object
\(M\) defined by the pull-back
\[
\begin{array}{ccc}
M & \xrightarrow{\varepsilon} & G \\
\varepsilon \downarrow & & \downarrow (id_G, \Sigma, T) \\
G & \xrightarrow{(id_G, id_G, \Sigma)} & G \times G \times G
\end{array}
\]
For the \(\text{Man}\) category, no natural description of subobjects is available, so
the existence of the proper embedded manifold \(M\) cannot be derived by pure
categorial reasoning. The interesting thing is that the condition on coequalizers,
in this case, is automatically fulfilled. The subobject \(M\) in the category
\(\text{Man}\) (as in many others) is uniquely determined (up to isomorphism) by
the algebraic conditions on \(\Sigma\) and \(T\), being redundant the requirement of a
"unity section".

The usual definition of Lie groupoid\(^2\) involves a pair of manifolds\(^3\) \(G\) and
\(M\), a pair of surjective submersions \(\sigma, \tau: G \to M\) (the source and the target
projections), a smooth groupoid multiplication \(\mu: G_2 \to G\), a smooth inver-
sion map \(\Upsilon: G \to G\) and an embedding \(\varepsilon: M \to G\) (the identity section),
satisfying some desired conditions. The next theorem states that such a Lie
groupoid is just a groupoid in \(\text{Man}\).

**Theorem 2.1.** Let \((G, \Sigma, T, \Upsilon, \mu)\) be a groupoid in \(\text{Man}\). Then there exist
an embedding \(\varepsilon: M \to G\), a pair of surjective submersions \(\sigma, \tau: G \to M\), a
smooth map \(\mu: G_2 \to G\) and a smooth map \(\iota: G \to G\) such that

i) for \((h, g) \in G_2\), \(\sigma(\mu(h, g)) = \sigma(g)\) and \(\tau(\mu(h, g)) = \tau(h)\);

ii) \(\mu\) is associative;

iii) \(\sigma(\varepsilon(x)) = \tau(\varepsilon(x)) = x\) for all \(x \in M\);

iv) \(\mu(g, \varepsilon(\sigma(g))) = g\) and \(\mu(\varepsilon(\tau(g)), g) = g\), for all \(g \in G\);

v) for \(g \in G\), \(\sigma(\iota(g)) = \tau(g)\), \(\tau(\iota(g)) = \sigma(g)\) and \(\mu(\iota(g), g) = \varepsilon(\sigma(g))\),
\(\mu(g, \iota(g)) = \varepsilon(\tau(g))\).

\(^2\)See e.g. \[6\].

\(^3\)I always consider the base space and the total space of a Lie groupoid as being Haus-
dorff, second countable manifolds, but in other texts this may not be the case. For those
important cases where the groupoid is able to be non Hausdorff, I prefer the terminology
differentiable groupoid instead of Lie groupoid.
Proof. From proposition 2.2, the set $M = \text{im}(\Sigma) = \text{im}(T)$ is an embedded manifold in $G$. Let $\varepsilon: M \to G$ be the corresponding embedding. Now, let $\sigma = \Sigma|_{\text{im}M}$ and $\tau = T|_{\text{im}M}$, the compositions of $\Sigma$ and $T$ with the inverse of $\varepsilon$ (which makes sense since the image of $\Sigma$ and $T$ is a manifold in which $\varepsilon$ has an inverse defined). Let $i = \Upsilon$. Notice that $\sigma$ and $\tau$, being restrictions to the images of smooth constant rank maps, and the image being an embedded manifold, are automatically surjective submersions. Item $i)$ is just a restatement of item $ii)$ in definition 2.2, restricted to the image. Item $ii)$ is trivial from the definitions. Item $iii)$ follows from

$$
\sigma(\varepsilon(x)) = \Sigma(T(g)) = T(g) = \tau(\varepsilon(x)) = x
$$

since $g = \varepsilon(x)$ implies $g \in \text{im}(T)$, with $g = T(g)$ and $\Sigma T = T$. Item $iv)$ follows from

$$
\mu(g, \varepsilon(\sigma(g))) = \mu(g, \Sigma(g)) = g
$$

and from

$$
\mu(\varepsilon(\tau(g)), g) = \mu(T(g), g) = g
$$

Item $v)$ is just a restatement of item $iv)$ of definition 2.2 and the conditions of item $i)$ in the same definition.

The above result is the reason why I prefer to call Lie groupoids those groupoids in which both total space and base space are smooth manifolds. However, differentiable groupoids, in which the total space has a weaker notion of differential structure, are very important in many branches of mathematics and to get such groupoids with this framework is a matter of choosing the right $C^\infty$ category.

Example 2.1. Let $M$ be a smooth manifold. Let $\text{Aut}_\infty^\text{loc}(M)$ be the space of all local diffeomorphisms between open sets of $M$. Define $\Sigma, T, \Upsilon: \text{Aut}_\infty^\text{loc}(M) \to \text{Aut}_\infty^\text{loc}(M)$ given by, for all $f \in \text{Aut}_\infty^\text{loc}(M)$,

$$
\Sigma(f) = f^{-1} \circ f
$$

$$
T(f) = f \circ f^{-1}
$$

$$
\Upsilon(f) = f^{-1}
$$

Whenever $\Sigma(g) = T(f)$, define $\mu(g, f) = g \circ f$. We claim that $(\text{Aut}_\infty^\text{loc}(M), \Sigma, T, \mu, \Upsilon)$ is a diffeological groupoid, i.e. a groupoid in the category of diffeological maps between diffeological spaces. That the space $\text{Aut}_\infty^\text{loc}(M)$ is diffeological, as well as the fact that the maps above defined are diffeological, are left to the reader. The reader unfamiliar with the concept of diffeological space can find a definition in [10], but it will not be crucial.
here, since it only serves as a “receptacle” that organizes entities which have some notion of differentiability, such as foliations, singular spaces and spaces of (smooth) functions, just to draw a few examples. The important thing is that this is a category with wild objects, but with very nice categorial properties, allowing the construction of all universal objects needed here.

For the structure, notice that, for all $f \in \text{Aut}^\infty_{\text{loc}}(M)$,

$$T(\Sigma(f)) = T(f^{-1} \circ f) = T(id_{\text{dom}(f)}) = id_{\text{dom}(f)} = \Sigma(f)$$

hence, $T\Sigma = \Sigma$. An analogous reasoning shows that $\Sigma T = T(\mu(g,f)) = \mu(id_{\text{dom}(f)} \circ f) = \mu(id_{\text{dom}(f)}) = \Sigma(\mu(g,f))$ and $T(\mu(g,f)) = T(id_{\text{dom}(f)} \circ f) = id_{\text{dom}(f)} \circ f = \Sigma(\mu(g,f))$, for all $f \in \text{Aut}^\infty_{\text{loc}}(M)$. Besides, $\mu \circ \eta_S = id_{\text{Aut}^\infty_{\text{loc}}(M)}$ and $\mu \circ \eta_T = id_{\text{Aut}^\infty_{\text{loc}}(M)}$ are also very clear. The associativity of $\mu$ follows directly from the associativity of the composition of functions. For the coequalizer of $(\Sigma, id_{\text{Aut}^\infty_{\text{loc}}(M)})$, define $O(M)$ as the space of all open sets of $M$ and $\sigma: \text{Aut}^\infty_{\text{loc}}(M) \to O(M)$ as the map given by, for all $f \in \text{Aut}^\infty_{\text{loc}}(M)$,

$$\sigma(f) = \text{dom}(f)$$

That $\sigma$ satisfies the desired universal properties is an easy calculation and is left to the reader. The definition of the coequalizer $\tau: \text{Aut}^\infty_{\text{loc}}(M) \to O(M)$ of the pair $(T, id_{\text{Aut}^\infty_{\text{loc}}(M)})$ is analogous and left to the reader as well.

One could have started with the space of homeomorphisms between open sets of the topological space $M$, which will be denoted by $\text{Aut}^0_{\text{loc}}(M)$, getting a similar structure of (topological) groupoid on $\text{Aut}^0_{\text{loc}}(M)$. In the case when $M$ is a smooth manifold $\text{Aut}^\infty_{\text{loc}}(M)$ is a wide subgroupoid of $\text{Aut}^0_{\text{loc}}(M)$, i.e. a subgroupoid which contains all the identities of the ambient groupoid. Wide subgroupoids of $\text{Aut}^0_{\text{loc}}(M)$ play a central role in the theory of manifolds, particularly on the theory of symmetries on manifolds with structure. In fact, a wide subgroupoid $\Gamma \subseteq \text{Aut}^0_{\text{loc}}(M)$ is called a pseudogroup of transformations if it is closed by restrictions, i.e. $(f: U \to V) \in \Gamma$ if and only if $f_{\alpha} = f|_{U_{\alpha}} \in \Gamma$ for all open covers $U = \bigcup U_{\alpha}$. This definition is equivalent to the one usually found in the literature, for example as in [2]. ♦

**Remark 2.6.** In the literature on Lie groupoids is often stressed out that a Lie groupoid is a category in which both space of objects and space of morphisms have smooth structures, where all structure maps are smooth, and the source and target (domain and codomain) maps are surjective submersions. The later demand seems as crucial as *ad hoc* and, within this context, it is not clear what must be the conditions in such maps if one attempts to generalise the concept of groupoid for a weaker notion of differentiability, as diffeological spaces. The approach followed in these notes makes clear some things that
are more or less obscured by the traditional (in the sense of wide spread) definition. First of all, the category dependent conditions usually imposed on source and target maps (submersion is a feature of smooth spaces) are demonstrable here. Thus, in the category of diffeological spaces of the last example, we didn’t need to care which conditions are to be imposed on such maps, avoiding what could be a hard analytical problem. Secondly, this approach makes clear that the “section of unity”, also stressed out as necessary, is in fact redundant.

Example 2.2. Another interesting example of these ideas is the groupoid object in $R\text{Ass}$, the category of associative $R$-algebras with its homomorphisms as morphisms. Let $(G, \Sigma, T, \Upsilon, \mu)$ be a groupoid in associative $R$-algebras. The defining conditions of $\Sigma$ and $T$ imply that both are projections. Thus, we have two splitting of $G$

$$G = \text{ker}(\Sigma) \oplus \text{im}(\Sigma)$$

$$G = \text{ker}(T) \oplus \text{im}(T)$$

The reader can check this by noting that there is a unique way to write an element $g \in G$ in terms of $\text{ker}(P)$ and $\text{im}(P)$, $P$ being either $\Sigma$ or $T$ (or any projection): $g = (g - P(g)) + P(g)$.

The compatibility condition between $\Sigma$ and $T$ implies $\text{im}(\Sigma) = \text{im}(T)$. It may not be difficult for the reader to check that $H = \text{im}(\Sigma) = \text{im}(T)$ is a subalgebra of $G$, such that both $\text{ker}(\Sigma)$ and $\text{ker}(T)$ are $H$-bimodules. Besides, any $x \in H$ satisfies $x = \Sigma(x) = T(x)$. The defining conditions of $\Upsilon$ imply that it is an involution which leaves $H$ invariant. Also, $\Upsilon$ “reflects” $\text{ker}(\Sigma)$ and $\text{ker}(T)$ one to the other.

The product $G \times G$ is the direct product of $R$-algebras, with multiplication defined by

$$(g, f) \cdot (g', f') = (gg', ff'), \ \forall (g, f), (g', f') \in G \times G$$

Hence, $G_2$ is defined as being

$$G_2 = \{(g, f) \in G \times G \mid T(f) = \Sigma(g)\}$$

Write $G \times G = (\text{ker}(\Sigma) \oplus H) \times (\text{ker}(T) \oplus H)$. We have then

$$T(f) = \Sigma(g) \ \Rightarrow \ T(f_T + f_H) = \Sigma(g_S + g_H) \Rightarrow T(f_H) = \Sigma(g_H) \Rightarrow f_H = g_H$$

where the sub-indices denote the respective decomposition in the direct sum. Hence, $G_2 \approx \text{ker}(\Sigma) \oplus \text{ker}(T) \oplus H$. For the record, the induced multiplication in $G_2$ reads

$$(g_S, f_T, x) \cdot (g'_S, f'_T, x') = (g_Sg'_S + g_Sx' + xg'_S, f_Tf'_T + f_Tx' + xf'_T, xx')$$
From equation 3 in definition 2.1, we have
\[ \mu(\eta_\Sigma(g_\Sigma + x)) = g_\Sigma + x \]
Which gives
\[ g_\Sigma + x = \mu(g_\Sigma, 0, x) \] (6)
And for T
\[ \mu(\eta_T(g_T + x)) = g_T + x \]
Which gives
\[ g_T + x = \mu(0, g_T, x) \] (7)
From these equations we infer that
i) \( \mu(0, 0, x) = x; \)
ii) \( \mu(g_\Sigma, 0, 0) = g_\Sigma; \)
iii) \( \mu(0, g_T, 0) = g_T. \)
But \( \mu, \) being \( R \)-linear, must satisfy
\[ \mu(g_\Sigma, f_T, x) = \mu(g_\Sigma, 0, 0) + \mu(0, f_T, 0) + \mu(0, 0, x) = g_\Sigma + f_T + x \]
Hence, \( \mu \) is nothing but the sum in the algebra.
From equations 5 in definition 2.2 we have
\[ \mu(id_G \times \Upsilon)(g_T + x) = T(g_T + x) = x \therefore \]
\[ x = \mu(g_T, \Upsilon(g_T), x) = g_T + \Upsilon(g_T) + x \therefore \]
\[ \Upsilon(g_T) = -g_T \] (8)
\[ \mu(id_G \times \Upsilon)(g_\Sigma + x) = T(g_\Sigma) + x \therefore \]
\[ T(g_\Sigma) + x = \mu(g_\Sigma, \Upsilon(g_\Sigma), x) = g_\Sigma + \Upsilon(g_\Sigma) + x \therefore \]
\[ \Upsilon(g_\Sigma) = T(g_\Sigma) - g_\Sigma \] (9)
\[ \mu(\Upsilon \times id_G)(g_T + x) = \Sigma(g_T) + x \therefore \]
\[ \Sigma(g_T) + x = \mu(\Upsilon(g_T), g_T, x) = \Upsilon(g_T) + g_T + x \therefore \]
\[ \Upsilon(g_T) = \Sigma(g_T) - g_T \] (10)
\[ \mu(\Upsilon \times id_G)(g_\Sigma + x) = x \therefore \]
\[ x = \mu(\Upsilon(g_\Sigma), g_\Sigma, x) = \Upsilon(g_\Sigma) + g_\Sigma + x \therefore \]
\[ \Upsilon(g_\Sigma) = -g_\Sigma \] (11)
From 8 and 11, we have that $\Upsilon$ is the additive inversion on the $H$-modules $ker(\Sigma)$ and $ker(T)$. Combining these with 9 and 10, we have

$$\Upsilon(g_{\Sigma}) = T(g_{\Sigma}) - g_{\Sigma} \cdot \cdot \cdot$$

$$-g_{\Sigma} = T(g_{\Sigma}) - g_{\Sigma} \cdot \cdot \cdot$$

$$T(g_{\Sigma}) = 0$$

An analogous reasoning shows that

$$\Sigma(g_T) = 0$$

Therefore, for all $g \in G$, we have

$$T(g) - \Sigma(g) = T(g_{\Sigma} + x) - \Sigma(g_{\Sigma} + x) = T(g_{\Sigma}) + x - \Sigma(g_{\Sigma}) - x = 0$$

Thus, $T = \Sigma$.

Let $N = ker(\Sigma) = ker(T)$. We have $G_2 = N \oplus N \oplus H$. For $p, q \in N$, the multiplication in $G$ must satisfy

$$p \cdot q = \mu(p, 0, 0) \cdot \mu(0, q, 0) = \mu((p, 0, 0) \cdot (0, q, 0)) = \mu(0, p, 0, q, 0) = 0$$

where we used the fact that $\mu$ is an algebra homomorphism.

It follows that $G$ is the Abelian extension of the algebra $H$ by the $H$-bimodule $N$. The reader may enjoy to prove that any such extension defines a groupoid object in RA\textit{s}ss. The space $\text{Iso}(G, G')$ of isomorphisms of the groupoids $G$ and $G'$ consists of all isomorphic Abelian extensions $G$ and $G'$ of isomorphic $R$-algebras $H$ and $H'$ by the respective (isomorphic) bimodules $N$ and $N'$. In this way one can consider the space $\text{Hom}(G, G')$ of homomorphisms of groupoid objects. It will list all the possible relations (by morphisms) between Abelian extensions. The industrious reader may enjoy to prove in addition that groupoid objects in the categories of Lie algebras and Poisson algebras give Abelian extensions as well. The proof is almost the same of that given here for associative algebras. Hence, we can regard groupoid objects as a kind of trivial extension of the space in question. In cases in which such extensions furnish a representation (as in the algebraic cases above) the groupoid objects are related to classification problems and can offer an organized way to state Morita equivalences. 

\footnote{For a definition, see for example [5].}
To end this section, let’s return to the general situation and see how the
definition of groupoid in a category, presented here, has the definition of
group in a category as a special case.

**Proposition 2.3.** Let $\mathcal{C}$ be a category with terminal object $1$ and $(G, \Sigma, T, \Upsilon, \mu)$ be a groupoid in $\mathcal{C}$. Then the groupoid mentioned is a group object in $\mathcal{C}$, precisely when there is an element $e: 1 \to G$ of $G$ such that $\Sigma = T = e_1$, where $e_1 = e \circ !$, and $!$ denotes the unique morphism $!: G \to 1$.

**Proof.** Suppose that $\Sigma = T = e \circ !$. Then, the pull-back $G \times_T G$ is the equalizer of the two equal morphisms $\Sigma$ and $T$, which can be written as the composite of the arrow $e$ with the pull-back diagram $G \times 1$, furnishing $G \times_T G = G \times G$. Thus, $\mu: G \times G \to G$. Now we can use the factorization mentioned in remark 2.3 which gives the following diagram for identities:

$$
\begin{array}{ccc}
G \times G & \xrightarrow{(id_G, \Sigma)} & G \times G \\
\uparrow \Delta & & \downarrow \mu \\
G & \xrightarrow{id_G} & G
\end{array}
$$

The reader can check the following. There is a canonical isomorphism $\lambda: G \to G \times 1$, and this isomorphism can be written as $\lambda = (id_G, !) \circ \Delta$ (this is a simple exercise in products and terminal objects). The above diagram is then

$$
\begin{array}{ccc}
G \times 1 & \xrightarrow{(id_G, e)} & G \times G \\
\uparrow \lambda & & \downarrow \mu \\
G & \xrightarrow{id_G} & G
\end{array}
$$

It is clear that one can do the same for $1 \times G$. For the inversion, we have

$$
\begin{array}{ccc}
G \times G & \xrightarrow{(id_G, \Upsilon)} & G \times G \\
\uparrow \Delta & & \downarrow \mu \\
G & \xrightarrow{T} & G
\end{array}
$$

which gives

$$
\begin{array}{ccc}
G \times G & \xrightarrow{(id_G, \Upsilon)} & G \times G \\
\uparrow \Delta & & \downarrow \mu \\
G & \xrightarrow{!} 1 & \xrightarrow{e} G
\end{array}
$$
It is remaining only the associativity of $\mu$. But this is trivial, because the limit $G_3$ is clearly isomorphic to $G \times (G \times G)$ and to $(G \times G) \times G$. These furnish all diagrams in the definition of a group in $C$ (see [7]).

On the other hand, if one has a group object in $C$, a groupoid is obtained by defining $\Sigma = T = e \circ !$.

\section{Cogroupoids}

\begin{definition}[Cogroupoid in a category] Let $C$ be a category. A cogroupoid in $C$ is a groupoid in $C^{op}$, where $C^{op}$ denotes the opposite category of $C$.

It is worthy to write explicitly the diagrams in the case in which the given colimits can be expressed as combinations of coproducts and coequalizers. In this case a cogroupoid in $C$ consists in $(C, S, T, U, m)$, where $C \in C_0$, $S, T, U \in \text{End}_C(C)$ and $m \in C(C, C^2)$, with $C^2 \in C_0$ being the push-out

$$
\begin{array}{ccc}
C & \xrightarrow{T} & C \\
\downarrow{S} & & \downarrow{r_1} \\
C & \xrightarrow{r_2} & C^2
\end{array}
$$

We also have $S^2 = S$, $T^2 = T$, $ST = S$, $TS = T$, $UT = S$, $SU = S$, $U^2 = id_C$. It is commutative

$$
\begin{array}{ccc}
C & \xrightarrow{T} & C \\
\downarrow{T} & & \downarrow{m} \\
C & \xrightarrow{r_1} & C^2 & \xrightarrow{r_2} & C
\end{array}
$$

$C \sqcup C, C \sqcup C \sqcup C \in C_0$ and the codiagonal morphism $\delta: C \sqcup C \to C$ do exists, making commutative the following diagram

$$
\begin{array}{ccc}
C & \xrightarrow{id_C} & C \\
\downarrow{m} & & \downarrow{m} \\
C^2 & \xrightarrow{T \sqcup id_C} & C \sqcup C & \xrightarrow{id_C \sqcup S} & C^2
\end{array}
$$

where we interpret symbols like $T \sqcup id_C$ as the morphism induced by the epic $C \sqcup C \to C^2$, since push-outs are “quotient objects” of coproducts (by coequalizers). It is commutative

$$
\begin{array}{ccc}
C & \xrightarrow{S} & C & \xrightarrow{T} & C \\
\downarrow{m} & & \downarrow{\delta} & & \downarrow{m} \\
C^2 & \xrightarrow{U \sqcup id_C} & C \sqcup C & \xrightarrow{id_C \sqcup \delta} & C^2
\end{array}
$$
\( C^3 \in C_0 \) is the evident colimit that makes the following diagram commutative

\[
\begin{array}{ccc}
C & \xrightarrow{m} & C^2 \\
\downarrow{m} & & \downarrow{id_C \sqcup m} \\
C^2 & \xrightarrow{m \sqcup id_c} & C^3
\end{array}
\]

and the pairs \((S, id_C)\) and \((T, id_C)\) have equalizers.

**Remark 3.1.** When the coproduct \( C \sqcup C \) is defined, the codiagonal morphism is canonically defined as the unique morphism \( \delta : C \sqcup C \to C \) making commutative the following diagram

\[\xymatrix{C \ar[rr]^{\delta} \ar[rr]^{id_C} \ar[dr]^{\delta} & & C \ar[dl]_{id_C} \\
& C}
\]

As an example, if \( A \) is an associative commutative unital \( R \)-algebra, the coproduct is the tensor product \( \otimes \) (over \( R \)) and the diagram means \( \delta(a \otimes 1) = a \) and \( \delta(1 \otimes a) = a \), for all \( a \in A \). But the multiplication in \( A \) has this property. Being \( \delta \) unique, \( \delta \) is just the multiplication in \( A \). \( \diamond \)

**Example 3.1.** In [8], the authors show that there is a category \( C^\infty \text{Alg} \), full subcategory of the category of associative commutative unital \( \mathbb{R} \)-algebras, which is (anti)isomorphic to \( \text{Man} \). The functor which gives the isomorphism from manifolds to \( C^\infty \text{Alg} \) consists in taking the \( \mathbb{R} \)-algebra of smooth functions on a manifold (on objects) and in taking the homomorphism of \( \mathbb{R} \)-algebras induced by composition (on morphisms). Thus, our analysis shows that cogroupoids in \( C^\infty \text{Alg} \) are exactly the Lie groupoids in \( \text{Man} \). \( \diamond \)

In light of proposition 2.3 it is worthy to give a description when the cogroupoid is dual of a groupoid that is a group object, in a category which is subcategory of associative commutative unital \( R \)-algebras (for \( R \) a ring).

**Proposition 3.1.** Let \( R \) be a commutative unital ring, \( C \) be the category of associative commutative unital \( R \)-algebras (and homomorphisms) and \((C, S, T, U, m)\) be a cogroupoid in \( C \). Then the cogroupoid mentioned is a Hopf algebra, precisely when there is a homomorphism of \( R \)-algebras \( \varepsilon : C \to R \), such that \( S = T = i \circ \varepsilon \), where \( i : R \to C \) is the canonical inclusion of \( R \) in the \( R \)-algebra \( C \), satisfying \( \varepsilon \circ i = id_R \).

\[\text{See, for example, [4].}\]
Proof. Let’s begin by constructing $C^2$. The push-out of two $R$-algebras of the given type is obtained by coequalizing the coproduct of $C$ and $C$ by the homomorphisms $S$ and $T$. In other words, one just have to take the tensor algebra $C \otimes C$ (tensor over $R$) and then take the quotient by the ideal generated by elements of the form $S(c) \otimes 1 - 1 \otimes T(c)$, for all $c \in C$, where 1 denotes the unit element in $C$. By the hypothesis, we have $S(c) = T(c)$, for all $c \in C$. Hence $C^2 = C \otimes C$. It is not hard to see that $C^3$ is isomorphic to both $(C \otimes C) \otimes C$ and $C \otimes (C \otimes C)$. By hypothesis, $m: C \to C \otimes C$ is a homomorphism of $R$-algebras and it is associative. By calling $\mu: C \otimes C \to C$ the multiplication on $C$ (and remember that it is also the codiagonal morphism), we have $(C, \mu, \iota)$ an $R$-algebra, $(C, m, \varepsilon)$ an $R$-coalgebra, such that $(C, \mu, m, \iota, \varepsilon)$ is an $R$-bialgebra. Now, the diagram

\[
\begin{array}{ccccccc}
C & \xrightarrow{\varepsilon} & R & \xrightarrow{\iota} & C & \xleftarrow{\mu} & C \\
\downarrow{m} & & \downarrow{\iota} & & \downarrow{\mu} & & \downarrow{m} \\
C \otimes C & \xrightarrow{id \otimes C} & C \otimes C & \xleftarrow{id C \otimes} & C \otimes C & \xrightarrow{\mu} & C \otimes C
\end{array}
\]

is just the diagram of an antipode on $C$, making $(C, \mu, m, \iota, \varepsilon, U)$ a Hopf algebra. As a special feature, from the diagrams involving $m$ and $S$ one can easily see that $m(1) = 1 \otimes 1$.

On the other hand, given a Hopf $R$-algebra $(C, \mu, m, \iota, \varepsilon, U)$, define $S = T = \iota \circ \varepsilon$. It is easy to see that $(C, S, T, U, m)$ is a cogroupoid in $C$ of the given type. □

The proposition above legitimate the terminology *Hopf algebroid* for a cogroupoid object in a category of algebras (with some “nice” properties), largely used in the literature.

### 4 Category actions

It may be interesting at this point to give a diagrammatic description of an action of a category object in a category on an object. It will be described left actions, but one can easily define right actions as well. The only thing to be noted is that the situation here is not as symmetric as in the case of a group, for example. For a right action, the role of $\Sigma$ and $T$ are interchanged. Here $C$ denotes a category.

**Definition 4.1 (Category action).** Let $(C, \Sigma, T, \mu)$ be a category in $C$, $E \in C_0$ be an object and $\varphi \in C(E, C)$ be a morphism. Suppose that the pull-back
where \( \varphi_\Sigma = \Sigma \circ \varphi \), do exists. A morphism \( \theta : C \times_\varphi E \to E \) in \( C \) is called an action of \( C \) on \( E \) by \( \varphi \) if and only if it satisfies:

1) by denoting \( \eta_\Sigma : C \to C \times_\varphi E \) as the unique arrow given by the cone \( C \xleftarrow{\varphi_\Sigma} E \xrightarrow{id_E} E \), such that \( \pi_1 \circ \eta_\Sigma = \varphi_\Sigma \) and \( \pi_2 \circ \eta_\Sigma = id_E \), then it commutes

\[
\begin{array}{c}
C \xleftarrow{\varphi_\Sigma} E \\
\searrow \eta_\Sigma \\
\downarrow T \circ \pi_2 \\
C \times_\varphi E \xrightarrow{id_E} E \end{array}
\] (12)

ii) there exist the pull-back \( (C \times_T C) \Sigma_2 \times_\varphi E \) given by

\[
\begin{array}{c}
(C \times_T C) \Sigma_2 \times_\varphi E \\
\searrow \pi_2 \times id \\
\downarrow \theta \\
C \times_\varphi E \\
\searrow \varphi_\Sigma \\
\downarrow \eta_\Sigma \times \varphi_\Sigma \\
C \times_\varphi E \xrightarrow{id_E} E \end{array}
\] (13)

and the pull-back \( C \times T_2 (C \Sigma \times_\varphi E) \) given by a similar diagram;

iii) by denoting \( \mu \times id_E : (C \times_T C) \Sigma_2 \times_\varphi E \to C \Sigma \times_\varphi E \) as the unique arrow given by the cone \( C \xleftarrow{\mu \times id_E} (C \times_T C) \Sigma_2 \times_\varphi E \xrightarrow{id_E \circ \Sigma_2 \varphi} E \) and by \( id_C \times \theta : C \Sigma \times T_2 (C \Sigma \times_\varphi E) \to C \Sigma \times_\varphi E \) as the unique arrow given by the cone \( C \xleftarrow{id_C \times \theta} C \Sigma \times T_2 (C \Sigma \times_\varphi E) \xrightarrow{\theta \circ \Sigma_2 \varphi} E \), it holds true

\[
\theta \circ (id_C \times \theta) \approx \theta \circ (\mu \times id_E)
\] (14)

meaning that the left hand side of the last equation is the same as the right hand side up to isomorphism. Again, this is necessary because we
have in general only an isomorphism between \((C \Sigma \times T C) \Sigma_2 \times \varphi E\) and \(C \Sigma \times T_2 \ (C \Sigma \times \varphi E)\).

One important fact is that a category internal to a category acts on itself in a natural way. To see this, take \(\varphi = T\) and \(\theta = \mu\). Now, notice that \(T\Sigma = \Sigma \circ T = T\), furnishing \(\eta \Sigma T = \eta T\) and fulfilling the upper triangle in diagram \([12]\). The remaining conditions in diagram \([12]\) are fulfilled, because of conditions \([2]\) and \([3]\) in definition \([2.1]\). Diagram \([14]\) is just a statement of the associativity of \(\mu\).

With these tools at hand, consider again the case of groupoids in \(\mathbf{Man}\), i.e. Lie groupoids. Associated to the projection \(T\) there is the vertical space \(V^T G = \ker(TT)\). The multiplication \(\mu\) of the groupoid \(G\) induces a left action \(L_g: G_\Sigma(g) \to T(g) G\), where \(G_\Sigma(g)\) denotes the subset of elements \(f \in G\) such that \(L_g(f) = \mu(g, f)\) makes sense, and \(T(g) G = \{h \in G \mid T(h) = T(g)\}\). Let \(\mathfrak{X}_{LI}^T(G)\) be the subspace of \(\Gamma(V^T G)\) given by the left invariant vector fields, i.e. vector fields which satisfy

\[
T_f L_g(X_f) = X_{\mu(g,f)} \quad \forall (g, f) \in G_2.
\]

By denoting \(AG\) the restriction of the tangent bundle \(T G\) to points of \(M = \text{im}(T) = \text{im}(\Sigma)\), it is easy to see that there is an isomorphism between \(\mathfrak{X}_{LI}^T(G)\) and \(\Gamma(AG)\) given by \(\Phi: \mathfrak{X}_{LI}^T(G) \to \Gamma(AG), \Phi(X) = X \circ \Sigma\), since left invariant vector fields are determined by its values at \(M\) (see [6], for details). Let \(C^\infty_{\Sigma}(G)\) be the \(\Sigma\)-invariant smooth functions, i.e. the set of \(\eta \in C^\infty(G)\) such that \(\eta = \eta \circ \Sigma\). It is also easy to see that \(C^\infty_{\Sigma}(G)\) is isomorphic to \(C^\infty(M)\). Let \(a = \Gamma(T\Sigma)\). For all \(X \in \mathfrak{X}_{LI}^T(G)\) (regarded as an element of \(\Gamma(AG)\)) and for all \(\eta \in C^\infty_{\Sigma}(G)\), we have

\[
T_g \Sigma(X_g)(\eta) = X_{\Sigma(g)}(\eta \circ \Sigma) = X_{\Sigma(g)}(\eta)
\]

for all \(g \in G\). \(\Gamma(AG)\) is closed for the Lie bracket, hence \(\mathfrak{X}_{LI}^T(G)\) is also closed. This fact with the later equation gives

\[
a([X, Y]) = [a(X), a(Y)] \quad \forall X, Y \in \mathfrak{X}_{LI}^T(G) \tag{15}
\]

It is clear that \(\mathfrak{X}_{LI}^T(G)\) is a \(C^\infty_{\Sigma}(G)\)-module. For all \(X, Y \in \mathfrak{X}_{LI}^T(G)\) and for all \(\eta, \theta \in C^\infty_{\Sigma}(G)\), we have

\[
[X, \eta Y](\theta) = X(\eta Y(\theta)) - \eta Y(X(\theta)) =
= X(\eta Y(\theta)) + \eta X(Y(\theta)) - \eta Y(X(\theta)) =
= \eta(X(Y(\theta)) - Y(X(\theta))) + X(\eta \circ \Sigma)Y(\theta) =
= \eta[X, Y](\theta) + a(X)Y(\theta)
\]
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which means

\[ [X, \eta Y] = \eta [X, Y] + a(X)Y \]  

Equations (15) and (16) plus the module structures and identifications above mentioned make \((X_T, \Sigma, \Upsilon, \mu)\) into a Lie-Rinehart pair. For a definition the reader can see \([9]\). The issue here is that this is an algebraic construction (or version) of the Lie algebroid of the Lie groupoid \(G\) (see \([6]\) - there, it was used right actions). The language used here made clear that the Lie algebroid structure is obtained by projecting with \(T\Sigma\), vector fields which are \(T\)-invariant in some sense.

5 Conclusions and further directions

The aim of these notes is to call attention to a technique apparently overlooked. This is not for the substitution of the well established procedures, but for aggregation of a new look that may be useful in some situations (but certainty not in all situations). However, the tools as presented here can be carried out to cover (I hope) all the main concepts involving groupoids. Let me say a few words about the framework.

If \((G, \Sigma, T, \Upsilon, \mu)\) is a groupoid in \(C\), one can consider the subobject \(M\) of \(G\) given by the coequalizer conditions. A bisection of \(G\) can be defined as a subobject \(N \hookrightarrow G\) such that both \(\Sigma\) and \(T\), when pulled-back to \(N\), give \(\Sigma^* : M \to N\) and \(T^* : M \to N\) as being isomorphisms. This is just an example of how to obtain more complicated structures, often useful in the standard theory.

Dually, one can obtain similar concepts for cogroupoids, as coactions and biretractions. It is the belief of the author that the duality between smooth manifolds and its smooth algebras allows a clean description of jet groupoids by means of algebraic jets of cogroupoids in smooth algebras (in the sense of \([8]\)), since there is a natural duality between jets of algebras and high order differential operators. Thus, one could discuss jet prolongations in Hopf algebroids (at least in the commutative case) and coactions of such jets. This is a study in progress by this author.

Another direction of study is about groupoid objects in Poisson algebras. Such groupoids can describe extensions of Poisson algebras by ideals that could be useful on the understanding of the classical BRST formalism, in particular, how the projections could describe constrains in the classical setting.

As a final remark, the ideas of this work can be useful in the process of enrichment and internalization of categories. Notably this can be useful on the description of \(n\)-categories and \(n\)-groupoids. Although straightforward
in the strict case, the weak (and more important) case may demand a bit more work. However, I think it is worthy.
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**A Appendix**

The first remark is about the category of smooth manifolds. Traditionally this category has as objects those obtained by gluing open subsets of \( \mathbb{R}^n \), for some \( n \geq 1 \). This is the idea of the definition of manifolds by charts and atlases. By the embedding theorem of Whitney, this is essentially a small category. However, it lacks a terminal object. This is not a big issue, since it seems natural to consider points of \( \mathbb{R}^n \) as being 0-dimensional manifolds. Indeed, one element sets have a unique topology which can be considered with a (trivial) differentiable structure, which in turn furnishes \( \mathbb{R} \) as the ring of \( C^\infty \) functions. This solves the problem of the terminal object and furnishes an important element on the dual: the ground field. Hence the only thing to do is to choose one such set and add it to the category. This is important because if one attempt to add all one point sets, the category obtained is no longer small.

The definition of category used in this paper to give an one object description of a groupoid follows \[1\] and is reproduced here, with some notational modifications, for convenience.

**Definition A.1 (Category).** A category consists of individuals \( f, g, h, \ldots \), of unary function symbols \( \Sigma, T \) and of a binary partial function symbol \( \mu \), satisfying

1. \( \forall f(T\Sigma f = \Sigma f) \);
2. \( \forall f(\Sigma Tf = Tf) \);
3. \( \forall g \forall f(\exists h(\mu(g, f) = h) \iff (\Sigma g = Tf)) \);
4. \( \forall f(\mu(f, \Sigma f) = f) \);
5. $\forall f(\mu(Tf, f) = f)$;

6. $\forall g \forall f (\exists h (\mu(g, f) = h) \Rightarrow (\Sigma \mu(g, f) = \Sigma f))$;

7. $\forall g \forall f (\exists h (\mu(g, f) = h) \Rightarrow (T \mu(g, f) = Tg))$;

8. $\forall h \forall g \forall f ((\Sigma h = Tg) \land (\Sigma g = Tf) \Rightarrow (\mu(\mu(h, g), f) = \mu(h, \mu(g, f))))$.

The reader who wishes a first order theory may replace the rather awkward “partial function symbol” $\mu$ by a ternary predicative letter with the desired properties. The nice side of presenting $\mu$ as a partial function symbol is that it makes clear that it is a quasi-algebraic theory, in the sense that $\mu$ furnishes an equation as long as a condition is fulfilled. In the cited reference the authors call it an *essentially algebraic* theory.

The reader can check that an interpretation of this theory is equivalent to consider a category object in $\textbf{Set}$, whatever (reasonable) category of sets is at hand. Here, the coequalizers conditions are missing, simply by the fact that such categories are co-complete (so, the existence of the coequalizers is automatic).

Hence, the one object approach gives the means to build “interpretations” of a category theory in a non set theoretic environment, in very general situations, without any additional (*ad hoc*) suppositions.
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