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We study the clustering of voids using $N$-body simulations and simple theoretical models. The excursion-set formalism describes fairly well the abundance of voids identified with the watershed algorithm, although the void formation threshold required is quite different from the spherical collapse value. The void cross bias $b_c$ is measured and its large-scale value is found to be consistent with the peak background split results. A simple fitting formula for $b_c$ is found. We model the void auto-power spectrum taking into account the void biasing and exclusion effect. A good fit to the simulation data is obtained for voids with radii $\gtrsim 30 \text{ Mpc } h^{-1}$, especially when the void biasing model is extended to 1-loop order. However, the best-fit bias parameters do not agree well with the peak-background results. Being able to fit the void auto-power spectrum is particularly important not only because it is the direct observable in galaxy surveys, but also our method enables us to treat the bias parameters as nuisance parameters, which are sensitive to the techniques used to identify voids.

I. INTRODUCTION

Cosmic voids have emerged as an interesting probe of large-scale structure, as they account for the bulk of the cosmic web and can be easily observed in modern galaxy surveys. They are also good laboratories for testing general relativity [1–3], dark energy models [4–8], or inflationary non-Gaussianities [9–12] thanks to their low matter content. Moreover, voids preserve the initial conditions better than their overdense halo counterparts, as their evolution is simpler and has undergone less virialization [13–14].

Although cosmic voids have been found in galaxy surveys for many years [15–16], little attention has been devoted to them as compared to halos. One of the reasons is that cosmic voids occupy large volumes while being the least sampled structures, so galaxy surveys are required to cover both large volumes and reach high sampling densities at the same time. Recent galaxy surveys like the SDSS have produced void catalogues suitable for statistical analyses [17–20]. Unfortunately, there is no well-defined description for what is a void in galaxy surveys. Among the various possibilities (see [21] for a comparison of void finders), the void identification based on the watershed algorithm [22] is a fairly general and practical definition because it does not require any prior on the morphology of voids and is parameter free. We shall use it in this work.

Most studies thus far have focused on the characteristics of individual voids, such as their average density profile [23–29], but the large-scale spatial distribution and clustering of voids has been hardly investigated [30–31]. Voids have a much larger spatial extent than halos, ranging from a few to over 100 Mpc. Their size thus is expected to impact significantly their clustering statistics. In this paper, we shall study the clustering properties of voids, with the aim of eventually assessing how much cosmological information can be extracted from void measurements, and how much this technique is complementary to halo clustering statistics. For this purpose, we will model the void power spectrum using concepts similar to those developed for halo clustering studies. For example, the distribution of voids is also biased relative to the underlying dark matter distribution. However, void clustering statistics are much more sensitive to void exclusion effects owing to their large spatial extent. Understanding these effects will be essential to extract cosmological information from the large-scale clustering of voids.

The goal of this paper is to identify the most salient features in the large-scale clustering of voids using $N$-body simulations, and explain them with a simple model. The paper is organized as follows: we begin with a brief description of the simulations and the void finder used in this work (Sec. II). We examine the void size distribution and introduce the void bias parameters using the peak-background split (PBS) formalism (Sec. III). We then study the void cross-power spectrum, extract the void cross-bias parameter $b_c$ and test whether it is consistent with the real-space void profile (Sec. IV). We also measure the large-scale value of $b_c$, and compare it with the PBS prediction. Finally, we model the void auto-power spectrum in Sec. V accounting for void exclusion using the hard-sphere model. Augmented with void biasing, we obtain a reasonably good description of the void auto-power spectrum for large voids. We discuss and conclude in Sec. VI.
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II. SIMULATIONS AND VOID FINDER

Before presenting the numerical results, we first outline the details of the simulations used in this paper. Two suites of simulations with different box sizes are used: 1500 Mpc h$^{-1}$ (six realizations) and 250 Mpc h$^{-1}$ (three realizations), abbreviated as L1500 and L250 later on. In each simulation, there are 1024$^3$ particles. The cosmology is a flat ΛCDM model, with the WMAP 7 cosmological parameters adopted [32], i.e., $\Omega_m = 0.272$, $\Omega_\Lambda = 0.728$, $\Omega_b = 0.0455$, and $\sigma_8 = 0.81$. Thus, for the large box each particle carries a mass of $2.37 \times 10^{11} M_\odot h^{-1}$, while this value is $1.10 \times 10^{9} M_\odot h^{-1}$ for the small box. The combination of large and small box sizes enables us to capture a wide range in void sizes and to conduct a resolution study. We use Gaussian initial conditions with a spectral index of $n_s = 0.967$. The transfer function is output from CAMB [33] at redshift $z = 99$. The initial particle displacements are implemented using 2LPT [34] and the simulation is run with the Gadget2 code [35]. Furthermore, although we do not show them explicitly here, many of the results presented have been cross-checked using the 1000 Mpc h$^{-1}$ simulation used in [28, 30].

Voids are identified using the public void identification and examination toolkit VIDE [36]. At its core, the void finder ZOBOV [37], which is based on the watershed algorithm [22], is employed. In this work, we will only consider voids identified in the dark matter distribution. Since many of their properties are sensitive to the exact void finding procedure, we begin with a brief description of our void identification algorithm. We refer the reader to [35, 37] for more details. First, tracer particles are partitioned by a Voronoi tessellation, and a density field is created. The Voronoi cells around a local minimum are joined to form catchment basins (zones). For each zone, the density (water level) is increased until another local minimum is found (water flows to a new local minimum) and the height of the ridge separating the two minima (watershed) is recorded. We stop growing voids if the ridge between zones is higher than 0.2$n_\text{m}$, which is the mean particle number density [30, 37]. However, we note that this lead to asymmetry in the treatment between the voids with minimal density less then 0.2$n_\text{m}$, which are allowed to grow the void hierarchy, and those voids with minimal density larger than 0.2$n_\text{m}$, which can only be single zone voids. This asymmetry only exists for the smallest voids, because the minimum densities of larger voids are always below 0.2$n_\text{m}$. Apart from this criterion, there are no other free parameters in the void finder itself, and generally voids can take on any shape. However, one can further apply various cuts on the catalog to select some specific samples. In the void finder, there is no a priori upper bound for their minimum density. The void volume $V$ is calculated as the sum of the void’s constituent Voronoi cell volumes. The void size or effective radius is given by

$$ R = \left( \frac{3V}{4\pi} \right)^{\frac{1}{3}}, $$

and we define the void center as volume-weighted average of all its Voronoi cells,

$$ x = \frac{1}{\sum_i V_i} \sum_i x_i V_i, $$

where $x_i$ and $V_i$ are the positions and Voronoi volumes of each tracer particle $i$, respectively. In this paper, we consider voids identified in dark matter simulations only. We note that there are further complications in going from dark matter voids to galaxy voids, but these are fairly well understood [38-40].

The watershed algorithm automatically returns a hierarchical structure for parent voids and their nested children (sub-voids). Most of the existing void studies focus on parent voids only. The sub-void fraction in a given sample increases with the tracer sampling density, but as voids exhibit self-similar behavior [39], sub-voids share many properties of the parent voids [28]. Thus, the inclusion of sub-voids increases the sample size and therefore its statistical power. In this work, we will only show the results obtained using all the voids returned by ZOBOV that are larger than the mean particle separation, without additional filtering. However, we have also checked the robustness of our results using two distinct sub-samples: one including the parent voids solely, and the other including the voids with central density $\leq 0.25n_\text{m}$. The central density is defined to be the one averaged within $R/4$ about their center. However, we note that this kind of cut can be noisy for small voids because of few number of particles inside $R/4$, but it should be fine for large voids. Also, the central density defined here should not be confused with the minimal density at the center of the voids. We will comment on the differences in the results from various samples in due course.

The tracer sampling density is a key quantity of the void finding process. In order to study its influence on void properties, we randomly remove tracer particles from our simulations to achieve different degrees of sub-sampling. For L1500, we use 0.02 (Mpc h$^{-1}$)$^{-3}$, which roughly amounts to the number density of galaxies in the lowest redshift main sample of the SDSS. We use three different sampling densities for L250, namely 2, 0.2 and 0.02(Mpc h$^{-1}$)$^{-3}$. For the relatively low sampling density of 0.02(Mpc h$^{-1}$)$^{-3}$, the sample is dominated by top-level voids, while for the sample with 2(Mpc h$^{-1}$)$^{-3}$ tracer density, the contribution from sub-voids is much more important. The hard sphere model that we consider is no longer effective when sub-voids are included, thus we need to discard them in that case.

III. SIZE DISTRIBUTIONS AND THE PEAK-BACKGROUND SPLIT BIAS

In this section, we shall present the numerical void size distribution and compare it with the theoretical one obtained from the excursion-set formalism. We will also derive the peak-background split (PBS) bias parameters.
A. The void size distribution

Like halos, the abundance of voids can be modeled using the excursion-set formalism \[11\]. It naturally solves the so-called cloud-in-cloud problem, which arises when a halo is embedded in a larger-scale overdensity and subsumed in the latter to form an even bigger halo. On the contrary, there is no cloud-in-void problem, because parent halos can exist in large-scale underdensities. Therefore, there is only one barrier in the excursion set description of halos, which is the linear threshold \( \delta_c \) for halo formation. For the description of voids however, Sheth and van de Weygaert (SvdW) \[42\] argued that one needs to consider both \( \delta_c \) and the threshold for void formation \( \delta_v \).

Besides the void-in-void problem (analog to the cloud-in-cloud problem of halos), voids are subject to the void-in-cloud problem: a void embedded within a collapsing overdensity will be crushed out of existence. SvdW argued the value of \( \delta_v \) lies somewhere between the linearly extrapolated overdensity at turn-around and at virialization, or, according to the spherical collapse model, between 1.06 and 1.68, respectively. The epoch of shell crossing is used to define the threshold for void formation, or, according to the spherical collapse model, to size in Eulerian space is to use the spherical collapse model. In spherical collapse, the nonlinear density contrast of voids is \(-0.8\). From this, we can estimate the Lagrangian size of voids, \( R_L \):

\[
R_L = 0.58 R.
\]

Assuming their number density is conserved when voids evolve from Lagrangian to Eulerian space, the void size distribution in Eulerian space becomes

\[
\frac{dn}{d \ln R} = \frac{dn}{d \ln R_L} = 3 \frac{dn}{d \ln M}.
\]

where we have used Eq. 6 to map \( R \) to \( R_L \).

Since the void abundance sensitively depends on the void definition, we shall treat \( \delta_v \) as a free parameter to model the data. On the other hand, for the large voids that we are mainly interested in, the effect of \( \delta_c \) is negligible, unless its value is much smaller than the spherical collapse threshold of 1.68. Thus, we will simply fix \( \delta_v \) to be 1.68 throughout. For illustration, Fig. 2 displays the void size distribution for various values of \( \delta_v \) using the exact SvdW first crossing distribution Eq. 5, where we sum up to the first 12 terms of the series. The approximate distribution from Eq. 7 is also shown. It provides a very good agreement to Eq. 5 for \( R \geq 5\text{ Mpc} h^{-1} \). In this regime, even the one-barrier distribution Eq. 8 is a good approximation to the exact result.

The void size distributions measured in our N-body simulations at \( z = 0 \), 0.5 and 0.0 are depicted in Fig. 2. Note that, for a sampling density of 0.02 (Mpc h\(^{-1}\))\(^{-3}\), both L1500 and L250 agree nicely on the abundance of small voids. However, the L1500 simulation samples the large voids much better, and thus extends the void size distribution to larger void radii. To obtain measurements at small void radii, we increase the sampling density in L250. While the L1500 catalogues are dominated by top-level voids, the smaller boxes with larger sampling density are more influenced by sub-voids. Notwithstanding, the data points in Fig. 2 agree reasonably well. However, there is some discrepancy between different sampling densities in the overlapping regions: higher sampling densities seem to suggest lower abundances for intermediate-size voids. This effect can be explained by void fragmentation due to resolution effects \[39\]; only with sufficient sampling density can the sub-structure of

\[
\mathcal{F}(\nu) = \frac{2D^2}{\nu^3} \sum_{j=1}^{\infty} j\pi \sin(Dj\pi) \exp \left(-\frac{j^2\pi^2D^2}{2\nu^2}\right),
\]

where \( D \) is the void-and-cloud parameter

\[
D = -\frac{\delta_v}{\delta_c - \delta_v}.
\]

SvdW provided an approximate, albeit more compact expression for the series in Eq. 5

\[
\mathcal{F}_{\text{approx}}(\nu) = \sqrt{\frac{2}{\pi}} \exp \left(-\frac{\nu^2}{2}\right) \exp \left(-\frac{|\delta_v| D^2}{4\nu^2} - \frac{2D^2}{\nu^2}\right).
\]

For large \( M \), the Lagrangian void contains a large amount of matter, such that the first-crossing distribution is dominated by random walks that first cross \( \delta_c \) directly, without reaching relatively large positive \( \delta_v \). In this regime, \( \mathcal{F}(\nu) \) reduces to the probability of crossing only one barrier, \( \delta_v \):

\[
\mathcal{F}_{\text{one}}(\nu) = \sqrt{\frac{2}{\pi}} \exp \left(-\frac{\nu^2}{2}\right).
\]
consistent with each other, although they are quite different. These numbers are remarkably consistent with each other, although they are quite different from the canonical spherical collapse value of $-2.8$. In the construction of voids, the shell crossing condition, which is used to define void formation, is never incorporated. A priori it is not clear if the voids constructed in the watershed algorithm would agree with the shell crossing estimate. Because the watershed algorithm defines voids of arbitrary geometries and density profiles in various tracer sampling densities, this discrepancy is not surprising.

Interestingly, the best-fit curves also agree with the void size distributions from L250 down to lower void radii. In fact, if we restrict ourselves to top-level voids only, the void abundance hardly changes for a sampling density of $0.02 \, (\text{Mpc} \, h^{-1})^{-3}$. At higher sampling densities however, it is reduced by a factor of at least a few and does not agree with the best fit anymore.

There are some extensions of the SvdW model which address mainly the void-in-cloud problem [44, 45]. As we are mostly interested in the larger voids, these are not relevant here, so we restrict ourselves to the simpler SvdW model. In the original SvdW model, the steps in the excursion set are uncorrelated, which corresponds to a sharp-$k$ filter. In [44, 45], the excursion set with correlated steps was considered. However, correlated steps reduce the void abundance [44] and, therefore, do not improve the agreement with our numerical data. In the SvdW model, the void number density $dn$ is conserved as one converts the void size distribution from Lagrangian to Eulerian space. In Ref. [40] the authors argued instead that large voids form by merging of smaller voids and, thereby, the volume $Vdn$ should be conserved. Using this $Vdn$ model, together with Eq. (9), one obtains

$$
\frac{dn}{d\ln R} = \frac{V_L}{V} \frac{dn_L}{d\ln R_L},
$$

where the Lagrangian quantities are denoted by the subscript $L$, while the Eulerian ones are without subscript. Ref. [40] found that this prescription results in much better agreement with simulation data than the original SvdW model. Because in spherical collapse, $V > V_L$, this model with $\delta_v = -2.8$ yields a worse fit to our simulation data than SvdW. Although [46] also use ZOBOV to identify voids, they only select spherical non-overlapping regions of density 0.02 around density minima as voids, whereas we include all voids returned by ZOBOV without any further processing. Also note that Ref. [46] focus on voids with radii $R \lesssim 20 \, \text{Mpc} \, h^{-1}$. This reflects the important caveat that the void size distribution is very sensitive to the void definition adopted.

### B. Void bias from the peak-background split

As demonstrated in the previous section, by allowing $\delta_v$ to vary as a free parameter in the excursion-set formalism, we can fit the void size distribution reasonably well. We can now use the void mass function to derive the PBS bias parameters for voids. For $R_v \gtrsim 5 \, \text{Mpc} \, h^{-1}$ the full SvdW mass function is well approximated by Eq. (7). As we are mostly interested in voids of that size range, we will use this approximation for convenience.

Suppose there is a long wavelength perturbation $\delta_L$ in the Lagrangian space, then the thresholds $\delta_v$ and $\delta_c$ shift as

$$
\delta_v \rightarrow \delta_v - \delta_L, \quad \delta_c \rightarrow \delta_c - \delta_L.
$$

The bias parameters in Eulerian space are given by (see e.g. [47])

$$
b_i = \frac{1}{n_0} \frac{\partial^i}{\partial \delta^i} [(1 + \delta)n(\delta_L)]_{\delta=0},
$$

where $\delta$ denotes the corresponding perturbation in Eulerian space and $n_0$ and $n(\delta_L)$ represent the mass function with zero and $\delta_L$ background perturbation, respectively. The factor $1 + \delta$ maps the mass function from Lagrangian space to Eulerian space. We shall use spherical collapse to relate $\delta$ and $\delta_L$ [48],

$$
\delta_L = \delta - \nu_2 \delta^2 + \nu_3 \delta^3 + \ldots,
$$
with \( \nu_2 = 12/21 \) and \( \nu_3 = 341/567 \). Therefore, the bias parameters are given by

\[
\begin{align*}
    b_1 &= 1 + \frac{\nu^2 - 1}{\delta_v} + \frac{\delta_v D}{4\delta_v^2 v^2}, \\
    b_2 &= \frac{2(\nu_2 - 1)}{\delta_v} + \frac{D}{2\delta_v^2} + \frac{\nu^2}{\delta_v^2} [2\delta_v(1 - \nu_2) - 3] + \frac{\nu^4 D\delta_v}{4\delta_v^2 v^2} (1 - \nu_2 + \frac{1}{D\delta_v}) + \frac{D^2\delta_v^2}{16\delta_v^2 v^2}, \\
    b_3 &= 3[b_2 - 2(b_1 - 1)] + b_3,
\end{align*}
\]

and

\[
b_3 = 3[b_2 - 2(b_1 - 1)] + b_3, 
\]

where

\[
\begin{align*}
    b'_3 &= \frac{\nu^6}{\delta_v^3} - \frac{6(1 + \nu_2 \delta_v)}{\delta_v^3} \nu^4 - \frac{3D\nu^2}{4\delta_v^2} \left[ -\delta_v^3 + 4\delta_v^3(1 + 6\nu_2 \delta_v + 2\nu_3 \delta_v^2) - 4\delta_v^3 \delta_v(1 + 6\delta_v \nu_2 + 2\delta_v^2 \nu_3) \right] \\
    &+ \frac{3D^2}{16\delta_v^2 \nu_2}[ -9\delta_v^3 + 16\delta_v \nu_2(1 + \delta_v \nu_2) + 8\delta_v^3(2\nu_2 + \delta_v \nu_3) - 8\delta_v^3(1 + 4\delta_v \nu_2 + \delta_v^2 \nu_3) ] \\
    &- \frac{3D^2\delta_v}{16\delta_v^2 \nu_2}(\delta_v - 2\delta_v + 2\delta_v \delta_v \nu_2) + \frac{D^3\delta_v^2}{64\delta_v^2 \nu_2}. 
\end{align*}
\]

Eq. 15 corrects a typo in Eq. 27 in Ref. 42. When \( D = 0 \), Eq. 15 reduces to Eq. 8. Thus, Eqs. 15–17 reduce to those obtained from the Press-Schechter mass function 41, 59.

In Fig. 3 we show \( b_1, b_2, \) and \( b_3 \) as a function of \( R \), each for the two values of \( \delta_v = -2.8 \) and \( -1.0 \) at redshift \( z = 0 \). Notice that \( b_1 \) and \( b_2 \) cross zero at similar values of \( R \). In the following Sec. IV and V we measure the bias parameters from the cross-power spectrum and the auto-power spectrum of voids individually, and compare them with the PBS results.
The PBS bias parameter $b_1$ (solid), $b_2$ (dashed) and $b_3$ (dotted-dashed) as a function of void radius $R$. Two values of $\delta_v$ are chosen: $-2.8$ (blue) and $-1.0$ (red).

IV. CROSS-POWER SPECTRA AND DENSITY PROFILES

In this section, we measure the cross-power spectrum between voids and the dark matter in our simulations and extract the large-scale bias parameters from it. We also determine the void density profile in configuration space, which is the Fourier transform of the void-matter cross-power spectrum. Since in practice small inaccuracies and noise either in configuration or Fourier space may significantly affect the corresponding transform, we find it prudent to investigate the correspondence between the two measurements in the data.

A. The void cross-power spectrum

The void density contrast $\delta_v$ is defined in analogy to that of halos, i.e.

$$\delta_v \equiv \frac{n_v - \bar{n}_v}{\bar{n}_v}, \quad (19)$$

where $n_v$ and $\bar{n}_v$ are the number density and the mean number density of voids, respectively. The cross-power spectrum $P_c$ between voids and dark matter is defined as

$$\langle \delta_v(k_1)\delta_m(k_2) \rangle = P_c(k_1)\delta_D(k_1 + k_2), \quad (20)$$

where $\delta$ is the dark matter density contrast and $\delta_D$ the Dirac delta function. Using $P_c$, we define the cross bias parameter as

$$b_c \equiv \frac{P_c}{P_m}, \quad (21)$$

where $P_m$ denotes the dark matter auto-power spectrum.

In Fig. 4 we plot $b_c(k)$ at $z=0$. We have grouped all voids into radius bins of width 5 Mpc $h^{-1}$, the mid-points of the bin values are stated on top of each panel. For $R \lesssim 20$ Mpc $h^{-1}$, the behavior of $b_c$ at low $k$ changes with the sampling density. The cross bias of the larger voids ($R \gtrsim 20$ Mpc $h^{-1}$) is more robust to variations in the sampling density, yet the results are noisier owing to sampling variance, especially in the small box. Despite the strong dependence of small voids on sampling density, the existence of significant correlations (and anticorrelations) between voids and the dark matter suggests the possibility of extracting information on dark matter from void clustering.

Overall, our results agree with the findings of Ref. [30]: $b_c$ is roughly constant at low $k$ ($k \lesssim 1/R$), whereas it exhibits oscillations on intermediate scales and converges to zero at high $k$ ($k \gtrsim 10/R$). The relative scaling is more easily recognizable when $b_c$ is plotted against $kR$, see Fig. 4. The qualitative features also hold for other redshifts, such as $z = 1$. Note that the radius of voids with $b_c(k \rightarrow 0) = 0$ corresponds to about 17.5 Mpc $h^{-1}$, in agreement with the number Ref. [28] found for the size of compensated voids in the dark matter. Because compensated voids do not feature any large-scale perturbations, their linear bias vanishes [30]. In the following section, we will show how the oscillations in $b_c$ are related to the structure of the void density profile.

In the case of halos, $b_c$ can be well described by a constant value on large scales, known as linear halo bias. Here we follow this approach and fit a constant to the low-$k$ plateau of $b_c$, as shown in Fig. 4. For the smaller box size, we only consider the bin of radius 7.5 Mpc $h^{-1}$, as the other cases in L250 do not reach a plateau in the shown range of $k$ yet. To isolate the dependence of the large-scale bias of voids on their radius, we display in Fig. 5 the best fit large-scale value of $b_c$ as a function of $R$ for $z = 1$, 0.5 and 0. We compare these measurements with the prediction of Eq. [15] assuming different values of $\delta_v$. Here again, $\delta_v = -2.8$ significantly underestimates the data, whereas a better (qualitative) agreement is achieved when the best-fit $\delta_v$ derived from the void size distribution is used. This is particularly true for voids with $R > 20$ Mpc $h^{-1}$ at $z = 0$, while the agreement slightly deteriorates at higher redshifts. The results from L250 with higher sampling densities are somewhat below the PBS prediction, which is likely due to the non-negligible contribution of sub-voids in the higher sampling densities.

We now comment on the other sub-samples that we consider. When only the top-level voids are selected from the void catalogue, with lowest sampling density (0.02 (Mpc $h^{-1}$)$^{-3}$), we find that $b_c$ is somewhat larger at low $k$ by roughly $\sim 0.5$. However, for the high density cases, the trend with sampling density is opposite to the one shown, so the low-$k$ plateau increases with higher sampling densities. Restricting ourselves to voids with central density less than $0.2\bar{n}_m$ has little effect on the results, except for an increase in noise due to smaller sample size.
B. The void density profile and its Fourier transform

The void radial density profile \( \rho_v(r) \) describes the distribution of matter conditioned on having a void center at \( r = 0 \). It can be shown that it is the same as the cross-correlation function \( \xi_v(r) \) between void centers and dark matter particles (see e.g. P. 144 of [51]). Using the conditional form of the correlation function, we can write

\[
\rho_v(r) = \bar{\rho}_m [1 + \xi_v(r)].
\]  

(22)

So the relative void density profile compared to the mean density \( \bar{\rho}_m \),

\[
\Delta_v(r) \equiv \frac{\rho_v(r)}{\bar{\rho}_m} - 1,
\]

(23)
is simply equal to \( \xi_v(r) \). An accurate fitting formula for \( \Delta_v(r) \) was proposed in Ref. [28]:

\[
\Delta_v(r) = \delta_{cen} \frac{1 - \left( \frac{r}{r_s} \right)^\alpha}{1 + \left( \frac{r}{r_s} \right)^\beta},
\]

(24)

where both the central density fluctuation \( \delta_{cen} \) and the scale radius \( r_s \) (the radius at which \( \Delta_v \) vanishes) are free parameters. As demonstrated in Ref. [28], the remaining two parameters \( \alpha \) and \( \beta \) can be parametrized in terms of \( r_s \) and the void radius \( R \). These parametrizations have been calibrated at \( z = 0 \) using a sampling density of 0.02 (Mpc h\(^{-1}\))\(^{-3}\). However, since we are probing a wide range of sampling densities and redshifts, we will allow all the four parameters of Eq. (24) to vary freely when we fit them to our simulation data. One should bear in mind that the empirical formula in Eq. (24) is only accurate out
to a few times the void radius $R$ and does not capture the large-scale correlation regime. Although the equivalence between $\Delta_v$ and $\xi_c(r)$ is mathematically exact, we prefer to separate notations to highlight that $\Delta_v$ measurements are often accurate only for relatively small $r$.

Before examining the numerical data, we first investigate the properties of the void density profile given in Eq. [24]. For simplicity, we adopt here values for $\alpha$ and $\beta$ derived from the parametrization of Ref. [28], keep $\delta_{cen} = -0.8$ fixed and only vary $r_\ast$. In the left-hand panel of Fig. 6 the void density profile from Eq. [24] is shown for five different values of $r_\ast$. Note that $r_\ast$ mainly controls the amplitude of the ridge at the void edge (compensation wall). When $r_\ast$ is small (large) compared to $R$, the ridge is high (low). The Fourier transform of $\Delta_v(r)$ is shown in the middle panel of Fig. 6. It is formally equal to the void-matter cross-power spectrum

$$P_c(k) = \int \frac{4\pi r^2 dr \sin(kr)}{(2\pi)^3} \Delta_v(r). \quad (25)$$

However, as the empirical profile in Eq. [24] is expected to be accurate only up to a few times of $R$, the low-$k$ regime in its Fourier transform should not be trusted. Although the amplitude of $\Delta_v$ becomes quite small outside a few void radii, it may still yield sizable contributions to the Fourier transform integral in Eq. [25]. To facilitate the comparison with our simulation results, we normalize $\Delta_v(k)$ with respect to the nonlinear dark matter power spectrum in the right-hand panel of Fig. 6. This furnishes an estimate for the void-matter cross-bias $b_v(k)$. The resulting predictions for $b_v$ are qualitatively similar to those displayed in Fig. 4 except for a scale dependence at low $k$ which is particularly large for voids with high ridges. This strong scale dependence as $k \to 0$ originates from the fact that Eq. [24] does not properly take into account large-scale correlations.

We also measure the spherically averaged void density profile in our simulations by stacking voids in different radius bins in Fig. 7 (for details, see [36]). We find good agreement between L1500 and L250 for the identical sampling density of 0.02 (Mpc$^{-1}$)$^{-3}$. Voids from higher sampling densities exhibit lower ridges at fixed void radius, in agreement with Ref. [39]. Overall, Eq. [24] offers a very good description of the simulation data.

Because the void density profile is measured accurately out to a few void radii only, and small inaccuracies can end up as large deviation in Fourier space, it is not clear how well one can predict the cross power spectrum using the void profile fitted by Eq. [24]. In practice, we extrapolate a small-scale quantity to large scales in order to predict the power spectrum down to low values of $k$. In Fig. 8 we compare the $z = 0$ void cross bias $b_v$ from the L1500 simulation with that obtained from a Fourier transform of the best-fit void density profile shown in Fig. 7. As expected, the agreement is only qualitative, although it improves as the void size increases. At low $k$, the profile from Eq. [24] often causes a strong scale dependence. Furthermore, the amplitude of the first two prominent oscillations beyond the low-$k$ plateau is under-
FIG. 6. The void density profile in configuration space (left), its Fourier transform (middle), and its Fourier transform divided by the nonlinear matter power spectrum as predicted by Eq. (24) Here, $R = 20 \, \text{Mpc} \, h^{-1}$, $\delta_{\text{cen}} = -0.8$, and $\alpha$ and $\beta$ are determined according the parametrization in Ref. [28]. The values for $r_s$ are shown in the inset.

estimated, even though their shape is reproduced. The agreement improves for larger voids, essentially because their density profile is measured out to larger distances $r$, or equivalently, lower values of $k$.

Before the end of this section, we would like to discuss an interesting possibility that the cross bias parameter may exhibit scale dependence at very low $k$. At large $r$, the void-matter cross-correlation function is expected to be proportional to the dark matter correlation function. Therefore, we can split Eq. (25) into two contributions,

$$P_c(k) = \int_0^\infty \frac{4\pi r^2 dr \sin kr}{(2\pi)^3} \left[ \Delta_v(r) - b_1 \xi_m(r) \right]$$
$$+ b_1 \int_0^\infty \frac{4\pi r^2 dr \sin kr}{(2\pi)^3} \xi_m(r), \quad (26)$$

where the scale $r_s$ is determined with the simplifying assumption that $\Delta_v(r) = b_1 \xi_m(r)$ for $r > r_s$. The magnitude of $r_s$ may be taken to be a few void radii. Hence, $\Delta_v(r) - b_1 \xi_m(r)$ does not vanish if void bias is different from a simple $k$-independent linear contribution. Since at small $k$ we have $\sin(kr)/kr \sim 1$, the first integral on the right-hand side of Eq. (26) yields a constant in the limit $k \to 0$:

$$P_c(k) = \text{const.} + b_1 P_m(k), \quad (27)$$

or equivalently

$$b_c(k) = \frac{\text{const.}}{P_m(k)} + b_1. \quad (28)$$

The first term in Eq. (28) can generate a residual $k$-dependent bias at very low $k$. Our argument is similar to that given in Ref. [52], where the existence of white noise power in the low-$k$ auto-power spectrum is expected if biasing is nonlinear. Fig. (4) does not show any clear residual scale dependence at low $k$, which would indicate the constant in Eq. (28) to be non-zero. We can thus safely ignore it in this paper. A more decisive check can be made if the measurement is extended to lower $k$, such as $k \lesssim 10^{-3} \, \text{Mpc}^{-1} \, h$.

C. The void-matter cross-power spectrum and its inverse Fourier transform.

In this section, we follow a different approach and first attempt to describe the void-matter cross-power spectrum in Fourier space with a physically motivated formula. We subsequently use it to predict the void density profile in configuration space. In order to write down an expression for $b_c(k)$, we take advantage of the close connection between voids and minima of the linear density field, as already discussed in SvdW. Since the whole peak formalism straightforwardly applies to the description of initial minima, we expect the void linear cross-bias to exhibit a $k^2$ dependence [53]. Furthermore, since voids trace a smoothed version of the mass density field, while $b_c$ is defined relative to the unsmoothed mass distribution, we must also include a filter function. For these reasons, we consider the following parametrization:

$$b_c(k) = (b_0 + b_2 k^2 + b_4 k^4) \exp \left[ -\frac{1}{2} (k R_G)^2 \right], \quad (29)$$

where $b_0$, $b_2$, $b_4$ and $R_G$ are free parameters. Here, $(b_0 + b_2 k^2)$ times the Gaussian is the Fourier transform...
of the peak profile derived in [53], which naturally arises from the peak constraint. Note that exactly the same linear bias appears in the peak auto-power spectrum [54].

We have added a $k^4$ piece in order to better reproduce the large oscillatory features. The excursion set peak (ESP) prescription of [55, 56], which generates additional $k$-dependence through the first-crossing constraint [57, 58], would provide a more consistent description of $b_c(k)$. However, an extension of the ESP formalism to voids is beyond the scope of this paper. We will thus stick to the simple formula in Eq. 29.

In Fig. 9 we show $b_c(k)$ at $z = 0$ from L1500 and L250 with sampling density 2 (Mpc$^{-1}$) together with the best fit obtained from Eq. 29. We are able to fit the simulation data for voids of various sizes and sampling densities very well, with the caveat that we first determine $b_0$ separately by fitting a constant at low $k$ before fitting the entire data to constrain the other parameters.

We indeed found that, if we fit Eq. 29 to $b_c$ directly, the best fit often overshoots at low $k$ and lies above the low-$k$ plateau. Our two-step fitting procedure alleviates this problem. Note that a second trough of smaller amplitude beyond the maximum of $b_c(k)$ is visible in some cases in Fig. 9, but to fit this additional feature higher order terms, such as $k^6$, have to be included in Eq. 29.

In the spirit of the previous Section, we can try to predict the void density profile using information from Fourier space. We can carry out the inverse Fourier transform of $P = b_c P_m$ using the best fit from Fig. 9. However, we find that generally the void density profile in the void interior is poorly reproduced, with the density contrast much lower than the measured one. In particular, the constraint that $\delta \geq -1$ is often not satisfied. This suggests that the high-$k$ structure of $b_c$ is important to
describe the interior of the void density profile. As expected, the discrepancy is largest close to the void center and diminishes towards larger distances, especially for bigger voids for which the “peak” approximation should be most accurate.

V. VOID POWER SPECTRUM AND EXCLUSION

The void auto-power spectrum is more closely related to observational data than the void-matter cross-power spectrum, because voids can also be defined in the spatial distribution of galaxies without knowledge of the underlying dark matter density field. As these voids are biased tracers of the mass, this allows one to infer information about the dark matter power spectrum. Furthermore, since the void size distribution and the void bias are sensitive to the definition of voids, it is useful to regard them as nuisance parameters in the void auto-power spectrum that can be marginalized over, similarly to what is being done in galaxy clustering analyses. In this section we investigate this approach, but also compare our numerical results to the PBS predictions.

In analogy to halos, the void auto-power spectrum is affected by shot noise due to the discrete nature of voids. Poisson shot noise is straightforward to model, its contribution to the void power spectrum is scale independent and is given by

\[ P_{\text{Poi}} = \frac{1}{(2\pi)^3 n_v}. \]  

(30)

Voids are also biased tracers of the density field. On large scales, it is usually sufficient to consider only linear bias. However, as we will extend our analysis to \( k \geq 0.1\text{Mpc}^{-1} h \), we have to consider higher orders as well. In fact, as we shall see below, even at low \( k \) linear bias may not be sufficient. For simplicity and comparison purposes, we begin with a linear bias model, which we will further extend using the renormalized bias approach to include higher order bias up to the 1-loop order.

The sampling-density dependence of the void auto-power spectrum at \( z = 0 \) is shown in Fig. 10 for different bins in void size upon subtracting the Poisson shot noise. The results obtained from L1500 and L250 with the same sampling density of \( 0.02 \text{ (Mpc}^{-1} h^{-3}) \) are consistent with each other. However, the power spectra of small voids from different sampling densities exhibit larger discrepancies, which are again likely caused by their high sub-void fraction. As the void size increases, differences among various sampling densities are reduced. The power spectrum of small voids \( (R \lesssim 15\text{ Mpc}^{-1} h^{-1}) \) features a bump at low \( k \) for the lowest sampling density \( (0.02\text{ (Mpc}^{-1} h^{-3}) \). This feature is more significant and persists for larger void radii \( (R \lesssim 25\text{ Mpc}^{-1} h^{-1}) \) when we restrict the sample to top-level voids. Furthermore, for large voids and higher sampling densities, the power spectrum reaches a negative plateau at low wavenumber. These findings are weakly sensitive to the exact value of the central density cut.

A. Void exclusion

Because voids are generally much more extended than halos, void exclusion plays an important role in modeling the void power spectrum. To this end we adopt the hard-sphere approximation commonly used in statistical mechanics to describe simple liquids and non-ideal gases (see e.g. [60][61]). Recently, hard-sphere models have
with

\[ c(k) = - \frac{D^3}{2\pi^2 q^3} \left\{ a_1 (\sin q - q \cos q) + \frac{6\eta a_2}{q} [2q \sin q + (2 - q^2) \cos q - 2] + \frac{\eta a_1}{2q^3} [4q(q^2 - 6) \sin q - (24 - 12q^2 + q^4) \cos q + 24] \right\}, \]

where \( q = kD \), \( \eta \) is the packing fraction,

\[ \eta = \frac{\pi nD^3}{6}, \]

and \( a_1 \) and \( a_2 \) are given by

\[ a_1 = \frac{(1 + 2\eta)^2}{(1 - \eta)^4}, \quad a_2 = -\frac{(1 + \eta/2)^2}{(1 - \eta)^4}. \]

When \( \eta \ll 1 \), the hard-sphere correlation is well approximated by a top-hat window in configuration space

\[ \xi_{TH}(r) = \begin{cases} -1 & \text{for } r < D, \\ 0 & \text{for } r \geq D. \end{cases} \]

Its Fourier transform is

\[ P_{TH}(k) = \frac{D^3}{2\pi^2 q^3} (q \cos q - \sin q). \]
Due to the sharp transition between the exclusion zone and the outer region, hard-sphere models feature strong ringing in Fourier space. By contrast, voids are not perfect spheres. Also binning of voids in radius also reduce the sharpness of the effective radius. Because of these, a soft-sphere model that smoothly interpolates the transition region in the correlation function from $-1$ to $0$ may be more realistic. For example, we can use the function $\tanh(r)$ for that purpose, which is well known in studies of domain walls. Thus, in configuration space we write

$$\xi_{\text{tanh}}(r) = \frac{1}{2} \left[ \tanh \left( \frac{r - D}{\sigma_t} \right) - 1 \right],$$

where $\sigma_t$ is the width of the transition region. Unfortunately, no simple analytic form for the Fourier transform of this function exists. Multiplying $P_{\text{HS}}$ or $P_{\text{TH}}$ by a Gaussian damping factor of width $\sigma_G$ in Fourier space achieves a similar smoothing,

$$W_G(k) = \exp \left[ - \frac{1}{2} (\sigma_G k)^2 \right].$$

In the case of halos, the residual power spectrum $P_{\text{res}}$ is often considered in order to study the large-scale noise contribution to the halo power spectrum $P_h$ (e.g. 64–66):

$$P_{\text{res}}(k) = P_h(k) - b_1^2 P_m(k),$$

where $b_1$ is the cross-bias parameter in the low-$k$ limit. In fact, this can be regarded as a definition of “noise” in the auto-power spectrum. As the measured $b_1$ only qualitatively agrees with the PBS predictions, we will not follow Eq. (39) but use $b_1$ as a free parameter below.

### B. Linear bias model

We begin with the simple linear bias model, in which

$$P_v = P_{1,1} + P_{\text{excl}},$$

$$P_{1,1} = b_1^2 P_m,$$

where $P_m$ denotes the nonlinear dark matter power spectrum. We shall consider five different approximations to $P_{\text{excl}}$ as listed in Table I. Models 1 and 2 contain two free parameters, $b_1$ and $D$, while the other ones include one additional smoothing parameter ($\sigma_t$ or $\sigma_G$). Also note that $P_{\text{tanh}}$ is computed via numerical Fourier transform of Eq. (37).

| Model # | $P_{\text{excl}}$ |
|---------|------------------|
| 1       | $P_{\text{HS}}(k; D)$ |
| 2       | $P_{\text{TH}}(k; D)$ |
| 3       | $P_{\text{tanh}}(k; D, \sigma_t)$ |
| 4       | $W(k; \sigma_G) P_{\text{HS}}(k; D)$ |
| 5       | $W(k; \sigma_G) P_{\text{TH}}(k; D)$ |

In Fig. 11 we show the best fits of Eq. (40) to the void auto-power spectrum from L1500 for different void radius bins at $z = 0$. We also plot the individual terms from Eq. (40) separately to highlight their relative importance. Poisson shot noise has been subtracted from the numerical results, and only data points up to $k = 0.2$ Mpc$^{-1}$ are included in the fit. For clarity, only results obtained with model 1 are shown, as the others all lead to similar results. Eq. (40) gives a poor fit for the smallest voids.
(notably $R = 7.5$ and 12.5 Mpc $h^{-1}$), but describes the power spectra for larger voids reasonably well. The exclusion term plays a central role, especially in the low-$k$ regime, where $P_{1,1}$ and $P_{\text{excl}}$ are of opposite sign, but the magnitude of the exclusion term is comparable or even larger than that of the $b_1$-term. Towards smaller scales the fits are not performing as well, firstly because linear bias is not sufficient on those scales, and secondly because the oscillations from the hard-sphere model are too strong. Although the high-$k$ wiggles in model 3, 4 and 5 are damped, their best fits do not have the correct amplitude.

The best-fit values for $b_1$, $D$ (in unit of void radius $R$) and the $\chi^2$ per degree of freedom are plotted in Fig. 12 as a function of $R$ for our five models, they all yield fairly similar results. For the sake of comparison, we also plot $b_1$ from the PBS formalism, i.e. Eq. 15 with the best fit $\delta_e$ from the void size distribution. Its $R$ dependence qualitatively agrees with the data, but its amplitude is systematically larger by unity or so. On the other hand, the large-scale $b_c$ measurements agree with the PBS results much better. We will comment on this issue more in next section. The $\chi^2$ per degree of freedom, with values of $\sim 5$ for the intermediate range of void sizes, reflects the rather poor fits obtained with the linear bias approximation. It is even worse at small $R$, as apparent from Fig. 11.

Looking at the best-fit values for $D$, we find that models 1 and 4 on the one hand, and models 2, 3 and 5 on the other hand yield very similar results. This is not surprising, as model 4 differs from model 1 only by a Gaussian damping factor, which only affects relatively high $k$, while models 2, 3 and 5 are all variants of the top-hat model. Overall, all models share a similar trend. If $D$ is taken to be the Eulerian size of a void, then $D/R$ should be equal to 2. However, if we use the Lagrangian size for voids, according to Eq. 10 we expect $D/R$ to be about 1.16. In Fig. 11 $D$ is closer to the Lagrangian estimate at low $R$, and gets closer to the Eulerian estimate for larger void radii.

The model fails for the small voids with $R \lesssim 15$ Mpc $h^{-1}$ whose power spectrum, unlike voids of larger radii, increases as $k$ decreases and eventually becomes positive. Fig. 11 also suggests that the hard-sphere exclusion model does not work for this kind small voids. In fact, even the inclusion of nonlinear bias, which will be discussed shortly, does not improve the agreement noticeably. However, because the model of Eq. 40 involves biasing and exclusion, it is unclear which one is the culprit for the failure. It would be easier to disentangle them in the configuration space correlation function, where exclusion effects are confined at short distances while the (linear) biasing is important at large $r$.

C. Renormalized bias model

Fig. 11 clearly shows that linear bias is not sufficient to model the data accurately and one must consider higher orders. While in this work we will restrict ourselves to the local bias model \cite{67}, we will include contributions up to third order,

$$\delta_e = b_1 \delta + \frac{b_2}{2} \delta^2 + \frac{b_3}{6} \delta^3,$$

(42)

where $b_2$ and $b_3$ are the second and third order bias parameters.\footnote{\textit{b}_2$ here should not be confused with the coefficient of $k^2$ in Eq. 29.} We can now make use of the renormalization procedure of Refs. \cite{59, 68, 69}. In plain words, the standard 1-loop expansion of the halo power spectrum with local bias yields four terms, see e.g. Eq.(12)–(15) and the corresponding diagrammatic expansion in \cite{70}. However, two of these terms are simply proportional to $P_m(k)$, so by absorbing them in $P_{1,1}$ they do not appear explicitly anymore. In the language of \cite{59}, these terms renormalize $b_1$. As $b_3$ only appears in one of these two terms, it does not explicitly appear at 1-loop order. Hence, there are effectively only two new terms

$$P_{2,11} = 2 b_1 b_2 \int d^3 q F_2(q, k - q) P_L(q) P_L(|k - q|),$$

(43)

$$P_{11,11} = \frac{b_3^2}{2} \int d^3 q P_L(q) P_L(|k - q|),$$

(44)

and one additional parameter, $b_2$. Here, $P_L$ is the linear matter power spectrum and $F_2$ denotes the kernel

$$F_2(q, p) = \frac{5}{7} + \frac{1}{2} \mu \left( \frac{q}{p} + \frac{p}{q} \right) + \frac{2}{7} \mu^2,$$

(45)

where $\mu = \hat{q} \cdot \hat{p}$.

Therefore, we shall adopt the following model for the void power spectrum:

$$P_V = P_{1,1} + P_{2,11} + P_{11,11} + P_{\text{excl}}$$

(46)

Fig. 13 displays the resulting best fits obtained after the inclusion of the $b_2$ terms. Including the quadratic bias significantly improves the agreement with the numerical data, except for the smallest voids ($R = 7.5$ and 12.5 Mpc $h^{-1}$), for which the fits are still poor. In this plot, model 4 is used to account for exclusion effects, although the results do not depend on the exact form of $P_{\text{excl}}$ when $R \gtrsim 25$ Mpc $h^{-1}$.

Closer inspection of the individual components of the best-fit power spectrum reveals that the term $P_{2,11}$ is negligible for the entire range of $k$ shown. On the other hand, we find that $P_{11,11}$ (which is nearly constant at low $k$ and thus has been coined “shot noise renormalization term” in \cite{59}) is comparable to, or even larger than $P_{1,1}$.
for the biggest voids. This term drives the improvement of the fit to the void power spectrum compared to the previous linear model.

The best-fit parameters $b_1$, $b_2$, $D$, and the $\chi^2$ per degree of freedom are shown in Fig. [14]. For $b_1$ and $b_2$ we also plot the corresponding PBS prediction for comparison. The five different exclusion models lead to similar results. For $R \lesssim 30 \, \text{Mpc} \, h^{-1}$, the best fit for $b_1$ agrees with the PBS prediction, especially for models 1 and 4. However, at larger void sizes, the best-fit $b_1$ turns over and starts to increase, while the PBS prediction keeps on decreasing. On the other hand, we find the best-fit $b_2$ following the PBS prediction more closely, although it is smaller in magnitude at $R \gtrsim 40 \, \text{Mpc} \, h^{-1}$. We remark that in the dominant terms $P_{1,1}$ and $P_{11,11}$ only $b_1^2$ and $b_2^2$ enter, while the coupling term $P_{2,11}$ is negligible. Our fitting routine actually finds another set of acceptable fits for which $b_2$ decreases when $R \gtrsim 30 \, \text{Mpc} \, h^{-1}$. However, even in this case $b_1$ increases for $R \gtrsim 30 \, \text{Mpc} \, h^{-1}$ in a way similar to what is shown in Fig. [14] mainly because it must compensate the important contribution of $P_{1,1}$ to the fit. For $D$, the best-fit values are similar to those in Fig. [12]. Finally, with the inclusion of $b_2$, the $\chi^2$ per degree of freedom reaches $\sim 1$, a big improvement compared to the linear bias model.

Recall that in Fig. [12] the best fit $b_1$ is systematically slightly lower than the PBS and large-scale fit of $b_2$, however, as the fit is poor for the linear bias model, the results are not conclusive. With the quadratic bias, the fit is much better as manifested by $\chi^2$ per degree of freedom is $\sim 1$. Still, the best-fit $b_1$ is systematically lower than PBS and $b_2$ measurements for $R \lesssim 30 \, \text{Mpc} \, h^{-1}$ and higher for larger $R$. If the model is self-consistent we would expect that the best-fit $b_1$ from the void-power spectrum agrees with the large-scale $b_2$ measurement. Some of the systematics due to the construction of voids can be eliminated.

FIG. 11. Best fits from Eq. [10] (solid, blue) to the void auto-power spectrum from L1500 at $z = 0$ (grey data points with error bars). The individual components of the best fit are also shown: the linear bias term $P_{1,1}$ (dashed, red) and the void-exclusion term $P_{\text{excl}}$ (dotted-dashed, green). Here, model 1 is used for $P_{\text{excl}}$ and Poisson shot noise has been subtracted from the data.
by cross-correlating dark matter with the void density field. These systematics deviate voids from being simple biased tracers of the underlying dark matter density field. The most important one is the exclusion effect modeled by the hard-sphere model in this paper. Thus, the difference between $b_1$ from the void auto-power spectrum is likely due to some remaining systematics in the construction of voids. This can explain why the $b_c$ measurements agrees with the PBS results much better than those from the auto-power spectrum. This also suggests that Eq. (46) is only a phenomenological model, it is not a serious problem if we only want to fit the void auto-power spectrum, which is often the case in galaxy surveys. We can simply marginalize over the bias parameters.

While there have already been several lines of evidence for corrections to the standard Poisson noise in the large-scale clustering of halos [63, 64], our results demonstrate that this effect is even more important in the clustering of voids.

In Refs. [71, 73] it has been proposed that at quadratic order an additional nonlocal term has to be taken into account. It was shown that this term is naturally generated by large-scale gravitational evolution [72], and evidence for this additional term has been found in bispectrum measurements [74, 75]. We will leave further investigations to future work. However, note that this nonlocal term does not affect substantially the power spectrum at large scale [70] and, hence, is unlikely the main culprit for the lack of consistency between different $b_1$ measurements.

VI. DISCUSSION AND CONCLUSION

Cosmic voids have emerged as an interesting probe of cosmology, yet most studies thus far have focused on the internal characteristics of voids. In this paper, we have studied their large-scale clustering using $N$-body simulations and found some interesting properties. Some questions remain to be answered, we will discuss some of them below.

The voids analyzed in this paper are identified in dark matter simulation using a watershed algorithm. As the definition of voids depends on the sampling density of the tracers used to identify them, we used a few different values to investigate its effect on the size distribution, the density profile, and the power spectrum of voids. For the power spectrum we find a rather weak dependence on the sampling density of voids with radius $R \gtrsim 20 \, \text{Mpc} \, h^{-1}$. We have cross-checked our results using sub-samples that include only parent voids, and voids whose central density is less than $0.2\bar{\rho}_m$. These different cuts on the void sample do not change the main results in this paper. Although we only deal with dark matter voids in this paper, it is worth pointing out that besides the tracer density, the bias of tracers is also important in galaxy surveys. We will leave it to future work to examine how the observables studied in this paper depend on the tracer bias.

Even though the SvdW void size distribution does not take into account either the tracer sampling-density dependence, or sub-voids, we can describe the measured void size distribution reasonable well for a large range of $R$ if the void collapse threshold is treated as a free parameter. However, the best-fit value of $\delta_c \sim -1$ is very differ-
ent from the canonical spherical collapse value of $-2.8$. This is very likely caused by the simplifying assumptions of the spherical expansion model. The spherical collapse value of $-2.8$ is obtained from the shell crossing condition, but this criterion is not incorporated in the watershed algorithm. Also, voids constructed by the watershed algorithm are not spherical in general and strongly depend on the sampling density. It is also unclear why the best-fit agrees also with samples that are dominated by sub-voids (L250 with high sampling densities). One of the possible ways to investigate this further would be to trace back void particles from Eulerian to Lagrangian space and to study their properties in the initial density field.

We have also explored the void-matter cross-power spectrum, respectively the cross bias parameter $b_c$ between the voids and the dark matter. We find that it can be approximated by a constant on large scales. For our L1500 simulation, which is dominated by top-level voids, the best-fit value is broadly consistent with the PBS prediction. The agreement deteriorates for larger void sizes and higher redshifts.

In order to understand the structure of $b_c(k)$ in more detail, we have measured the void density profile in configuration space, and subsequently derived the void-matter cross-power spectrum by Fourier transform. The Fourier space oscillation in $b_c(k)$ is clearly related to the underdense core and compensation wall seen in the void density profile. However, it is difficult to reproduce the detailed structure of $b_c(k)$ from fitting formulae of the void density profile. The agreement improves for larger voids. We have also tried to predict the void density pro-
file by inverse Fourier transforming an educated guess of $b_v(k)$. In this case, however, the density profile within the void is not reproduced correctly. Again, the best match is obtained for large voids.

It is particularly important to model the void auto-power spectrum, because it is in principle directly measurable in galaxy surveys data. Voids are very extended objects and when only parent voids are considered, they exclude each other. This has a large impact on their auto-power spectrum. We have modeled this exclusion effect using the hard-sphere model. Furthermore, to account for the fact that voids are biased tracers of the underlying dark matter density field, we have first considered the linear bias model. Combined with the hard-sphere model, we have found that it can reproduce the overall shape of the void-auto power spectrum although the fit is not good. For this reason, we have extended our model to include quadratic bias using the renormalized bias approach. This improves significantly the fits, which is particularly good for voids with radii $R \gtrsim 30$ Mpc $h^{-1}$. Accounting for void exclusion is essential here because, on large scales, its sign is opposite that of the linear bias term while its magnitude is comparable or even larger. The shot noise renormalization term, which is constant at low $k$ and of magnitude comparable to the linear term, also contributes significantly to improve the agreement.

There are some lines of evidence that this term is present in halo clustering. Void clustering statistics also support its existence. However, the best-fit values for the linear and quadratic bias parameters $b_1$ and $b_2$ only qualitatively agree with PBS expectations. More precisely, the best-fit $b_1$ roughly agrees with the PBS prediction $b_1 = 1 + b_1^{PBS}$ for $R \lesssim 30$ Mpc $h^{-1}$, but largely deviates from the PBS result for bigger voids. If voids would behave as dark matter halos, then $b_1$ as measured from the void auto-power spectrum should agree with $b_v(k)$ in the limit $k \to 0$. The lack of consistency between $b_1$ from auto-power spectrum and cross-power spectrum could be due to systematics in the measurements and/or modeling that have not been taken into account.

The model for the void power spectrum considered in this paper does not seem to work for the small voids. Some insight into this problem could be gained by measuring the void auto-correlation in configuration space because it better disentangles the effect of biasing and exclusion, the latter remaining confined to short separations.

As already stressed several times in the literature, voids are very sensitive to the identification procedure. So are their abundance and biasing. Therefore, it is doubtful that one can ever predict accurately the abundance and clustering of the surveyed voids from first principles. In contrast, for halos the agreement between theory and numerical results is generally more encouraging than what we find for voids. Yet, in galaxy clustering analyses, bias parameters are commonly treated as nuisance parameters. Therefore, while theory is important for understanding how voids evolve in time, in practice it might be enough to devise some phenomenological description of void clustering where bias factors are marginalized over (so long as there are not too many free parameters). Our finding that the void auto-power spectrum can be well described by a combination of exclusion and biasing is an important step, not only because it is a direct observable in galaxy surveys, but also because it enables us to infer information about the dark

![Image](image-url)
matter distribution in the Universe without the knowledge of the precise value of the bias parameters.

Acknowledgement

We thank Roman Scoccimarro for discussion on halo exclusion and Ravi Sheth for comments on the draft of the paper. We also thank the referee for his constructive comments. KCC and VD are supported by the Swiss National Science Foundation. NH is supported by the ILP LABEX (under reference ANR-10-LABX-63) and French state funds managed by the ANR within the Investissements d'Avenir program under reference ANR-11-IDEX-0004-02. KCC acknowledges the hospitality of the Institute of Basic Science in Korea and Bénasque Institute in Spain, where the last parts of this work were done. Most of the computation was performed at the cluster in the Theoretical Physics Department of the University of Geneva, while parts of the analysis were conducted at the Horizon cluster at the Institut d’Astrophysique de Paris.
[51] P. J. E. Peebles, *The Large-Scale Structure of the Universe* (Princeton University Press, New Jersey, 1980).

[52] R. J. Scherrer and D. H. Weinberg, ApJ 504, 607 (1998).

[53] J. M. Bardeen, J. R. Bond, N. Kaiser, and A. S. Szalay, ApJ 304, 15 (1986).

[54] V. Desjacques, Phys. Rev. D 78, 103503 (2008), arXiv:0806.0007.

[55] A. Paranjape and R. K. Sheth, MNRAS 426, 2789 (2012), arXiv:1206.3506.

[56] A. Paranjape, R. K. Sheth, and V. Desjacques, MNRAS 431, 1503 (2013), arXiv:1210.1483.

[57] V. Desjacques, J.-O. Gong, and A. Riotto, JCAP 9, 006 (2013), arXiv:1301.7437.

[58] M. Biagetti, K. C. Chan, V. Desjacques, and A. Paranjape, MNRAS 441, 1457 (2014), arXiv:1310.1401.

[59] P. McDonald, Phys. Rev. D 74, 103512 (2006), arXiv:astro-ph/0609413.

[60] J.-P. Hansen and I. McDonald, *Theory of Simple Liquids* (Academic Press, Amsterdam, 2006).

[61] S. Torquato, *Random Heterogeneous Materials: Microstructure and Macroscopic Properties* (Springer-Verlag, New York, 2001).

[62] R. E. Smith, R. Scoccimarro, and R. K. Sheth, Phys. Rev. D 75, 063512 (2007), arXiv:astro-ph/0609547.

[63] T. Baldauf, U. Seljak, R. E. Smith, N. Hamaus, and V. Desjacques, Phys. Rev. D 88, 083507 (2013), arXiv:1305.2917.

[64] K. C. Chan and R. Scoccimarro, in preparation (2014).

[65] U. Seljak, N. Hamaus, and V. Desjacques, Phys. Rev. Lett. 103, 091303 (2009), arXiv:0904.2963.

[66] N. Hamaus, U. Seljak, V. Desjacques, R. E. Smith, and T. Baldauf, Phys. Rev. D 82, 043515 (2010), arXiv:1004.5377.

[67] J. N. Fry and E. Gaztañaga, ApJ 413, 447 (1993), arXiv:astro-ph/9302009.

[68] D. Jeong and E. Komatsu, ApJ 691, 569 (2009), arXiv:0805.2632.

[69] F. Schmidt, D. Jeong, and V. Desjacques, Phys. Rev. D 88, 023515 (2013), arXiv:1212.0868.

[70] K. C. Chan and R. Scoccimarro, Phys. Rev. D 86, 103519 (2012), arXiv:1204.5770.

[71] P. McDonald and A. Roy, JCAP 0908, 020 (2009).

[72] K. C. Chan, R. Scoccimarro, and R. K. Sheth, Phys. Rev. D 85, 083509 (2012), arXiv:1201.3614.

[73] T. Baldauf, U. Seljak, V. Desjacques, and P. McDonald, Phys. Rev. D 86, 083540 (2012), arXiv:1201.4827.