A Bilevel Optimization Method for Tensor Recovery Under Metric Learning Constraints

Maryam Bagherian
Department of Computational Medicine and Bioinformatics
Michigan Institute for Data Science (MIDAS)
University of Michigan, Ann Arbor, MI 48109, USA
BMARYAM@UMICH.EDU

Davoud A. Tarzanagh
Department of Electrical Engineering and Computer Science
University of Michigan, Ann Arbor, MI 48109, USA
TARZANAQ@UMICH.EDU

Ivo Dinov
Department of Health Behavior and Biological Sciences
Michigan Institute for Data Science (MIDAS)
University of Michigan, Ann Arbor, MI 48109, USA
STATISTICS@UMICH.EDU

Joshua D. Welch
Department of Computational Medicine and Bioinformatics
Department of Electrical Engineering and Computer Science
University of Michigan, Ann Arbor, MI 48109, USA
WELCHJD@UMICH.EDU

Editor:

Abstract
Tensor completion and tensor decomposition are important problems in many domains. In this work, we leverage the connection between these problems to learn a distance metric that improves both decomposition and completion. We show that the optimal Mahalanobis distance metric for the completion task is closely related to the Tucker decomposition of the completed tensor. Then, we formulate a bilevel optimization problem to perform joint tensor completion and decomposition, subject to metric learning constraints. The metric learning constraints also allow us to flexibly incorporate similarity side information and coupled matrices, when available, into the tensor recovery process. We derive an algorithm to solve the bilevel optimization problem and prove its global convergence. When evaluated on real data, our approach performs significantly better compared to previous methods.

Keywords: Distance Metric Learning, Tensor Completion, Tensor Factorization, Alternating Direction Method of Multipliers, Bilevel Optimization.

1. Introduction
Tensor factorization and tensor completion have gained increased attention and popularity over the last decade. These methods have found broad applications in many fields (Kolda and Bader, 2009; Cichocki et al., 2015; Bi et al., 2020). The tensor completion problem seeks to find a tensor that is simultaneously close to an incompletely observed tensor and parsimonious, in the sense that the completed tensor has low rank (Kolda and Bader, 2009; Cichocki et al., 2015; Bi et al., 2020). This is directly analogous to the matrix completion
problem, for which there are many effective and robust methods (Davenport and Romberg, 2016). There is a close connection between tensor completion and tensor decomposition, which has emerged as a key tool for exploratory analysis of high-dimensional datasets. Popular types of tensor decomposition include Tucker (Tucker, 1964), Canonical Polyadic (CP) (Carroll and Chang, 1970), higher-order SVD (HOSVD) (De Lathauwer et al., 2000), tensor train (TT) (Oseledets, 2011), and tensor SVD (t-SVD) (Kilmer et al., 2013).

Generalizing matrix factorization techniques, tensor decomposition represents a tensor as a product of more basic and interpretable components. In many scientific applications, a key objective is to find components with physical interpretations that represent latent data-generating variables. However, there are several key challenges related to decomposing multi-dimensional multi-modal datasets: (i) missing values, (ii) the need to find sparse representations, and (iii) heterogeneity.

(i). **Tensor completion** methods were developed to address the issue of missing values (Liu et al., 2012; Kressner et al., 2014; Zhao et al., 2015; Zhang et al., 2014; Song et al., 2017; Bagherian et al., 2021). Most existing tensor completion work deals with sampling procedures that are independent of the underlying data values. While this assumption allows the derivation of nice theoretical guarantees, it seldom holds in real-world applications. When some regularity information is present, one may utilize it in order to better predict the missing entries. The recent method proposed in (Bagherian et al., 2021) is a pertinent example where additional information are available and used for a better prediction. As another example, one may refer to (Narita et al., 2012) where authors proposed two regularization methods called “within-mode regularization” and “cross-mode regularization” to incorporate auxiliary regularity information in the tensor completion problems. The key idea is to construct within-mode or cross-mode regularity matrices, incorporate them as smooth regularizers, and then combine them with a Tucker decomposition to solve the tensor completion problem.

(ii). **Sparse representation** aims to solve high-dimensional tensor problems, and shrinkage the size of tensor models. Tucker and Kronecker models of tensors allow sparse representation of a tensor and can be used in order to better model and interpret such data. A number of Kronecker-based dictionary learning methods have been proposed in literature, including (Hawe et al., 2013; Qi et al., 2018; Shakeri et al., 2018; Bahri et al., 2018) and associated algorithms.

(iii). **Heterogeneity of tensor models** is perhaps the challenge least discussed in the literature. However, in a number of applications, data heterogeneity is a key property that must be modeled. For example, image data exhibit heterogeneity due to differences in lighting and posing, which can be extracted a priori from available metadata and utilized at analysis time (Tarzanagh and Michailidis, 2019).

This paper addresses these challenges and develops a bilevel optimization method for tensor recovery under metric learning constraints. Our proposed approach combines regularized Tucker factorization with a nonconvex tensor model that allows for high-dimensional tensor completion, and metric learning constraints to improve the quality of tensor recovery.
in the heterogeneous setting. Specifically, we make multiple algorithmic and theoretical contributions summarized below.

I. We draw new connections between tensor completion and tensor decomposition, showing that the two problems can be related by a common Mahalanobis distance metric.

II. We formulate a bilevel optimization for tensor recovery problems, called Tensor Recovery Under Metric Learning Constraints (TR-MLC), which uses a distance metric learned jointly from tensor completion and decomposition to improve both. In the proposed bilevel problem, the upper level problem uses regularized Tucker model to allow sparse representation of the underlying high-dimensional data, and the lower level problem uses a set of coupled matrices to inform the tensor completion task. This allows simultaneous completion and decomposition of a tensor while predicting missing entries.

III. We develop an alternating direction method of multipliers (ADMM) algorithm for solving the bilevel optimization problem and prove its global convergence.

IV. We demonstrate the advantages of TR-MLC compared to existing approaches on real datasets.

A key motivation for the proposed method is that both tensor completion and tensor decomposition are important in many domains, including chemometrics (Smilde et al., 2005), audio and speech processing (Wu et al., 2010), neuroscience (Beckmann and Smith, 2005), and computational biology (Bagherian et al., 2021). In such applications, both completion and decomposition of the same tensor are often of interest.

The rest of the manuscript is organized as follows: Related literature is discussed in Section 2 and a brief background on the methodology is provided in Section 3. We provide the model framework in Section 4 followed by an ADMM algorithm in Section 5, and we discuss the convergence of the proposed model in Section 6. Finally, we test the performance of TR-MLC on a number of real datasets in Section 7 and we conclude in Section 8. Additional details, when necessary, are provided in the Appendix.

2. Related Literature

**Similarity-based learning algorithms** are among the first methods to be generalized for tensors in the field of machine learning (Yan et al., 2005; Fu and Huang, 2008). Analogous to those for matrices, they are designed based on the algorithms that can learn from a dataset according to the similarities present between the data. Choosing an appropriate distance learned from the data has proven to be able to greatly improve the results of distance-based algorithms (Yang and Jin, 2006). A good distance allows data to be transformed to facilitate their analysis, with mechanisms such as dimensionality reduction and/or completion (Suárez-Díaz et al., 2018).

**Graph-Regularized Tensor Methods.** Numerous previous papers have incorporated graph regularization terms into either the tensor completion or tensor decomposition objective. For instance, authors in (Takeuchi and Ueda, 2016) introduced a graph Laplacian based
regularizer and used it for inducing latent factors to represent auxiliary structures. Li et al. used a graph-regularized tensor completion model to impute spatial transcriptomic data (Li et al., 2021). The model is regularized by a product of two chain graphs which intertwines the two modes of the tensor. Many additional related papers have used graph-based side information to regularize tensor completion or decomposition (Guan et al., 2020; Song and Su, 2021; Sofuoglu and Aviyente, 2020).

**Distance Metric Learning and Tensors.** Learning a distance metric in a feature space dates back to one the simplest methods for classification in 1951 and emerged in other approaches such as support vector machines and K-means clustering. However, these types of algorithms have widely used standard metrics, such as the Euclidean metric, which may not accurately capture the important relationships within the data (Weinberger and Saul, 2009; Yang and Jin, 2006). Distance metric learning was originally developed in the context of supervised problems such as classification. Metrics are often learned from pairs of points explicitly labeled as similar or dissimilar (Xing et al., 2002). The technique has been applied to tensors in several studies, such as (Hao et al., 2019; Hou and Zhang, 2007; Cai et al., 2005). However, these papers were also focused primarily on supervised learning, rather than tensor decomposition or completion.

**Simultaneous Tensor Decomposition and Completion.** The approach most closely related to ours is Simultaneous Tensor Decomposition and Completion (STDC) (Chen et al., 2013). STDC completes a partially observed tensor by finding a Tucker decomposition that exactly recovers the known entries. STDC further incorporates graph-structured side information using a graph regularization penalty to constrain the factor matrices of the Tucker decomposition. Our approach is related in the sense that we also perform joint decomposition and completion, and our lower-level optimization problem contains a trace term similar to the graph regularization penalty. However, a key difference is that our lower-level objective function includes a distance metric learning term, which significantly changes the completion objective. As described in the results section, when we augment the STDC objective with a similar term, it significantly improves the performance of STDC. Furthermore, we formulate our approach as a bilevel optimization problem, which lays a flexible foundation for future extensions. This allows us to, for example, incorporate coupled matrices that are not either graphs or similarity matrices.

### 3. Background

#### 3.1 Tensor Completion

The goal of tensor completion is to estimate an unknown tensor $\hat{X} \in \mathbb{R}^{N_1 \times N_2 \times \cdots \times N_K}$ from an incomplete tensor $X$ where the set of indices for the observed entries is $\Omega_X$. Throughout, we aim to find a low-rank approximation $\hat{X}$ that perfectly recovers the observed entries of $X$. A natural approach to completing tensors is to solve the following convex optimization problem:

$$\min_{\hat{X}} \|\hat{X}\|_* \quad \text{s.t.} \quad \Omega_X = \Omega_{\hat{X}}. \quad (1)$$

where $\|\hat{X}\|_*$ is the tensor nuclear norm. Unfortunately, the tensor nuclear norm is hard to compute so this approach does not lead to any algorithmic guarantees (Hillar and Lim, 2013).
3.2 Tensor Decomposition

Tucker decomposition (Tucker et al., 1964), decomposes a tensor into a set of matrices and a smaller core tensor. In the following, we provide a formal definition of this problem.

**Definition 1 (Tucker Decomposition)** Given an $K$-way tensor $Z \in \mathbb{R}^{N_1 \times N_2 \times \cdots \times N_K}$, its Tucker decomposition is given by

$$Z = \mathcal{G} \times_1 V^{(1)} \times_2 \cdots \times_K V^{(K)},$$  \hspace{1cm} (2)

where $V^{(\ell)} = [v^{(\ell)}_1, v^{(\ell)}_2, \cdots, v^{(\ell)}_{n_\ell}] \in \mathbb{R}^{n_1 \times n_\ell}$, is the $\ell$-th factor matrix consisting of latent components $v^{(\ell)}_k$ and $\mathcal{G} \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_K}$ is a core tensor reflecting the connections (or links) between the latent components and factor matrices.

In Definition 1, the $N$-tuple $(n_1, n_2, \ldots, n_N)$ with $n_n = \text{rank}(Z_{(n)})$ is called the multilinear rank of $Z$. For a core tensor of minimal size, $n_1$ is the column rank (the dimension of the subspace spanned by mode-1 fibers), $n_2$ is the row rank (the dimension of the subspace spanned by mode-2 fibers), and so on. An important difference from the matrix case is that the values of $n_1, n_2, \cdots, n_N$ can be different for $N \geq 3$. Note that decomposition (2) can be expressed in a matrix form as:

$$Z_{(\ell)} = U^{(\ell)}(G_{(\ell)}) \left(\bigotimes_{k \neq \ell} U^{(k)}\right)^\top.$$  \hspace{1cm} (3)

The Tucker model formulation provides a generic tensor decomposition that encompasses many other popular tensor decomposition models. Indeed, when $\mathcal{H} = 0$ and $V^{(\ell)}$ for $\ell \in \{k = 1, 2, \cdots, K\}$ are orthogonal, (2) corresponds to HOSVD (De Lathauwer et al., 2000). The CP decomposition (Carroll and Chang, 1970) can also be considered as a special case of the Tucker model with super-diagonal core tensors.

3.3 Distance Metric Learning

Distance metric learning (Suárez-Díaz et al., 2018) aims to learn distances from the data, where distance refers to a map $d : A \times A \rightarrow \mathbb{R}_+$, $A$ is a non-empty set and $d$ satisfies the following conditions:

(i) Coincidence: $d(a, b) = 0 \iff a = b, \forall a, b \in A.$

(ii) Symmetry: $d(a, b) = d(b, a), \forall a, b \in A.$

(iii) Triangle inequality: $d(a, c) \leq d(a, b) + d(b, c), \forall a, b, c \in A.$

Other properties such as non-negativity, reverse triangle inequality, and generalized triangle inequality follow immediately from the definition above. Distance metric learning frequently focuses on learning Mahalanobis distances, since they are parametrized by matrices, and therefore are computationally tractable. Mahalanobis distances satisfy additional properties, including translation invariance and homogeneousness (Suárez-Díaz et al., 2018). In a $K$-dimensional Euclidean space, we may form a family of metrics over the set $A$ by computing Euclidean distances after a linear transformation $a \rightarrow L(a)$, where $L$ is injective. Therefore,
the squared distances can then be computed as $d(\mathbf{a}, \mathbf{b}) = \| \mathbf{L}(\mathbf{a} - \mathbf{b}) \|_F^2$, which may also be expressed in terms of a positive semidefinite square matrix $\mathbf{M} = \mathbf{LL}^\top$. If $\mathbf{L}$ is also surjective, which results in $\mathbf{M}$ being full rank, the matrix $\mathbf{M}$ parametrizes the distance $d$. Then the matrix $\mathbf{M}$ is referred to as a Mahalanobis metric. In Gaussian distributions, the matrix $\mathbf{M}$ plays the role of the inverse covariance matrix.

**Definition 2 (Tensor Mahalanobis Distance)*** Let $\mathcal{X} \in \mathbb{R}^{N_1 \times N_2 \times \cdots \times N_K}$. Consider the multilinear transformation
\[ \varphi : \mathbb{R}^{N_1 \times N_2 \times \cdots \times N_K} \to \mathbb{R}^{N_1 \times N_2 \times \cdots \times N_K}, \]
with
\[ \varphi(\mathcal{X}) = \mathcal{X} \times_1 \mathbf{L}^{(1)} \times_2 \mathbf{L}^{(2)} \cdots \times_K \mathbf{L}^{(K)}, \tag{4} \]
where the square matrices $\mathbf{L}^{(\ell)} \in \mathbb{R}^{N_{\ell} \times N_{\ell}}$, for $\ell = 1, \ldots, K$, are called the $\ell$-mode matrices. The squared Mahalanobis distance can be computed as:
\[ d_M(\mathcal{X}_i, \mathcal{X}_j) := \| \varphi(\mathcal{X}_i) - \varphi(\mathcal{X}_j) \|_F^2 \]
\[ = \| (\mathcal{X}_i - \mathcal{X}_j) \times_1 \mathbf{L}^{(1)} \cdots \times_K \mathbf{L}^{(K)} \|_F^2. \tag{5} \]

**Lemma 3 (Suárez-Díaz et al. (2018))*** Let $\mathcal{X}_i, \mathcal{X}_j \in \mathbb{R}^{N_1 \times N_2 \times \cdots \times N_K}$. Then
\[ d_M(\mathcal{X}_i, \mathcal{X}_j) = \text{Tr} \left( \tilde{\mathbf{L}}^{(\ell)}(\mathcal{X}_i - \mathcal{X}_j)(\mathcal{X}_i - \mathcal{X}_j)^{\top}\hat{\mathbf{L}}^{\#\ell} \right), \tag{6} \]
where $\mathbf{X}(\ell)$ denotes the $\ell$-th matricization of tensor $\mathcal{X}$, for each $\ell$, $\tilde{\mathbf{L}}^{(\ell)} = \mathbf{L}^{(\ell)}\mathbf{L}^{(\ell)}\mathbf{L}^{(\ell)}$, and $\hat{\mathbf{L}}^{\#\ell} = \hat{\mathbf{L}}^{(K)} \otimes \cdots \otimes \hat{\mathbf{L}}^{(\ell+1)} \otimes \cdots \otimes \hat{\mathbf{L}}^{(1)}$, where $\otimes$ denotes Kronecker product. Here, if $\mathbf{L}^{(\ell)}$, for $\ell = 1, \ldots, K$ are orthogonal matrices, then $d_M$ recovers Euclidean distance.

4. Tensor Recovery Under Metric Learning Constraints

In this section, we introduce TR-MLC which uses a distance metric learned jointly from tensor completion and decomposition.

4.1 Tensor Completion with Mahalanobis Metric

We formulate the problem (introduced in Eq. (1)) of completing a low rank tensor in the sense of a Mahalanobis metric defined in Eq. (5). That is, we want to find a completed tensor $\hat{\mathcal{X}}$ that exactly matches the original tensor in the observed entries and minimizes $d_M(\hat{\mathcal{X}}, \mathbf{0})$, where $\mathbf{0}$ denotes the tensor of all zeros. This gives the following optimization problem:
\[ \min_\hat{\mathcal{X}} \frac{1}{2} \| \hat{\mathcal{X}} \times_1 \mathbf{L}^{(1)} \times_2 \mathbf{L}^{(2)} \cdots \times_K \mathbf{L}^{(K)} \|_F^2 \]
\[ \text{s.t.} \quad \Omega_\mathcal{X} = \Omega_{\hat{\mathcal{X}}}, \tag{7} \]
where the collection of square matrices $\{\mathbf{L}^{(\ell)}\}_{\ell=1}^K$, $\mathbf{L} \in \mathbb{R}^{N_\ell \times N_\ell}$, form a family of linear transformations as in Definition 2 and $\Gamma = \{\hat{\mathcal{X}}, \mathbf{L}^{(1)}, \mathbf{L}^{(2)}, \cdots, \mathbf{L}^{(K)}\}$, for all $\ell \in \{1, \cdots, K\}$.

If side information about the similarity of each tensor mode is available, we can also incorporate it to further refine the metric by adding a regularization term to the objective.
Suppose that for any fixed mode \( \ell \in \{1, \ldots, K\} \), there exists a square symmetric matrix, \( S(\ell) \in \mathbb{R}^{N_\ell \times N_\ell} \), containing the similarity information regarding the specific mode \( N_\ell \). Without loss of generality, we may assume that \( S(\ell) \)'s are positive semidefinite. The completion Problem (7) can then be rewritten to incorporate the similarity information as follows:

\[
\min_{\Gamma} \quad \frac{1}{2} \left\| \hat{X} \times_1 L^{(1)} \times_2 L^{(2)} \cdots \times_K L^{(K)} \right\|_F^2 \\
+ \frac{1}{2} \sum_{\ell=1}^K \lambda_\ell \text{Tr}(L^{(\ell)} S(\ell) L^{(\ell)\top}),
\]

s.t. \( \Omega_X = \Omega_{\hat{X}}. \)

In many data analysis applications where tensor decomposition is extensively used (Liu et al., 2012; Chen et al., 2013; Kolda and Bader, 2009; Tarzanagh and Michailidis, 2019), the multi-dimensional data exhibit sparse, group-sparse or other type of specialized structures. Such properties are related to the sparse representation and heterogeneity challenges that we noted in the introduction. This motivates the use of penalized tensor decomposition, where some type of nonsmooth regularization such as \( \ell_1 \)-norm, \( \ell_2 \)-norm, and nuclear norm is imposed on either core or factor matrices.

In the light of this observation, we next develop a bilevel optimization problem that links penalized Tucker factorization with tensor completion.

### 4.2 Mahalanobis Metric Links Tensor Completion and Decomposition

A key observation about the optimization problem (8) led us to initially pursue a joint completion and decomposition approach. That is, the linear transformation defining a Mahalanobis metric is itself a Tucker decomposition. To see this, note the similarity between Eqs. (2) and (5). The matrices \( L^{(\ell)} \) defining a Mahalanobis metric can thus be interpreted as the matrices \( V^{(\ell)} \) of a Tucker decomposition. We further had the intuition that completing a tensor should lead to more accurate decomposition of the tensor into underlying factors. These insights led us to formulate a bilevel optimization problem in which decomposition is performed jointly with completion, and both problems are linked by a learned distance metric.

Another motivation for our formulation is a connection between Mahalanobis distance and group theory. Recall that Mahalanobis distance is equivalent to Euclidean distance after a linear change of coordinates that normalizes the covariance matrix/tensor of the data to the identity. The Kempf-Ness theorem (Olver and Olver, 1999), a classic result from group theory, guarantees that the problem of finding such a change of coordinates has a unique solution that is optimal in a certain sense. Briefly, a proper action on an arbitrary group \( H \) can perform the change of coordinates in the vector space \( V \) such that it preserves the mathematical structure of the elements. It is known that the group \( H \) has a unique maximal compact subgroup \( M \).

**Theorem 4 (Kempf-Ness Theorem)** Consider the real-valued map \( \varphi : H \to \mathbb{R} \) given by \( \varphi(h) = \|h \cdot \mathbf{v}\|^2 \) for some nonzero \( \mathbf{v} \in \mathbb{R}^n \). If a critical point exists for \( \varphi \), then it is an absolute minimum and \( Mh \) is a coset of group \( H \) for \( h \in H \). Moreover, the set of critical points is unique up to the action of group \( M \).
Further explanation of this result and connections to the representation theory of reductive groups can be found in the Appendix, Section 9.1.

These insights led us to formulate a bilevel optimization problem in which decomposition is performed jointly with completion, and both problems are linked by a learned Mahalanobis distance metric.

### 4.3 Bilevel Optimization

The technique of bilevel optimization has gained popularity in recent years. Bilevel optimization problems are often used to model hierarchical processes in which an upper level problem makes a decision anticipating the rational inputs of the lower level problem. In general, any bilevel optimization is locally equivalent to a single-level optimization problem (Dempe and Gadhi, 2014). Bard (Bard, 2013) studied the linear bilevel problem and developed first-order necessary optimality conditions under which any linear bilevel optimization problem can be formulated as an equivalent single-level linear optimization problem.

The most direct approach to solving a bilevel optimization problem is to solve the equivalent mathematical problem given in Eq (37) (see Appendix 9.6). For any linear bilevel problem, a single-level problem exists where the solutions of both problems are equivalent (Bard, 2013, ch.5). Further details for a general linear problem is provided in Appendix 9.6.

In what follows we propose a bilevel optimization problem followed by a linearized ADMM approach to solve the proposed problem.

### 4.4 A Bilevel Optimization Framework for Tensor Recovery Under Metric Learning Constraints

Let $\mathcal{X} \in \mathbb{R}^{N_1 \times \cdots \times N_K}$ be a tensor that admits a Tucker factorization. Our goal is to perform tensor recovery by jointly finding a completed tensor $\hat{\mathcal{X}}$, a penalized Tucker factorization $[\mathcal{G};\{\mathcal{V}(\ell)\}_{\ell=1}^K]$ of $\mathcal{X}$, and Mahalanobis metric defined by $\{\mathcal{L}(\ell)\}_{\ell=1}^K$. We formulate a penalized tensor factorization under metric learning constraints as the following bilevel optimization problem:

\[
\min_{\mathcal{Z}} \frac{1}{2} \|\mathcal{X} - \mathcal{Z}\|_F^2 + J_1(\mathcal{G}) + \sum_{\ell=1}^K J_{(2,\ell)}(\mathcal{V}(\ell)) \quad (9a)
\]

subject to

\[
\mathcal{Z} := \arg \min_{\hat{\mathcal{Z}}} \frac{1}{2} \|\hat{\mathcal{X}} \times_1 \hat{\mathcal{L}}(1) \times_2 \cdots \times_K \hat{\mathcal{L}}(K)\|_F^2 + \sum_{\ell=1}^K \lambda_{\ell} \text{Tr}(\hat{\mathcal{L}}(\ell) \mathcal{S}(\ell) \hat{\mathcal{L}}(\ell)^T), \quad (9b)
\]

and

\[
\begin{align*}
\Omega_{\mathcal{X}} &= \Omega_{\hat{\mathcal{X}}}, \\
\hat{\mathcal{L}}(\ell) &= \hat{\mathcal{V}}(\ell)^T \hat{\mathcal{V}}(\ell), \\
\hat{\mathcal{G}} &= \hat{\mathcal{X}} \times_1 \hat{\mathcal{V}}(1)^T \times_2 \cdots \times_K \hat{\mathcal{V}}(K)^T, \\
\hat{\mathcal{Z}} &= \hat{\mathcal{G}} \times_1 \hat{\mathcal{V}}(1)^T \times_2 \cdots \times_K \hat{\mathcal{V}}(K), \\
\mathcal{Z} &= \mathcal{G} \times_1 \mathcal{V}(1)^T \times_2 \cdots \times_K \mathcal{V}(K). \quad (9c)
\end{align*}
\]
We detail the purpose of each component of (9):

- The lower-level problem (9b) corresponds to low-rank tensor completion introduced in (8) which allows incorporating side information about the similarity of each tensor model. In (9b), the set \( \{ \lambda_\ell \}_{\ell=1}^K \) denotes the lower-level regularization parameters. Note that if \( \{ S(\ell) \}_{\ell=1}^K \) are available, the second term in (9b) uses them to refine the distance metric. Even if the \( \{ S(\ell) \}_{\ell=1}^K \) matrices are not given, we can initialize them by, for instance, taking pairwise distances along each mode of the tensor (Narita et al., 2012). We can then iteratively update them using pairwise distances from the completed tensor at each stage of optimization process.

- The upper-level problem (9a) is penalized Tucker decomposition to solve high-dimensional tensor problems. We use \( J_1(G) \) and \( J_{(2, \ell)}(V^{(\ell)}) \) to denote penalty functions on \( G \) and \( V^{(\ell)} \), respectively. Note that the core tensor is the projection of \( X \) onto the tensor basis formed by the factor matrices \( V^{(\ell)} \); that is, \( G = X \bigotimes_{\ell=1}^K V^{(\ell)^T} \). If the core tensor \( G \) has the same dimensions as the data tensor \( X \), we can simply set \( \tilde{L}^{(\ell)} = \tilde{V}^{(\ell)} \). In this case, \( \{ L^{(\ell)} \}_{\ell=1}^K \) define a true Mahalanobis metric. However, the above formulation also allows us to learn a core \( G \) with dimensions strictly smaller than \( X \) which results in a low rank factorization. Thus, we can learn a Tucker decomposition where the matrices \( V^{(\ell)} \) are not square. Note that, in this case, the matrices define a pseudo-metric that satisfies the triangle inequality but may or may not satisfy coincidence or symmetry, depending on the \( \tilde{L}^{(\ell)} \) matrices being positive semi-definite.

### 4.5 Extension for Coupled Tensor–Matrix Recovery

Many real-world tensors come with side information in the form of matrices coupled to one or more tensor modes. The above formulation of TR-MLC can incorporate such side information in the form of similarity matrices, but often the coupled matrix is not symmetric or even square. We can, however, extend the method in a relatively simple way to leverage general side information by enforcing coupled matrix-tensor decomposition. Suppose we have a tensor \( X \in \mathbb{R}^{N_1 \times \cdots \times N_c \times \cdots \times N_K} \) and a matrix \( M \in \mathbb{R}^{J \times N_c} \) that share a common dimension \( N_c \) on the \( c \)th tensor mode. We can extend the above framework to jointly perform Tucker decomposition of \( X \) and matrix factorization of \( M \) as follows:

\[
\begin{align*}
\mathcal{X} &= G \times_1 V^{(1)} \times_2 \cdots \times_c V^{(c)} \times_{c+1} \cdots \times_K V^{(K)}, \\
M &= U^{(c)} V^{(c)},
\end{align*}
\]

where both Tucker and matrix decomposition contain an identical factor matrix \( V^{(c)} \in \mathbb{R}^{n_c \times N_c} \) and \( U^{(c)} \in \mathbb{R}^{J \times n_c} \) is an additional factor specific to the coupled matrix. The shared factor matrix \( V^{(c)} \) ensures that the coupled matrix informs and constrains the tensor decomposition in our bilevel optimization problem.

### 5. ADMM Algorithm for TR-MLC

Bilevel optimization problems of the form (9) were first introduced by Bracken and McGill (Bracken and McGill, 1973). Later, a more general form of problem (9) involving joint constraints of variables in the upper and lower problems was considered in (Aiyoshi and Shimizu, 1981). There are many approaches for solving general constrained bilevel optima-
tion problems; see, e.g., (Liu et al., 2021) for survey. Motivated by (Hansen et al., 1992), we first rewrite the bilevel problem (9) as a single-level constrained optimization problem, and then develop a linearized ADMM approach to solve the resulting problem. To do so, we need to calculate the derivatives of the lower-level objective given in (9).

For brevity, we refer to the upper-level objective in (9a) as \( F(Z) \) and the lower-level objective in (9b) function as \( f(\hat{Z}) \) throughout this section. We also let \( L(Z;X) \) be an empirical loss function known a priori, such as the negative log-likelihood function from the generating distribution or more general objective function that depends on an unknown parameter \( Z \in \mathbb{R}^{N_1 \times \cdots \times N_K} \) (Hong et al., 2020; Han et al., 2020). In our experiments, we used \( L(Z;X) = \frac{1}{2} \|X - Z\|_F^2 \), but our derivation allows for more general losses.

**Lemma 5 (Partial Gradients of Lower-Level Objective)**

\[
\nabla_{\hat{X}} f(\hat{Z}) = \hat{M} \times_1 \hat{L}^{(1)} \times_2 \cdots \times_K \hat{L}^{(K)},
\]

(11a)

\[
\nabla_{V(\ell)} f(\hat{Z}) = [M(\ell)(\bigotimes_{i \neq \ell} L^{(i)}) \hat{X}^T(\ell) + \lambda_{\ell} L^{(\ell)} S(\ell)] V^{(\ell)\top},
\]

(11b)

for \( \ell = 1, \cdots, K \). Here, \( \hat{X}(\ell) \) denotes \( \ell \)-unfolding of \( \hat{X} \), and

\[
\hat{M} = \hat{X} \times_1 \hat{L}^{(1)} \times_2 \hat{L}^{(2)} \times_3 \cdots \times_K \hat{L}^{(K)}.
\]

(12)

**Proof** See Appendix, Section 9.2.

Using Lemma 5, we next show that the proposed Problem (9) can be rewritten as a single-level nonlinear constrained optimization problem. More specifically, using the optimality conditions of the lower-level Problem (9b), we obtain

\[
\begin{align*}
\min_{Z} & \quad F(Z) = L(Z;X) + J_1(G) + \sum_{\ell=1}^{K} J_{(2,\ell)}(V^{(\ell)}) \\
\text{s.t.} & \quad M \times_1 L^{(1)} \times_2 \cdots \times_K L^{(K)} = 0, \\
& \quad [M(\ell)(\bigotimes_{i \neq \ell} L^{(i)}) X^{(\ell)\top} + \lambda_{\ell} L^{(\ell)} S(\ell)] V^{(\ell)\top} = 0,
\end{align*}
\]

(13a)-(13c)

where \( \hat{M} \) is given in (12) and \( L^{(\ell)} = V^{(\ell)\top} V^{(\ell)} \) for \( \ell = 1, \cdots, K \). One will notice that (13b) and (13c) correspond to the first-order optimality conditions of the lower-level objective in (9b).

For notational simplicity, we set \( K = 3 \) throughout this section, though the argument generalizes readily to \( K > 3 \). In order to solve (13), we develop a linearized ADMM algorithm. ADMM (Boyd et al., 2011) is an attractive approach for this problem because it allows us to decouple some of the terms in (9) that are difficult to optimize jointly.

Let

\[
\begin{align*}
\mathcal{A} := & \hat{M} \times_1 L^{(1)} \times_2 L^{(2)} \times_3 L^{(3)}, \\
\mathcal{B}(\ell) := & [M(\ell)(\bigotimes_{i \neq \ell} L^{(i)}) X^{(\ell)\top} + \lambda_{\ell} L^{(\ell)} S(\ell)] V^{(\ell)\top}
\end{align*}
\]

(14)
and define \( Y := \{ Y^{(1)}, \{ Y^{(2,\ell)} \}_{\ell=1}^3 \} \) to be the set of dual variables corresponding to the constraints (13b) and (13c).

Under this setting, the scaled augmented Lagrangian (Boyd et al., 2011) for (13) takes the form

\[
\mathcal{L}(\Upsilon) = L(\mathcal{Z}; \mathcal{X}) + J_1(\mathcal{G}) + \sum_{\ell=1}^{3} J_{(2,\ell)}(\mathbf{V}^{(\ell)}) - \left( \langle Y^{(1)}, \mathcal{A} \rangle + \sum_{\ell=1}^{3} \langle Y^{(2,\ell)}, \mathcal{B}^{(\ell)} \rangle \right) + \frac{\rho}{2} \left( \|\mathcal{A}\|_F^2 + \sum_{\ell=1}^{3} \|\mathcal{B}^{(\ell)}\|_F^2 \right),
\]

where

\[
\Upsilon := \{ \mathbf{V}^{(1)}, \mathbf{V}^{(2)}, \mathbf{V}^{(3)}, \mathcal{G}, \mathcal{Z}, Y \}.
\]

Standard ADMM (Boyd et al., 2011) applied to (15) requires solving for each variable while the others are fixed; see, (20a)–(20f) in the Appendix, Section 9.3. It can be easily seen that the constrained problem (13) is non-convex; hence, the global convergence of standard ADMM is a priori not guaranteed. Besides, the standard ADMM requires an exact solution of each subproblem which is prohibitive in large-scale tensor completion tasks. To overcome these issues, we next develop a linearized ADMM algorithm for (9) with guaranteed convergence. To do so, we rewrite (15) as

\[
\mathcal{L}(\Upsilon) = L(\mathcal{Z}; \mathcal{X}) + J_1(\mathcal{G}) + \sum_{\ell=1}^{3} J_{(2,\ell)}(\mathbf{V}^{(\ell)}) + \bar{\mathcal{L}}(\Upsilon),
\]

where

\[
\bar{\mathcal{L}}(\Upsilon) := \frac{\rho}{2} \left( \|\mathcal{A} - \frac{1}{\rho} Y^{(1)}\|_F^2 + \sum_{\ell=1}^{3} \|\mathcal{B}^{(\ell)} - \frac{1}{\rho} Y^{(2,\ell)}\|_F^2 \right).
\]

Now, using (17), we approximate each subproblem by linearizing the smooth terms in (17) with respect to the factor matrices and core tensor; see, Appendix, (21a)–(21b) for further details.

A schematic description of the proposed linearized ADMM is given in Algorithm 1. The algorithm alternatively updates each variable using the proximal gradient method; see, Appendix, Section 9.3. In each step, it uses the proximal operator which is formally defined as:

\[
\text{prox}_t^J(u) := \arg \min \left\{ J(v) + \frac{t}{2} \|v - u\|^2 : v \in \mathbb{R}^d \right\}, \quad (t > 0).
\]

Here, \( J : \mathbb{R}^d \to (-\infty, \infty] \) is a proper lower semicontinuous function and \( t \) is some regularization parameter.

Note that the ADMM updates for the coupled case are very similar, requiring only slight changes to the linearized ADMM updates. These changes ensure that \( \mathbf{V}^{(c)} \) and \( \mathbf{U}^{(c)} \) are updated jointly.
Algorithm 1 TR-MLC via Linearized ADMM

1: **Input:** $\mathcal{X} \in \mathbb{R}^{N_1 \times \cdots \times N_K}$; positive constants $\{\lambda_t\}_{t=1}^K$; factor matrices $\{\mathbf{V}_0^{(t)}\in \mathbb{R}^{N_1 \times N_t}\}_{t=1}^K$; dual variables $Y_0$; similarity matrices $\{S_t\}_{t=1}^K$; number of iterations $\text{iter}$; and proximal parameters $\rho$, $\varrho$, $\{g_t^{(t)}\}_{t=1}^K$.

2: **Initialize:** $t = 0$, $\mathbf{V}_t^{(t)} = \mathbf{V}_0^{(t)}$, $\mathbf{L}_t^{(t)} = \mathbf{V}_t^{(t)\top} \mathbf{V}_t^{(t)}$, $Z_t = \mathcal{X}$,

$$\widehat{X}_t = \mathcal{X} \bigotimes_{t=1}^K \mathbf{L}_t^{(t)}$$

$\mathcal{G}_t = \mathcal{X} \bigotimes_{t=1}^K \mathbf{V}_t^{(t)\top}$, and $\mathcal{Y}_t = Y_0$.

3: **For** $t = 1, 2, \ldots, \text{iter}$ **do**

   - For $\ell = 1, \ldots, K$, set $L_t^{(\ell)} := \mathbf{V}_t^{(\ell)\top} \mathbf{V}_t^{(\ell)} \in \mathbb{R}^{N_\ell \times N_\ell}$,

   - Update $\mathbf{X}$:

     - Update factor matrices $\mathbf{L}_{t+1}^{(\ell)}$ using side/similarity matrices $\{S_t^{(\ell)}\}_{t=1}^K$ and distance metric learning (following Algorithm 3, Appendix, Section 9.1)

   - Update $\mathbf{V}$:

     - $\mathbf{V}_{t+1}^{(\ell)} = \text{prox}_{g^{(\ell)}} \left( \mathbf{V}_t^{(\ell)} - \frac{1}{\varrho} \nabla \mathbf{V}_t^{(\ell)} \mathcal{L}(\mathcal{Y}), \frac{1}{\varrho} \right)$.

   - Update $\mathcal{G}$:

     - $\mathcal{G}_{t+1} = \text{prox}_{\rho} \left( \mathcal{G}_t - \frac{1}{\varrho} \nabla \mathcal{G}_t \mathcal{L}(\mathcal{Y}), \frac{1}{\varrho} \right)$.

   - Update $Z$:

     - $Z_{t+1} = \mathcal{G}_{t+1} \times_1 \mathbf{V}_{t+1}^{(1)} \times_1 \mathbf{V}_{t+1}^{(2)} \cdots \times_1 \mathbf{V}_{t+1}^{(K)}$

   - Update $\mathcal{Y}$:

     - $\mathcal{Y}_{t+1}^{(1)} = \mathcal{Y}_t^{(1)} - \rho \mathcal{A}_t^{(1)}$.

     - For $\ell = 1, \ldots, K$: $\mathcal{Y}_{t+1}^{(\ell)} = \mathcal{Y}_t^{(\ell)} - \rho \mathcal{B}_t^{(\ell)}$.

4: **Return** $Z$, $\mathcal{Y}$, $\mathcal{G}$, and $\{\mathbf{V}_t^{(t)}\}_{t=1}^K$.

6. **Convergence Analysis**

In this section, we establish the global convergence of Algorithm 1. To do so, we make the following assumptions:

(A1) The regularization terms $J_1 : \mathbb{R}^{R_1 \times \cdots \times R_K} \to (-\infty, \infty]$ and $J_{(2, \ell)} : \mathbb{R}^{N_\ell \times R_\ell} \to (-\infty, \infty]$ are proper and lower semi-continuous such that $\inf_{\mathbb{R}^{R_1 \times \cdots \times R_K}} J_1 > -\infty$, and $\inf_{\mathbb{R}^{N_\ell \times R_\ell}} J_{(2, \ell)} > -\infty$ for $\ell = 1, 2, \cdots, K$.

(A2) The loss function $L(Z; \mathcal{X}) : \mathbb{R}^{N_1 \times N_2 \times \cdots \times N_K} \to \mathbb{R}$ is differentiable and $\inf_{\mathbb{R}^{N_1 \times N_2 \times \cdots \times N_K}} L > -\infty$.

(A3) The gradient $\nabla L(Z; \mathcal{X})$ is Lipschitz continuous with moduli $\Pi_L$, i.e., $\|\nabla L(Z_1; \mathcal{X}) - \nabla L(Z_2; \mathcal{X})\|_F^2 \leq \Pi_L \|Z_1 - Z_2\|_F^2$, for all $Z_1$, $Z_2$.

These assumptions are common in the tensor factorization and composite optimization literature (Rockafellar and Wets, 2009; Bauschke et al., 2011; Tarzanagh and Michailidis,
Note that it is not very restrictive to require \( \{ J_1, \{ J_{(l,t)} \}_{t=1}^K \} \) to be proper and lower semi-continuous functions. In fact, many penalty functions including the \( \ell_1 \)-norm, \( \ell_2 \)-norm, \( \ell_\infty \)-norm, and nuclear norm satisfy Assumption (A1). Further, Assumptions (A2) and (A3) cover many statistically-motivated losses used in practice, including the quadratic and exponential family losses (Tarzanagh and Michailidis, 2019). The crux of the proof is that the augmented Lagrangian used in the ADMM algorithm satisfies the Kurdyka–Lojasiewicz property, which is sufficient to guarantee global convergence.

For any proper, lower semi-continuous function \( g : H \to (-\infty, \infty] \), we let \( \partial L_g : H \to 2^H \) denote the limiting subdifferential of \( g \); see (Rockafellar and Wets, 2009) [Definition 8.3]. For any \( \eta \in (0, \infty) \), we let \( F_\eta \) denote the class of concave continuous functions \( \varphi : [0, \eta) \to \mathbb{R}^+ \) for which \( \varphi(0) = 0 \); \( \varphi \) is \( C^1 \) on \( (0, \eta) \) and continuous at 0; and for all \( s \in (0, \eta) \), we have \( \varphi'(s) > 0 \).

Definition 6 (Kurdyka–Lojasiewicz Property) A function \( g : H \to (-\infty, \infty] \) has the Kurdyka-Lojasiewicz (KL) property at \( u \in \text{dom}(\partial L_g) \) provided that there exists \( \eta \in (0, \infty) \), a neighborhood \( U \) of \( u \), and a function \( \varphi \in F_\eta \) such that
\[
(\forall u \in U \cap \{ u' \mid g(u') < g(u) < g(\overline{u}) + \eta \}), \\
\varphi'(g(u) - g(\overline{u})) \text{dist}(0, \partial L_g(u)) \geq 1.
\]
The function \( g \) is said to be a KL function provided it has the KL property at each point \( u \in \text{Dom}(g) \).

Next, we present global convergence of Algorithm 1.

Theorem 7 (Global Convergence) Suppose Assumptions (A1)–(A3) hold and the augmented Lagrangian \( \mathcal{L}(\Upsilon) \) is a KL function. Then, the sequence \( \Upsilon_t = (V_t^{(1)}, \ldots, V_t^{(K)}, G_t, Z_t, Y_t) \) generated by Algorithm 1 from any starting point converges to a stationary point of (15).

We first outline the following lemma which is needed in order to prove Theorem 7. We give a formal definition of the limit point set. Let the sequence \( \{ \Upsilon_t \}_{t \geq 0} \) be a sequence generated by Algorithm 1 from a starting point \( \Upsilon_0 \). The set of all limit points is denoted by \( \mathcal{C}(\Upsilon_0) \), i.e.,
\[
\mathcal{C}(\Upsilon_0) = \{ \tilde{\Upsilon} : \exists \text{ an infinite sequence } \{ \Upsilon_{k_s} \}_{s \geq 0} \text{ s.t. } \Upsilon_{k_s} \to \tilde{\Upsilon} \text{ as } s \to \infty \}.
\]
We now show that the set of accumulations points of the sequence \( \{ \Upsilon_k \}_{k \geq 0} \) generated by Algorithm 1 is nonempty and it is a subset of the critical points of \( \tilde{\mathcal{L}} \).

Lemma 8 Let \( \{ \Upsilon_t \}_{t \geq 0} \) be a sequence generated by Algorithm 1. Then,
(i) \( \mathcal{C}(\Upsilon_0) \) is a non-empty set, and any point in \( \mathcal{C}(\Upsilon_0) \) is a critical point of \( \tilde{\mathcal{L}}(\Upsilon) \);
(ii) \( \mathcal{C}(\Upsilon_0) \) is a compact and connected set;
(iii) The function \( \tilde{\mathcal{L}}(\Upsilon) \) is finite and constant on \( \mathcal{C}(\Upsilon_0) \).

Proof The proof of Lemma 8 is similar to that of Lemma 15 in (Tarzanagh and Michailidis, 2019) and is included in Appendix 9.4.

Note that the global convergence of Algorithm 1 requires \( \mathcal{L}(\Upsilon) \) to satisfy the KL property.
In the following, we show that this assumption is not restrictive and many tensor objectives are indeed KL functions. To do so, we first introduce the definitions of semi-algebraic and sub-analytic functions (Bolte et al., 2014; Tarzanagh and Michailidis, 2019).

**Definition 9 (Semi-Algebraic Functions)** A function \( \Psi : H \rightarrow (0, \infty) \) is semi-algebraic provided that the graph \( G(\Psi) = \{ (x, \Psi(x)) \mid x \in H \} \) is a semi-algebraic set, which in turn means that there exists a finite number of real polynomials \( g_{ij}, h_{ij} : H \times \mathbb{R} \rightarrow \mathbb{R} \) such that

\[
G(\Psi) := \bigcup_{j=1}^{p} \bigcap_{i=1}^{q} \{ u \in H \mid g_{ij}(u) = 0 \text{ and } h_{ij}(u) < 0 \}.
\]

**Definition 10 (Sub-Analytic Functions)** A function \( \Psi : H \rightarrow (0, \infty) \) is sub-analytic provided that the graph \( G(\Psi) = \{ (x, \Psi(x)) \mid x \in H \} \) is a sub-analytic set, which in turn means that there exists a finite number of real analytic functions \( g_{ij}, h_{ij} : H \times \mathbb{R} \rightarrow \mathbb{R} \) such that

\[
G(\Psi) := \bigcup_{j=1}^{p} \bigcap_{i=1}^{q} \{ u \in H \mid g_{ij}(u) = 0 \text{ and } h_{ij}(u) < 0 \}.
\]

It can be easily seen that both real analytic and semi-algebraic functions are sub-analytic. Even though the sum of two sub-analytic functions may not be sub-analytic, if at least one function maps bounded sets to bounded sets, then their sum is also sub-analytic (Bolte et al., 2014). The KL property holds for a large class of functions including sub-analytic and semi-algebraic functions such as indicator functions of semi-algebraic sets, vector (semi)-norms \( \| \cdot \|_\mu \) with \( \mu \geq 0 \) be any rational number, and matrix (semi)-norms (e.g., operator, trace, and Frobenius norm). These function classes cover most of the smooth and nonconvex objective functions encountered in practical applications; see (Bolte et al., 2014; Tarzanagh and Michailidis, 2019) for a comprehensive list.

**Lemma 11** The regularized augmented Lagrangian function \( L(\Upsilon) \) satisfies the KL property.

**Proof** The penalty functions \( \{ J_1, J_{(2,\ell)} \}_{\ell=1}^{K} \) satisfying Assumption (A1) are semi-algebraic functions, while the loss function \( L \) is sub-analytic. Further, the proximal term \( \hat{L}(\Upsilon) \) in (18) is an analytic function. Hence, the regularized augmented Lagrangian function \( L(\Upsilon) \) given in (17), which is the summation of semi-algebraic functions, is itself semi-algebraic and thus satisfies the KL property.

7. Experimental Results

To evaluate our tensor recovery method, we compare it with the following tensor decomposition and tensor completion methods:

- Simultaneous tensor decomposition and completion using factor prior (STDC (Chen et al., 2013)) is a constrained optimization problem that exploits rank minimization techniques and decomposition with the Tucker model. As the model structure is implicitly included in the Tucker model, the model uses factor priors to characterize the underlying distribution induced by the model factors.
• High accuracy low rank tensor completion (HaLRTC (Liu et al., 2012)) is a low rank completion method which utilizes the trace norm as a convex relaxation of an otherwise non-convex optimization problem.

• Tensor Completion Made Practical, (Liu and Moitra, 2020) is a recent state-of-the-art algorithm for tensor completion that involves a modification to standard alternating minimization. The method mainly tries to overcome the fact that the standard alternating minimization algorithm does get stuck in local minima when completing tensors with correlated components. We refer to this method as TCMP.

• Coupled Tensor Matrix Factorization (CTMF) (Acar et al., 2014) is an algorithm for tensor decomposition that utilizes side information in form of matrices that share one mode with the tensor. The side information is supposed to provide extra features that improves the performance of the decomposition task.

7.1 Datasets

• The first dataset we use is the CMU face database (Sim, 2003), which contains face images from 65 subjects with 11 poses and 21 types of illumination. All facial images are aligned by eye position and cropped to 32 \times 32 pixels. Images are then vectorized, and the dataset is represented as a fourth-order tensor with dimensions \((65 \times 11 \times 21 \times 1024)\).

• We also consider the Cine Cardiac dataset (Lingala et al., 2011). Cine sampling is gated to a patient’s heart beat, and as each data measurement is captured, it is associated with a particular cardiac phase. The dataset is represented as a fourth-order tensor with dimensions \((192 \times 192 \times 8 \times 19)\), in which \(n = 192, t = 19\) denote a bSSFP (balanced steady-state free precession, one of the imaging techniques upon which this dataset is created) to long-axis cine sequencing parameters along with \(l = 8\) as the number of channels through which the signals are received. For full details of how the dataset was created, we refer the reader to (Candes et al., 2013). The missing rate is 85%.

• We perform additional experiments on a public Face dataset, which is a third-order tensor with dimensions \(192 \times 168 \times 64\) (Fac) and 70% missing entries.

• The Fluorescence dataset (Bro et al., 2005) contains measurements of emission and excitation spectra from six different fluorophores. These were chosen on the basis of closeness to the first-order Rayleigh scatter line and their overlap in both emission and excitation spectra. In total 405 samples were recorded. Each sample was left in the instrument and scanned five consecutive times. Every measurement consists of 136 emission wavelengths \(\times 19\) excitation wavelengths. This gives a fourth-order tensor with dimensions \((405 \times 136 \times 19 \times 5)\).

• We also evaluate TR-MLC on a publicly available spatial transcriptomic dataset from the adult mouse brain. We obtained the spatial gene expression tensors from
a two-dimensional tissue section \(^1\)\(^2\). The dataset is a tensor of size \(32285 \times 78 \times 64\), denoting the number of genes, \(x\)-coordinates and \(y\)-coordinates. Each element in the tensor represents the number of RNA copies of a gene at a particular \((x,y)\) location. We randomly sampled 500 genes from the full dataset, giving a tensor with dimensions \((500 \times 78 \times 64)\).

- We also used simulated datasets to assess the performance of TR-MLC. To create simulated datasets with coupled information, we followed the method of (Acar et al., 2014). This strategy creates coupled tensor and matrices from initial ground-truth factors. For instance, the input sizes = \([20\ 30\ 40\ 50]\) and modes = \([[123],[1,4]]\) create a three-way tensor of size \(20 \times 30 \times 40\) which at the first mode is coupled to a matrix of the size \(20 \times 50\).

7.2 Experiment Details

For each experiment, we initialized the similarity side information matrices \(S_\ell\) using the data itself. For instance, for a three-way given tensor \(X \in \mathbb{R}^{N_1 \times N_2 \times N_3}\), we calculated similarity information as the pairwise distance of each mode of the tensor \(X\). Thus, coupled to the tensor \(X\) at mode \(N_\ell\), for \(\ell = 1, 2, 3\), this gives a square matrix of the size \(N_\ell \times N_\ell\) which influences the \(V_\ell\) as given in problem (17). We ran TR-MLC for 20 and 50 iterations in all experiments unless stated otherwise. We ran STDC for 50 iterations (default setting recommended by the STDC paper). We ran HaLRTC following the example code from the authors, which uses a convergence threshold to determine the number of iterations. We ran the CMTF method following the package instructions\(^3\). It uses either a threshold or a fixed number of iterations (50) to determine convergence, whichever is achieved first. We ran the TCMP authors’ Python code\(^4\) with the default setting provided by the authors. TCMP uses a fixed number of iterations (200 by default) to determine convergence. We ran the code with this default setting.

To underscore the difference between the STDC method (the most closely related previous approach) and TR-MLC, we performed an additional experiment where we augmented the STDC objective with a distance metric learning term similar to (9b). We refer to this method as STDC\(^+\) in our experiments, and we find that STDC\(^+\) always outperforms STDC, highlighting the importance of this additional term (see below for details).

7.3 Tensor Completion Performance

We used two metrics, fit and RSE, to evaluate completion accuracy. If \(X\) represents the true values of a tensor and \(\hat{X}\) is the completed version of a partially observed tensor, the fit is defined as \(1 - \frac{\|X - \hat{X}\|_F}{\|X\|_F}\). Thus, fit is a number between 0 and 1, where 1 represents perfect concordance. The RSE metric is the square root of the mean-squared error between predicted and true tensor entries; a lower value is better for this metric.

---

\(^1\) https://www.10xgenomics.com/resources/datasets/mouse-brain-serial-section-1-sagittal-posterior-1-standard-1
\(^2\) https://github.com/kuanglab/FIST
\(^3\) http://www.models.life.ku.dk/joda/CMTF_Toolbox
\(^4\) https://github.com/cliu568/tensor_completion
We assessed completion performance by holding out entries from each of the CMU, Cine, Fluorescence, and Adult Mouse Brain datasets; completing the tensors; and comparing the predicted values of the missing entries with their known values. The results are reported in Table 1. TR-MLC achieves significantly higher fit and lower RSE than both STDC and HaLRTC on the CMU, Cine, Face, and Fluorescence datasets (Table 1). Notably, the modified STDC objective (STDC+) using a distance metric learning term similar to that in the TR-LMC objective significantly boosts the performance of STDC. TR-MLC is also slightly better than HaLRTC on the AMB dataset, though still much better than STDC. TCMP consistently outperforms STDC, STDC+, and HaLRTC, but TR-MLC still significantly improves upon TCMP.

Qualitatively, TR-MLC is able to recover realistic-looking images of the heart from extremely sparse observations in the CINE dataset (Fig. 1). We can also see that the completed tensors (faces) from TR-MLC look qualitatively quite realistic, preserving nuances of face shape, face orientation, and lighting (Fig. 2). In contrast, the faces reconstructed by STDC lack many of the details of the missing faces (compare left and right columns of Fig. 2).

We also find that the ADMM algorithm for TR-MLC converges rapidly, within 5-20 iterations for the CINE, CMU, and AMB datasets (Fig. 3).

![Incomplete Tensor](Image1.png) ![Completed Tensor](Image2.png)

Figure 1: The completed Cine tensor data with the initial missing rate of 85% (left) using TR-MLC method after 15 iterations (right).

7.4 Tensor Decomposition Performance

Because our method performs simultaneous completion and decomposition, we further evaluated the decomposition performance. Unlike completion, which is simple to evaluate by holding out observed tensor entries, decomposition requires ground-truth factors, which are less often known. For this reason, we created coupled tensor and matrix data from initial factors. To this end, we a simulation approach described in (Acar et al., 2014), and compared our results with those of CMTF (see Appendix 9.5 for further details). Using TR-MLC, we jointly performed Tucker decomposition of the tensor, say $\mathcal{X}$, and matrix decomposition of the matrix, say $\mathbf{M}$, with the matrix and tensor decomposition sharing a common factor matrix along the coupled mode. We repeated the experiment 10 times for each coupled tensor and matrix and reported the average reconstruction errors in Table 2.
Figure 2: Top-left shows the CMU dataset and Top-right shows the incomplete tensor with 80\% of the entries missing. The bottom-left and bottom-right are visualizations of the tensors completed by SDTC and TR-MLC (10 iterations), respectively.

We further utilized TR-MLC to jointly complete and decompose the CMU dataset using a core tensor whose dimensions are strictly smaller than the original tensor (Fig. 4). For visualization purposes, we compressed only the pixel mode of the tensor, effectively decreasing the image resolution. Qualitatively, we see that the core tensor gives accurate but smaller representations of the original images (Fig. 4). This compression comes at the cost of only a small loss in completion accuracy (fit and RSE of 0.9010 and 0.1094 with smaller core vs. fit and RSE of 0.9291 and 0.07682 with full core).
| Cine (192 × 192 × 8 × 19), 85% missing |   |   |
|----------------------------------------|---|---|
| #itr  | Fit  | RSE  |
| STDC  | 50  | 0.1355 | 0.8530 |
| STDC+ | 50  | 0.3661 | 0.6401 |
| HaLRTC | 21  | 0.6361 | 0.3639 |
| TCMP  | 200 | 0.8121 | 0.1903 |
| TR-MLC | 20  | **0.9720** | **0.0354** |

| CMU (65 × 11 × 21 × 1024), 90% missing |   |   |
|----------------------------------------|---|---|
| #itr  | Fit  | RSE  |
| STDC  | 50  | 0.3837 | 0.6262 |
| STDC+ | 50  | 0.8417 | 0.1583 |
| HaLRTC | 11  | 0.5829 | 0.4371 |
| TCMP  | 200 | 0.8734 | 0.1274 |
| TR-MLC | 20  | **0.9291** | **0.07682** |

| Face (192 × 168 × 64), 70% missing |   |   |
|-----------------------------------|---|---|
| #itr  | Fit  | RSE  |
| STDC  | 50  | 0.7009 | 0.2989 |
| STDC+ | 50  | 0.8091 | 0.1871 |
| HaLRTC | 43  | 0.8162 | 0.1838 |
| TCMP  | 200 | 0.8661 | 0.1399 |
| TR-MLC | 20  | **0.9810** | **0.01763** |

| Fluorescent (405 × 136 × 19 × 5), 80% missing |   |   |
|--------------------------------------------|---|---|
| #itr  | Fit  | RSE  |
| STDC  | 50  | 0.0002 | 1.0000 |
| STDC+ | 50  | **0.9874** | **0.0126** |
| HaLRTC | 15  | 0.9814 | 0.0196 |
| TCMP  | 200 | 0.9719 | 0.0919 |
| TR-MLC | 20  | 0.9833 | 0.01547 |

| AMB (500 × 78 × 64), 40% missing |   |   |
|---------------------------------|---|---|
| #itr  | Fit  | RSE  |
| STDC  | 50  | 0.4579 | 0.7093 |
| STDC+ | 50  | 0.5941 | 0.3952 |
| HaLRTC | 29  | 0.6989 | 0.3152 |
| TCMP  | 200 | 0.7035 | 0.2951 |
| TR-MLC | 20  | **0.7146** | **0.2666** |

Table 1: The method STDC+ refers to the STDC method (Chen et al., 2013), where we modified it by adding the DML term to the objective function.
Figure 3: (Left) Number of iterations against RSE for the 4-way data tensor Cine and CMU (see Table 1). (Right) Same comparison for AMB data. As it shows in both figures, the RSE converges at about the 5th iteration.

Figure 4: This figure shows the original CMU dataset (left) and the smaller core tensor $\mathcal{G}$ of size $65 \times 11 \times 21 \times 800$ recovered by TR-MLC (right). Here, the $\#itr = 20$, $fit = 0.9010$ and RSE = 0.1094.
### Simulated Data

|        | Size       | # itr | Avg. Err. |
|--------|------------|-------|-----------|
| CMTF   | [50 50 50 50] | 50    | 0.00695  |
| TR-MLC | [50 50 50 50] | 50    | 0.00606  |
| CMTF   | [50 50 50 50 50] | 50    | 0.08391  |
| TR-MLC | [50 50 50 50 50] | 50    | 0.0691   |
| CMTF   | [75 75 75 75] | 50    | 0.08129  |
| TR-MLC | [75 75 75 75] | 50    | 0.07123  |
| CMTF   | [100 100 100 100 100] | 50    | 0.04396  |
| TR-MLC | [100 100 100 100 100] | 50    | 0.04504  |

Table 2: Here, the first three numbers in the size, e.g. [50 50 50] denotes the size of the tensor and the numbers afterward are the size of the matrix coupled with the tensor. The Avg. Err. denotes the average of the errors over 10 different experiments. As mentioned earlier, the first three numbers in the “size” indicate the size of the three-way tensor and the rest is the size of the coupled matrix. For instance, [50 50 50 50] indicates a three-way tensor of the size $50 \times 50 \times 50$ to which a matrix of the size $50 \times 50$ is attached. The mode through which the matrix is attached is determined by another input (also see Appendix 9.5.)

### 8. Conclusion

In this manuscript, we developed a method for tensor recovery under metric learning constraints. Our approach captures the hidden features of the data by using external auxiliary information when available. It then uses a bilevel optimization scheme and ADMM to jointly complete and decompose the tensor. We have compared our results with four other methods on multiple real datasets. Moreover, our approach can also be used for simultaneous factorization when a tensor shares one (or more) modes with matrices. The bilevel optimization formulation we developed here provides a flexible framework for future extensions. In the future, we plan to use the framework to develop an Online Tensor Recovery (OTR) method for incoming time-dependent batches of information (either coupled or independent). We will also consider a variety of applications employing the proposed method, such as decision-making systems, image processing, and bioinformatics.
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9. Appendix

9.1 Change of Coordinate Using Kempf-Ness Theorem

Here, we use the representation theory of reductive groups (Milne, 2017; Richardson and Slodowy, 1990) for group $H$, a reductive linear algebraic group. The formal definition of reductive group is given in (Derksen and Kemper, 2015). Intuitively, reductivity can be thought of as the property of a linear algebraic group $H$ that guarantees a representation for the group $H$. For a real (or complex) vector space $X$, the general linear group, $\text{GL}(X)$, and special linear group, $\text{SL}(X)$, are reductive groups and so are their products. In general, $\text{GL}_d(X)$ is the set of $d \times d$ invertible matrices over $X$, together with the matrix multiplication operation and $\text{SL}_d(X)$ is a subset of $\text{GL}_d(X)$ consisting of those elements whose determinants are 1. An $n \times n$ real matrix can be thought of as an element in $X \otimes X \sim = \mathbb{R}^{n \times n}$, where $X$ and $Y$ are vector spaces of dimension $n$ and $m$, respectively. Similarly, an $n \times m \times p$ tensor is an element in the representation $X \otimes Y \otimes Z \sim = \mathbb{R}^{n \times m \times p}$ of the reductive group $\text{GL}(X) \times \text{GL}(Y) \times \text{GL}(Z)$. The Kempf-Ness Theorem (Theorem 4) can be thought of as a non-commutative duality theory paralleling the linear programming duality given by the Farkas lemma (Matousek and Gärtner, 2007), which corresponds to the commutative world. The theorem, which is a result of the geodesic convexity of the mapping $\varphi$, implies that there is a unique metric—the Euclidean metric after the change of coordinates given by $h$. A procedure for performing change of coordinates based on the Kempf-Ness Theorem is given in Algorithm 2.

Algorithm 2 Change of Coordinates/Kempf-Ness Normalization

1: **Input:** Tensor $\mathcal{X}$ (or a set of tensors $\mathcal{X}_1, \cdots, \mathcal{X}_m \in \mathbb{R}^{n \times p \times q}$), reg. para. $\lambda$, number of iterations $\text{iter}$
2: **Output:** New set of coordinates $(U_1, U_2, U_3) \in H$ and new $\mathcal{X}$
3: **Function** CoordinateChange($\mathcal{X}_1, \mathcal{X}_2, \cdots, \mathcal{X}_m, \lambda, \text{iter}$)
4: $U_1 \leftarrow I_n$, $U_2 \leftarrow I_p$, $U_3 \leftarrow I_q$
5: **for** $i = 1, \cdots, m$ **do**
6: Concatenate all tensors and matricize: $X_{(n)}, X_{(p)}, X_{(q)}$
7: minimize $\min_j = \| \mathcal{X}^{(j)} \|$
8: $\text{Min}_j \leftarrow \text{New min}_j$
9: **while** $\frac{\text{Min}_j}{\min_j} < 1 - \lambda$ & number of iterations is less than $\text{iter}$ **do**
10: **for** $j = 1, 2, 3$ **do**
11: $U^*_j \leftarrow \text{arg min}_j \| U_j \cdot \mathcal{X}^{(j)} \|$
12: $\mathcal{X}^{(j)} \leftarrow U^*_j \cdot \mathcal{X}^{(j)}$
13: $\min_j \leftarrow \| \mathcal{X}^{(j)} \|$
14: $U_j \leftarrow U^*_j \cdot U_j$
15: **return** $(U_1, U_2, U_3)$ and $\mathcal{X}$
16: **end Function**

Next, in order to determine the optimal metric, we assume that $x_1, x_2, \ldots, x_m$ in $X \cong \mathbb{R}^n$ are $m$ data points whose respective invertible covariance matrix is shown by $M$. Then
Algorithm 3 Learning Factors using DML

1: **Input**: A factor matrix with two modes, similarity matrices $S_{XX}, S_{YY}$, sizes of each mode: $n_X, n_Y$, observed index set at entries $\Omega_{XY} = ((i_1, j_1), (i_2, j_2), \ldots, (i_k, j_k))$. Fixed vector $v_{XY} \in \mathbb{R}^k$, where $\Omega_{XY}(M_{XY}) = \nu_{XY}$, regularization parameters at each mode $\lambda_X$ and $\lambda_Y$, and $\text{iter}$
2: **Initialize**: $L_X \leftarrow \mathbb{I}_{n_X}$, and $L_Y \leftarrow \mathbb{I}_{n_Y}$
3: **for** $i = 1, \ldots, \text{iter}$ **do**
4: 
5: $L_X \leftarrow (\lambda_X S_{XX} + M_{XY} L_X^\top L_X M_{XY})^{-1/2}$
6: $L_X \leftarrow \det(L_X)^{-1/n_X} L_X$
7: $L_Y \leftarrow (\lambda_Y S_{YY} + M_{XY}^\top L_Y^\top L_Y M_{XY})^{-1/2}$
8: $L_Y \leftarrow \det(L_Y)^{-1/n_Y} L_Y$
9: **End**
10: **return** factors $L_X, L_Y$

9.2 Proof of Lemma 12

**Proof** For simplicity, let $K = 3$. From the chain rule, we have

$$
\frac{\partial f}{\partial L^{(1)}_{ij}} = \sum_{a=1}^{N_1} \sum_{b=1}^{N_2} \sum_{c=1}^{N_3} \frac{\partial f}{\partial \hat{Z}_{abc}} \cdot \frac{\partial \hat{Z}_{abc}}{\partial L^{(1)}_{ij}} + \lambda_f \hat{L}^{(1)}(S_{(i)})_{ij}
$$

$$
= \sum_{a=1}^{N_1} \sum_{b=1}^{N_2} \sum_{c=1}^{N_3} \frac{\partial f}{\partial \hat{Z}_{abc}} \cdot \left( \mathbb{I}_{(a=i)} \sum_{r_2=1}^{R_2} \sum_{r_3=1}^{R_3} \mathcal{Y}_{j(r_2)_r} \hat{L}_{br_2}^{(2)} \hat{L}_{cr_3}^{(3)} \right) + \lambda_f \hat{L}^{(1)} X_{(i,j)}
$$

$$
= \sum_{b=1}^{N_2} \sum_{c=1}^{N_3} \frac{\partial f}{\partial \hat{Z}_{abc}} \left( \mathbb{I}_{(a=i)} \sum_{r_2=1}^{R_2} \sum_{r_3=1}^{R_3} \mathcal{Y}_{j(r_2)_r} \hat{L}_{br_2}^{(2)} \hat{L}_{cr_3}^{(3)} \right) + \lambda_f \hat{L}^{(1)} S_{(i,j)}
$$
where the second identity comes from the fact:

$$
\hat{Z}_{abc} = \sum_{r_1=1}^{R_1} \sum_{r_2=1}^{R_2} \sum_{r_3=1}^{R_3} Y_{r_1 r_2 r_3} \hat{L}^{(1)}_{r_1} \hat{L}^{(2)}_{r_2} \hat{L}^{(3)}_{r_3}.
$$

Let $\hat{\mathcal{M}} = \hat{\mathcal{R}} \times_1 \hat{L}^{(1)} \times_2 \hat{L}^{(2)} \times_3 \cdots \times_K \hat{L}^{(K)}$. One can verify that

$$
\left(\hat{\mathcal{M}}(1) (\hat{L}^{(3)} \otimes \hat{L}^{(2)}) \hat{X}^{(1)}\right)_{ij} = \sum_{k_1=1}^{N_2} \sum_{k_2=1}^{N_3} \sum_{k_3=1}^{R_2} \sum_{k_4=1}^{R_3} \frac{\partial f}{\partial \hat{Z}_{ik_1 k_2}} \cdot \hat{L}^{(2)}_{k_1 k_3} \hat{L}^{(3)}_{k_2 k_4} \hat{X}^{(1)}_{j k_3 k_4}.
$$

Here, $\hat{\mathcal{M}}(1)$ and $\hat{X}^{(1)}$ are mode-1 matricization of $\hat{\mathcal{M}}$ and $\hat{X}$, respectively. Now, applying chain rule using the relation $\hat{L}^{(\ell)} = \hat{V}^{(\ell)} \top \hat{V}^{(\ell)}$, the rest follows.

### 9.3 Derivations for ADMM Updates

In a typical iteration of the ADMM for minimizing (15), the updates to be implemented are:

$$
\begin{align*}
V^{(1)}_{t+1} &= \arg \min_{V^{(1)}} \mathcal{L} \left( V^{(1)}, \overbrace{V^{(2)}_t, V^{(3)}_t, \mathcal{G}_t, \mathcal{Z}_t, \mathcal{Y}_t}^{= : \gamma V^{(1)}_t} \right), \\
V^{(2)}_{t+1} &= \arg \min_{V^{(2)}} \mathcal{L} \left( \overbrace{V^{(1)}_t, V^{(2)}_t}^{= : \gamma V^{(2)}_t}, V^{(3)}_t, \mathcal{G}_t, \mathcal{Z}_t, \mathcal{Y}_t \right), \\
V^{(3)}_{t+1} &= \arg \min_{V^{(3)}} \mathcal{L} \left( \overbrace{V^{(1)}_t, V^{(2)}_t}^{= : \gamma V^{(3)}_t}, \overbrace{V^{(2)}_t, \mathcal{G}_t, \mathcal{Z}_t, \mathcal{Y}_t}^{= : \gamma V^{(3)}_t} \right), \\
\mathcal{G}_{t+1} &= \arg \min_{\mathcal{G}} \mathcal{L} \left( \overbrace{V^{(1)}_t, V^{(2)}_t}^{= : \gamma V^{(3)}_t}, \overbrace{V^{(2)}_t, \mathcal{G}_t, \mathcal{Z}_t, \mathcal{Y}_t}^{= : \gamma V^{(3)}_t} \right), \\
\mathcal{Z}_{t+1} &= \arg \min_{\mathcal{Z}} \mathcal{L} \left( \overbrace{V^{(1)}_t, V^{(2)}_t}^{= : \gamma V^{(3)}_t}, \overbrace{V^{(2)}_t, \mathcal{G}_t, \mathcal{Z}_t, \mathcal{Y}_t}^{= : \gamma V^{(3)}_t} \right), \\
\mathcal{Y}^{(1)}_{t+1} &= \mathcal{Y}^{(1)}_t - \rho \mathcal{A}_{t+1}, \quad \mathcal{Y}^{(2, \ell)}_{t+1} = \mathcal{Y}^{(2, \ell)}_t - \rho \mathcal{B}^{(\ell)}_{t+1},
\end{align*}
$$

where $\mathcal{A}$ and $\mathcal{B}^{(\ell)}$ are given in Eq. (14). We regularize each subproblem in (20a)–(20d) as follows:

$$
\begin{align*}
V^{(\ell)}_{t+1} &= \arg \min_{V^{(\ell)}} \mathcal{L} \left( \gamma V^{(\ell)}_t \right) + \frac{\rho}{2} \| V^{(\ell)}_t - V^{(\ell)}_t \|_F^2, \\
\mathcal{G}_{t+1} &= \arg \min_{\mathcal{G}} \mathcal{L} \left( \gamma \mathcal{G}_t \right) + \frac{\rho}{2} \| \mathcal{G} - \mathcal{G}_t \|_F^2,
\end{align*}
$$

where $\rho \ll \rho_A$ and $\rho_B$. The update for $\mathcal{Y}^{(\ell)}$ follows by update (20f) as:

$$
\gamma \mathcal{Y}^{(\ell)}_{t+1} = \gamma \mathcal{Y}^{(\ell)}_t - \rho \mathcal{A}^{(\ell)}_{t+1}.
$$
where positive constants \( \varrho \), and \( \{ \varrho^\ell \}_{\ell=1}^3 \) correspond to the regularization parameters.

Now, we approximate (21a)–(21b) by linearizing the function \( \tilde{\mathcal{L}}(\Upsilon) \) given in (18) w.r.t. \( \mathbf{V}^{(1)} \), \( \mathbf{V}^{(2)} \), \( \mathbf{V}^{(3)} \), and \( \mathcal{G} \) as follows:

\[
\mathbf{V}_t^{(\ell)} = \arg \min_{\mathbf{V}^{(\ell)}} \langle \nabla_{\mathbf{V}^{(\ell)}} \tilde{\mathcal{L}}(\Upsilon^{(t)\ell}) \rangle, \quad \mathbf{V}^{(t)} - \mathbf{V}^{(t)\ell} + J_{(2,\ell)}(\mathbf{V}^{(\ell)}) + \frac{\varrho^\ell}{2} \| \mathbf{V}^{(\ell)} - \mathbf{V}^{(t)\ell} \|_F^2, \quad (22a)
\]

\[
\mathcal{G}_t^{(\ell)} = \arg \min_{\mathcal{G}} \langle \nabla_{\mathcal{G}} \tilde{\mathcal{L}}(\Upsilon^{(t)\ell}) \rangle, \quad \mathcal{G} - \mathcal{G}_t + \frac{\varrho^\ell}{2} \| \mathcal{G} - \mathcal{G}_t \|_F^2, \quad (22b)
\]

where \( \nabla_{\mathbf{V}^{(\ell)}} \tilde{\mathcal{L}} \) and \( \nabla_{\mathcal{G}} \tilde{\mathcal{L}} \) denote the gradients of (18) w.r.t. \( \mathbf{V}^{(\ell)} \), for \( \ell = 1, 2, 3 \), and \( \mathcal{G} \), respectively.

The following two lemmas give the partial gradients of \( \tilde{\mathcal{L}}(\Upsilon) \) given in (18) as well as the partial gradient of \( \mathcal{L}(\Upsilon) \) given in (17).

**Lemma 12** The partial gradients of \( \tilde{\mathcal{L}}(\Upsilon) \) given in (18) w.r.t. \( \tilde{\mathcal{X}} \) and \( \mathbf{V}^{(\ell)} \), for \( \ell = 1, 2, 3 \) are

\[
\nabla_{\mathbf{V}^{(\ell)}} \tilde{\mathcal{L}}(\Upsilon) = \rho \left[ (\mathcal{M} \times 1) \hat{\mathbf{X}}(\ell) \hat{\mathbf{X}}(\ell)^\top \hat{\mathbf{X}}(\ell)^\top + \hat{\mathbf{A}} \hat{\mathbf{A}}^\top \mathcal{M} \right] \mathbf{V}^{(\ell)^\top} + \sum_{\ell=1}^3 \left( \mathcal{M}(\ell) \hat{\mathbf{A}}_{\neq \ell} \hat{\mathbf{X}}(\ell)^\top + \lambda_{\ell} \mathbf{V}^{(\ell)^\top} \mathbf{V}^{(\ell)} \mathbf{S}(\ell) \right) \mathbf{V}^{(\ell)^\top}, \quad (23a)
\]

\[
\nabla_{\hat{\mathcal{X}}} \tilde{\mathcal{L}}(\Upsilon) = \rho \left[ (\mathcal{M} \times 1) \hat{\mathbf{A}} \times 1 \hat{\mathbf{A}} \times 1 \hat{\mathbf{A}} + \sum_{\ell=1}^3 \left( \mathcal{M}(\ell) \hat{\mathbf{A}}_{\neq \ell} \hat{\mathbf{X}}(\ell)^\top \hat{\mathbf{X}}(\ell)^\top + \mathcal{M}(\ell) \hat{\mathbf{A}} \right) \mathbf{V}^{(\ell)^\top} \right], \quad (23b)
\]

where \( \mathcal{M} \) given in (12), \( \mathcal{M}(\ell) \) and \( \hat{\mathbf{X}}(\ell) \) denote the \( \ell \)-th unfolding of tensor \( \mathcal{M} \) and \( \hat{\mathcal{X}} \) respectively, and

\[
\hat{\mathbf{A}} := \bigotimes_{\ell=1}^3 \mathbf{L}^{(\ell)}, \quad \hat{\mathbf{A}}_{\neq \ell} := \bigotimes_{i \neq \ell}^3 \mathbf{L}^{(i)}.
\]

**Proof** Proof follows from Lemma. 12 and chain rule. 

The following lemma gives the partial gradient of \( \mathcal{L}(\Upsilon) \) given in (17) w.r.t. \( \hat{\mathcal{X}} \), \( \mathcal{G} \), and \( \mathbf{V}^{(\ell)} \) for \( \ell = 1, 2, 3 \).

**Lemma 13** The partial gradients of \( \mathcal{L}(\Upsilon) \) w.r.t. \( \hat{\mathcal{X}} \), \( \mathcal{G} \), and \( \mathbf{V}^{(\ell)} \) for \( \ell = 1, 2, 3 \), are given as:

\[
\nabla_{\mathbf{V}^{(\ell)}} \mathcal{L}(\Upsilon) = \mathbf{Z}(\ell) \left( \bigotimes_{i \neq \ell}^3 \mathbf{V}^{(i)} \right) \mathbf{G}(\ell) + \nabla_{\mathbf{V}^{(\ell)}} \tilde{\mathcal{L}}(\Upsilon), \quad (24a)
\]

\[
\nabla_{\hat{\mathcal{X}}} \mathcal{L}(\Upsilon) = \nabla_{\hat{\mathcal{X}}} \tilde{\mathcal{L}}(\Upsilon), \quad \text{and} \quad \nabla_{\mathcal{G}} \mathcal{L}(\Upsilon) = \mathbf{Z}, \quad (24b)
\]
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where $\mathcal{Z} = \mathcal{G} \times_1 \mathbf{V}(1) \times_2 \mathbf{V}(2) \times_3 \mathbf{V}(3)$. Here $\mathcal{Z}(t)$ and $\mathcal{G}(\ell)$ are the mode-$\ell$ matricization of $\mathcal{Z}$ and $\mathcal{G}$, respectively. $\nabla_{\mathbf{V}(t)} \bar{\mathcal{L}}(\mathcal{Y})$ and $\nabla_{\mathbf{Z}} \bar{\mathcal{L}}(\mathcal{Y})$ are given in Lemma 12.

9.4 Proof of Lemma 8

Proof (i). The sequence $\{\mathcal{Y}_t\}_{t \geq 0}$ is bounded, which implies that $\mathcal{C}(\mathcal{Y}_0)$ is non-empty due to the Bolzano-Weierstrass Theorem. Consequently, there exists a sub-sequence $\{\mathcal{Y}_{t_n}\}_{n \geq 0}$ such that

$$\mathcal{Y}_{t_n} \to \mathcal{Y}_\ast, \quad \text{as} \quad n \to \infty. \quad (25)$$

Since $J_{3,n}$ is lower semi-continuous, $(25)$ yields

$$\liminf_{n \to \infty} J_{2,\ell}(\mathbf{V}^{(t)}_{t_n}) \geq J_{2,\ell}(\mathbf{V}^{(t)}_{t}). \quad (26)$$

Further, from the iterative step $(22a)$, we have

$$\mathbf{V}^{(t)}_{t+1} = \arg\min_{\mathbf{V}^{(t)}} \lambda_{2,\ell} J_{2,\ell}(\mathbf{V}^{(t)}) + \langle \nabla_{\mathbf{V}(t)} \bar{\mathcal{L}}(\mathcal{Y}^{(t)}_{t}), \mathbf{V}^{(t)} - \mathbf{V}^{(t)}_{t} \rangle + \frac{\rho_{\ell}^2}{2} \| \mathbf{V}^{(t)}_{t} - \mathbf{V}^{(t)}_{t} \|^2_F. \quad (27)$$

Thus, letting $\mathbf{V}^{(t)}_{t+1} = \mathbf{V}^{(t)}_{t+1}$ in the above, we get

$$\lambda_{2,\ell} J_{2,\ell}(\mathbf{V}^{(t)}_{t+1}) + \langle \nabla_{\mathbf{V}(t)} \bar{\mathcal{L}}(\mathcal{Y}^{(t)}_{t}), \mathbf{V}^{(t)}_{t+1} - \mathbf{V}^{(t)}_{t} \rangle + \frac{\rho_{\ell}^2}{2} \| \mathbf{V}^{(t)}_{t+1} - \mathbf{V}^{(t)}_{t} \|^2_F, \quad (28)$$

Choosing $t = t_n - 1$ in the above inequality and letting $s$ goes to $\infty$, we obtain

$$\limsup_{n \to \infty} J_{2,\ell}(\mathbf{V}^{(t)}_{t_n}) \leq J_{2,\ell}(\mathbf{V}^{(t)}_{t}). \quad (29)$$

Here, we have used the fact that $\nabla_{\mathbf{V}(t)} \bar{\mathcal{L}}$ is a gradient Lipchitz continuous function w.r.t. $\mathbf{V}(t)$, the sequence $\mathbf{V}^{(t)}_{t+1}$ is bounded and that the distance between two successive iterates tends to zero. Now, we combine $(26)$ and $(28)$ to obtain

$$\lim_{s \to \infty} J_{2,\ell}(\mathbf{V}^{(t)}_{t_n}) = J_{2,\ell}(\mathbf{V}^{(t)}), \quad \text{for all} \quad \ell = 1, \ldots, K. \quad (30)$$

Arguing similarly with other variables, we obtain

$$\lim_{s \to \infty} J_{1}(\mathcal{G}_{k_n}) = J_{1}(\mathcal{G}_\ast), \quad (30a)$$

$$\lim_{s \to \infty} \bar{\mathcal{L}}(\mathcal{Y}_{t_n}) = \bar{\mathcal{L}}(\mathcal{Y}_\ast), \quad (30b)$$

where $(30a)$ follows since $J_1$ is lower semi-continuous; $(30b)$ is obtained from the continuity of function $\bar{\mathcal{L}}$. Thus, $\lim_{s \to \infty} \bar{\mathcal{L}}(\mathcal{Y}_{t_n}) = \bar{\mathcal{L}}(\mathcal{Y}_\ast)$.

Next, we show that $\mathcal{Y}_\ast$ is a critical point of $\bar{\mathcal{L}}(.)$. By the first-order optimality condition for the augmented Lagrangian function, we have

$$\partial J_{2,\ell}(\mathbf{V}^{(t)}_{t+1}) + \nabla_{\mathbf{V}(t)} \bar{\mathcal{L}}(\mathcal{Y}^{(t)}_{t+1}) \in \partial_{\mathbf{V}(t)} \bar{\mathcal{L}}(\mathbf{V}^{(t)}_{t+1}), \quad \ell = 1, \ldots, K, \quad (31)$$

$$\partial J_{1}(\mathcal{G}_{t+1}) + \nabla_{\mathcal{G}} \bar{\mathcal{L}}(\mathcal{G}^{(t)}_{t+1}) \in \partial_{\mathcal{G}} \bar{\mathcal{L}}(\mathcal{G}_{t+1}), \quad (31)$$

$$\gamma(\mathcal{G}_{t+1} \times_1 \mathbf{V}^{(1)}_{t+1} \cdots \times K \mathbf{V}^{(K)}_{t+1} - \mathcal{Z}_{t+1}) = -\nabla_{\mathcal{Y}} \bar{\mathcal{L}}(\mathcal{Y}^{(t)}_{t+1}). \quad (31)$$
Similarly, by the first-order optimality condition for subproblems (22a)–(22b), we have
\[
\begin{align*}
\partial J_2(\mathbf{V}^{(\ell)}_{t+1}) + \nabla_{\mathbf{V}^{(\ell)}} \tilde{L}(\mathbf{Y}^{(\ell)}_t) &+ \rho^{(\ell)}(\mathbf{V}^{(\ell)}_t - \mathbf{V}^{(\ell)}_{t+1}) = 0, \quad \ell = 1, \ldots, K, \\
\partial J_1(\mathbf{G}^{(t)}) + \nabla_{\mathbf{G}} \tilde{L}(\mathbf{Y}^{(t)}_t) &+ \rho^{\mathbf{G}}(\mathbf{G}_t - \mathbf{G}_{t+1}) = 0.
\end{align*}
\] (32)

Combine (31) with (32) to obtain
\[
(\eta^{1}_{t+1}, \ldots, \eta^{K}_{t+1}, \eta^{G}_{t+1}, \eta^{Z}_{t+1}, \eta^{Y}_{t+1}) \in \partial \tilde{L}(\mathbf{Y}_{t+1}),
\] (33)

where
\[
\begin{align*}
\eta^{t+1}_{t+1} &:= \nabla_{\mathbf{V}^{(t)}} \tilde{L}(\mathbf{Y}^{(t)}_{t+1}) - \nabla_{\mathbf{V}^{(t)}} \tilde{L}(\mathbf{Y}^{(t)}_t) - \rho^{(t)}(\mathbf{V}^{(t)}_t - \mathbf{V}^{(t)}_{t+1}), \quad \ell = 1, \ldots, K, \\
\eta^{G}_{t+1} &:= \nabla_{\mathbf{G}} \tilde{L}(\mathbf{Y}^{G(t)}_{t+1}) - \nabla_{\mathbf{G}} \tilde{L}(\mathbf{Y}^{G(t)}_t) - \rho^{\mathbf{G}}(\mathbf{G}_t - \mathbf{G}_{t+1}), \\
\eta^{Z}_{t+1} &:= \nabla_{\mathbf{Z}} \tilde{L}(\mathbf{Y}^{Z(t+1)}_{t+1}) = \mathbf{Y}_t - \mathbf{Y}_{t+1}, \\
\eta^{Y}_{t+1} &:= \frac{1}{\gamma}(\mathbf{Y}_t - \mathbf{Y}_{t+1}).
\end{align*}
\] (34)

Note that the function \( \tilde{L}(\mathbf{Y}) \) is a gradient Lipchitz continuous function w.r.t. \( \mathbf{V}^{(1)}, \ldots, \mathbf{V}^{(K)}, \mathbf{G} \). Thus,
\[
\begin{align*}
\| \nabla_{\mathbf{V}^{(t)}} \tilde{L}(\mathbf{Y}^{(t)}_{t+1}) - \nabla_{\mathbf{V}^{(t)}} \tilde{L}(\mathbf{Y}^{(t)}_t) \| &\leq \rho^{(t)} \| \mathbf{V}^{(t)}_t - \mathbf{V}^{(t)}_{t+1} \|, \quad \ell = 1, \ldots, K, \\
\| \nabla_{\mathbf{G}} \tilde{L}(\mathbf{Y}^{G(t)}_{t+1}) - \nabla_{\mathbf{G}} \tilde{L}(\mathbf{Y}^{G(t)}_t) \| &\leq \rho^{\mathbf{G}} \| \mathbf{G}_t - \mathbf{G}_{t+1} \|.
\end{align*}
\] (35)

Using (35) and (34), we obtain
\[
\lim_{t \to \infty} (\| \eta^{1}_{t+1} \|, \ldots, \| \eta^{K}_{t+1} \|, \| \eta^{G}_{t+1} \|, \| \eta^{Z}_{t+1} \|, \| \eta^{Y}_{t+1} \|) = (0, \ldots, 0).
\] (36)

Now, from (33) and (36), we conclude that \((0, \ldots, 0) \in \partial \tilde{L}(\mathbf{Y}_*)\) due to the closure property of \( \partial \tilde{L} \). Therefore, \( \mathbf{Y}_* \) is a critical point of \( \tilde{L}(\cdot) \). This completes the proof of (i).

(ii). The proof follows from (Bolte et al., 2014, Lemma 5 and Remark 5).

(iii). Choose \( \mathbf{Y}_* \in \mathcal{C}(\mathbf{Y}_0) \). There exists a subsequence \( \mathbf{Y}_{t_*} \) converging to \( \mathbf{Y}_* \) as \( s \) goes to infinity. Since we have proven that \( \lim_{s \to \infty} \tilde{L}(\mathbf{Y}_{t_*}) = \tilde{L}(\mathbf{Y}_*) \), and \( \tilde{L}(\mathbf{Y}_t) \) is a non-increasing sequence, we conclude that \( \tilde{L}(\mathbf{Y}_*) = \lim_{t \to \infty} \tilde{L}(\mathbf{Y}_t) =: \mathcal{L}_* \), hence the restriction of \( \tilde{L}(\mathbf{Y}) \) to \( \mathcal{C}(\mathbf{Y}_0) \) equals to \( \mathcal{L}_* \).

\[\blacksquare\]

9.5 On the Simulated Coupled Datasets

The script used to create coupled tensor matrix out of initial factors is called create_coupled (Acar et al., 2014). In addition to choosing the distribution of the random simulation of data, one may indicate the size of the tensor as well as the mode to which the matrix is attached.
Figure 5: Using the script `create_coupled` to create simulated coupled tensor matrix datasets from initial factors. Left, the size is [50 50 50 50] and the mode reads \[\{[1 2 3], [1, 4]\}\]. Similarly, for the middle figure, the size is [100 100 100 100] while the mode input is \[\{[1 2 3], [2, 4]\}\]. Lastly, the figure in right is created by using [75 75 75 75 75] and \[\{[1 2 3], [1, 4], [3, 5]\}\] for the size and mode inputs, respectively. For more details, we refer the reader to (Acar et al., 2014).

9.6 On Bilevel Optimization

Bilevel optimization has increased in popularity in recent years. Bilevel problems are often used to model hierarchical processes in which an upper level problem makes a decision anticipating the rational inputs of the lower level problem. Consider a linear bilevel problem of the following form:

\[
\begin{align*}
\min_{x,y} & \quad c^\top x + d^\top y \\
\text{s.t.} & \quad Ax + By \geq a \\
& \quad y \in \arg \max_{\bar{y}} \{e^\top \bar{y} : Cx + D\bar{y} \leq b\},
\end{align*}
\]

We refer to \(x\) and \(y\) as the upper and lower-level variables, respectively. Here,

\[
\begin{align*}
a & \in \mathbb{R}^k, \quad b \in \mathbb{R}^\ell, \quad c \in \mathbb{R}^n, \quad d, e \in \mathbb{R}^m \\
A & \in \mathbb{R}^{k \times n}, \quad B \in \mathbb{R}^{k \times m}, \quad C \in \mathbb{R}^{\ell \times n}, \quad D \in \mathbb{R}^{\ell \times m}
\end{align*}
\]

Considered as a parametric linear optimization problem (LP), the lower-level problem is

\[
\begin{align*}
\max_y & \quad e^\top y \\
\text{s.t.} & \quad Dy \leq b - C\bar{x},
\end{align*}
\]

and the dual problem is given by:

\[
\begin{align*}
\min_\lambda & \quad (b - Cx)^\top \lambda \\
\text{s.t.} & \quad D^\top \lambda = e \quad \& \quad \lambda \geq 0.
\end{align*}
\]
Note that the dual polyhedron \( D := \{ \lambda \in \mathbb{R}^\ell, D^\top \lambda = e, \lambda \geq 0 \} \) does not depend on primal upper-level variables. The Strong Duality Theorem 14 states a key result about the relationship between bilevel and single-level linear optimization problems:

**Theorem 14 (Strong Duality Theorem)** (Dantzig and Thapa, 2006) Considering the linear optimization (LP) problem given in Eq. (37), there are four possibilities:

1. Both primal and dual have no feasible solutions (are infeasible).
2. The primal is infeasible and the dual unbounded.
3. The dual is infeasible and the primal unbounded.
4. Both primal and dual have feasible solutions and their values are equal.

Applying this theorem to the lower-level problem, one can equivalently reformulate the bilevel problem 37 to the single-level problem

\[
\begin{align*}
\min_{x,y,\lambda} & \quad c^\top x + d^\top y \\
\text{s.t.} & \quad Ax + By \geq a \quad \& \quad Cx + Dy \leq b \quad \& \quad D^\top \lambda = e \\
& \quad \lambda \geq 0 \quad \& \quad e^\top y - b^\top \lambda + x^\top C^\top \lambda \geq 0.
\end{align*}
\]

Problems 37 and 40 are equivalent. For a general ADMM problem, we consider an optimization problem in the specific form

\[
\begin{align*}
\min_{x,y} & \quad f(x, y) \\
\text{s.t.} & \quad g(x, y) = 0, h(x, y) \geq 0 \\
& \quad x \in X, \quad y \in Y
\end{align*}
\]

where \( x \in \mathbb{R}^n, y \in \mathbb{R}^m \) are variable vectors. The feasible set of this problem is:

\[
\Omega := \{(x, y) \in X \times Y : g(x, y) = 0, h(x, y) \geq 0\},
\]

For discussing the theoretical properties of ADMMs, we need the following assumption:

**Remark 15 (assumptions)** The objective function \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) and the constraint \( g : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^k \) and \( h : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^\ell \) are continuous and the sets \( X \) and \( Y \) are non-empty and compact.

The following general convergence result holds:

**Theorem 16** Let \( \{(x^i, y^i)\}_{i=0}^\infty \) be a sequence with \( (x^i, y^i) \in \Sigma(x^i, y^i) \), where

\[
\Sigma(x^i, y^i) := \{(x^*, y^*) : f(x^*, y^*) \leq f(x^i, y^i), \forall x \in X; f(x^*, y^*) \leq f(x^i, y), \forall y \in Y\}
\]

Suppose that Assumption 1 holds and that the solution of the first optimization problem is always unique. Then, every convergent subsequence of \( \{(x^i, y^i)\}_{i=0}^\infty \) converges to a partial minimum. For two limit points \( z, z' \) of such subsequences it holds that \( f(z) = f(z') \).
Stronger convergence results can be obtained if stronger assumptions on $f$ and $\Sigma$ are made.

**Remark 17 (Corollary)** Suppose that the assumptions of Theorem 1 are satisfied. Then, the following holds:

1. If $f$ is continuously differentiable, then every convergent subsequence of $\{(x^i, y^i)\}_{i=0}^{\infty}$ converges to a stationary point of Problem 41.

2. If $f$ is continuously differentiable and if $f$ and $\Sigma$ are convex, then every convergent subsequence of $\{(x^i, y^i)\}_{i=0}^{\infty}$ converges to a global minimum of Problem 41.

Problem 41 can be seen as a quasi block-separable problem, where the blocks are given by the variables $x$ and $y$ as well as their respective feasible sets $X$ and $Y$. Here, quasi means that there still are the constraints $g$ and $h$ that couple the feasible sets of the two blocks. The main idea of ADMM is to alternately solve in the directions of the blocks separately.

Now, further relaxing the coupling constraints, $g$ and $h$, with the following penalty function

$$
\varphi(x, y; \mu, \nu) := f(x, y) + \sum_{t}^{k} \mu_{t} \cdot g_{t}(x, y) + \sum_{t'}^{\ell} \nu_{t'} \cdot h_{t'}(x, y),
$$

where $\mu$ and $\nu$ are vector penalty parameters of sizes $k$ and $\ell$, respectively. Moreover, $[\cdot]^− := \max\{0, \cdot\}$. The penalty ADMM consists of an inner and an outer loop. Applying the ADMM algorithm to the inner problem, if the inner loop iteration terminates with a partial minimum, if the coupling constraints are satisfied, this terminates the process.

**Theorem 18** Suppose that Assumption 1 holds, and that $\mu^t, t = 1 : k$ and $\nu^{t'}, t' = 1 : \ell$ are monotonically increasing sequences. Let $\{(x^i, y^i)\}_{i=0}^{\infty}$ be a sequence partial minima of the following problem

$$
\min_{x, y} \varphi(x, y; \mu, \nu), \quad s.t. \quad x \in X, \quad y \in Y.
$$

Then, there exist weights $\bar{\mu}, \bar{\nu} \geq 0$, such that $(x^*, y^*)$ is a partial minimizer of the weighted feasibility measure, if is feasible to Problem 41

- if $f$ is continuous, then $(x^*, y^*)$ is a partial minimum of Problem 41,
- if $f$ is continuously differentiable, then $(x^*, y^*)$ is a stationary point of Problem 41,
- if $f$ is continuously differentiable, and $f$ and $\Sigma$ are convex, then $(x^*, y^*)$ is a global optimum of Problem 41.