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Abstract—In this paper, we consider the problem of verifying safety constraint satisfaction for single-input single-output systems with uncertain transfer function coefficients. We propose a new type of barrier function based on a vector norm. This type of barrier function has a measurable upper bound without full state availability. An identifier-based estimator allows an exact bound for the uncertainty-based component of the barrier function estimate. Assuming that the system is safe initially allows an exponentially decreasing bound on the error due to the estimator transient. Barrier function and estimator synthesis is proposed as two convex sub-problems, exploiting linear matrix inequalities. The barrier function controller combination is then used to construct a safety backup controller. And we demonstrate the system in a simulation of a 1 degree-of-freedom human–exoskeleton interaction.

I. INTRODUCTION

Safe control is mission critical for robotic systems with humans in the loop. Uncertain robot model parameters and the lack of direct human state knowledge bring extra difficulty to the stabilization of human–robot systems. Methods such as robust loop shaping [1], [2], [3], model reference adaptive control [4] and energy shaping control [5] aim to balance the closed loop stability and performance of physical human robot interaction systems. However, there is no backup controller if these systems fail to maintain safety, because backup safety controllers require full state availability.

For systems with direct state measurements, safety is usually verified by a barrier certificate. Similar to a Lyapunov function, a barrier function or barrier certificate decreases at the boundary of its zero level set [6]. While barrier certificate can be synthesized automatically through sum-of-squares (SoS) optimization [7], a more ambitious goal is to combine the synthesis of the barrier function and the controller together through a control barrier function [8]. Various methods such as backstepping [9] and quadratic programming [10], [11] create control barrier functions to ensure output and state constraint satisfaction while other methods such as semidefinite programming [12] aimed to also include input saturation.

Safety warranties can also be considered a problem of finding an invariant set of the system which is also a subset the safe region in the state space. This allows us to consider using the synthesis of a quadratic Lyapunov function subject to the state and input constraints in a series of linear matrix inequalities (LMIs) [13]. To certify a larger safe region, composite quadratic Lyapunov functions can combine multiple existing certificates, either centered at the origin [14] or with multiple equilibrium points [15]. The LQR-Tree strategy [16], which could potentially be applied to safety control, creates a series of connected regions of attraction (also known as funnels) using quadratic Lyapunov functions for mapping the reachable state space. In [17], a strategy was proposed to observe the safety of a system through its passivity which can be considered as a more conservative safety constraint than quadratic Lyapunov stability.

A state space realization models a physical process if it correctly reproduces the corresponding output for each admissible input [18]. A Luenberger observer [19] asymptotically estimates the state of such a model of a linear system with only the direct measurement of input and output. This idea has also been extended for system with nonlinear modeling error [20]. For bounded modeling errors, the estimation error converges to a residue set instead of zero [21]. Recently, a method of using sum-of-squares programming [22] aims to optimize the converging rate of a robust state estimation for uncertain nonlinear systems. But the estimated state still cannot be directly used for evaluation of barrier functions until it fully converges. The system could possibly violate the safety constraints before the barrier function estimation becomes valid.

In this paper, we aim to close the gap between state estimation and safety assurance for uncertain systems. In order to address the barrier function estimation, we start with an identifier-based state estimator [23] which provides us a state estimate that is linear with the uncertain transfer function coefficients. Then, we define a vector norm based on a quadratic Lyapunov function such that a triangle inequality can be applied to decompose it into estimated state and estimation error. A convex polytopic bound on the estimated state becomes available through the estimator structure, and an upper bound on the estimation error arises from the convergence rate of the estimator and initial error. To obtain a larger safe (state-space) region, we extend this upper bound searching strategy to another vector norm defined based on a composite quadratic Lyapunov function [14], whose unit level set is a convex hull of the unit level sets of multiple quadratic Lyapunov functions. Using these vector norms, we derive our proposed barrier functions for uncertain systems with stable static output feedback. The synthesis of an estimator for the proposed barrier functions can be done in a two-step convex optimization using linear matrix inequalities, first optimizing the barrier function and
then optimizing the estimator. This establishes a barrier pair [15], which can be used with a hybrid safety controller to guarantee safety even for arbitrary inputs. In the end, our hybrid safety controller is demonstrated in a simulation of a simple human-exoskeleton interaction model with human stiffness uncertainty and velocity and force limits.

II. PRELIMINARIES

A. Problem Statement

Let us consider an \( n \)-th order strictly proper uncertain SISO system \( \Sigma_p \) with transfer function

\[
P(s) = \frac{y(s)}{u(s)} = \frac{b_s s^{n-1} + \cdots + b_{n-1}s + b_n}{s^n + a_1 s^{n-1} + \cdots + a_{n-1}s + a_n},
\]

where \( u \) and \( y \) are the input and output of \( \Sigma_p \) and \( i \) and \( j \) are the indices of the polynomial coefficients.

A state space realization of (1) can be expressed as

\[
\dot{x} = Ax + b_u u,
\]
\[
y = c_0 x,
\]

where \( x \) is the state vector. We specify \( (A, b_u, c_0) \) as an \( n \)-dimensional observable canonical form with \( c_0 = [1, 0, \cdots, 0] \). With the state space realization in the form of (4), the problem we consider is defined as follows.

Problem: Suppose there exists a stable controller for the parameter uncertain system \( \Sigma_p \) which can satisfy constraints \( x \in \mathcal{X} \) and \( u \in \mathcal{U} \) indefinitely for all initial states in \( \mathcal{X}_s \subseteq \mathcal{X} \), find an estimator \( \Sigma_e \) that can observe whether the system is inside the safe region \( \mathcal{X}_s \) with direct measurement of only the input \( u \) and output \( y \) even when this controller is not necessarily active.

B. State Estimation

Since only \( u \) and \( y \) are directly measured, we need to estimate \( x \) in (4) to verify safety. According to Lemma 1 in [24], we can select a strictly stable \( A_0 \) in observable canonical form such that (4) becomes

\[
\dot{x} = A_0 x + b_y y + b_u u,
\]

where \( A_0 \) is replaced by \( A_0 + b_y c_0 \). Let the characteristic equation of \( A_0 \) be \( s^n + \hat{a}_1 s^{n-1} + \cdots + \hat{a}_n s + \hat{a}_n \). Since \( (c_0, A_0) \) is also a pair in the observable canonical form, \( b_y \) and \( b_u \) are

\[
b_y = [\hat{a}_1 - a_1, \hat{a}_2 - a_2, \cdots, \hat{a}_n - a_n]^T,
\]
\[
b_u = [b_1, b_2, \cdots, b_u]^T,
\]

which are either linear with or affine to the coefficients of the polynomials of \( P(s) \) in (1).

We estimate \( x \) through an identifier-based estimator which includes a pair of sensitivity function filters expressed as

\[
\begin{align*}
\dot{\theta}_y &= A_0^T \theta_y + c_0^T y, \\
\dot{\theta}_u &= A_0^T \theta_u + c_0^T u,
\end{align*}
\]

where \( (A_0^T, c_0^T) \) is a controllable pair in the canonical form.

Lemma 1: Suppose \( E_y = C_0^{-1} \Theta_y^T \) and \( E_u = C_0^{-1} \Theta_u^T \) where \( C_0 \) is the observability matrix of \((c_0, A_0)\), and \( \Theta_y \) and \( \Theta_u \) are the controllability matrices of \((A_0^T, \theta_y)\) and \((A_0^T, \theta_u)\). \( E_y b_y + E_u b_u \) converges to \( x \) exponentially.

Proof: This is similar to Lemma 2 in [24]. Notice that \( C_0 \) is also the transpose of the controllability matrix of \((A_0^T, e_0^T)\). We can derive from (9) that

\[
\begin{align*}
\dot{E}_y^T &= A_0^T E_y^T + I y, \\
\dot{E}_u^T &= A_0^T E_u^T + I u.
\end{align*}
\]

Because \( A_0 \) is in a canonical form, it is easy to show that \( E_y A_0 = A_0 E_y \) and \( E_u A_0 = A_0 E_u \). Therefore, by taking the transpose of (10), we obtain

\[
\begin{align*}
\dot{E}_y &= A_0 E_y + I y \\
\dot{E}_u &= A_0 E_u + I u
\end{align*}
\]

If we define \( \dot{x} = E_y b_y + E_u b_u \), then \( \dot{x} = A_0 \dot{x} + b_y y + b_u u \).

Since \( A_0 \) is strictly stable, we have \( x = \dot{x} + \epsilon \) where \( \epsilon = e^{A_0 t}(x(0) - \dot{x}(0)) \).

Notice that the dynamics of \( \dot{x} \) can also be expressed as

\[
\dot{x} = A \dot{x} + b(y - c_0 \dot{x}) + b_u u,
\]

which is a Luenberger observer of \( x \). However (12) cannot be directly implemented because of the uncertainty in \( b_y \) and \( b_u \). The identifier-based estimator in (9) provides us a convex hull containing the estimated state vector \( \dot{x} \).

\[
\dot{x}(b_y, b_u) \in \text{Co} \left\{ E_y \begin{bmatrix} \hat{a}_1 - a_1 \\ \hat{a}_2 - a_2 \\ \vdots \\ \hat{a}_n - a_n \\ b_1 \\ b_2 \\ \vdots \\ b_n \end{bmatrix} + E_u \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_n \end{bmatrix}, a_i \in \{a_i, \hat{a}_i\}, b_j \in \{b_j, \hat{b}_j\}, \right\}
\]

Because of the initial estimation error \( e_0 = x(0) - \dot{x}(0) \), any barrier function \( B(x) \) aiming to constrain the system inside the safe region \( \mathcal{X}_s \) cannot be directly bounded using \( \dot{x}(b_y, b_u) \). Instead, our goal is to find an upper bound for the barrier function using both \( \dot{x}(b_y, b_u) \) and \( e_0 \).

C. Vector Norm Function

In order to upper bound the barrier function proposed later in this paper, we recall the following two properties of a vector norm function.

Lemma 2: For every vector \( x \) in some vector space over \( \mathbb{R}^n \), let \( ||\cdot|| \) be a scalar function of \( x \) with the following properties.

(a) \( 0 < ||x|| < \infty \) except for \( ||x|| = 0 \) at the origin.

(b) \( ||\lambda x|| = |\lambda||x|| \) for all \( \lambda \in \mathbb{R} \).

Then \( ||\cdot|| \) satisfies

(c) \( ||x + y|| \leq ||x|| + ||y|| \)

if and only if \( \Omega \triangleq \{x \mid ||x|| \leq 1 \} \) is convex.
These properties (a), (b) and (c) in Lemma 2 are also called the three characteristic properties of a vector norm.

Lemma 3: Let \( \|x\| \) be a vector norm function satisfying (a), (b) and (c) in Lemma 2. Suppose there is a vector \( x_0 = \sum_{j=1}^{N} \gamma_j x_j \) with \( \sum_{j=1}^{N} \gamma_j = 1, \gamma_j < 1 \) for all \( j = 1, 2, \cdots, N \) and \( \|x_0\| = \lambda \). Then there exists an \( x_j \) such that \( \|x_j\| \geq \lambda \).

Proof: Suppose that \( \|x_j\| < \lambda \) for all \( j = 1, 2, \cdots, N \), based on (b) in Lemma 2 we have \( \|\gamma_j x_j\| = \|x_j\| \) for all \( j = 1, 2, \cdots, N \).

Applying (c) in Lemma 2 to \( \|x\| \) we get

\[ \|x_0\| = \| \sum_{j=1}^{N} \gamma_j x_j \| \leq \sum_{j=1}^{N} \gamma_j \|x_j\| < \sum_{j=1}^{N} \gamma_j \lambda = \lambda, \]

which contradicts \( \|x_0\| = \lambda \). 

III. BARRIER ESTIMATION

The triangle inequality of vector norms allows us to decompose the state \( x \) into the estimated state \( \hat{x} \) and estimation error \( \epsilon \). While we do not know \( x \), we know \( \hat{x} \) and can bound \( \epsilon \) within a decaying window—allowing us to extend barrier pairs [15] to systems without full state availability.

A. Norm of Quadratic Lyapunov Function

Let us define a quadratic Lyapunov function as

\[ V_q(x) = x^T Q^{-1} x, \]

where \( Q \) is a positive definite matrix. We can form a vector norm using its square root,

\[ \|x\|_q \overset{\Delta}{=} V_q^{\frac{1}{2}}(x), \]

because \( V_q(x) \) is positive definite, \( V_q(\lambda x) = \lambda^2 V_q(x) \) and the unit level set of \( V(x) \) is convex.

For a given pair of \( E_q \) and \( E_u \), we can derive from Lemma 3 that the maximum value of \( \|\hat{x}\|_q \) occurs at one of vertices of the convex hull in (13).

Theorem 1: If a strictly stable matrix \( A_0 \) in (6) and (9) satisfies

\[ A_0 Q + QA_0^T + 2\alpha Q \leq 0, \]

then for all \( t \geq 0 \) there exists an \( i \in \{1, \cdots, N\} \) such that

\[ \|\hat{x}\| \leq \|\hat{x}(b_{yi}, b_{ui})\|_q + e^{-\alpha t}\|\epsilon_0\|_q, \]

where \( \hat{x}(b_{yi}, b_{ui}) \) for \( i = 1, 2, \cdots, N \) are the all vertices of (13).

Proof: From Lemma 3 we know \( \|\hat{x}\| \leq \|\hat{x}\|_q + \|\epsilon\|_q \).

By substituting (16), the time derivative of \( V_q(\epsilon) \) becomes

\[ \dot{V}_q(\epsilon) = \epsilon_0^T e^{A_0^T} (A_0^T Q^{-1} + Q^{-1} A_0) e^{A_0 t} \epsilon_0 \leq -2\alpha \epsilon_0 V_q(\epsilon), \]

which guarantees that \( V_q(\epsilon) \leq e^{-2\alpha t} V_q(\epsilon_0) \). Therefore, \( \|\epsilon\|_q \leq e^{-\alpha t} \|\epsilon_0\|_q \). Together with Lemma 3 we have (17).

This Theorem provides an upper bound on \( \|x\|_q \) which is available in that it be calculated from \( \hat{x} \) and \( \epsilon_0 \) for all \( t \geq 0 \).

B. Norm of Composite Quadratic Lyapunov Function

In order to obtain a larger safe region \( \mathcal{X}_c \), a composite quadratic Lyapunov function is considered. For multiple different quadratic Lyapunov functions defined with positive-definite matrices \( Q_1, Q_2, \cdots, Q_{n_q} \), a composite quadratic Lyapunov function [14] is defined as

\[ V_c(x) \overset{\Delta}{=} \min_{i=1}^{n_q} x^T Q_i^{-1}(\gamma_i) x, \]

\[ Q(\gamma) \overset{\Delta}{=} \sum_{j=1}^{n_q} \gamma_j Q_j, \]

where \( \sum_{j=1}^{n_q} \gamma_j = 1 \) and \( \gamma_j \geq 0 \) for all \( j = 1, 2, \cdots, n_q \).

The unit level set of \( V_c(x) \) is the convex hull of all the unit level sets of \( V_{ij}(x) = x^T Q_i^{-1} x \) for \( i = 1, 2, \cdots, n_q \) and is therefore also a convex shape (see Fig. 1). Since \( V_c(x) \) is positive definite and \( V_c(\lambda x) = \lambda^2 V_c(x) \), we can use Lemma 2 to define the “composite” vector norm,

\[ \|x\|_c \overset{\Delta}{=} V_c^{\frac{1}{2}}(x). \]

Theorem 2: For all \( j = 1, 2, \cdots, n_q \), if a strictly stable matrix \( A_0 \) in (6) and (9) satisfies

\[ A_0 Q_j + Q_j A_0^T + 2\alpha Q_j \leq 0, \]

then for all \( t \geq 0 \) there exists an \( i \in \{1, \cdots, N\} \) such that

\[ \|x\|_c \leq \|\hat{x}(b_{yi}, b_{ui})\|_c + e^{-\alpha t}\|\epsilon_0\|_c \]

where \( \hat{x}(b_{yi}, b_{ui}) \) for \( i = 1, 2, \cdots, N \) are the all vertices of (13).

Proof: As in Theorem 1.

Therefore, an upper bound on \( \|x\|_c \) can be calculated using \( \hat{x} \) and \( \epsilon_0 \) for all \( t \geq 0 \).
C. Barrier Pairs

Definition 1 (See [15]): A Barrier Pair is a pair of functions \((B, k)\) with two following properties:
(a) \(-1 < B(x) \leq 0, u = k(x) \implies \dot{B}(x) < 0,\)
(b) \(B(x) \leq 0 \implies x \in \mathcal{X}, k(x) \in \mathcal{U},\)
where (a) and (b) are also called invariance and constraint satisfaction.

We can now introduce two barrier pairs using our vector norms and static output feedback controller.

Proposition 1: Suppose \(V_q\) is a quadratic Lyapunov function for system of (4) and (5) with a static output feedback \(u = ky\) and \(\Omega_q\) is a unit ball of \(\|x\|_q\) defined as (15). If
\[
\Omega_q \subseteq \mathcal{X} \cap \{x \mid c_0x \in k^{-1}\mathcal{U}\},
\]
then \((\|x\|_q - 1, ky)\) is a barrier pair.
Proof: Let \(B(x) = \|x\|_q - 1\). Its time derivative is
\[
\dot{B}(x) = \frac{1}{2}\|x\|_q^{-1}\dot{V}_q,
\]
which satisfies (a) in Definition 1. From (24), we also have (b) in Definition 1 satisfied.

Proposition 2: Suppose \(V_c\) is a composite quadratic Lyapunov function defined as (19) and (20) for the system of (4) and (5), with static output feedback \(u = ky\) and that \(\Omega_c\) is a unit ball of \(\|x\|_c\) defined as in (21). If we have
\[
\Omega_c \subseteq \mathcal{X} \cap \{x \mid c_0x \in k^{-1}\mathcal{U}\},
\]
then \((\|x\|_c - 1, ky)\) is a barrier pair.
Proof: As in Proposition 1.

As in (17) and (23), upper bounds of the barrier functions of these two barrier pairs can be calculated using \(\dot{x}\) and \(\epsilon_0\) for all \(t \geq 0\).

IV. Synthesis

Both barrier functions \(B_c(x) \triangleq \|x\|_c - 1\) and their identifier-based estimators can be synthesized with LMIs, through the sub-problem of synthesizing \(B_q(x) \triangleq \|x\|_q - 1\).

A. \(Q_j\) Synthesis

With static output feedback, the closed loop system of (4) is still a polytopic linear differential inclusion (PLDI) model [13] \(\dot{x} \in A_c x\) with
\[
A_c = \text{Co}\left\{ \begin{bmatrix} 0 & 1 & 0 \\ \vdots & \ddots & \ddots \\ 0 & 0 & 1 \end{bmatrix} - \begin{bmatrix} a_1 & a_2 \\ a_2 & a_3 \\ \vdots & \ddots & \ddots \\ a_n & 0 & \cdots & 0 \end{bmatrix} \right\} c_0 + \begin{bmatrix} b_1 \\ \vdots \\ b_n \end{bmatrix} k_c_0,
\]
where \(a_i \in \{a_i, \bar{a}_i\}, b_j \in \{b_j, \bar{b}_j\} \), for \(i, j = 1, 2, \cdots, n\).

Supposing that \(\mathcal{X}\) and \(\mathcal{U}\) can be described (perhaps conservatively) as
\[
\mathcal{X} = \{x \mid |f_i x| \leq 1, i = 1, 2, \cdots, n_f\},
\]
\(\mathcal{U} = \{u \mid |u| \leq \bar{u}\},\)

they can be enforced by LMIs
\[
\begin{aligned}
f_i Q f_i^T &\leq 1, \quad \forall i = 1, 2, \cdots, n_f, \\
c_0 Q c_0^T &\leq \bar{a}^2/\kappa^2.
\end{aligned}
\]

To synthesize \(Q_j\), we maximize the width of the unit ball of \(x^T Q_j^{-1} x\) along some state space direction \(x_j\) by minimizing \(\rho_j\) subject to the following LMI
\[
\begin{bmatrix} \rho_j \\ x_j^T Q_j \end{bmatrix} \geq 0,
\]
such that the optimization sub-problem becomes
\[
\begin{aligned}
\text{minimize} \quad &\rho_j \\
\text{subject to} \quad &\text{(30), (31), (32)}, \\
&Q_j \succ 0, \\
&x_i^T A c_i^T Q_j + Q_j A c_i^T + 2c_0 Q_j \preceq 0, \\
&\forall i = 1, 2, \cdots, N.
\end{aligned}
\]

where \(A c_i\) for \(i = 1, 2, \cdots, N\) are the all vertices of (27). A positive value of \(c_0\) is used to guarantee a minimum exponential decay rate for \(\|x\|_c\).

B. \(A_q\) Synthesis

While it is simple to specify an \(A_0\) in (6) with a fast decay rate of \(\epsilon\) (choosing big negative-real-part eigenvalues), this does not necessarily improve the value of \(\alpha\) in (23).
To synthesize an $A_0$ in the set of matrices in observable canonical form $O ⊂ \mathbb{R}^{n \times n}$ we directly optimize for $\alpha$:

\[
\begin{align*}
\text{maximize} & \quad \alpha \\
\text{subject to} & \quad A_0 Q_j + Q_j A_0^T + 2 \alpha Q_j \preceq 0, \quad \forall j = 1, 2, \cdots, n_q.
\end{align*}
\]

(34)

knowing that a solution $\alpha \geq \alpha_0$ will exist. (Any $A_0$ in the convex hull of (27) is guaranteed to satisfy the constraints in (34) with a decay rate of $\alpha_0$.)

C. Hybrid Safety Controller

To enforce safety satisfaction on a potentially unsafe input $\hat{u}$, we can estimate the barrier function as

\[
B_c(b_y, b_u) \triangleq \|\hat{x}(b_y, b_u)\|_c + e^{-\alpha t}\|\epsilon_0\|_c - 1.
\]

(35)

With this estimate, we can design a hybrid safety controller $\Sigma_a$ which decides whether to apply either $\hat{u}$ or $k\hat{y}$ (that is, the safety backup control law) as the input in order to keep $B_c \leq 0$ (see Fig. 3) and therefore guarantee safety.

According to Theorem 2, system $\Sigma_p$ is guaranteed to be safe if $B_c(b_{y_i}, b_{ui}) \leq 0$ for all vertices $\hat{x}(b_{y_i}, b_{ui})$ of convex hull (13). Therefore, the switching logic for $\Sigma_a$ defined in Fig. 3, which introduces two near-zero thresholds $B$ and $\bar{B}$ (with $-1 < B < \bar{B} \leq 0$), will result in robust safety.

V. EXAMPLE

To illustrate robust barrier function estimation and hybrid safety control, we introduce a simplified human–exoskeleton interaction model. As shown in Fig. 4, this model is a mass-spring-damper with uncertain human stiffness $k_h$, the exoskeleton damping $b_e$, and exoskeleton inertia $m_e$.

A. Human-Exoskeleton Interaction Model

The exoskeleton plant can be expressed as a transfer function

\[
P(s) = \frac{y(s)}{u(s)} = \frac{k_h}{m_e s^2 + b_e s + k_h}
\]

(36)

where the input $u$ is the actuator force exerted and the output $y \triangleq k_h(x_h - x_h)$ is the contact force between human and exoskeleton. Although the contact force and the exoskeleton position, $x_h$, can be measured, the reference position, $x_h$, of the human spring is not available because of the unknown stiffness.

Suppose that the uncertain value of $k_h$ is in the range from 4 to 12 and that the value of $b_e$ is 12. We can express the closed loop $A_c$ matrix set with static output feedback as a convex hull

\[
A_c = \text{Co}\left\{\begin{bmatrix} -12 \\ -k_h \end{bmatrix}, \begin{bmatrix} 0 \\ k_h \end{bmatrix} : k_h = 4, 12\right\}.
\]

(37)

And the safety constraints can be defined via the sets

\[
\mathcal{X} = \{[x_1, x_2]^T : |x_1 + x_2|/2 \leq 1\},
\]

\[
\mathcal{U} = \{u : |u| \leq 1.2\},
\]

(38)

where the output $y = x_1$ and $\dot{y} = -12x_1 + x_2$, so $\mathcal{X}$ is constraining the output derivative $|\dot{y}| \leq 12$.

Fig. 4: Our simplified human–exoskeleton interaction model, a mass-spring-damper system, includes an uncertain human stiffness $k_h$, an exoskeleton damping $b_e$, and an exoskeleton inertia $m_e$.

B. Simulation

We choose the static output feedback gain $k = -1.2$ which is stable, and leads to a human amplification factor of $2.2$ and the output constraint $|y| \leq 1$. In Fig. 5, we construct a barrier function $B_c$ from two different quadratic Lyapunov functions (optimized along directions $x_j = [1, 0]^T$ and $x_j = [1, 12]^T$) generated by synthesis (33) with a shared decay rate of $\alpha_0 = 0.50$. Then, an $A_0$ matrix with a characteristic polynomial $s^2 + \hat{a}_1 s + \hat{a}_2$ (with $\hat{a}_1 = 13.60$ and $\hat{a}_2 = 18.68$) and a higher decay rate ($\alpha = 0.68$) is generated from synthesis (34). Notice that the optimal $A_0$ matrix is not exactly inside the convex hull of (37).

In the simulation, human stiffness $k_h = 8$. In our first experiment, we release the system near the boundary of $\Omega_c$ with zero nominal input. In the second experiment the system starts at the origin and we apply a nominal input $\hat{u}$ which tracks an unsafe reference $y$ trajectory: $y(t) = 1.2 \cdot \sin(0.05 \cdot 2\pi t)$. In the first test (Fig. 5a) the static output feedback is always on, to demonstrate the slower decay of $(B_c(k_h))$. In the second (Fig. 5b), the static output feedback is turned on when $\max(B_c(k_h)) \geq \bar{B} = -0.01$ and is turned off when all values of $\max(B_c(k_h)) \leq \bar{B} = -0.02$. This switching logic forces the system to stop near the boundary of $\Omega_c$—deviating from the unsafe trajectory to produce a safe output. In both tests, the largest element of $B_c(k_h)$ converges to zero slower than the value of $B_c$ such that $\max(B_c(k_h)) \geq B_c$, as shown in Fig. 5c and Fig. 5d respectively.

VI. DISCUSSION

The non-convex type of composite barrier pair proposed in [15] is not used in this paper because its barrier function cannot be used to define a norm. Attempts would violate property (a) and (c) in Lemma 2. Even if each element of the non-convex composite barrier function permits a valid one, the LMIs in (53) would become bilinear matrix inequalities (BMIs). Since the estimator state equation in (12) is in a canonical form, a new variable could be defined using the sufficient condition proposed in [25] to reduce these BMIs to LMIs. However, this sufficient condition would not always result in a feasible optimization problem.
The proposed synthesis strategy can also be extended to systems with a pre-specified dynamic output feedback—albeit inefficiently. Though the states of a dynamic output feedback controller are perfectly known, they can also be considered part of the plant and estimated the same way as plant states. Input constraints can be incorporated as state constraints on the part of this composite plant that represents controller states. Then, synthesis (2) and (4) can be applied directly by setting $k$ to be zero. A more challenging problem, left here as future work, is to optimize $A_0$ for an estimator which does not redundantly identify the states of the dynamic output feedback controller.
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