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Abstract. In this paper we analyze the asymptotic behavior of several fractional eigenvalue problems by means of Gamma-convergence methods. This method allows us to treat different eigenvalue problems under a unified framework. We are able to recover some known results for the behavior of the eigenvalues of the \( p \)-fractional laplacian when the fractional parameter \( s \) goes to 1, and to extend some known results for the behavior of the same eigenvalue problem when \( p \) goes to \( \infty \). Finally we analyze other eigenvalue problems not previously covered in the literature.

1. Introduction. The goal of this paper is to study the asymptotic behavior of several eigenvalue problems for nonlocal (and nonlinear) operators under a unified approach given by the Gamma-convergence.

Up to our knowledge, this approach was first applied in a paper by T. Champion and L. De Pascale in [3]. In that paper the authors prove, in the context of eigenvalue problems for the \( p \)-Laplacian, an abstract result that lead them to show in a unified framework some asymptotic behavior for the eigenvalues of some \( p \)-Laplacian type problems that included the cases where \( p \to \infty \) and some homogenization results. See also [7] for some results in the case of indefinite weights.

In recent years, there have been a great deal of work in understanding nonlocal phenomena and as a consequence, the so-called fractional eigenvalues. See [2, 5, 13, 14], etc.

For instance, in [14] the authors considered the eigenvalues associated to the fractional \( p \)-Laplacian and analyze their limit as \( p \to \infty \). For this problem, one of the results in [14] proves that the first fractional eigenvalue converges as \( p \to \infty \) to the first eigenvalue of the Hölder infinity Laplacian.
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On the other hand, in [2] the authors analyze the limit as $s \to 1$ of the same fractional eigenvalue problem and prove that these eigenvalues converge to the eigenvalues of the local $p-$Laplace operator. See also [10] for a related result.

So the main purpose of this work is to extend the general abstract result of [3] to the fractional setting and show that all of the above mentioned results can be easily deduced from this theory. Finally, as a further example of the flexibility of our results, we show some new asymptotic behavior for eigenvalues not previously covered in the literature.

Organization of the paper. The paper is organized as follows: In section §2, we recall all the preliminaries needed in the course of the work. This includes the concepts of Gamma convergence, Krasnoselskii genus, Hausdorff distance of compact sets and fractional order Sobolev spaces. All the results in this section are well known to experts and the reader can safely skip it and return to it only if necessary.

In section §3, we prove the main result of the paper, Theorem 3.1 that is the general abstract result on convergence of eigenvalues.

Finally, in section §4, we apply our abstract result to a number of examples where we recover some results of [2], extend the analysis of [14] and analyze some other eigenvalue problems not previously considered in the literature.

2. Preliminaries. In this section we review some elementary facts needed in the course of our main results. All the results presented here are well known to experts and you can safely skip this section and return to it when necessary. The topics reviewed in the section are: Gamma convergence, Krasnoselskii genus, fractional order Sobolev spaces and Hausdorff distance for compact sets. We divide this section into four subsections each one corresponding to a specific topic.

2.1. Gamma convergence. Let us begin with the basic definition.

Definition 2.1. Let $(X,d)$ be a metric space and let $\{F_n\}_{n \in \mathbb{N}}$ be a sequence of functions defined in $X$ into the extended real line. We say that $F_n \Gamma-$converges to some function $F_0$ (denoted by $F_n \Gamma \to F_0$) if the following two inequalities hold:

- \textbf{(lim inf – inequality)}
  
  For every $x \in X$ and for every $\{x_n\}_{n \in \mathbb{N}} \subset X$ such that $x_n \to x$ in $X$, it holds
  
  $$F_0(x) \leq \liminf_{n \to \infty} F_n(x_n).$$

- \textbf{(lim sup – inequality)}
  
  For every $x \in X$, there exists $\{y_n\}_{n \in \mathbb{N}} \subset X$ such that $y_n \to x$ in $X$ and
  
  $$F_0(x) \geq \limsup_{n \to \infty} F_n(y_n).$$

Remark 2.2. The sequence $\{y_n\}_{n \in \mathbb{N}}$ given above is usually called the recovery sequence.

The concept of Gamma convergence goes back to the 60s and was introduced by E. De Giorgi. It is the natural concept to deal with the approximation of minimization problems. The next result is not the most general one about Gamma convergence but it will suit our purposes. For a throughout introduction to the subject, we recommend the interested reader the excellent book [4].
Theorem 2.3. Let \((X,d)\) be a metric space, \(\{F_n\}_{n \in \mathbb{N}}\) be a sequence of functions defined in \(X\) into the extended real line such that \(F_n \rightharpoonup F_0\) for some function \(F_0\). Assume that there exists \(x_n \in X\) such that
\[
F_n(x_n) = \inf_X F_n = \min_X F_n.
\]
Moreover, assume that the sequence \(\{x_n\}_{n \in \mathbb{N}}\) is precompact in \(X\). Then
\[
\inf_X F_0 = \lim_{n \to \infty} \left( \inf_X F_n \right)
\]
and for every accumulation point \(x_0\) of the sequence \(\{x_n\}_{n \in \mathbb{N}}\), we have that
\[
F_0(x_0) = \inf_X F_0 = \min_X F_0.
\]

The proof of Theorem 2.3 is elementary and, of course, is by no means the best result in Gamma convergence. As we mentioned before, we refer to [4] for sharper results, but for the purpose of this paper, Theorem 2.3 will be enough in most parts.

A useful variant, again with an elementary proof, is the following (cf. with [3, Theorem 2.1]).

Theorem 2.4. Let \((X,d)\) be a metric space, \(\{F_n\}_{n \in \mathbb{N}}\) be a sequence of functions defined in \(X\) into the extended real line.

Assume that there exists \(F_0 : X \to \mathbb{R}\) such that the lim inf inequality (2.1) holds and assume in addition that the sequence \(\{F_n\}_{n \in \mathbb{N}}\) is equicoercive and
\[
\inf_X F_0 = \lim_{n \to \infty} \left( \inf_X F_n \right).
\]

Let \(\{x_n\}_{n \in \mathbb{N}} \subset X\) be any sequence of quasi-minima of \(\{F_n\}_{n \in \mathbb{N}}\), i.e.
\[
F_n(x_n) = \inf_X F_n + o(1).
\]
Then, any accumulation point \(x_0\) of \(\{x_n\}_{n \in \mathbb{N}}\) is a minimum point of \(F_0\).

2.2. Krasnoselskii’s genus and its properties. The Krasnoselskii’s genus is a widely used topological tool in minimax method for finding solutions to some PDE problems. In particular, it is the most common tool in nonlinear eigenvalue theory. We refer to [17] for a very good introduction to the subject.

In this very short subsection we recall its definition and the properties required in our proofs.

Definition 2.5. Let \(E\) be a real Banach space and \(A \subset E\) be a nonempty closed and symmetric set, i.e. \(A = -A\).

The genus of \(A\), denoted by \(\gamma(A)\), is defined as
\[
\gamma(A) := \inf\{m \in \mathbb{N} : \text{there exists a continuous and odd function } \varphi : A \to \mathbb{R}^m \setminus \{0\}\}.
\]
In the definition above, it is understood that \(\inf \emptyset = \infty\).

Among its many interesting properties, the following one is the one that is going to be used explicitly in the paper.

Proposition 2.6. Assume that \(A \subset E\) is symmetric and compact. Then, there exists a symmetric neighborhood \(N\) of \(A\) such that \(\gamma(N) = \gamma(A)\).

Remark 2.7. Observe that we trivially have that \(A \subset B \Rightarrow \gamma(A) \leq \gamma(B)\). So Proposition 2.6 says that for compact symmetric sets, we can slightly fatten the set without increasing the genus.
2.3. Fractional order Sobolev spaces. In this subsection, we recall the definition and basic properties of fractional order Sobolev spaces. Even though this is a very classical topic, its interest in PDEs has been renewed in the last 20 years or so, and a very good reference for the subject is the review article [6].

Given a function $u \in L^1_{\text{loc}}(\mathbb{R}^N)$, $0 < s < 1 \leq p < \infty$, we define its Gagliardo semi-norm as

$$[u]_{s,p} := \left( \int_{\mathbb{R}^N} \left| \frac{u(x) - u(y)}{|x-y|^{N+sp}} \right|^p \, dx \, dy \right)^{\frac{1}{p}}.$$ 

We then define the fractional order Sobolev space $W^{s,p}(\mathbb{R}^N)$ as

$$W^{s,p}(\mathbb{R}^N) := \{ u \in L^p(\mathbb{R}^N) : [u]_{s,p} < \infty \}.$$ 

This space is a Banach space with norm given by $\| u \|_{s,p} = ([u]_{s,p}^p + [u]_{s,p}^p)^{\frac{1}{p}}$. This is a separable space and reflexive for $p > 1$.

Given an open set $\Omega \subset \mathbb{R}^n$, we then consider

$$W^{s,p}_0(\Omega) := \{ u \in W^{s,p}(\mathbb{R}^N) : u = 0 \text{ a.e. in } \mathbb{R}^N \setminus \Omega \}. \quad (2.2)$$

Since $W^{s,p}_0(\Omega)$ is a closed subspace of $W^{s,p}(\mathbb{R}^N)$ it inherits the properties of separability and reflexivity.

**Remark 2.8.** This definition for $W^{s,p}_0(\Omega)$, is not the most natural one. One can instead consider the Gagliardo semi-norm defined in $\Omega$ as

$$[u]_{s,p,\Omega} := \left( \int_{\Omega \times \Omega} \left| \frac{u(x) - u(y)}{|x-y|^{N+sp}} \right|^p \, dx \, dy \right)^{\frac{1}{p}}.$$ 

Then define $W^{s,p}(\Omega) := \{ u \in L^p(\Omega) : [u]_{s,p,\Omega} < \infty \}$ with norm $\| u \|_{s,p,\Omega} = ([u]_{p,\Omega}^p + [u]_{s,p,\Omega}^p)^{\frac{1}{p}}$ and hence define $W^{s,p}_0(\Omega)$ as the closure of $C^\infty_c(\Omega)$ with respect to $\| \cdot \|_{s,p,\Omega}$.

This two definitions for $W^{s,p}_0(\Omega)$ are known to coincide if, for instance, $\Omega$ has Lipschitz boundary or if $0 < s < \frac{1}{p}$. In this latter case, $W^{s,p}_0(\Omega) = W^{s,p}(\Omega)$.

In this paper, we consider the space $W^{s,p}_0(\Omega)$ given by (2.2).

For functions in this space, Poincaré inequality holds true.

**Proposition 2.9.** There exists a constant $C$ depending on $N, s, p$ and $|\Omega|$ such that

$$\| u \|_p \leq C [u]_{s,p},$$

for every $u \in W^{s,p}_0(\Omega)$.

As usual, Poincaré inequality implies that $[\cdot]_{s,p}$ defines a norm in $W^{s,p}_0(\Omega)$ equivalent to $\| \cdot \|_{s,p}$.

The following theorem gives the Sobolev immersion in the fractional setting.

**Theorem 2.10.** Assume that $\Omega$ has finite measure and that $sp \leq N$. Define the critical Sobolev exponent as

$$p^*_s := \begin{cases} \frac{Np}{N-sp} & \text{if } sp \leq N \\ \infty & \text{if } sp = N. \end{cases}$$

Then, for any $1 \leq q \leq p^*_s$ (or $1 \leq q < \infty$ if $sp = N$) we have that

$$\| u \|_q \leq C [u]_{s,p},$$

for some constant $C$ depending on $N, s, p, q$ and $\Omega$.

Moreover, if $1 \leq q \leq p^*_s$, then the immersion $W^{s,p}_0(\Omega) \subset L^q(\Omega)$ is compact.
When \( sp > N \) we have Morrey-type estimates. That is

**Theorem 2.11.** Let \( \Omega \) be bounded and \( sp > N \). Then any \( u \in W^{s,p}_0(\Omega) \) admits a continuous representative and

\[
[u]_\alpha \leq C[u]_{s,p},
\]

for some constant \( C \) depending on \( N, s, p \) and \( \Omega \). Here \( \alpha = s - \frac{N}{p} \) and \( [\cdot]_\alpha \) is the Hölder semi-norm, defined as

\[
[u]_\alpha := \sup_{x,y \in \Omega} \frac{|u(x) - u(y)|}{|x - y|^{\alpha}}.
\]

The proof of all the above mentioned results on fractional order Sobolev spaces, can be found, for instance, in [6].

To describe the behavior of the spaces \( W^{s,p} \) when the fractional parameter \( s \) grows to 1 we use the celebrated results of [1]. These results can be summarized as follows,

**Theorem 2.12.** Let \( \Omega \) be bounded and \( 1 < p < \infty \). For any \( 0 < s < 1 \) we define \( F_s : L^p(\Omega) \rightarrow \mathbb{R} \) as

\[
F_s(u) = \begin{cases} 
(1 - s)[u]_{s,p}^p & \text{if } u \in W^{s,p}_0(\Omega), \\
\infty & \text{otherwise}.
\end{cases}
\]

Moreover, consider \( F_0 : L^p(\Omega) \rightarrow \mathbb{R} \) as

\[
F_0(u) = \begin{cases} 
K \|\nabla u\|^p_p & \text{if } u \in W^{1,p}_0(\Omega), \\
\infty & \text{otherwise},
\end{cases}
\]

where

\[
K = K(N, p) = \frac{1}{p} \int_{|z|=1} |z_N|^p dS.
\]

Then for every sequence \( s_n \rightarrow 1 \), it follows that \( F_{s_n} \rightharpoonup F_0 \).

As a matter of fact, in [1], Theorem 2.12 is never stated even the computations and proofs of that paper give the desired result. For the convenience of the reader, Theorem 2.12 (in the more general framework of Orlicz spaces) is stated and proved in [9, Theorem 6.5].

See also [16] for more results regarding the connection of fractional norms and Gamma convergence.

**Remark 2.13.** In [1] it is also shown that the functionals \( F_s \) in fact converges pointwise to \( F_0 \), so in the definition of Gamma convergence one can take as a recovery sequence \( \{u_n\}_{n \in \mathbb{N}} \) a constant sequence.

### 2.4. Hausdorff distance

Let \((X, d)\) be a metric space and consider

\[
K = K(X) = \{ K \subset X : K \text{ compact} \}.
\]

In \( K \) we define the Hausdorff distance, as \( d_H : K \times K \rightarrow \mathbb{R} \)

\[
d_H(A, B) = \max \left\{ \sup_{x \in A} d(x, B'); \sup_{y \in B} d(x, A) \right\},
\]

**Remark 2.14.** It is a well known fact that \((K, d_H)\) is a metric space and that \((K, d_H)\) is compact if \((X, d)\) is compact.
Remark 2.15. Observe that if $Y \subset X$ is a subspace, then $K(Y)$ is a subspace of $K(X)$. Hence, an important consequence of Remark 2.14 is that if $Y$ is compact, then $K(Y) = \{K \in K(X) : K \subset Y\}$ is a compact set of $K(X)$.

Remark 2.16. Two particular important examples of the situation described in Remark 2.15 are the followings:

- Take $1 \leq sq \leq N$ and $1 \leq p < q^*_s$. Then consider $X = L^p(\Omega)$ and $Y = \{u \in W_0^{s,q}(\Omega) : [u]_{s,q} \leq C\}$ for some constant $C > 0$. Then, by Theorem 2.10, $Y \subset X$ is compact. Hence $K(Y)$ is a compact subspace of $K(X)$.
- Take $sq > N$, $X = C_0(\Omega)$ (the closure of $C_c(\Omega)$ with respect to $\| \cdot \|_{\infty}$) and $Y = \{u \in W_0^{s,q}(\Omega) : [u]_{s,q} \leq C\}$ for some constant $C > 0$. Then, by Theorem 2.11, $Y \subset X$ is compact and hence $K(Y)$ is a compact subspace of $K(X)$.

Then next proposition, that characterizes the convergence in $d_K$, will be most useful.

Proposition 2.17. Let $\{K_n\}_{n \in \mathbb{N}} \subset K$ and $K \in K$. Then $K_n \xrightarrow{d_K} K$ if and only if

1. for each sequence $\{x_n\}_{n \in \mathbb{N}} \subset X$, such that $x_n \in K_n$ for all $n \in \mathbb{N}$, any accumulation point $x \in X$ of $\{x_n\}_{n \in \mathbb{N}}$ belongs to $K$,
2. for each $x \in K$, there exists $\{x_n\}_{n \in \mathbb{N}} \subset X$ such that $x_n \in K_n$ for all $n \in \mathbb{N}$ and $x_n \to x$.

The proof of this proposition is a straightforward consequence of the definitions.

Suppose now that $X$ is also a Banach space. Then consider the subspace of $K$ of symmetric compact subsets, i.e.

$$K_{\text{sym}} := \{K \in K : K = -K\}.$$  

An immediate consequence of Proposition 2.17 is that $K_{\text{sym}}$ is a closed subspace of $K$.

3. The Abstract Result. Let $\{F_n\}_{n \in \mathbb{N}}$ be a family of functionals defined in $L^1(\Omega)$ with values in $[0, \infty]$ such that:

(A1) For each $n \in \mathbb{N}$, $F_n$ is convex and 1-homogeneous.

(A2) There exist two constants $0 < \alpha < \beta$ such that for any $n \in \mathbb{N}$ there exist $p_n \in [1, \infty)$ and $s_n \in (0, 1)$, such that

$$\alpha(1 - s_n) \tilde{H}^n[v]_{s_n,p_n} \leq F_n(v) \leq \beta(1 - s_n) \tilde{H}^n[v]_{s_n,p_n} \text{ if } v \in W_0^{s_n,p_n}(\Omega),$$

$$F_n(v) = +\infty \text{ otherwise.}$$

(A3) There exists $p_0 \in [1, \infty]$ and $s_0 \in (0, 1)$ such that the sequences $\{p_n\}_{n \in \mathbb{N}}$ and $\{s_n\}_{n \in \mathbb{N}}$ given in (A2) verify that $p_n \to p_0$ and $s_n \to s_0$ as $n \to \infty$. Moreover, there exists $F_0 : L^1(\Omega) \to [0, \infty]$ such that $F_n$ $\Gamma$-converges in $L^{p_0}(\Omega)$ (or $C_0(\Omega)$ if $p_0 = \infty$) to $F_0$.

We define

$$G_{s,p}^k = \left\{ G \subset W_0^{s,p}(\Omega) : G = -G \text{ closed and bounded in } W_0^{s,p}(\Omega), \|u\|_p = 1, \forall u \in G \text{ and } \gamma(G) \geq k \right\}.$$  

For any $k \in \mathbb{N}$ we associate with $F_n$ the functional $J_n^k : K_{\text{sym}}(\Omega) \to [0, \infty]$ given by

$$J_n^k(G) := \begin{cases} \sup_{v \in G} F_n(v), & G \in G_{s_n,p_n}^k; \\ +\infty, & \text{otherwise.} \end{cases}$$
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where $K_{\text{sym}}(\Omega)$ is the set of compact symmetric subsets of $L^{p_0}(\Omega)$ (or $C_0(\Omega)$ if $p_0 = +\infty$).

We define the $k$–th eigenvalue of the functional $F_n$ as

$$\lambda_n^k := \inf_{G \in K_{\text{sym}}(\Omega)} J_n^k(G),$$

So, the main result of the paper is the following.

**Theorem 3.1.** Let $k$ be a positive integer, and assume that $\{F_n\}_{n \in \mathbb{N}}$ satisfies (A1)-(A3). Then the sequence $\{J_n^k\}_{n \in \mathbb{N}}$ is equicoercive, it verifies the lim inf inequality (2.1) and

$$\lim_{n \to \infty} \left( \inf_{G \in K_{\text{sym}}(\Omega)} J_n^k(G) \right) = \inf_{G \in K_{\text{sym}}(\Omega)} J_0^k(G).$$

This result is a generalization of the result of [3] to the fractional setting. The strategy of the proof very much resembles the one in the above mentioned paper. Nevertheless, we include full details of the proof for the reader’s convenience.

**Proof.** The proof is divided into three steps.

*Step 1: equicoercivity.*

Assume first that $p_0 < \infty$. If $G \in \{J_n^k \leq \mu\}$ then $G \in G_{s_n,p_n}^k$ and

$$F_n(v) \leq \mu \quad \text{for all } v \in G. \quad (3.1)$$

Assume that $p_0 \leq N$ therefore, for $\delta > 0$ small enough we take $q = p_0 - \delta$ and $0 < t < s_0$ such that

$$q_t := \frac{Nq}{N - tq} > p_0. \quad (3.2)$$

Therefore, there exists $n_0 \in \mathbb{N}$ such that $t < s_n$ and $q \leq p_n$ for every $n \geq n_0$. So we have that $W^{0,p_n}_0(\Omega) \subset W^{1,q}_0(\Omega)$ and there exists a constant $C$ depending on $t, q$ and $\Omega$ but independent on $n \geq n_0$ such that

$$(1 - t)^\frac{1}{q}[v]_{t,q} \leq C (1 - s_n)^\frac{1}{p_n}[v]_{s_n,p_n}, \quad (3.3)$$

for every $n \geq n_0$. See [1].

Using (A2), (3.1) and (3.3) we have $(1 - t)^\frac{1}{q}[v]_{t,q} \leq C$ for every $v \in G$ where $C$ depends only on $\mu, t, q$ and $\Omega$. We define

$$K := \{v \in L^{p_0}(\Omega) : (1 - t)^{\frac{1}{q}}[v]_{t,q} \leq C\}.$$

By the Sobolev embedding, from (3.2), we obtain that $K$ is compact in $L^{p_0}(\Omega)$, so $\{J_n^k \leq \mu\} \subset \{G \in K_{\text{sym}}(\Omega) : G \subset K\}$ which is a compact subset of $K_{\text{sym}}(\Omega)$, so that the family $J_n^k$ is equicoercive.

If $p_0 > N$, we can take $N < q < p_0$ and use the exact same argument using Morrey’s inequality (see [6]) instead of the Sobolev embedding.

The case with $p_0 = \infty$ follows again easily from Morrey’s inequality.

*Step 2: $\Gamma = \lim \inf$.*

Let $G_0 \in K_{\text{sym}}(\Omega)$ and $\{G_n\}_{n \in \mathbb{N}} \subset K_{\text{sym}}(\Omega)$ be a sequence such that $G_n \to G_0$ in Hausdorff distance. We shall prove that

$$\lim_{n \to \infty} \inf_{G_n} J_n^k(G_n) \geq J_0^k(G_0).$$

Without loss of generality, we may assume that there exists a constant $C > 0$ such that $J_n^k(G_n) < C$ for every $n \in \mathbb{N}$. Observe that this implies that $G_n \in G_{s_n,p_n}^k$. 

Moreover, $\Pi$ Observe that $\Pi$ have that there exists $u$ implies that $n$ for every $v$ for all $u$. By assumption (A3) we have that

$$F_0(u) \leq \liminf_{n \to \infty} F_n(u_n) \leq \liminf_{n \to \infty} \sup_{v \in G_n} F_n = \liminf_{n \to \infty} J^k_n(G_n)$$

for all $u \in G_0$. Taking supremum we obtain the desired result.

**Step 3:** In light of the previous two steps, it is easy to see that it only remains to prove that

$$\limsup_{n \to \infty} \left( \inf_{G \in K_{sym}(\Omega)} J^k_n(G) \right) \leq \inf_{G \in K_{sym}(\Omega)} J^k_0(G).$$

Assume first that $p_0 > 1$. We fix $\delta > 0$ and assume first that $p_0 < \infty$. Let $G_0 \in K_{sym}(\Omega)$ be such that

$$\inf_{G \in K_{sym}(\Omega)} J^k_0(G) \geq J^k_0(G_0) - \delta$$

Since $G_0$ is compact in $L^{p_0}(\Omega)$, there exist $u^1, u^2, \ldots, u^m \in G_0$ such that

$$G_0 \subset \bigcup_{i=1}^m B_{L^{p_0}(\Omega)}(u^i, \frac{1}{5}\delta).$$

Since $F_n \rightharpoonup F_0$, there exist $\{u_n^i\}_{n \in \mathbb{N}} \subset L^{p_0}(\Omega)$ such that $u_n^i \to u^i$ in $L^{p_0}(\Omega)$ as $n \to \infty$ and $F_n(u_n^i) \to F_0(u^i)$ as $n \to \infty$ for every $i = 1, \ldots, m$. In particular, this implies that $u_n^i \in W_0^{\alpha,p_0}(\Omega)$ for every $n \in \mathbb{N}$ and every $i = 1, \ldots, m$.

Next, for every $n \in \mathbb{N}$, we define

$$C_n = \text{Co}(\{\pm u^i_n; i = 1, \ldots, m\}),$$

where Co(A) is the convex hull of the set A.

Note that $C_n \subset L^{p_0}(\Omega)$ is compact.

Observe that from the Dominated Convergence Theorem,

$$\lim_{q \to p_0} \int_{\Omega} |v|^q \, dx = \int_{\Omega} |v|^{p_0} \, dx$$

for every $v \in L^{p_0}(\Omega)$. Therefore, there exists $q_0 < p_0$ such that

$$\|u^i\|_{q} \geq \|u^i\|_{p_0} - \frac{1}{3}\delta = 1 - \frac{1}{5}\delta \text{ for } i = 1, \ldots, m$$

for every $q_0 < q < p_0$.

We denote by $\Pi_n$ the projection onto $C_n$, for the norm of $L^q(\Omega)$. That is $\Pi_n : L^q(\Omega) \to L^q(\Omega)$ such that $\Pi_n v \in C_n$ and

$$\|\Pi_n v - v\|_q \leq \inf_{u \in C_n} \|u - v\|_q.$$ 

Observe that $\Pi_n$ is well defined since $C_n$ is compact and $\|\cdot\|_q$ is uniformly convex. Moreover, $\Pi_n$ is Lipschitz with Lipschitz constant 1.

Now, we want to prove that $\Pi_n(G_0)$ is far from 0. To this end, if $v \in G_0$, we have that there exists $i \in \{1, \ldots, m\}$ such that $\|v - u^i\|_{p_0} < \frac{1}{3}\delta$. Therefore

$$\|\Pi_n v\|_q \geq \|u^i_n\|_q - \|\Pi_n u^i - u^i_n\|_q \geq \|\Pi_n v - \Pi_n u^i\|_q.$$
First, we compute the last term
\[ ||Π_n v - Π_n u^i||_q \leq ||v - u^i||_q \leq ||v - u^i||_{p_0} |Ω|^{\frac{1}{2} - \frac{1}{p_0}} < \frac{1}{5} δ |Ω|^{\frac{1}{2} - \frac{1}{p_0}}. \]
For the second term,
\[ ||Π_n u^i - u^i||_q \leq ||Π_n u^i - u^i||_q + ||u^i - u^i||_q \leq 2 ||u^i - u^i||_q \to 0 \text{ as } n \to \infty. \]
The first term
\[ ||u^i||_q \to ||u^i||_q > 1 - \frac{1}{2} δ. \]
Hence, choosing \( q \) close enough to \( p_0 \) and \( n \) large enough, we obtain
\[ ||Π_n v||_q \geq 1 - \frac{1}{2} δ \text{ for all } v \in G_0. \]
So, \( Π_n(G_0) \subset C_n - B(0, 1 - \frac{1}{2} δ) \). On the other hand, since \( C_n \in K_{sym}(Ω) \), it follows that \( Π_n(G_0) \in K_{sym}(Ω) \) and \( γ(Π_n(G_0)) \geq k \), therefore if we define
\[ G_n := \left\{ \frac{v}{||v||_{p_n}} : v \in Π_n(G_0) \right\}, \]
we get that \( G_n \in G^k_{s_n, p_n}(Ω) \).

Now, using that \( 1 - \frac{δ}{2} \leq ||v||_q \leq ||v||_{p_n} |Ω|^{\frac{1}{2} - \frac{1}{p_n}} \), for every \( v \in Π_n(G_0) \subset C_n \), we obtain
\[
F_n \left( \frac{v}{||v||_{p_n}} \right) = \frac{1}{||v||_{p_n}} F_n(v) \leq \frac{|Ω|^{\frac{1}{2} - \frac{1}{p_n}}}{1 - \frac{δ}{2}} F_n(v) \\
\leq \frac{|Ω|^{\frac{1}{2} - \frac{1}{p_n}}}{1 - \frac{δ}{2}} \sup_{C_n} F_n \leq \frac{|Ω|^{\frac{1}{2} - \frac{1}{p_n}}}{1 - \frac{δ}{2}} \max_{1 \leq i \leq m} F_n(u^i_m).
\]
So,
\[ J^k_n(G_n) \leq \frac{|Ω|^{\frac{1}{2} - \frac{1}{p_n}}}{1 - \frac{δ}{2}} \max_{1 \leq i \leq m} F_n(u^i_m). \]
As a consequence,
\[
\limsup_{n \to \infty} (\inf J^k_n) \leq \limsup_{n \to \infty} J^k_n(G_n) \\
\leq \frac{|Ω|^{\frac{1}{2} - \frac{1}{p_0}}}{1 - \frac{δ}{2}} \max_{1 \leq i \leq m} F_0(u^i) \\
\leq \frac{|Ω|^{\frac{1}{2} - \frac{1}{p_0}}}{1 - \frac{δ}{2}} \sup_{G_0} F_0 \\
\leq \frac{|Ω|^{\frac{1}{2} - \frac{1}{p_0}}}{1 - \frac{δ}{2}} (\inf J^k_0 + δ).
\]
The conclusion of step 3 follows by letting \( δ \) go to 0 and \( q \) go to \( p_0 \).

The proof for the case \( p_0 = 1 \) is almost identical and the reader can check the details in [3].

**Remark 3.2.** In general it is not possible to show that the sets \( G_n \) constructed in Step 3, converge in \( K_{sym} \) to \( G_0 \), and that is why from the arguments given in the previous proof one cannot infer that \( J^k_n \Gamma \)-converges to \( J^k_0 \).
Applications. In this section we apply our abstract result to a large variety of eigenvalue problems.

Some of the problems were previously consider in the literature and are fully understood. In that case we show how one can derive the same type of result with our general approach.

In other cases, the problem has been treated before, but only partial answers are known prior to this work. In that case, by applying this general framework, we are able to fully analyze the convergence of the eigenvalues.

Finally, we also consider some problems that, up to our knowledge, were not consider previously.

4.1. Eigenvalues of the fractional $p$–Laplacian. The fractional $p$–laplacian operator is (formally) defined as

$$(-\Delta_p)^s u(x) = (1-s) \text{p.v.} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x-y|^{N+sp}} dy.$$ 

This operator can be seen as the gradient of the Gagliardo semi-norm, in the sense that, if $\Phi_{s,p}: W_{0}^{s,p}(\Omega) \to \mathbb{R}$, $\Phi_{s,p}(u) := (1-s)[u]_{s,p}^p$, then $(-\Delta_p)^s : W_{0}^{s,p}(\Omega) \to W^{-s,p}(\Omega) := (W_{0}^{s,p}(\Omega))^*$ (the dual space of $W_{0}^{s,p}(\Omega)$) is defined as $(-\Delta_p)^s = \frac{1}{p}\Phi'_{s,p}$ (the Fréchet derivative).

The eigenvalue problem associated to this operator, is

$$\begin{cases} (-\Delta_p)^s u = \lambda |u|^{p-2}u & \text{in } \Omega \\ u = 0 & \text{in } \mathbb{R}^N \setminus \Omega. \end{cases} \tag{4.1}$$

This eigenvalue problem was studied by many authors and several properties were obtained that mimic the theory developed for the by now classical $p$–Laplace operator, namely

$$\begin{cases} -\Delta_p u = \lambda |u|^{p-2}u & \text{in } \Omega \\ u = 0 & \text{on } \partial \Omega. \end{cases} \tag{4.2}$$

In particular, it is proved that the first eigenvalue for (4.1) is given by the minimum of the associated Rayleigh quotient, i.e.

$$\lambda_{1,p}^s = \inf_{v \in W_{0}^{s,p}(\Omega)} \frac{\Phi_{s,p}(v)}{\|v\|^p_p}.$$ 

More generally, by means of the critical point theory, applying the concept of the Krasnoselskii genus (c.f. Section 2), a sequence of variational eigenvalues is constructed as

$$\lambda_{k,p}^s = \inf_{G \in \mathcal{G}_{k,p}} \sup_{v \in G} \frac{\Phi_{s,p}(v)}{\|v\|^p_p},$$

that is the analogous construction of the variational eigenvalues for (4.2). This variational eigenvalues for (4.2) will be denoted by $\{\lambda_{k,p}\}_{k \in \mathbb{N}}$.

For this problem, in [2], the authors analyze the asymptotic behavior of problem (4.1) as $s \to 1$. The main result of [2] is

**Theorem 4.1** ([2], Theorem 1.2). Let $\Omega \subset \mathbb{R}^N$ be an open and bounded Lipschitz set. For any $1 < p < \infty$ and $k \in \mathbb{N}$,

$$\lim_{s \uparrow 1} \lambda_{k,p}^s = K \lambda_{k,p}, \tag{4.3}$$

where $K$ is a constant depending on $\Omega$ and $p$. 

Theorem 4.1 ([2], Theorem 1.2). Let $\Omega \subset \mathbb{R}^N$ be an open and bounded Lipschitz set. For any $1 < p < \infty$ and $k \in \mathbb{N}$,

$$\lim_{s \uparrow 1} \lambda_{k,p}^s = K \lambda_{k,p}, \tag{4.3}$$

where $K$ is a constant depending on $\Omega$ and $p$. 

where $K$ is the constant defined in Theorem 2.12.

Moreover, if $u_s$ is an eigenfunction of (4.1) corresponding to the variational eigenvalue $\lambda_{k,p}^s$ and such that $\|u_s\|_p = 1$, then there exists a subsequence $\{u_{s_n}\}_{n\in\mathbb{N}} \subset \{u_s\}_{s\in(0,1)}$ such that

$$\lim_{n\to\infty} [u_{s_n} - u]_{t,q} = 0,$$

for every $p \le q < \infty$ and every $0 < t < \frac{p}{q}$,

where $u$ is an eigenfunction of (4.2) corresponding to the variational eigenvalue $\lambda_{k,p}$, such that $\|u\|_p = 1$.

On the other hand, in [14], the authors analyze, among other things, the limit of (4.1) for $p \to \infty$. To be precise, the authors fix $\alpha \in (0,1)$ and consider the problem

$$s = s_p = \alpha - \frac{N}{p}$$

and go on studying the limit for $p \to \infty$.

The result in [14] for this problem reads as follows.

**Theorem 4.2** ([14], Proposition 20). Let $\Omega \subset \mathbb{R}^N$ be an open and bounded Lipschitz set, let $\alpha \in (0,1)$ be fixed and let $s = s_p = \alpha - \frac{N}{p}$. Define

$$\Lambda_{1,\infty}^\alpha := \inf_{\phi \in C_c^\infty(\Omega)} \frac{\|\phi(x) - \phi(y)\|_{L^\infty(\mathbb{R}^N \times \mathbb{R}^N)}}{\|\phi\|_{L^\infty(\mathbb{R}^N \times \mathbb{R}^N)}}.$$

Then

$$\lim_{p \to \infty} (\lambda_{1,p}^{s_p})^{\frac{1}{p}} = \Lambda_{1,\infty}^\alpha.$$

Moreover, $\Lambda_{1,\infty}^\alpha = R^{-\alpha}$ where $R$ is the inner radius of $\Omega$.

Moreover, in [14], the authors analyze the behavior of higher eigenvalues, in the sense that they study the case of sign changing eigenfunctions for (4.1), but the authors did not get any result of the asymptotic behavior of the variational eigenvalues $\lambda_{k,p}^s$.

As a consequence of our general result, Theorem 3.1, we can recover (4.3) in Theorem 4.1 and also Theorem 4.2. Moreover, in the case of Theorem 4.2 we can also obtain the limit as $p \to \infty$ for the rest of the sequence of the variational eigenvalues.

It is worth mention that for the results of Theorem 4.1, our main result, Theorem 3.1 only provides the convergence of the eigenvalues (4.3).

**Proof of (4.3) using Theorem 3.1.** Let $\{s_n\}_{n\in\mathbb{N}}$ be a sequence of real numbers such that $0 < s_n \uparrow 1$. Let us define $F_n: L^1(\Omega) \to [0,\infty]$ as

$$F_n(v) = \begin{cases} (1 - s_n)^\frac{1}{p} [v]_{s_n,p} & \text{if } v \in W_0^{s_n,p}(\Omega) \\ \infty & \text{otherwise} \end{cases}$$

We need to check that $\{F_n\}_{n\in\mathbb{N}}$ satisfies hypotheses (A1)–(A3). Observe that (A1) and (A2) are trivial, so we are left with (A3). To this end, we define $F_0: L^1(\Omega) \to [0,\infty]$ as

$$F_0(v) = \begin{cases} K^{\frac{1}{p}} \|\nabla v\|_p & \text{if } v \in W_0^1(\Omega) \\ \infty & \text{otherwise} \end{cases}$$

Then Theorem 2.12 gives us that $F_n \overset{F}{\to} F_0$ in $L^p(\Omega)$.

Now, just observe that Theorem 3.1 together with Theorem 2.4 directly imply that

$$\lim_{n \to \infty} (\lambda_{k,p}^{s_n})^{\frac{1}{p}} = (K\lambda_{k,p})^{\frac{1}{p}}.$$
The proof is complete.

We now turn our attention to the case $p \to \infty$. To this end, we consider a sequence $\{p_n\}_{n \in \mathbb{N}}$ such that $1 < p_n \to \infty$, $\alpha \in (0, 1)$, define $s_n = \alpha - \frac{N}{p_n}$ and define the functionals $F_n: L^1(\Omega) \to [0, \infty]$ as

$$F_n(v) = \left\{ \begin{array}{ll}
(1 - s_n) \frac{1}{p_n} |v|_{s_n, p_n} & \text{if } v \in W^{s_n, p_n}_0(\Omega) \\
\infty & \text{otherwise.}
\end{array} \right. \quad (4.4)$$

Now we introduce some notation. We denote $C_0(\Omega)$ the set of continuous functions defined in $\mathbb{R}^N$ that vanishes outside $\Omega$.

Now, given $0 < \gamma \leq 1$, define

$$C_0^\gamma(\Omega) = \left\{ u \in C_0(\Omega) : \sup_{x, y \in \mathbb{R}^N, x \neq y} \frac{|u(x) - u(y)|}{|x - y|^\gamma} < \infty \right\}.$$

Next, for any $v \in C_0(\Omega)$ we denote, for $x, y \in \Omega, x \neq y$,

$$D^\alpha v(x, y) = \frac{v(x) - v(y)}{|x - y|^\alpha},$$

the H"older quotient of order $\alpha$ and define $F_0: L^1(\Omega) \to [0, \infty]$ as

$$F_0(v) = \left\{ \begin{array}{ll}
\|D^\alpha v\|_{L^\infty(\mathbb{R}^N \times \mathbb{R}^N)} & \text{if } v \in C_0^\gamma(\Omega) \\
\infty & \text{otherwise.}
\end{array} \right. \quad (4.5)$$

Let us first prove that $F_n \overset{\Gamma}{\to} F_0$.

**Lemma 4.3.** With the above notations and hypotheses, we have that $F_n \overset{\Gamma}{\to} F_0$ in $C_0(\Omega)$.

**Proof.** First, observe that since $p_n \to \infty$, then $s_n \to \alpha$ and $(1 - s_n) \frac{1}{p_n} \to 1$. Also, since for $n$ large, $p_n s_n > N$, by Theorem 2.11, we have that $W^{s_n, p_n}_0(\Omega) \subset C_0(\Omega)$, so away from the diagonal $\Delta := \{(x, y) \in \mathbb{R}^N \times \mathbb{R}^N : x = y\}$, $D^\alpha v(x, y)$ is defined point-wise for every function $v \in W^{s_n, p_n}_0(\Omega)$.

Moreover, by the definition of $s_n$, it follows that

$$|v|_{s_n, p_n} = \|D^\alpha v\|_{L^p(\mathbb{R}^N \times \mathbb{R}^N)},$$

for any $v \in W^{s_n, p_n}_0(\Omega)$.

Let us first check the limsup inequality. So let $v \in C_0(\Omega)$ and we need to find $v_n \in C_0(\Omega)$ such that $v_n \to v$ uniformly and $F_0(v) \geq \limsup_{n \to \infty} F_n(v_n)$.

Without loss of generality, we may assume that $F_0(v) < \infty$, therefore $v \in C_0^\gamma(\Omega)$. Let us see that if $\alpha p_n > N$, then $v \in W^{s_n, p_n}_0(\Omega)$.

**Claim:** if $\alpha p_n > N$, then $D^\alpha v \in L^p(\mathbb{R}^N \times \mathbb{R}^N)$.

Observe that $D^\alpha v$ is a well defined function away from the diagonal $\Delta$, so it is well defined a.e. in $\mathbb{R}^N \times \mathbb{R}^N$.

Moreover,

$$\int_{\mathbb{R}^N \times \mathbb{R}^N} |D^\alpha v|^p \, dx \, dy = \iint_{\Omega \times \Omega} |D^\alpha v|^p \, dx \, dy + \iint_{\Omega \times \Omega^c} |D^\alpha v|^p \, dx \, dy + \iint_{\Omega^c \times \Omega} |D^\alpha v|^p \, dx \, dy$$

$$= I + II + III.$$

We trivially have that $III = 0$, Next, we observe that

$$I \leq \|D^\alpha v\|_\infty^p |\Omega|^2.$$

Next, we observe that

$$F_n(v) = \left\{ \begin{array}{ll}
\frac{1}{p_n} |v|_{s_n, p_n} & \text{if } v \in W^{s_n, p_n}_0(\Omega) \\
\infty & \text{otherwise.}
\end{array} \right. \quad (4.6)$$
It remains to get a bound for II. But,

\[ \int_{\Omega \times \Omega} |D^\alpha v|^p \, dx \, dy = \int_{\Omega \times \Omega} \frac{|v(x)|^p}{|x-y|^{\alpha p}} \, dx \, dy = \int_{\Omega} w(x) |v(x)|^p \, dx, \]

where

\[ w(x) = \int_{\Omega} \frac{1}{|x-y|^{\alpha p}} \, dy \leq \int_{\{||z|| > d_\Omega(x)\}} \frac{dz}{|z|^{\alpha p}} = \frac{C_N}{(\alpha p - N)d_\Omega(x)^{\alpha p - N}}, \]

with \( d_\Omega(x) = \text{dist}(x, \Omega^c) \). Also, since \( v \in C^0_0(\Omega) \), if \( y \in \partial \Omega \) is such that \( d_\Omega(x) = |x-y| \),

\[ |v(x)| = |v(x) - v(y)| \leq \|D^\alpha v\|_{\infty} |x-y|^\alpha = \|D^\alpha v\|_{\infty} d_\Omega(x)^\alpha. \]

Then

\[ \int_{\Omega} w(x) |v(x)|^p \, dx \leq C \|D^\alpha v\|^p_{\infty}, \]

where \( C \) depends on \( N, \alpha, p \) and \( \Omega \). Hence, we arrive at

\[ \|D^\alpha v\|_p \leq C \|D^\alpha v\|_{\infty} < \infty, \]

and so the claim follows.

With the help of the claim, we may take \( v_n = v \) for the limsup inequality, and since \( \|D^\alpha v\|_{p_n} < \infty \) if \( n \geq n_0 \), it follows that

\[ \lim_{n \to \infty} [v]_{s_n, p_n} = \lim_{n \to \infty} \|D^\alpha v\|_{p_n} = \|D^\alpha v\|_{\infty}. \]

It remains to check the liminf inequality. To this end, let \( v \in C_0(\Omega) \) and \( v_n \in C_0(\Omega) \) be such that \( v_n \to v \) uniformly. We need to see that

\[ F_0(v) \leq \liminf_{n \to \infty} F_n(v_n). \]

Without loss of generality, we may assume that \( \sup_{n \in \mathbb{N}} F_n(v_n) < \infty \). This implies, to begin with, that \( v_n \in W^{\alpha, p_n}_0(\Omega) \), and hence, \( D^\alpha v_n \in L^{p_n}(\mathbb{R}^N \times \mathbb{R}^N) \).

Now, let \( a < \|D^\alpha v\|_{\infty} \) and observe that, since \( v_n \to v \) uniformly, it follows that \( D^\alpha v_n \to D^\alpha v \) a.e. (in fact, the point-wise convergence holds in \( (\mathbb{R}^N \times \mathbb{R}^N) \setminus \triangle \)) and then

\[ \{|D^\alpha v| > a\} \subset \bigcup_{n \in \mathbb{N}} \bigcap_{j \geq n} \{|D^\alpha v_j| > a\} = \bigcup_{n \in \mathbb{N}} E_n. \]

Observe that \( E_n \subset E_{n+1} \) and that \( E_n \subset \{|D^\alpha v_n| > a\} \). Therefore,

\[ |\{|D^\alpha v| > a\}| \leq \lim_{n \to \infty} |E_n| \leq \liminf_{n \to \infty} |\{|D^\alpha v_n| > a\}|. \]

So we conclude that

\[ 1 \leq \liminf_{n \to \infty} |\{|D^\alpha v_n| > a\}|^{\frac{1}{p_n}}. \]

Now we use Chebyshev’s inequality to obtain

\[ a^{p_n} |\{|D^\alpha v_n| > a\}| \leq \|D^\alpha v_n\|_{p_n}, \]

From where it follows that

\[ a \leq \liminf_{n \to \infty} \|D^\alpha v_n\|_{p_n} = \liminf_{n \to \infty} [v_n]_{s_n, p_n}. \]

We now may take \( a \uparrow \|D^\alpha v\|_{\infty} \) and the proof is complete. \( \square \)

Now we are is position to apply Theorem 3.1 to the case \( p \to \infty \).
Theorem 4.4. Under the notation of Section 3, we define
$$\Lambda_{k,\infty}^p := \inf_{G \subset \Omega_{k,\alpha}} \sup_{v \in G} \frac{\|D^p v\|_{\infty}}{\|v\|_{\infty}}.$$ 
Then, for every $k \in \mathbb{N}$ we have that
$$\lim_{p \to \infty} (\Lambda_{k,p}^p)^{\frac{1}{p}} = \Lambda_{k,\infty}^p.$$

Remark 4.5. Theorem 4.4 extends Theorem 4.2 to the entire sequence of variational eigenvalues.

Proof. Using Lemma 4.3, it is now immediate to see that the sequence $\{F_n\}_{n \in \mathbb{N}}$ verifies the hypotheses (A1)–(A3) of Theorem 3.1, and so the conclusions of Theorem 3.1 together with Theorem 3.4 imply the desired result. \qed

4.2. Homogenization result for eigenvalues of fractional $p$–Laplace type operators. Homogenization results for fractional operators is a subject where there are not many results in the literature. We may recall the results [8, 11, 12, 15, 18, 19].

So here, given $0 < \alpha \leq \beta < \infty$, we consider the class of kernels
$$A_{\alpha,\beta} := \{a \in L^\infty(\mathbb{R}^N \times \mathbb{R}^N) : a(x, y) = a(y, x) \text{ and } \alpha \leq a(x, y) \leq \beta \text{ a.e.}\}.$$ 
Associated to each $a \in A_{\alpha,\beta}$ we consider the operator
$$L_a u(x) = L_a^{s,p} u(x) = \text{p.v.} \int_{\mathbb{R}^N} a(x, y) \frac{|u(x) - u(y)|^p - 2(u(x) - u(y))}{|x - y|^{N+sp}} \, dy.$$ 
This operator turns out to be the Fréchet derivative of the functional
$$\Phi_a : W^{s,p}_0(\Omega) \to \mathbb{R}, \quad \Phi_a(u) := \int_{\mathbb{R}^N \times \mathbb{R}^N} a(x, y) \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} \, dxdy.$$ 

Consider now a sequence of kernels $\{a_n\}_{n \in \mathbb{N}} \subset A_{\alpha,\beta}$. Without loss of generality (passing to a subsequence), we may assume the existence of $a_0 \in A_{\alpha,\beta}$ such that $a_n \rightharpoonup a_0$ weakly* in $L^\infty$.

For $n \in \mathbb{N}_0$, we define $F_n : L^1(\Omega) \to [0, \infty]$ as
$$F_n(v) := \begin{cases} (\Phi_{a_n}(v))^{\frac{1}{p}} & \text{if } v \in W^{s,p}_0(\Omega) \\ \infty & \text{otherwise.} \end{cases}$$ 
It is proved in [12, Example 2.23] that $F_n \rightharpoonup F_0$ in $L^p(\Omega)$. However, we include a proof of this fact in order to keep the paper self contained.

Proposition 4.6. Let $F_n$ be the functionals defined above, then $F_n \rightharpoonup F_0$ in $L^p(\Omega)$.

Proof. Let us begin with the liminf inequality. Take $v \in L^p(\Omega)$ and $\{v_n\}_{n \in \mathbb{N}} \subset L^p(\Omega)$ be such that $v_n \to v$ in $L^p(\Omega)$ and
$$F_0(v) \leq \liminf_{n \to \infty} F_n(v_n).$$ 
We may assume that $\sup_{n \in \mathbb{N}} F_n(v_n) < \infty$ and so $v_n \in W^{s,p}_0(\Omega)$ for every $n \in \mathbb{N}$. Moreover, this assumption also implies that $\{v_n\}_{n \in \mathbb{N}}$ is bounded in $W^{s,p}_0(\Omega)$.

Passing to a subsequence, if necessary, we can assume that $v_n \rightharpoonup v$ weakly in $W^{s,p}_0(\Omega)$.
Consider now $0 < \delta < R < \infty$ and define the sets
$$Q_{R,\delta} = (B_R(0) \times B_R(0)) \setminus \{(x, y) \in \mathbb{R}^N \times \mathbb{R}^N : |x - y| \leq \delta\}.$$
Since \(|x - y|^{-(N + sp)}\) is bounded in \(Q_{R, \delta}\) and \(|v_n| \to |v|^p\) strongly in \(L^1(\mathbb{R}^N)\), it follows that
\[
\frac{|v_n(x) - v_n(y)|^p}{|x - y|^{N + sp}} \to \frac{|v(x) - v(y)|^p}{|x - y|^{N + sp}} \text{ strongly in } L^1(Q_{R, \delta}).
\]
Therefore,
\[
\liminf_{n \to \infty} F_n(v_n)^p = \liminf_{n \to \infty} \int_{\mathbb{R}^N \times \mathbb{R}^N} a_n(x, y) \frac{|v_n(x) - v_n(y)|^p}{|x - y|^{N + sp}} \, dx dy
\geq \lim_{n \to \infty} \int_{Q_{R, \delta}} a_n(x, y) \frac{|v_n(x) - v_n(y)|^p}{|x - y|^{N + sp}} \, dx dy
= \int_{Q_{R, \delta}} a_0(x, y) \frac{|v(x) - v(y)|^p}{|x - y|^{N + sp}} \, dx dy.
\]
Now, taking the limit as \(R \to \infty\) and \(\delta \to 0\) we obtain the liminf inequality.

Next we turn our attention to the limsup inequality. So let \(v \in L^p(\Omega)\) and we must find a recovery sequence \(\{v_n\}_{n \in \mathbb{N}} \subset L^p(\Omega)\) such that \(v_n \to v\) in \(L^p(\Omega)\) and \(F_0(v) \geq \limsup_{n \to \infty} F_n(v_n)\). Since we can assume that \(F_0(v) < \infty\), it follows that \(v \in W_0^{s,p}(\Omega)\) and this implies that
\[
\frac{|v(x) - v(y)|^p}{|x - y|^{N + sp}} \in L^1(\mathbb{R}^N \times \mathbb{R}^N).
\]
Hence, we may take \(v_n = v\) and, since \(a_n \rightharpoonup a_0\) weakly* in \(L^\infty(\mathbb{R}^N \times \mathbb{R}^N)\) we get
\[
\lim_{n \to \infty} F_n(v)^p = \lim_{n \to \infty} \int_{\mathbb{R}^N \times \mathbb{R}^N} a_n(x, y) \frac{|v(x) - v(y)|^p}{|x - y|^{N + sp}} \, dx dy
= \int_{\mathbb{R}^N \times \mathbb{R}^N} a_0(x, y) \frac{|v(x) - v(y)|^p}{|x - y|^{N + sp}} \, dx dy
= F_0(v)^p.
\]
This completes the proof.

Therefore, as an immediate consequence of Theorem 3.1, we get

**Theorem 4.7.** Under the notations of this subsection, if we denote
\[
\lambda_k^n = \sup_{G \in \mathcal{G}_{s,p}} \inf_{v \in G} \frac{F_n(v)}{\|v\|_p},
\]
for \(n \geq 0\), then
\[
\lim_{n \to \infty} \lambda_k^n = \lambda_k^0, \quad \text{for all } k \in \mathbb{N}.
\]

**Remark 4.8.** Observe that each \(\lambda_k^n\) is an eigenvalue for the problem
\[
\begin{align*}
\mathcal{L}_{a_n} u &= \lambda_k^n |u|^{p - 2} u \quad \text{in } \Omega \\
u &= 0 \quad \text{in } \Omega^c
\end{align*}
\]
for \(n \geq 0\).

**Proof.** The proof is immediate from Theorems 3.1 and 2.4, since hypotheses (A1)–(A3) are trivially verified.

**Remark 4.9.** Up to our knowledge, this eigenvalue problem has not been considered previously in the literature.
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