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Abstract

For the quadratic Lagrange interpolation function, an algorithm is proposed to provide explicit and verified bound for the interpolation error constant that appears in the interpolation error estimation. The upper bound for the interpolation constant is obtained by solving an eigenvalue problem along with explicit lower bound for its eigenvalues. The lower bound for interpolation constant can be easily obtained by applying the Rayleigh-Ritz method. Numerical computation is performed to demonstrate the sharpness of lower and upper bounds of the interpolation constants over triangles of different shapes. An online computing demo is available at http://www.xfliu.org/onlinelab/.
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1 Introduction

In this paper we aim to provide explicit error estimation for quadratic interpolation operator Π2 defined for functions over triangular elements. Given
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a triangle $T$, denote the three vertices by $p_1, p_2, p_3$, and the mid-points by $p_{12}, p_{23}, p_{31}$; see Figure 1.

![Figure 1: Configuration of a triangle element $T$](image)

The finite element method (FEM) defined on a triangulation of domains is often used to solve partial differential equations, for example, the model problem of Poisson’s equation. In many cases, one can only make sure the $H^2$-regularity of the solution $u$, i.e., $u \in H^2(\Omega)$, and the first and second order Lagrange interpolations $\Pi_1$ and $\Pi_2$ are often used to give error estimation for FEM solutions; see, e.g., [1, 2].

**$\Pi_1$ interpolation** Let us first review the definition of $\Pi_1$: $\Pi_1 u$ is a linear function that interpolates $u \in H^2(T)$ at vertices of $T$, i.e.,

$$(\Pi_1 u)(p_i) - u(p_i) = 0, \quad i = 1, 2, 3.$$  \hspace{1cm} (1)

One of the interpolation error estimation for $\Pi_1$ is given by

$$|u - \Pi_1 u|_{1,T} \leq \tilde{C}_T |u|_{2,T}, \quad \forall u \in H^2(T).$$  \hspace{1cm} (2)

The definition of $|\cdot|_i$ ($i = 0, 1, 2, \cdots$) is taken from the notation of Sobolev spaces; see [2]. The explicit bound of constant $\tilde{C}_T$ dates back to the work of Natterer [3] and Lehmann [4], while recent work can be found in Kikuchi-Liu [5, 6] and Kobayashi [7], etc. A sharp bound for the interpolation error constant $\tilde{C}_T$ on concrete elements is given as follows (see, e.g., [8]),

$$\begin{cases}
\tilde{C}_T \leq 0.4889 & \text{for unit isosceles right triangle;} \\
\tilde{C}_T \leq 0.3186 & \text{for unit regular triangle.}
\end{cases}$$  \hspace{1cm} (3)
The second order Lagrange interpolation $\Pi_2$ for $u \in H^2(T)$ is a quadratic polynomial satisfying

$$\left(\Pi_2 u\right)(p_i) - u(p_i) = 0, \quad i \in I_0,$$

where $I_0$ is a set of indices given by $I_0 := \{1, 2, 3, \{12\}, \{23\}, \{31\}\}$. The error estimation for $\Pi_2 u$ is given as follows,

$$|u - \Pi_2 u|_{1,T} \leq C_T|u|_{2,T}, \forall u \in H^2(T).$$

(5)

Here, the interpolation constant $C_T$ only depends on the shape of triangle $T$ itself. For $\Pi_2$ and even general $k$th order Lagrange interpolation, there have been various literatures to investigate the dependence of interpolation error on triangle shapes; see, e.g., the early work of Jamet [9] and recent work of Kobayashi-Tsuchiya [10].

To the author’s best knowledge, there is no result reported for the upper bound of the constant $C_T$. In this paper, we will propose a method that gives explicit bound for $C_T$ by solving eigenvalue problem of corresponding differential operators. As shown in Table 1 of §4, we have, for example,

$$\left\{ \begin{array}{l} C_T \leq 0.2598 \text{ for unit isosceles right triangle;} \\ C_T \leq 0.1777 \text{ for unit regular triangle.} \end{array} \right.$$

(6)

Compared with the bound for $\tilde{C}_T$, one can see that $\Pi_2$ has more accurate error estimation than the linear interpolation $\Pi_1$.

The method proposed in this paper can also be applied to interpolation for $u$ with higher regularity. For example, for $u \in H^3(T)$, the following error estimation holds,

$$|u - \Pi_2 u|_{i,T} \leq C_{T,i}|u|_{3,T}, \forall u \in H^3(T) \quad (i = 0, 1, 2).$$

(7)

The sharp and explicit values of the interpolation constants $C_{T,i}$ are rarely reported. A brief discussion for bounding such constants can be found in §5.

The structure of the rest of the paper is as follows. In §2 the characterization of constant $C_T$ through minimization problem and eigenvalue problems is given, where we can see that to give a lower bound of $C_T$ is quite easy. In §3 the upper bound of $C_T$ is discussed through the lower bound of certain eigenvalue, which is main contribution of our paper. In §4 the computed lower and upper bound for $C_T$ are given for $T$ with various shapes. Finally in §5 we provide a rough idea to bound the constants in eq. (7) and point out the future work.
2 Preliminaries

In this paper, the domain $\Omega$ of functions is selected as the triangle $T$. The standard notation is used for Sobolev function spaces $W^{k,p}(\Omega)$. The associated norms and semi-norms are denoted by $\| \cdot \|_{k,p,\Omega}$, $| \cdot |_{k,p,\Omega}$ respectively (see, e.g., Chapter 1 of [2] and Chapter 1 of [1]). Particularly, for special $k$ and $p$, we use abbreviated notation as $H^k(\Omega) = W^{k,2}(\Omega)$, $| \cdot |_{k,\Omega} = | \cdot |_{k,2,\Omega}$, $L^p(\Omega) = W^{0,p}(\Omega)$. The set of polynomials over $T$ of up to degree $k$ is denoted by $P_k(T)$.

The following subspace $V_0$ of $H^2(T)$ will play an important role in bounding the interpolation constant $C_T$.

$$V_0 := \{ v \in H^2(T) \mid v(p_i) = 0, i = 1, 2, 3 \} . \quad (8)$$

The intersection of $V_0$ and $P_k(T)$ is denoted by

$$P_{k,0}(T) := V_0 \cap P_k(T) = \{ v \in P_k(T) \mid v(p_i) = 0, i = 1, 2, 3 \} . \quad (9)$$

Define bilinear forms $M$, $N$ as follows,

$$M(u, v) := \int_T D^2 u \cdot D^2 v \, dT, \quad N(u, v) := \int_T \nabla (u - \Pi_2 u) \cdot \nabla (v - \Pi_2 v) \, dT . \quad (10)$$

Here, $D^2$ is the second order derivative of $u$, i.e.,

$$D^2 u := \left( \frac{\partial^2 u}{\partial x^2}, \frac{\partial^2 u}{\partial x \partial y}, \frac{\partial^2 u}{\partial y \partial x}, \frac{\partial^2 u}{\partial y^2} \right) .$$

It is easy to see that $M$ is an inner product of $V_0$ and $N$ is a positive semi-definite bilinear form of $V_0$.

Define Rayleigh quotient $R$ for $u \in H^2(T)$,

$$R(u) := \frac{|u|_{2,T}^2}{|u - \Pi_2 u|_{1,T}^2} = \frac{M(u, u)}{N(u, u)} . \quad (11)$$

Let $\Pi_1 u$ be the linear Lagrange interpolation of $u \in H^2(T)$. Since $(u - \Pi_1 u)(p_i) = 0, (i = 1, 2, 3)$, we have $(u - \Pi_1 u) \in V_0$. Noticing that $R(u) = R(u - \Pi_1 u)$, the optimal constant $C_T$ in eq. (5) can be defined through the quantity $\lambda$,

$$C_T^{-2} := \lambda = \inf_{u \in H^2(T), |u - \Pi_2 u|_{1,T} \neq 0} R(u) = \inf_{u \in V_0, |u - \Pi_2 u|_{1,T} \neq 0} R(u) . \quad (12)$$

The existence of minimizer of eq. (12) can be proved by the standard compactness argument. Thus the infimum above is actually a minimum, which corresponds to the smallest eigenvalue of certain eigenvalue problem.
Upper bound for $\overline{\lambda}$  By using the Rayleigh-Ritz method, it is easy to give an upper bound for $\overline{\lambda}$, i.e., the lower bound for the interpolation constant. The Rayleigh-Ritz bound $\overline{\lambda}_{\text{upper}}$ along with the usage of $P_{k,0}(T)$ is given by

$$\overline{\lambda}_{\text{upper}} := \min_{u \in P_{k,0}(T), |u - \Pi_2 u|_{1,T} \neq 0} R(u).$$

Quantity $\overline{\lambda}_{\text{upper}}$ can be calculated by solving a matrix eigenvalue problem. Take a basis of $P_{k,0}(T)$ as $\{\phi_i\}_{i=1}^n$, $n = \dim(P_{k,0}(T))$. Define matrix $A$ and $B$ by

$$A = \begin{pmatrix} M(\phi_i, \phi_j) \end{pmatrix}_{i,j=1,\cdots,n}, \quad B = \begin{pmatrix} N(\phi_i, \phi_j) \end{pmatrix}_{i,j=1,\cdots,n}.$$ 

Notice that $A$ is positive definite and $B$ is positive semi-definite. The value of $\overline{\lambda}_{\text{upper}}^{-1}$ is given by the maximum eigenvalue of the problem

$$Bx = \mu Ax.$$ 

The calculated upper bounds of the $\overline{\lambda}_{\text{upper}}$, i.e., the lower bounds of interpolation constant, are shown in Section 4, where the polynomial functions in $P_{0,0}(T)$ are utilized.

Preparation for lower bound of $\overline{\lambda}$ Below, we show the important property of the minimizer of (12).

**Lemma 2.1.** The minimizer $u_0$ of (12) is orthogonal to $P_2(T)$ with respect to $M(\cdot, \cdot)$.

**Proof.** Suppose $u_0$ minimizes $R(u)$ for all $u$ satisfying $|u - \Pi_2 u|_{1,T} \neq 0$. For any $q \in P_2(T)$, define $g(t) := R(u_0 + tq)$, then $g'(t)|_{t=0} = 0$. That is,

$$M(u_0, q) = \overline{\lambda} N(u_0, q).$$

Noticing that $q - \Pi_2 q = 0$ and hence $N(u_0, q) = 0$, we have $M(u_0, q) = 0$. \qed

Let us introduce the complement space of $P_{2,0}(T)$ in $V_0$, with respect to the inner product $M(\cdot, \cdot)$.

$$W := \{ v \in V_0 \mid M(v, p) = 0, \ \forall p \in P_{2,0}(T) \}. \quad (13)$$

In space $W$, $N$ becomes a positive definite bilinear form and thus can be regarded as an inner product of $W$. From Lemma 2.1, it is easy to see that the quantity $\overline{\lambda}$ can be characterized by

$$\overline{\lambda} = \inf_{u \in W, u \neq 0} R(u). \quad (14)$$
The quantity $\lambda$ is in fact the minimal eigenvalue of the following eigenvalue problem: Find $(\lambda, u) \in \mathbb{R} \times W$ such that
\[ M(u, v) = \lambda N(u, v), \quad \forall v \in W. \tag{15} \]
Such an eigenvalue problem has the eigenvalues distributed as $0 < \lambda_1 \leq \lambda_2 \leq \cdots$. The quantity $\overline{\lambda}$ is just given by $\lambda_1$.

## 3 Lower bound for the eigenvalue $\overline{\lambda}$

The eigenvalue problem in (15) can be solved approximately by using finite element method (FEM). Generally, it is difficult to give explicit error estimation for the computed approximation of eigenvalues. Recently, Liu [11] proposed a framework to calculate explicit eigenvalue bounds for compact self-adjoint differential operators. Such a framework can be implemented with the usage of finite element method.

In this section, we first introduce the finite element method to be used for approximate eigenvalue computation. Then we apply the framework of [11] to bound the eigenvalue corresponding to the interpolation constant.

### 3.1 Finite element approximation for eigenvalues

Take $T$ as the domain and $\mathcal{T}^h$ as a triangular subdivision of $T$. For each element $K$ of $\mathcal{T}^h$, denote by $h_K$ the longest edge length of $K$ and the mesh size $h$ is defined by
\[ h := \max_{K \in \mathcal{T}^h} h_K. \tag{16} \]
Particularly, we require that the triangulation $\mathcal{T}^h$ for $\Omega(= T)$ has 3 mesh nodes that coincide with three mid-points $p_{12}$, $p_{23}$ and $p_{31}$ (see Figure 2), which can be easily done by performing bisections for the original triangle $T$. With such kind of mesh, the interpolation error estimation needed in bounding the eigenvalue will be much easier.

Define the Fujino-Morley FEM space $V_{FM}^h$ over $\mathcal{T}^h$ [12, 13].
\[ V_{FM}^h := \{ v_h \mid v_h|_K \in P_2(K) \text{ for each } K \in \mathcal{T}^h; v_h \text{ is continuous at the nodes; } \int_e \frac{\partial v_h}{\partial n} \bigg|_{K_1} - \frac{\partial v_h}{\partial n} \bigg|_{K_2} \, ds = 0 \text{ for } e = K_1 \cap K_2; v_h(p_i) = 0, i = 1, 2, 3 \}. \tag{17} \]
Here, since $V_{FM}^h \not\subset H^1(T)$, we introduce the discrete gradient operator $\nabla_h$, which is defined element-wisely. Given $u_h \in V_{FM}^h$, $\nabla_h u_h \in (L^2(T))^2$ and
Figure 2: Special triangulation needed for lower eigenvalue bound computation

Each part of $\nabla_h u_h$ is piecewise linear polynomial, i.e., $(\nabla_h u_h)|_K = \nabla (u_h|_K)$. For $u \in H^1(T)$, we have $\nabla u = \nabla_h u$.

Extend the bilinear forms $M$ and $N$ to $V_{FM}^h$: for any $u_h, v_h \in V_{FM}^h$,

$$M_h(u_h, v_h) := \sum_{K \in \mathcal{T}^h} \int_K D^2 u_h \cdot D^2 v_h dK,$$

$$N_h(u_h, v_h) := \sum_{K \in \mathcal{T}^h} \int_K \nabla (u_h - \Pi_2 u_h) \cdot \nabla (v_h - \Pi_2 v_h) dK. \tag{18}$$

The extension of $R$ for $V_{FM}^h$, which is also denoted by $R$, is defined by

$$R(u_h) := \frac{M_h(u_h, u_h)}{N_h(u_h, u_h)} \text{ for any } u_h \in V_{FM}^h, N_h(u_h, u_h) \neq 0.$$

Define the minimization problem of $R$ over $V_{FM}^h$, for which the minimizer is denoted by $u_{h,0}$.

$$\lambda_h := \min_{v_h \in V_{FM}^h, |v_h - \Pi_2 v_h|_{1,T} \neq 0} R(v_h) = R(u_{h,0}). \tag{19}$$

**Lemma 3.1.** The minimizer $u_{h,0}$ is orthogonal to $P_2(T)$ with respect to $M_h(\cdot, \cdot)$.

**Proof.** The proof is omitted since it is analogous to the one for Lemma 2.1. \)

As an approximation to space $W$, let us introduce the complement space, denoted by $W^h$, of $P_{2,0}(T)$ in $V_{FM}^h$ with respect to inner product $M_h$.

$$W^h := \{v \in V_{FM}^h \mid M_h(v, p) = 0, \ \forall p \in P_{2,0}(T)\}. \tag{20}$$
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The bilinear forms $M_h$ and $N_h$ are both positive definite in $W^h$. For function $u \in W + W^h$, introduce the norm $\| \cdot \|_M$ and $\| \cdot \|_N$ by
\[
\|u\|_M := \sqrt{M_h(u,u)}, \quad \|u\|_N := \sqrt{N_h(u,u)}.
\] (21)

By using $W^h$, the quantity $\lambda_h$ can be characterized by
\[
\lambda_h := \min_{u \in W^h, u \not= 0} R(u).
\] (22)

**Fujino-Morley interpolation operator $\Pi_{FM}^h$** The Fujino-Morley interpolation $\Pi_{FM}^h$ is defined element-wisely. For an element $K$, denote the edges by $e_1, e_2, e_3$ and the vertices by $v_1, v_2, v_3$. Given $u \in H^2(T)$, $(\Pi_{FM}^h u)|_K$ is a piece-wise quadratic polynomial such that
\[
\int_{e_i} \nabla(u - (\Pi_{FM}^h u)|_K) \cdot \vec{n} \, ds = 0, \quad u(v_i) - (\Pi_{FM}^h(u))(v_i) = 0 \quad (i = 1, 2, 3).
\] (23)

It is easy to verify that $\Pi_{FM}^h u \in V_{FM}^h$ for $u \in V_0$.

**Orthogonality of $\Pi_{FM}^h$** Given a triangle element $K \in T^h$, for $u \in H^2(K)$, by integration by part, it is easy to see that
\[
\int_K D^2(\Pi_{FM}^h u|_K - u|_K) \cdot D^2 v \, dK = 0, \quad \forall v \in P_2(K).
\]
Thus, the following orthogonality holds.
\[
M_h(u - \Pi_{FM}^h u, v_h) = 0, \quad \forall v_h \in V_{FM}^h.
\] (24)

From the above orthogonality of $\Pi_{FM}^h$, it is easy to see that $\Pi_{FM}^h u \in W^h$ for $u \in W$. Therefore, the interpolation operator $\Pi_{FM}^h$ is just the projection operator that maps $W$ to $W^h$ with respect to $M_h(\cdot, \cdot)$.

Due to the special mesh as shown in Figure 2, $(u - \Pi_{FM}^h u)$ vanishes on 6 points $\{p_i\}_{i \in I_0}$. Therefore, $\Pi_2(u - \Pi_{FM}^h u) = 0$ and
\[
(u - \Pi_{FM}^h u) - \Pi_2(u - \Pi_{FM}^h u) = (u - \Pi_{FM}^h u).
\]
Thus the $\| \cdot \|_N$ norm of $(u - \Pi_{FM}^h u)$ can be given as follows.
\[
\|u - \Pi_{FM}^h u\|_N = \|\nabla_h (u - \Pi_{FM}^h u)\|_{0, \Omega}.
\] (25)

The following lemma provides a constant that will be used for the interpolation error estimation.
Lemma 3.2 ([I]). Given a triangle $K$, denote the edges by $\{e_i\}_{i=1}^3$ and let $h_K$ be the largest edge length. For $v \in H^1(K)$ such that $\int_{e_i} v ds = 0$, $i = 1, 2, 3$, we have

\[ \|v\|_{0,K} \leq 0.1893 h_K |v|_{1,K}. \]

By using the constant in Lemma 3.2 we have the following theorem.

**Theorem 3.3.** Let $h$ be the mesh size of $\mathcal{T}_h$ (see eq. (16)). Then the following estimation for $\Pi^{h}_{FM}$ holds.

\[ \|u - \Pi^{h}_{FM} u\|_N \leq 0.1893 h \|u - \Pi^{h}_{FM} u\|_M, \forall u \in H^2(T). \quad (26) \]

**Proof.** Given an element $K$ of $\mathcal{T}_h$, the edges of which are denoted by $\{e_i\}_{i=1}^3$ and the longest edge length being $h_K$. Take $w := u - \Pi^{h}_{FM} u$. From the definition of Fujino-Morley interpolation, we have

\[ \int_{e_i} \frac{\partial w}{\partial n} ds = \int_{e_i} \frac{\partial w}{\partial \tau} ds = 0 \quad (i = 1, 2, 3), \]

where $\vec{n}$ and $\vec{\tau}$ are the unit outward normal and unit tangent direction, respectively. Hence,

\[ \int_{e_i} \frac{\partial w}{\partial x} ds = \int_{e_i} \frac{\partial w}{\partial y} ds = 0 \quad (i = 1, 2, 3). \]

From the estimation in Lemma 3.2 we have

\[ \|\frac{\partial w}{\partial x}\|_{0,K} \leq 0.1893 h_K \|\nabla \left(\frac{\partial w}{\partial x}\right)\|_{0,K}, \quad \|\frac{\partial w}{\partial y}\|_{0,K} \leq 0.1893 h_K \|\nabla \left(\frac{\partial w}{\partial y}\right)\|_{0,K}. \]

By the summation of the square of above integral over all $K$ of $\mathcal{T}_h$ and applying the equation (25), we can easily draw the conclusion. \qed

**Eigenvalue problem in finite element space** Consider the eigenvalue problem defined over $W^h$: Find $(\lambda_h, u_h) \in \mathbb{R} \times W^h$ such that

\[ M_h(u_h, v_h) = \lambda_h N_h(u_h, v_h), \forall v_h \in W^h. \quad (27) \]

The above eigenvalue problem has eigenvalues as follows,

\[ 0 < \lambda_{h,1} \leq \lambda_{h,2} \cdots \leq \lambda_{h,N_0} \quad (N_0 := \dim(W^h)). \]

Then the quantity $\lambda_h$ (see eq. (19) and eq. (22)) is given by the smallest eigenvalue of the eigenvalue problem in (27), i.e., $\lambda_h = \lambda_{h,1}$. 
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Remark 3.4. In practical computing, the space $W^h$ is not needed to be constructed explicitly. Instead, we solve the eigenvalue problem defined by

$$\text{Find} \ (\eta_h, u_h) \in \mathbb{R} \times V_{FM}^h \ s.t. \ N_h(u_h, v_h) = \eta_h M_h(u_h, v_h), \ \forall v_h \in V_{FM}^h.$$  

The above eigenvalue problem has the eigenvalues distributed as follows.

$$\eta_{h,1} \geq \eta_{h,2} \geq \cdots \geq \eta_{h,N_0} > \eta_{h,N_0+1} = \cdots = \eta_{h,N_1} = 0.$$  

where $N_1 = \dim(V_{FM}^h)$ and $N_0 = \dim(W^h)$. Moreover, for the positive eigenvalue $\eta_{h,i}$, we have

$$\lambda_{h,i} = \eta_{h,i}^{-1} \quad (i = 1, \cdots, N_0).$$

3.2 An abstract framework of lower eigenvalue bounds

Let us shape out the framework with the following assumptions.

(A1) $V$ is a real infinite dimensional Hilbert space on $\Omega$ with the inner product $M(\cdot, \cdot)$ and the corresponding norm $\| \cdot \|_M := \sqrt{M(\cdot, \cdot)}$.

(A2) $N(\cdot, \cdot)$ is also an inner product of $V$. The corresponding norm $\| \cdot \|_N := \sqrt{N(\cdot, \cdot)}$ is compact with respect to $\| \cdot \|_M$, i.e., every sequence in $V$ which is bounded in $\| \cdot \|_M$ has a subsequence which is Cauchy in $\| \cdot \|_N$.

(A3) $V^h$ is a finite dimensional space of real functions over $\Omega$. Define $V(h) := V + V^h = \{v + v_h \mid v \in V, v_h \in V^h\}$.

(A4) Bilinear forms $M_h(\cdot, \cdot)$ and $N_h(\cdot, \cdot)$ on $V(h)$ are extension of $M(\cdot, \cdot)$ and $N(\cdot, \cdot)$ to $V(h)$ such that

- $M_h(u, v) = M(u, v), \ N_h(u, v) = N(u, v)$ for all $u, v \in V$.
- $M_h(\cdot, \cdot)$ and $N_h(\cdot, \cdot)$ are symmetric and positive definite on $V(h)$.

It is easy to confirm that $V(h)$ is also a Hilbert space, along with inner product $M_h(\cdot, \cdot)$ and $N_h(\cdot, \cdot)$. The norms corresponding to $M_h$ and $N_h$ are still denoted by $\| \cdot \|_M$ and $\| \cdot \|_N$, respectively.

In [11], the following two eigenvalue problems are considered.

(EVP) Find $(\lambda, u) \in \mathbb{R} \times V$ such that

$$M(u, v) = \lambda N(u, v), \quad \forall v \in V.$$  

(28)
(EVP-h) Find \((\lambda_h, u_h) \in \mathbb{R} \times V^h\) such that
\[
M_h(u_h, v_h) = \lambda_h N_h(u_h, v_h), \quad \forall v_h \in V^h.
\] (29)

Suppose \(\dim(V^h) = n\). The eigenvalues of (EVP) and (EVP-h), in an increasing order, are denoted by \(\{\lambda_k\}_{k=1}^{\infty}\) and \(\{\lambda_{h,k}\}_{k=1}^{n}\), respectively.

**Theorem 3.5.** Let \(P_h : V(h) \mapsto V^h\) be the projection with respect to inner product \(M_h\), i.e., for any \(u \in V(h)\)
\[
M_h(u - P_h u, v_h) = 0, \quad \forall v_h \in V^h.
\] (30)

Suppose there exists a quantity \(C_h\) such that
\[
\|u - P_h u\|_N \leq C_h \|u - P_h u\|_M, \quad \forall u \in V.
\] (31)

Let \(\lambda_k\) and \(\lambda_{h,k}\) be the ones defined in eq. (28) and eq. (29), then we have
\[
\lambda_k \geq \frac{\lambda_{h,k}}{1 + \lambda_{h,k} C_h^2} \quad (k = 1, 2, \ldots, n).
\] (32)

**Remark 3.6.** The above theorem does not require \(V^h \subset V\). Thus, we can use non-conforming finite element methods to obtain lower eigenvalue bounds.

### 3.3 Calculation of lower bound of \(\bar{\lambda}\)

To apply the framework introduced in Section 3.2, we take the following settings.

1. \(\Omega := T, V := W, V^h := W^h\);
2. \(M, N\): the ones defined in eq. (10);
3. \(M_h, N_h\): the ones defined in eq. (18);
4. \(P_h := \Pi^h_{F,M}\): from eq. (24) and eq. (26), we have
\[
\|u - P_h u\|_N \leq 0.1893h \|u - P_h u\|_M, \quad \forall u \in V.
\]

By applying the result in Theorem 3.5, we can give explicit lower bound for eigenvalues in (15).
Theorem 3.7. For the eigenvalues defined in (15) and (27), we have
\[
\lambda_k \geq \frac{\lambda_{h,k}}{1 + \lambda_{h,k}(0.1893h)^2} \quad (k = 1, \cdots, N_0).
\] (33)

Remark 3.8. In this paper, we are only concerning the lower bound of the first eigenvalue of eq. (15). In fact, with lower bound for the second eigenvalue provided in the above theorem, we can further apply Lehmann-Goerisch’s method to have a sharp bound for the first eigenvalue. Refer to [14] for the case of error constant estimation for the constant interpolation functions. The high-precision bound for the interpolation constant \(C_T\) will be considered in future work.

4 Numerical computations

In this section, we apply the Fujino-Morley finite element along with the bound in Theorem 3.7 to calculate the upper bound for the interpolation constant \(C_T\). To demonstrate the precision of upper bound, the lower bounds are also calculated by using Rayleigh-Ritz method along with the usage of polynomial space \(P_{k,0}(T)\). The two-side bounds for constant \(C_T\) are given for several concrete triangles, for example, the unit isosceles right triangle, the regular triangle.

In order to estimate the rounding error in floating-point number computing, the interval arithmetic is applied in the numerical computation. As a consequence, the results can be expected to be mathematically correct. The method of Behnke [15] (along with the INTLAB toolbox, developed by Rump [16]) is used to give the verified eigenvalue bounds for the generalized matrix eigenvalue problems.

Suppose the two vertices of triangle domain are fixed to be \((0, 0)\) and \((1, 0)\), and the third vertex is given by \((a, b)\) with variable values. In Table 1 for different choices of \((a, b)\), we display the verified lower and upper bounds for \(\lambda_1\) and \(C_T\), which are denoted by \(\lambda_{\text{low}}, \lambda_{\text{upper}}, C_{\text{low}}\) and \(C_{\text{upper}}\), respectively. The mesh size for triangulation is taken as \(h = 1/64\). The upper bound for \(\lambda_1\) is obtained by using the Rayleigh-Ritz bound with polynomial function space \(P_{0,0}(T)\). In Figure 3 and Figure 4 we display the 3D graph and color-map for the eigenfunction corresponding to \(\lambda_1\).

To investigate the dependency of \(C_T\) on the shape of triangle \(T\), in Figure 5 we draw the contour line for \(C_T\) respect to the parameter \((a, b)\). For this purpose, we choose grid value of \((a, b)\) in \([-1, 1] \times [0.01, 1]\) and evaluate \(C_T\) by using finite element method. As we can see from the numerical
Table 1: Verified bound for interpolation constants over different triangles

| $(a, b)$      | $\lambda_{\text{low}}$ | $\lambda_{\text{upper}}$ | $C_{\text{low}}$ | $C_{\text{upper}}$ |
|--------------|-------------------------|---------------------------|-------------------|-------------------|
| $(0, 1)$     | 14.8181                 | 15.1101                   | 0.2571            | 0.2598            |
| $(0, \sqrt{3}/3)$ | 21.4906             | 22.1234                   | 0.2125            | 0.2158            |
| $(1/2, \sqrt{3}/2)$ | 31.6764             | 32.2821                   | 0.1759            | 0.1777            |
| $(-1/2, \sqrt{3}/2)$ | 5.15806             | 5.26263                   | 0.4358            | 0.4404            |

results, for triangle with maximum angle near to $\pi$, the value of $C_T$ will be large. Thus, in finite element computing, such kind of elements are not recommended.

An interesting thing about the numerical results is that the approximate eigenvalue $\lambda_{1,h}$ itself works as the lower bound for $\lambda_1$, which is due to the usages of the nonconforming FEM. As shown by asymptotic analysis, if the mesh size is small enough, the approximate eigenvalues from many nonconforming FEMs give lower bounds for the exact eigenvalues; see, e.g., [17, 18]. However, it is usually difficult to verify when the mesh is “small enough”.

5 Summary and future work

In this paper, we provide explicit bound for the interpolation error constant appearing in the second order Lagrange interpolation function for $u \in H^2(T)$. 

Figure 3: The first eigenfunction on the unit isosceles right triangle
The method proposed here can be applied to bounding error constants of general interpolation error estimation. For example, to estimate the constant $C_{T,i}$ in eq. (7), instead of considering $u$ directly, let us introduce $v = u_x$ and $w = u_y$ along with the constraint condition $v_y = w_x$. The Fujino-Morely FEM can be used to approximate $v$ and $w$. For $i = 1, 2$ in eq. (7), by solving the corresponding eigenvalue problem for $v$ and $w$, it is possible to have optimal lower bound for the first eigenvalue and hence the upper bound of $C_{T,i}$. In case of $i = 0$, a rough bound of $C_{T,0}$ can be obtained by considering the estimations $\|u - \Pi_2 u\|_0 \leq \tilde{C}|u - \Pi_2 u|_1$ and $|u - \Pi_2 u|_1 \leq C_{T,1}|u|_3$, where $\tilde{C}$ is a constant to be evaluated by solving an eigenvalue problem of the Laplacian.

As an objective, in the near future, we plan to create a table with bounds for various interpolation error constants.
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