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Abstract—This paper develops a low-complexity suboptimal non-coherent receiver for a multi-level energy-based coded modulation system. Inspired by the turbo processing principle, we incorporate the fundamentals of bit-interleaved coded modulation with iterative decoding (BICEM-ID) into the proposed receiver design. The resulting system is called bit-interleaved coded energy-based modulation with iterative decoding (BICEM-ID) and its error performance is analytically studied. Specifically, we derive upper bounds on the average pairwise error probability (PEP) of the non-coherent BICEM-ID system in the feedback-free (FF) and error-free feedback (EFF) scenarios. It is revealed that the definition of the nearest neighbors, which is important in the performance analysis in the FF scenario, is very different from that in the coherent BICM-ID counterpart. The analysis also reveals how the mapping from coded bits to energy levels influences the diversity order and coding gain of the BICEM-ID systems. A design criterion for good mappings is then formulated, and an algorithm is proposed to find a set of best mappings for BICEM-ID. Finally, simulation results corroborate the main analytical findings.
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I. INTRODUCTION

O
N-OFF keying (OOK) \cite{1} is the most basic form of energy-based modulation (EBM) at radio frequency (RF). Fundamentally, since EBM encodes information only in the signal amplitude, it is completely immune to random phase changes introduced by the wireless channel on the received signal. This property eliminates the need for a channel estimator at the receiver, and enables the implementation of low-cost receivers based on non-coherent detection. Another family of modulation that can work without channel estimation at the receiver is differential modulation. Although generally having lower spectral efficiencies than differential modulation, EBM is preferred or the only choice in many scenarios \cite{2}, \cite{3}, \cite{4}, \cite{5}, \cite{6}, \cite{7}, \cite{8}, \cite{9}, \cite{10}, \cite{11}, some of which are discussed below.

- Hardware impairments, such as in-phase/quadrature (I/Q) imbalance and phase noise (in local oscillators), are hard to mitigate. For example, such issues arise in low-power wireless systems such as sensor networks. These systems use EBM to dispense with the need for I/Q chains, high-quality local oscillators and mixers \cite{6}.
- The wireless channel changes significantly from symbol to symbol. This situation happens when the channel is very rapidly varying. Systems that employ fast frequency hopping, or operate under high velocity are examples of this scenario \cite{2}, \cite{3}, \cite{4}, \cite{5}. In these cases, neither coherent nor differential detection is a good solution.
- The system’s complexity favors simple, robust designs. For example, the use of a very large antenna array at the receiver means a large number of RF chains. As such, simple signal processing of the signal received at each antenna is critical to reduce complexity and cost \cite{6}, \cite{7}, \cite{8}, \cite{9}, \cite{10}, \cite{11}.

The basic EBM schemes, such as OOK, use two energy levels, and hence suffer from a low spectral efficiency. This drawback has motivated various studies on improving the spectral efficiency of EBM schemes. A natural extension of OOK is \((M+1)\)-ary amplitude-shift keying (ASK), whose signal constellation consists of \(M\) equidistant signal points, where \(M \geq 1\), and each signal point can carry \(m = \log_2(M+1)\) bits. Unfortunately, ASK has unacceptably poor performance when the channel experiences Rayleigh fading \cite{6}. The problem of constellation design for multi-level EBM is considered in \cite{6} for a massive single-input multiple-output (SIMO) system. In particular, the authors present algorithms for obtaining optimal energy levels to maximize the error exponent of the symbol error probability (SEP) with respect to the number of receiver antennas. A similar work is carried out in \cite{8}, but for a massive multiple-input multiple-output (MIMO) system. It is pointed out that the results in \cite{6} and \cite{8} are obtained based on asymptotic approximations in the limit of very large number of antennas. In contrast, the authors in \cite{12} consider the problem of optimal constellation design (energy levels) for a non-coherent multi-level EBM system by minimizing the exact SEP subject to a power constraint. In other words, the work in \cite{12} addresses the problem of finding optimal energy levels for an EBM system equipped with an arbitrary number.
(not necessarily a massive number) of receive antennas, at any signal-to-noise ratio (SNR), and for any modulation order.

All the aforementioned works on multi-level EBM are restricted to single-shot modulation, i.e., the case that one signal point is transmitted over the channel and demodulated correspondingly at the receiver. Unfortunately, even with the optimal constellation design, the error performance of single-shot EBM systems degrades drastically when the number of positive energy levels is larger than one (\(M \geq 2\)). To address this issue, a framework of non-coherent multi-level EBM has recently been theoretically explored in the context of index modulation (IM) in [13]. The present work is a sequel to [13], which investigates practical aspects of [13]. To clearly clarify the contributions of our work, a brief overview of IM techniques is given next.

A. Overview of Index Modulation

The term “index modulation” refers to a wide range of techniques that transmit a portion (or all) of information bits through patterns of active and inactive indices. These indices can be for transmit antennas (in MIMO systems), sub-carriers (in OFDM systems), time slots, etc., or a combination of them. In a typical IM system, the input bit stream is divided into two sub-streams. Bits in the first sub-stream determine which indices to be activated, and bits in the second sub-stream modulate the activated indices with either a one-dimensional (e.g., ASK) or two-dimensional [e.g., phase-shift keying (PSK) or quadrature-amplitude modulation (QAM)] constellation. Furthermore, IM techniques can be classified in different ways, two of which are discussed in the following [14], [15], [16].

- **Nature of index:** Based on the available resources, various types of IM exist. For instance, a MIMO system can use indices of the transmit antennas for transmission in the index domain. Techniques such as spatial modulation (SM) and space-shift keying (SSK) fall in this type of IM [17], [18]. As another example, when indices of the sub-carriers are used in an OFDM-based system, the resulting system is OFDM-IM [19].

- **Coherent or non-coherent:** Similar to many modulation techniques, IM can be designed to work with a coherent or non-coherent receiver [19], [20], [21], [22], depending on the availability of the channel state information (CSI) and/or the affordable implementation complexity.

While the difference and applicability of coherent and non-coherent systems were discussed before, in the following we elaborate on non-coherent IM techniques since the focus of this paper is on non-coherent communication.

There are generally two approaches to realize an IM scheme without requiring CSI, each having its own advantages and applications: differential IM and energy-based (EB) IM. Differential space-time shift keying (DSTS K) is one of the first works on differential IM [23]. In this technique, communication in the index domain is performed by indexing dispersion matrices that belong to a group of pre-designed space-time matrices. The work in [23] is limited to ASK, and generalized to PSK and QAM in [24] and [25]. Later, the authors in [26] and [27] developed differential SM (DSM), a non-coherent counterpart of the original SM [17]. Since early DSM systems utilize differentially-encoded unitary matrices, they suffer the lack of scalability. This issue was later addressed in [28], [29], and [30], which develops rectangular DSM. As research on differential IM schemes is vast, the interested reader is referred to [15], [31], and [32] for more complete surveys of recent advances.

When information is transmitted only in the index domain, an EBM system is resulted [5], [33], [34], [35], [36]. To facilitate the discussion, we shall describe the transmitter by a \((V, L)\)-code. This means that the transmitter accepts a binary vector of length \(L\) as its input and generates a length-\(V\) vector of symbols as its output. This output vector is carried by \(V\) available sub-channels (indices). The spectral efficiency of such a system is \(\frac{1}{L}\) (bits/channel use). For the non-coherent IM system in [5], \(V\) sub-channels (indices) are grouped into \(G\) clusters, each having \(V_1 = V/G\) sub-channels. In each cluster, the activation patterns are designed using a maximum-size constant-weight binary code of length \(V_1\) and Hamming weight \(Q\). Therefore, the designed system has a spectral efficiency of \(\frac{\log_2 \binom{V_1}{Q}}{V_1}\). The main idea in [5] is extended in [33], [34], [35], and [36] to yield better spectral efficiency and/or higher diversity order. Specifically, in [33], in addition to sub-channels in each cluster, the \(G\) clusters introduced in [5] are also indexed. Hence, by adding a second index domain, which selects \(K\) out of \(G\) clusters, the system's spectral efficiency increases to \(\frac{\log_2 \binom{V_1}{Q}}{VK}\). On the other hand, the work in [34] generalizes the system in [5] by employing codes with a more flexible structure (binary codes that are neither constant-weight nor maximum-size) for realizing activation patterns in each cluster. The weight flexibility of activation patterns helps to increase the spectral efficiency to its maximum value of 1, which is higher than that of the systems in [5] and [33]. In [35] the authors consider the code design problem for the system proposed in [34] and showed that it is equivalent to the problem of code design for an ideal binary asymmetric channel. While the analysis in [35] mainly focuses on the case in which sub-channels are independent, the analysis in [36] examines the case where all sub-channels experience the same fading, a situation that arises in narrow-band chirp spectrum communications.

B. Contributions

Although the EB IM schemes suggested in [33], [34], [35], and [36] enjoy good error performance, their spectral efficiencies are at most 1 (bit/channel use) because they are based on binary (two-level) activation patterns. More recently, the concept of single-shot non-coherent multi-level EBM was merged with EB IM, which results in a system called non-coherent multi-level IM, and depicted in Fig. 1. As seen in the figure, a binary vector \(u\) of length \(L\) is mapped to a codeword \(s\) in a \((V, L)\) code-book. The code-book is constructed from \(V + 1\) alphabets, which are square roots of asymptotically-optimal energy levels as designed in [12] for single-shot non-coherent \((M + 1)\)-level EBM. The codeword \(s\) is transmitted over \(V\) flat fading sub-channels. Finally, at the receiver, an estimate \(\hat{u}\) of \(u\) is obtained by, for example, the maximum likelihood (ML) sequence detector, followed by a look-up table de-mapper. The superiority of such a multi-level scheme over the single-shot
multilevel EBM in [6], [7], [8], [9], [10], and [11] and EB two-level IM in [33], [34], [35], and [36] in terms of error rate and spectral efficiency is theoretically proved in [13].

While [13] provides theoretical analysis to demonstrate the advantages of the non-coherent multilevel IM system in Fig. 1, it lacks details on practical realization and implementation of such a system. Specifically, the analysis in [13] is carried out without specifying the exact operation of the block “Information Bits to Codeword Mapper” in Fig. 1, and by assuming the optimal ML receiver. This paper examines practical design aspects of the system in Fig. 1 and makes the following contributions.

- Presenting a practical realization of the transmitter in Fig. 1 that is inspired by the technique of bit-interleaved coded modulation (BICM) [37]. Specifically, the relation between the binary vector $\mathbf{u}$ and the multi-level vector $\mathbf{s}$ is specified through the concatenation of an encoder (such as a binary convolutional encoder), a random interleaver, and a multi-level EB modulator. As such, the transmission method is naturally called bit-interleaved coded EB modulation (BICEM) and has the following key advantages: (i) having a simple design, as the system enjoys a fully non-coherent receiver, which bypasses the need for accurate channel estimators, (ii) exploiting the inherent diversity in fading channels, and (iii) facilitating the implementation of a low-complexity suboptimal iterative receiver whose performance closely approaches that of the optimal receiver [38], [39], [40].
- Developing a low-complexity suboptimal iterative receiver, which performs turbo processing between the soft-output EB demodulator and the soft-input soft-output (SISO) decoder that are linked by interleaver/deinterleaver. It is stressed that the EB modulator/demodulator employed in the structure of BICEM-ID facilitate reliable communication without requiring CSI at the receiver.
- Performing analysis on the average pairwise error probability (PEP) of the system in two scenarios: feedback-free (FF) (i.e., there is no feedback from the decoder to the demodulator), and error-free feedback (EFF) (i.e., when there is no error in the feedback from the decoder to the demodulator). The average PEP analysis leads to a design criterion for minimizing the error rate of the system and also shows how the system’s diversity order and coding gain depend on design factors such as signal mapping, modulation order, minimum Hamming distance of the code, and the number of receive antennas.
- Developing a general algorithm for finding a set of best mappings for the proposed system. Performance of an 8-ary BICEM-ID system is investigated in detail under different signal mappings.

The applications and advantages of non-coherent EBM over coherent (and differential non-coherent) communication were extensively studied. Before closing this section, it is worth comparing the structure of BICEM-ID and traditional BICM-ID to understand what distinguishes our proposed scheme from existing works such as [3], [39], [40], [41], [42], and [43]. In a nutshell, all new analytical results/findings concerning BICEM-ID stems from the change in the structure of modulator and SISO demodulator. The majority of works on BICM-ID, e.g., [39], [40], and [41], focus on coherent communication. In such cases, the modulator converts bits into phase-modulated signals, and the demodulator’s output is a function of the CSI. There also exist a few works such as [3], [42], and [43] that focus on non-coherent BICM-ID. Yet, they either employ binary EB modulators [3] or differential phase modulators [42], [43]. In contrast to [3], BICEM-ID should deliver a high spectral efficiency, hence the modulator generates more than two energy levels. This imposes a unique constraint on constellation design, namely the geometric distancing of signal points. The BICEM-ID’s modified modulator/demodulator is the base of a number of new results, distinguishing it from the aforementioned works, substantially. For instance, analytical results show that the definition of nearest neighbor needs to be revised. Furthermore, it is shown that BICEM-ID is different from its traditional counterparts [39], [40], [41] regarding the impact of signal mapping on system performance. Hence, the problem of good signal mapping for the proposed system needs to be reconsidered.

The remainder of the paper is organized as follows. Section II presents the system model of the proposed BICEM-ID and develops a soft-output demodulator for the proposed system. Performance analysis and design criterion are included in Section III. An algorithm to find the best signal mappings for the proposed system is described in Section IV. Section V provides simulation results to illustrate the advantages of the BICEM-ID system. Finally, Section VI concludes the paper.

**Notations**: Throughout this paper boldface letters are used to denote column vectors; The $i$th element of a vector $\mathbf{s}$ is represented by $[\mathbf{s}]_i$; underlining is used to distinguish matrices from vectors; the $i$th column of a matrix $\mathbf{m}$ is denoted by $[\mathbf{m}]_i$; $\mathcal{CN}(0,\mathbf{I}_V)$ refers to a circularly symmetric complex Gaussian vector with mean $0$, and identity covariance matrix $\mathbf{I}_V$ of size $V$; $\text{diag}(\mathbf{v})$ denotes a diagonal matrix with elements of $\mathbf{v}$ on the main diagonal; for integers $k$ and $m$, the quotient and remainder of the division $k \div m$ are shown by $k \mod m$, and $\text{rem}(k,m)$, respectively; $\mathbf{s}^T$ is the transpose of $\mathbf{s}$.

**II. System Model**

Figure 2 depicts a block diagram of the proposed BICEM-ID system. The single-antenna transmitter is a serial concatenation of a $(n_c, k_c, \nu_c)$ convolutional encoder, a bit interleaver, and a memoryless EB modulator. Each block of $L_t$ information bits is appended with $\nu_c$ termination bits to form an input binary vector $\mathbf{u}$ of length $L = L_t + \nu_c$. The encoder generates a binary vector $\mathbf{c}$ of $L_c = \frac{L}{k_c}$ coded bits. To break correlation of fading affecting coded bits, the vector $\mathbf{c}$ passes through...
a random interleaver. The modulator can be described by a one-to-one mapping $\Psi : \{0, 1\}^m \rightarrow \Psi$, where the constellation $\Psi$ is defined as $\Psi = \{\sqrt{P_0}, \sqrt{P_1}, \cdots, \sqrt{PM}\}$, with $M = 2^m - 1$. Thus, for each group of $m = \log_2(M + 1)$ coded bits $(b_1, \cdots, b_m)$, the modulator produces a signal $s = \xi(b_1, \cdots, b_m) \in \Psi$.

The design of an asymptotically-optimal constellation for non-coherent multilevel EBM has been addressed in [12]. Specifically, let $E_s = \frac{1}{M+1} \sum_{l=0}^{M} P_l$ be the average energy of the constellation, $N_0$ the one-sided power spectral density of white Gaussian noise, and $\gamma = \frac{E_s}{N_0}$ the signal-to-noise ratio (SNR). Then, the $(l+1)$th signal point in $\Psi$ is given by

$$\sqrt{P_l} = \sqrt{(v^l - 1)N_0}, \quad 0 \leq l \leq M, \quad (1)$$

where $r$ is the solution to the following equation [12]:

$$\sum_{l=0}^{M} r^l = (M + 1)(\gamma + 1) = 0. \quad (2)$$

The output $s$ of the modulator is a vector of $V = \frac{M}{r}$ symbols, with each symbol $([s]_v, v = 1, \cdots, V)$ taking a value in $\Psi$.

With $R$ antennas, the receiver can collect $R$ versions of the transmitted vector $s$ that are distorted by fading and noise. Specifically, the signal received at the $r$th antenna can be written as

$$y_a = \text{diag}(h_a)s + n_a, \quad a = 1, \cdots, R, \quad (3)$$

where $[h_a]_j \sim \mathcal{CN}(0, 1)$ is the channel coefficient of the $j$th symbol, $[s]_v$, and $n_a \sim \mathcal{CN}(0, N_0I_V)$ is the vector of additive white Gaussian noise (AWGN) samples. Note that, in writing (3), is assumed that the fading coefficient is constant (channel fades slowly) over one symbol duration. However, the duration of the vector of symbols, $s$, can be much larger than the channel coherence time. Due to the presence of the interleaver/deinterleaver in the system, the fading coefficients can be modeled as independent and identically distributed (i.i.d.) Rayleigh random variables [37]. Also, it is assumed that channels across the receive antennas are i.i.d.

**Example 1:** For a wireless terminal operating at a speed of $v$ km/hr and a frequency of $f_o$ GHz, the maximum Doppler frequency is $f_D \approx \frac{1.8v}{c} f_o$ Hz. This leads to a coarse estimate $T_{coh} \approx \frac{1}{f_D} = \frac{c}{1.8vf_o}$ of the channel coherence time [41]. Bits separated in time by more than one $T_{coh}$ are almost independently affected by channel fading. Consider a single-carrier system with bandwidth $B$ Hz. The system modulates a group of $m$ coded bits over a signal of duration $B^{-1}$ (seconds) chosen from a constellation of size $2^m$. As such, the approximate number of bits affected by one coherence time is $N_{coh} = mBT_{coh} \approx \frac{mB}{4\pi f_o}$. Consider two codewords of length $L_c$ and Hamming distance $d$, where $L_c \gg d$, and $L_c \gg \frac{mB}{4\pi f_o}$. Under these assumptions, a random interleaver of length $L_c$ will separate (with high probability) the location of the $d$ bits responsible for the Hamming distance, well enough, such that those bits are affected by independent channel coefficients.

The receiver employs a suboptimal, iterative processing method that is based on individually optimal, but separate demodulation and channel decoding blocks. The presence of the interleaver and deinterleaver in the iterative receiver is quite obvious and necessary to properly reorder the exchanged information between the EB SISO demodulator and SISO decoder. The operations of the two SISO blocks are described in the following.

1) **EB SISO Demodulator:** The inputs to the EB SISO demodulator are the received signals from $R$ antennas, and the a priori information about the vector of interleaved coded bits $v$ that is provided by the SISO channel decoder in the previous iteration, denoted as $d_k$, for $b \in \{0, 1\}$. The SISO demodulator produces two vectors $P_b$, where $b \in \{0, 1\}$, of extrinsic a posteriori information about $v$. Specifically, consider the $k$th bit in $v$, where $k = 1, \cdots, L_c$. Write $w(k) = (v(k) - 1)m + w(k)$, where $1 \leq w(k) \leq V$ and $1 \leq w(k) \leq m$. In other words, $v(k) = (k - 1) \bmod m + 1$ and $w(k) = \text{rem}(k - 1, m) + 1$. This means that the $k$th bit in $v$ is carried as the $w(k)$th labeling bit of the $v(k)$th symbol in $s$. The value in $P_b$ that corresponds to the $k$th bit in $v$ is then calculated as

$$[P_b]_k = \frac{\Pr([v]_k = b | [y_1]_{v(k)}, \cdots, [y_R]_{v(k)})}{[d_k]_k} \quad (4)$$

where $b \in \{0, 1\}$. The numerator of (4) can be further computed as

$$\Pr([v]_k = b | [y_1]_{v(k)}, \cdots, [y_R]_{v(k)}) \propto \Pr([s]_v = s) \times \sum_{s \in \Psi_w^{(k)}} f([y_1]_{v(k)}, \cdots, [y_R]_{v(k)} | [s]_v = s), \quad (5)$$

where $\Psi_w^{(k)}$ represents the set of $M+1$ constellation points having the labeling bit at position $w(k)$ equal to $b$, and the conditional probability density function (pdf) $f(\cdot | \cdot)$ is defined as

$$f([y_1], \cdots, [y_R] | [s]_v = s) = \frac{\exp \left( -\frac{\sum_{s \in \Psi_w^{(k)}} [y_s]_v^2}{\sigma^2 + N_0} \right)}{\pi^R (\sigma^2 + N_0)^R}. \quad (6)$$

Note that, due to the unavailability of CSI, the effect of signal points on the likelihood function appears in the variance.

At the start, no a priori information of the encoded bits is given by the channel decoder. Hence, the receiver is open loop (the feedback link in Fig. 2 is ignored). As such, the symbols in $s$ are equally likely, i.e., the a priori distribution is $\Pr([s]_v = s) = \frac{1}{2M}$ for all $v$ and $s$. It follows from (4),
(5), and (6) that the output of the SISO demodulator before iterations begins is given by

\[
\mathbb{P}_0^k \propto \sum_{s \in \Psi_{0}^{(k)}} \exp \left( - \sum_{n=1}^{R} \left| y_{n} \right|^{2} \right) \frac{1}{(s^2 + N_0)^R}.
\]  

Starting from the first iteration, the SISO decoder provides the demodulator with \textit{a priori} information of the encoded bits in \( \mathbf{v} \), which is stored in vectors \( \mathbf{b}_0, \mathbf{b} \in \{0, 1\} \). Noting that the \( m \) bits in \( \mathbf{v} \) that are mapped to the \( v(k) \)th symbol in \( s \) are at positions \( [v(k) - 1]m + j, j = 1, \cdots, m \), (4) can be computed as

\[
\mathbb{P}_0^k \propto \sum_{s \in \Psi_{0}^{(k)}} \exp \left( - \sum_{n=1}^{R} \left| y_{n} \right|^{2} \right) \frac{1}{(s^2 + N_0)^R} \times \prod_{j \neq w(k)} \left| d_{b_0}(s) \right|_{j+k-w(k)},
\]  

where \( b_{j}(s) \in \{0, 1\} \) is the value of the \( j \)th labeling bit of symbol \( s \). Note that, in obtaining (8) we assume that the bits carried by each symbol \( s \) are independent, and hence the probability \( \Pr([s]_{v(k)} = s) \) can be computed as the product of probabilities of the labeling bits of \( s \). This is a reasonable assumption thanks to the random interleaver.

2) SISO Decoder: The function of the decoder is to update the deinterleaved extrinsic information \( \mathbf{q}_b, \mathbf{b} \in \{0, 1\} \), and feed it back to the demodulator for the next iteration. In this regard, the SISO module utilizes the trellis structure of the \((n_c, k_c, \nu_c)\) convolutional code \( c \) to compute the maximum a posteriori probability (MAP) estimates \( [b_0]^k = \Pr([q_0], q_1 | [c]_k = b) \). The trellis diagram, defined over \( K = L_c/n_c \) time instants, plays an important role, as it facilitates a very efficient recursive approach to computing \( \Pr([q_0], q_1 | [c]_k = b) \). Let us denote a trellis edge by \( e \), and its starting and ending states by \( S^S(e) \) and \( S^E(e) \), respectively. A sequence \( \{c_{e}^{(k)}(e)\}_{e \in \mathcal{E}} \) of coded bits of length \( n_c \) is associated with edge \( e \) at time instant \( k \). That is, \( c_{e}^{(k)}(e) \in \{0, 1\} \) is the \( i \)th output of the convolutional encoder at time \( k \), corresponding to the state transition \( S^S(e) \) to \( S^E(e) \) \((k = 1, \cdots, K \) and \( i = 1, \cdots, n_c \)). Then, it is simple to show that [44], [45]

\[
[b_0]_{k(j)} \propto H_c \sum_{e \in \mathcal{E}} A_{k-1}(S^S(e)) \times \left( \prod_{i=1}^{n_c} (q_{e}^{(k)}(e))_{k(i)} \right) \cdot B_{k}(S^E(e)),
\]  

where \( k(l) = (k - 1)n_c + l, \) for every \( l \in \{1, \cdots, n_c\} \), and \( H_c \) is the normalization constant making \( [b_0]_{k(j)} = 1 - [b_1]_{k(j)} \). Note that in (9), \( q_{e}^{(k)}(e) \) is equal to \( q_0 \) (or \( 1 \)) if \( c_{e}^{(k)}(e) = 0 \) (or \( c_{e}^{(k)}(e) = 1 \)). Furthermore, the quantities \( A_{k}(\cdot) \) and \( B_{k}(\cdot) \) can be obtained through the forward and backward recursion, respectively, as

\[
A_{k}(s) = \sum_{e \in \mathcal{E}} A_{k-1}(S^S(e)) \prod_{i=1}^{n_c} (q_{e}^{(k)}(e))_{k(i)},
\]

\[
B_{k}(s) = \sum_{e \in \mathcal{E}} B_{k+1}(S^S(e)) \prod_{i=1}^{n_c} (q_{e}^{(k)}(e))_{k(i)} \cdot B_{k}(S^E(e)),
\]

with initial values \( A_0(s) = B_K(s) = 1 \) if \( s = S_0 \), and \( A_0(s) = B_K(s) = 0 \) otherwise \( (S_0 \) is the all-zero state that the trellis diverges from and converges to).

When the updated extrinsic information \( b_0 \) passes through the interleaver, it becomes the \textit{a priori} information on the interleaved coded bits in \( \mathbf{v} \). Note that after any desired number of iterations, the final decision \( \hat{\mathbf{u}} \) on the information vector \( \mathbf{u} \) is made by making hard decisions on the elements of \( \mathbf{q}_b \).

Remark 1: When the decision on \( \mathbf{u} \) is made without performing any iterations, the system is called feedback-free BICEM, or simply BICEM. As we will discuss later, the performance of the BICEM system in the FF mode has a significant impact on the performance of the BICEM-ID system.

Remark 2: (System complexity) The complexity of the soft output demodulator is insignificant compared to that of the SISO decoder, which needs forward and backward recursions. So, the BICEM-ID’s receiver complexity is dominated by the SISO decoder, which has the same structure as the one employed in standard BICM-ID schemes [39]. The number of visited edges of the code trellis per decoded bit is a good measure of the decoder complexity [39]. This is roughly three times the Viterbi algorithm’s complexity of \( 2^{3k+\nu} \) per trellis section [39], [45]. In conclusion, the code’s constraint length \( \nu_c \) determines the order of complexity. Since the number of arithmetic operations of the decoding algorithm is the same at each trellis section, the decoder’s complexity grows linearly by the code length \( L_c \). This is in contrast to the complexity of the optimal receiver of Fig. 1, whose complexity increases exponentially by the length \( L \) of the input vector \( \mathbf{u} \).

Remark 3: Instead of convolutional codes, one can employ block codes such as low-density parity-check (LDPC) codes. In such cases, the efficient soft decoding is feasible by recursive processing over the Tanner graph of the code. As the main objective of this paper is to investigate turbo processing of information when EB modulator and non-coherent demodulator are employed, the comparative study of BICM-ID under different encoding/decoding techniques, also incorporating non-coherent EBM into state-of-the-art schemes such as protograph LDPC BICM and spatially-coupled LDPC BICM [46], [47], [48], is interesting topic beyond the scope of this paper.

III. Upper-Bounds on the Error Performance and Design Guidelines

Since the non-coherent BICEM-ID system is developed based on the same principle of the conventional coherent BICM-ID system, they also share similar principles in performance analysis. Specifically, there are two metrics that determine the asymptotic performance of the BICEM-ID system. The first is the asymptotic bit error rate (BER) of the FF
BICEM. This metric, which is dependent on the signal mapping, evaluates how well the system works before iterations start. The second metric is a bound on the error-free feedback performance of BICEM-ID. As the name suggests, the EFF performance is based on the assumption that the first iteration works well and the feedback from the decoder to the demodulator with subsequent iterations eventually becomes error-free [39], [41]. This performance is essentially the ultimate performance to which BICEM-ID converges at high SNRs. As with BICM-ID, it will be seen that signal mapping from the coded bits in \( v \) to the energy levels in \( s \) also plays a crucial role in determining the error performance of BICEM-ID.

A general expression for the union bound on the BER of BICEM-ID can be written as [37]

\[
P_{\text{UB}} = \frac{1}{k_c} \sum_{d=0}^{\infty} c_d g(d, \Psi, \xi),
\]

where \( c_d \) is the total information weight of all error events at Hamming distance \( d \) and \( d_1 \) is the free Hamming distance of the code. Also, \( g(d, \Psi, \xi) \) is the average PEP, which is a function of the constellation \( \Psi \), Hamming distance \( d \), and the mapping rule \( \xi(\cdot) \).

Let \( c \) and \( \hat{c} \) denote transmitted and detected codewords, respectively, with a Hamming distance \( d \) between them. These codewords correspond to symbol vectors \( s \) and \( \hat{s} \), respectively. The function \( g(d, \Psi, \xi) \) can be obtained by taking the average of the PEP \( \Pr(s \to \hat{s} | s) \) over all valid pairs \( (s, \hat{s}) \) with respect to the mapping \( \xi \). Without loss of generality, suppose \( c \) and \( \hat{c} \) differ in the first \( d \) bits. Thanks to the use of a sufficiently long interleaver, we can assume that each of these \( d \) bits in \( c \) (and \( \hat{c} \)) is modulated by (mapped to) a different symbol in \( s \) (and \( \hat{s} \)). For instance, with \( L_c = 9000 \) (\( L_c = 12000 \)), and \( m = 3 \) (\( m = 2 \)), the probability that \( d = 10 \) bits are modulated by 10 different symbols is approximately 0.99 (0.996). Hence, without affecting analytical results, in the rest of this section we can consider that \( s \) and \( \hat{s} \) include only \( d \) symbols, and the label of \( |s|_v \) is different from that of \( |\hat{s}|_v \) \((v = 1, \ldots, d)\) in only one bit.

The PEP \( \Pr(s \to \hat{s} | s) \) can be computed as follows:

\[
\Pr(s \to \hat{s} | s) = \Pr\{\ln(f(y_1, \ldots, y_R | s)) < \ln(f(y_1, \ldots, y_R | \hat{s})) | s\},
\]

where, for \( s' \in \{s, \hat{s}\} \)

\[
f(y_1, \ldots, y_R | s') = \frac{\exp\left(-\sum_{r=1}^{R} \sum_{t=1}^{d} \frac{|y_{rt}|^2}{N_0 r q_v} \right)}{\prod_{v=1}^{R} (|s'_v|^2 + N_0 R)},
\]

Now, consider the \( v \)th element of \( s' \), i.e., \( |s'_v| \). According to (1), we have \( |s'_v|^2 + N_0 = N_0 r q_v \) for some \( q_v \in \{0, \ldots, M\} \). This means that we can equivalently represent \( |s'_v| \) by \( q_v \). Substituting this equality into (13) and taking logarithm yield

\[
\ln(f(y_1, \ldots, y_R | s')) \propto -R \sum_{v=1}^{d} q_v \ln(q_v) - R \sum_{a=1}^{R} \sum_{v=1}^{d} \frac{|y_{av}|^2}{N_0 r q_v}.
\]

Substituting (14) into (12) results in

\[
\Pr(s \to \hat{s} | s) = \Pr\left\{ \sum_{a=1}^{R} \sum_{v=1}^{d} \left( \frac{1}{N_0 r q_v} - \frac{1}{N_0 r q_v} \right) |y_{av}|^2 \right\} > R \ln(r) \sum_{v=1}^{d} (\hat{q}_v - q_v)
\]

where we have substituted \( q_v' = q_v \) for \( s' = s \), and \( q_v' = \hat{q}_v \) for \( s' = \hat{s} \).

Note that in (15),

\[
[y_{av}]_v \sim C_N(0, |s'_v|^2 + N_0) = C_N(0, N_0 r q_v),
\]

which is equivalent to the distribution of the random variable \( \sqrt{N_0 r q_v} Z_{v, a} \), with \( Z_{v, a} \sim C_N(0, 1) \). Consequently, (15) can be written in a simplified form as

\[
\Pr(s \to \hat{s} | s) = \Pr\left\{ \sum_{a=1}^{R} \sum_{v=1}^{d} (1 - r q_v' - \hat{q}_v) |Z_{v, a}|^2 \right\} > R \ln(r) \sum_{v=1}^{d} (\hat{q}_v - q_v)
\]

The computation of PEP in traditional (coherent) communication, where the CSI is available at the receiver, is usually straightforward. Unfortunately, exact solution to (17) is too complicated, if not impossible. Hence, our strategy changes to finding tight upperbounds on the PEP. By applying the Chernoff inequality to (17), it is shown in Appendix A that

\[
\Pr(s \to \hat{s} | s) \leq \prod_{a=1}^{R} \prod_{v=1}^{d} E_{Z_{v, a}}[\exp(t(1 - r q_v' - \hat{q}_v) |Z_{v, a}|^2)]
\]

\[
= \prod_{v=1}^{d} \left( \frac{e^{t(\hat{q}_v - q_v)}}{1 - t(1 - r q_v' - \hat{q}_v)} \right)^R, \quad 0 \leq t \leq \frac{1}{1 - r - M},
\]

where \( E_X[\cdot] \) means the expectation with respect to random variable \( X \), and \( t \) is the range over which the expectation is well-defined.

Next, the average PEP, i.e., the function \( g(d, \Psi, \xi) \) in (11), can be obtained by averaging (18) over all relevant realizations of \( (q_v', \hat{q}_v) \). In the following, we perform such averaging in two special cases: FF and EFF. To this end, we shall introduce the following definitions.

Let \( s[l] = (l' - 1) N_0, l = 0, \ldots, M \), denote the \((l + 1)\)th signal point in \( \Psi \). Furthermore, let \( b \) be the \( w \)th labeling bit of \( s[l] \), where \( b \in \{0, 1\} \) and \( w = 1, \ldots, M \). With respect to \( s[l] \), we define \( s[\kappa(l, w)] \) as the signal point in \( \Psi \) having the following properties: (i) It belongs to \( \Psi_{w}^{b} \), i.e., its \( w \)th labeling bit is \( b \), the complement of \( b \), and (ii) Among all signal points in \( \Psi_{w}^{b} \), it is the one that is nearest to \( s[l] \) in terms of their indices, \( |\kappa(l, w) - l| \). On the other hand, \( s[\kappa(l, w)] \) is defined as the signal point in \( \Psi \) whose label bits are the same as those of \( s[l] \), except at position \( w \). In the following, we give an example to show the values of \( \kappa(l, w) \) and \( g(l, w) \). For convenience, we represent the mapping rule \( s = \xi(\cdot) \) by a
column vector $L$ of length $M+1$, where $[L]_{l+1}$ is the decimal representation of the binary label of $s[l]$, $l = 0, \cdots , M$, in which the rightmost bit in the label is the most significant bit. For instance, $[L]_{l+1} = 4$ is the decimal representation of the label ‘0 0 1’ (the bit farthest to the right has the largest value).

Example 2: Consider an 8-ary constellation $\Psi = \{s[0], \cdots , s[7]\}$, where $s[l]$, $l = 0, \cdots , 7$, is given by (1). Figure 3 shows the signal points when a Gray mapping is applied. The mapping in Fig. 3 can be represented by $L_{\text{Gray}} = [0 4 6 2 3 7 5 1]^T$. Note that, according to (1), $\Psi$ is a geometric sequence [12] in which the Euclidean distance between adjacent signal points increases with $l$. Table I gives the values of $\kappa(l, w)$ and $\phi(l, w)$ for all combinations of $l$ and $w$. For example, the entries in the table for $(l, w) = (4, 2)$ are $\kappa(l, w) = 6$ and $\phi(l, w) = 7$.

It is important to emphasize that $s[\kappa(l, w)]$ is the point in $\Psi^w$ that is nearest to $s[l]$ in terms of index distance. This is in contrast to traditional BICM-ID schemes, where nearest neighbor is defined by Euclidean metric. To illustrate this point, consider signal $s[4]$ and its second labeling bit (w = 2), which is $b = 1$. For all signal points in $\Psi_2 = \{s[0], s[1], s[6], s[7]\}$, $s[6]$ is nearest to $s[4]$ because $\arg\min_{s[l], s[q]} |l - q| = 6$. Yet, $s[6]$ is not the signal in $\Psi_2$ that is nearest to $s[4]$ in the Euclidean distance. For example, at $\gamma = \frac{1}{\sqrt{N_0}} = 20$ dB, the solution to (2) results in $r = 2.41$. Then, from (1), $|s[6] - s[1]| = |\sqrt{(r^4 - 1)}N_0 - \sqrt{(r^4 - 1)}N_0| \approx 0.45$ which is smaller than $|s[4] - s[6]| = |\sqrt{(r^4 - 1)}N_0 - \sqrt{(r^4 - 1)}N_0| \approx 0.82$. Hence, among all the signal points in $\Psi_2$, $s[1]$ is the nearest neighbor to $s[4]$ in the Euclidean distance.

With the above definitions of $\kappa(l, w)$ and $\phi(l, w)$, averaging (11) in the two cases of FF and EFF can be performed as follows. In the FF scenario, bit $w$ of the transmitted symbol $s[nw] \in \Psi^w$ is wrongly detected if the demodulated symbol is in $\Psi^w$. Appendix B shows that, in analyzing the error performance of the proposed BICM system, the “nearest neighbor” should be defined in terms of symbol indices. Using this fact, and by employing the nearest-neighbor bounding technique, we can average the PEP in (11) over all “nearest-neighbor” pairs $(s[nw], s[\kappa(nw), w])$, or $(q_v, \kappa(q_v, w))$. On the other hand, in the EFF scenario, the feedback from the channel decoder to the demodulator provides a complete knowledge of all bits in the label of $s[nw]$, except bit $w$. Hence, the average PEP is obtained by averaging (18) over all pairs $(q_v, \phi(q_v, w))$, $q_v = 0, \cdots , M$, and $w = 1, \cdots , m$.

From (18), a unified expression for the average PEP is

$$g_\Phi(d, \Psi, \xi) \leq \prod_{v=1}^{d} E_{q_v, \hat{q}_v} \left[ \left( \frac{r^d(q_v - \hat{q}_v)}{1 - t(1 - r^d(q_v - \hat{q}_v))} \right)^R \right]$$

$$= \left( E_{q_v, \hat{q}_v} \left[ \left( \frac{r^d(q_v - \hat{q}_v)}{1 - t(1 - r^d(q_v - \hat{q}_v))} \right)^R \right] \right)^d$$

$$= \left( \frac{1}{m(M + 1)} \sum_{l=0}^{M} \sum_{w=1}^{M} \left( \frac{r^d(l - \Phi(l, w))}{1 - t(1 - r^d(l - \Phi(l, w)))} \right)^R \right)^d , \quad (19)$$

where $E_{q_v, \hat{q}_v}(\cdot)$ takes the average over all relevant pairs $(q_v, \hat{q}_v)$, whereas the symbol $\Phi$ (in both the subscript of function $g(\cdot)$ and the function $\Phi(l, w)$ itself) is replaced with $\kappa$ or $\phi$ for the FF and EFF cases, respectively.

It is shown in Appendix C that for the EFF case, (19) gives the tightest upper-bound on $g_\Phi(d, \Psi, \xi)$ when $t = \frac{1}{2}$. On the other hand, the value of $t$ that maximizes the upper-bound in (19) in the FF case depends on the signal mapping. However, numerical results show that the upper-bound of $g_\Phi(d, \Psi, \xi)$ in (19) has its minimum at $t$ equal to or very close to $\frac{1}{2}$. Therefore, substituting $t = \frac{1}{2}$ into (19) results in

$$g_\Phi(d, \Psi, \xi) \leq \delta_\Phi(\Psi, \xi), \quad (20)$$

where

$$\delta_\Phi(\Psi, \xi) = \frac{1}{m(M + 1)} \sum_{l=0}^{M} \sum_{w=1}^{M} \left( \frac{r^d(l - \Phi(l, w))}{\ln(2)} \right)^R \ln \left( \frac{1}{2} \right) , \quad (21)$$

To write (21) in a simpler form, let us use the fact that $1 \leq |l - \Phi(l, w)| \leq M$, $l \in \{0, \cdots , M\}$, $w \in \{1, \cdots , m\}$. Then, (21) can be reformulated as

$$\delta_\Phi(\Psi, \xi) = \frac{1}{m(M + 1)} \sum_{j=1}^{M} N_j \cdot \cosh^{-R} \left( \frac{j \ln(r)}{2} \right) , \quad (22)$$

where $N_j$ is the number of pairs $(l, w)$ for which $|l - \Phi(l, w)| = j$. Suppose that $N_j \neq 0$ (i.e., $N_j$ is a positive integer) at $K$ indices $j = n_1, n_2, \cdots , n_K$, such that $1 \leq n_1 < n_2 < \cdots < n_K \leq M$. Then, $n_k, k = 1, \cdots , K$ identifies the $n_k$th nearest neighbor, and $N_{nk}$ is the number of the $n_k$th nearest neighbors within the constellation. It follows that (22) can be written as

$$\delta_\Phi(\Psi, \xi) = \frac{1}{m(M + 1)} \sum_{k=1}^{K} N_{nk} \cdot \cosh^{-R} \left( \frac{n_k \ln(r)}{2} \right) , \quad (23)$$

To further simplify (23), the following lemma is useful.

**Lemma 1:** The value $r$, which determines the optimal power levels, is approximated as $r \approx (\varpi \gamma_b)^{1/3}$ at large SNRs, where $\varpi = \frac{m}{m(M + 1)}$.

**Proof:** Note that the solution to (2) is equivalent to the solution to $r^{M+1} = (M + 1)(\gamma + 1)$. In the limit of large SNRs, we have $r \gg 1$. In other words, $\frac{r^{M+1} - 1}{r - 1} \rightarrow r^M$, where $r = \gamma_b$. Therefore, $\frac{r^{M+1} - 1}{r - 1} \approx (M + 1)(\gamma + 1)$. This implies that $r \approx (\varpi \gamma_b)^{1/3}$.
when \( \gamma \to \infty \). This results in \( r \approx ((M + 1)\gamma)^{1/3} \). Since each constellation point carries \( \frac{1}{3} \) information bits, we can write \( \gamma = \frac{m_R}{n_1} \eta_b \), where \( \eta_b \) is the SNR per information bit.

Consequently, \( r \approx \left( \frac{m_R(M + 1)}{n_1} \eta_b \right)^{1/3} = (\eta \gamma_b)^{1/3} \). \( \blacksquare \)

Under the large SNR regime, we can apply the above lemma to (23) to arrive at

\[
\delta_\psi(\psi, \xi) \approx \frac{1}{m(M + 1)} \sum_{k=1}^{K} N_k \cosh^{-R} \left( \frac{n_k \ln(\eta \gamma_b)}{2M} \right) \tag{24}
\]

where \( [x]_{dB} = 10 \log_{10}(x) \) is the value of \( x \) in decibel, and

\[
\Xi(\eta \gamma_b, M) = \sum_{k=1}^{K} N_k \cosh^{-R} \left( \frac{n_k \ln(\eta \gamma_b)}{2M} \right) \tag{25}
\]

Note that in (24), (i) is resulted from substituting \( r \approx (\eta \gamma_b)^{1/3} \) into (23), and (ii) is obtained from the fact that \( \ln(x) = \log_{10}(x) \) \( \approx \frac{\ln(x)}{\ln(10)} \approx \frac{\ln(x)}{0.434} \). Furthermore, noting that \( n_k > n_1 \) for \( k \geq 2 \), and \( \cosh(x) \) is an increasing function of \( x \), it is concluded from (25) that \( \Xi(\eta \gamma_b, M) \approx 1 \) when SNR is large. This fact leads to (iii) in (24).

Using the union bounding technique, it can be shown that the asymptotic BER of the system is proportional to \( g_\psi(d_{\min}, \Psi, \xi) \), where \( d_{\min} \) is the minimum free Hamming distance of the code [37]. More specifically,

\[
\log_{10}(P_{UB}) \approx \log_{10}(g_\psi(d_{\min}, \Psi, \xi)) + \text{constant} \tag{i} \approx \Lambda(d_{\min}, \Phi, M) - \Omega(R, d_{\min}, \Phi, M, \gamma_b), \tag{26}
\]

where (i) is resulted from substituting (24) into (20) in which

\[
\Lambda(d_{\min}, \Phi, M) = d_{\min} \log_{10} \left( \frac{N_{n_1}}{m(M + 1)} \right), \tag{27}
\]

and

\[
\Omega(R, d_{\min}, \Phi, M, \gamma_b) = Rd_{\min} \log_{10} \left( \cosh \left( \frac{n_1 ([|\varpi|_{dB} + |\gamma|_{dB})}{8.7M} \right) \right). \tag{28}
\]

A few remarks regarding (26) are as follows.

**Remark 4:** Recall that \( n_1 \) is the smallest value that \( |l - \Phi(l, w)| \) takes for every \( l \in \{0, \ldots, M\} \) and \( w \in \{1, \ldots, m\} \). The function \( \Phi(l, w) \) depends on (i) whether the FF or EFF scenario is considered: \( \Phi(l, w) = \kappa(l, w) \) and \( \Phi(l, w) = \varrho(l, w) \), respectively, and (ii) the applied mapping. Consequently, the functions \( \Lambda(d_{\min}, \Phi, M) \) and \( \Omega(R, d_{\min}, \Phi, M, \gamma_b) \) depend on \( \Phi \) through \( N_{n_1} \) and \( n_1 \), respectively.

**Remark 5:** (System’s diversity order). The diversity order of the system is given by

\[
G_{\psi}^{sys} = - \lim_{\gamma_b \to \infty} \frac{\log_{10}(P_{UB})}{\log_{10}(\gamma_b)} = 10 \lim_{|\varpi|_{dB},|\gamma|_{dB} \to \infty} \log_{10} \left( \cosh \left( \frac{n_1 |\varpi|_{dB} + |\gamma|_{dB}}{8.7M} \right) \right) \tag{29}
\]

where (i) is obtained by substituting in (28), (ii) is obtained by the change of variable \( u = \frac{n_1 |\varpi|_{dB} + |\gamma|_{dB}}{8.7M} \), and (iii) is due to the fact that \( \lim_{u \to \infty} \frac{\log_{10}(\cosh(u))}{u} = 1 \).

According to (29), the system’s diversity order scales with the number of antennas \( R \), the minimum free Hamming distance \( d_{\min} \) of the code, and the reciprocal of the modulation order \( M \). Moreover, \( G_{\psi}^{sys} \) is dependent on the case of FF or EFF, and the employed signal mapping through \( n_1 \) (see Remark 4). In general, a mapping that results in a higher value of \( n_1 \) is more desirable since it leads to a higher diversity order. However, increasing \( n_1 \) might not always be possible. In particular, for the case of FF, we have \( \Phi(l, w) = \kappa(l, w) \). According to the definition of \( \kappa(l, w) \), one can easily verify that for all \( l \in \{0, \ldots, M\} \) and \( w \in \{1, \ldots, m\} \), the smallest value of \( j \) for which \( |l - \kappa(l, w)| = j \) is always \( j = 1 \). In other words, in the FF scenario (BICM without iterative decoding) we always have \( n_1 = 1 \) regardless of the signal mapping. In contrast, for the case of EFF, one can find mappings that result in \( n_1 > 1 \). It is important to note that, in contrast to our case, the diversity order in traditional BICM-ID schemes (e.g., [39], [40]) is independent of the signal mapping. The following example further clarifies this important point.

**Example 3:** Consider the Gray labeling of Example 2. From Table I one can verify that \( n_1 = 1 \) for both the FF and EFF cases. For example, we see that \( |0 - \kappa(0, 3)| = 1 \) and \( |1 - \varrho(1, 3)| = 1 \). Now, let us examine the mapping \( L_1 = [0.5 6 3 4 1 2 7]^T \). Table II presents values of \( \kappa(l, w) \) and \( \varrho(l, w) \) for this mapping. It can be simply verified that \( n_1 = 1 \) for the FF scenario (e.g., \( |3 - \kappa(3, 2)| = 1 \)). Yet, the smallest value \( j \) for which \( |l - \varrho(l, w)| = j \) is 2. Hence, \( n_1 = 2 \) for the case of EFF. \( \blacksquare \)
Remark 6: When comparing two different mappings, one mapping might exhibit a coding gain over another mapping (in either BICEM or BICEM-ID system) by comparing the number \( N_{n_1} \) of the nearest neighbors. To be more specific, suppose \( N_{n_1} \) is equal to \( \eta_1 \) and \( \alpha \eta_1 \) for two different mappings \( L_i \) and \( L_j \), respectively, and \( \alpha < 1 \). From (27), the value of \( \Lambda(\cdot) \), which translates into a horizontal shift of the BER curve in the logarithm domain (see (26)) for the mapping \( L_j \) is

\[
\Lambda(d_{\text{min}}, \Phi, M) = d_{\text{min}} \log_{10} \left( \frac{\alpha N_{n_1}}{m(M+1)} \right) = d_{\text{min}} \log_{10}(\alpha) + d_{\text{min}} \log_{10} \left( \frac{N_{n_1}}{m(M+1)} \right). \tag{30}
\]

Hence, \( L_j \) enjoys a coding gain of \(-d_{\text{min}} \log_{10}(\alpha)\) over \( L_i \).

The following example highlights the main points in Remarks 4–6.

Example 4: Consider the mapping rules in Examples 2 and 3. From Tables I and II, one can easily obtain \( N_1, \cdots, N_8 \) for the Gray mapping (Example 2) and the \( L_1 \) mapping (Example 3) for both the FF and EFF scenarios. These numbers are shown in Table III. Recall that the performance in the FF mode (i.e., the BER of BICEM without iteration) also affects the performance of BICEM-ID. More specifically, a good signal mapping is the one that (i) results in a FF error rate that is small enough such that the first iteration works well, and (ii) leads to the smallest error rate in the EFF scenario. We can compare the two mappings in FF and EFF cases as follows.

For the FF case, the two signal mappings result in the same diversity order, since \( n_1 = 1 \) for both. Yet, it is expected that the performance of the system that employs \( L_1 \) mapping is worse than the one with Gray mapping at all SNRs. This is due to the fact that \( N_1 = 22 \) for the former, which is larger than \( N_1 = 16 \) for the latter. In other words, the 8-ary system of Example 2 enjoys a larger coding gain compared to the system of Example 3.

For the EFF case, the \( L_1 \) mapping significantly outperforms the Gray mapping. More specifically, since \( n_1 = 2 \) for the \( L_1 \) mapping, its diversity order is twice that of the Gray mapping (with \( n_1 = 1 \)). Moreover, \( N_{n_1} = N_1 = 14 \) for the Gray mapping, whereas \( N_{n_1} = N_2 = 4 \) for \( L_1 \) mapping, which leads to a coding gain over the Gray labeling.

Finally, when considering the whole SNR range of interest, it is expected that in low-to-medium SNRs, the system that employs the Gray mapping works better than the one with the \( L_1 \) mapping, thanks to its better FF performance. In contrast, for the high SNR region, the system employing the \( L_1 \) mapping can significantly outperform the system with the Gray mapping.

To have a clearer view of the performance of the 8-ary systems studied in Examples 2 and 3, upper-bounds on the average PEP \( g_\Phi(d, \Psi, \xi) \) of both systems are plotted in Fig. 4. Here, both systems employ \( R = 5 \) receive antennas and a convolutional code having \( d_{\text{min}} = 10 \). The bounds are obtained by substituting (21) into (20) and calculating values \([l - \Phi(l, w)]\) for both the FF and EFF scenarios. For the system with the \( L_1 \) mapping in the EFF mode, from (29) and Table III we expect that the error curve should have a slope of \( \frac{d_{\text{min}}}{20N_{n_1}} = \frac{5\times2^510}{712} = 0.7143 \), which can be verified from Fig. 4 (the slope of the curve in Fig. 4 is \( \approx 0.712 \)). This shows that the approximations in (24)–(29) capture well the behavior of BICEM-ID formulated by (20) and (21). Moreover, from (29), one expects that the three other curves (Gray mapping in the FF and EFF modes, and the \( L_1 \) mapping in EFF mode) have the same diversity order (because \( n_1 = 1 \) for all of them). This fact can be observed from the figure, in which the three curves have almost the same slope.

Finally, comparison of the curves in Fig. 4 corroborates our remarks in Example 4. Particularly, we note that in the FF scenario, the Gray mapping shows a better performance compared to the \( L_1 \) mapping, thanks to its coding gain. This means that the Gray mapping outperforms the \( L_1 \) mapping in the first stage of decoding.

IV. SIGNAL MAPPINGS FOR EB CONSTELLATIONS

In the previous section, we obtained bounds on the asymptotic BERs of BICEM and BICEM-ID. We then developed their approximations to reveal the impacts of different system parameters. In this section, we investigate the problem of signal mapping designs for the proposed system. For ease of exposition, we present the solution for an 8-ary constellation \((m = 3, M = 7)\), although the same method can be generalized to an arbitrary \( m \).

We represent all \( 8! = 40,320 \) distinct mappings of an 8-ary constellation as an \( 8 \times 8! \) matrix \( \Phi \), so that the \( i \)th column, \( i = 1, \cdots, 8! \), of this matrix defines a specific labeling \( L \). Recall that, for fixed \( \gamma_\Phi, R, \) and \( d_{\text{min}} \), we can find two upper bounds for each mapping. These upper bounds are obtained from (20) by computing \( \delta_\Phi(\Psi, \xi) \) in (21) for \( \Phi(l, w) = \kappa(l, w) \) and \( \Phi(l, w) = \varrho(l, w) \). This results in two vectors, \( \Delta_\kappa \) and \( \Delta_\varrho \), each of length \( 8! \). Particularly, \( \Delta_\kappa[l] \) and \( \Delta_\varrho[l] \) are \( g_\kappa(d, \Psi, \xi) \) and \( g_\varrho(d, \Psi, \xi) \) for the FF and EFF scenarios,
respectively, when the signal mapping in the \( i \)th column of \( \Theta \) is employed.

Consider a permutation matrix \( \Pi \), which sorts elements of \( \Delta \) in ascending order and produces \( \Delta_{\text{sort}} = \Pi \Delta \). This same matrix permutes elements of \( \rho \) and columns of \( \Theta \) to produce \( \rho_{\text{sort}} = \Pi \rho \) and \( \Theta_{\text{sort}} = \Pi \Theta \). The mapping represented by the \( i \)th column of \( \Theta_{\text{sort}} \) shall be named \( L_i \).

Next, we partition the \( \Delta_{\text{sort}} \) into \( p \) sub-vectors \( d_{p,\rho} \), \( \rho = 1, \ldots, p \), i.e., \( \Delta_{\text{sort}} = [d_{1,\rho}, d_{2,\rho}, \ldots, d_{p,\rho}]^T \). The length \( \mu_p \) of \( d_{p,\rho} \) is constrained by parameter \( \epsilon \), which is the maximum absolute logarithmic difference across elements of \( d_{p,\rho} \). More specifically, since \( \Delta_{\text{sort}} \), and hence sub-vectors \( d_{p,\rho} \) include elements in ascending order, \( \mu_p \) is the maximum value satisfying

\[
\log_{10} \left( \frac{d_{p,\rho}}{d_{p,1}} \right) - \log_{10} \left( \frac{d_{p,1}}{d_{p,\rho}} \right) \leq \epsilon, \quad \rho = 1, \ldots, p. \tag{31}
\]

The constraint of (31) ensures that the error values included in each sub-vector are \( \epsilon \)-close to each other on the logarithmic scale. Hence, by choosing \( \epsilon \) small enough, one can say that the elements in every sub-vector \( d_{p,\rho} \) are approximately equal.

We then partition \( \Delta_{p,\text{sort}} \) and \( \Theta_{\text{sort}} \) into \( p \) groups based on the partitioning of \( \Delta_{\text{sort}} \). In other words, \( \Delta_{p,\text{sort}} = [d_1^T, d_2^T, \ldots, d_p^T] \), such that \( d_{p,\rho} \) is a length-\( \mu_p \) vector. Similarly, \( \Theta_{\text{sort}} = [L_1, \ldots, L_p] \), where \( L_p \) is constructed from \( \mu_p \) column vectors. Now, we define the best mapping within partition \( \rho \), \( 1 \leq \rho \leq p \) as follows.

**Definition 1:** Consider the \( \rho \)th partition of \( \Theta_{\text{sort}} \), denoted by \( L_p = [L_{g_1+1}, \ldots, L_{g_p+\mu_p}] \), where \( 1 \leq \rho \leq p \), \( g_1 = 0 \), and \( g_\rho = \sum_{i=1}^{\rho-1} \mu_i \) for \( \rho \neq 1 \). The mapping vector \( L_{g_\rho+1}^{*} \) is the best mapping in partition \( \rho \) if

\[
L_\rho^* = \arg\min_{L \in \{1, \ldots, \mu_p\}} [d_{p,\rho}]^T L. \tag{32}
\]

Let us define \( \Theta_{\text{best}} = [L_{g_1+1}^{*}, \cdots, L_{g_p+\mu_p}] \) as the set of best mappings in all \( p \) partitions. Corresponding to \( \Theta_{\text{best}} \), we form \( \Delta_{*,\text{best}} \) and \( \Delta_{g,\text{best}} \). In this regard, \( [\Delta_{*,\text{best}}]_\rho = [d_{p,\rho}]_\rho^{*} \) and \( [\Delta_{g,\text{best}}]_\rho = [d_{p,\rho}]_\rho^{*} \) are the error values corresponding to the best mappings in the \( \rho \)th partition in the FF and EFF scenarios. The following remarks explain the motivation behind Definition 1 and provide more details on the construction of \( \Theta_{\text{best}} \).

**Remark 7:** As mentioned before, the condition in (31) ensures that the error values in each partition of \( \Delta_{\text{sort}} \) (vector of errors in the FF mode) are almost equal. Obviously, among all mappings that result in the same error in the FF case, the best mapping is the one that minimizes the error rate in the EFF scenario. This mapping is found by (32) in Definition 1.

**Remark 8:** When \( \epsilon \to 0 \), the error values in \( d_{p,\rho} \), \( 1 \leq \rho \leq p \), get closer to each other (the difference between the maximum and minimum values becomes smaller). In practice, for some \( 0 < \epsilon < \epsilon_0 \), all values in \( d_{p,\rho} \) will be equal. Clearly, by decreasing \( \epsilon \), one expects that the number \( p \) of partitions increases. Yet, it is worth noting that for any \( \epsilon \), \( p \) is always significantly smaller than the number \( 8! \) of all permutations. This roots in the fact that for each specific mapping, there exists a large number of mappings resulting in the same value of FF error.

Algorithm 1 presents a pseudo-code for constructing the matrix of best mappings for a general modulation order \( 2^m \).

**Example 5:** Consider an 8-ary BICEM-ID system employing \( R = 5 \) receive antennas, and a rate-\( \frac{2}{3} \) code of \( d_{\text{min}} = 10 \). Table IV lists the set of best mappings. These mappings, which are columns of \( \Theta_{\text{best}} \), i.e., \( L_{g_1+1}^*, \rho = 1, \ldots, 14 \), are obtained from Algorithm 1 for \( \epsilon = 4 \times 10^{-4} \) and at \( \gamma_b \) between 9.5 to 14.5 (dB). The values \( [\Delta_{*,\text{best}}]_\rho \) and \( [\Delta_{g,\text{best}}]_\rho \) (i.e., the upper bounds on the average PEP in the FF and EFF modes, respectively for the \( \rho \)th mapping) are also given on base-10 logarithmic scale. It is observed from the table that at every SNR, \( [\Delta_{*,\text{best}}]_\rho \) increases with \( \rho \), whereas \( [\Delta_{g,\text{best}}]_\rho \) shows an opposite behavior. Consequently, the labels with a lower index \( \rho \) show a better performance in the FF scenario (i.e., BICEM without any iterations in the receiver). In contrast, as we move toward the bottom of the table, the mappings yield better error rates in the EFF case. Depending on the working SNR, one of the mappings in Table IV can be preferable for BICEM-ID. These observations are elaborated in more details in the next section.

V. Simulation Results

The key results regarding performance of BICEM-ID were established in the previous sections by theoretical analysis. In this section, we present simulation results to highlight and corroborate the analytical findings.

When an 8-ary constellation is employed, the optimal (3, 2, 10) convolutional code having the minimum free Hamming distance \( d_{\text{min}} = 10 \) (see [45]) is selected. On the other hand, the optimal (2, 1, 6) convolutional code having \( d_{\text{min}} = 10 \) is used when a 4-ary constellation is considered. The information block length is \( L_1 = 6,000 - 2\nu \) bits, which means that the lengths of the random interleavers are 9,000 and 12,000 for 8-ary and 4-ary systems, respectively. Unless clearly mentioned, the number of iterations for iterative receivers is set
Table IV

Table of Best Mappings for an 8-ary BICEM-ID employing \( R = 5 \) receive antennas, and a rate-\( \frac{2}{3} \) convolutional code of minimum free Hamming distance \( d_{\text{min}} = 10 \). Note that \( \Delta_{\kappa,\text{best}} \) and \( \Delta_{g,\text{best}} \) are written in decibel.

| \( \rho \) | \( [\Theta_{\text{best}}]_{\rho} = L_{g_{\rho} + l_{\rho}^*} \) | \( \gamma_{\text{th}} = 9.5 \text{ dB} \) | \( \gamma_{\text{th}} = 11.5 \text{ dB} \) | \( \gamma_{\text{th}} = 13.5 \text{ dB} \) | \( \gamma_{\text{th}} = 14.5 \text{ dB} \) |
|---|---|---|---|---|---|
| 1 | 13024567 | \(-2.3\) | \(-3.2\) | \(-3.74\) | \(-3.1\) | \(-4.3\) | \(-3.3\) | \(-4.57\) |
| 2 | 13024567 | \(-2.2\) | \(-3.4\) | \(-3.94\) | \(-2.95\) | \(-4.5\) | \(-3.15\) | \(-4.76\) |
| 3 | 03124567 | \(-2.1\) | \(-4\) | \(-4.6\) | \(-2.8\) | \(-5.25\) | \(-3\) | \(-5.55\) |
| 4 | 03124567 | \(-2\) | \(-4.14\) | \(-4.8\) | \(-2.65\) | \(-5.4\) | \(-2.83\) | \(-6.74\) |
| 5 | 1420367 | \(-1.86\) | \(-4.25\) | \(-4.9\) | \(-2.63\) | \(-5.5\) | \(-2.82\) | \(-5.8\) |
| 6 | 12035647 | \(-1.85\) | \(-5\) | \(-5.7\) | \(-2.5\) | \(-6.48\) | \(-2.68\) | \(-6.8\) |
| 7 | 14560327 | \(-1.65\) | \(-5.1\) | \(-5.8\) | \(-2.35\) | \(-6.52\) | \(-2.5\) | \(-6.86\) |
| 8 | 141230567 | \(-1.6\) | \(-5.7\) | \(-6.4\) | \(-2.3\) | \(-7\) | \(-2.47\) | \(-7.4\) |
| 9 | 142310567 | \(-1.5\) | \(-6\) | \(-6.77\) | \(-2.15\) | \(-7.45\) | \(-2.33\) | \(-7.77\) |
| 10 | 12435067 | \(-1.42\) | \(-6.1\) | \(-6.82\) | \(-2.1\) | \(-7.47\) | \(-2.27\) | \(-7.8\) |
| 11 | 12435067 | \(-1.39\) | \(-6.4\) | \(-6.47\) | \(-2\) | \(-7.4\) | \(-2.2\) | \(-8.3\) |
| 12 | 06531247 | \(-1.33\) | \(-8\) | \(-8.85\) | \(-1.97\) | \(-9.6\) | \(-2.14\) | \(-9.99\) |
| 13 | 06351247 | \(-1.24\) | \(-8.4\) | \(-9.3\) | \(-1.85\) | \(-10.1\) | \(-2\) | \(-10.5\) |
| 14 | 05634127 | \(-1.15\) | \(-9.3\) | \(-10.7\) | \(-1.7\) | \(-12\) | \(-1.9\) | \(-12.7\) |

Algorithm 1 Best Mappings for \( 2^m \)-ary BICEM-ID

Input: \( \Theta_{\text{th}}, R, d_{\text{min}}, m, \epsilon \)

Output: \( \Theta_{\text{best}} \)

1. Initialize: \( i = 0, \rho = 0, \mu_0 = 0, g_0 = 0, z = 1 \)
2. \( i \leftarrow i + 1 \)
3. Use (21) to obtain \( \Delta_{\kappa} = \delta_{\text{min}}(\Psi, \xi; [\Theta_{i}, \Phi = \kappa]) \), \( \Delta_{g} = \delta_{\text{min}}(\Psi, \xi; [\Theta_{i}, \Phi = \varrho]) \)
4. while \( i < (2^m)! \) do
5. Find matrix \( \Pi_{\kappa} \) that sorts \( \Delta_{\kappa} \) in ascending order
6. \( \Delta_{\kappa,\text{sort}} = \Pi_{\kappa} \Delta_{\kappa}, \Delta_{g,\text{sort}} = \Pi_{\varrho} \Delta_{g}, \Theta_{\text{sort}} = \Theta \Pi_{\kappa}^T \)
7. while \( \mu_\rho < (2^m)! \) do
8. \( \rho \leftarrow \rho + 1 \)
9. \( g_\rho = g_{\rho-1} + \mu_{\rho-1} \)
10. Maximize \( \mu_\rho \) such that \( \left| \Delta_{g,\text{sort}} |g_\rho + l_{\rho}^* \right| < 10^\epsilon \)
11. Find \( l_{\rho}^* = \arg\min_{l \in \{1, \ldots, \mu_\rho\}} \left| \Delta_{g,\text{sort}} |g_\rho + l \right| \)
12. if \( \rho = 1 \) then
13. \( [\Theta_{\text{best}}]_1 = [\Theta_{\text{sort}}]_1 g_1 + l_{1}^* \)
14. else if \( \left| \Delta_{g,\text{sort}} |g_\rho + l_{\rho-1}^* \right| < \left| \Delta_{g,\text{sort}} |g_\rho + l_{\rho}^* \right| \) then
15. \( z \leftarrow z + 1 \)
16. \( [\Theta_{\text{best}}]_z = [\Theta_{\text{sort}}]_z g_\rho + l_{\rho}^* \)
17. end if
18. end while
19. Return \( \Theta_{\text{best}} \)

Figure 5 compares the BERs of 8-ary BICEM systems when five different mappings are employed. The five mappings are taken from Table IV, which were obtained with Algorithm 1. These five mappings are specified as \( L_{g_1 + l_1^*}, L_{g_2 + l_2^*}, L_{g_3 + l_3^*}, L_{g_4 + l_4^*}, L_{g_5 + l_5^*} \), and \( L_{g_6 + l_6^*} \). The mapping \( L_{g_1 + l_1^*} \) is \([03124657]^T\). It is also assumed that \( R = 5 \) antennas are used at the receiver. It can be observed that, for \( \rho_1 < \rho_2 \), the mapping \( L_{g_1 + l_1^*} \) outperforms \( L_{g_2 + l_2^*} \). This fact was already shown analytically before with \( \Delta_{\kappa,\text{best}} |\rho_1 < \Delta_{\kappa,\text{best}} |\rho_2 \) (see Table IV and Algorithm 1). Also plotted in Fig. 5 is the BER curve for the 4-ary uncoded non-coherent EBM system. As can be seen, at low-to-medium SNRs (SNRs below 16 dB), there is no performance advantage provided by BICEM as compared to the uncoded system of the same spectral efficiency.

The behavior is very different in Fig. 6 in which the BER curves are shown for BICEM-ID systems of the same settings as those in Fig. 5, but obtained with 8 iterations of the iterative receiver. Here, we can observe that the proposed BICEM-ID systems significantly outperform the uncoded system when the
SNR is large enough. Specifically, the performance gain starts at $\gamma_b \geq 9$ dB, $\gamma_b \geq 10$ dB, $\gamma_b \geq 12$ dB, $\gamma_b \geq 13$ dB, and $\gamma_b \geq 14$ dB, when $L_{g_1+t_1^*, L_{g_1+t_1^*}, L_{g_3+t_2^*}, L_{g_9+t_4^*}, L_{g_12+t_3^*}}$ mappings are employed, respectively. Another point worth mentioning in Fig. 6 is that, for $\rho_1 < \rho_2$, the BICEM-ID system that applies the mapping $L_{g_2+t_2^*}$ reaches its asymptotic performance at a lower SNR when compared to the system that applies the $L_{g_2+t_2^*}$ mapping. Yet, the asymptotic performance of $L_{g_2+t_2^*}$ is remarkably better than that of $L_{g_2+t_2^*}$. This behavior is also expected, according to the results in Section IV. More specifically, as can be observed from Table IV, by increasing $\rho$, the error performance of $L_{g_2+t_2^*}$ in the EFF mode improves, while that in the FF case degrades. As previously explained (see Example 4), between two mappings, the one whose performance in the FF mode is better, reaches its error floor at a lower SNR. On the other hand, the better mapping, in terms of EFF performance, has a smaller error floor. As such, by increasing $\rho$, we expect that $L_{g_2+t_2^*}$ demonstrates a worse BER at low-to-medium SNRs, but a better asymptotic BER.

In Fig. 6 we have also plotted the asymptotic lines (indicated by $[\Delta_{p,best}]_p$ with arrows in the figure), which are the upper bound obtained in Table IV for the EFF scenario. It is seen that for the mappings $L_{g_1+t_1^*, L_{g_1+t_1^*}, L_{g_9+t_2^*}}$, their BER curves indeed approach their asymptotic performance lines. On the other hand, as the BERs in the EFF mode are too low for the $L_{g_9+t_4^*}$ and $L_{g_12+t_3^*}$ mappings, such asymptotic performance behavior cannot be seen with the limited simulation results.

Comparing the BER curves of BICEM-ID under different mappings explains why a list of mappings (produced by Algorithm 1) is a set of best mappings. Indeed, based on the working SNR and the objective BER, each of the mappings could be the best choice. For example, when the objective error rate is of order $10^{-4}$, employing the mapping $L_{g_9+t_4^*}$ appears to be the best choice. This is because all other mappings reach this error rate at higher SNRs than that of the $L_{g_9+t_4^*}$ mapping.

The geometric distancing of signal points, resulted from optimal constellation design (see (2) and Example 2 for more details) plays an important role in the efficiency of BICEM-ID. System performance under conventional ASK, which is an EBM with equidistant constellation points, is evaluated in Fig. 7. From the figure, one can verify the fact that the optimal EBM scheme outperforms ASK in both FF and EFF modes. Comparing the two schemes for the mapping $L_{g_1+t_1^*}$, we see that the error floor for ASK is significantly higher than that of the optimal EBM. Moreover, the plots show that the curve waterfall (the SNR at which BER starts to drop) for ASK occurs at much higher SNRs.

In Fig. 8 we have also plotted the asymptotic lines (indicated by $[\Delta_{p,best}]_p$ with arrows in the figure), which are the upper bound obtained in Table IV for the EFF scenario. It is seen that for the mappings $L_{g_1+t_1^*, L_{g_1+t_1^*}, L_{g_9+t_2^*}}$, their BER curves indeed approach their asymptotic performance lines. On the other hand, as the BERs in the EFF mode are too low for the $L_{g_9+t_4^*}$ and $L_{g_12+t_3^*}$ mappings, such asymptotic performance behavior cannot be seen with the limited simulation results.

Comparing the BER curves of BICEM-ID under different mappings explains why a list of mappings (produced by Algorithm 1) is a set of best mappings. Indeed, based on the working SNR and the objective BER, each of the mappings could be the best choice. For example, when the objective error rate is of order $10^{-4}$, employing the mapping $L_{g_9+t_4^*}$ appears to be the best choice. This is because all other mappings reach this error rate at higher SNRs than that of the $L_{g_9+t_4^*}$ mapping.

The geometric distancing of signal points, resulted from optimal constellation design (see (2) and Example 2 for more details) plays an important role in the efficiency of BICEM-ID. System performance under conventional ASK, which is an EBM with equidistant constellation points, is evaluated in Fig. 7. From the figure, one can verify the fact that the optimal EBM scheme outperforms ASK in both FF and EFF modes. Comparing the two schemes for the mapping $L_{g_1+t_1^*}$, we see that the error floor for ASK is significantly higher than that of the optimal EBM. Moreover, the plots show that the curve waterfall (the SNR at which BER starts to drop with large slope) for ASK occurs at much higher SNRs.
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Fig. 9. BER comparison of BICEM-ID for different iterations, when $L_{g_4+l_4}$

In general, a special mapping is not chosen by Algorithm 1
if there exists another mapping in the table, whose perfor-
mance is not worse than the considered mapping, in both the
FF and EFF modes. To see this, let us consider the well-
known Gray, set partitioning (SP), modified set partitioning
(MSP), and minimum squared Euclidean weight (MSEW)
mappings, which are regarded as benchmarks in the context
of traditional BICM-ID [40], [49]. Taking a look at Table IV,
one cannot find the mappings Gray and SP, whose standard
decimal representations are $L_{\text{Gray}} = [0 \, 4 \, 6 \, 2 \, 3 \, 7 \, 5 \, 1]$ and
$L_{\text{SP}} = [0 \, 4 \, 2 \, 6 \, 1 \, 5 \, 3 \, 7]$. This is due to the fact that
the mappings $L_{g_1+l_1}$ and $L_{g_3+l_3}$, respectively, outperform
the Gray and SP (so these mappings are ruled out by the
algorithm). More specifically, the Gray and $L_{g_1+l_1}$ (also the
SP and $L_{g_3+l_3}$) have the same distribution of $N_1, \ldots, N_7$
(see Table III) in the FF mode. Yet, the Gray mapping has
$N_1 = 14$ in the EFF mode, which is larger than $N_1 = 8$ for
the other mapping. Comparison of $L_{g_3+l_3}$ and SP shows
$N_1 = 8$ for SP and $N_1 = 6$ for its rival in the EFF mode.
On the other hand, it is easy to confirm that mappings $L_{g_9+l_9}$
and MSP (also $L_{g_9+l_9}$, and MSEW) have the exact same
distribution of $N_1, \ldots, N_7$ in both the FF and EFF scenarios.
So, basically, we expect they show the same performance at
all SNRs. In other words, in terms of error rate, $L_{g_9+l_9}$ and
MSP (also $L_{g_9+l_9}$ and MSEW) are equivalent. These facts
are corroborated in Fig. 8. As can be observed, the asymptotic
BER of BICEM-ID when $L_{g_3+l_3}$ is employed is significantly
better than that when the Gray mapping is used (better EFF perfor-
mance). Yet, both mappings have almost the same BER
at low SNRs (the same FF performance). Similar arguments
are valid for mappings $L_{g_9+l_9}$ and SP. On the other hand,
the BER curves, when $L_{g_9+l_9}$ and MSP (also, when $L_{g_9+l_9}$ and
MSEW) are applied match at almost all SNRs.

It is important to study the effect of iterations on the perfor-
mance of BICEM-ID. Figure 9 plots BER curves for different
numbers of iterations when mapping $L_{g_9+l_9}$ is employed.
As mentioned earlier, iterations are effective (i.e., the optimal
performance in the EFF mode is achievable), when the error
rate in the FF mode is good enough. As such, we note that
at low SNRs (up to 11.5 dB) iterations do not help much
reducing the BER. In contrast, when SNR gets large enough
($\gamma_b$ beyond 12.5 dB), the significant effect of iterations on
reducing BER is evident.

It was shown in (29) that the system’s diversity order is
proportional to the number of receive antennas, $R$. Increasing
the diversity order in the FF mode makes the BICEM-ID
system to reach its EFF performance at lower SNRs. As a
result, increasing $R$ not only increases the asymptotic slope
of the BER curve, but also translates into a coding gain in the
overall performance of BICEM-ID. This fact is illustrated in
Fig. 10, where the BER curves are plotted for the proposed
8-ary BICEM-ID systems employing the Gray and SP
mappings, and uncoded OOK system (all having the same spectral efficiency
of 1 bit/channel use).

Fig. 10. BERs of 8-ary BICEM-ID with the mapping $L_{g_9+l_9}$ in Table IV
for different numbers of receive antennas.

Fig. 11. BERs of the 4-ary BICEM-ID systems employing the Gray and SP
mappings, and uncoded OOK system (all having the same spectral efficiency
of 1 bit/channel use).
Finally, Fig. 11 compares the BERs of a 4-ary BICEM-ID system (having spectral efficiency of 1 bit/channel use), under two mappings, Gray and SP, with mapping vectors $L_{\text{Gray}} = [0 \ 2 \ 3 \ 1]$ and $L_{\text{SP}} = [0 \ 2 \ 1 \ 3]$, respectively. These two mappings are the best ones obtained by Algorithm 1 for $m = 2$. An implication of the BER curves in Fig. 11 is that the Gray mapping has a better error rate in the FF mode, since the curve achieves its asymptotic performance at lower SNRs. Yet, when the SP mapping is applied, the asymptotic performance is better than that when the Gray mapping is used. The BERs of the coded systems are also compared and shown to be much better than the BER of the uncoded system having the same spectral efficiency.

VI. CONCLUSION

A practical realization of a recently-developed non-coherent multi-level index modulation framework has been presented in this paper. The proposed system, called BICEM-ID, has combined the technique of bit-interleaved channel coding and EB modulation to enable non-coherent detection and high spectral efficiencies. To cope with the prohibitive complexity of the ML receiver, a suboptimal non-coherent receiver based on iterative processing has been also developed. The system’s error performance has been analyzed by computing bounds on the average PEP and asymptotic BER in two scenarios: feedback-free (FF) and error-free feedback (EFF). The analysis has revealed the dependence of the BER on different system parameters, leading to a design criterion of best signal mappings. Based on the obtained criterion, an algorithm for finding the set of best mappings has been proposed. Finally, simulation results have corroborated and highlighted the main analytical findings.

APPENDIX A

DERIVATION OF (18)

Let $X = \sum_{a=1}^{R} \sum_{v=1}^{d}(1 - r^{q_{v} - \hat{q}_{v}}) |Z_{v,a}|^2$ and $C = R \ln(r) \sum_{v=1}^{d} (\hat{q}_{v} - q_{v})$. Then according to the Chernoff bound we have

$$\Pr(s \rightarrow \hat{s}|s) \leq \frac{M_{X}(t)}{\exp(tC)},$$

(33)

for every $t \geq 0$, where $M_{X}(t) = E_{X}[\exp(tX)]$ is the moment generating function (MGF) of $X$, and $\Pr(s \rightarrow \hat{s}|s)$ is given by (17). It is simple to see that

$$\exp(tC) = \prod_{a=1}^{d} r^{tR(\hat{q}_{a} - q_{a})},$$

(34)

The MGF of $X$ can be written as

$$M_{X}(t) = \prod_{a=1}^{d} \prod_{v=1}^{R} M_{X_{a,v}}(t),$$

(35)

where $M_{X_{a,v}}(t) = (1 - t^{q_{v} - \hat{q}_{v}})^{-1} (1 - t^{q_{v} - \hat{q}_{v}})^{-1}$.

Substituting (36) into (35), and then, substituting (35) and (34) into (33) yields the upper-bound in (18). Note that (36) is well-defined only for $(1 - r^{q_{v} - \hat{q}_{v}}) t < 1$. Since $r > 1$, and $q_{v} - \hat{q}_{v}$ can take on any integer value between $-M$ and $M$, the MGF in (36) is well-defined if $-|1 - r^{-M}|^{-1} \leq t \leq |1 - r^{-M}|^{-1}$. Recalling that $t \geq 0$ was the initial condition for the validity of the Chernoff bound, and taking its intersection with $-|1 - r^{-M}|^{-1} \leq t \leq |1 - r^{-M}|^{-1}$ leads to the interval $0 \leq t \leq |1 - r^{-M}|^{-1}$, as given by (18).

APPENDIX B

NEAREST NEIGHBORS IN BICEM

Consider a signal point $s[\ell] \in \Psi_{b}^{w}$, and the set $\Psi_{b}^{w}$ that includes $\frac{M+1}{2}$ signal points. We want to find a $s[\hat{\ell}] \in \Psi_{b}^{w}$ such that the PEP $\Pr(s[\ell] \rightarrow s[\hat{\ell}]|s[\ell])$ is maximized. Write

$$\Pr(s[\ell] \rightarrow s[\hat{\ell}]|s[\ell]) = \Pr\{\ln(f(y|s[\ell])) < \ln(f(y|s[\ell])| s[\ell])\},$$

(37)

where using (1),

$$\ln(f(y|s[\ell])) \propto -x \ln(r) - |y|^{2} N_{0} r^{2},$$

(38)

for $x \in \{\ell, \hat{\ell}\}$. From (37) and (38), and using the fact that $y \sim C\mathcal{N}(0, N_{0}r^{2})$, it is concluded that

$$\Pr(s[\ell] \rightarrow s[\hat{\ell}]|s[\ell]) = \Pr\left\{1 - r^{\ell - \hat{\ell}} Y > (\hat{\ell} - \ell) \ln(r)\right\},$$

(39)

where $Y$ is an exponential random variable of rate $\lambda = 1$. Hence,

$$\Pr(s[\ell] \rightarrow s[\hat{\ell}]|s[\ell]) = \begin{cases} \exp(\varphi(\ell - \hat{\ell}) \ln(r)) & \hat{\ell} > \ell \\ 1 - \exp(\varphi(\ell - \hat{\ell}) \ln(r)) & \hat{\ell} < \ell \end{cases},$$

(40)

where $\varphi(x) = \frac{x}{1-r}$ is strictly increasing. Then, it is immediately concluded from (40) that $\Pr(s[\ell] \rightarrow s[\hat{\ell}]|s[\ell])$ is maximized, i.e., s[\hat{\ell}] is the “nearest neighbor” of s[\ell] if $|\ell - \hat{\ell}|$ is minimized. In conclusion, the term “nearest neighbor” is defined based on the indices of the symbols in $\Psi$.

APPENDIX C

TIGHTEST BOUND ON $g_{d}(d, \Psi, \xi)$

In this appendix, we show that the tightest upper-bound on the average PEP $g_{d}(d, \Psi, \xi)$ in (19) is obtained at $t = \frac{1}{2}$. In other words, we show that the right-hand side of (19) is minimized at $t = \frac{1}{2}$. This is equivalent to

$$\arg\min_{0 \leq t \leq \frac{1}{1-r^{-M}}} \left\{\frac{M}{\sum_{l=0}^{m} \sum_{w=1}^{R} (1 - t^{l-g(l,w)})} \right\} = \frac{1}{2}. $$

(41)

Rewrite the argument of (41) in a more compact form as

$$e(t) = \sum_{l=0}^{M} \sum_{w=1}^{m} \vartheta^{R}(u_{l,w}, t),$$

(42)

where $\vartheta(u_{l,w}, t) = \frac{u_{l,w}^{t}}{1 - (1 - u_{l,w})} t$,
and $u_{l,w} = \eta^{l-\varphi(l,w)}$. It is simple to confirm that $\vartheta(u_{l,w}, t) > 0$ and $\frac{\partial}{\partial t} \vartheta(u_{l,w}, t) > 0$, for $0 \leq t \leq \frac{1}{R}$. This means that $\vartheta(u_{l,w}, t)$ is a strictly positive convex function. Choose the convex function $h(t) = (\max\{0, t\})^{\alpha}$, and note that $\vartheta^{R}(u_{l,w}, t) = h(\vartheta(u_{l,w}, t))$. Since $\vartheta(u_{l,w}, t)$ and $h(t)$ are convex functions and $h(t)$ is a non-decreasing function, $\vartheta^{R}(u_{l,w}, t) = h(\vartheta(u_{l,w}, t))$ is a convex function. Consequently, $e(t)$ in (42) is itself a convex function. In other words, $e(t)$ has one global minimum in the domain $0 \leq t \leq \frac{1}{R}$.

Hence, it suffices to show that $\frac{\partial}{\partial t} e(t) = 0$ at $t = \frac{1}{2}$. Since the (outer) sum in (42) is performed on all constellation points, for any $\vartheta(u_{l,w}, t) = \vartheta^{R}(\eta^{l-\varphi(l,w)}$, the term $\vartheta(u_{g(l,w),t}, t) = \vartheta(\eta^{l-\varphi(l,w)-t}) = \vartheta(u_{l,w})$ must also be included in the sum. In other words, (42) can be rewritten as

$$e(t) = \sum_{l} \sum_{w=1}^{M} \vartheta^{R}(u_{l,w}, t) + \vartheta^{R}(u_{l,w}, t),$$

where the outer sum is performed on $\frac{M+1}{2}$ points (instead of $M+1$ points). Taking the derivative of (44) at $t = \frac{1}{2}$, we have

$$\frac{d}{dt} e(t)|_{t=1/2} = R \sum_{l} \sum_{w=1}^{M} \frac{\vartheta^{R-1}(u_{l,w}, t)}{K(u_{l,w}, t)} \left|_{t=\frac{1}{2}} \right.,$$

where

$$K(u_{l,w}, t) = \frac{\vartheta(u_{l,w}, t) + \vartheta(u_{l,w})}{\vartheta(u_{l,w}, t)}.$$ (46)

Substituting (43) into (46) verifies that $K(u_{l,w}, t)|_{t=\frac{1}{2}} = 0$, which makes (45) equal to zero.
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