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Modern science is highly interested in processes in nonlinear media. Mathematical models of these processes are often described by boundary-value problems for nonlinear elliptic equations. And the construction of two-sided approximations to the desired function is a perspective direction of solving such problems. The purpose of this work is to consider the existence and uniqueness of a regular positive solution to the Liouville-Gelfand problem and justify the possibility of constructing two-sided approximations to a solution. The two-sided approximations monotonically approximate the desired solution from above and below, and therefore have such an important advantage over other approximate methods that they provide an opportunity to obtain a convenient a posteriori estimate of the error of the calculations. The study of the Liouville-Gelfand problem is carried out by methods of the operator equations theory in partially ordered spaces. The mathematical model of the problem under consideration is the Dirichlet problem for a nonlinear elliptic equation with a positive parameter. The established properties of the corresponding nonlinear operator equation have given us an opportunity to obtain a condition for an input parameter, which guarantees the existence and uniqueness of the regular positive solution, as well as the possibility of constructing two-sided approximations, regardless of the domain geometry in which the problem is considered. The corresponding Liouville-Gelfand problem of the operator equation contains the Green’s function for the Laplace operator of the first boundary value problem, and therefore the condition that the input parameter satisfies also contains it. Since the Green’s function is known for a small number of relatively simple domains, Green’s quasifunction method is used to solve the problem in domains of complex geometry. We note that the Green’s quasifunction can be constructed practically for a domain of any geometry. The proposed approach allows us: a) to obtain a formula, which the parameter in the problem statement must satisfy, regardless of the domain geometry; b) for the first time, construct two-sided approximations to a solution to the Liouville-Gelfand problem; c) for the first time to obtain an a priori estimate of the solution depending on the selected value of the parameter in the problem statement. The proposed method has advantages over other approximate methods in relative simplicity of the algorithm implementation. The proposed method can be used for solving applied problems with mathematical models that are described by boundary value problems for nonlinear elliptic equations. In cases when the Green’s function is unknown or has a complex form, the application of the Green’s quasifunction method is proposed. Key words: Green’s function, Green’s quasifunction, two-sided approximations, invariant cone segment, monotone operator.
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1 Introduction

Modern science is highly interested in processes that take place in nonlinear environments. Mathematical models of these processes typically are represented by nonlinear boundary value problems of mathematical physics of the following form

\[-\Delta u = f(x, u) \quad \forall x \in \Omega \subset \mathbb{R}^N,\]

\[u > 0, \quad u|_{\partial \Omega} = 0.\]

It is important to identify among the analytical methods ones that provide specific ways of constructing the sought solution. These methods include iterative ones which are simpler than the others and can be implemented on a computer. Among the iterative methods we highlight a class of two-sided processes that approximate the sought solutions monotonically from above and below. They have such an important advantage in comparison with other approximate
methods that they place the sought solution in a "plug" at each step of the iterative process which makes it possible to obtain a posteriori error estimate of the calculations.

The aim of this paper is to prove the existence and uniqueness of the regular positive solution of the Liouville-Gelfand problem and the possibility of constructing two-sided approximations to it.

In this work we consider the boundary-value problem for the nonlinear elliptic equation in the bounded domain $\Omega \subset \mathbb{R}^N$

$$-\Delta u = \lambda e^u \quad \forall x \in \Omega, \quad u > 0, \quad u|_{\partial \Omega} = 0 \quad (\lambda > 0).$$

(1)

The equation of (1) is the stationary equation of the thermal-ignition theory at constant thermal conductivity, $u(x)$ is the temperature at the point $x$, the parameter $\lambda$ represents all the quantities that are essential for problems of the thermal-ignition theory [1].

2 Literature review

The formulation of this problem belongs to Frank-Kamenetskii [1] and Zeldovich [2]. The same problem arises in the study of prescribed curvature problems [3, 4].

If the domain $\Omega$ is the unit ball in $\mathbb{R}^N$, then by the classical result of Gidas, Ni and Nirenberg [5], all positive solutions of (1) are radially symmetric, reducing (1) to the boundary value problem

$$u'' + (N - 1)/ru' + \lambda e^u = 0, \quad r \in (0, 1),$$

$$u'(0) = u(1) = 0, \quad u(r) = u(|x|).$$

(2)

For $N = 1$ this equation was first solved by Liouville in 1853 [6], using reduction of order methods. In 1914, Bratu [7] found an explicit solution of (2) when $N = 2$. For $N = 3$ numerical progress was made in 1934 by both Frank-Kamenetskii [1] in his study of combustion theory and Chandrasekhar [8] in his study of isothermal gas stars. In 1963, Gelfand published a comprehensive paper [9] that included a review of (2) for $N = 1, 2, 3$. Approximately ten years later Joseph and Lundgren [10] determined the multiplicity of solutions for all $N$.

The problem (1) also attracted the attention of many other authors [11, 12, 13, 14]. However, they often considered (1) in fairly simple domains and found the exact solutions in cases where this was possible. In this paper we investigate a nonlinear operator equation that is equivalent to (1). The investigation is based on methods in nonlinear operator equations theory in half-ordered spaces [15, 16, 17]. This approach allows us to obtain theoretical results for almost any domain and justify the method two-sided approximations. Moreover, we impose a condition on the numerical parameter of the problem $\lambda$ and on the introduced parameter $\beta$ which is an a priori estimate of the sought solution.

3 Material and methods

The problem (1) is a particular case of a more general problem

$$-\Delta u = f(\lambda, x, u) \quad \forall x \in \Omega \subset \mathbb{R}^N,$$

$$u > 0, \quad u|_{\partial \Omega} = 0.$$

(3)
We assume that \( f(\lambda, x, u) \geq 0 \) in \( \overline{\Omega} \), \( \lambda > 0 \). It is known \([15, 16, 17]\) that \((3)\) is equivalent to the operator equation in the class of continuous functions in \( \Omega \)

\[
u (x) = \int_{\Omega} G(x, s) f(\lambda, s, u(s)) \, ds, \tag{4}\]

where \( G(x, s) \) is a Green’s function of the operator \( \Delta \) of the Dirichlet problem in the domain \( \Omega, x = (x_1, \ldots, x_N), s = (s_1, \ldots, s_N) \).

Let \( A(\lambda, u) \) be an operator with the domain \( D(A) = K \)

\[
A(\lambda, u) = \int_{\Omega} G(x, s) f(\lambda, s, u(s)) \, ds,
\]

where \( K \) is a cone of nonnegative functions in the space \( C(\Omega) \).

We will investigate questions related to the positive solutions of \((1)\) and hence the equivalent operator equation \((4)\) using methods in nonlinear operator equations theory in half-ordered spaces. Let us give some definitions and main conclusions of this theory \([15, 16, 17]\).

**Definition 1** Let \( E \) be a real Banach space. A convex closed set \( K \subset E \) is called a cone if \( au \in K \) (\( a \geq 0 \)) and \(-u \notin K\) follows from \( u \in K, u \neq 0 \).

Using the cone \( K \) in \( E \) we introduce a half-order as follows:

\( u < v, \text{ if } v - u \in K, \quad u, v \in E. \)

**Definition 2** The cone \( K \) is called normal if there exists an \( N(K) \) such that \( \|u\| \leq N(K) \|v\| \) for \( 0 < u < v \).

It is known \([15]\) that the cone of non-negative functions is normal in the space \( C(\Omega) \).

**Definition 3** An operator \( A \) is positive if \( AK \subset K \).

**Definition 4** An operator \( A \) is monotone on the set \( T \subset E \) if \( Au \leq Av \) follows from \( u \leq v \) (\( u, v \in T \)).

**Definition 5** A positive operator in \( K \) is called concave if there exists a fixed non-zero element \( u_0 \in K \) such that for any non-zero \( u \in K \)

\[
B_1(u)u_0 \leq Au \leq B_2(u)u_0
\]

where \( B_1 > 0, B_2 > 0 \), and also \( \forall t \in (0, 1) \)

\[
A(tu) \geq tAu.
\]  \( \tag{5} \)

**Definition 6** A concave operator \( A \) is called \( u_0 \)-concave if \((5)\) is replaced by a stronger condition: \( \forall t \in (0, 1) \) there exists an \( \eta(u, t) > 0 \) such that

\[
A(tu) \geq (1 + \eta) \ t(Au).
\]
Definition 7 A collection of elements \( \langle v_0, w_0 \rangle = \{ u : v_0 \leq u \leq w_0 \} \) is called the conical interval.

Definition 8 A conical interval \( \langle v_0, w_0 \rangle \) is called invariant for a monotone operator \( A \) if \( A \) transforms \( \langle v_0, w_0 \rangle \) into itself, that is \( Av_0 \geq v_0, Aw_0 \leq w_0 \).

The following theorems hold.

Theorem 1 [15, Theorem 4.1]. It suffices for the existence, for the monotone operator \( A \), of at least one fixed point that there exists an invariant conical interval and that the cone \( K \) is normal and the operator \( A \) is completely continuous.

Theorem 2 [15, Theorem 4.4]. Let \( A \) be a monotone operator on the invariant conical interval \( \langle v_0, w_0 \rangle \) and has the unique fixed point \( u^* \) in \( \langle v_0, w_0 \rangle \). Let \( K \) be a normal cone and the operator \( A \) be completely continuous. Then successive approximations

\[
v_n = Av_{n-1}, \quad w_n = Aw_{n-1}, \quad n = 1, 2, \ldots,
\]

converge in the norm of the space \( C(\bar{\Omega}) \) to the exact solution \( u^* \) of (3), whatever the initial approximation \( \tilde{u} \in \langle v_0, w_0 \rangle \) is.

Remark 1 From the uniqueness of the fixed point it follows that the limits of (6) coincide.

If \( A(\lambda, u) = \lambda Au \), the following theorem holds.

Theorem 3 [15, Theorem 6.3]. If the operator \( A \) is \( u_0 \)-concave and monotone, then the equation \( u = \lambda Au \) does not have two distinct non-zero solutions in the cone \( K \) for any value of the parameter \( \lambda \).

Let us investigate the properties of the operator that corresponds to (1)

\[
A(\lambda, u) = \lambda \int_{\Omega} G(x, s) e^{u(s)} ds, \quad D(A) = K.
\] (7)

It is obvious that the operator \( A \) is monotone, since \( u_1 \leq u_2 \) is followed by \( Au_1 \leq Au_2 \). In addition, the operator \( A \) is completely continuous in the cone \( K \) [16, 17].

Let us build the invariant conical interval \( \langle v_0, w_0 \rangle \subset K \). We put \( u = v_0 = 0 \) in (7) and build the element \( v_1 = \lambda \int_{\Omega} G(x, s) e^{v_0(s)} ds = \lambda \int_{\Omega} G(x, s) ds \geq v_0 = 0 \). Having \( v_1 \), we build the element \( v_2(x) = \lambda \int_{\Omega} G(x, s) e^{v_1(s)} ds \geq v_1 \). Continuing this process, we obtain the relations

\[
0 = v_0 \leq v_1 \leq v_2 \leq \cdots \leq v_n.
\]

If for any \( x \in \Omega \) we have \( v_0 = w_0 = \beta = \text{const} > 0 \) in (7) we obtain the element

\[
w_1 = \lambda \int_{\Omega} G(x, s) e^{w_0(s)} ds = \lambda e^\beta \int_{\Omega} G(x, s) ds.
\]

The parameters \( \lambda \) and \( \beta \) are chosen in such a way that \( w_1 \leq w_0 = \beta \) which leads to the condition \( \lambda e^\beta \int_{\Omega} G(x, s) ds \leq \beta \forall x \in \Omega \). It now follows that

\[
\max_{x \in \Omega} \int_{\Omega} G(x, s) ds \leq \frac{1}{\lambda} \beta e^{-\beta}.
\] (8)
Building the elements $w_i$ is similar to the process for $v_i$. We obtain the inequalities

$$0 = v_0 \leq v_1 \leq \cdots \leq v_n \leq \cdots \leq w_n \leq \cdots \leq w_1 \leq w_0 = \beta,$$

therefore the conical interval $\langle v_0, w_0 \rangle = (0, \beta)$ is invariant for the operator $A(\lambda, u)$.

In order to prove the concavity of the operator $A$ we use Definition 5. We compose

$$A(\lambda, tu) - tA(\lambda, u) = \lambda \int_{\Omega} G(x,s) \left(e^{tu(s)} - te^{u(s)}\right) ds.$$

It suffices for this difference to be nonnegative that $e^{tu} \geq te^u \forall t \in (0,1)$, $u > 0$, whence $tu \geq \ln t + u$, or $u(t - 1) \geq \ln t$, or since $t \in (0,1)$, $u \leq \frac{\ln t}{t - 1}$. Let $\varphi$ denote the function $\varphi(t) = \frac{\ln t}{t - 1}$, $0 < t < 1$. Since $\varphi(+0) = \lim_{t \to +0} \varphi(t) = +\infty$, $\varphi(1 - 0) = \lim_{t \to 1 - 0} \varphi(t) = \lim_{t \to 1 - 0} \frac{\ln t}{t - 1} = 1$, it follows that the sought solution $u^*(\lambda, x)$ of (1) satisfies the condition $0 < u^*(\lambda, x) < 1$, which coincides with the results of Frank-Kamenetskii [1]. Let $u_0$ be $u_0(x) = \int G(x,s) ds$. Then since $u \in \langle v_0, w_0 \rangle$ it follows that the inequalities (5) are satisfied.

In order to prove the $u_0$-concavity of the operator $A$, where $u_0(x) = \int G(x,s) ds$, we compose the difference

$$A(\lambda, tu) - (1 + \eta) tA(\lambda, u) = \lambda \int_{\Omega} G(x,s) \left(e^{tu(s)} - (1 + \eta) te^{u(s)}\right) ds.$$

It suffices for this difference to be nonnegative that $e^{tu} - (1 + \eta) te^u \geq 0 \forall t \in (0,1)$, $u > 0$, whence it follows that $0 < \eta(u,t) \leq \frac{e^{tu} - te^u}{te^u}$, which proves the $u_0$-concavity of the operator $A$. Thus, we have just proved the following theorem.

**Theorem 4** The problem (1) has the unique nonnegative regular solution $u^* \in C(\bar{\Omega})$ in the cone segment $\langle v_0, w_0 \rangle$, $v_0 = 0$, $w_0 = \beta$ which can be constructed with two-sided approximations according to the scheme

$$v_n(x) = \lambda \int_{\Omega} G(x,s) e^{v_{n-1}(s)} ds, \quad n = 1, 2, \ldots,$$

$$w_n(x) = \lambda \int_{\Omega} G(x,s) e^{w_{n-1}(s)} ds, \quad n = 1, 2, \ldots$$

(9)

which converge uniformly to the sought solution if $\lambda$ and $\beta$ satisfy (8).

**Remark 2** It follows from Theorem 3 that (1) does not have two distinct nonnegative regular solutions for any value of the parameter $\lambda$ in the cone $K$.

Now we prove the following theorem which has a direct relation to (1) using the technique of proving a similar theorem in [18].

**Theorem 5** Let operator $A(\lambda, u)$ be monotone and concave for each $\lambda > 0$ and monotonically increasing for each $u \in K$ with respect to $\lambda$ and satisfy the condition

$$A(t\lambda, u) \leq \frac{1}{t} A(\lambda, u), \quad t \in (0,1].$$

(10)

Let $u_1$ and $u_2$ be positive solutions of the equation $u = A(\lambda, u)$ which correspond to two distinct values $\lambda_1$ and $\lambda_2$, $\lambda_1 < \lambda_2$. Then $u_1 < u_2$. 

Вестник КазНУ. Серия математика, механика, информатика №3(99) 2018
Proof. Suppose that it follows from $\lambda_1 < \lambda_2$ that $u_1 > u_2$. Let $\tau_0$ be the maximum constant such that $\tau_0 u_1 \leq u_2$ and $t u_1 \geq u_2$ if $t > \tau_0$, $t \in (0, 1]$. Obviously, $\tau_0 \in (0, 1]$. According to the statement of the theorem we have $u_2 = A(\lambda_2, u_2) \geq [\text{since } u_2 \geq \tau_0 u_1] \geq A(\lambda_2, \tau_0 u_1) \geq *$. It follows from the operator $A$ concavity in the variable $u$ that the inequality (5) can be rewritten as: $A(\lambda_2, \tau_0 u_1) \geq \tau_0 A(\lambda_2, u_1)$ since $\tau_0 \in (0, 1)$, and therefore we have

$$* \geq \tau_0 A(\lambda_2, u_1) = \tau_0 A \left( \frac{\lambda_2}{\lambda_1} \lambda_1, u_1 \right) \geq [\text{(10)}] \geq \tau_0 \lambda_2 \frac{\lambda_2}{\lambda_1} A(\lambda_1, u_1) = \tau_0 \frac{\lambda_2}{\lambda_1} u_1.$$ 

Thus, we have obtained that $u_2 \geq \tau_0 \frac{\lambda_2}{\lambda_1} u_4$. Further, it follows from the maximality of the constant $\tau_0$ that $\frac{\lambda_2}{\lambda_1} \leq 1$ or $\frac{\lambda_2}{\lambda_1} \leq 1$ which contradicts the assumption $\lambda_1 < \lambda_2$. This completes the proof of the theorem.

Now we show that all conditions of Theorem 5 are satisfied with respect to (1). The monotonicity and concavity of the operator $A(\lambda, u)$ of the form (7) are shown at the beginning of this section. Assume that $\lambda_1 < \lambda_2$, it follows that $A(\lambda_1, u) - A(\lambda_2, u) = (\lambda_1 - \lambda_2) \int_\Omega G(x, s) e^{u(x)} ds < 0$, that is, the operator $A$ is increasing in the variable $\lambda$

**∀u ∈ K.** Next, we compose the difference $A(t\lambda, u) - \frac{1}{t} A(\lambda, u) = \frac{\lambda^{(t-1)}}{t} \int_\Omega G(x, s) e^{u(x)} ds \leq 0$

**∀t ∈ (0, 1],** which proves (10). Thus, two different values $\lambda_1$ and $\lambda_2$, $\lambda_1 < \lambda_2$, correspond to two positive solutions $u_1$ and $u_2$, having $u_1 < u_2$.

4 Results and discussion

Computational experiments for (1) are conducted in four domains for different values of the parameter $\lambda$ and the corresponding values of the parameter $\beta$.

For the domain $\Omega_1 = \{(x_1, x_2) \mid 1 - x_1^2 - x_2^2 > 0\}$ the maximum value of $\lambda^*$ which satisfies (8) is $\lambda^* = 1.47151$, the corresponding value of $\beta$ is $\beta = 0.99999$.

For the domain $\Omega_2 = \{(x_1, x_2) \mid x_2 (1 - x_1^2 - x_2^2) > 0\}$ the maximum value of $\lambda^*$ which satisfies (8) is $\lambda^* = 3.79257$ with $\beta = 0.99999$. Table 1 lists the values of $w_{11}(x)$ (in the numerator) and $v_{11}(x)$ (in the denominator) at the points of $\Omega_2$ with the polar coordinates $(\rho_i, \varphi_j)$, where $\rho_i = 0.2i$, $\varphi_j = \frac{\pi j}{5}$, $i = 0, 5$, $j = 0, 5$ (the values in the other quarter are symmetric). Figure 1 and 2 show the surface and the level lines of the approximate solution $w_{11}(x)$ respectively and Figure 3 shows the graphs of $w_n(0, x_2)$ (solid line) and $v_n(0, x_2)$ (dashed line) for $n = \sqrt{5}$.

For the domain $\Omega_3 = \{(x_1, x_2) \mid (1 - x_1^2)(1 - x_2^2) > 0\}$ the maximum value of $\lambda^*$ which satisfies (8) is $\lambda^* = 1.24704$ with $\beta = 0.99999$. Table 2 lists the values of $w_{11}(x)$ (in the numerator) and $v_{11}(x)$ (in the denominator) at the points of $\Omega_3$ with coordinates $(-1 + 0.2i, -1 + 0.2j)$, where $i = 0, 5$, $j = 0, 5$ (the values in the other quarters are symmetrical).

The dependency of the norm $\|u_n\|$ in the space $C(\Omega_i)$, $i = \sqrt{3}$ from $\lambda$ is shown in Figure 4 in the form of graphs for $\Omega_1$ (solid line), $\Omega_2$ (dashed line) and $\Omega_3$ (dotted line), where $u_n = \frac{v_n + w_n}{2}$.

Hence it follows that if $\lambda$ tends to zero then the desired solution $u(x)$ tends to zero too.

Since the Green’s function is known for several fairly simple domains we apply the Green’s quasifunction method for the solution of (3) in the regions $\Omega_2$ and $\Omega_3$ and compare the results.
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Table 1: The values of $w_{11}(x)$ and $v_{11}(x)$ at the points of $\Omega_2$

| $\rho$ | $\varphi = \frac{\pi}{10}$ | $\varphi = \frac{\pi}{5}$ | $\varphi = \frac{2\pi}{5}$ | $\varphi = \frac{3\pi}{5}$ | $\frac{\pi}{2}$ |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0     | 0               | 0               | 0               | 0               | 0               |
| 0.2   | 0.12494         | 0.22831         | 0.30383         | 0.34954         | 0.36482         |
| 0.4   | 0.21457         | 0.36929         | 0.47301         | 0.53271         | 0.55213         |
| 0.6   | 0.23401         | 0.37849         | 0.46710         | 0.51620         | 0.53179         |
| 0.8   | 0.16504         | 0.24750         | 0.29450         | 0.31992         | 0.32787         |
| 1     | 0               | 0               | 0               | 0               | 0               |

Figure 1: The surface of $w_{11}(x)$

with those obtained according to the scheme (9).

The essence of the Green’s quasifunction method in Rvachev’s interpretation [19] (for linear partial differential equations) with our adjustments for nonlinear partial differential equations [20, 21, 22] consists in the transition from the boundary value problem (1) to the equivalent nonlinear integral equation

$$u(x) = \int_{\Omega} G_q(x, s) \lambda e^{u(s)} ds + \int_{\Omega} u(s) K(x, s) ds,$$

where

$$G_q(x, s) = \frac{1}{2\pi} \left( \ln \frac{1}{r} - \zeta(x, s) \right), \quad \zeta(x, s) = -\frac{1}{2} \ln \left( r^2 + 4\omega(x, s) \right),$$
Figure 2: The level lines of $w_{11}(x)$

Figure 3: The graphs of $w_n(0, x_2)$ (solid line) and $v_n(0, x_2)$ (dashed line) for $n = 0.5$

Table 2: The values of $w_{11}(x)$ and $v_{11}(x)$ at the points of $\Omega_2$

| $x_1$ | $x_2$ | $x_1$ | $x_2$ | $x_1$ | $x_2$ | $x_1$ | $x_2$ |
|-------|-------|-------|-------|-------|-------|-------|-------|
| -1    | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| -1    | 0.08458 | 0.13846 | 0.17550 | 0.19564 | 0.20311 |
| -0.8  | 0.08457 | 0.13845 | 0.17549 | 0.19562 | 0.20310 |
| -0.6  | 0.13846 | 0.23664 | 0.30471 | 0.34332 | 0.35683 |
| -0.4  | 0.13845 | 0.23662 | 0.30468 | 0.34328 | 0.35679 |
| -0.2  | 0.17550 | 0.30471 | 0.39602 | 0.44870 | 0.46700 |
| 0     | 0.17549 | 0.30468 | 0.39598 | 0.44865 | 0.46695 |
| 0     | 0.19564 | 0.34332 | 0.44870 | 0.51022 | 0.53146 |
| 0     | 0.19562 | 0.34328 | 0.44865 | 0.51016 | 0.53140 |
| 0     | 0.20311 | 0.35683 | 0.46700 | 0.53146 | 0.55376 |
| 0     | 0.20310 | 0.35679 | 0.46695 | 0.53140 | 0.55370 |

\[ K(x, s) = -\frac{1}{2\pi} \Delta_s \zeta(x, s), \]
Figure 4: The dependency of the norm $\|u_n\|$ from $\lambda$ for $\Omega_1$ (solid line), $\Omega_2$ (dashed line) and $\Omega_3$ (dotted line) for $\Omega \subset \mathbb{R}^2$ and

$$G_q(x,s) = \frac{1}{4\pi} \left( \frac{1}{r} - \zeta(x,s) \right), \quad \zeta(x,s) = (r^2 + 4\omega(x)\omega(s))^{-\frac{1}{2}},$$

$$K(x,s) = -\frac{1}{4\pi} \Delta_s \zeta(x,s),$$

for $\Omega \subset \mathbb{R}^3$. Also in both cases

$$r = |x-s|; \quad \Delta_s = \sum_{i=1}^{N} \frac{\partial^2}{\partial s_i^2}, \quad s \in \Omega \subset \mathbb{R}^N; \quad \omega(x) = \begin{cases} >0 & \forall x \in \Omega, \\ 0 & \forall x \in \partial \Omega. \end{cases}$$

We use the method of successive approximations in Svirsky’s interpretation [23] to construct an approximate solution of (11) which leads us to a sequence of linear integral equations

$$u_{n+1}(x) - \int_{\Omega} u_{n+1}(s) K(x,s) ds = \int_{\Omega} G_q(x,s) \lambda e^{u_n(s)} ds, \quad n = 1, 2, \ldots,$$

where we put $u_1(x) = 0$.

Each of these equations can be solved by the Bubnov-Galerkin method [23]. We obtain the following sequence of approximate solutions

$$u_n(x) = \sum_{i=1}^{k} c_{n,i} \phi_i(x), \quad n = 1, 2, \ldots,$$

where $\{\phi_i(x)\}_{i=1}^{k}$ is a coordinate sequence, $c_{n,i}$ ($i = 1, k$, $n = 2, 3, \ldots$) is a solution of a system of linear algebraic equations

$$\sum_{i=1}^{k} c_{2,i} \left[ \int_{\Omega} \phi_i(x) \phi_j(x) dx \right] - \int_{\Omega} \int_{\Omega} K(x,s) \phi_i(s) \phi_j(x) ds dx =$$
coordinates \((\beta = 0, \lambda)\) parameter symmetric.

We use the Legendre polynomials which are orthogonal on the segment \([-1, 1]\) to construct the coordinate sequence

\[
P_i(z) = \frac{1}{2^i i!} \frac{d^i}{dz^i} (z^2 - 1)^i, \quad z \in \mathbb{R}.
\]

For the domain \(\Omega_2 = \{(x_1, x_2) | x_2 (1 - x_1^2 - x_2^2) > 0\}\), \(\lambda^* = 3.79257\) and \(\beta = 0.99999\)

Table 3 lists the values of \(u_n(x)\) for \(n = 10\) at the points of \(\Omega_2\) with the polar coordinates \((\rho_i, \varphi_j)\), where \(\rho_i = 0.2i, \varphi_j = \frac{\pi j}{10}, i = 0, 5, j = 0, 5\) (the values in the other quarter are symmetric).

| \(\rho\) | \(\frac{\pi}{10}\) | \(\frac{\pi}{5}\) | \(\frac{3\pi}{10}\) | \(\frac{2\pi}{5}\) | \(\frac{\pi}{2}\) |
|---|---|---|---|---|---|
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0.2 | 0.12847 | 0.23407 | 0.31131 | 0.35798 | 0.37355 |
| 0.4 | 0.21253 | 0.37045 | 0.47570 | 0.53492 | 0.55393 |
| 0.6 | 0.22795 | 0.37949 | 0.47028 | 0.51744 | 0.53199 |
| 0.8 | 0.15910 | 0.25238 | 0.30189 | 0.32573 | 0.33292 |
| 1 | 0 | 0 | 0 | 0 | 0 |

For the domain \(\Omega_3 = \{(x_1, x_2) | (1 - x_1^2)(1 - x_2^2) > 0\}\), \(\lambda^* = 1.24704\) and \(\beta = 0.99999\)

Table 4 lists the values of \(u_n(x)\) for \(n = 10\) at the points of \(\Omega_3\) with coordinates \((-1 + 0.2i, -1 + 0.2j)\), where \(i = \frac{\pi}{5}, j = \frac{\pi}{5}\) (the values in the other quarters are symmetric).

Now we apply the Green’s quasifunction method to (3) for the domain \(\Omega_4 = \{(x_1, x_2) | 1 - x_1^2 - x_2^2 > 0\}\). We use the inequality \(\lambda < \frac{\beta e^{-\beta}}{\max_{x \in \partial \Omega_2} G(x,s)}\) to select the values of the parameter \(\lambda\), where \(\Omega_3\) is the smallest square containing \(\Omega_4\). Hence we have \(\lambda^* = 1.24704, \beta = 0.99999\). Table 5 lists the values of \(u_n(x)\) for \(n = 9\) at the points of \(\Omega_4\) with polar coordinates \((\rho_i, \varphi_j)\), where \(\rho_i = 0.2i, \varphi_j = \frac{\pi j}{10}, i = 0, 5, j = 0, 5\) (the values in the other quarters are symmetric).

In contrast to the authors who solved the Liouville-Gelfand problem in some rather simple domains and for the most part found solutions in cases where the equations of the problem could be reduced to an ordinary differential equation, in our work we propose a technique for finding a regular solution in almost any domain. However, it should be noted that we have not considered the solutions multiplicity, but proved the existence and uniqueness of a regular solution of (1).
Table 4: The values of $u_n(x)$ for $n = 10$ at the points of $\Omega_3$

| $x_1$ | -1 | -0.8 | -0.6 | -0.4 | -0.2 | 0 |
|-------|----|------|------|------|------|---|
| $x_2$ | 0  | 0   | 0   | 0   | 0   | 0 |


| $x_1$ | -0.8 | 0.07651 | 0.13407 | 0.17415 | 0.19778 | 0.20559 |
|-------|------|--------|--------|--------|--------|--------|
| $x_2$ | 0    | 0.13406 | 0.23487 | 0.30502 | 0.34638 | 0.36004 |

| $x_1$ | -0.4 | 0.17411 | 0.30500 | 0.39605 | 0.44971 | 0.46744 |
|-------|------|--------|--------|--------|--------|--------|
| $x_2$ | 0    | 0.19772 | 0.34632 | 0.44969 | 0.51060 | 0.53071 |

| $x_1$ | 0    | 0.20553 | 0.35998 | 0.46741 | 0.53071 | 0.55161 |
|-------|------|--------|--------|--------|--------|--------|

Table 5: The values of $u_n(x)$ for $n = 9$ at points of $\Omega_4$

| $\varphi$ | $\pi/10$ | $\pi/5$ | $3\pi/10$ | $2\pi/5$ | $\pi/2$ |
|-----------|----------|---------|----------|---------|---------|
| $\rho$    | 0        | 0.50295 | 0.50295  | 0.50295 | 0.50295 |
|           | 0.2      | 0.48881 | 0.48883  | 0.48885 | 0.48885 |
|           | 0.4      | 0.44608 | 0.44621  | 0.44636 | 0.44621 | 0.44611 |
|           | 0.6      | 0.36934 | 0.37146  | 0.37444 | 0.37140 | 0.36930 |
|           | 0.8      | 0.23022 | 0.24560  | 0.26746 | 0.26739 | 0.24544 | 0.23008 |
|           | 1        | --      | 0.04938  | 0.11977 | 0.11966 | 0.04927 | -- |

5 Conclusion

In this paper we have proven the possibility of constructing of two-sided approximations to regular positive solutions of the Liouville-Gelfand problem. We have obtained the conditions that guarantee the convergence of the two-sided iterative process. Constructing the cone segment $\langle v_0, w_0 \rangle$, we have obtained an a priori estimate of the sought solution $u^*$, since $v_0 \leq u^* \leq w_0$. The obtained two-sided approximations to the solution of the problem makes it possible to make a posteriori conclusions.

One of the advantages of the applied method in comparison with others is the relatively simple algorithm in terms of implementation.

We note that for the first time we have constructed two-sided approximations for the Liouville-Gelfand problem in certain domains for which Green’s function of the problem is known. We propose to use Green’s quasifunction method in case of complex domains where Green’s function is unknown. We have improved the method to solve boundary value problems for nonlinear elliptic equations. The above-mentioned represents the scientific novelty of the results.

The practical value lies in the fact that this approach can be used to find solutions to applied problems with mathematical models represented by boundary value problems for nonlinear elliptic equations.
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