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Abstract

Background: There is increasing evidence that pre-frailty manifests as early as middle age. Understanding the factors contributing to an early trajectory from good health to pre-frailty in middle aged and older adults is needed to inform timely preventive primary care interventions to mitigate early decline and future frailty.

Methods: A cohort of 656 independent community dwelling adults, aged 40–75 years, living in South Australia, undertook a comprehensive health assessment as part of the Inspiring Health cross-sectional observational study. Secondary analysis was completed using machine learning models to identify factors common amongst participants identified as not frail or pre-frail using the Clinical Frailty Scale (CFS) and Fried Frailty Phenotype (FFP). A correlation-based feature selection was used to identify factors associated with pre-frailty classification. Four machine learning models were used to derive the prediction models for classification of not frail and pre-frail. The class discrimination capability of the machine learning algorithms was evaluated using area under the receiver operating characteristic curve (AUC), sensitivity, specificity, precision, F1-score and accuracy.

Results: Two stages of feature selection were performed. The first stage included 78 physiologic, anthropometric, environmental, social and lifestyle variables. A follow-up analysis with a narrower set of 63 variables was then conducted with physiologic factors associated with the FFP associated features removed, to uncover indirect indicators connected with pre-frailty. In addition to the expected physiologic measures, a range of anthropometric, environmental, social and lifestyle variables were found to be associated with pre-frailty outcomes for the cohort. With FFP variables removed, machine learning (ML) models found higher BMI and lower muscle mass, poorer grip strength and balance, higher levels of distress, poor quality sleep, shortness of breath and incontinence were associated with being classified as pre-frail. The machine learning models achieved an AUC score up to 0.817 and 0.722 for FFP and CFS respectively for predicting pre-fraility. With feature selection, the performance of ML models improved by up to + 7.4% for FFP and up to + 7.9% for CFS.

Conclusions: The results of this study indicate that machine learning methods are well suited for predicting pre-frailty and indicate a range of factors that may be useful to include in targeted health assessments to identify pre-fraility in middle aged and older adults.
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Background

Frailty is a geriatric syndrome associated with impairments to multiple interrelated physiological systems. It results in decreased resilience, increased vulnerability to stressors [1, 2], poorer health outcomes [3] and increased morbidity and mortality [4]. It is preceded by pre-frailty, a transitional period where individuals are at a greater...
risk of hospitalization, disability and death, but are more likely to return to good health than those who've already progressed to a frail state [4].

In Australia, approximately 50% of people aged 65 years and older are classified as pre-frail [5]. As the average lifespan increases and the population ages, the number of Australians at risk of becoming pre-frail or frail also rises, contributing to significant morbidity and mortality, as well as increased health care costs [6]. This trend is occurring globally. A recent systematic review found there was a high risk of frailty and pre-frailty in community dwelling adults across 28 countries [7].

Although frailty is often associated with older age it is not a natural or inevitable consequence of growing older [8]. Frailty results from cumulative exposures across the life course [9], so while the prevalence of frailty increases exponentially across the adult lifespan, the precursors can manifest before middle age [10]. During the pre-frailty period there is an opportunity to intervene to reduce adverse outcomes, but early indicators of a transition into frailty are often detected too late [11, 12].

Known physiological factors contribute to pre-frailty and frailty, but the impact of environmental, social and modifiable lifestyle factors on ageing trajectories is less established [13, 14]. A better understanding of the inter-related risk factors contributing to pre-frailty will provide insight to develop more effective primary health care interventions to delay or prevent adverse decline and improve the health and independence of people as they age [15]. There is a growing interest amongst policymakers and health care services to recognise determinants associated with becoming frail earlier and provide preventative interventions [16]. There is some evidence to show the effectiveness of programs to reverse pre-frailty [4]. Strategies to reliably identify and intervene in early stages of pre-frailty will assist community dwelling adults to preserve their independence for longer [6].

Broadly, tools used for early identification of frailty indicators include objective performance-based measures of physical function, such as the Fried Frailty Phenotype (FFP) [17], subjective clinical classifications, such as the Clinical Frailty Scale (CFS) [18], and self-report measures, such as the Edmonton Frail Scale [19]. Historically these tools were utilized with older people after admission to hospitals or residential facilities, but more recently, they have been validated for identifying pre-frailty indicators in middle-aged, community dwelling adults [20].

Increased screening of environmental, social and lifestyle factors contributing to frailty and pre-frailty amongst middle-aged individuals will assist in developing more accurate modelling of predictors of frailty, more efficient clinical practice guidelines, better targeted health care policy for older people, and improved predictions of health service use patterns. However, further investigation of the validity of pre-frailty criteria measures is needed to determine the applicability for people younger than 65 years.

This study investigates physiological, anthropomorphic, environmental, social and lifestyle factors that may be associated with pre-frailty outcomes, using machine learning (ML) approaches. ML is a well-known computational technique that offers a means to construct accurate and reliable prediction tools, and to identify the key indicators contributing to the risk of pre-frailty and frailty. ML is a branch of artificial intelligence that is used for data analysis and comprises of numerous algorithms capable of learning from the data, identifying patterns and transforming data into knowledge with minimal or no human intervention [21].

Based on the outcomes of a comprehensive set of health assessments, four of the most popular ML algorithms were used to identify differences amongst individuals classified as not frail and pre-frail using the CFS [18] and FFP [17].

**Methods**

**Study design, participants, and features**

The Inspiring Health study population comprised of 656 volunteers aged 40–75 years, living independently in one large Australian metropolitan city. The cohort included more women than men (66.8% women) and the average age was 59.9 years (SD 10.6). Details of the participant demographics, study recruitment, inclusion and exclusion criteria, and methodology for data collection has been published previously [15]. Health assessments were performed in accordance with relevant guidelines and regulations.

Participants completed online surveys assessing mental, social and physical health, medical history and health behaviours; and attended an extensive health assessment session to collect objective measures of anthropometry and physiological measures. A complete list of the health assessments collected as part of the Inspiring Health study, and the management of these assessments have been reported [15].

A summary of the cohort characteristics, health measures and assessments used in the analysis is outlined below (Table 1). A detailed description of how these features were defined is also provided in Additional file 1: Appendix A.

**Outcome measures**

The outcome measures used to categorise not frail and pre-frailty was the CFS and FFP. As it was possible to collect objective measures of physical function,
self-reported measures of frailty were not collected in this project. Used exclusively by trained health professionals, the CFS categorises individuals across a nine-point scale: Very Fit (1), Well (2), Managing well (3), Vulnerable (4), Mildly frail (5), Moderately Frail (6), Severely Frail (7), Very Severely Frail (8), and Terminally Ill (9) [18]. The first six CFS categories were used for the Inspiring Health assessments: very fit, well, managing well, vulnerable, mildly frail, and moderately frail. Due to small numbers in each category and for simple implementation and analysis, individuals identified as ‘very fit’ and ‘well’ were categorised as not frail, and those considered to be ‘managing well’ and ‘vulnerable’ were categorised as pre-frail. Individuals categorised as ‘mildly frail’ and ‘moderately frail’ were categorised as frail and excluded from the subsequent analysis. This classification of pre-frailty was in part determined by a recent guide from the CFS developers which expands on the definitions of the managing well and vulnerable categories. Managing well includes people with controlled medical problems who are inactive, and the vulnerable category (now renamed to be ‘living with very mild frailty’) includes people who experience symptoms that limit their activities [22]. These categories have been interpreted to equate to an indication of pre-frailty.

The second outcome measure, the FFP, assesses individuals on five criteria [17]:

1. Self-reported unintended weight loss of 4.5 kg or 5% of body mass in the last year.
2. Self-reported exhaustion, reporting most or all of the time in response to the question: “About how often did you feel tired out for no good reason?”
3. Self-reported low levels of physical activity (less than the median recommended amount of time spent walking per week, and no moderate or vigorous intensity physical activity each week)
4. Observed slower than standardised values of Australians gait speed, measured using the individual 6MWT
5. Observed sitting dominant handgrip strength below 10th percentile normative values (derived from British population studies)

Participants who scored 0 on the FFP scale were categorised as not frail. If they met 1 or 2 criteria; they were categorised as pre-frail. Due to low numbers, individuals who scored 3 or greater were excluded as frail.

Missing values, final participant numbers, features and outcome measures
Out of the original 656 participants, 25 individuals were removed from the cohort due to missing outcome data (either FFP or CFS). This led to a sample of 631 (656 – 25) participants. In addition, as the frailty numbers were very small (n = 15), individuals categorised as frail according to the FFP would be underrepresented in the final analysis.

Table 1: Details of cohort characteristics, health measures and health assessments

| Demographics, environment and social factors | Physiological measures | Medical history |
|----------------------------------------------|------------------------|----------------|
| • Age                                        | • Audio test           | • Current health conditions |
| • Community participation                    | • Balance (8 features) | • Distress (2 features) |
| • Education level                            | • Blood pressure (2 features) | • Emergency department visits |
| • Gender                                     | • Cognition test       | • History of falls |
| • Housing type                               | • Current pain         | • Hospitalisations |
| • Employment status                          | • Dental health (4 features) | • Medications/supplements |
| • Income source                              | • Dexterity            | • Near falls |
| • Living arrangements                        | • Dizziness            | • Recent surgery |
| • Marital status/partnerships                | • Fatigue              | • Unintentional weight loss |
| • Pet ownership                              | • Foot sensation       |                             |
| • Postcode                                   | • Functional movement  |                             |
| • Mode of transport                          | • Grip strength (6 features) |                             |
| Lifestyle factors                            | • Reflex test          |                             |
| • Alcohol consumption (2 features)           | • Hearing test         |                             |
| • Current smoking                            | • Lung health (2 features) |                             |
| • Diet quality                               | • Pelvic floor health  |                             |
| • Physical activity level (9 features)       | • Sleep quality        |                             |
|                                              | • Stair climbing       |                             |
|                                              | • 6 Minute Walk Test (6MWT) |                             |


Anthropometry
• Body Mass Index (BMI)
• Fat mass
• Hip circumference
• Muscle mass
• Waist circumference

Lifestyle factors
• Alcohol consumption (2 features)
• Current smoking
• Diet quality
• Physical activity level (9 features)
to the FFP (identified as exhibiting 3 or more of the criteria for frailty) were removed that from the analysis. This resulted in 616 (631—15) participants for the analysis. For CFS, the number of individuals in each category were: not frail \((n=446)\), pre-frail \((n=170)\), and for FFP: not frail \((n=378)\), pre-frail \((n=238)\).

The dataset contains 79 input features in addition to the two outcome measures (CFS and FFP). One input variable (employment status) was excluded from the analysis due to greater than 50% missing data. Missing values for the remaining 78 features were imputed using missRanger algorithm which predicts both continuous and categorical missing values using Random Forest algorithm trained on the observed data [23].

### Feature selection

Not all features have significant class discrimination information, and using multivariate high dimensional data is computationally expensive. Feature selection methods can help to remove the irrelevant and redundant features. This could reduce the computational time and improve classification performance. In this study, a popular feature selection method was used: correlation-based feature selection with best fit search method [24]. This feature selection finds the feature subset that shows high correlation with the class label and less correlation with other features. It ignores the irrelevant and redundant features. The selected features were ranked using random forest algorithm according to their contribution to classification.

### Machine learning models

There are three forms of ML: supervised, unsupervised and reinforcement. Supervised models utilise training data with inputs and the desired output labels, while unsupervised models use data without output labels. Reinforcement learning is based on the analysis of past outcomes and feedback. In this study, four widely accepted supervised ML models were used: logistic regression (LR) [25], linear discriminant analysis (LDA) [26], support vector machine with Radial Basis Function (SVM) [27], and random forest (RF) [28]. LR and LDA are two linear classification methods while SVM and RF are more sophisticated ML models that support nonlinear relationships. Most modern deep learning models could not be used for this analysis due to the relatively small size of the dataset.

LR uses a simple classification approach that uses a linear equation with one or more independent features to predict a binary dependent variable. The predicted values are mapped to probabilities using the sigmoid function. LDA finds the orientation vector that maximizes the distance between the two classes after standardizing for within class variance. SVM classifiers determine the optimal separating hyperplane that separates the data into 2 classes with maximum distance margin between both classes. Lastly, RF, a popular ensemble classification method, combines multiple learning algorithms to achieve better performance. RF builds large number of individual decision trees and obtain vote from each tree and classifies the data using majority vote.

### Software

The experimental codes were implemented using Python, RStudio and Weka. Missing data imputation was done in the R 3.6.1 using the missRanger package. Feature selection done in Weka using weka.attributeSelection method, standardisation of features and ML algorithms (LR, LDA, SVM and RF) were implemented using Scikit-learn library python.

### Performance measures

The performance of the ML models was evaluated using area-under-curve (AUC) score, sensitivity, specificity, precision, F1-score and accuracy. The optimal classification threshold was found from the receiver-operating-curve (ROC), which showed the greatest difference in sensitivity and specificity.

### Experimental setting

An overview of the ML approach used in this study is reported in Fig. 1. After missing values imputation, the input features values were standardised to ensure each feature had the same influence on the cost function in designing the ML models. Then the data was shuffled and stratified K-fold cross validation approach was used to optimise the models’ robustness and generalisation. The stratified K-fold cross validation approach divides the data randomly into \(K\) subsets/folds of roughly equal sizes ensuring each fold has the same proportion of outcome class values. Then the model is trained using \(K-1\) folds and tested with left out \(K\)th fold. This process is repeated \(K\) times, with each fold serving as a testing fold at some point. In this study, we have used tenfold cross validation \((K=10)\) and the reported values are the median of tenfold cross validation. We have used median as they are robust to outlying predictions.

### Results

#### Feature analysis

While analysing 78 features, a combination of 5 features was identified for FFP classification while a combination of 14 features was identified for CFS classification (not frail vs pre-frail).

Lower 6MWT values, poor grip strength, unintentional weight loss, distress, and housing type (for example,
living in a house rather than renting a room or living in a low-level care residence) were the selected prominent features for FFP. Having higher body mass index (BMI) scores, lower 6MWT, inactivity, distress, poor balance and functional mobility scores, shortness of breath, lower multiple health conditions, and limited endurance (assessed with stair climbing) were the selected prominent features for CFS. Table 2 shows the most prominent feature subset selected.

The features relating to assessments included as part of the FFP scale were unsurprisingly prominent in the preliminary investigations. However, the identification of health features not included in the FFP assessments suggested pre-frail adults may exhibit a wider array of
physical, global health and social indicators of frailty than those included in the FFP. To identify additional, more subtle indicators of pre-frailty, the performance of four ML models for predicting pre-frailty were retested with a refined dataset of variables. The 15 variables used to assess frailty in the FFP tool were removed from the dataset. Nine of these variables related to levels of activity (hours and minutes spent gardening, in vigorous activity, moderate activity and walking, and total minutes of exercise), three related to grip strength (in right and left hands and combined) and one each measured unintentional weight loss, 6MWT scores and a measure of distress (K9).

While analysing the reduced feature set of 63 features, a combination of 20 features were identified for FFP, and a combination of 19 features were identified for CFS. Table 3 outlines the most prominent feature subset selected from the sub analysis of 63 features. With the FFP related features removed, the features associated with a FFP classification of pre-frailty were much broader. Poor balance, lower levels of functional mobility, impaired cognitive function and lung function, pain, low quality sleep, dental problems, higher BMI and consumption of alcohol were new factors identified as predictors for pre-frailty. Multiple health conditions, poor balance, lower levels of functional mobility, higher K10 scores (indicating higher levels of distress), higher BMI, lower endurance (assessed with stair climbing) and housing remained as predictors. Inactivity was no longer associated with being classified as pre-frail as many of the activity variables were removed.

**Prediction accuracy**

Table 4 reports the prediction accuracy according to discrimination (AUC score) for each of the four ML models using the selected features and all 63 features for both FFP and CFS. While using all 63 features, random forest achieved the highest AUC scores of 0.701 and 0.776 for FFP and CFS, respectively. All ML models achieved significant improvements in discrimination while using selected features compared to the 63 feature set (from +2.1% for the random forest model to +7.4% for support vector machine for FFP and from +2.4% for random forest to +7.9% for support vector machine for CFS).

**Classification analysis**

Using 63 features, the ML models achieved up to 71% accuracy, 82% specificity, 63% sensitivity, 62% precision and an F1-score of 62% for FFP (Table 5). In comparison, the ML models with selected features achieved up to 71% accuracy, 88% specificity, 61% sensitivity, 75% precision, and an F1-score of 61%. The number of subjects correctly classified as not frail (specificity), and the proportion of

---

### Table 2: Most prominent feature subset selected using multivariate features analysis based on Weka correlation-based feature selection method with best fit search method for classification of not frail and pre-frail (78 features)

| Fried Frailty Phenotype | Score | Clinical Frailty Scale | Score |
|-------------------------|-------|------------------------|-------|
| Lower 6 Minute Walk Test (6MWT) score (metres walked) | 0.528 | Higher Body Mass Index (BMI) | 0.179 |
| Weaker grip strength (right hand, sitting) | 0.366 | Lower 6MWT score (metres walked) | 0.162 |
| Increased likelihood of unintended weight loss of more than 5 kg | 0.058 | Fewer hours of vigorous activity (past week) | 0.127 |
| **Higher Kessler Psychological Distress Scale (K10) score** | 0.025 | **Higher K10 score (distress)** | 0.091 |
| Housing type (more likely to live in a house) | 0.023 | Lower functional mobility score (hurdle, left leg first) | 0.088 |

**Bold** text indicates features found in both the FFP and CFS feature ranking

* Score: variable ranking by their contribution to the prediction using Random Forest algorithm. Higher scores indicate greater predictive value
**Table 3** Most prominent feature subset selected using multivariate features analysis based on Weka correlation-based feature selection method with best fit search method for classification of not frail and pre-frail (FFP related features removed, 63 features remain)

| Fried Frailty Phenotype | Scorea | Clinical Frailty Scale |
|-------------------------|--------|------------------------|
| **Features**             |        | **Features**            |
|更高BMI                   | 0.157  |更高BMI                  |
|更低Purdue Dexterity Test (both hands) | 0.089  |更低肌肉质量             |
|更高Kessler Psychological Distress Scale (K10) score | 0.075  |更高脂肪质量             |
|更高匹兹堡睡眠质量指数 (PSQI) 全局分数 | 0.072  |更低FMS分数 (抬起右腿/左臂) |
|更低功能运动屏幕 (FMS) 分数 (跳过，左腿第一) | 0.059  |更高K10分数             |
|更低FMS分数 (抬起右腿/左臂) | 0.056  |更高PSQI全局分数         |
|更好平衡评估（闭眼） | 0.054  |更好平衡评估（闭眼，右腿第一） |
|更低FMS分数 (蹲下与右腿) | 0.053  |短促呼吸                 |
|不好与盆底问题 | 0.050  |更低FMS分数 (跳过，左腿第一) |
|短促呼吸 | 0.047  |不好与盆底问题         |
|更低FMS分数 (抬起左腿/右臂) | 0.044  |更好肺功能测试分数   |
|更低肺功能测试分数 | 0.033  |避免/无法吃某些食物，因为你的嘴、牙齿或假牙 |
|更好与盆底问题 | 0.032  |更低GPCOG测试分数 |
|短促呼吸 | 0.032  |更不能走下15级楼梯 |
|更低肺功能测试分数 | 0.032  |更好平衡评估（跟脚后退） |
|更好平衡评估（腿后退） | 0.024  |较差的运动方式（更可能步行或骑自行车） |
|更好平衡评估（跟脚后退） | 0.031  |更差的平衡评估（站立，右腿，闭眼） |
|不好 | 0.030  |受诊于任何健康状况 |
|更高消费酒精 | 0.008  |更好与盆底问题         |
|更好平衡评估（海因托普） | 0.008  |更好与盆底问题         |

**Bold** text indicates features found in both the FFP and CFS feature ranking

*a* Score: variable ranking by their contribution to the prediction using Random forest algorithm. Higher scores indicate greater predictive value

**Table 4** Ten-fold cross validation: Comparison of the performance of four machine learning models predicting pre-frailty using all 63 features and selected features (subset of 20 features combination for Fried Frailty Phenotype Classification and 19 features combination for Clinical Frailty Scale Classification)

| Models                              | AUC (Selected Features) | AUC (All 63 features) | Difference between selected features and all features |
|-------------------------------------|-------------------------|-----------------------|------------------------------------------------------|
| Fried Frailty Phenotype Classification (not frail: pre-frail) | | | |
| Logistic Regression                | 0.704                   | 0.638                 | + 6.6%                                               |
| Linear Discriminant Analysis      | 0.707                   | 0.637                 | + 7.0%                                               |
| Support Vector Machine            | 0.700                   | 0.626                 | + 7.4%                                               |
| Random Forest                      | **0.722**               | **0.701**             | + 2.1%                                               |
| Clinical Frailty Scale Classification (not frail: pre-frail) | | | |
| Logistic Regression                | **0.817**               | 0.757                 | + 6.0%                                               |
| Linear Discriminant Analysis      | 0.805                   | 0.750                 | + 5.5%                                               |
| Support Vector Machine            | 0.810                   | 0.731                 | + 7.9%                                               |
| Random Forest                      | 0.800                   | **0.776**             | + 2.4%                                               |
Table 5: Ten-fold cross validation: Comparison of prefrailty classification (Accuracy, Sensitivity, Specificity, Precision and F1-Score) using all 63 features and selected features (subset of 20 features combination for Fried Frailty Phenotype Classification and 19 features combination for Clinical Frailty Scale Classification)

| Models                     | Accuracy | Specificity | Sensitivity | Precision | F1-Score |
|----------------------------|----------|-------------|-------------|-----------|----------|
| **Fried Frailty Phenotype Classification (not frail: prefrail)** |          |             |             |           |          |
| 63 features                |          |             |             |           |          |
| Logistic Regression        | 65.6     | 73.7        | 51.1        | 57.1      | 51.9     |
| Linear Discriminant Analysis| 65.1    | 78.9        | 53.2        | 57.9      | 53.4     |
| Support Vector Machine     | 65.9     | 81.6        | 45.8        | 58.3      | 52.5     |
| Random Forest              | 71.3     | 77.4        | 62.5        | 61.8      | 61.9     |
| Selected features          |          |             |             |           |          |
| Logistic Regression        | 69.1     | 80.3        | 60.4        | 67.5      | 60.0     |
| Linear Discriminant Analysis| 69.1    | 88.0        | 60.4        | 75.0      | 60.0     |
| Support Vector Machine     | 69.2     | 82.3        | 58.3        | 66.2      | 60.5     |
| Random Forest              | 70.8     | 79.0        | 60.5        | 65.2      | 61.2     |
| **Clinical Frailty Scale Classification (not frail: prefrail)** |          |             |             |           |          |
| 63 features                |          |             |             |           |          |
| Logistic Regression        | 74.0     | 75.3        | 72.6        | 52.5      | 55.4     |
| Linear Discriminant Analysis| 73.8    | 76.4        | 58.8        | 52.8      | 56.6     |
| Support Vector Machine     | 74.0     | 80.7        | 70.6        | 53.1      | 55.1     |
| Random Forest              | 72.4     | 70.8        | 73.5        | 50.0      | 57.7     |
| Selected features          |          |             |             |           |          |
| Logistic Regression        | 77.9     | 81.8        | 79.4        | 60.4      | 61.55    |
| Linear Discriminant Analysis| 77.1    | 77.5        | 73.5        | 56.2      | 62.36    |
| Support Vector Machine     | 78.7     | 80.0        | 76.5        | 60.9      | 62.38    |
| Random Forest              | 74.8     | 77.8        | 73.5        | 53.9      | 59.94    |

Subjects correctly classified as pre-frail (precision) were significantly better with selected features.

For CFS, using 63 features, the ML models achieved up to 74% accuracy, 81% specificity, 74% sensitivity, 53% precision and an F1-score of 58%. In comparison, the ML models with selected features had a higher accuracy (79%), specificity (82%), sensitivity (79%), precision (61%) and F1-score (62%).

Discussion
The results of this study indicate that machine learning methods are well suited for predicting pre-frailty. The ML analysis identified key health assessment measures that contribute to the shift between not frail and pre-frail, as defined using the FFP and CFS. For the final model with 63 features, random forest achieved the highest AUC score of 0.722 for FFP and logistic regression achieved the highest AUC score of 0.817 for CFS. All ML models achieved significant improvements in discrimination while using selected features compared to the 63 feature set. For classification, comparing the 63 feature set to the selected features, for the FFP, the specificity and precision of the selected feature models were significantly better, and for the CFS, selected features models had higher accuracy, specificity, sensitivity, precision and F1-scores.

For feature analysis, when considering all assessment of health (78 features), pre-frailty was most prominently predicted with a range of physical assessments, including 6MWT, grip strength assessments, BMI, mental health, inactivity and functional mobility. Balance, weight loss, shortness of breath and endurance were also identified as factors. For the FFP, the strength of the 6MWT, accounting for 50% of the predictive power, demonstrates the importance of walking speed as a measure of pre-frailty. This finding is supported by the wider literature, walking speed has been shown to be a strong predictor of future health and frailty [29, 30]. Housing was the only nonphysical assessment and that feature accounted for less than 1% of the predictive value. The ML models were able to achieve significantly high predictive accuracy (AUC scores of 0.916 and 0.861 (Additional file 2: Appendix B) for FFP and CFS, respectively), but the findings of these models can only confirm what is already understood about the correlation between physical criteria and frailty. Thus, these preliminary models were superseded by the subsequent analysis with 63 features.
When the 15 FFP assessment features were removed, a broader range of physical factors were associated with pre-frailty, including impaired cognitive function, pain, poor sleep quality, lung function, dental health, pelvic floor distress, higher fat mass and lower muscle mass. As well social indicators associated with pre-frailty were identified, including alcohol consumption, type of housing, source of income and mode of transportation. No single feature accounted for more than 16% of the predictive value.

A function of using the correlation-based feature selection algorithm is that when features with similar correlation with the outcome variable are identified, one variable is dropped from the analysis. In this dataset, the measures of the functional mobility scale were highly correlated, and it is likely that when a variable measuring functional mobility was selected for a model, another functional mobility variable was excluded [24]. This has had no meaningful real impact on the model, but we advise the reader that the left and right leg or arm differences are not likely to be important for interpreting the reported results.

Indicators of balance, stability and strength, and selected anthropomorphic measures (muscle mass and waist, hip circumference) appeared across all models, suggesting greater relative importance of physiological measures in predicting pre-fraility. The K10 scale was the only assessment to be identified across all models to identify a pre-frail classification for the ML analysis. Previous studies have reported similar associations between mental health and pre-frailty in younger people. A Switzerland study found depression to have prognostic value when identifying pre-fraility in people defined as the “youngest old” (aged 65–70 years) [31]. The connection between depression or depressive symptoms in pre-frail individuals has only recently been investigated. Studies report a significant association between depression and pre-frailty and depressive symptoms are associated with an increased risk of becoming pre-frail [32].

The appearance of social and psychological factors associated with pre-frailty suggest the factors contributing to pre-frailty for this cohort are more holistic and complex than age related health decline alone. The relationship between physical frailty and sociodemographic factors has been established, highlighting the importance of collecting social and quality of life measures in investigations of frailty in older adults [33]. Our analysis found age was not an important predictor of classification as not frail and pre-frail. This can be attributed to the nature of the fitted models. Age is likely highly correlated with many of the other variables and, as a result of the feature selection process, was not selected as a feature.

A previous publication reported the results of a factor analysis utilising the Inspiring Health data set. Gordon et al. (2020) investigated factors associated pre-frail and frail independent community-dwelling adults, as determined by the FFP assessments [15]. The outcomes of the factor analysis, based on 25 binary frailty measures, were compared to the outcomes of the ML models derived from 63 variables (Fig. 2). Variables identified to be significantly associated with pre-frailty using a factor analysis approach included poor balance, stability and strength, incontinence, and poor nutrition. In comparison, the ML model identified anthropometric, environmental, social and lifestyle variables in addition to the physiologic ones. This may suggest ML approaches can expose more subtle causal mechanisms that could not been identified with factor analysis.

There is currently no standard screening test for frailty or pre-frailty. Various tools have been developed for a variety of settings and populations [34]. ML enables the development of a more complex modelling strategy, as well as automation and adaptation. It offers an alternative to traditional forms of analysis that allow for a greater number of features to be considered in investigations. ML has increasingly been used in recent years to predict frailty risk in older populations as this approach is ideal for complex, nonlinear clinical problems [35]. Our ML application to detect not frail and pre-frail populations provides greater information about functional decline and the pre-frailty trajectory.

Our ML models were derived from a dataset of 616 individuals. This sample is sufficiently powered for ML modelling approaches, but additional analysis with larger, external data set is required to support our findings and test the validity and generalizability of the models. Due to the small number individuals categorised as frail by the FFP scoring, frail people were removed from the ML analysis. Few frail volunteers are to be expected, given the cohort sample considered of community-dwelling individuals who were fit enough to participate in extensive health assessments. However, the researchers who recruited the Inspiring Health cohort have indicated the sample is generalisable to other urban Australians in terms of age, gender, socioeconomic index, and proportion of people classified as pre-frail [15].

The Inspiring Health study was limited in the number of social determinants that could be reasonably collected. Hence the outcomes may have been biased by the limited psychological testing included in the assessments. A greater range of environmental, social and lifestyle risk indicators should be considered in future Australian ageing cohorts.
**Conclusion**

ML has identified sets of indicators that contribute to a classification of not frail or pre-frail. The indicators that performed highly (AUC: 0.722) based on the FFP classification included higher BMI, lower dexterity, greater distress, poorer functional mobility and balance, pelvic floor bother and shortness of breath. Self-reported CFS classification performed highly (AUC: 0.817) in
cases characterised by a higher BMI and fat mass, decline in muscle mass and functional mobility, greater distress, poorer balance, shortness of breath and pelvic floor bother. The use of ML has identified different categorisations between not frail and pre-frail participants than previous factor analysis which may suggest ML approaches can expose more subtle casual mechanisms that were not identified with factor analysis.
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