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Abstract

We consider the problem of minimizing a convex function that depends on an uncertain parameter $\theta$. The uncertainty in the objective function means that the optimum, $x^*(\theta)$, is also a function of $\theta$. We propose an efficient method to compute $x^*(\theta)$ and its statistics. We use a chaos expansion of $x^*(\theta)$ along a truncated basis and study a restarted subgradient method that compute the optimal coefficients. We establish the convergence rate of the method as the number of basis functions increases, and hence the dimensionality of the optimization problem is increased. We give a non-asymptotic convergence rate for subgradient descent, building on earlier work that looked at gradient and accelerated gradient descent. Additionally, this work explicitly deals with the issue of projections, and suggests a method to deal with non-trivial projections. We show how this algorithm can be used to quantify uncertainty in discrete problems by utilising the (convex) Lovasz Extension for the min s,t-cut graph problem.

1 Introduction

Gradient descent is one of the most fundamental and well-known optimisation methods, and is used throughout industry and other scientific fields in various applications [3,16,13].

In applied contexts, we accept that there will be uncertainty as we use gradient descent [4,9]. We consider the specific case where our objective function of interest $f(x) : \mathbb{R}^q \rightarrow \mathbb{R}$ cannot be evaluated, but we have access to a function $F$ such that:

$$f(x) = \mathbb{E}(F(x, v)).$$  (1)

We then introduce uncertainty via a parameter $\theta \in \mathbb{R}^d$: we take our normal objective $f(x) : \mathbb{R}^q \rightarrow \mathbb{R}$, and we introduce a parameter of uncertainty $\theta$, itself being $d$-dimensional and arising from a distribution $\pi$. Due to this change, the
input $x$ is now a function of $\theta$, which we assume is in $L^2_\pi$. This impacts the above Equation like so:

$$f(x(\theta), \theta) = \mathbb{E}(F(x(\theta), \theta, v)) \quad (2)$$

There are three sources of uncertainty we are interested in quantifying:

1. The distribution $\mu$ of the variable $v$ could depend on $\theta$.
2. The function $F$ may depend on $\theta$.
3. We may not know $\theta$, but assume we know a distribution it comes from due to a priori knowledge of the problem.

It’s our aim to quantify this uncertainty. We can see this function has a different optimum $x^*(\theta)$ for each value of $\theta$. In our case, we want to learn about $x^*$ as a function of $\theta$, or at least its statistics. Specifically, we want to find a $x^*(\theta)$ such that:

$$x^*(\theta) = \arg \min_x \pi(f) = \int_V F(x(\theta), \theta, v) \mu(\theta, dv). \quad (3)$$

for $\pi$-almost all $\theta$. Therefore we are looking for a function $x^*(\theta)$ such that for $\pi$-almost all $\theta$ we have that $f(x^*(\theta), \theta)$ is a minimum when we fix $\theta$. One concrete example we will work on is the following:

**Example 1.1.** Let $G = (V, E)$ be an undirected weighted graph, with the parameter $\theta$ representing some uncertainty in the edge weights. Suppose the graph has a source node $s$ and a sink node $t$.

For each $\theta$, the min $s-t$ cut problem can be transformed to a convex nonsmooth problem and solved efficiently using the techniques of submodular minimisation [2].

We would like to obtain a function $x^*(\theta)$ that can give the min cut for $\pi$ almost all $\theta$, and to obtain statistics on $x^*(\theta)$.

For other examples of this problem, we direct the reader to [12].

Similarly to previous methods [8, 1], we will assume $x^*(\theta)$ is continuous and decompose it over a basis of $L^2_\pi$ and then find the basis coefficients. This framework will be used for finding our general results. In a subsequent section where we study the generalised version of the problem posed in Example 1.1, we will see that this assumption on $x^*(\theta)$ fails in general, and discuss numerous methods for solving the problem in this case.

A naive method for solving this problem may be the following: repeatedly sample $\theta \sim \pi$, and for each sample $\theta_i$ consider the induced function $f_{\theta_i} : \mathbb{R}^d \rightarrow \mathbb{R}$ we get by fixing $\theta = \theta_i$. We can then find the optimum from gradient descent, and repeat this to obtain desired statistics of $x^*(\theta)$ from a Monte Carlo method.

To see the effects of this method in terms of complexity, we use the justification of [8], where the authors consider an example where they seek to compute the mean of $x^*(\theta)$ with respect to $\theta$. Namely, to compute the integral:

$$\int_{\Theta} x^*(\theta) \pi(d\theta) \quad (4)$$
Standard Monte Carlo results show that the estimation of the error decreases with rate $\sqrt{N}$, where $N$ is the number of times subgradient descent is ran. This means to reduce our error by a factor of $1/2$, we will need to run gradient descent 4 times as much, which quickly becomes infeasible, and motivates us to consider our method above, which will solve the problem for all $\theta$ with only one run.

1.1 Our Contributions
We propose and analyse an uncertainty quantification algorithm for the subgradient method in [14], where $f$ is convex but not strongly convex and non-smooth. Such uncertainty quantification algorithms have been considered previously in a Stochastic Approximation setting [1], where converge is shown asymptotically, and for gradient descent in the strongly convex case [8], where an optimal rate was shown. Our methods extend the ideas of [8] to the case where $f$ is non-strongly convex and nonsmooth, and shows the following:

- Non-asymptotic convergence rates once the algorithm runs for “long enough” that are the same as subgradient descent (Theorem 4.2), as studied in [14].
- We also give a convergence rate to the point where we have run the algorithm “long enough” (Lemma 4.3).
- We study the case where a particular local error bound [17] holds, and show that for problems of this type, that a linear rate holds, similarly to [14]. This problem class includes submodular optimisation.
- Previous methods have found it difficult to implement projections. Our method, for example, can easily implement a box constraint on the function value $f(x(\theta), \theta)$.

We show that for our method, the rate of convergence to the function value to an $\varepsilon$-neighbourhood of the true solution achieves the usual rate after sufficiently many iterations, and we discuss how many iterations are needed for this to happen. We conclude by performing some experiments that demonstrate our method, and then with a brief discussion.

1.2 Previous Work
Much of the previous work surrounding chaos expansion for Uncertainty Quantification with gradient methods have focused on Robbins-Monro [11] stochastic approximation algorithms.

Turning our attention to the previous body of uncertainty quantification for SA algorithms, in [17] a similar spectral approach is taken, but truncated to a finite dimension at all iterations. They truncate by letting $x(\theta) = u_i B_i$, for some finite family of functions $B_i$, and then perform a standard Stochastic Approximation procedure to calculate the coefficients $u_i$. After this, error analysis from the finite-dimensional approximation is performed.
However, we are interested in convergence, and thus will need to let the number of basis functions tend to infinity. In terms of infinite-dimensional methods, \[15\] give an SA algorithm in a Hilbert space. However, the algorithm is defined in infinite-dimensional space, so is not practically implementable.

In our work we will increase the number of basis functions over time, known as a sieve method. In \[1\], they study a SA sieve algorithm. They show asymptotic convergence assuming only standard SA local separation and a local strong convex type assumption. However, there are also conditions on the step size which relate to the number of basis functions and the decay of the truncation error, and its our hope that in our setting we will not need conditions like this.

In \[8\], this sieve method was used for the first time in a non-stochastic approximation setting. A similar method to \[1\] was introduced for gradient descent for strongly convex functions, which allowed the use of standard gradient descent step sizes. It was shown that after sufficiently many step sizes were taken, there was convergence to the optimal point at an optimal accelerated rate.

2 Preliminaries

In this section, we introduce our core algorithm for uncertainty quantification for subgradient descent, and some useful mathematical preliminaries. We now give a formal statement of our problem:

**Definition 2.1 (UQ Problem).** Let \( f \) be a function defined on \( L_2^2 \times \mathbb{R}^d \rightarrow \mathbb{R} \), that takes in a \( d \)-dimensional real parameter \( \theta \), and function \( x \in L_2^2 \) evaluated at \( \theta \). Suppose we cannot access the function \( f \), but instead a function \( F \) such that \( f(x(\theta), \theta) = \mathbb{E}_v(F(x(\theta), \theta, v)) \). Assume the function is Lipschitz continuous, but not necessarily smooth. Let the variable \( \theta \) come from some distribution \( \pi \).

Then the Uncertainty Quantification problem asks us to do the following two things:

1. Find a function \( x^*(\theta) \) such that \( \int_V F(x(\theta), \theta, v)\mu(\theta, dv) \) is minimised for \( \pi \)-almost all \( \theta \).
2. To learn the distribution of \( x^*(\theta) \) when \( \theta \sim \pi \), or at least compute its statistics.

As in \[8\], we suppose that \( x^*(\theta) \in L_2^2 \), and express it as an infinite series in a chosen basis of that space:

\[
x^*(\theta) = \sum_i u_i B_i(\theta),
\]

and we see that our problem is reduced to finding the optimal \( u_i \). We will find these coefficients using subgradient descent. To make our computations tractable, we will at each iteration \( k \) fix a level \( m_k \) above which we set all \( u_i \) to zero, and only update nonzero \( u_i \). By letting \( m_k \rightarrow \infty \), we will show
convergence. We note that to avoid ambiguity, we insist that $m_k$ is monotonic increasing in $k$.

As previously stated we will be solving for the vector of coefficients $u$ as a proxy for finding $x^*$ itself. Therefore, we must define a new operator that will be used as the subgradient. We first recall a subgradient, for a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ at $x$ is defined as satisfying the following for all $y$:

$$f(y) \geq f(x) + \langle g_x, y - x \rangle_2.$$  

(5)

Note that by rearranging this Equation, we find:

$$f(y) - f(x) \geq \langle g_x, y - x \rangle_2.$$  

(6)

We want to adapt this definition to our function type in the manner of [8]:

**Definition 2.2.** We say that a subgradient for $f : L_\pi^2 \rightarrow \mathbb{R}$ is also an element of $L_\pi^2$, and that it is defined by satisfying the following for $x(\theta)$, for all $y(\theta)$ and all $\theta$:

$$(f(y(\theta), \theta) - f(x(\theta), \theta)) \geq \langle g_x(\theta), y(\theta) - x(\theta) \rangle_2,$$  

(7)

where the two norm indicates we are considering the induced real numbers $g_x(\theta), x(\theta), y(\theta)$ for a fixed $\theta$ rather than elements of $L_\pi^2$. The subdifferential at $x(\theta)$ is the set of subgradients at $x(\theta)$.

For us this subgradient will not be immediately useful in its current form, as we only want something that operates on the first $m$ basis functions of $x(\theta)$ in its $L^2$ basis. To this end, we define a truncated subgradient as follows:

**Definition 2.3.** Let $g(\theta)$ be a subgradient as in Definition 2.2. Write its $L_\pi^2$ basis representation as so:

$$g(\theta) = \sum_i u_i B_i(\theta)$$

then the level $m$ truncated subgradient is defined as:

$$g_m(\theta) = \sum_{i=1}^m u_i B_i(\theta)$$

and the level $m$ subdifferential at a point, $\partial_m f(x(\theta), \theta)$, consists of all of the level $m$ truncated subgradients at $f(x(\theta), \theta)$.

We note that the integral $\int_\Theta g(\theta) B_i(\theta) \pi(\theta, d\theta)$ gives the coefficients $u_i$. We also note that a level $m$ truncated subgradient satisfies the subgradient definition for all $x(\theta), y(\theta) \in L_{m,\pi}^2$.

When the algorithm is introduced in the next section, we will discuss in more detail the computation of the subgradient. For now, we note that we will require it to be an unbiased estimate along with a standard bound on the variance.

In this work, we are considering convex functions. As our function has the $L_\pi^2$ space as input, we give a specific definition of what convexity means in this context:
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Definition 2.4. Consider a function $f : L^2_\pi \times \mathbb{R}^d \to \mathbb{R}$. We say that $f$ is convex if for all subgradients $g_{x_1}(\theta), g_{x_2}(\theta)$ of $x_1, x_2$, we have:

$$\langle \nabla g(x_1(\theta), \theta) - \nabla g(x_2(\theta), \theta), x_1(\theta) - x_2(\theta) \rangle_\pi \geq 0$$

for all $x_1(\cdot), x_2(\cdot) \in L^2_\pi$.

Additionally, while our objective function will not be smooth, we will assume that it is Lipschitz continuous, but here we want to specify that we are using the $\pi$ norm also, and only considering the first argument. Formally what we mean is:

Definition 2.5. Let $f : L^2_\pi \times \mathbb{R}^d \to \mathbb{R}$. We say that $f$ is Lipschitz Continuous with parameter $L$ if:

$$||f(x_1(\theta), \theta) - f(x_2(\theta), \theta)||_\pi \leq L||x_1(\theta) - x_2(\theta)||_\pi$$

for all $x_1(\cdot), x_2(\cdot) \in L^2_\pi$.

### 2.1 Submodular Minimisation

In this subsection, we give an introduction to submodular minimisation. We are interested in applying this algorithm to graph cut problems, which we will see is an instance of submodular minimisation.

We begin by giving the definition of a submodular function:

Definition 2.6. Let $V$ be a set, and $f : V \to \mathbb{R}$ be a set function. We call $f$ submodular if the following holds for all $X, Y \in V$:

$$f(X) + f(Y) \geq f(X \cup Y) + f(X \cap Y)$$

It can be shown that the min $s, t$ cut is an example of a submodular function [2]. Submodular functions can be minimised in polynomial time, and a number of combinatorial algorithms exist for this purpose [6, 5].

Minimising submodular functions can also be done by using a convex relaxation of $f$ called the Lovasz Extension, which we define now:

Definition 2.7. Let $f$ be a submodular function. Then we define the Lovasz Extension $f^L : [0, 1]^{|V|} \to \mathbb{R}$ as follows:

$$f^L(x) = \sum_{i=0}^{|V|} \lambda_i f(S_i)$$

where $\emptyset = S_0 \subset S_1 \subset \ldots \subset S_n = V$ is a chain such that $\lambda_i \geq 0$, $\sum_i \lambda_i = 1$, and $\sum_{i=0}^{|V|} \lambda_i 1_{S_i} = x$.

It can be shown that if $f$ is submodular, then the Lovasz Extension is convex and piecewise linear. Furthermore, if $x^*$ is a minimum point of the Lovasz Extension, it can be converted to a minimum of the original function via a $\phi$-rounding procedure:
Lemma 2.1 ($\phi$-rounding procedure). Suppose that $x^*$ is a $\varepsilon$-optimum of the Lovasz Extension. Then define the following family of subsets of $V$:

$$X_\phi = \{ \cup e_i \mid x_i^* \geq \phi \}.$$  

(8)

By taking the maximum of $f(X_\phi)$ over $\phi \in [0, 1]$, it can be shown we will find a subset $X_{\phi^*}$ that is also an $\varepsilon$-optimum of the original function $f$ [2].

Additionally, we note that the minimiser of $f$ is also a minimiser of $f^L$ [2].

3 Algorithm Formulation

Now that we have covered the mathematical preliminaries, we detail our algorithm for subgradient descent. Before we begin, we would like to briefly motivate our UQ methods by comparing the complexity in terms of number of Monte Carlo samples. We will consider the motivating example of using Jacobi polynomials in the case where the dimension of $x$ is 1 and of $\theta$ as $d$ as in [1].

To begin, let’s consider a more naive approach where we truncate to a fixed level $m$, and then perform gradient descent a large number of times in order to construct a Monte Carlo approximation to the vector $u$. As outlined in [1], in order to balance the error of the truncation and the actual approximation, we must have the number of Monte Carlo samples to approximate the $u^*_i$ increase as $\varepsilon^{-1+d/(2(\eta-1))}$, where $\eta$ is the order of differentiability of $x^*(\theta)$. Note that for us, each Monte Carlo sample must be obtained by running gradient descent, so this is the amount of times gradient descent has to be run to convergence, and we suffer from the curse of dimensionality for large $d$.

We note that in practice, we will not be able to compute the subgradient $g_x(\theta)$ exactly, and so we must estimate it by $g'_x(\theta)$. While we will suggest a procedure later, we emphasise that our convergence analysis is independent of the procedure we use, so long as it satisfies some basic bias and variance properties.

In our case, we will show that we converge linearly to the correct vector $u^*$, and there are no nested computations that require many runs of gradient descent like the method above.

We now move on to discussing our algorithm, which is presented in Algorithm 3. As of yet, we have not discussed how to estimate the vector $g'_x(\theta)$. The most natural is to perform a Monte Carlo procedure to approximate the integrals $\int_\theta g'_x(\theta)B_i(\theta)\pi(d\theta)$. This is the procedure we use in our experiments, though we emphasise again that other procedures could be used. We note that an error analysis of this procedure can be found in [8], where the proof follows by instead of having gradients, choosing one representative subgradient at each point $g_x$.

We then form a subgradient to update the coefficients $u_i$. We will later show that the distance between the optimal function value we update for the previous representation and the true $x^*(\theta)$ converges to zero. After every loop, we will change $m_k$ in such a manner that $m_k \to \infty$ in a monotonically increasing manner. As approximating $x(\theta)$ is equivalent to approximating the vector $u$, we
will from here on phrase our algorithm as attempting to find the optimal vector \( u^* \).

This procedure can be thought of as performing iterations on a family of optimisation problems that converge to the “correct” problem, in an effort to save on complexity while still eventually converging to the right point. In later sections, we will see an experimental verification of this, but additionally we will see that this procedure also functions as variance reduction on the output.

Algorithm 1: Subgradient subroutine

**Input:** Function \( f(x, \theta) \), a number of iterations per stage \( T \), a step size \( \eta \), a number of basis functions to use \( m_k \), an initial point \( u^0 \).

**Output:** A function \( x^T(\theta) \in L_\pi^2 \).

1. Define \( x^0 = I(u^0) \)
2. for \( t = 1, \ldots, T \) do
   1. Query subgradient oracle to obtain approximate subgradient \( g_{m_k}(x^{t-1}(\theta)) \).
   2. Update \( x^t(\theta) = \Pi(x^{t-1}(\theta) - \eta g_{m_k}(x^{t-1}(\theta))) \)
3. end for
4. Let \( \hat{x}^T(\theta) = \sum_{i=1}^{T} \frac{x^i(\theta)}{T} \), and \( u_T = I(\hat{x}^T(\theta)) \).
5. return \( u_T \)

Algorithm 2: RSG subroutine

**Input:** Function \( f(x, \theta) \), a number of stages in this loop \( K \), the number of iterations per stage in this loop \( t \), \( \alpha > 1 \), a sequence of numbers of basis functions to use \( m_k \), an initial point \( u^{i_0} \) with only the first \( m_0 \) entries possibly nonzero.

**Output:** A function \( x^F(\theta) \in L^2_\pi \).

1. Let \( u_0 = u^{i_0} \)
2. Set \( \eta_1 = \frac{\varepsilon_0 \alpha (G_2^2 + V_2^2)}{\alpha (G_2^2 + V_2^2)} \).
3. for \( k = 1, \ldots, K \) do
   1. Call subroutine SG to obtain \( u_k = SG(u_{k-1}, \eta_k, t) \).
   2. Set \( \eta_{k+1} = \eta_k / \alpha \).
4. end for
5. return \( x^F(\theta) = I(u_K) \)

The algorithm is presented in Algorithm 3. We note that there is one more round of resetting than in the presentation in [14]. We will later see that this extra layer of resetting is needed to ensure convergence as we vary the number of basis functions. In the analysis that follows, we refer to the loop indexed by \( i \) as the outer loop, and the loop indexed by \( K \) as the inner loop.
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Algorithm 3: Restarted Subgradient method

**Input:** Function $f(x, \theta)$, a number of stages per loop $K$, the number of iterations per stage in loop $j t_j$, $\alpha > 1$, a sequence of numbers of basis functions to use $m_k$, an initial point $u^I$ with only the first $m_0$ entries possibly nonzero.

**Output:** A function $x^F(\theta) \in L_2^\pi$.

Let $u_0 = u^I$

Let $\varepsilon_0$ be a valid lower bound on optimality for $\|f(x^0(\theta), \theta)\|_\pi$

for $i = 1, 2, \ldots$ do

Let $u_i = \text{RSG}(u_{i-1}, f, K, t_i, \alpha, m, \varepsilon_0)$

If termination condition reached, break

end for

return $x^F(\theta) = \mathcal{I}(u_K)$

---

4 Generic Convergence for Subgradient UQ

To show convergence for our subgradient UQ (given in Algorithm 3), we follow the approach in [8]: we first show that if we remain at a fixed level of basis functions $m_k$, that the method converges to some function value. We will refer to this value as a level $m_k$ optimum.

We then show that as $m_k \to \infty$, the level $m_k$ optimal value converges to the true optimal value. Finally, we show that when the number of basis functions is high enough, we converge to the true optimum with the same rate as in the fixed level case.

4.1 Fixed Level Convergence

We follow the proof strategy in [14] here. They operate on some core assumptions for the full restarted subgradient (RSG) algorithm, which we adapt to our UQ setting. We also add some assumptions about the estimation of the subgradient:

**Assumption 1.** For the problem of minimising convex $f$, we assume:

- For any $x(\theta) \in \Omega$, we know a constant $\varepsilon_0 \geq 0$ such that $\|f(x(\theta), \theta) - f(x^*(\theta), \theta)\|_2 \leq \varepsilon_0$.

Additionally, let $g'_x(\theta)$ be the estimation of a subgradient $g_x(\theta)$ at $x(\theta)$. Then we assume the following:

- $\mathbb{E}(g'_x(\theta))$ is a subgradient at $x(\theta)$.
- $\mathbb{E}(g'_x(\theta)^2) \leq \mathbb{E}(g_x(\theta)^2) + V^2 \leq G^2 + V^2$.

The first assumption is a natural extension from the usual subgradient method case, to the case where the input arguments are $L_2^\pi$ functions. The second set are similar to those used in [8] for the bias and variance properties of
the estimation of the gradient. For the next assumption, we must define some technical machinery first.

In all that follows, fix a number of basis functions \( m \). Let the set of level \( m \) optimal elements \( x^*_m(\theta) \in L^2_{m,\pi} \) be denoted \( \Omega^*_m \). Next, let the element of \( \Omega^*_m \) that is closest to some arbitrary \( x(\theta) \in L^2_\pi \) (measured in the \( \pi \)-norm) be denoted \( y^*_m(x(\theta)) \). Note that it is uniquely defined as the set \( \Omega^*_m \) is convex, as is the \( \pi \) norm.

Now we define \( L_{\varepsilon,m} \) and \( S_{\varepsilon,m} \) as the \( \varepsilon \)-level set and sublevel sets at \( m \) basis functions respectively, where distance is again measured in the \( \pi \) norm. Namely, if the optimal function value at \( m \) basis functions is \( f^*_m(\theta) \), then \( S_{\varepsilon,m} \) consists of those elements \( x(\theta) \in L^2_{m,\pi} \) such that \( ||f(x(\theta),\theta) - f^*_m(\theta)||_\pi \leq \varepsilon \). From here, we can define \( B_{\varepsilon,m} \) as the maximum distance between \( L_{\varepsilon,m} \) and \( \Omega^*_m \), that is:

\[
B_{\varepsilon,m} = \max_{x(\theta) \in L_{\varepsilon,m}} \min_{y_m(x(\theta)) \in \Omega_m} ||x(\theta) - y(\theta)||_\pi = \max_{x \in L_{\varepsilon,m}} ||x(\theta) - y^*_m(x(\theta))||_\pi. \tag{9}
\]

This leads us to our second assumption:

**Assumption 2.** \( B_{\varepsilon,m} \) is finite \( \forall \ k \).

Introducing the quantity \( B_{\varepsilon,m} \) is key to the specialised analysis of polyhedral convex optimisation (and hence, submodular minimisation) we will do later. Additionally, we extend the definitions to infinite \( m \) by suppressing the \( m \) subscript. We similarly assume that \( B_{\varepsilon} \) is finite.

With this, we next define the following function:

\[
w^\dagger_{\varepsilon,m}(\theta) := \arg \min_{u \in S_{\varepsilon,m}} ||u(\theta) - w(\theta)||^2_\pi
\]

which is the closest function to \( w \) in the \( \varepsilon \)-sublevel set for \( m \) basis functions.

Note firstly that the sublevel set is convex, and \( w(\theta) \) is a continuous function of \( \theta \). Because of these two properties, we have that \( w^\dagger_{\varepsilon,m} \) is a continuous function of \( \theta \). We next adapt the definition of the normal cone and the first order residual from [1] to our setting as follows:

**Definition 4.1.** Let \( x(\theta) \in L^2_{m,\pi} \). We define the level \( m \) normal cone of \( L^2_\pi \) at \( x(\theta) \) to be:

\[
N_m(x(\theta)) := \{ y(\theta) \in L^2_{m,\pi} : \langle y(\theta), z(\theta) \rangle_\pi \leq \langle y(\theta), x(\theta) \rangle_\pi, \forall z(\theta) \in L^2_{m,\pi} \}
\]

With this definition, we define the level \( m \) first order residual to be:

\[
\text{dist}(0, f(x(\theta),\theta) + N_m(x(\theta))) := \min_{g \in \partial_m f(x(\theta),\theta), v \in N_m(x(\theta))} ||g(\theta) + v(\theta)||_\pi
\]

As before, we can extend these definitions to the infinite-dimensional case by suppressing the subscripts \( m \).

As a motivation for the term *first order residual*, we note that in the infinite-dimensional case, an element of \( L^2_\pi \) is optimal if and only if the first order residual at that point is 0. The final constant we need to define here is the following:
Definition 4.2. For any $\varepsilon > 0$ such that $\mathcal{L}_\varepsilon \neq \emptyset$, we have:
\[
\rho_{\varepsilon,m} = \min_{x(\theta) \in \mathcal{L}_{\varepsilon,m}} \operatorname{dist}(0, f(x(\theta), \theta), N_m(x(\theta)))
\]
where again as before, we allow the infinite-dimensional case by suppressing the subscript $m$.

We can now give a result on the performance of the subroutine, Algorithm 1. A proof can be found in the Appendix:

**Lemma 4.1.** Suppose we run the subroutine Algorithm 1 but we only have noisy subgradients as defined above. Using a constant step size $\eta$ for $T$ iterations, we have:
\[
\mathbb{E}(\mathbb{E}_{\pi}(f(\bar{x}_T(\theta), \theta) - f(x^*(\theta), \theta)|\mathcal{F}_k)) \leq \frac{(G^2 + V^2) \eta}{2} + \frac{|x_1(\theta) - x(\theta)|^2}{2\eta T}
\]
where $\bar{x}_T = \frac{1}{T} \sum_{i=1}^{T} x_i$, the outer expectation is with respect to the filtration $\mathcal{F}_k$, and $x^*(\theta)$ is some truncated optimum.

From here, we can give a proof for the restarted subgradient method. We note that in this scenario, we only need to use one outer loop.

**Theorem 4.1.** Suppose the previous assumptions all hold, and we fix $m$ basis functions. Let $t \geq \frac{\alpha^2(G^2 + V^2)}{\rho_{\varepsilon,m}^2}$ and $K = \lceil \log_{\alpha} (\frac{\alpha}{\varepsilon}) \rceil$ in our algorithm, with at most $K$ stages and only one outer loop. Then we return a $2\varepsilon$ optimal solution in expectation in at most $tK$ iterations.

In the above Theorem, we have used the quantity $\rho_{\varepsilon,m}$, and we now give a Lemma that will relate this quantity to $B_{\varepsilon,m}$. This relation will be key to the analysis on submodular minimisation problems. A proof is found in the appendix.

**Lemma 4.2.** For any $\varepsilon > 0$ such that $\mathcal{L}_{\varepsilon,m} \neq \emptyset$, we have $\rho_{\varepsilon,m} \geq \frac{\varepsilon}{B_{\varepsilon,m}}$, and for any $w \in L^2_{\varepsilon,m}$:
\[
\frac{|w(\theta) - w^\dagger_{\varepsilon,m}(\theta)|_\pi}{\varepsilon} \\
\leq \frac{|w^\dagger_{\varepsilon,m}(\theta) - w_{\varepsilon,m}(\theta)^\ast|_\pi}{\varepsilon} \mathbb{E}_{\pi}(f(w(\theta), \theta) - f(w^\dagger_{\varepsilon,m}(\theta), \theta))
\leq \frac{B_{\varepsilon,m}}{\varepsilon} \mathbb{E}_{\pi}(f(w(\theta), \theta) - f(w^\dagger_{\varepsilon,m}(\theta), \theta))
\]
This result also holds in the infinite-dimensional case by removing all $m$ subscripts.

From here, we can state the following corollary:

**Corollary 4.1.** Suppose our first two assumptions hold. Then the iteration complexity for obtaining a $2\varepsilon$ level $m$ optimal solution is $O\left(\frac{\alpha^2(G^2 + V^2)B^2_{\varepsilon,m}}{\varepsilon^2} \lceil \log_{\alpha} (\frac{\alpha}{\varepsilon}) \rceil\right)$ provided $t, K$ are as before.
4.2 Convergence of the Optimum

In the previous subsection, we are considering a series of optimisation problems where the subgradient \( g_m' \) converges to the correct subgradient \( g \) as \( m \to \infty \). We would also like to confirm if a similar property holds for \( f(x_m^*(\theta, \theta)) \), or on the set of its subgradients.

In this subsection, we will show both that our convexity is sufficient for this convergence, and also give an explicit convergence rate in terms of the level \( m \) remainder \( R_m \).

We mentioned previously that in general, the truncated optimum is not equal to the projection of the true optimum to the same amount of basis functions. We now show that the distance between the two converges to zero and interestingly, we see its convergence properties are related to the Lipschitz constant of the function:

**Lemma 4.3.** Let \( u_m^* \) be level \( m \) optimum, and let \( x_m^*(\theta) = I(u_m^*) \). Then the quantity \( ||R_m|| \) converges at a rate no slower than that of \( R_m \). In particular, we have:

\[
||f(x_m^*(\theta)) - f(x^*(\theta))|| \leq L||R_m||^2,
\]

where \( \kappa \) is the condition number of \( f \).

Proof. Recall that \( f \) is convex. We will use \( g_m \) to refer to a level \( m \) subgradient, and \( g \) to refer to a full subgradient. We use the first order definition for convexity:

\[
f(x) \geq f(y) + \langle \nabla f(y), x - y \rangle
\]

with \( x = x^*(\theta), y = x_m^*(\theta) \), to find upon rearranging, noting \( f(x) - f(y) \leq 0 \) and taking \( \pi \) norms:

\[
||f(x_m^*(\theta)) - f(x^*(\theta))||_\pi \leq \langle g(x_m^*(\theta)), x_m^*(\theta) - x^*(\theta) \rangle \leq L||R_m||
\]

where in the second inequality, we have used Cauchy-Schwarz, and the fact that as \( f \) is Lipschitz, its subgradients are bounded in norm.

4.3 Overall Convergence Rate

We are now in a position to demonstrate overall convergence of our method. Our high-level strategy will be as follows:

1. Once we have reached a sufficiently high \( m_k = M \), then an inner loop taken with more than \( M \) basis functions will look very similar to those taken with more than \( M \) basis functions.

2. Furthermore, the level \( M \) optimum is a small distance away from the true optimum.
3. The first outer loop taken where we always have \( m_k \geq M \) will exhibit the required convergence.

The result is stated formally as follows:

**Theorem 4.2.** Let \( ||f(x^*_{m_k}(\theta), \theta) - f^*||_\pi \leq \varepsilon_1 \) for a desired \( \varepsilon_1 \) and some \( M \), and consider Algorithm 3. For each inner loop where we use \( m_k \) iterations, let \( \rho = \min_{m_1, \ldots, m_k} (\rho_{\varepsilon, m_k}) \). Let \( t_i \geq \frac{\alpha^2(\phi^2+\varepsilon^2)}{\rho^2}, K_i = \lfloor \log_\alpha \left( \frac{\varepsilon}{\phi} \right) \rfloor \).

Let \( i^* \) be the first outer loop which has \( m_k \geq M \) \( \forall k \). Then we obtain a \( 3\varepsilon \)-accurate solution at the conclusion of outer loop \( i^* \).

5 A special class - submodular minimisation

In this section we use local error bounds to give specialised results on the quantity \( B_{\varepsilon,m} \), as we do not know it in general. We will see that this gives us a linear convergence rate for a class of problems that includes submodular minimisation. We edit the definition of the local error bound slightly to fit our UQ setting:

**Definition 5.1.** Say that \( f \) admits a local error bound on the level \( \varepsilon \)-sublevel set \( S_{\varepsilon,m} \) if:

\[
||w(\theta) - w^*(\theta)||_\pi \leq c_m ||f(w(\theta), \theta) - f^*_m(\theta)||_\pi, \forall w \in S_{\varepsilon,m}
\]

(10)

where \( w^* \) is the closest point in \( \Omega^*_m \) to \( w \), \( 0 < \phi_m \leq 1 \), and \( 0 < c_m < \infty \) all constants. We as usual deal with the infinite-dimensional case by removing subscripts \( m \).

Note that this definition implies that \( B_{\varepsilon,m} \leq c_m e^{\phi m} \). We now give a polyhedral error bound condition, and claim that submodular minimisation satisfies this:

**Lemma 5.1.** Suppose \( \Omega \) is a polyhedron and the epigraph of \( f \) is also a polyhedron. There exists a constant \( \kappa > 0 \) such that:

\[
||w - w^*||_\pi \leq \frac{||f(w) - f^*||_\pi}{\kappa}, \forall w \in \Omega
\]

(11)

That is, \( f \) as a local error bound on \( S_{\varepsilon} \) with \( \theta = 1 \) and \( c = 1/\kappa \).

**Lemma 5.2.** The Lovasz Extension satisfies the hypotheses of the previous Lemma. The Lovasz Extension truncated to a finite level \( m \) also satisfies this Lemma.

**Proof.** In this case, we have that the function \( f \) is also convex for each value of \( \theta \), when we fix \( \theta \) and treat the function as a real-valued function.

Because of this, we can simply take the proofs of the corresponding Lemmas in [14] and take the \( \pi \) norms of the results to reach our conclusion. \( \square \)

We can now substitute in the constants we’ve derived to Corollary 4.1 to get the final result on the fixed level convergence:
Corollary 5.1. Suppose the first two Assumptions hold. For minimising the Lovasz Extension, the iteration complexity for a $\varepsilon$ optimal solution (in terms of function value) is $O\left(\frac{\alpha^2(G^2 + V^2)}{\kappa^2} \left\lfloor \log_\alpha \left(\frac{\varepsilon_0}{\varepsilon} \right) \right\rfloor \right)$ provided $t = \frac{\alpha^2(G^2 + V^2)}{\kappa^2}$, $K = \left\lfloor \log_\alpha \left(\frac{\varepsilon_0}{\varepsilon} \right) \right\rfloor$. By setting $\varepsilon = \varepsilon \kappa$, we can also find an $\varepsilon$-optimal solution in terms of the iterate.

where the corresponding asymptotic convergence, and eventual convergence with the above rate follows from the generic analysis.

5.1 Rounding to a discrete set

In general we note that as we will not have a unique minimum, and in fact this procedure will not even output the minimum with the least or most elements for a fixed $\theta$, it is a little ambiguous what information we want to gain from the output of our algorithm $x^*(\theta)$. We propose a rounding procedure that will convert $x^*(\theta)$ into a discrete set $S(\theta)$ with the following properties: so long as our Lovasz Extension has converged within $\varepsilon$ of the true optimum, then for each fixed $\theta$, every element of the set $S(\theta)$ belongs to a minimiser of the submodular function $f$.

To do this, suppose we run RSGUQ until $\varepsilon$ convergence. Then taking a threshold of $1 - \varepsilon$, we add the element $e$ to $S(\theta)$ when its corresponding continuous variable is above $(1 - \varepsilon)$.

Note that if we use a constant threshold in this manner, we will not achieve an actual minimiser as a set in general, even if we are arbitrarily close to the minimum, as two elements $x_i(\theta), x_j(\theta)$ that are equal at the optimum may be extremely close together at our approximate optimum, but on either side of the threshold.

5.2 Challenges and a new basis set

All of this has been done to gain information about $x^*(\theta)$, where we are solving a submodular minimisation problem. In this case, the projection we must solve is that $x(\theta) \in [0,1]$ for all $\theta$. This projection is non-trivial in general, its hard even to find the maximum of a Fourier Series.

As the projection in this case is difficult and the main obstacle to the methods speed, we offer an alternative to computing $x^*(\theta)$. We will refer to this as the piecewise constant method: in the case that $\theta$ is one-dimensional, we can decompose the domain of $\theta$ into progressively more intervals, and write $x^*(\theta)$ as a piecewise constant function. This has the advantage of making the required projection trivial, but the disadvantage of being difficult to scale up in dimensions of $\theta$ in a way that we can still control the number of basis functions effectively.

In our experiments, we will use the piecewise constant method. First however, we give some convergence results for it that are analogous to Section 4.
5.3 Piecewise Constant Method

Until now, the way we deal with increasing $m_k$ in the RSGUQ method has been trivial - we simply add the next basis function to our representation for $x$, and keep all basis functions we have. However, in the piecewise constant, we are removing one basis function and replacing it with two new ones at each step. This allows us to retain orthogonality and control the speed of increasing $m_k$ easily.

**Algorithm 4: Piecewise constant method - increasing $m$**

**Input:** One-dimensional distribution $\pi$ for $\theta$, representation of $x$ as a piecewise constant function with $m$ pieces.

**Output:** A representation of $x$ as a piecewise constant function with $m + 1$ pieces

Let $x = \sum_i c_i X_i$, where $X_i$ is an indicator function over some continuous interval, and intervals are sorted in ascending order.

Let $\theta'$ be a sample from the distribution $\pi$.

Let $I$ be the index such that $\theta'$ falls in the interval $X_I$.

Subdivide the interval indexed by $X_I$ into two continuous disjoint intervals with the breakpoint given by $\theta'$, and with $x$ taking the value $c_I$ on both new intervals.

Return $x$.

In Algorithm 4, we detail what happens when we increase $m_k$. In the remainder of this subsection, we detail some results on the convergence of RSGUQ using this method. We note first that we assume throughout that the function $f$ is defined on a bounded domain. This is in contrast to previous Sections, but true for our submodular example. The first result follows in the same way as Theorem 4.1.

**Lemma 5.3.** Suppose that for the duration of one outer loop, the piecewise constant representation of $x$ is fixed. Let $f^*$ be the optimal function value when the input is restricted to this representation. In our one outer loop, $t \geq \frac{L^2 \beta^2}{\rho^2 \varepsilon^2}$ and $K = \lceil \log_{\alpha} \left( \frac{\varepsilon}{\rho^2} \right) \rceil$. Then we obtain a $2\varepsilon$ accurate solution at the end of the loop.

The next result is an analogue to Lemma 4.3 and follows from the fact that $f$ is Lipschitz continuous with constant $L$. Before this however, we need to define precisely what truncated optima are in this setting. To do so, we first precisely define how we partition the domain of $\Theta$:

**Definition 5.2.** Let $\Theta$ be a one-dimensional bounded interval from $a$ to $b$ (possibly not including endpoints) that serves as the domain of $\theta$. We call a sequence $C = (c_1, \ldots, c_n)$ a partition of length $n + 1$, and it corresponds to the partition of this interval into the parts $(a, c_1), (c_1, c_2), \ldots, (c_n, b)$ (the choice of what to do with endpoints is arbitrary.)
A partition $C_1$ is said to be finer than another partition $C_2$, if every interval induced by the partition $C_1$ is included in an interval induced by $C_2$, possibly excluding endpoints.

**Lemma 5.4.** Let $C$ be a partition of length $n + 1$, and let $f^*_C(\theta)$ be the optimal function value under this partition. Further, let $f^*(\theta)$ be the true optimal function value.

Then on each interval $I$ induced by $C$, the value of $f^*_C(\theta)$ for $\theta \in I$ is the average value of $f^*(\theta)$ over $I$.

**Proof.** The result is clear on considering the equivalent quantity to be minimised, where $c$ is a constant:

$$\int_I (c - f^*(\theta))^2 \pi(d\theta),$$

with the result follows by differentiating under the integral sign, then noting the $f^*$ term will integrate to the average value. \qed

From here, we can now give an analogue to Lemma 4.3:

**Lemma 5.5.** Let $M$ be the value of the element of the subdifferential of $f$ throughout its domain with maximal absolute value. Let $C$ have an interval with maximum $\pi$-measure $\mu$. Then we have:

$$\| f(x(\theta), \theta) - f^*_n \| \leq O(\mu)$$

**Proof.** The result follows by noting that $f$ is $L$-lipschitz, and intervals can have at most $\mu$ measure, which bounds the error in each interval. \qed

To finish this discussion, we would like a control on the maximum measure. We state the following result without loss of generality assuming $\Theta = [0, 1]$, and that $\theta$ is uniformly distributed:

**Lemma 5.6.** Suppose while running Algorithm 4 we have drawn $n$ uniform variables $\theta_1 \leq \ldots \leq \theta_n$. Let $W_1 = \theta_1$ and $W_i = \theta_i - \theta_{i-1}$, $i > 1$. Further, let $X_1, \ldots, X_{n+1}$ be $n + 1$ standard exponential variables, and let $X_M$ be the maximum of these. Then the expected measure of the piece with maximum measure is distributed as:

$$E_n = \mathbb{E} \left( \max_i W_i \right) = \frac{H_{n-1}}{n + 1}$$

where $H_n$ is the $n$th harmonic number. We therefore have:

$$E_n = O\left( \frac{\log n}{n} \right)$$

A proof can be found in [10].

With these results, we can state a main convergence result, which follows similarly to Theorem 4.2.
Theorem 5.1. Suppose that for each outer loop, we have estimates of $G, V$ that hold throughout the loop. Furthermore, for each inner loop where we use $m_k$ iterations, let $\rho = \min_{m_1, \ldots, m_k} (\rho_{m_k})$. Then let $t_i \geq \frac{\pi}{\rho^2} (G^2 + V^2), K_i = \lceil \log_\alpha \left( \frac{t_i}{\epsilon} \right) \rceil$.

Let $i^*$ be the first outer loop in which the partition $C$ is such that $\| f_C^* (\theta) - f^* \|_\pi \leq \epsilon$. Then we obtain a 3$\epsilon$-accurate solution at the end of the outer loop $i^*$.

6 Experiments

In this section we provide some numerical results of the RSGUQ method. We begin by evaluating the method on a simple unconstrained problem, before comparing some different methods for a min-cut graph problem. We will see that for each problem we consider, that we get simple bounds for $B_{\epsilon, m}$ that make selecting the algorithms parameters easy.

6.1 A simple constrained problem

In this subsection, we minimise a simple quadratic in two variables defined as follows:

$$f(x(\theta), y(\theta)) = \begin{cases} \frac{\rho}{4} (x(\theta) - x^*(\theta))^2 + \frac{\pi}{4} (y(\theta) - y^*(\theta))^2 & \text{if } x(\theta) > x^*(\theta) \text{ and } y(\theta) > y^*(\theta) \\ \frac{\rho}{4} (x(\theta) - x^*(\theta))^2 + \frac{\pi}{4} (y(\theta) - y^*(\theta))^2 & \text{if } x(\theta) < x^*(\theta) \text{ and } y(\theta) > y^*(\theta) \\ \frac{\rho}{4} (x(\theta) - x^*(\theta))^2 + \frac{\pi}{4} (y(\theta) - y^*(\theta))^2 & \text{if } x(\theta) > x^*(\theta) \text{ and } y(\theta) < y^*(\theta) \\ \frac{\rho}{4} (x(\theta) - x^*(\theta))^2 + \frac{\pi}{4} (y(\theta) - y^*(\theta))^2 & \text{if } x(\theta) < x^*(\theta) \text{ and } y(\theta) < y^*(\theta), \end{cases}$$

(12)

where we have:

$$x^*(\theta) = y^*(\theta) = |(4/5 + 1/4 \exp(\sin(\theta)) - \cosh(\sin(\theta)^2))(1 + \sin(2\theta))|.$$  

This optimum function also appears in [11] and [8], and is chosen for the fact that its basis representation decays slowly. We also impose the condition on our solution $w(\theta) = (x(\theta), y(\theta))$ that $\|w\|_\pi \leq 1.5$. As explained before, this is equivalent to an $L_2$ constraint on the vector of coefficients, so can be projected easily. Furthermore, benchmark numerical integration tells us that $\|x^*(\theta)\|_\pi = \|y^*(\theta)\|_\pi < 0.52$, so the solution to this problem will be the correct one.

We note the theoretical epoch sizes as derived in [4,2] can be very large: in general we know that we have $G^2 \leq L^2$ as $f$ is Lipschitz continuous, but cannot improve upon this in general without special structure. In these experiments we show that epochs of much smaller size still ensure convergence.

Rather than trying to identify the $B_{\epsilon}$ coefficients for this function, we note that we can put the following simple bound on the values of $f$, where we write
Figure 1: A plot of function error against number of calls to Algorithm 2 in minimising Equation (12).

\[(x(\theta), y(\theta)) = w(\theta)\] to keep similarity with Definition 5.1

\[||w(\theta) - w^*(\theta)||_\pi \leq \sqrt{\frac{4}{\Lambda}}||f(w(\theta), \theta) - f(w^*(\theta), \theta)||_\pi\]

where we note that \(f(w^*(\theta), \theta) = 0 \forall \theta\). Therefore we have the bound \(B_{\epsilon,k} \leq \frac{2\epsilon}{\sqrt{\Lambda}}\). Due to this bound, we see that Corollary 5.1 will actually give a linear rate of convergence.

With this in mind, we set \(t_i = 50, K_i = 20\), and we terminate after \(i = 10\) loops. We have also set \(\mu = 1, L = 50\). In Figure 1 we see a plot of the error in the function value. We note that the \(x\)-axis is numbered by the amount of times the SG inner subroutine from 2 is run. With that in mind, we see that each cusp in the plot represents one inner loop in the RSG routine. A linear rate of convergence, as expected, is clearly observed.

With this proof of concept, we now move on to dealing with a more interesting application: solving a discrete problem (min-cut) via its convex relaxation.

### 6.2 Min-Cut Problem

In this subsection we deal with the problem of solving a min-cut problem. As stated previously, we will use the tools of submodular optimisation to solve this problem. We first detail the specific example we wish to solve:

**Example 6.1.** Consider the minimum \(s, t\) cut problem from Figure 1 with \(\theta \geq 0\), where we have a graph \(G = (V, E)\) with a source \(s\) and sink \(t\) that we require to be in different subsets. The problem statement asks us to find sets...
$S, V \setminus S$, with $s \in S$ and $t \in V \setminus S$ such that:

$$C(S) = \sum_{i \in S, j \in V \setminus S, (i,j) \in E} w_{ij}$$

is minimised, where $w_{ij}$ is the weight of the edge between $i, j$.

It can be shown that this problem is a submodular minimisation problem, and further that it can be minimised by casting it as a convex minimisation problem via the Lovasz Extension$^2$, a common convex relaxation used to minimise submodular functions. More details about the Lovasz Extension can be found in $^2$. In our case, it can be shown that the Lovasz Extension is equal to:

$$f(x_1, x_2) = 2|x_1 - x_2| + \theta x_1 + 3|1 - x_2|$$

with $x_1, x_2 \in [0,1]$. We see that the set of minima depend on the value of $\theta$, and in particular, that set $M(\theta)$ can be shown to be:

$$M(\theta) = \{(0, 1), \theta \geq 2\}, \quad \{(1, 1), \theta \leq 2\}.$$  

We note that the problem set-up will require us to impose constraints of the form $0 \leq x(\theta) \leq 1 \forall \theta$, which are highly non-trivial for most common orthogonal series. With this in mind, as discussed in Section 5.3 we will divide the one-dimensional range of $\theta$ into an increasingly finer piecewise constant function. Note that in this case, the projection is trivial as each piece can be projected to $[0, 1]$. We expect a priori that the optimum $x^*(\theta)$, will be piecewise constant, so this method is suited to our problem. For our experiments we use the : $K = 20$, $t = 50$, $\alpha = 1.2$, and an initial step size of 0.01. We perform a total of 10 outer loops. At inner loop $j$, we use $(j + 10)^{0.8} + 10$ basis functions.

In Figure 3 we present the results. The $x$-axis is indexed by the number of calls of Algorithm $^2$ and the $y$-axis the error $\|f(x(\theta), \theta) - f^*\|_2^2$. We see that linear convergence is attained overall, with characteristic cusps in each outer loop as the step size is being reduced. We also note that any apparent slowing down in convergence rate can be explained by not having sufficient basis functions.

7 Conclusion

In this paper we introduced a subgradient method equivalent to the stochastic uncertainty quantification method given by $^1$, and the gradient descent method given by $^8$. The latter work only considers the case where $f$ is strongly convex, and here we relax to the case where $f$ is non-strongly convex and nonsmooth.
We motivated our method by considering that to estimate the statistics of $x^*(\theta)$ naively, we would need to perform subgradient descent an exponential number of times.

We showed that each method converges with rate $1/\varepsilon^2$ to a solution, and as the number of basis functions grows, we eventually converge to a $\varepsilon$ neighbourhood of the true solution. Numerical evidence supported the above claims.

We then considered a subclass of problems called polyhedral convex optimisation, which includes piecewise linear functions. We showed that a linear rate of convergence is obtained in this case when the number of basis functions is high enough. We showed that submodular minimisation is a polyhedral convex optimisation problem, and evaluated the performance of our method on a min $s-t$ cut problem.
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A Fixed Level Convergence Proofs

In this section, we give the proofs for Lemma 4.1 and Theorem 4.1.

A.1 Proof for Lemma 4.1

We begin by writing the statement of the Lemma again:

**Lemma A.1.** Suppose we run the subroutine Algorithm 1, but we only have noisy subgradients as defined above. Using a constant step size $\eta$ for $T$ iterations, we have:

$$\mathbb{E}(\mathbb{E}_\pi(f(\bar{x}_T(\theta), \theta) - f(x^*(\theta), \theta)|\mathcal{F}_k)) \leq \frac{(C^2 + V^2) \eta}{2} + \frac{\|x_1(\theta) - x(\theta)\|_\pi^2}{2\eta T}$$

where $\bar{x}_T = \frac{1}{T} \sum_{i=1}^T x_i$, the outer expectation is with respect to the filtration $\mathcal{F}_k$, and $x^*(\theta)$ is some truncated optimum.

Before we prove this, we first prove a couple of auxiliary results. First, we need a Lemma of our own on the subgradient that is a simple consequence of its definition:

**Lemma A.2.** Let $g_m(\theta)$ be a truncated subgradient. Then for all $x(\theta), y(\theta) \in L^2_{\pi,m}$ we have:

$$\mathbb{E}_\pi(f(x(\theta), \theta) - f(y(\theta), \theta)) \geq \langle g_x(\theta), x(\theta) - y(\theta) \rangle_\pi$$

We now also adapt Lemma 1 of [14]:

**Lemma A.3.** For any $\varepsilon > 0$ such that $\mathcal{L}_\varepsilon \neq 0$ and any $w \in \Omega$, we have:

$$\|w(\theta) - w^\dagger_\varepsilon(\theta)\|_\pi \leq \frac{1}{\rho_\varepsilon} \mathbb{E}_\pi(f(w(\theta), \theta) - f(w^\dagger_\varepsilon(\theta)))$$

**Proof.** The proof proceeds similarly to [14], except instead of the Equation after Equation (8) there, we use our definition of convexity and the subgradient, thus giving:

$$\zeta \mathbb{E}_\pi(f(w(\theta), \theta) - f(w^\dagger_\varepsilon(\theta))) \geq \langle w(\theta) - w^\dagger_\varepsilon(\theta), g(\theta) \rangle_\pi$$

and the remainder of the proof follows as in [14].

Now that we have done this, we proceed with the proof of Lemma 4.1.

**Proof of Lemma 4.1.** At iteration $k$, we have the iterate $x^k(\theta)$, the step size $\alpha_k$, and the vector of basis coefficients of the subgradient as $g_k(\theta)$. We label an optimum as $x^*(\theta)$. We define the step before projection as:

$$z^{k+1}(\theta) = x^k(\theta) - \alpha_k g_k(\theta)$$
Knowing this, we can write:

\[
\begin{align*}
\mathbb{E} (\|z^{k+1}(\theta) - x^*(\theta)\|_F^2 | \mathcal{F}_k) &= \mathbb{E} (\|x^k(\theta) - \alpha_k \hat{g}_k - x^*(\theta)\|_F^2 | \mathcal{F}_k) \\
&= \mathbb{E} (\|x^k(\theta) - x^*(\theta)\|_F^2 | \mathcal{F}_k) - 2\alpha_k \mathbb{E} (\langle \hat{g}_k, x^k(\theta) - x^*(\theta) \rangle_2 | \mathcal{F}_k) + \alpha_k^2 \mathbb{E} (\|\hat{g}_k\|_F^2 | \mathcal{F}_k) \\
&= \mathbb{E} (\|x^k(\theta) - x^*(\theta)\|_F^2 | \mathcal{F}_k) - 2\alpha_k (\mathbb{E}_\pi (f(x_k(\theta), \theta) - f(x^*(\theta), \theta) | \mathcal{F}_k)) + \alpha_k^2 (V^2 + G^2),
\end{align*}
\]

where in the last line, the fact that \(\hat{g}_k\) is an unbiased estimate of a subgradient.

By the properties of projections, if \(x^{k+1}(\theta) = P(x^k(\theta))\), we have

\[
\mathbb{E} (\|z^{k+1}(\theta) - x^*(\theta)\|_F^2 | \mathcal{F}_k) \leq \mathbb{E} (\|z^{k+1}(\theta) - x^*(\theta)\|_F^2 | \mathcal{F}_k)
\]

Then combining that with the previous inequality, we can say:

\[
\begin{align*}
\mathbb{E} (\|z^{k+1}(\theta) - x^*(\theta)\|_F^2 | \mathcal{F}_k) &\leq \mathbb{E} (\|x^k(\theta) - x^*(\theta)\|_F^2 | \mathcal{F}_k) \\
&\quad - 2\alpha_k \mathbb{E}_\pi (f(x_k(\theta), \theta) - f(x^*(\theta), \theta) | \mathcal{F}_k)) + \alpha_k^2 (V^2 + G^2),
\end{align*}
\]

Where we have also used \(\mathbb{E}\|g_k\|_F^2 \leq G^2\). We can now iterate this inequality through \(k\) and get:

\[
\begin{align*}
\mathbb{E} (\|x^{k+1}(\theta) - x^*(\theta)\|_F^2 | \mathcal{F}_k) &\leq \mathbb{E}\|x^1(\theta) - x^*(\theta)\|_F^2 \\
&\quad - \sum_{i=1}^k 2\alpha_i \mathbb{E}_\pi (f(x_i(\theta), \theta) - f(x^*(\theta), \theta) | \mathcal{F}_i)) + \alpha_i^2 (G^2 + V^2)
\end{align*}
\]

By dropping positive terms, setting \(k = T\), and setting \(\alpha_i = \eta, \forall i\), we find:

\[
\frac{1}{T} \sum_{i=1}^T \mathbb{E}_\pi (f(x_i(\theta), \theta) - f(x^*(\theta), \theta) | \mathcal{F}_i)) \leq \frac{\|x^1(\theta) - x^*(\theta)\|_F^2 + \eta^2 (G^2 + V^2)}{2\eta T}
\]

from which we get the result using Jensen’s inequality. \(\square\)

### A.2 Proof for Theorem 4.1

**Proof.** We use an inductive framework similar to [14]. We note that for the duration of this proof, we remove the \(m\) subscript on relevant quantities for clarity. Firstly we recall the point \(x_{k+\varepsilon}^k\) as being the closest point to \(x_k\) in the \(\varepsilon\) sublevel set. Then let \(\varepsilon_k = \frac{\alpha_k}{\eta_k}\), which gives \(\eta_k = \frac{\alpha_k}{(G^2 + V^2)}\). By induction, we’ll show:

\[
\mathbb{E}_\pi (f(x_k(\theta), \theta) - f^*_k) \leq \varepsilon_k + \varepsilon
\]

(16)
for \( k = 0, 1, \ldots, K \), which gives our result for \( k = K \). The base case of \( k = 0 \) is clear, so we suppose it holds for \( k - 1 \). We can apply Lemma 4.4 to the \( k \)th stage and find:

\[
\mathbb{E}_\pi \left( f(x_k(\theta), \theta) - f(x_{k-1, \varepsilon}(\theta), \theta) \right) \leq \frac{(G^2 + V^2) \eta_k}{2} + \frac{||x_{k-1}(\theta) - x_{k-1, \varepsilon}(\theta)||^2}{2\eta_k t}
\]

(17)

After this we separate into cases: firstly where \( x_{k-1} \in S_\varepsilon \). In this case \( x_{k-1, \varepsilon} = x_{k-1} \), and then from the previous Equation we see:

\[
\mathbb{E}_\pi \left( f(x_k(\theta), \theta) - f(x_{k-1, \varepsilon}(\theta), \theta) \right) \leq \frac{(G^2 + V^2) \eta_k}{2} = \frac{\varepsilon_k}{2}
\]

From this we see that:

\[
\mathbb{E}_\pi (f(x_k(\theta), \theta) - f^*) \leq \mathbb{E}_\pi \left( f(x_k(\theta), \theta) - f(x_{k-1, \varepsilon}(\theta), \theta) \right) + \mathbb{E}_\pi \left( f(x_{k-1, \varepsilon}(\theta), \theta) - f^* \right) \leq \frac{\varepsilon_k}{2} + \varepsilon
\]

We now consider the second case, where \( x_{k-1} \in S_{\varepsilon} \), which implies that \( \mathbb{E} ||f(x_k(\theta), \theta) - f(x_{k-1, \varepsilon}(\theta), \theta)|| = \varepsilon \). From Lemma A.3, we have:

\[
||x_{k-1}(\theta) - x_{k-1, \varepsilon}(\theta)||_\pi \leq \frac{1}{\rho_\varepsilon} \mathbb{E}_\pi \left( f(x_{k-1}(\theta), \theta) - f(x_{k-1, \varepsilon}(\theta)) \right) + \frac{1}{\rho_\varepsilon} \mathbb{E}_\pi \left( f(x_{k-1}(\theta), \theta) - f^* \right) + \frac{1}{\rho_\varepsilon} \mathbb{E}_\pi \left( f^* - f(x_{k-1, \varepsilon}(\theta)) \right)
\]

\[
\leq \frac{\varepsilon_{k-1} + \varepsilon - \varepsilon_{k-1}}{\rho_\varepsilon} \leq \frac{\varepsilon_{k-1}}{\rho_\varepsilon}
\]

We can combine this inequality with \( \eta_k = \frac{\varepsilon_k}{\alpha^2} \) and the bound on \( t \) to find:

\[
\frac{||x_{k-1}(\theta) - x_{k-1, \varepsilon}(\theta)||^2}{2\eta_k t} \leq \frac{\varepsilon_k^2}{2\varepsilon_{k-1}} = \varepsilon_k
\]

(18)

Which we then combine with Equation (17) to find:

\[
\mathbb{E} \left( \mathbb{E}_\pi \left( f(x_k(\theta), \theta) - f(x_{k-1, \varepsilon}(\theta), \theta) \right) \right) \leq \varepsilon_k
\]

and then combine with the fact that \( \mathbb{E} \left( \mathbb{E}_\pi \left( f^* - f(x_{k-1, \varepsilon}(\theta), \theta) \right) \right) = \varepsilon \) to show Equation (16) holds for all \( K = 0, 1, \ldots, K \).

By the definition of \( K \), we have that \( \varepsilon_K \leq \varepsilon \), and so writing Equation (16) for \( k = K \) we find:

\[
\mathbb{E} \left( \mathbb{E}_\pi \left( f(x_K(\theta), \theta) - f^{m*} \right) \right) \leq \varepsilon_K + \varepsilon \leq 2\varepsilon
\]

as required. \( \square \)
A.3 Proof for Lemma 4.2

Proof. The proof proceeds similarly to [14], except instead of their first Equation, we use our definition of convexity, subgradients, and the normal cone, thus giving:

$$E_\pi (f(u^*(\theta), \theta) - f(u(\theta), \theta)) \geq \langle u^*(\theta) - u(\theta), g_u(\theta) + v_u(\theta) \rangle_\pi$$ (19)

where $u \in L_\varepsilon$, $u^*$ the closest optimal point to $u$, $g$ is a subgradient of $u$, and $v$ a vector in the normal cone. This implies, on taking Cauchy-Schwarz:

$$||u^*(\theta) - u(\theta)||_\pi ||g_u(\theta) + v_u(\theta)|| \geq E_\pi (f(u(\theta), \theta) - f(u^*(\theta))) = \varepsilon$$ (20)

By the fact that $u$ is in $L_\varepsilon$. After this, the remainder of the proof follows as in [14].

B Overall Convergence Rate Proofs

In this section, we give a proof for Theorem 4.2. Before that, we need to discuss the set $S_\varepsilon$ and the quantity $\rho_\varepsilon$ that we have been working with so far. We note that they also depend on the number of basis functions in the current loop.

B.1 Proof for Theorem 4.2

Proof. The proof is very similar to that of Theorem 4.1, but the quantity we aim to bound by induction is slightly different, namely:

$$E_\pi (f(x_k(\theta), \theta) - f_k^*) \leq \varepsilon_k + \varepsilon$$

where $f_k^*$ is the optimum at $m_k$ basis functions. For $k = K_\varepsilon$, this implies the Theorem by noting that we have $||f_k^* - f_k||_\pi \leq \varepsilon$ by the hypotheses of the Theorem.

We consider the inductive step in Theorem 4.1. In the first case, where $x_{k-1} \in S_{\varepsilon, k-1}$, the proof proceeds as in that Theorem. In the second case, it also proceeds similarly. The only delicate step to consider is the matter of $\rho$. If we use the value $\rho_n$ for $\rho$ in inner loop $n$, then Equation (18) will read:

$$\frac{||x_{k-1}(\theta) - x_{k-1,\varepsilon}(\theta)||_\pi^2}{2\eta_k \varepsilon_k} \leq \frac{\rho_{n+1}}{\rho_n} \frac{\varepsilon_{k-1}^2}{2\varepsilon_k \alpha^2} = \frac{\rho_{n+1}}{\rho_n} \varepsilon_k.$$

However, by the definition of $\rho$, this first factor is smaller than one, and therefore we can still find the bound:

$$E\left( E_\pi \left( f(x_k(\theta), \theta) - f(x_{k-1,\varepsilon}(\theta), \theta) \right) \right) \leq \varepsilon_k$$

and thus we prove the Theorem by following the remainder of Theorem 4.1. Q.E.D.