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Abstract—We present a motion planning algorithm with probabilistic guarantees for limbed robots with stochastic gripping forces. Planners based on deterministic models with a worst-case uncertainty can be conservative and inflexible to consider the stochastic behavior of the contact, especially when a gripper is installed. Our proposed planner enables the robot to simultaneously plan its pose and contact force trajectories while considering the risk associated with the gripping forces. Our planner is formulated as a nonlinear programming problem with chance constraints, which allows the robot to generate a variety of motions based on different risk bounds. To model the gripping forces as random variables, we employ Gaussian Process regression. We validate our proposed motion planning algorithm on an 11.5 kg six-limbed robot for two-wall climbing. Our results show that our proposed planner generates various trajectories (e.g., avoiding low friction terrain under the low risk bound, choosing an unstable but faster gait under the high risk bound) by changing the probability of risk based on various specifications.
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I. INTRODUCTION

Planning complex motions for limbed robots is challenging because planners need to design footsteps and a body trajectories while considering the robot kinematics and reaction forces. Motion planning for limbed robots has been studied by a number of researchers. Sampling-based planning, such as the Probabilistic-Roadmap (PRM), samples the environment and generates the motion while satisfying static equilibrium and kinematics for a robot \cite{1, 2}. Optimization-based planning, such as Mixed-Integer Convex Programming (MICP) and Nonlinear Programming (NLP), solves the solution given constraints using optimization algorithms such as gradient descent \cite{3, 9}.

While many papers discuss motion planning for the robot, few studies have investigated how planning is affected by stochastic gripping forces. One of the open problems in motion planning of a limbed robot equipped with grippers is the stochastic nature of gripping \cite{10, 11}. For example, the gripping forces caused by spine grippers depend on the stochastically distributed asperity strength (Fig. 2). Thus, risk results from the randomness of the gripping force. By considering risk in a probabilistic manner, the planner can design a variety of trajectories based on various specifications.

The stochastic planning problem can be categorized into two approaches: robust approaches \cite{5-7, 12} and risk-bounded approaches \cite{7, 8, 13-15}. In robust approaches, the planners design trajectories that guarantee the feasibility of the motion given the uncertainty bounds. A soft constraints-based robust planning was investigated in \cite{6}, where the planner allows the solution to be at the boundary of stability. Tas showed the planner to remain collision-free for the worst-case uncertainty for automated driving \cite{12}.

On the other hand, the risk-bounded approach designs trajectories that guarantee the feasibility of the motion given the probability density function (PDF): it prevents the probability of violating state constraints (violation probability) from being higher than a pre-specified probability. Prete formulated a chance-constrained optimization problem of a bipedal robot.
by approximating a joint chance constraints with linear inequality constraints \cite{7}. Planning on slippery terrain was in \cite{8}, where the planner utilizes the prediction of the coefficient of friction to design the motion of the body and footsteps, respectively. Our approach is similar to \cite{8}, but we model the stochastic contact force of the robot and formulate the planning algorithm considering the trajectory of a body and footsteps simultaneously.

For tasks with a higher probability of failure (e.g., climbing on slippery terrain) \cite{15}, the risk-bounded approach has advantages over the robust approach. Because the robust approach often uses a much less informative deterministic model, it is likely to generate conservative solutions with the worst-case uncertainty bound. For demanding tasks, this may be infeasible, with such a planner generating no possible solution and failing to achieve specified goals. In contrast, because the risk-bounded approach can be more aggressive, the problem may be feasible, generating trajectories that carry a probability of failure through risk-taking alongside a non-zero chance of successfully achieving the goal. The violation probability provides a tuning knob to define a Pareto boundary on the risk between failure while finding a trajectory vs. failure while executing a found trajectory. This user-defined parameter can be task- and environment-specific, in contrast to the rigidity of the robust approach.

In this paper, we address a motion planning algorithm formulated as NLP for a limb robot with stochastic gripping forces. Our proposed planner solves for stable postures and forces simultaneously with guaranteed bounded risk. In addition, chance constraints are introduced into the planner that restrict contact forces in a probabilistic manner. We employ a Gaussian Process (GP), a non-parametric Bayesian regression tool, to acquire the PDF of the gripping force. Our proposed motion planning algorithm is validated on an 11.5 kg hexapod robot with spine grippers for multi-surface climbing. While we focus on multi-surface robotic climbing with spine grippers in this paper, our proposed planner can be applied to other robots with any type of grippers for performing any task (e.g., planning of walking, grasping) as long as the robot has contact points with stochastic models.

The contributions of this paper are as follows:

1) We formulate risk-bounded NLP-based planning that considers the stochasticity of gripping forces.
2) We employ the Gaussian Process to model gripping forces as random variables.
3) We validate the algorithm in hardware experiments.

II. PROBLEM FORMULATION

This section describes the friction cone considering maximum gripping forces, model of a position-controlled limb robot with multi-contact surfaces, and the modeling process of a gripping force through GP.

A. Friction Cone with Stochastic Gripping Forces

With grippers, the friction cone constraint can be relaxed on the contact point. For our spine-based gripper, even under a zero normal load, the spines insert into the microscopic gaps on the surface (Fig. 2), generating a significant amount of shear force (Fig. 6) \cite{19}. For a magnet-based gripper, the reaction forces includes the additional magnetic force imposed by the gripper itself, offsetting the friction cone as seen by the rest of the robot.

Thus, we modify the regular friction cone, adding an offset shear force when a normal force is zero to account for the gripping force. As the normal force increases, the maximal allowable shear force increase in the same way as a regular frictional force, with a coefficient of friction $\lambda$ that is assumed to be a constant only depending on the property of the contact surface. This contact model is illustrated in Fig. 3 where $f^r$ is the reaction force between the surface and the gripper. $f^{g,m}$ is the maximum gripping force from grippers under a zero normal force. Note that $f^{g,m}$ is measured per gripper as a unit. In general, $f^{g,m}$ can have both normal and shear components. However, for our spine grippers, the normal component of $f^{g,m}$ is relatively small, so we assume that the gripper generates only shear adhesion. The gripper does not slip when $f^r$ is within this friction cone, as indicated by the shaded region in Fig. 3. Since the interaction between the micro-spines and the surface is highly random, $f^{g,m}$ is naturally modeled as a Gaussian random variable. However, the orientation of the spine and the number of spines in contact with the surface also change as the orientation of the gripper changes, which leads to a shift of the mean and standard deviation of $f^{g,m}$. We learn this model from data by GP. With GP, our proposed planner is able to deal with the stochastic nature of gripping taking into account the gripper orientation.

B. Model of Reaction Force Using Limb Compliance

During multi-surface locomotion, the robot leverages the compliance from its motors in order to squeeze itself between multi-surfaces, as depicted in Fig. 2. One difficulty multi-limbed robots have is that reaction forces are statically indeterminate \cite{16}. Consequently, reaction forces cannot be determined by static equilibrium equations when the robot supports its weight more than three contact points. Hence, in order to calculate the reaction force under this condition, the deformation of the robotic system should be considered.
where \( \sigma_x^2 \) represents the amplitude parameter and defines the smoothness of the function \( f_0 \). In order to predict the mean and variance of the maximum shear force by assuming that it is jointly Gaussian as follows:

\[
f_{g,m}^{\text{pred}} = \mathbb{E}[f_{g,m}^{\text{pred}}(D)] = \mathbf{K}_{g,m}(\mathbf{D})\mathbf{K}_{2,n}^{-1}\mathbf{y}_n
\]

(5)

\[
\mathbb{V}[f_{g,m}^{\text{pred}}(D)] = \mathbb{V}[f_{g,m}^{\text{pred}}(D)] = \mathbf{K}_{g,m}(\mathbf{D})\mathbf{K}_{2,n}^{-1}\mathbf{y}_n
\]

(6)

where \( f_{g,m}^{\text{pred}} \) is the predicted mean and variance of the maximum shear force using the Virtual Joint Method [17].

C. Model of Gripping Force Using Gaussian Process

\[
\Sigma_{g,m} = \mathbb{V}[f_{g,m}^{\text{pred}}(D)] = \mathbf{K}_{g,m}(\mathbf{D})\mathbf{K}_{2,n}^{-1}\mathbf{K}_{g,m}(\mathbf{D})^{\top}
\]

(7)

where \( \Sigma_{g,m} \) is the variance of the Gaussian process and \( \mathbf{K}_{g,m}(\mathbf{D})\mathbf{K}_{2,n}^{-1}\mathbf{K}_{g,m}(\mathbf{D})^{\top} \) is the covariance matrix of the GP problem, including choice of kernel, distance metric, and associated weighting between state variables [18]. We assume that the maximum gripping forces by spine grippers is modeled as:

\[
f_{g,m}^{\text{pred}}(s) = \mathbb{E}[f_{g,m}^{\text{pred}}(s)] + \mathbb{V}[f_{g,m}^{\text{pred}}(s)]
\]

where \( f_{g,m}^{\text{pred}}(s) \) is the mean and \( \mathbb{V}[f_{g,m}^{\text{pred}}(s)] \) is the variance of the Gaussian distribution. Given a data set \( \mathbf{D} = \{s_1, \ldots, s_n\} \), the mean and variance are jointly Gaussian as follows:

\[
f_{g,m}^{\text{pred}}(s) = \mathbb{E}[f_{g,m}^{\text{pred}}(s)] + \mathbb{V}[f_{g,m}^{\text{pred}}(s)]
\]

where \( f_{g,m}^{\text{pred}}(s) \) is the squared exponential kernel as a starting point. In practice, this choice was observed to work well enough to not necessitate further design. A more general characterization of the effects of these hyperparameters can be found in [18]. In this work, we start with the squared exponential kernel with all state variables equally weighted and the Euclidean distance metric. The model remains probabilistic even though the formulation can start with the squared exponential kernel as a starting point. In practice, the squared exponential kernel is used as a starting point due to its simplicity, and the model remains probabilistic even though the formulation can start with the squared exponential kernel as a starting point.
III. RISK-AWARE MOTION PLANNING

In this section, we present a complete risk-aware motion planning algorithm formulated as (8a)–(8k). The objective of our proposed planner is to find the optimal trajectory for the Center of Mass (CoM) position, its orientation, the foot position, and the reaction force for each foot in order to arrive at the destination while satisfying constraints. Our proposed planner enables the robot to find feasible trajectories that consider risk from the grippers under various environments.

We define one round of movement made by a robot when its body and all of its limbs have moved onto the next footholds. Note that for each round, the planner investigates several critical instants between two postures with pre-defined gait as explained in detail in Section IV. At j-th round, \( \Gamma \) is the decision variables that are given as:

\[
\Gamma = \{ p_{i,j}, P_{CoM,i,j}, \Theta_{CoM,i,j}, \theta_{i,j}, f_{i,j}^r, f_{i,j}^{g,m}, \Sigma_{i,j}^{g,m} \} \tag{7}
\]

where \( p_{i,j} \) is the foot \( i \) position, \( P_{CoM,i,j} \) is the position of the body, \( \Theta_{CoM,i,j} \) is the orientation of the body, \( \theta_{i,j} \) are the joint angles for the limb \( i \), and \( f_{i,j}^r \) is defined in Section II-A. In this study, \( f_{i,j}^{g,m} \) is treated as a random variable based on the model of GP, which follows \( f_{i,j}^{g,m} \sim N \left( f_{i,j}^{g,m}, \Sigma_{i,j}^{g,m} \right) \). Equation (8a) is the cost function that depends on the robot’s state. Equation (8b), (8c), and (8d) bound the range of travel between rounds. Equation (8e) represents the forward kinematics constraints. In (8f), it ensures that \( p_{i,j} \) is within the feasible terrain where the robot is able to put its limb. In this paper, we assume that the robot generates a quasi-static motion. Hence, the planner has the static equilibrium constraints expressed by (8g) and (8h), where \( F_{tot} \) and \( M_{tot} \) are the external force and moment, respectively. In this work, only gravity is considered as the external force. Equation (8i) and (8j) ensure that the motor torque is lower than the maximum motor torque where \( J(\theta_i) \) is a Jacobian matrix. The reaction force \( f_i^r \) is constrained by (8k), which describes the friction cone constraints to prevent the robot from slipping where \( \lambda_{i,j}(p_{i,j}) \) denotes the coefficient of friction at \( p_{i,j} \). Note that this constraints (8k) is also stochastic constraints due to \( f_i^r \). Equation (8k) can be converted into deterministic constraints, which is explained in Section III-B.

Compared to sampling-based approaches such as RRT, NLP is able to formulate relatively complicated constraints such as friction cone constraints (8k), which are typically difficult for the sampling-based approaches to handle in terms of computation. In addition, MICP approaches such as \([3, 5, 9]\) can increase the computation speed by decoupling the pose state from wrench states. However, they potentially limit the robot’s mobility. The robot may not choose the trajectory on the low friction terrain in case the planner first solves the pose problem and then solves the wrench problem later since the pose optimization problem does not consider the wrench information. Although MICP can plan the trajectories considering both wrench and pose state simultaneously, it needs to sacrifice the accuracy by assuming an envelope approximation on bilinear terms \([3]\) or allow relatively expensive computation as the number of the integer variables increases, which is
intractable for high degree-of-freedom (DoF) robots (e.g., our robot has 24 DoF). In contrast, NLP can simultaneously solve the trajectory reasoning both the pose and the wrench with relatively less computation \[8\].

**A. Deterministic Constraints**

Here, we explain two deterministic constraints \[8e\], \[8f\], that are not explicitly shown in \[8a\]-\[8k\].

1) **Kinematics:** Forward kinematics \[8e\] is given as:

\[
p_{i,j} = R(\Theta_{CoM,j})P_{i,j}^b + P_{CoM,j}
\]

where \(R(\Theta_{CoM})\) is the rotation matrix from the world frame to the body frame, \(p_i^b\) is the foot position relative to the body frame.

2) **Feasible Contact Regions:** We utilize NLP to formulate the planning algorithm so that any nonlinear terrain (i.e., non-flat terrain), such as tube and curve, can be directly described.

If a robot traverses on the flat terrain, the footprint regions are convex polygons as follows:

\[
C_f p_{i,j} \leq D_f
\]

**B. Chance Constraints**

Here, we show that the friction cone constraints in \[8k\] can be expressed using chance constraints, which allow the planner to convert the stochastic constraints into deterministic constraints.

One key characteristic of robotic climbing is that climbing is a highly risky operation: a robot can easily fall without planning its motion correctly. Hence, it needs to restrict the planning its motion correctly. Hence, it needs to restrict

is a highly risky operation: a robot can easily fall without considering the gripping force. In contrast, if \(\Delta\) is small, the planner tends to generate more conservative motions because the robot assumes that the gripper does not output enough force to support the weight of the robot.

Imposing \[15\] is computationally intractable. Thus, using Boole’s inequality, Blackmore \[13\], showed that the feasible solution to \[15\] is the feasible solution to the following equations:

\[
Pr (\alpha^{kT}_{i,j} f^{g,m}_{i,j} \leq \beta^{k}_{i,j}) \geq 1 - \Delta_{j,k}
\]

\[
\sum_{j=1}^{N} \sum_{k=1}^{M} \Delta_{j,k} \leq \Delta
\]

for all \(j = 1, \ldots, N\), \(k = 1, \ldots, M\). The violation probability for each constraint per round \(\Delta_{j,k}\) is constrained in \[17\], in order not to exceed the given \(\Delta\). Because non-uniform risk allocation \[17\] is also computationally expensive \[14\], we use the following relation:

\[
\Delta_{j,k} = \frac{\Delta}{NM}
\]

\(\alpha^{kT}_{i,j} f^{g,m}_{i,j}\) is a multivariate Gaussian distribution such that \(\alpha^{kT}_{i,j} f^{g,m}_{i,j} \sim N (\alpha^{kT}_{i,j} f^{g,m}_{i,j}, \alpha_{i,j,k} \Sigma^{g,m}_{i,j} \alpha^{kT}_{i,j})\). Thus, the stochastic constraints \[16\] can be then converted into a deterministic constraint as given by:

\[
Pr (\alpha^{kT}_{i,j} f^{g,m}_{i,j} \leq \beta^{k}_{i,j}) = \Phi \left( \frac{\beta^{k}_{i,j} - \alpha^{kT}_{i,j} f^{g,m}_{i,j}}{\sqrt{\alpha^{kT}_{i,j} \Sigma^{g,m}_{i,j} \alpha^{kT}_{i,j}}} \right) \geq 1 - \Delta_{j,k}
\]

where \(\Phi^{-1}\) is the inverse function of \(\Phi\).

**C. Cost Function**

The cost function consists of intermediate costs and a terminal cost. In this work, the target mission is to arrive at the destination. Thus, the terminal cost is the distance from the position of the last pose to the destination.

\[
\Psi_D = (q_N - q_d)^T W_D (q_N - q_d)
\]

where \(W_D\) is the weighting matrix and \(q_N = [p_{1,N}, \ldots, p_{L,N}]\) while \(q_d\) is the configuration at the destination. The intermediate costs restrict a large amount of
shifting in terms of linear and rotational motion of a body and the foot position as follows:

\begin{align*}
\Psi_{\text{BPos}} &= \Delta P_{\text{CoM}}^T W_{\text{BPos}} \Delta P_{\text{CoM}} \\
\Psi_{\text{Foot}} &= \sum_{i=1}^{L} \Delta p_i^T W_{\text{Foot}} \Delta p_i \\
\Psi_{\text{BRot}} &= \Delta \Theta_{\text{CoM}}^T W_{\text{BRot}} \Delta \Theta_{\text{CoM}}
\end{align*}

where \( W_{\text{BPos}}, W_{\text{Foot}}, \) and \( W_{\text{BRot}} \) are the weighting matrix.

D. Two Step Optimization for a Position-Controlled Robot

Although our proposed motion planner works for any limbless robot, there is a drawback for a position-controlled robot when wall-climbing. For the position-controlled robot, it is necessary to compute how much \( \delta_{\text{wall}} \) is necessary to generate the planned reaction forces. Therefore, the planner needs to include additional constraints from (1), (2) to realize the planned trajectory. However, we observed that the nonlinear solver has a numerical issue with (2), so it is intractable for the solver to solve our proposed NLP in (8a)-(8k) with (1), (2).

To avoid this problem, we decouple the optimization problem into two-step problems shown in (23a)-(23l) and (24a)-(24d):

\begin{align*}
\text{minimize} & \sum_{i=1}^{L} \Psi_{\text{BPos}} + \Psi_{\text{Foot}} + \Psi_{\text{BRot}} \\
\text{s.t.} & |P_{\text{CoM},j+1} - P_{\text{CoM},j}| \leq \Delta P_{\text{Th}} \\
& |\Theta_{\text{CoM},j+1} - \Theta_{\text{CoM},j}| \leq \Delta \Theta_{\text{Th}} \\
& |p_{i,j+1} - p_{i,j}| \leq \Delta P_{\text{Th}} \\
& p_{i,j} = R(\Theta_{\text{CoM},j}) p_{i,j}^b + P_{\text{CoM},j} \\
& C_{\gamma} p_{i,j} \leq D_{\gamma} \\
& \sum_{i=1}^{L} f_{i,j}^r + F_{\text{tot}} = 0 \\
& \sum_{i=1}^{L} (p_{i,j} \times f_{i,j}^r) + M_{\text{tot}} = 0 \\
& \tau_{i,j} = J(\theta_{i,j})^T f_{i,j}^r \\
& \|\tau_{i,j}\|_2 \leq \Delta \tau \\
& \alpha_{k}^T f_{i,j}^g, + \sqrt{\alpha_{ki}^T \sum_{j,k}^{g,m} \alpha_{ki}^T \Phi^{-1} (1 - \Delta_{j,k}) \leq \beta_{ki}^g} \\
& \Delta_{j,k} = \frac{\Delta}{NM}
\end{align*}

We argue that this decoupling is reasonable because the first planner solves the "essential" problem (e.g., How much reaction force is necessary? What is the footstep trajectory?) to plan the force and pose trajectory. The second planner only computes the control input to the motors, and it does not have a significant effect on the entire motion planning. As explained, if the robot is force controlled, the planner does not need to consider (1), (2). As a result, the second optimization is not necessary for a force-controlled robot, and the whole motion is planned only based on the first optimization problem.

IV. RESULTS

In this section, we evaluate our proposed planner by testing the robot’s performance in three different tasks: energy-efficient climbing, climbing on non-uniform terrains, and climbing with a tripod gait.

We utilize Ipopt solver \([23]\) to solve the planning problem on an Intel Core i7-8750H machine. The derivative of constraints are provided by Casadi \([24]\). The optimizer is initialized with the default configuration of the robot (Fig. I bottom configuration), and the specifications of the computation for Section IV-B is summarized in Table II.

We implement the results of our proposed planning algorithm (i.e., the motion plan), on a six-limbed robot, each limb of which has three DoF. Each joint uses pairs of Dynamixel MX-106 motors, providing a maximum torque at 27 Nm. The robot is equipped with a battery, computer, and IMU. The robot runs a PID loop to regulate its body orientation. No other sensor is used to control its linear position. The robot weighs 11.5 kg. The width of the robot’s body is 442 mm while its height at its standing state is 180 mm. In each experiment, the robot climbs between two walls at a distance of 1200 mm, where the wall is covered with sandpapers of different grit size to adjust the coefficient of friction. All hardware demonstrations can be viewed in the accompanied video.\(^1\)

A. Energy Efficient Planning

The objective of this task is to assess the consumed energy of climbing with two different violation probabilities. While the robot can grip the wall with a low violation probability (e.g., \( \Delta = 0.0005 \)), there is a disadvantage of consuming more energy. On the other hand, the robot may perform an energy-efficient motion with a higher violation probability (e.g., \( \Delta = 0.1 \)). Here, we set \( N = 7, M = 6 \) to compute \( \Delta_{j,k} \). To show the trade-off between the consumed energy and the violation probability, we let the robot climb on the walls with one leg gait where the robot first lifts its right front limb, puts it on the next position, pushes its body up, lifts its right middle limb, and so on. Within each round, the planner investigates 12 critical instants for one leg gait: 6 instants after the robot

\begin{table}
| # of rounds N | Variables | Constraints | Average T-solve (Ipopt) |
|---------------|----------|-------------|------------------------|
| 1             | 1744     | 799         | 0.4 minutes            |
| 2             | 3937     | 1680        | 6 minutes              |
| 4             | 11761    | 4994        | 16 minutes             |
| 7             | 23479    | 9965        | 248 minutes            |
\end{table}

\(^1\)Video of hardware experiments: https://youtu.be/ZDqvf1J4nS4
lifts one limb, and 6 instants after the robot places the limb on the next position and pushes its body up. The figure shows that the consumed power of a particular limb decreases when the limb is in the air, while it increases when the limb is on the wall to generate the normal force on the wall.

We plot the consumed power for two consecutive limbs from the hardware experiment in Fig. 7. Fig. 7 shows that the consumed power of a limb decreases when the limb is in the air while the other limbs increase the consumed power to increase the reaction force. Furthermore, the robot consumes more power with smaller $\Delta$, which means that the robot needs to push the wall to increase $f^*$. In contrast, if $\Delta = 0.1$, the solution requires less power, but has a larger probability of slipping. In Fig. 8, the total consumed energy from these limbs was calculated by integrating their power over time spent climbing. In our robot, the robot could decrease the energy by 46.5% under $\Delta = 0.1$ compared with the energy under $\Delta = 0.0005$.
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which provides the planner with the mean and the covariance information to formulate the chance constraints. We showed that under our planning framework, the robot demonstrates rich - sometimes drastically different - behaviors, including planning a risky but energy-efficient motion versus a safe but exhausting motion, avoiding danger zones like low friction environments, and choosing fast but less stable motions (i.e., a tripod gait) based on the different violation probabilities $\Delta$ in hardware experiments.

The current limitation in this work is that the actual probability of failure is not strictly equal to pre-defined $\Delta$ because other sources of uncertainty exist, such as sensor noises. In future work, we will extend our planner to take into consideration these sources.

V. CONCLUSION AND FUTURE WORKS

In this paper, we presented a motion planning algorithm for limbed robots with stochastic gripping forces. Our proposed planner exploits NLP to simultaneously plan a pose and force with guaranteed bounded risk. Maximum gripping forces are modeled as a Gaussian distribution by employing the GP, however, the robot has a greater chance to climb on the walls with a tripod gait. If we set $\Delta = 0$, the problem is infeasible since the constraints under the worst-case uncertainty are conservative. This result would be equivalent to the results of other robust algorithm such as [12], where the optimization-based robust approach with the worst-case uncertainty is proposed. However, by utilizing the chance constraints and increasing the violation probability, the planner generates a feasible solution. In our trial, we set the violation probability $\Delta = 0.4$ for $M = 6$ and $N = 3$, and allowed the robot to climb on a wall covered by 36-grit sandpapers. The planner investigates 4 critical instants: 2 instants after the robot lifts three limbs, and 2 instants after the robot places them down and pushes its body. The planned trajectory is illustrated in the left panel of Fig. 11. As shown in the right under the condition, the robot succeeded in climbing on the walls with the tripod gait and its climbing velocity was 2.5 cm/s, which is three times faster than the one leg gait.
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