Influential Factors on Injury Severity for Drivers of Light Trucks and Vans with Machine Learning Methods
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Abstract: The study of road accidents and the adoption of measures to reduce them is one of the most important targets of the Sustainable Development Goals for 2030. To further progress in the improvement of road safety, it is necessary to focus studies on specific groups, such as light trucks and vans. Since 2013 in Spain, there has been an upturn in accidents in these two categories of vehicles and a renewed interest to deepen our understanding of the causes that encourage this behavior. This paper focuses on using machine learning methods to explain driver-injury severity in run-off-roadway and rollover types of accidents. A Random Forest (RF)-classification tree (CART) approach is used to select the relevant categorical variables (driver, vehicle, infrastructure, and environmental factors) to obtain models that classify, explain, and predict the severity of such accidents with good accuracy. A support vector machine and binomial logit models were applied in order to contrast the variable importance ranking and the performance analysis, and the results are convergent with the RF+CART approach (more than 70% accuracy). The resulting models highlight the importance of using safety belts, as well as psychophysical conditions (alcohol, drugs, or sleep deprivation) and injury localization for the two accident types.
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1. Introduction

Reducing road traffic injuries is one of the targets of the 17 Goals that were established by all United Nations member states in 2015 as part of the 2030 Agenda for Sustainable Development [1]. Goal 3, target 3.6 (Good health and Well-Being) states that by 2020, the number of deaths and injuries caused by traffic accidents worldwide [1,2] should be reduced by half. In 2018, the World Health Organization (WHO) indicated that, worldwide, each year more than 1.35 million people lose their lives due to traffic accidents, 20 to 50 million suffer injuries [3], and traffic accidents remain one of the leading causes of death for children and young adults [4]. The significant reduction in Spain between the years 2001 and 2018, decreasing from 135 to 39 deaths (the target is fewer than 37 by 2020) per million inhabitants, ranks it among the seven top safest countries in the European Union. This information was issued by the Directorate General of Traffic (DGT) of Spain and the WHO [5,6].

Constant technological revolution, the continuous growth of goods logistics and passenger transport, as well as growing access restrictions for industrial vehicles entering city centers, especially
due to current pollution and traffic problems in big cities [7,8], have highlighted Light Trucks and vans (LTVs) as basic working tools. This suggests increased mobility and thus greater exposure to the risk of accidents. Therefore, the extended use of light vehicles (those under 3500 kg as their maximum authorized mass) and their own exploitation characteristics, such as loads or people transport, driver qualifications, risky driver behavior, and work related to commuting, as well as the different types of vehicles grouped under LTVs, are some of the concerns in the field of transport. These facts contribute to the European low emission mobility strategy [9] and reveal the interest in acquiring greater knowledge of the relationship between these factors and accidents.

LTVs represent 14% of the vehicle fleet in Spain, the second widest category after passenger cars. As shown in Figure 1, accidents involving LTVs, which increased by 2% in 2008 and by 5% in 2018, taking 2000 as the starting year. Furthermore, the fatality rate of LTV/TOTAL reached 15% in 2018, and the last 10 years have represented a decrease of around 50% in the number of deaths. It is important to note that there has been an upturn in the number of LTV casualty accidents (index N) since 2013 (exceeding the value of the year 2000) and in LTV fatality rates (increasing by 2%) from 2013 to 2018 [5]. Considering these increases, there has been a rising and renewed interest to deepen our understanding of the causes that encourage this behavior.
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**Figure 1.** Casualty accidents and fatalities, involvement of Light Trucks and vans (LTVs) of ≤3500 kg.

While the analysis of accidents and victims of LTVs is important, the research on driver-injury severity is interesting when considering the accidents with a single LTV involved and where the driver-injury is more severe. The driver, as an LTV operator, plays an important role in determining an injury’s severity outcome. This work analyzes the driver severity (the variable target) for the categorical predictor variables in accidents of the Rollover (RO) and Run-Off-Roadway (ROR) types with LTV involvement. The LTV designation applies to four groups of light vehicles, whose maximum authorized mass is <3500 kg. These vehicles include G1 Pick-up, G2 Chassis-cabin truck, G3 Van and combi, and G4 Passenger car-derived vehicles. This classification was defined in the Furgoseg Project [10,11] (see the definition in references [12,13]).

The initial database provided by DGT includes more than 100 variables, which gather information about each accident regarding its occurrence, the injured parties in the accident, and the environment. Due to the large number of categorical variable candidates for statistical treatment, selection using expert knowledge, treatment levels, and classes and pre-selection for the final models was held to turn this problem into a treatable one and further apply the classification models.

The Random Forest (RF) model [14], implemented through the CARET package (Classification and Regression Training), was applied to identify the relevant variables that influence injury severity. The Binomial Logit Model (BLM) and Support Vector Machine (SVM) models are used to contrast
the ranking of importance of variables. Then, Classification and Regression Trees (CARTs) [15] were developed based on their explanatory and descriptive power. The CARET package was used as a common interface to integrate the relevant functions in order to estimate and to compare the performance of these four models: RF, CART, BLM, and SVM. These statistical tools were implemented in the free software R [16].

The final objective is to determine the important variables that are highly related to driver severity and provide a good prediction, as well as an interpretation, of the problem and to contribute to reducing accident rates or mitigating their consequences. Through this approach, the number of variables is reduced, and the ones that provide information of interest are selected with a statistical tool in order to determine the underlying relationships between the data and severity behavior.

This paper is organized into six sections: The first two sections deal with the Introduction and state-of-the-art, followed by the Materials and Methods, Results, and, finally, the Discussion and Conclusion.

2. Literature Review

Two aspects have been considered for the bibliographic review of accidents involving LTVs: the traffic driver-injury severity and the methodologies applied. For the accident severity analysis, there are two works to start with, both related to the review on the literature about statistical methods used for severity and its evolution [17,18]. In these two wide fields, traditional and non-traditional statistical methods are analyzed considering accident severity, and the ones of interest for this work with LTVs are described. Regarding the first type, there are regression model studies with bi-variable responses using the Binary Logit Model (BLM) [19], Logistic regression methods (LRM) [20], or the Ordered Probit Model (OPM) [21]. Other authors have developed Multinomial Logit Models (MLMs) [22–25] and Dynamic Macroeconomic models [13]. Among the non-traditional methods with two or multiple answer variables, there are the Artificial Neuronal Network (ANN) [26] and Classification And Regression Trees (CARTs) [27,28]. Similarly, other advanced tools have been combined, such as Machine Learning (ML) methods, including Conditional Inference Trees and Forest [29], Decision Trees (DT) and Decision rules (DR) [30–32], Random Forest (RF) and Boosted Regression Trees (BRTs) [33], RF and OPM models [34], CART (as a variable selection model) and Support Vector Machine (SVM) (as a predictive model) [35], RF for variable selection and ANN for prediction [36], and comparison ML methods and performance studies [37,38].

In detail, Toy and Hammitt [19] analyzed the risk of injury (two levels: serious injury or death) for a driver in two-vehicle crashes (sport utility vehicles (SUVs), vans, pickup trucks, and cars), using an accident sample in the United States through the application of LRM, with the main independent variables being the body type of each vehicle, the driver’s age, gender, and restraint used, and the configuration of the crash. The authors concluded that the SUV, pickups, and vans appeared to be more aggressive (i.e., posed a risk to others) and may be more crashworthy (self-protection) than cars. Using the odds ratio, they highlighted that pickup drivers themselves present a lower risk of severe injuries than car drivers. In a crash, driver injury severity is higher when the opponent vehicle is a pickup, rather than a car, due to vehicle characteristics like mass, stiffness, and geometry, as well as other influential factors.

Kononen et al. [20] developed Logit models to predict the probability of an accident where at least one or more of the passengers receives serious or incapacitating injuries (with an Injury Severity Score (ISS) of greater than or equal to 15). The parameters used were: changes in speed Delta-V (mph), type of vehicle (car, pickup truck, van, or sports utility), crashes with one involved vehicle (without overturns) vs. crashes with several vehicles (multiple collisions), impact direction (front/back/side), and the use of a seat belt for safety. The sample was taken from the database NASS-CDS from the United States for new vehicles (models from the year 2000 onwards). The most important factors in severity prediction were Delta-V (mph), safety belt use, and impact direction.
Zhu and Sirnivasan [21] applied OPM to study the influential explanatory variables in injury severity (three levels: killed/fatal, incapacitating injury, and non-incapacitating injury) of large-truck crashes, such as collision type (rollover, angle, sideswipe, rear end, head-on, multi-impact, others), the type of the involved vehicles (a large truck or light vehicles (car, van, pickup)), and the driver’s characteristics (age, distraction, seat belt use, vision, alcohol use). The results show that the most severe injuries are related to the truck driver’s distractions, alcohol use, and the car driver’s emotional factors (such as being in a hurry and being upset or clinically depressed). The type of vehicle is also a statistically significant factor. Vans are involved in more severe crashes than cars. When a crash involves a truck, a higher number of deaths is caused among the passengers of the cars or vans.

Khorashadi et al. [22] developed MLMs to investigate the factors that can have a significant influence on driver-injury severity categories (four levels: no injury, complaint of pain, visible injury, and severe/fatal injury) in accidents that involve large trucks and occur in rural and urban zones of California. The study analyzes collisions (rear end, broadside, other types) with single or multiple vehicles (the opponent vehicle: trailer, tractor, passenger cars). The results show that there are several factors that have an influence in the severity of the driver’s injuries: vehicle (type, occupancy, number of vehicles involved), environment (road lighting, rain, fog, and snow), road geometry (number of lanes, concrete median barrier), and traffic characteristics (travel time, stop and go, collision type and location).

Ulfarsson and Mannering [23] investigated injury severity (four levels: no injury, possible injury, evident injury, and fatal/disabling injury) and the differences according to the driver’s gender in accidents between one or two light vehicles (such as passenger cars, pickups, SUVs, and minivans) and with different types of accidents (overturned/rollover, run-off-roadway, struck an object, and others) by applying MLM. The study sample contains twenty-two thousand records of accidents in the state of Washington. Their results show significant differences in injury severity by gender, even in the same type of accident. The authors concluded that more studies, like naturalistic studies, are needed to better understand their results. They further suggested that risk compensation could be present in the case of certain vehicle types like LTVs because they could offer a self-protection driver perception. For both genders, the probability of high injury severity increases when the seat belt is not used.

In Spain, the national project of van accidents Furgoseg [10] carried out several research and development activities on the methods and tools used for statistical analysis, testing and experimentation, simulation, and calculation in the framework of “Integrated Accident Investigation Methodology (MIICA)” [11]. A time series analysis was done by Dadashova et al. [13] to study the frequency and severity of van accidents: a linear regression with variables transformed from Box-Cox and their autoregressive errors (DRAG, Demand for Road use, Accidents and their Gravity), as well as the Unobserved Components Model (UCM). With these macroeconomic models, factors related to the fleet, drivers, exposure variables, economic factors, as well as legislative actions were evaluated as influential on the outcomes selected. For higher injury severity in accidents, the most significant variables were the driver behavior surveillance, economic factors, and road infrastructure categories.

Behnood and Manering [24] studied the effects of passengers on driver-injury severity in single-vehicle crashes by using a random parameters logit model (LM) in order to obtain the differences in three crash scenarios: with one, two, or three occupants (driver included) alongside several variables for the environment, roadway and vehicle characteristics, and driver attributes. The results show that a passenger(s) age and gender are both influential factors, confirming the complexity of the interactions that must be researched.

Li et al. [25] studied driver injury severity in single-vehicle collisions with road characteristics in rural areas (straight and curved locations, slopes, signals, and lane numbers) and risky driver behavior due to alcohol and drug consumption and the non-use of seatbelts. The severity is higher if both conditions are present at the moment of the crash. The models selected were MLM and the Latent Classes Model (LCM).

Regarding non-traditional methodologies, Delen et al. [26] applied an ANN to model the relationships between the levels of severity (four levels: no injury, possible injury, non-incapacitating
injury, and fatality) and the causal factors related to accidents that occurred in the United States. The factors considered were: type of vehicle (passenger cars, SUV, vans, and pickup/light trucks), crash type (single vehicle (rollover) or multiple vehicle crashes (striking/struck, front/back/side crash, rear-end, head-on), environmental information, and personal information. The non-use of a seat belt, being under the influence of alcohol and drugs, as well as the age and gender of the passenger and the types of their vehicles were influential factors in accidents. Among their conclusions, the authors noted that no factor alone is a key determinant, but a combination of them (such as the use seat belts, use of alcohol or drugs, a person’s age and gender, and vehicle role) could be a key determinant.

Chang and Wang [27] used reports of the National Traffic Accident Research of Taiwan for 2001 and applied CART to investigate the level of injury severity (three levels: fatality, injury, and no-injury), considering, among other risk factors, the following data: collision type (pedestrian-vehicle, head-on, sideswipe, rear-end, fixed object), driver, involved vehicle (car, pickup, large truck, bus, motorcycle, bicycle, and pedestrian), road types, and weather conditions. The authors concluded that the type of vehicle is the most critical factor to determine accident driver-injury severity. The authors included motorized vehicles and vulnerable users under the name “vehicle type”, and the tree split them into two branches. Pedestrians, motorcyclists, and cyclists are the most vulnerable when they are struck by motorized vehicles due to the severity level shown in the right branch of the tree. Chang and Chien [28] developed models based on CART to establish the relationships between driver severity (three levels: fatality, injury, no-injury) in accidents with trucks involved (weight >10,000 lb) in Taiwan. The study included variables related to driver, road, environmental conditions, contrary vehicle types (passenger cars, tractor-trailer, light trucks), type of collision (head-on, sideswipe, rear-end, overturn, collision with guardrail), and the accident characteristics (time, location). Among the most determinant variables that increase driver severity are driving under the effects of alcohol, the non-use of a seatbelt, and other light trucks as the contrary vehicle and head-on collision types.

Das et al. [29] studied severity (two levels: incapacitating injuries/fatalities and possible/non-incapacitating injuries) in different types of accidents (rear-end, head-on, sideswipe, single vehicle crashes) in urban arterial roads in Florida, using CART algorithms with Conditional Inference–Forest. The objective was to identify the influence of traffic, road type, vehicle, and driver variables. Automobiles, light trucks, heavy vehicles, and light slow-moving vehicles were analyzed. Among the most important variables that worsen accident severity are: alcohol and drug use, speed limit, the non-use of a seatbelt, and the driver/passenger belonging to age groups >55 or <3 years old. The application of DT carried out by Abellán et al. [30] using Information Root Node Variation (IRNV), and using CART, ID3, and C4.5 by De Oña et al. [31], have allowed researchers to extract useful decision rules to be used by road safety analysts in Granada (Spain). DTs allow the classification of accidents according to the severity of the crash (two levels): accidents with slightly injured (SI) occupants and accidents with killed or seriously injured (KSI) occupants. In the study, variables such as weather, road, and driver information, accident type (ROR, RO, fixed object collision (CO), or collision with pedestrian (CP)), and vehicle type, such as cars, trucks, motorbikes and others, were considered.

Zhou et al. [32] adjusted the CART models to Real-Time Ridesharing Vehicles to study the effects of several factors on crash severity. The 2018 crash data come from monthly Chicago police reports. The original data were resampled because the imbalance was strong (the most severe crashes were only 60 out of 2624 crashes), and the authors confirmed that the prediction results improved. Moreover, the model performance indicators, such as the ROC area and G-mean, were better. Several variables from these interesting crash data were identified as influential indicators for crash severity, such as actors involved (pedestrian, cyclist, or number of passengers, as well as both driver age and gender), traffic and environmental characteristics (traffic direction, traffic control device, weather and lighting conditions, and crash time), and vehicle features (manufacturing year and vehicle type).

Models based on RF and BRT were applied by Lee and Li [33] to predict driver severity (two levels: severe and non-severe) in accidents with one or two vehicles involved in Canada. The analyzed vehicles included cars, heavy-trucks, and light trucks. Accident, driver, environment, vehicle, infrastructure,
and traffic characteristics were also considered. Ejection from a vehicle and head-on collisions were
highlighted due to their high severity results. There are differences between heavy truck drivers and
the rest of the drivers: severity risk increases with daily traffic, and the percentage of trucks increases
with the age of the driver.

Wu and Xu [34] analyzed the driver behavior contributions to collisions in the United States on
rural roads (two-lane and two-way roads) using the RF model. Data on contributing factors, such road
features, environment, risk of crash from Naturalistic Driving (NDS), were studied by probit models.
The authors concluded that curbs increase risky behavior, and driving errors are overrepresented
among young drivers.

Chen et al. [35] investigated the severity patterns of drivers involved in light and heavy truck
overturns in the U.S., using CART models to select the most significant factors (driver, crash-level, and
vehicle-level), and, using SVM, they evaluated the variables’ influence on severity (in three levels: no
injury, non-incapacitating injury, and incapacitating injury/fatality). Driving conditions, alcohol and
drug use, and seatbelt use are associated with severe and fatal injuries.

Zhu et al. [36] investigated driver injury patterns (four levels: fatal/serious injury, evident
injury, possible injury, and no injury) in ROR crashes with multi-class classification, based on an
ML analysis (RF and binary ANN models), with records collected in Washington State from 2011 to
2013. Among the exploratory variables, the following were included: time variables, environment,
vehicles (passenger car, pickup, truck, and others), and demographic variables. The results show that
in fatal accidents or under severe injury, the main concurrent factors are lack of restraint, being female,
truck usage, driver impairment, driver distraction, rollover accident type, overtaking maneuvers, and
dawn/dusk conditions.

Mafi et al. [37] studied driver injuries in two passenger car collisions in signalized intersections
in Miami, Florida, with driver, environmental, roadway, and vehicle characteristics, as well as crash
identification variables. Within the data mining models selected, RF was superior to C4.5 and IB when
studying prediction capability and cost. Between them, very important differences were observed
regarding driver severity by age and gender.

Theofilatos et al. [38] compared the real-time predictive power of Machine Learning (ML) versus
Deep Learning (DL) models, considering k-nearest neighbor, Naive Bayes, DT, RF, SVM, shallow neural
network, and deep neural network models. The performance metrics used were Accuracy, Sensitivity,
Specificity, and Area Under Curve (AUC), and the DL models were superior to those belonging to
the ML field. The authors noted the good performance of the Naive Bayes model due to its minor
complexity compared with other models.

As far as the authors know, there are extensive studies with parametric and non-parametric
methods focused on the severity of drivers. However, no studies have been found that consider the
classification of the vehicles defined within the same class. This type of classification specifically
considers differences in mechanical characteristics. In this work, four types of LTVs were taken into
account. This identification allows us to analyze the influence of these LTVs on the severity of the
driver’s injuries in the two types of modeled accidents.

3. Materials and Methods

3.1. Data Description

A sample of 21,000 accidents with victims and LTVs was obtained from the Traffic Accident
data base (ADB) of the DGT over a period of nine years (2000–2008). These ADB databases containing
environmental, accident type, occupant, and vehicle information were merged into the database of
vehicle registrations (VRDB) in order to obtain a database with the characteristics of LTVs involved in
traffic accidents, as well the latter corresponding data (DB LTVs). The LTV vehicles were classified into
four groups considering their gross vehicle weight, tare weight (the weight of an empty car or other
vehicle without cargo. Tare weight can also be called unladen weight), engine cylinder capacity, and others features. The definitions of vehicle classification are presented in [12,13].

The sample selection process is shown in Figure 2. A preliminary filter-cleaning process was applied to the casualty accident database (ADB) in order to obtain only crashes with one LTV-driver involved with \( \approx 14,690 \) cases (1LTV-ADB). In the second stage, the 1LTV-ADB was merged with the VRDB, producing DB LTVs, with 9052 records, where the accidents were identified by collision type (RO and ROR), along with the characteristics of the four LTV types. The remaining records (5638), up to 14,690, correspond to pedestrian accidents.

Driver injury severity, as the response variable, was re-coded into two levels: fatality and injury/incapacitation, labelled as DKSI: Driver Killed and Seriously Injured, and non-incapacitating injury and no injury as DSI: Driver Slightly Injured. These criteria were based on an analysis of the distributions of the samples of the four original driver-injury classes, among which there is an important imbalance of data (there are few dead drivers compared to the number of minor or unharmed drivers). As other authors point out [27,31,39], it is more efficient to work with balanced data, which is the approach that has been adopted in this work.

To identify the key variables that affect driver severity, 42 variables (primary data in DB LTVs) were analyzed by correlation analysis, as well as descriptive statistics and an RF methodology. These variables were grouped into four factors: (1) driver characteristics, (2) vehicle characteristics, (3) infrastructure, and (4) environmental conditions; some variables were re-coded, and the number of categories was reduced. For example, the condition of vehicle (CONDICLTV), original categories such as damaged/not damaged/unknown related to tires, brakes, lights, etc. were re-coded as with defect (WD), without defects (WOD), and unknown (UKN), respectively. PSYCHOP categories, such as the use of alcohol, drugs, or sleep deprivation, were recoded into WD, otherwise known as WOD or UKN, respectively. The numeric variables like the driver’s AGE variable, were recoded as categorical and segmented into <25 years, 25–35, 36–60, and >60 year groups.

The 25 selected variables are shown in Table 1, including the variable name, the category code, and the injury severity distribution (in count and percentage). The relative values add up to 100% horizontally. For example, the SEATBELT variable represents the use or non-use of a safety belt by the driver. In the sample, there are 1313 drivers (19%) who used a seatbelt at the moment of the accident and died or were severely injured, while drivers in 5537 cases (slightly over than 80%) were mildly injured or unharmed. From 1290 drivers, 46% who did not use a safety belt received severe lesions. These numbers are illustrative of its effect in severity reduction.

Table 1. Variable definitions and data description.
Table 1. Variable definitions and data description.

| Variable Categories | Code | Driver Injury Severity |
|---------------------|------|------------------------|
|                      |      | DKSI: Driver Killed and Seriously Injured | DSI: Driver Slightly Injured | %   | %   | Total |
| SEVERITY: Driver Injury Severity | DKSI/DSI | 2076 | 22.93% | 6976 | 77.07% | 9052 |
| ACCTYPE: collision type | | | | | | |
| Rollover | RO | 711 | 20.64% | 2734 | 79.36% | 3445 |
| Run-Off-Roadway | ROR | 1365 | 24.34% | 4242 | 75.66% | 5607 |
| Explanatory variables | | | | | | |
| Driver Characteristics | | | | | | |
| TRIPPURP: trip purpose | | | | | | |
| Within work | WW | 886 | 23.27% | 2922 | 76.73% | 3808 |
| Non-work related | NW | 260 | 25.59% | 756 | 74.41% | 1016 |
| Leisure time | LT | 921 | 23.79% | 2951 | 76.21% | 3872 |
| ACTION: action of driver | | | | | | |
| Go straight | COS | 1933 | 24.17% | 6083 | 75.83% | 7996 |
| Stop | STP | 4 | 1.61% | 245 | 98.39% | 249 |
| Overtaking | OVT | 67 | 18.46% | 296 | 81.54% | 363 |
| Sudden maneuver | SM | 15 | 9.74% | 139 | 90.26% | 154 |
| Other | OT | 47 | 18.22% | 211 | 81.78% | 258 |
| LICENSE: driver license | | | | | | |
| Type B | B | 1842 | 24.08% | 5806 | 75.92% | 7648 |
| With restriction | WR | 226 | 16.74% | 1124 | 83.26% | 1350 |
| Other | OT | 7 | 13.73% | 44 | 86.27% | 51 |
| PSYCHOP: psychophysical conditions | | | | | | |
| With defects | WD | 1415 | 20.60% | 5453 | 79.40% | 6868 |
| Without defects | WOD | 194 | 18.56% | 851 | 81.44% | 1045 |
| Unknown | UKN | 467 | 41.00% | 672 | 59.00% | 1139 |
| INFSPED: infraction for speeding | | | | | | |
| Infraction | INF | 716 | 23.28% | 2360 | 76.72% | 3076 |
| No infraction | NINF | 883 | 21.87% | 3154 | 78.13% | 4037 |
| Unknown | UKN | 477 | 24.60% | 1462 | 75.40% | 1939 |
| INFDRIV: driver’s infractions | | | | | | |
| Distraction | DIST | 461 | 20.80% | 1755 | 79.20% | 2216 |
| Infraction | INF | 345 | 16.02% | 1809 | 83.98% | 2154 |
| No infraction | NINF | 1270 | 27.24% | 3393 | 72.76% | 4663 |
| PLANTRIP: Planned trip (km) | | | | | | |
| <50 | <50 | 922 | 24.16% | 2895 | 75.84% | 3817 |
| 50–200 | 50–200 | 615 | 24.12% | 1935 | 75.88% | 2550 |
| >200 | >200 | 289 | 23.55% | 938 | 76.45% | 1227 |
| Unknown | UKN | 250 | 17.15% | 1208 | 82.85% | 1458 |
| SEATBELT: driver seatbelt use | | | | | | |
| Seatbelt is used—YES | YES | 1313 | 19.17% | 5557 | 80.83% | 6850 |
| Seatbelt not used—NO | NO | 600 | 46.51% | 690 | 53.49% | 1290 |
| Unknown | UKN | 163 | 17.87% | 749 | 82.13% | 912 |
| BODYINJURY: location of serious injury | | | | | | |
| Upper body | UP | 705 | 25.88% | 2019 | 74.12% | 2724 |
| Center | C | 523 | 24.76% | 1589 | 75.24% | 2112 |
| Lower body | LW | 240 | 42.33% | 327 | 57.67% | 567 |
| Whole body | WB | 291 | 43.56% | 377 | 56.44% | 668 |
| Unknown | UKN | 291 | 13.76% | 1824 | 86.24% | 2115 |
| AGE: driver age | | | | | | |
| <25 | <25 | 345 | 19.87% | 1391 | 80.13% | 1736 |
| 25–35 | 25–35 | 648 | 20.88% | 2455 | 79.12% | 3103 |
| 36–60 | 36–60 | 903 | 25.22% | 2677 | 74.78% | 3580 |
| >60 | >60 | 180 | 28.44% | 453 | 71.56% | 633 |
Table 1. Cont.

| Variable Categories | Code | Driver Injury Severity | DKSI: Driver Killed and Seriously Injured | % | DSI: Driver Slightly Injured | % | Total |
|---------------------|------|------------------------|----------------------------------------|----|----------------------------|----|-------|
| **GENDER: driver gender** | | | | | | | |
| Male | M | 1903 | 23.25% | 6281 | 76.75% | 8184 |
| Female | F | 173 | 19.93% | 695 | 80.07% | 868 |
| **Vehicle Characteristics** | | | | | | | |
| **AGELTV: vehicle age** | | | | | | | |
| <2 | <2 | 657 | 24.34% | 2042 | 75.66% | 2699 |
| 3–5 | 3–5 | 431 | 22.34% | 1498 | 77.66% | 1929 |
| 6–10 | 6–10 | 479 | 24.06% | 1512 | 75.94% | 1991 |
| >10 | >10 | 459 | 25.43% | 1346 | 74.57% | 1805 |
| **CONDICLTV: condition of vehicle** | | | | | | | |
| With defects | WD | 79 | 21.01% | 297 | 78.99% | 376 |
| Without defects | WOD | 1951 | 22.91% | 6564 | 77.09% | 8515 |
| Unknown | UKN | 46 | 28.57% | 115 | 71.43% | 161 |
| **LTV: group of light trucks and vans** | | | | | | | |
| Pick-up | G1 | 59 | 30.26% | 136 | 69.74% | 195 |
| Chassis-cabin truck | G2 | 289 | 22.39% | 1002 | 77.61% | 1291 |
| Van and combi | G3 | 868 | 23.16% | 2880 | 76.84% | 3748 |
| Passenger car-derived vehicle | G4 | 860 | 22.52% | 2958 | 77.48% | 3818 |
| **OCUPANT: occupants involved** | | | | | | | |
| 1 | 1 | 1466 | 26.74% | 4017 | 73.26% | 5483 |
| 2–3 | 2–3 | 519 | 17.57% | 2435 | 82.43% | 2954 |
| 4–9 | 4–9 | 88 | 15.09% | 495 | 84.91% | 583 |
| Unknown | UKN | 3 | 9.38% | 29 | 90.62% | 32 |
| **GROSSW: gross vehicle weight (kg)** | | | | | | | |
| <1500 | <1500 | 274 | 27.29% | 730 | 72.71% | 1004 |
| 1500–1999 | 1500–2000 | 677 | 21.08% | 2535 | 78.92% | 3212 |
| 2000–2499 | 2000–2500 | 228 | 25.19% | 677 | 74.81% | 905 |
| 2500–3000 | 2500–3000 | 317 | 24.73% | 965 | 75.27% | 1282 |
| >3000 | >3000 | 580 | 21.90% | 2069 | 78.10% | 2649 |
| **Road Infrastructure Characteristics** | | | | | | | |
| **ROADFUN: road function** | | | | | | | |
| Urban | URB | 93 | 16.01% | 488 | 83.99% | 581 |
| Rural | RUR | 1983 | 23.41% | 6488 | 76.59% | 8471 |
| **LANEWD: lane width (m)** | | | | | | | |
| <3.25 | <3.25 | 470 | 27.68% | 1228 | 72.32% | 1698 |
| 3.25–3.75 | 3.25–3.75 | 1489 | 23.11% | 4954 | 76.89% | 6443 |
| >3.75 | >3.75 | 113 | 21.24% | 419 | 78.76% | 532 |
| **SHOULDR: shoulder type, width (m)** | | | | | | | |
| Non-existent or impassable | NE | 608 | 21.70% | 2194 | 78.30% | 2802 |
| <1.5 | <1.5 | 710 | 24.24% | 2219 | 75.76% | 2929 |
| 1.5–2.49 | 1.5–2.5 | 663 | 22.71% | 2256 | 77.29% | 2919 |
| >2.5 | >2.5 | 94 | 24.87% | 284 | 75.13% | 378 |
| **ACCLOC: accident location—road curvature or intersection** | | | | | | | |
| Straight road | SR | 954 | 22.96% | 3201 | 77.04% | 4155 |
| Curve road | CR | 1003 | 23.41% | 3281 | 76.59% | 4284 |
| At Intersection with street | IS | 26 | 15.57% | 141 | 84.43% | 167 |
| At Intersection with highway | IH | 93 | 20.85% | 353 | 79.15% | 446 |
| **Environmental Conditions** | | | | | | | |
| **VISIBLTY: sight distance** | | | | | | | |
| Restriction: building, topography, atmospheric, other | VR | 404 | 23.95% | 1283 | 76.05% | 1687 |
| Without restriction | OKV | 1670 | 23.88% | 5322 | 76.12% | 6992 |
Table 1. Cont.

| Variable Categories | Code | Driver Injury Severity |
|---------------------|------|------------------------|
| LIGHT: lighting condition | | |
| Daylight, sufficient (night) | DLS | DKSI: 1244 % 20.89% DSI: 4711 79.11% 5955 |
| Dusk, insufficient, without lighting (night) | INL | DKSI: 832 % 26.86% DSI: 2265 73.14% 3097 |
| WEATHER: weather | | |
| Sunny | SUN | DKSI: 1681 % 24.00% DSI: 5323 76.00% 7004 |
| Adverse | ADV | DKSI: 395 % 19.29% DSI: 1653 80.71% 2048 |
| HOUR: crash time | | |
| 00:00–05:59 | 0–6 | DKSI: 288 % 27.56% DSI: 757 72.44% 1045 |
| 07:00–11:59 | 6–12 | DKSI: 594 % 20.94% DSI: 2242 79.06% 2836 |
| 12:00–17:59 | 12–18 | DKSI: 627 % 21.22% DSI: 2328 78.78% 2955 |
| 18:00–23:59 | 18–24 | DKSI: 526 % 25.35% DSI: 1549 74.65% 2075 |
| SEASON: month—season | | |
| Autumn | AUT | DKSI: 510 % 23.09% DSI: 1699 76.91% 2209 |
| Spring | SPR | DKSI: 521 % 23.56% DSI: 1690 76.44% 2211 |
| Summer | SUM | DKSI: 557 % 21.37% DSI: 2050 78.63% 2607 |
| Winter | WIN | DKSI: 488 % 24.10% DSI: 1537 75.90% 2025 |

Table 1 highlights that the age of the involved drivers is more frequently related to the category of 36–60 years old (3580 drivers). However, more severe injuries are experienced by drivers older than 60 years (DKSI 28.44%). Regarding injury location (BODYINJURY variable), injury occurs more frequently in the upper body area (2724 cases), with higher severity present in the lower limbs (42.33%). Regarding LTV types, groups G3 and G4 present higher frequencies, although group G1 shows higher severity (30.26%). Regarding the AGELTV categorical variable, higher frequencies correspond to LTV <2 years old. However, the category with a slightly higher injury rate is reserved for those older than 10 years. Regarding the road function variable (ROADFUN), accidents with a higher frequency occur in rural areas and are more severe (27.68%) in the category where the road width is less than 3.25 m.

Regarding the time of the accident (HOUR variable), the accidents with higher frequency correspond to the category (07:00 to 18:00). However, the other two categories present a higher severity (27.56% and 25.35%). According to the SEASON variable, the summer season presents a higher number of accidents (2607 cases). The ACCTYPE variable collects a count of the two most severe types of accidents for the driver: Rollover (RO) and Run-Off-Roadway (ROR)—3445 and 5607 cases, respectively, with DKSI the most frequent type and ROR with greater severity.

3.2. Methodology: An RF+CART Approach for LTV Driver-Injury Severity

In this work, an RF+CART approach was adopted to identify the important variables that are highly related to driver-injury severity and to select a fitted number of variables by RF. Random forest uses sampling without replacement to obtain subsets of data that are different for each tree in the forest. Also, the set of variables used in each partition in each tree is randomly selected. A particular tree can be plotted that can be optimal but would not be representative, since it is only adjusted to the subset of the selected variables. The CART models were developed to predict and analyze the underlying relationships between data and driver-injury severity because of the capacity for logical interpretation and visualization. The investigation was complemented with a contrast of the important RF variables for both the BLM and SVM models. Finally, the prediction performance of the four models (RF, CART, BLM, and SVM) was compared.

The general flow of the study is shown in Figure 3. Starting from 42 primary variables (including the target variable) of the DB LTVs, a conceptual framework for classifying them into four factors (driver, vehicle, infrastructure, and environmental conditions) was applied. The processing and
The analysis of this data concludes with the definition of four subsets of variables within each factor. Through RF, four severity models (final-mixed RF model: RF-FMM) were developed to identify the variables most strongly related to driver severity. A reduced number of variables were selected within each subset by applying the cut-off criterion established at a 75% Gini index value. The RF-FMM result is the variable importance ranking, which was contrasted with the respective contribution metrics of the variables for driver-injury severity in the BLM and SVM models.

**Figure 3.** General research flow based on the classification models (An RF+CART approach).

The 25 significant RF variables that potentially affect driver-injury severity were considered and selected as input for the CART models and were adjusted following the common practice: firstly, a very large tree (with high complexity) was pruned, fixing the complexity with predictive capacity via the cost-complexity function. The two optimum trees (for RO and ROR crashes) were selected to analyze the underlying relationships between data and severity behavior due to their explanatory and descriptive power.

The BLM and SVM models were also used to compare the model’s prediction performance together (the RF+CART approach and BLM and SVM models). The CARET package was the common interface used to integrate the functions of the different R packages. This algorithm allows one to simplify the training of the models, tuning across and standardizing the inputs and outcomes of the functions. In this study, the RF, CART, BLM, and SVM algorithms were implemented in the free software environment R [16].
The RF+CART model combines the advantages of RF (which is robust when compared to overfitting, thereby decreasing the bias and the correlation and being more stable than only the CART model) for variable selection and the CART model’s capacity for logic interpretation and visualization. It is also possible to compare models (or the partial results) of different types of complexities—a parsimonious CART model as fully specified as the BLM and SVM models.

Both the RF and CART have been widely implemented in different areas; some of these studies are briefly described in the literature review section.

3.2.1. Random Forest Method—Variable Importance Ranking and Variable Selection

RF is a sophisticated version of the bagging procedure created by Breiman [14], where not only subsets of records are replicated, but a subset of the input variables is also chosen randomly [40] or used for application to a sensitivity analysis [41]. These represent the most sophisticated and efficient tree set techniques within the classical or most frequent approach.

The general architecture of the RF using decision trees is described as follows [42]:

1. Generate a bootstrap sample of size \( N_c \) from the overall data \( N \) to grow a tree \( B \) by randomly selecting the predictors \( X = \{ x_i, i = 1, \ldots, I \} \) (this bootstrap sample will be identified as a cluster).
2. Use the predictor \( x_i \) at the node \( n \) of the tree \( B \) to vote for class label \( k_B \) in this node. At each node, the sample is refined until obtaining the best predictor for the split.
3. Run the out-of-bag (OOB) data \( (N-N_c) \) down the tree \( B \) to obtain the misclassification rate, and \( \text{OOBER}_B \) is selected.

- Repeat (1–2–3) for a large number of trees until the minimum out-of-bag error rate, \( \text{OOBER}_B \), is obtained.
- Assign each observation to a final class \( k \) through a majority vote by averaging over the set of trees.

The variable importance ranking is measured by the Mean Decrease Accuracy (MDA) and the Mean Decrease Gini (MDG). The classification accuracy measure computes the mean decrease in classification accuracy of the OOB data \( (N-N_c) \) [42]. The importance measure shows how much the mean squared error or impurity increase when the specified variable is randomly permuted. If the prediction error does not change by permuting the variable, then the importance measures will not be altered significantly, which in turn will change the Mean Squared Error (MSE) of the variable only slightly (low values). This suggests that the specified variable is not important. On the contrary, if the MSE significantly decreases during the permutation of the variable, then the variable is deemed as important. The classification accuracy measure of the variable is averaged over the number of trees, \( B \), used to construct the RF:

\[
\text{MDA}(x_i) = \frac{\sum_{\text{tree}=1}^{B} \text{MDA}\text{tree}(x_i)}{B}
\]  

where \( \text{MDA}(x_i) \) is the average importance rate of the variable \( x_i \), and \( \text{MDA}\text{tree}(x_i) \) is the importance rate of the same variable in \( \text{tree} = \{ \text{tree}_b, b = 1, \ldots, B \} \).

The MDG computes the contribution of the variable to the homogeneity of the nodes and thus is represented in the resulting RF. The Gini coefficient is a measure of homogeneity from 0 (homogeneous) to 1 (heterogeneous):

\[
\text{MDG}^{n}(x_i) = 1 - \sum_{k=1}^{K} p^2(k\mid n)
\]

where \( \text{MDG}^{n}(x_i) \) is the Gini impurity coefficient of variable \( x_i \) at node \( n \); \( p(k\mid n) \) is the probability of class \( k \) in at node \( n \) (weight), and \( K \) is the number of classes. Each time a specified variable is used to split a node, the Gini coefficients for the child nodes are calculated and compared to those of the parent node. Usually, after the split of a node, the impurity of the child node becomes smaller than that of the parent node. The changes in Gini are added for each variable and normalized at the end of
the calculation. Summing up the Gini impurity measures for each variable over all the trees gives the
importance rate, which is often consistent with the permutation importance measure [14]. Thus, the
variable with the highest impurity is deemed as more important.

The variable importance ranking and variable selection approach with RF have been used in
recent papers [21,33]. Fernández et al. [43] showed RF to be one of the best classifiers among the
17 families of models through the CARET package.

In this study, as a criterion, the upper RF variables with a Gini standard index (75% of the group
variables) are selected from each subset, through which an RF-FMM is generated. This criterion allows
one to analyze at least one variable of each factor that must be present, since, in a previous analysis with
all the variables, information, which a priori did not seem relevant, was lost. The FMM that presents a
minimum value of the Out-Of-Bag error (OOB) is pre-selected, followed by a cross validation between
the training (67% sample) and test samples (33%) and calculating the performance of the classification.
The significant RF variables were selected as the input for CART model training.

3.2.2. Classification Tree Model (CART)

CART is a supervised, nonparametric, binary segmentation learning technique—that is to say, the
partitions of CART are recursively performed until a stop criterion is reached. Therefore, the tree is
constructed by dividing data repeatedly. The most common algorithmic approach for CART, created by
Breiman [15], initially produces a very large tree (high complexity) and then prunes it. In other words,
the model cuts branches that do not add to its predictive capacity. It is also intensively dependent
on strong computational resources, such as the R library—statistical computing [16]. In general, the
CART model is developed in three steps: tree growing, tree pruning, and optimal-tree selection.

In the first step, the maximum homogeneity of the internal nodes is determined with an impure
function \( i(t) \). Since the impure root node \( t_r \) is constant for any of the splits and possible divisions,
the maximum homogeneity of the left \( t_l \) and the right \( t_r \) internal nodes will be equivalent to the
maximization of the change of the impurity function \( \Delta i(t) \) [15,40]:

\[
\Delta i(t) = i(t_r) - P_l i(t_l) - P_r i(t_r)
\]

where \( P_l \) and \( P_r \) are the probabilities of the left and right nodes.

The second step is tree pruning. The principle of this step involves using a mechanism to create a
sequence of smaller trees by cutting off increasingly important nodes. The pruning process relies on a
complexity parameter that is defined through a cost function of misclassification of the data and tree
size. The tree misclassification cost can be defined as

\[
R(T) = \sum_{t \in T} P(t) r(t).
\]

To find the optimal tree size, one can use a cross-validation procedure (train/test set sample),
which is based on finding the optimal ratio between the complexity of the tree and the misclassification
error. The cost-complexity function is defined as

\[
R_\alpha(T) = R(T) + \alpha |T|
\]

where \( T \) is the tree complexity, and \( \alpha \) is the complexity parameter (CP).

These classification models work without any pre-defined underlying relationships between the
target and the predictors, especially when the values of the target variable and the predictors are
discrete or categorical [27].

Chen et al. [35] applied the CART method to select variables, using it as an input in the SVM model.
Chang and Wang [27] and Chang and Chien [28] applied CART to study the level of injury severity in
different accident types. Das et al. [29] applied CART algorithms withConditional Inference–Forest. De Oña et al. [31] applied CART to extract useful decision rules for road safety analysis.

In this work, CART models were developed to predict and analyze the underlying relationships between data and the severity behavior in the injury severity of RO and ROR crashes.

To reduce type-1 errors considering cross validation, the dataset was split randomly into two parts: a training set (70% of the data) and a testing set (the remaining 30%), as done in previous works [31,39].

3.3. The Contrasting Purposes of Models

The variable importance ranking and the model prediction performance of the RF+CART approach were compared with the respective contributed metrics of the variables regarding the driver-injury severity of the Binary Logit Model (BLM) and Support Vector Machine (SVM) models.

3.3.1. Binary Logit Model (BLM)

Logit Model (LM) or logistic regression is a special type of generalized linear model. The BLM is the simplest form of a LM, since BLM describes the relationship of independent variables to binary outcome variables, and the logistic function must lie in a range between 0 and 1. This modelling approach is usually used for traffic injury severity [17–19,44].

The starting equation is

$$ P(Y = 1 | X) = \frac{\exp(b_0 + \sum_{i=1}^{l} b_i x_i)}{1 + \exp(b_0 + \sum_{i=1}^{l} b_i x_i)} $$

(6)

where $P(Y = 1 | X)$ is the probability occurrence ($Y$) of driver injury severity ($KDSI = 1$), $X$ is $n$ independent variables $x_1, \ldots, x_n$ that influence driver severity, $b_0$ is a constant parameter, and $b_i$ is a vector of the model parameters (coefficients).

To analyze the importance rate of the model variables, we analyzed the values of their respective coefficients ($b_i$), as well as the proportional change of the probabilities of the occurrence or non-occurrence of an event through the ODDS-Ratio (OR). The ODDS is calculated as the coefficient between the probability of the occurrence and the probability of the non-occurrence of an event under certain conditions, which is obtained according to the following Equations (7)–(9):

$$ \text{ODDS} = \frac{P(\text{occurrence})}{P(\text{non-occurrence})} $$

(7)

$$ P(\text{occurrence}) = \frac{1}{1 + e^{-(b_0 + b_i X)}} $$

(8)

$$ P(\text{non-occurrence}) = 1 - P(\text{occurrence}) $$

(9)

Considering a model with more than one predictive variable $X_j$, the OR of $X_j$ is calculated as

$$ \text{OR} = \frac{\text{ODDS after change in an } X_j \text{ unit}}{\text{ODDS before the change}} $$

(10)

The calculation for variable $X_j$ is made by keeping the rest of the predictive variables constant. The OR values are a good measure of the effects of the variables in the model. When their values are higher than 1, the variable has a significant effect.

3.3.2. Support Vector Machine (SVM)

The SVM model is initially used to perform binary classification because of the way it creates a hyperplane to discriminate between two classes. SVM is a supervised machine learning model
developed by Vapnik for classification and regression analyses [45]. In the classification case, the SVM searches to find the curve that is able to separate and classify the training data, guaranteeing that the separation between the curve and certain observations of the training group (support vectors) is as large as possible.

The training dataset of n points, \( x_i \in \mathbb{R}^n \), for \( i = 1, 2, \ldots, n \), is defined as the vectors (explanatory variables), and the training dataset relative to the variable target is defined as \( y_i \in \mathbb{R}^n \). Any hyperplane can be written as a set of points \( X \) satisfying

\[
W \cdot X - b = 0
\]

where \( W \) is a two-category classification with a training set \( (x_i, y_i) \), the SVM model needs to solve the next optimization problem [46]:

\[
\min_{w,b,\xi} \frac{1}{2} w^T w + C \sum_{i=1}^{N} \xi_i \\
\text{Subject to } y_i (w^T \varnothing (x_i) + b) \geq 1 - \xi_i, \quad \xi_i \geq 0
\]

where \( \xi \) are slack variables, and \( C \) is a tuning parameter to balance the parameter between the margin size and classification error. For nonlinear classification problems, the kernel functions allow us to non-linearly transform separable spaces to linearly separable ones. Several kernels (radial and polynomial) were analyzed depending on their costs, and the best results obtained with the radial basis function (RBF) for driver severity classification were applied.

### 3.4. Performance of Classification Models

The performance of RF and CART is compared with BLM and SVM based on four parameters that evaluate the goodness of the classification method: the accuracy, sensitivity, specificity, and receiver operating characteristic curve (ROC area). Table 4 indicates the parameters of the four models for RO and ROR type crashes. The CARET package [47] was used as a common interface to integrate the functions of the different R packages that were applied in this study.

The relationship between sensitivity and specificity is shown graphically by the receiver operator characteristic (ROC). The optimal cut-off value should be determined when both are balanced. A larger area under the ROC curve (ROC area) represents the highest classification accuracy of the model, as shown in Figure 9.

Sensitivity is defined as the capacity to give a positive result for true cases and to correctly identify a proportion of DKS1 cases. Specificity is defined as the capacity to give a true result for negative cases; and correctly identify a proportion of DSI, as follows:

\[
\text{Sensitivity} = \frac{\text{True Positives TP}}{(\text{True Positives TP} + \text{False Negatives FN})} \quad (13)
\]

\[
\text{Specificity} = \frac{\text{True Negatives TN}}{(\text{True Negatives TN} + \text{False Positives FP})} \quad (14)
\]

\[
\text{Accuracy} = \frac{TP + TN}{(TP + TN + FN + FP)} \quad (15)
\]

In Equation (15), the accuracy is the model’s precision, which refers to the percentage of cases correctly classified (in this case, considering both categories).
4. Results

4.1. Analysis of the Importance of the Variables

Regarding the select key variables, the Gini index value and the classification error by RF were used. An analysis is shown in Figure 4 for an RO-type accident. Here, the most important variables for each factor are highlighted separately in the SEV.MOD1 model, with the variables of (a) factors such as the use of a seatbelt, psychophysical condition, location of serious injury, age, and driver infractions, among others. The SEV.MOD2 model highlights (b) factors such as the number of occupants, the age of the vehicle, and the LTV groups. The SEV.MOD3 model includes (c) factors such as road function, location of the accident, and lane width, and the SEV.MOD4 model includes variables of (d) factors such as crash time, season, and luminosity.

Figure 4. Importance of RF variables (Gini criterion) for RO collision. (a) Factors linked to the driver (SEV.MOD1); (b) factors linked to the vehicle (SEV.MOD2); (c) factors linked to infrastructure (SEV.MOD3), and (d) factors linked to environmental conditions (SEV.MOD4).

Then, the OOB classification error curves according to each factor group are observed, as shown in Figure 5, where the values tend to stabilize for ntree = 100. Furthermore, this graph also indicates the degree of the relationship with the driver’s injury severity. The values for the driver factor have a lower OOB error (~30%) than those for environmental conditions (~40%) and for LTV vehicles (~45%), and those with a greater OOB error pertain to road infrastructure (~50%).

The RF results are compared with the BLM and SVM methods in terms of the importance of their variables.

A reduced number of variables was selected relatively for each factor by applying the cut-off criterion established by a 75% Gini index value. The selected variables were combined in a final-mixed RF model (RF-FMM), as shown in Table 2. Its OOB error rate is 30.59%, which is acceptable considering that a large percentage of categorical variables are studied. The normalized importance (Gini index and accuracy measure) of the variables by RF was also analyzed. The 10 most important variables that contribute to classifying the driver-injury severity level are shown in Table 2: SEATBELT, BODYINJURY, PSYCHO, AGE, and OCUPANT. These variables have higher relative percentages and correspond to the significant variable order in the two contrasted models (BLM and SVM).
Figure 4. Importance of RF variables (Gini criterion) for RO collision. (a) Factors linked to the driver (SEV.MOD1); (b) factors linked to the vehicle (SEV.MOD2); (c) factors linked to infrastructure (SEV.MOD3), and (d) factors linked to environmental conditions (SEV.MOD4).

Figure 5. The relationship Out-Of-Bag (OOB) error and number of trees in the RO collision.

In Tables 2 and 3, the statistics of the three methods are given. For RF, MDG, and MDA, the metrics are the corresponding for assessment of the variable importance ranking. For the BLM model, coefficient B, their significant level (Pr) and the values of the Odds Ratio (OR) are shown. For the BLM model, we analyze the effect variable through its coefficient. The most significant are the SEATBELT variable (case RO), as the use of a safety belt reduces severity. Following the common practice of interpretation, because $B = -1.26$, the probability of having a higher crash severity is reduced by 71.63% ($\exp(-1.26)-1 \times 100$). In a similar way, when the driver does not present any type of psychophysical effect (PSYCHOP-WOD), severity can be reduced by 69.27% ($\exp(-1.18)-1 \times 100$). For the SVM, the metrics obtained by the Kernel RBF (through the CARET package and its importance-variable function) is shown. Here, the top five variables coincide with the RF ranking, giving them greater influence on severity, as the four of them belong to the driver factor. In an accident, the driver factor has the highest influence, according to the scientific literature.

Variables with the highest importance for both types of RO and ROR accidents are those related to the driver factor and also have the highest relevance for the three methods (RF, BLM, and SVM): SEATBELT, BODYINJURY, and PSYCHOP. For the type of accident RO, the most relevant are the driver variables, as previously mentioned; in second place are the infrastructure factors (ROADFUN and ACCLOC), followed by the vehicle factors (OCUPANT, AGELTV, and LTV) and environmental conditions (SEASON and HOUR). For the ROR case, the environmental condition variables are slightly more important than those for the vehicle and infrastructure.

| Variable | RF | BLM * | SVM (Kernel RBF) |
|----------|----|-------|------------------|
|          | MDG Nrm (%) | MDA Nrm (%) | Coef. B | Pr | OR | Metric |
| SEATBELT | 100.00 | 100.00 | -1.26 (YES) | 0.0000 ** | 3.57 | 0.551 |
| BODYINJURY | 50.68 | 73.90 | 0.79 (LW) | 0.0000 ** | 2.19 | 0.082 |
| PSYCHOP | 24.28 | 55.62 | -1.18 (WOD) | 0.0000 ** | 3.22 | 0.034 |
| AGE | 11.80 | 19.71 | 0.47 (≥60) | 0.0000 ** | 1.61 | 0.014 |
| OCUPANT | 11.34 | 23.00 | 0.17 ([1]) | 0.0065 ** | 1.19 | 0.025 |
| ACTION | 10.08 | 19.29 | - | 0.1026 | - | 0.018 |
| ROADFUN | 9.12 | 29.02 | -0.50 (URB) | 0.0005 ** | 1.64 | 0.110 |
| ACCLOC | 7.86 | 23.28 | - | 0.9167 | - | 0.017 |
| INFDRIV | 7.1 | 22.58 | -0.406 (NINF) | 0.0000 ** | 1.50 | 0.007 |
| LTV | 5.87 | 4.43 | - | 0.3397 | - | 0.024 |

* DKSI reference class = 1, ** $p < 0.05$. 

Table 2. Variable importance ranking (10th)—RO collision model.
Table 3. Variable importance ranking (11th)—ROR collision model.

| Variable      | RF MGD Nrm (%) | MDA Nrm (%) | Coef. B | Pr OR Metric |
|---------------|----------------|-------------|---------|--------------|
| SEATBELT      | 62.04          | 100.00      | −1.11 (YES) | 0.0000 ** 3.03 | 0.4860 |
| PSYCHOP       | 48.26          | 60.02       | −1.17 (WOD) | 0.0000 ** 3.22 | 0.1360 |
| BODYINJURY    | 100.00         | 87.25       | 0.87 (LW)  | 0.0000 ** 2.38 | 0.1650 |
| SEASON        | 69.43          | 3.92        | -        | 0.9129 - 0.0220 |
| AGELTV        | 65.14          | -           | 0.32 (>10) | 0.0072 ** 1.38 | 0.0040 |
| TRIPPURP      | 41.76          | -           | -        | 0.9754 - 0.0280 |
| HOUR          | 58.62          | 6.00        | -        | 0.8692 - 0.0010 |
| PLANTRIP      | 58.52          | 6.20        | -        | 0.4117 - 0.0010 |
| ACCLOC        | 40.58          | 9.06        | -        | 0.6063 - 0.0050 |
| INFDRIV       | 38.29          | 16.57       | 0.31 (NINF) | 0.0062 ** 1.37 | 0.0150 |
| OCUPANT       | 33.31          | 10.25       | -        | 0.9039 - 0.0080 |

* DKSI reference class = 1, ** p < 0.05.

4.2. CART Models

The 25 RF significant variables of RF-FMM that potentially affect driver-injury severity were selected as input for the CART models. In being applied to RO, the misclassification error of tree growth is 20.6%. The next step is to select an optimal tree, which is determined by a compromise between goodness of fit and tree size. In case of an RO collision, there is a corresponding pruned tree = 10 (CP = 0.001), as shown in Figure 6. For an ROR collision, the pruned tree is 8 (CP = 0.0985). These tree results were interpreted graphically (see Figures 7 and 8).

4.2.1. Driver Injury Severity in a Rollover (RO Collision)

The analysis sample of these accidents consisted of 3445 rollover accidents (38.06% of total accidents in this study). The training and validation samples were divided and the values assigned as N. training = 2316 (70%) and N. validation = 993 (30%).

Figure 6. The relation between the CP/tree size and the relative error for an RO collision.

The overall misclassification was 21.3%, which is considered an acceptable value for models with predictive categorical variables—that is to say, it has 78.7% good predictions for classification. Figure 7 shows the results of the classification tree (CT), with the most important variables that are critical in
classifying driver-injury severity. CT includes 13 splits and 14 terminal nodes (TN). Terminal nodes (TN) in a green color show, on the right zone, the drivers with mild injuries or DSI, and those in the left zone in a blue color show the driver TNs with severe injuries or DKSI. Regarding the TN color intensity, where the green color is darker, the severity will be milder. The opposite is true for the blue color; where it is darker, driver severity will be higher.

Figure 7. Classification Tree for RO collisions (Good predictions: 78.07%).

By analyzing the hierarchy of the selected categorical variables in the tree structure, which determine differences in driver severity for overturn accidents (RO collisions) with one LTV involvement, the following fundamental ideas can be extracted:

- **SEATBELT**: Safety belt use/non-use.

  According to the results shown for both opposite ends (the final nodes, TN 3 and TN 16), it is determined that the severity associated with the non-use of a safety belt is higher (DKSI), with a high probability (83%).

- **ROADFUN**: Urban/rural roads.

  The severity associated with RO-collisions on interurban or rural roads is higher than the severity of those that occur on urban roads. Both opposite branches show significant differences, with an increase in right to left severity: DSI to DKSI (urban vs. interurban). In node TN 5, mild injuries are identified (DSI), and in the nodes between TN 19 and TN 16, which are located to their left, higher severe injuries (DKSI) are observed.

- **PSYCHOP**: Psychophysical driver condition.

  Harmfulness according to this classifier decreases from left to right, as indicated by the color code of the tree in Figure 7. The CT-RO classifies the levels of this non-ordinal variable clearly in two
different groups: those injured with a known condition (PSYCHOP-WD and PSYCHOP-WOD) and those injured with an unknown condition (PSYCHOP-UKN). This is shown in the nodes between TN 72 and TN 19 and in TN 16–17. Delimited by TN 72 and TN 19, the psychophysical conditions related to alcohol use, drugs, sleepiness, distraction, etc., (PSYCHOP-WD), and normal conditions (PSYCHOP-WOD), are distributed. In TN 16–17 the unknown condition cases (PSYCHOP-UKN) are classified. The severity in these last nodes corresponds to the cases with a higher severity and a higher probability of occurrence. Analyzing the interaction between factors, this result is influenced by the non-use of a seat belt and accidents on rural roads with drivers aged over 25 years old.

A priori, this result could be counter-intuitive, but it is reasonable when this variable is collected in the BGA during the moment of accident occurrence. Further, identification of the categories of this variable that relate to mortal or severely injured victims is not possible to determine in situ, either by using the available resources or by the urgency of the victim’s mobilization to hospital centers, especially from interurban zones.

- **AGE**: Age.

  A driver’s age is a factor of influence in the results of severity in the case of an RO occurrence. Young driver injuries (<35 years old) from the vehicles involved in the accidents are of a milder nature than the injuries obtained for the rest of the age groups (>35 years old). The probability of lesions for both identified groups is high, as determined by TN 72 and TN 75. An explanation for this result could be the overconfidence of more adult drivers and the assumption of risky behavior, such as speed, continuous driving over the recommended time limits, etc.

- **LANEWD**: Road lane width.

  The cut-off value of the lane width is 3.75 m. The CT classifies this value into two groups according to the types of roads: (1) roads with wide lanes (>3.75 m) that could correspond to higher capacity roads, and (2) roads with a narrower lane width, which are associated with lower level roads than the first ones (see TN 19 and the ones between TN 72 and TN 75, respectively). The cases with DKSI severity occur in this latter group of roads, while lower DSI injury is observed for roads of the first group. As accepted by the scientific community, higher capacity roads are safer.

- **LTV**: Type of vehicle.

  The vans of this study are classified into four groups: G1 pick-ups, G2 chassis-cabin trucks, G3 van and combi-type commercial vehicles, and G4 passenger car-derived vehicles. The CT identifies differences in driver severity according to two groups: light trucks and the other types. The driver-injury severity of light trucks is lower than that of the other types of LTVs (TN 75 and TN 296–297, respectively). Contributing to these results are the constructive and dynamic behavioral differences of light trucks and the rest of the LTVs considered in this work.

- **OCUPANT**: Number of passengers.

  In RO accidents with van involvement, the probability of injury is high (DKSI) when the driver is alone. The opposite result is obtained for a higher number of passengers (TN 296–297 and TN 149 respectively). A plausible explanation for this result is the collaboration of passengers to maintain driver alertness.

- **SEASON**: Season of the year.

  Driver-injury severity is increased (DKSI) with a higher probability when accidents occur in summer compared to the rest of the seasons of the year (see TN 72 and TN 146 to TN 296 respectively). The good climate conditions in the summer months induce trips with different patterns than those in colder months.
• PLANTRIP: Planning a trip.

The accident type severity of RO injuries is more easily distinguished when trips are of a medium distance (between 50 and 200 km), compared to short and long trips (see TN 146 and TN 588–589, respectively), resulting in DKSI severity in the first group, while the second group presents more mild cases of DSI injuries. Medium trips can be driven through conventional roads (rural zones) where police controls are at a minimum.

• HOUR: Hour of the accident occurrence.

The time slots identified as different are clear: daytime hours form one group (12–18 h), while the other times form another. Severity is higher during nighttime hours or when there is a lack of visibility, or during the first labor hours of the day with high traffic density, which results in TN 296 compared to TN 297, which results in mild DSI injuries with a higher probability. An explanation of this pattern (higher severity during nighttime hours) could be due to lower surveillance by the control authorities but also to a lack of visibility and deficient illumination of the surrounding conditions.

• BODYINJURY: Injury localization.

Injury localization in victims in RO-type accidents determines the severity result. Injuries are more severe (DKSI) when they are produced in the upper zone of the body (TN 568–569). The opposite is true for the central or lower zones, which result in DSI severity (TN 295). This result is reasonable, with conditioning factors such as the non-use of a safety belt and the accident having occurred on rural roads.

4.2.2. Driver Injury Severity by Run-Off-Roadway (ROR Collision)

The analysis sample of these accidents consists of 5607 accidents (62% of accidents with LTVs). The training and validation samples are divided, and values are assigned: N. training = 3925 and N. validation = 1682. The overall misclassification of CT is 22.95%, which is considered an acceptable value for models with predictive categorical variables. Thus, this model offers 77.05% good predictions for classification.

The output is shown in Figure 8. Among the main profiles that distinguish the driver severity classification in ROR types of accidents, we highlight the following:

• SEATBELT: Safety belt use/non-use.

This is the most important variable in severity classification and divides the data into two branches. The right side indicates that when using a safety belt, the driver’s injury severity decreases, as shown in TN 13–7. On the left branch, severity increases when not using a safety belt (terminal nodes placed between TN 4 and TN 11; both included).

• PSYCHOP: Psychophysical driver conditions.

This variable is classified into three groups: cases with unknown conditions of psychophysical status, resulting in serious or fatal injuries (TN 4 and TN 12). As explained in the RO collision analysis, the status of this group is confirmed posteriori in the hospital center. The second group includes those who do not present any psychophysical defects. Accordingly, members of this group receive mild injuries or remain unharmed (DSI; see TN 11). The third group with known conditions (alcohol use, drugs, sleepiness, distraction, etc.) is classified in cases with higher severity risks (DKSI; see TN 20–84–86), with node of a higher probability appearing in TN 20; this result may be due to the factor concurrence of the non-use of a safety belt.

• BODYINJURY: Injury location.
Drivers who present injuries in the upper or central zones of their bodies are conditioned to the use of a safety belt, and experience only mild severity (DSI; TN 7). If the injuries originate in the lower zones and are conditioned to the non-use of a safety belt, the severity of the injuries is higher (DKSI; see TN 20)—likewise for the probability regarding injuries that are obtained when a safety belt is used (TN 12). This fact could be explained by the characteristics of the lateral dynamics at the exit of the road, followed by a subsequent crash (or not) with the lateral objects of the road.

**SEASON:** Season of the year.

In accidents of an ROR type, the CT classifies severity based on the winter season (see TN 84–85) and the rest of the seasons (TN 86–87). These results present slight severity differences in terms of probabilities, with spring, summer, and autumn cases presenting a higher probability of DKSI (TN 86) than the rest of the nodes. The conditioning factor may be the psychophysical status of the driver and the demands of mobility by the LTVs in the seasons of the year with better weather conditions and more time with natural light, generally leading to more activity.

**AGELTV:** Age of the vehicle.

This variable has a cut-off point at 10 years of age. DKSI occurs when the vehicle is less than 10 years of age (TN 84), while DSI occurs when the vehicle is older (TN 85). It is understood that LTVs are of commercial use, with a high mobility demand; the newest presents a higher accident frequency. In the mobility study performed in the Furgoseg Project and ITV-DGT, it was determined that the newest vehicles drive more kilometers than those of a greater age [7].

**TRIPPURP:** Trip purpose.

A work purpose (i.e., work entrance or exit) results in a higher injury severity of the driver (DKSI) (see TN 86) when compared to DSI severity, in cases featuring driving during work or for leisure purposes (see TN 87). Stress, distraction, or impatience could be considered determinants when driving during high traffic density hours, together with psychophysical conditions (alcohol, drugs, sleepiness, etc.) and the non-use of a safety belt.
4.3. Performance Analysis

As shown in Table 4, the accuracy rates of the RF and CART models do not have significant differences with the comparative models, which indicates that they are correct alternatives to the models being classified. As they contain non-balanced samples in their classes (variable targets), sensibility and specificity statistics are somewhat different for both types of accidents (RO and ROR). Using these values and calculating the ROC area gives us a more general idea of the model behavior used to predict both the reference class and the counterpart. This process measures the model performance to predict high severity DKSI, as well as low severity DSI. In these cases, the model BLM has better global performance and predictive power, followed by SVM, RF, and CART, for both types of accidents. It should be indicated that, although the CART model has lower predictive power than the comparison models, CART offers higher descriptive and explanatory power, as it can describe the relationships between independent variables and their significance in the model, when compared to the two models of a higher complexity (the cases of SVM and RF), in a case when the data analysis is run with more than 10 categorical variables (in the case of BLM).

| RO-Type     | RF    | CART  | BLM   | SVM   |
|-------------|-------|-------|-------|-------|
| Accuracy    | 0.7740| 0.7807| 0.7919| 0.7908|
| Sensitivity | 0.5714| 0.4051| 0.6571| 0.7083|
| Specificity | 0.7824| 0.7976| 0.7974| 0.7931|
| ROC area    | 0.6580| 0.6397| 0.7264| 0.6561|

| ROR-Type    |       |       |       |       |
|-------------|-------|-------|-------|-------|
| Accuracy    | 0.7325| 0.7705| 0.7384| 0.7428|
| Sensitivity | 0.7549| 0.7611| 0.7462| 0.7435|
| Specificity | 0.5805| 0.5081| 0.6552| 0.7333|
| ROC area    | 0.6738| 0.6242| 0.7065| 0.7042|

As shown in Figure 9, the curves for the BLM model are softer, and the values with higher predictive performance are obtained for both types of accidents (RO and ROR). The performance values indicate that some unobserved variables that occur during an accident may be missing.

Figure 9. ROC curves and ROC area of classifications model. (a) RO collision; (b) ROR collision.
5. Discussion

The proposed approach (RF+CART) results are reasonable. The RF model provides a variable importance ranking in order to select a reduced but appropriate number of variables that are highly related to driver-injury severity and LTV involvement. The 25 RF significant variables of the final model were selected as inputs for the CART models. The BLM and SVM models were developed to contrast the significant RF variable rankings and to compare the prediction performance. The results were convergent and coherent for the two accident types.

The variable importance analysis showed that the variables related to driver characteristics present the highest influence in the accident types of rollover (RO) and Run-Off-Roadway (ROR). Of less, albeit similar, importance compared to driver factors are the factors related to infrastructure, vehicle, and environmental conditions. Thus, it is very important to focus our attention on the driver as an operator of the vehicle, which is the factor that most strongly contributes to the occurrence of accidents. It is essential to control the risk factors in driving and their effects on accidents regarding the evaluation of traffic safety and the sustainable development of transport [48,49].

The CART results for both accident types show that the most relevant variables that classify severity agree in a similar way with the RF model results. The following variables are highlighted: the use/non-use of a safety belt (SEATBELT), the driver presenting or not presenting psychophysical conditions (PSYCHOP), and the injury’s localization (BODYINJURY).

The results presented in this study are consistent. A higher probability for DKSI severity occurs when the driver does not use a safety belt. The results for the logistic model application [20,23] indicate that the probability of higher severity is associated with the same variable in accidents with the involvement of similar cars, as analyzed here. Drivers in accidents with a single vehicle (RO) in rural zones have a greater likelihood of receiving more serious injuries (DKSI) when they are under the influence of alcohol (a psychophysical condition) and have a lower likelihood in urban zones (similar to the referenced results [50]).

Likewise, our results agree with the studies that applied a non-parametric model analysis, where the concurrent variables that increase severity are alcohol and drug influence (psychophysical conditions) and the non-use of a safety belt, as shown in the references [26,28,29], especially in RO collision types [35] and in the case of an ROR collision [36]. Moreover, no factor alone is a key determinant; only a combination of factors are [26].

In accordance with the driver’s age, the CART-RO type shows DKSI severity for drivers over 25 years old and less severity for drivers under 25. The study in [51] indicates that a driver’s driving ability decreases with age, which can increase risk, as shown by the scientific evidence. Regarding the vehicle factor, the CART-RO type reveals that the severity for light trucks is lower than that for other LTV types. The referenced authors [21,27,32] found that light trucks present lower accident severity compared to smaller sized vehicles such as vans, pickups, or tourism derivatives.

The prediction performance (accuracy and ROC area) for CART and RF presents acceptable values for the predictive driver-injury severity with categorical variables. The performance values might indicate that some unobserved variables that occur during an accident may be missing [49]. Various studies have analyzed the CART model’s performance using the parameters described here. In some of these studies, the ROC-area indicator was proven superior for the severity analysis [32,33]. The study in [52] analyzes severity using two, three, and five categories of severity; when only two categories are used, the results indicate less variance and more robustness. The performance of the BLM and SVM models was shown to be superior. However, these models have lower explanatory power and complex formulations when many variables are used.

Approaches with RF were used in recent papers [21,32]. Chen et al. [35] applied the CART method to select variables and used them as input in the SVM model. Some applications of RF and CART were presented in the literature review section. Fernández et al. [43], in their study, showed that one of the best classifiers among the 17 families of models is RF using the CARET package.
6. Conclusions

The approach presented in this study allowed us to identify significant categorical variables related to driver severity by selecting a reduced number of variables. The CART model was applied with significant RF variables; in this way, a better classification rate was obtained. Two accident types (RO and ROR collision) were analyzed in order to determine the underlying relationships between the explanatory variables and driver-injury severity. The CART model was applied according to the capacity related to logical interpretation and visualization. The 25 explanatory categorical variables related to drivers, vehicles, infrastructure, and environmental factors were used. The most relevant variables to predict driver-injury severity are highlighted as follows: the use/non-use of a safety belt, the psychophysical conditions of the driver (sleepiness, alcohol, and drug influence), and the injury localization.

The statistical techniques of data mining and machine learning are adequate for identifying and understanding the phenomena that occur while driving and the subsequent occurrence of a traffic accident. They allow one to perform classifications with categorical variables. Applying RF methods reduces the variance in predictions by aggregating variables according to their nature (factor) and analyzing their existing correlations. The aims of the process are to filter repeated information and reduce the number of predictive variables through the value of the level of importance in the model. The obtained results with the RF+CART approach present good predictive performance with acceptable precision (~77%). In the comparison between the traditional logistic statistical model BLM and SVM machine learning techniques, better general predictive performance is obtained for the first case. The CART model has similar precision to both models and is superior in its descriptive and explanatory power for the predictor variables (which, for the aims of this study, makes CART more advantageous). The classification tree model permits us to extract information and interpretations easily with good accuracy.

The psychophysical defects of the driver (alcohol, drugs, sleep, sudden illness, fatigue, or concern) in concurrence with other factors, such as a planned trip (measured in km intervals) and the number of years with a driving permit, allow researchers to classify the severity of injuries that the driver may suffer when involved in run-off-road accidents. These accidents can be linked to distractions, as well as a loss of concentration and vehicle control, since psychophysical defects modify a driver’s alertness and can affect the time of the driver’s response when faced with an emergency situation.

In rollover accidents, the type of van (size, mass, and height of the center of gravity under certain load conditions), combined with the planned trip variables, constitute factors that classify the degree of severity.

With the findings of this approach, we have sought to contribute to the decision-making of control authorities and to supplement the third objective frame (health and wellbeing) of sustainable development (Sustainable Developed Goals) for the 2030 Agenda, established by United Nations. In this Agenda, a specific target (3.6) was set for 2020: reducing by half the number of deaths and injuries caused by traffic accidents. The last revision of the SDG progress in 2019 stated that “the transformation is not advancing at the necessary speed or scale to meet the Sustainable Development Goals by 2030.” The evidence in our study could lead to the adoption of new measures and controls to enhance road safety.
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