AMENABILITY FOR ACTIONS OF ÉTALE GROUPOIDS ON
$C^*$-ALGEBRAS AND FELL BUNDLES

JULIAN KRANZ

Abstract. We generalize Renault’s notion of measurewise amenability to ac-
tions of second countable, Hausdorff, étale groupoids on separable $C^*$-algebras
and show that measurewise amenability characterizes nuclearity of the crossed
product whenever the $C^*$-algebra acted on is nuclear. In the more general
context of Fell bundles over second countable, Hausdorff, étale groupoids, we
introduce a version of Exel’s approximation property. We prove that the ap-
proximation property implies nuclearity of the cross-sectional algebra whenever
the unit bundle is nuclear. For Fell bundles associated to groupoid actions, we
show that the approximation property implies measurewise amenability of the
underlying action.
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1. Introduction

Originally introduced by John von Neumann for discrete groups [vN29], the no-
tion of amenability has been generalized over several decades to larger and larger
classes of dynamical systems, such as group actions on spaces [Zim78], locally com-
 pact groupoids [ADR00], group actions on operator algebras [AD79, AD87, BEW22]
and even to Fell bundles over groups [Exc97, EN02, ABF22]. While the theory of
amenable groupoids is by now a well-known and established theory (see the ex-
tensive textbooks [ADR00, Wil19]), the theory of amenability for group actions on
$C^*$-algebras has recently experienced a number of breakthroughs. These include
the introduction of the correct definition for actions of locally compact groups [BEW22]
and the discovery of several useful characterizations of amenability [ABF22, BC’22,
OS21]. Prior to that, approximation properties like the weak containment property
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1
or nuclearity of the associated $C^*$-algebras have also been studied for actions of and Fell bundles over amenable groupoids [SW13, Tak14, LaL15, LaL19]. However, an approach to these phenomena focusing on amenability of the dynamical system instead of amenability of the underlying groupoids does not seem to have been developed so far.

The aim of this work is to push towards a unification of the above mentioned theories by introducing amenability conditions for actions of groupoids on operator algebras. More specifically, we introduce notions of

1. Amenable actions of groupoids on von Neumann algebras, generalizing both amenable measured groupoids [ADR00] and amenable actions of groups on von Neumann algebras [AD79] (see Definition 4.1),
2. Measurewise amenable actions of groupoids on $C^*$-algebras, generalizing both measurewise amenable groupoids [ADR00] and amenable actions of groups on $C^*$-algebras [AD87, BEW22] (see Definition 4.9), and
3. An approximation property for Fell bundles over groupoids, generalizing both topological amenability for groupoids [ADR00] and Exel’s approximation property [Exe97] (see Definition 3.1).

In the definitions mentioned above and throughout the paper, we restrict our attention to locally compact, second countable, Hausdorff, étale groupoids as well as $C^*$-algebras, von Neumann algebras and saturated Fell bundles satisfying appropriate separability conditions. Our reason to work in a separable setting is our crucial use of Renault’s disintegration theorem [Ren87] and its generalization to saturated Fell bundles [MW08]. The étaleness assumption is not needed for the definitions themselves, but is used in most of our theorems and makes some technicalities more accessible. Although parts of the paper carry over to the non-étale case, we keep étaleness as a blanket assumption and outline the non-étale case in an appendix.

We hope that this increases the readability of the paper.

Our main results state that two of the key properties of actions of amenable groupoids on $C^*$-algebras and Fell bundles over amenable groupoids, namely

1. Equality of the full and reduced $C^*$-algebras,
2. Nuclearity of the reduced $C^*$-algebra, given that unit fibers are nuclear, can still be obtained when relaxing amenability of the underlying groupoid to an amenability condition on the dynamical system (see Theorems 3.3, 4.12, 3.5 and 4.13 for the precise statements). For actions of groupoids on $C^*$-algebras, we also obtain a converse:

**Theorem A (Theorem 4.13).** Let $\alpha: G \curvearrowright A$ be an action of a second countable, Hausdorff, étale groupoid on a separable $C^*$-algebra. Then the reduced crossed product $A \rtimes \alpha$, $G$ is nuclear if and only if $A$ is nuclear and $\alpha$ is measurewise amenable.

We also relate the approximation property to measurewise amenability:

**Theorem B (Theorem 4.11).** Let $\alpha: G \curvearrowright A$ be an action of a second countable, Hausdorff, étale groupoid on a separable $C^*$-algebra. Assume that the associated Fell bundle has the approximation property. Then $\alpha$ is measurewise amenable.

We conclude this introduction with some questions that we leave unanswered.

1. Let $\alpha: G \curvearrowright A$ be an action of a second countable, Hausdorff, étale groupoid on a separable $C^*$-algebra. Does the associated Fell bundle have the approximation property if and only if $\alpha$ is measurewise amenable?
(2) Let $\mathcal{B}$ be a separable, saturated Fell bundle over a second countable, Hausdorff, étale groupoid $G$. Does nuclearity of $C_\ast_r(\mathcal{B})$ imply that $\mathcal{B}$ has the approximation property?

(3) Is the approximation property invariant under equivalence of Fell bundles?

A positive solution to both Question (1) and Question (3) would yield a positive solution to Question (2) since every separable, saturated Fell bundle over a locally compact, Hausdorff, second countable groupoid is equivalent to an action on a separable C*-algebra [IKSW18]. Note also that all the above questions have positive answers for étale groupoids acting on their unit space (see [ADR00, Cor. 6.2.14, Thm. 3.3.7, Thm. 2.2.17]) and for Fell bundles over (or actions of) discrete groups (see [OS21, Thm. 2.13, Thm. 3.2], [BEW22, Cor. 4.11], [ABF22, Cor. 5.20]).

Acknowledgements. The author would like to thank Alcides Buss, Siegfried Echterhoff, and Diego Martínez for several useful discussions and comments, and the referee for pointing out the reference [LaL19]. The author is especially grateful to Siegfried Echterhoff for continuously encouraging him to push forward this project.

2. Preliminaries

2.1. Notation. If $X, Y, Z$ are sets and $p: X \to Z$, $q: Y \to Z$ are maps, we denote by

$$X \times_{p, Z, q} Y := \{(x, y) \in X \times Y \mid p(x) = q(y)\}$$

their fiber product. If $p$ or $q$ are clear from the context, we omit them from the notation. If we understand $q: Y \to Z$ as a bundle over $Z$, we also call $p^*Y := X \times_{p, Z, q} Y$ the pull-back of $Y$ along $p$ and understand it as a bundle over $X$ via the first coordinate projection. Throughout, all measures on standard Borel spaces are assumed to be $\sigma$-finite and all measures on locally compact, Hausdorff spaces are assumed to be Radon measures. If $A$ is a C*-algebra and $E$ a Hilbert-$A$-module, we denote by $L_A(E)$ the C*-algebra of adjointable operators on $E$. If $B$ is another C*-algebra and $\pi: A \to L_B(F)$ a representation on a Hilbert-$B$-module $F$, we denote by $E \otimes_\pi F$ the balanced tensor product of $E$ and $F$ over $\pi$, see [Lan95, Ch. 4].

2.2. Hilbert bundles. For more background on Hilbert bundles, we refer the reader to [Wil07, Appendix F] or to [Tak79, Ch. IV.8].

Definition 2.1. Let $X$ be a standard Borel space. A Hilbert bundle over $X$ is a Borel space $\mathcal{H}$ together with a Borel map $p: \mathcal{H} \to X$, and for each $x \in X$ a Hilbert space structure on the fiber $\mathcal{H}_x := r^{-1}(x)$, (inducing the given Borel structure), and such that there exists a sequence $(\xi_n)_{n \in \mathbb{N}}$ of Borel sections $X \to \mathcal{H}$ satisfying the following properties.

(1) The maps $\mathcal{H} \to \mathbb{C}, \ \eta \mapsto \langle \eta, \xi_n(p(\eta)) \rangle$ are Borel for each $n \in \mathbb{N}$.

(2) The maps $X \to \mathbb{C}, \ x \mapsto \langle \xi_n(x), \xi_m(x) \rangle$ are Borel for each $n, m \in \mathbb{N}$.

(3) The maps $p$ and $\eta \mapsto \langle \eta, \xi_n(p(\eta)) \rangle$ together separate the points in $\mathcal{H}$.

Theorem 2.2 ([Wil07, Prop. F.8]). Let $X$ be a standard Borel space and $\mathcal{H}$ a set together with a projection $p: \mathcal{H} \to X$ such that for each $x \in X$, the fiber $\mathcal{H}_x := p^{-1}(x)$ is equipped with the structure of a Hilbert space. Suppose there is a sequence $(\xi_n)_{n \in \mathbb{N}}$ of Borel sections $X \to \mathcal{H}$ satisfying conditions (2) and (3) of
Definition 2.2. Then there is a unique Borel structure on $\mathcal{H}$ such that $p$ and $\xi_n$ for all $n \in \mathbb{N}$ are Borel and such that condition (1) of Definition 2.1 holds as well.

We call a sequence $(\xi_n)_{n \in \mathbb{N}}$ as above a fundamental sequence for $\mathcal{H}$. If $\mathcal{H}$ is a Hilbert bundle over a standard Borel space $X$, we equip

$$\text{Hom}(\mathcal{H}) := \{ (x, T, y) \mid x, y \in X, V \in \mathcal{L}(\mathcal{H}_x, \mathcal{H}_y) \}$$

with the weakest Borel structure such that the maps

$$\text{Hom}(\mathcal{H}) \to \mathbb{C}, \quad (x, T, y) \mapsto \langle \xi(y), T \eta(x) \rangle$$

are Borel for all Borel sections $\xi, \eta: X \to \mathcal{H}$. We denote by

$$\text{Iso}(\mathcal{H}) := \{ (x, V, y) \mid V \text{ unitary} \} \subseteq \text{Hom}(\mathcal{H})$$

the isomorphism groupoid of $\mathcal{H}$ and by

$$\text{End}(\mathcal{H}) := \{ (x, T, y) \mid x = y \} \subseteq \text{Hom}(\mathcal{H})$$

the endomorphism bundle of $\mathcal{H}$.

Definition 2.3. Let $\mu$ be a measure on $X$. We denote by $L^2(X, \mathcal{H}, \mu)$ (or $L^2(\mathcal{H})$ if $X$ and $\mu$ are understood) the space of equivalence classes of measurable sections $\xi: X \to \mathcal{H}$ such that $x \mapsto \|\xi(x)\|^2$ is $\mu$-integrable, with sections declared equivalent if they agree $\mu$-almost everywhere. We equip $L^2(X, \mathcal{H}, \mu)$ with the inner product

$$\langle \xi, \eta \rangle := \int_X \langle \xi(x), \eta(x) \rangle d\mu(x), \quad \xi, \eta \in L^2(X, \mathcal{H}, \mu).$$

Let $(X, \mathcal{H}, \mu)$ be as above. A measurable field of operators on $\mathcal{H}$ is a Borel section

$$X \to \text{End}(\mathcal{H}), \quad x \mapsto T_x \in \mathcal{L}(\mathcal{H}_x).$$

We call $x \mapsto T_x$ essentially bounded if $x \mapsto \|T_x\|$ is bounded on a $\mu$-c-null set. In this case, we can define an operator $T = \int_X T_x d\mu(x)$ on $L^2(X, \mathcal{H}, \mu)$ by $T \xi(x) := T_x(\xi(x))$ for $\xi \in L^2(X, \mathcal{H}, \mu)$ and $x \in X$.

Definition 2.4. An operator $T \in \mathcal{L}(L^2(X, \mathcal{H}, \mu))$ is called decomposable, if it is of the form $T = \int_X T_x d\mu(x)$ for an essentially bounded measurable field of operators $x \mapsto T_x$. A decomposable operator $T$ is called diagonal, if $T_x$ can be chosen to be a multiple of the identity for every $x \in X$.

Theorem 2.5 (Wil07, Lem. F.19, Thm. F.20). An operator $T \in \mathcal{L}(L^2(X, \mathcal{H}, \mu))$ is decomposable if and only if it commutes with the diagonal operators. If $T = \int_X T_x d\mu(x)$ and $T = \int_X T'_x d\mu(x)$ are two decompositions of $T$, then we have $T_x = T'_x$ for $\mu$-almost every $x \in X$.

Let $A$ be a separable $C^*$-algebra and let $(X, \mathcal{H}, \mu)$ as above. We call a family $\{ \pi_x: A \to \mathcal{L}(\mathcal{H}_x) \}_{x \in X}$ of representations a Borel family, if $X \ni x \mapsto \pi_x(a) \in \mathcal{L}(\mathcal{H}_x)$ is a measurable field of operators for every $a \in A$.

Proposition 2.6 (Wil07, Prop. F.25). Let $\pi: A \to \mathcal{L}(L^2(X, \mathcal{H}, \mu))$ be a representation such that $\pi(a)$ commutes with the diagonal operators. Then there is a Borel family of representations $\{ \pi_x: A \to \mathcal{L}(\mathcal{H}_x) \}_{x \in X}$ satisfying

$$\pi(a) = \int_X \pi_x(a) d\mu(x), \quad \forall a \in A.$$
2.3. Étale groupoids. For more background on (étale) groupoids, we refer the reader to the recent textbook [Wil19].

A groupoid $G$ is a small category all of whose morphisms are invertible. We denote by $G$ the set of all morphisms and call the set $G(0) \subseteq G$ of identity morphisms the unit space. We denote by $r, s : G \to G(0)$ the range and source maps, by $\cdot : G(2) := G \times_{s,G(0),r} G \to G$ the composition, and by $G \to G$, $g \mapsto g^{-1}$ the inversion.

A topological groupoid is a groupoid $G$ equipped with a topology such that all the maps mentioned above are continuous. A locally compact topological groupoid $G$ is called étale if $r : G \to G(0)$ and $s : G \to G(0)$ are local homeomorphisms. A subset $U \subseteq G$ is called a bisection if $r|_U$ and $s|_U$ are homeomorphisms onto their images. Note that a locally compact groupoid is étale if and only if its topology has a basis of open bisections. If $G$ is étale, then the fibers $G^x := r^{-1}(x)$ and $G_x := s^{-1}(x)$ are discrete for every $x \in G(0)$.

A subset $U \subseteq G(0)$ is invariant if we have $r(g) \in U \Leftrightarrow s(g) \in U$ for all $g \in G$. If $U$ is invariant, we write $G|_U := r^{-1}(U) = s^{-1}(U)$.

Convention 2.7. From now on, all groupoids are assumed to be Hausdorff, étale, and second countable.

Definition 2.8. Let $G$ be a groupoid. A $G$-space is a locally compact Hausdorff space $X$ together with a continuous map $p : X \to G(0)$ and a continuous map $\alpha : G \times_{s,G(0),p} X \to G \times_{r,G(0),p} X$, $(g, x) \mapsto (g, \alpha_g(x))$ satisfying $\alpha_{gh} \circ \alpha_h = \alpha_{gh}$ for all $(g, h) \in G(2)$. The associated transformation groupoid is the groupoid $X \rtimes G := X \times_{p,G(0),r} G$ with unit space $X$ and range, source and multiplication maps given by

$$r(x, g) := x, \quad s(x, g) := \alpha_{g^{-1}}(x), \quad (x, g)(y, h) := (x, gh),$$

for $((x, g), (y, h)) \in (X \times G)^{(2)}$.

Definition 2.9. Let $G$ be a groupoid and $\mu$ a measure on $G(0)$. We define a measure $\mu \circ \lambda$ on $G$ by

$$\mu \circ \lambda(f) = \int_{G(0)} \sum_{g \in G^x} f(g) d\mu(x), \quad f \in C_c(G).$$

We call $\mu$ quasi-invariant, if $\mu \circ \lambda$ is equivalent to the measure $(\mu \circ \lambda)^{-1}$ obtained by pulling back along the inversion map $g \mapsto g^{-1}$. In that case, the Radon–Nikodym derivative $\Delta := \frac{d(\mu \circ \lambda)}{d(\mu \circ \lambda)^{-1}}$ is called the modular function of $\mu$.

Lemma 2.10 ([Wil17 Lem. 7.6]). The modular function $\Delta : G \to (0, \infty)$ can be chosen to be a Borel homomorphism.

Remark 2.11. The notation $\mu \circ \lambda$ above alludes to the more general definition when $G$ is a locally compact groupoid with a Haar system $\lambda$. In our situation, $\lambda$ will always be the counting measure.

2.4. Fell bundles. Fell bundles over étale groupoids were introduced in [Kum98]. For more details, we refer to [MW08a]. For general background on Banach bundles, see [PD88].
Definition 2.12. An upper semicontinuous Banach bundle over a locally compact Hausdorff space $X$ is a topological space $B$ together with a continuous map $p: B \to X$ and for each $x \in X$ the structure of a Banach space on the fiber $B_x := p^{-1}(x)$ (inducing the given topology) such that

1. The addition $+: B \times_X B \to B$ is continuous.
2. The scalar multiplication $\cdot: \mathbb{C} \times B \to B$ is continuous.
3. For each continuous section $f: X \to B$ of $p$, the function
   $X \ni x \mapsto \|f(x)\| \in [0, \infty)$

is upper semicontinuous.

Definition 2.13. An upper semicontinuous $C^*$-bundle over a locally compact Hausdorff space $X$ is an upper continuous Banach bundle $p: A \to X$ where each fiber $A_x$ is equipped with the structure of a $C^*$-algebra (inducing the given norm) such that the multiplication $\cdot: A \times_X A \to A$ and the involution $\ast: A \to A$ are continuous.

Remark 2.14. For an upper semicontinuous $C^*$-bundle $A$ over $X$, we denote by $C_0(X, A)$ (or $C_0(A)$ if $X$ is understood) the $C^*$-algebra of continuous sections $X \to A$ vanishing at infinity, equipped with the supremum norm. There is a canonical non-degenerate $*$-homomorphism $C_0(X) \to ZM(C_0(A))$.

More abstractly, we call a $C^*$-algebra $A$ equipped with a non-degenerate $*$-homomorphism $C_0(X) \to ZM(A)$ a $C_0(X)$-algebra. We write
$$A_x := A/(C_0(X \setminus \{x\})A)$$
for $x \in X$ and can consider every element $a \in A$ as a map
$$X \to A := \bigsqcup_{x \in X} A_x, \quad x \mapsto a + C_0(X \setminus \{x\})A.$$

There is a unique topology on $A$ turning it into an upper semicontinuous $C^*$-bundle and making the maps defined in (1) continuous [W107, Thm. C.25]. In fact, the functor $A \mapsto C_0(A)$ defines an equivalence from the category of upper semicontinuous $C^*$-bundles over $X$ with continuous fiberwise $*$-homomorphisms to the category of $C_0(X)$-algebras with $C_0(X)$-linear $*$-homomorphisms.

Definition 2.15 ([Kum98]). A Fell bundle over $G$ is an upper semicontinuous Banach bundle $p: B \to G$ together with a continuous multiplication map
$$\cdot: B^{(2)} := B \times_{sop,G,rop} B \to B$$
and a continuous involution map $\ast: B \to B$ satisfying the identities

1. $p(bc) = p(b)p(c)$
2. $p(b^*) = p(b)^{-1}$
3. $(b^*)^* = b$
4. $(bc)^* = c^*b^*$
5. $\|b^*b\| = \|b\|^2$
6. $\|b\|\|c\| \leq \|bc\|$ (7) $b^*b \geq 0$

for all $(b, c) \in B^{(2)}$, as well as the following properties.

8. The multiplication is bilinear and associative.
9. The involution is conjugate linear.
In addition, we say that

10. \( \mathcal{B} \) is saturated, if for each \( g \in G \), we have \( \text{span} \mathcal{B}_g^* \mathcal{B}_g = \mathcal{B}_{s(g)} \).

11. \( \mathcal{B} \) is separable, if the Banach space \( C_0(G, \mathcal{B}) \) of \( C_0 \)-sections of \( p: \mathcal{B} \to G \) is separable.

We abbreviate the notation by saying that \( \mathcal{B} \) is a Fell bundle over \( G \). Note that the restriction \( \mathcal{B}^{(0)} \) of \( \mathcal{B} \) to \( G^{(0)} \) is an upper semicontinuous \( C^* \)-bundle over \( G^{(0)} \).

From now on, we keep conditions (10) and (11) in Definition 2.15 as blanket assumptions without mentioning them:

**Convention 2.16.** Throughout this paper, all Fell bundles are assumed to be separable and saturated.

**Remark 2.17.** Condition (10) ensures that for every \( g \in G \), \( \mathcal{B}_g \) is a \( \mathcal{B}_{r(g)} \)-\( \mathcal{B}_{s(g)} \)-imprimitivity bimodule with respect to the obvious module structure and the inner products given by

\[ \langle a, b \rangle_{\mathcal{B}_{s(g)}} := a^* b, \quad \langle a, b \rangle_{\mathcal{B}_{r(g)}} := a b^*, \quad a, b \in \mathcal{B}_g. \]

**Definition 2.18.** A \( C^* \)-dynamical system \((G, \mathcal{A}, \alpha)\) is given by a groupoid \( G \), a separable upper semicontinuous \( C^* \)-bundle \( \mathcal{A} \) over \( G^{(0)} \), and a continuous isomorphism

\[ \alpha: \mathcal{A} \times_{G^{(0)}, s} G \to \mathcal{A} \times_{G^{(0)}, r} G \]

of upper semicontinuous \( C^* \)-bundles over \( G \), satisfying \( \alpha_{gh} = \alpha_g \circ \alpha_h \) for all \((g, h) \in G^{(2)}\).

Writing \( A = C_0(\mathcal{A}) \), we may alternatively say that \((A, \alpha)\) is a \( G \)-\( C^* \)-algebra or that \( \alpha: G \curvearrowright A \) is an action. Note that if \( A \) commutative, then the Gelfand Spectrum \( X \) of \( A \) is a \( G \)-space in the sense of Definition 2.8.

**Definition 2.19.** Let \((G, \mathcal{A}, \alpha)\) be a \( C^* \)-dynamical system. The associated semi-direct product bundle is the Fell bundle \( \mathcal{A} \ltimes_\alpha G := \mathcal{A} \times_{G^{(0)}, r} G \), equipped with operations \( (a, g) \cdot (b, h) := (\alpha_g(b), gh) \) and \( (a, g)^* := (\alpha_{g^{-1}}(a^*), g^{-1}) \) for \((g, h) \in G^{(2)}\), \( a \in \mathcal{A}_{r(g)} \), and \( b \in \mathcal{A}_{r(h)} \).

If \( \mathcal{B} \) is a Fell bundle over \( G \), we denote by \( C_c(G, \mathcal{B}) \) (or \( C_c(\mathcal{B}) \) if \( G \) is understood) the space of compactly supported continuous sections of \( p: \mathcal{B} \to G \). We equip \( C_c(\mathcal{B}) \) with a multiplication and involution given by

\[ f_1 \ast f_2(g) := \sum_{h \in G^{(s)}} f_1(h) f_2(h^{-1} g), \quad f_1^*(g) := f_1(g^{-1})^* \]

for \( f_1, f_2 \in C_c(\mathcal{B}) \) and \( g \in G \).

**Definition 2.20.** ([Yam90]) The maximal cross-sectional algebra \( C^*(\mathcal{B}) := C^*(\mathcal{A} \ltimes_\alpha G) \) of \( \mathcal{B} \) is the enveloping \( C^* \)-algebra of \( C_c(\mathcal{B}) \).

If \( \mathcal{B} = \mathcal{A} \ltimes_\alpha G \) is a semi-direct product bundle as in Definition 2.19 we also write \( C_0(\mathcal{A}) \ltimes_\alpha G := C^*(\mathcal{A} \ltimes_\alpha G) \).

**Remark 2.21.** Definition 2.20 above is equivalent to the definition in [MW08a, Section 1] for the following reason. As observed in [BE12], the same argument as in [Exe08, Prop. 3.14] shows that \( \|f\| \leq \|f\|_{\infty} \) for every element \( f \in C_c(\mathcal{B}) \) whose support is contained in an open bisection. Together with a partition of unity argument this implies that every representation \( \pi \) of \( C_c(\mathcal{B}) \) on a Hilbert space is continuous with respect to the inductive limit topology and therefore a representation in
the sense of [MW08a, Definition 4.7]. It then follows from [MW08a, Theorem 4.13] that \( \pi \) is \( I \)-norm-decreasing and therefore extends to the maximal cross-sectional algebra as defined in [MW08a].

**Definition 2.22** ([Kum98]). Let \( \mathcal{B} \) be a Fell bundle over \( G \). We denote by \( L^2(G, \mathcal{B}) \) (or \( L^2(\mathcal{B}) \) if \( G \) is understood) the completion of \( C_\circ(\mathcal{B}) \) with respect to the \( C_\circ(\mathcal{B}(0)) \)-valued inner product given by

\[
\langle \xi, \eta \rangle(x) := \sum_{g \in G_x} \xi(g)^* \eta(g), \quad \xi, \eta \in C_\circ(\mathcal{B}), x \in G(0).
\]

The regular representation of \( \mathcal{B} \) is the representation

\[
\Lambda : C_\circ(\mathcal{B}) \to \mathcal{L}_{C_\circ(\mathcal{B}(0))}(L^2(\mathcal{B}))
\]

defined by

\[
\Lambda(f)\xi(g) = \sum_{h \in G'(0)} f(h)\xi(h^{-1}g), \quad f \in C_\circ(\mathcal{B}), \xi \in L^2(\mathcal{B}), g \in G.
\]

We call \( C^*_r(\mathcal{B}) := \Lambda(C_\circ(\mathcal{B}))' \) the reduced cross-sectional algebra of \( \mathcal{B} \).

If \( \mathcal{B} = \mathcal{A} \rtimes_\alpha G \) is a semi-direct product bundle as in Definition 2.19 we also write \( C_0(\mathcal{A}) \rtimes_\alpha G := C^*_r(\mathcal{A} \rtimes_\alpha G) \).

Like upper semicontinuous \( C^* \)-bundles, Fell bundles can be constructed by prescribing their algebraic structure and a set of continuous sections. This idea goes back to [D88 II.13.18] and is spelled out in [Tak14 Prop. 2.5] for continuous Fell bundles.

**Definition 2.23.** An algebraic Fell bundle over \( G \) is a set \( \mathcal{B} \) together with a projection map \( p : \mathcal{B} \to G \), a Banach space structure on \( \mathcal{B}_g := p^{-1}(g) \) for each \( g \in G \), a multiplication map \( \cdot : \mathcal{B} \times \mathcal{B} \to \mathcal{B} \), and an involution map \( * : \mathcal{B} \to \mathcal{B} \) satisfying the conditions (1)-(10) of Definition 2.19.

**Proposition 2.24** (cp. [Tak14 Prop. 2.5]). Let \( p : \mathcal{B} \to G \) be an algebraic Fell bundle over \( G \). Let \( A_0 \) be a countably generated \( * \)-algebra of compactly supported sections of \( \mathcal{B} \) satisfying

1. For every \( g \in G \), the set \( \{ f(g) : f \in A_0 \} \) is dense in \( \mathcal{B}_g \).
2. For every \( f \in A_0 \), the map \( g \mapsto \|f(g)\| \) is upper semicontinuous.

Then there is a unique topology on \( \mathcal{B} \) turning it into a Fell bundle such that all sections in \( A_0 \) are continuous. If furthermore \( A_0 \) is closed under pointwise multiplication with functions in \( C_\circ(G) \), then \( A_0 \) is dense in \( C_\circ(\mathcal{B}) \) in the inductive limit topology. In particular, \( A_0 \) is norm dense in \( C^*(\mathcal{B}) \).

**Proof.** By the same proof as in [Wil07 Thm. C25], or by the combination of [Hol77 Prop. 3.6] and the proof of [Wil07 Prop. C20], there is a unique topology on \( \mathcal{B} \) turning it into an upper semicontinuous Banach bundle over \( G \) such that all the sections in \( A_0 \) are continuous. By the same argument as in [Tak14 Prop. 2.5], the multiplication and involution on \( \mathcal{B} \) are continuous. Note that \( \mathcal{B} \) is separable since \( A_0 \) is countably generated.

We prove that \( A_0 \) is dense in \( C_\circ(\mathcal{B}) \) with respect to the inductive limit topology. Fix a function \( f \in C_\circ(\mathcal{B}) \), a relatively compact open neighbourhood \( U \) of \( \text{supp} \ f \)

\[\text{supp} \ f\]
and $\varepsilon > 0$. For each $x \in \text{supp} f$, pick a function $f_x \in A_0$ with $\|f(x) - f_x(x)\| < \varepsilon$ and an open neighbourhood $U_x \subseteq U$ of $x$ such that for each $y \in U_x$, we have $\|f(x) - f(y)\| < \frac{\varepsilon}{m}$ and $\|f_x(x) - f_x(y)\| < \frac{\varepsilon}{m}$. By compactness, there is a finite set $\{x_1, \ldots, x_n\} \subseteq \text{supp} f$ such that $\text{supp} f \subseteq U_{x_1} \cup \cdots \cup U_{x_n}$. Now pick continuous functions $\varphi_1, \ldots, \varphi_n : G \to [0, 1]$ such that $\text{supp} \varphi_i \subseteq U_{x_i}$ and such that $\sum_{i=1}^n \varphi_i(x) = 1$ for all $x \in \text{supp} f$. Then $f' := \sum_i \varphi_i f_{x_i}$ belongs to $A_0$ by assumption. We have $\|f - f'\| < \varepsilon$ and $\text{supp} f' \subseteq U$ where the compact set $U$ only depends on $f$. Thus, $A_0$ is dense in $C_c(\mathcal{B})$ in the inductive limit topology.

\[\square\]

\textbf{Remark 2.25.} If one strengthens density to equality in condition \ref{1} of the above proposition, then one can even drop the assumption that $G$ is Hausdorff (see \cite[Prop. 2.4]{BE12}). If $A_0$ is not closed under multiplication by $G$, it may fail to be dense in $C_c(\mathcal{B})$. This happens for instance if $\mathcal{B} = \mathbb{C} \times G$ is the trivial bundle over a finite group $G$ and if $A_0$ is generated by the projection $p := \frac{1}{|G|} \sum_{g \in G} 1_g$.

We wrap up the preliminaries about Fell bundles by discussing their representation theory. This is the main point where our separability assumptions are used.

\textbf{Definition 2.26 (\cite{MW08a}).} Given a Fell bundle $\mathcal{B}$ over a groupoid $G$ and a Hilbert bundle $\mathcal{H}$ over $G^{(0)}$, a \textit{$*$-functor} is a map

$$\pi : \mathcal{B} \to \text{Hom}(\mathcal{H}), \quad \mathcal{B}_g \ni b \mapsto \pi_g(b) \in L(\mathcal{H}_{s(g)}, \mathcal{H}_{r(g)})$$

such that

1. For each $g \in G$, the map $\pi_g : \mathcal{B}_g \to L(\mathcal{H}_{s(g)}, \mathcal{H}_{r(g)})$ is linear.
2. $\pi_{gh}(ab) = \pi_g(a) \pi_h(b)$ for all $(g, h) \in G^{(2)}, a \in \mathcal{B}_g$ and $b \in \mathcal{B}_h$.
3. $\pi_g(a^*) = \pi_g^{-1}(a^*)$ for all $g \in G$ and $a \in \mathcal{B}_g$.

We call $\pi$ Borel, if for each $f \in C_c(\mathcal{B})$ and any two Borel sections $\xi, \eta : G^{(0)} \to \mathcal{H}$, the map

$$G \ni g \mapsto \langle \xi(r(g)), \pi_g(f(g)) \eta(s(g)) \rangle \in \mathbb{C}$$

is Borel.

\textbf{Definition 2.27 (cp. \cite{MW08a}).} Let $\mathcal{B}$ be a Fell bundle over $G$. A \textit{strict representation} $(\mu, \mathcal{H}, \pi)$ of $\mathcal{B}$ is given by a quasi-invariant measure $\mu$ on $G^{(0)}$, a Hilbert bundle $\mathcal{H}$ over $G^{(0)}$ and a Borel $*$-functor $\pi : \mathcal{B} \to \text{Hom}(\mathcal{H})$, such that $\pi_x : \mathcal{B}_x \to L(\mathcal{H}_x)$ is non-degenerate for $\mu$-almost every $x \in G^{(0)}$.

In contrast to our definition, the strict representations in \cite{MW08a} are allowed to be degenerate.

\textbf{Proposition 2.28 (\cite{MW08a} Prop. 4.10).} Let $(\mu, \mathcal{H}, \pi)$ be a strict representation of a Fell bundle $\mathcal{B}$ over $G$ and denote by $\Delta : G \to (0, \infty)$ the modular function of $\mu$. Then the map $L_\pi : C_c(\mathcal{B}) \to L(L^2(\mathcal{H}))$ given by

$$L_\pi(f) \xi(x) = \sum_{g \in G^{*}} \pi_g(f(g)) \xi(s(g)) \Delta^{-\frac{1}{2}}(g)$$

for $f \in C_c(\mathcal{B}), \xi \in L^2(\mathcal{H})$, and $x \in G^{(0)}$ is a non-degenerate representation.

The representation $L_\pi$ is called the \textit{integrated form} of $(\mu, \mathcal{H}, \pi)$. By definition, it extends to a representation of $C^*(\mathcal{B})$. The following generalization of Renault’s disintegration theorem shows that every non-degenerate representation of $C^*(\mathcal{B})$ arises in this way:
Theorem 2.29 ([MW08a] Thm. 4.13]). Let $\mathcal{B}$ be a Fell bundle over $G$. Then every non-degenerate representation of $C^*(\mathcal{B})$ on a separable Hilbert space is equivalent to the integrated form of a strict representation.

For semi-direct product bundles associated to $C^*$-dynamical systems we can say a bit more:

Definition 2.30. A covariant representation $(\mu, \mathcal{H}, \pi, U)$ of a $C^*$-dynamical system $(G, \mathcal{A}, \alpha)$ consists of

1. a quasi-invariant measure $\mu$ on $G^{(0)}$,
2. a Hilbert bundle $\mathcal{H}$ over $G^{(0)}$,
3. a non-degenerate $C_0(G^{(0)})$-linear representation $\pi: C_0(\mathcal{A}) \to \mathcal{L}(L^2(\mathcal{H}))$,
4. a Borel homomorphism $U: G \to \text{Iso}(\mathcal{H})$, $g \mapsto U_g \in \mathcal{U}(\mathcal{H}_{s(g)}, \mathcal{H}_{r(g)})$,

such that for $\mu \circ \lambda$-almost all $g \in G$, we have

$$\pi_r(g)(a_g(a)) = U_g \pi_s(g)(a) U_g^*, \quad \forall a \in \mathcal{A}_{s(g)},$$

where $(\pi_x: \mathcal{A}_x \to \mathcal{L}(\mathcal{H}_x))_{x \in G^{(0)}}$ is any Borel family of representations satisfying

$$\pi = \int_{G^{(0)}} \pi_x d\mu(x)$$
as in Proposition 2.6.

Note that set of all $g \in G$ satisfying (2) always contains a set of the form $G[\mu]$ for a $G$-invariant $\mu$-conull subset $U \subseteq G^{(0)}$ (see [MW08b] Rem 7.10.].

Definition 2.31. The integrated form of a covariant representation $(\mu, \mathcal{H}, \pi, U)$ as above is the representation

$$\pi \rtimes U: C_c(G, r^* \mathcal{A}) \to \mathcal{L}(L^2(\mathcal{H}))$$
given by

$$\pi \rtimes U(f)\xi(x) := \sum_{g \in G^{(0)}} \pi(f(g))U_g \xi(s(g))\Delta^{-\frac{1}{2}}(g),$$

for $f \in C_c(G, r^* \mathcal{A})$, $\xi \in L^2(\mathcal{H})$ and $x \in G^{(0)}$, where $\Delta$ denotes the modular function of $\mu$.

By definition, $\pi \rtimes U$ as above extends to a representation of $C_0(\mathcal{A}) \rtimes G$. We have the following converse, known as Renault’s disintegration theorem.

Theorem 2.32 ([Ren87], Lem. 4.6], see also [MW08b] Thm. 7.12]). Let $(G, \mathcal{A}, \alpha)$ be a $C^*$-dynamical system. Then every non-degenerate representation of $C_0(\mathcal{A}) \rtimes G$ on a separable Hilbert space is equivalent to the integrated form of a covariant representation.

2.5. $G$-von Neumann algebras. We recall the definition and basic properties of $G$-von Neumann algebras (or $W^*$-dynamical systems) as introduced in [Yam93] (see also [OR06]). For more background on bundles of von Neumann algebras, we refer the reader to [Tak79] Ch. IV.8.

Definition 2.33. Let $X$ be a standard Borel space. A bundle of von Neumann algebras over $X$ is a Borel subbundle $\mathcal{M} \subseteq \text{End}(\mathcal{H})$ for some Hilbert bundle $\mathcal{H}$ over $X$, such that $\mathcal{M}_x \subseteq \mathcal{L}(\mathcal{H}_x)$ is a von Neumann algebra for every $x \in X$. For a measure $\mu$ on $X$, we denote by

$$L^\infty(X, \mathcal{M}, \mu) \subseteq \mathcal{L}(L^2(X, \mathcal{H}, \mu))$$

(or $L^\infty(\mathcal{M})$ if $X$ and $\mu$ are understood) the von Neumann algebra generated by all $\mu$-essentially bounded Borel sections $X \to \mathcal{M}$. 
Note that $L^\infty(M)$ consists of decomposable operators. Conversely we have:

**Theorem 2.34** ([Tak79] Ch. IV, Thm. 8.21). Let $X$ be a standard Borel space equipped with a measure $\mu$. Let $H$ be a separable Hilbert space and $M \subseteq L(H)$ a von Neumann algebra together with a unital inclusion $\iota : L^\infty(X, \mu) \hookrightarrow Z(M)$. Then there is a Hilbert bundle $\mathcal{H}$ over $X$, a bundle of von Neumann algebras $M \subseteq \text{End}(\mathcal{H})$ and a unitary $U : L^2(X, \mathcal{H}, \mu) \xrightarrow{\sim} H$ such that $\text{Ad}(U)$ restricts to an isomorphism $L^\infty(X, \mathcal{H}, \mu) \xrightarrow{\sim} M$ with $\text{Ad}(U)|_{L^\infty(X, \mu)} = \iota$.

For a von Neumann algebra $M$, we denote by $M^+_\mu$ the space of normal positive linear functionals on $M$.

**Lemma 2.35** ([Tak79] Ch. IV, Prop. 8.34). Let $X$ be a standard Borel space, $\mu$ a measure on $X$ and $\mathcal{M}$ a bundle of von Neumann algebras over $X$. Let $X \ni x \mapsto \omega_x \in (\mathcal{M}_x)^+_\mu$ be a map such that for each $m \in L^\infty(\mathcal{M})$, the map $X \ni x \mapsto \omega_x(m(x)) \in \mathbb{C}$ is $\mu$-integrable. Then the map

$$
\omega := \int_X \omega_x d\mu(x) : L^\infty(\mathcal{M}) \to \mathbb{C}, \quad m \mapsto \int_X \omega_x(m(x)) d\mu(x)
$$

defines a normal positive linear functional on $L^\infty(\mathcal{M})$. Every normal positive linear functional on $L^\infty(\mathcal{M})$ is of this form. If $\omega = \int_X \omega_x' d\mu(x)$ is another presentation of $\omega$ as above, then we have $\omega_x = \omega_x'$ for $\mu$-almost every $x \in X$.

**Definition 2.36** (cp. [Yam93]). A $W^*$-dynamical system $(G, \mathcal{A}_G, \alpha, \mu)$ consists of a groupoid $G$, a bundle of von Neumann algebras $\mathcal{M}$ over $G^{(0)}$, a quasi-invariant measure $\mu$ on $G^{(0)}$ and a collection $(\alpha_g : \mathcal{M}_{s(g)} \xrightarrow{\sim} \mathcal{M}_{r(g)})_{g \in G}$ of $*$-isomorphisms satisfying $\alpha_{gh} = \alpha_g \circ \alpha_h$ for all $(g, h) \in G^{(2)}$ and such that for each $m \in L^\infty(\mathcal{M})$ and each $\omega = \int_{G^{(0)}} \omega_x d\mu(x) \in L^\infty(\mathcal{M})^+_\mu$, the map

$$(3) \quad G \ni g \mapsto \omega_{r(g)}(\alpha_g(m(s(g)))) \in \mathbb{C}$$

is $\mu \circ \lambda$-measurable.

Writing $M := L^\infty(\mathcal{M})$, we may also say that $(M, \alpha, \mu)$ is a $G$-von Neumann algebra or that $\alpha : G \curvearrowright (M, \mu)$ is an action.

**Example 2.37.** Let $(G, \mathcal{A}, \alpha)$ be a $C^*$-dynamical system together with a covariant representation $(\mu, \mathcal{H}, \pi, U)$. Then there is a $W^*$-dynamical system $(G, \pi(\mathcal{A})'', \alpha'', \mu)$ defined by $\pi(\mathcal{A})'' := \bigcup_{x \in G^{(0)}} \pi(\mathcal{A}_x)'' \subseteq \text{End}(\mathcal{H})$ and

$$\alpha''_g(T) := U_g T U_g^*, \quad g \in G, T \in \pi(\mathcal{A}_s(g))''.$$

We have $L^\infty(\pi(\mathcal{A}))'' = \pi(C_0(\mathcal{A}))''$.

**Proof.** The equality $L^\infty(\pi(\mathcal{A}))'' = \pi(C_0(\mathcal{A}))''$ follows from [Tak79] Ch. IV, Thm. 8.18. We prove that the map $(3)$ is measurable for all $\omega \in L^\infty(\pi(\mathcal{A}))''$ and $m \in L^\infty(\pi(\mathcal{A}))'' = \pi(C_0(\mathcal{A}))''$. Pick a bounded sequence $(a_n)_{n \in \mathbb{N}}$ in $C_0(\mathcal{A})$ such that $(\pi(a_n))_{n \in \mathbb{N}}$ converges ultraweakly to $m$. Since $\omega$ is normal, we can pick a sequence $(\xi_i)_{i \in \mathbb{N}}$ in $L^2(G^{(0)}, \mathcal{H}, \mu)$ satisfying $\omega(x) = \sum_{i=0}^\infty \langle \xi_i, x \xi_i \rangle$ for all $x \in L^\infty(\pi(\mathcal{A}))''$. We have

$$\omega_{r(g)}(\alpha''_g(m(s(g)))) = \lim_{n, k \to \infty} \sum_{i=1}^k \langle \xi_i(r(g)), U_g \pi_{s(g)}(a_n(s(g))) U_g^* \xi_i(r(g)) \rangle$$

for $\mu \circ \lambda$-almost all $g \in G$. As a countable limit of measurable functions in $g \in G$, the above term is a measurable function in $g \in G$. 

}\end{document}
Remark 2.38 (cp. [Yam93, OR06]). Let \((G, \mathcal{M}, \alpha, \mu)\) be a W*-dynamical system. Then using the Haagerup standard form [Haa75], one can always find a canonical Hilbert bundle \(\mathcal{H}\), a representation \(\mathcal{M} \subseteq \text{End}(\mathcal{H})\) and a unitary representation \(U: G \to \text{Iso}(\mathcal{H})\) satisfying \(\alpha_g(m) = U_g m U_g^*\) for all \(g \in G\) and \(m \in \mathcal{M}_{s(g)}\).

Let \((G, \mathcal{M}, \alpha, \mu)\) be a W*-dynamical system with \(\alpha = \text{Ad}(U)\) for a unitary representation \(U: G \to \text{Iso}(\mathcal{H})\) as above and write \(\nu = \mu \circ \lambda\). We denote by \(S(r^* \mathcal{M})\) the space of Borel sections \(f: G \to r^* \mathcal{M}\) such that

\[
\|f\|_1 := \max \left\{ \sup_{x \in G^{(0)}} \sum_{g \in G_x} \|f(g)\|, \sup_{x \in G^{(0)}} \sum_{g \in G_x} \|f(g)\| \right\} < \infty.
\]

Then \(S(r^* \mathcal{M})\) is a *-algebra with respect to convolution and involution defined by

\[
f_1 \ast f_2(g) := \sum_{h \in G(r^{(0)})} f_1(h) \alpha_h(f_2(h^{-1} g)), \quad f_1^*(g) := \alpha_g(f_1(g^{-1})^*),
\]

for \(f_1, f_2 \in S(r^* \mathcal{M})\) and \(g \in G\). There is a representation

\[
\varphi_\alpha: S(r^* \mathcal{M}) \to \mathcal{L}(L^2(G, r^* \mathcal{H}, \nu^{-1}))
\]

given by

\[
\varphi_\alpha(f) \xi(g) = \sum_{h \in G^{(0)}} f(h) U_h(\xi(h^{-1} g)), \quad f \in S(r^* \mathcal{M}), \xi \in L^2(G, r^* \mathcal{H}, \nu^{-1}), g \in G.
\]

Definition 2.39 (cp. [Yam93, OR06]). The crossed product \(L^\infty(\mathcal{M}) \rtimes G\) is the weak closure of \(\varphi_\alpha(S(r^* \mathcal{M})) \subseteq \mathcal{L}(L^2(G, r^* \mathcal{H}, \nu^{-1}))\).

There is a canonical inclusion \(L^\infty(\mathcal{M}) \hookrightarrow L^\infty(\mathcal{M}) \rtimes G\) given by \(m \mapsto \varphi_\alpha(m)\) where \(\hat{m} \in S(r^* \mathcal{M})\) is given by

\[
\hat{m}(g) := \begin{cases} m(g), & g \in G^{(0)} \\ 0, & g \notin G^{(0)} \end{cases}.
\]

Lemma 2.40. Let \((G, \mathcal{M}, \alpha, \mu)\) be a W*-dynamical system. The restriction map

\[
\varphi_\alpha(S(r^* \mathcal{M})) \to L^\infty(\mathcal{M}), \quad \varphi_\alpha(f) \mapsto f|_{G^{(0)}},
\]

extends to a conditional expectation \(E: L^\infty(\mathcal{M}) \rtimes G \to L^\infty(\mathcal{M})\).

Proof: Although the lemma follows from a more general construction for W*-Fell bundles over inverse semigroups in [BEM17], we give a self-contained proof for the special case treated here. Denote by \(V: L^2(G^{(0)}, \mathcal{H}, \mu) \to L^2(G, r^* \mathcal{H}, \nu^{-1})\) the isometry given by

\[
(V \xi)(g) = \begin{cases} \xi(g), & g \in G^{(0)} \\ 0, & g \notin G^{(0)} \end{cases},
\]

for \(\xi \in L^2(G^{(0)}, \mathcal{H}, \mu)\) and \(g \in G\). Then the map

\[
\text{Ad}(V^*): \mathcal{L}(L^2(G, r^* \mathcal{H}, \nu^{-1})) \to \mathcal{L}(L^2(G^{(0)}, \mathcal{H}, \mu)), \quad T \mapsto V^* TV
\]

is normal and completely positive. We denote its restriction to \(\varphi_\alpha(S(r^* \mathcal{M}))\) by \(E_0\). One easily checks that \(E_0\) is given by \(E_0(\varphi_\alpha(f)) = f|_{G^{(0)}}\) for \(f \in S(r^* \mathcal{M})\) and that \(E_0\) is \(L^\infty(\mathcal{M})\)-bilinear. By normality, \(E_0\) extends to a conditional expectation \(E: L^\infty(\mathcal{M}) \rtimes G \to L^\infty(\mathcal{M})\).

\[\square\]
3. An approximation property for Fell bundles

Throughout this section, let $G$ be a Hausdorff, second countable, étale groupoid. For a Fell bundle $\mathcal{B}$ over $G$, we denote by $L^2(G, r^*\mathcal{B}(0))$ the Hilbert-$C_0(\mathcal{B}(0))$-module obtained by completing $C_c(G, r^*\mathcal{B}(0))$ with respect to the $C_0(\mathcal{B}(0))$-valued inner product
\[ \langle \xi, \eta \rangle(x) := \sum_{g \in G^x} \xi(g)^*\eta(g), \quad \xi, \eta \in L^2(G, r^*\mathcal{B}(0)), \ x \in G^0, \]
and equip it with the $C_0(\mathcal{B}(0))$-module structure given by
\[ \xi \cdot f(g) := \xi(g)f(r(g)), \quad \xi \in L^2(G, r^*\mathcal{B}(0)), f \in C_0(\mathcal{B}(0)), g \in G. \]

The following definition is a generalization of the approximation property of Exel [Exe97] (see also [EN02]).

**Definition 3.1.** A Fell bundle $\mathcal{B}$ over $G$ has the approximation property if there exists a sequence of functions $(a_i)_{i \in \mathbb{N}}$ in $C_c(G, r^*\mathcal{B}(0)) \subseteq L^2(G, r^*\mathcal{B}(0))$ such that
\begin{enumerate}
  
  
  (1) $\sup_{i \in \mathbb{N}} \| (a_i, a_i) \| < \infty$.
  
  (2) For every $f \in C_c(\mathcal{B})$, the sequence $(f_i)_{i \in \mathbb{N}}$ given by
  \[ f_i: G \to \mathcal{B}, \quad g \mapsto \sum_{h \in G^{r(g)}} a_i(h)^*f(g)a_i(g^{-1}h) \]
  converges to $f$ in the inductive limit topology.
\end{enumerate}

**Remark 3.2.**

(1) The trivial Fell bundle $\mathcal{B} := G \times \mathbb{C}$ has the approximation property if and only if $G$ is topologically amenable in the sense of [ADR00].

(2) If $G$ is topologically amenable, every Fell bundle $\mathcal{B}$ over $G$ has the approximation property. Indeed, if $(a_i)_{i \in \mathbb{N}}$ is a sequence in $C_c(G)$ witnessing the approximation property for $G \times \mathbb{C}$ and $(u_i)_{i \in \mathbb{N}}$ is an approximate unit for $C_0(\mathcal{B}(0))$, then the sequence $(a_i \cdot (u_i \circ r))_{i \in \mathbb{N}}$ in $C_c(G, r^*\mathcal{B}(0))$ witnesses the approximation property for $\mathcal{B}$.

**Theorem 3.3.** Let $\mathcal{B}$ be a Fell bundle over $G$ with the approximation property. Then we have $C^*(\mathcal{B}) \cong C^*_r(\mathcal{B})$ via the regular representation.

For the proof of Theorem 3.3 we need

**Lemma 3.4** ([SW13 Lem. 2]). Let $(\mu, \mathcal{H}, \pi)$ be a strict representation of a Fell bundle $\mathcal{B}$ over $G$ and write $\nu := \mu \circ \lambda$. Then the representation
\[ M_\pi: C_c(\mathcal{B}) \to \mathcal{L}(L^2(G, r^*\mathcal{H}, \nu^{-1})) \]
given by
\[ M_\pi(f)\xi(g) := \sum_{h \in G^{r(g)}} \pi(f(h))\xi(h^{-1}g), \quad f \in C_c(\mathcal{B}), \xi \in L^2(G, r^*\mathcal{H}, \nu^{-1}), g \in G \]
is equivalent to the representation
\[ \text{Ind } \pi: C_c(\mathcal{B}) \to \mathcal{L}(L^2(\mathcal{B}) \otimes_\pi L^2(\mathcal{H})) \]
given by
\[ \text{Ind } \pi(f)(\xi \otimes \eta) := \Lambda(f)\xi \otimes \eta, \quad f \in C_c(\mathcal{B}), \xi \in L^2(\mathcal{B}), \eta \in L^2(\mathcal{H}). \]

In particular, $M_\pi$ extends to $C^*_r(\mathcal{B})$. 

Proof of Theorem 3.3. By Theorem 2.29 it suffices to prove that the integrated form $L_\pi$ of every strict representation $(\mu, \mathcal{H}, \pi)$ factors through $C^*_r(\mathcal{B})$. Let $(a_i)_{i \in \mathbb{N}}$ be a sequence in $C_0(G, r^*\mathcal{B}(0))$ as in Definition 3.1. Write $\nu := \mu \circ \lambda$ and $\Delta := \frac{d\nu}{d\mu^\prime}$. For each $i \in \mathbb{N}$, define an operator $T_i: L^2(G(0), \mathcal{H}, \mu) \to L^2(G, r^*\mathcal{H}, \nu^{-1})$ by

$$T_i \xi(g) := \Delta^{\frac{i}{2}}(g)\pi(a_i(g))\xi(r(g)), \quad \xi \in L^2(G(0), \mathcal{H}, \mu), \quad g \in G.$$ 

The adjoint of $T_i$ is given by

$$T_i^* \eta(x) = \sum_{g \in G^x} \pi(a_i(g)^*)\eta(g)\Delta^{-\frac{i}{2}}(g), \quad \eta \in L^2(G, r^*\mathcal{H}, \nu^{-1}), \quad x \in G^0.$$ 

Note that

$$V_i: C_c(\mathcal{B}) \to \mathcal{L}(L^2(G(0), \mathcal{H}, \mu)), \quad V_i(f) := T_i^* M_\pi(f) T_i$$

extends to $C^*_r(\mathcal{B})$ by Lemma 3.4. We claim that for each $f \in C_c(\mathcal{B})$ we have $V_i(f) \xrightarrow{i \to \infty} L_\pi(f)$ in norm. Fix $\xi \in L^2(G(0), \mathcal{H}, \mu)$. For almost every $x \in G^0$, we have

$$V_i(f)\xi(x) = T_i^* M_\pi(f) T_i \xi(x)$$

$$= \sum_{g \in G^x} \pi(a_i(g)^*) \left( (M_\pi(f) T_i \xi)(g) \right) \Delta^{-\frac{i}{2}}(g)$$

$$= \sum_{g \in G^x} \pi(a_i(g)^*) \left( \sum_{h \in G^x} \pi(f(h)) (T_i \xi)(h^{-1}g) \right) \Delta^{-\frac{i}{2}}(g)$$

$$= \sum_{g \in G^x} \pi(a_i(g)^*) \left( \sum_{h \in G^x} \pi(f(h)) \pi(a_i(h^{-1}g)) \xi(s(h)) \Delta^{\frac{i}{2}}(h^{-1}g) \right) \Delta^{-\frac{i}{2}}(g)$$

$$= \sum_{h \in G^x} \left( \sum_{g \in G^x} \pi \left( a_i(g)^* f(h) a_i(h^{-1}g) \right) \xi(s(h)) \Delta^{-\frac{i}{2}}(h) \right)_{|f_i(h)\xi(x)}$$

Here, we have used Lemma 2.10 at the second to last equality. By the second condition of Definition 3.1 we have $f_i \to f$ in the inductive limit topology, thus we have $V_i(f) \to L_\pi(f)$ in norm as claimed. It follows from the first condition of Definition 3.1 that the $(V_i)_{i \in \mathbb{N}}$ are uniformly bounded. Thus by a diagonalization argument we get $V_i(f) \to L_\pi(f)$ in norm for every $f \in C^*_r(\mathcal{B})$. This proves that $M_\pi$ factors through $C^*_r(\mathcal{B})$. \hfill $\square$

Theorem 3.5. Let $\mathcal{B}$ be a Fell bundle over $G$ with the approximation property. Assume that $C_0(\mathcal{B}(0))$ is nuclear. Then $C^*_r(\mathcal{B})$ is nuclear as well.

Theorem 3.5 has been proved for actions of locally compact, Hausdorff, second countable, amenable groupoids on separable $C^*$-algebras in [LaL13] and for continuous Fell bundles over locally compact, Hausdorff, étale, amenable groupoids in [Tak14]. It was later generalized to (upper semicontinuous) Fell bundles over locally compact, Hausdorff, second countable, amenable groupoids in [LaL19] by combining the result from [LaL15] with the stabilization theorem of [IKSW18]. We will follow the proof of [LaL15], and use an upper semicontinuous version of the tensor product construction from [Tak14]. The main steps of the proof are to
(1) construct tensor products of Fell bundles with $C^*$-algebras;
(2) establish compatibility of minimal tensor products with reduced cross-sectional algebras;
(3) establish compatibility of maximal tensor products with full cross-sectional algebras;
(4) show that the approximation property passes to tensor products;
(5) use Theorem 3.3 to finish the proof.

We begin with the construction of tensor products. Let $B$ be a Fell bundle over $G$ and let $A$ be a separable $C^*$-algebra. For $g \in G$, denote by $B_g \otimes A$ the completion of the algebraic tensor product $B_g \otimes A$ by the $B_{s(g)} \otimes A$-valued right inner product

$$\langle b_1 \otimes a_1, b_2 \otimes a_2 \rangle_{B_{s(g)} \otimes A} := b_1^* b_2 \otimes a_1^* a_2,$$

or equivalently by the $B_{r(g)} \otimes A$-valued left inner product

$$\langle b_1 \otimes a_1, b_2 \otimes a_2 \rangle_{B_{r(g)} \otimes A} := b_2^* b_1 \otimes a_2^* a_1.$$

Note that $B_g \otimes A$ is the minimal exterior tensor product of the $B_{r(g)} \otimes B_{s(g)}$-imprimitivity bimodule $B$ with $A$ (see [Lan95 Chap. 4]). We define the maximal tensor product $B_g \otimes_{\text{max}} A$ analogously, using inner products in $B_{s(g)} \otimes_{\text{max}} A$ and $B_{r(g)} \otimes_{\text{max}} A$.

**Lemma 3.6.** For every $(g, h) \in G^{(2)}$, the multiplication

(4) $$(B_g \otimes A) \odot (B_h \otimes A) \to B_{gh} \otimes A, \quad (b \otimes a) \odot (b' \otimes a') \mapsto bb' \otimes aa'$$

extends continuously to a map

(5) $$(B_g \otimes A) \otimes_{B_{s(g)} \otimes A} (B_h \otimes A) \to B_{gh} \otimes A.$$

The involution

$$B_g \otimes A \to B_{g^{-1}} \otimes A, \quad b \otimes a \mapsto b^* \otimes a^*$$

extends continuously to a map

$$B_g \otimes A \to B_{g^{-1}} \otimes A.$$

The analogous statement holds for maximal tensor products.

**Proof.** By plugging in elementary tensors, one easily checks that the maps (1) and (3) preserve inner products and are thus isometric with respect to the Hilbert module norms. □

Using Lemma 3.6 we equip the bundles $B \otimes A := \{B_g \otimes A\}_{g \in G}$ and $B \otimes_{\text{max}} A := \{B_g \otimes_{\text{max}} A\}_{g \in G}$ with the structure of an algebraic Fell bundle. Note that every $f \in C_c(B)$ and $a \in A$ define a compactly supported section $f \otimes a$ of $B \otimes A$ and of $B \otimes_{\text{max}} A$. We use these sections to define a topology on $B \otimes A$ and $B \otimes_{\text{max}} A$.

**Lemma 3.7.** There is a unique topology on $B \otimes_{\text{max}} A$ turning it into a Fell bundle such that $C_c(B) \otimes A \subseteq C_c(B \otimes_{\text{max}} A)$ is a subalgebra of continuous sections which is dense in the inductive limit topology. If moreover $C_0(B^{(0)})$ is exact, the same statement holds for the minimal tensor product $B \otimes A$.

**Proof.** We check the assumptions of Proposition 2.21. Condition (1) follows from the fact that every point in $B$ is the image of a continuous section $f \in C_c(B)$ [Hol77 Prop. 3.4]. For the maximal tensor product, condition (2) follows from [KW95 Lem. 2.3]. For the minimal tensor product, condition (2) follows from [KW95 Lem. 2.3] and [LaL15 Prop. 3.1]. □
Lemma 3.8. Let \( \mathcal{B} \) be a Fell bundle over \( G \) and let \( A \) be a separable \( C^* \)-algebra. Assume that \( C_0(\mathcal{B}^{(0)}) \) is exact. Then the identity on \( C_c(\mathcal{B}) \otimes A \) extends to an isomorphism \( C^*_v(\mathcal{B}) \otimes A \cong C^*_v(\mathcal{B} \otimes A) \).

\begin{proof}

The exactness assumption on \( C_0(\mathcal{B}^{(0)}) \) is only used for the construction of \( \mathcal{B} \otimes A \). Fix faithful non-degenerate representations \( \pi: C_0(\mathcal{B}^{(0)}) \to \mathcal{L}(H_1) \) and \( \rho: A \to \mathcal{L}(H_2) \). We obtain faithful non-degenerate representations

\[ (\text{Ind } \pi) \otimes \rho: C^*_v(\mathcal{B}) \otimes A \to \mathcal{L}((L^2(\mathcal{B}) \otimes \pi H_1) \otimes H_2) \]

and

\[ \text{Ind}(\pi \otimes \rho): C^*_v(\mathcal{B} \otimes A) \to \mathcal{L}(L^2(\mathcal{B} \otimes A) \otimes \pi \otimes \rho (H_1 \otimes H_2)), \]

where \( \text{Ind } \pi \) and \( \text{Ind}(\pi \otimes \rho) \) are defined as in Lemma 3.4. We claim that there is a unitary operator

\[ U: L^2(\mathcal{B} \otimes A) \otimes \pi \otimes \rho (H_1 \otimes H_2) \to (L^2(\mathcal{B}) \otimes H_1) \otimes H_2 \]

satisfying

\[ (\text{Ind } \pi) \otimes \rho)(f \otimes a)U = U \text{Ind}(\pi \otimes \rho)(f \otimes a) \]

for all \( f \in C_c(\mathcal{B}) \), \( a \in A \), \( \xi \in H_1 \), \( \eta \in H_2 \). Indeed, since \( C_c(\mathcal{B}) \otimes A \subseteq C_c(\mathcal{B} \otimes A) \) is dense in the inductive limit topology, \( C_c(\mathcal{B}) \otimes A \subseteq L^2(\mathcal{B} \otimes A) \) is dense in norm. Therefore (6) defines \( U \) on a dense subspace. A calculation on elementary tensors shows that \( U \) preserves inner products and is therefore isometric. Since \( \rho \) is non-degenerate, we conclude that \( U \) has dense image and is thus a unitary. Another calculation on elementary tensors shows that we have

\[ (\text{Ind } \pi) \otimes \rho)(f \otimes a)U = U \text{Ind}(\pi \otimes \rho)(f \otimes a) \]

for all \( f \in C_c(\mathcal{B}) \) and \( a \in A \). Therefore \( \text{Ad}(U) \) restricts to the desired isomorphism \( C^*_v(\mathcal{B}) \otimes A \cong C^*_v(\mathcal{B} \otimes A) \).
\end{proof}

Lemma 3.9. Let \( \mathcal{B} \) be a Fell bundle over \( G \) and let \( A \) be a unital separable \( C^* \)-algebra. Then the identity on \( C_c(\mathcal{B}) \otimes A \) extends to an isomorphism

\[ C^*(\mathcal{B}) \otimes_{\text{max}} A \cong C^*(\mathcal{B} \otimes A) \]

\begin{proof}

We prove the Lemma by constructing \( * \)-homomorphisms \( \Phi: C^*(\mathcal{B}) \otimes_{\text{max}} A \to C^*(\mathcal{B} \otimes A) \) and \( \Psi: C^*(\mathcal{B} \otimes A) \to C^*(\mathcal{B}) \otimes_{\text{max}} A \) that extend the identity on \( C_c(\mathcal{B}) \otimes A \).

Construction of \( \Phi \): Denote by \( \iota: C_c(\mathcal{B}) \otimes A \hookrightarrow C^*(\mathcal{B} \otimes_{\text{max}} A) \) the canonical inclusion. Since \( G \) is étale, we have a non-degenerate inclusion

\[ C_0(\mathcal{B}^{(0)}) \otimes_{\text{max}} A = C_0 \left( (\mathcal{B} \otimes_{\text{max}} A)^{(0)} \right) \subseteq C^*(\mathcal{B} \otimes_{\text{max}} A). \]

There is an approximate unit for \( C^*(\mathcal{B} \otimes_{\text{max}} A) \) in \( C_c(\mathcal{B}) \otimes 1 \), in particular there is an approximate unit in \( C_c(\mathcal{B}) \otimes 1 \). Now the standard arguments as in [Mur90] Lem. 6.3.4, Thm. 6.3.5] imply that we can find commuting non-degenerate \( * \)-homomorphisms \( \iota_{\mathcal{B}}: C_c(\mathcal{B}) \to C^*(\mathcal{B} \otimes_{\text{max}} A) \) and \( \iota_A: A \to M(C^*(\mathcal{B} \otimes_{\text{max}} A)) \) such that

\[ \iota(f \otimes a) = \iota_{\mathcal{B}}(f) \iota_A(a) = \iota_A(a) \iota_{\mathcal{B}}(f), \quad \forall f \in C_c(\mathcal{B}), \ a \in A. \]

\end{proof}
Denote by $\pi_B$ the extension of $\pi_\mathcal{B}$ to the enveloping algebra $C^*(\mathcal{B})$ of $C_c(\mathcal{B})$. By the universal property of the maximal tensor product, there is a unique $*$-homomorphism

$$\Phi: C^*(\mathcal{B}) \otimes_{\text{max}} A \to C^*(\mathcal{B} \otimes_{\text{max}} A)$$

such that

$$\Phi(f \otimes a) = \pi_B(f)\pi_A(a) = \pi_A(a)\pi_B(f), \quad \forall f \in C^*(\mathcal{B}), a \in A.$$

In particular, $\Phi$ extends the identity on $C_c(\mathcal{B}) \otimes A$.

Construction of $\Psi$: Fix a faithful, non-degenerate representation $\Pi: C^*(\mathcal{B}) \otimes_{\text{max}} A \to \mathcal{L}(H)$ on a separable Hilbert space $H$. Then there are non-degenerate representations $\rho: A \to \mathcal{L}(H)$ and $L: C^*(\mathcal{B}) \to \mathcal{L}(H)$ such that

$$\Pi(f \otimes a) = L(f)\rho(a) = \rho(a)L(f), \quad \forall f \in C^*(\mathcal{B}), a \in A. \quad (7)$$

By Theorem 2.29, we can identify $L$ with the integrated form $L_\pi$ of a strict representation $(\mu, \mathcal{H}, \pi)$ of $\mathcal{B}$ and write $H = L^2(G(0), \mathcal{H}, \mu)$. Since $\rho(A)$ commutes with $L(C_0(\mathcal{B}(0)))$, it also commutes with the image of $C_0(G(0))$ and therefore $\rho(A)$ commutes with the diagonal operators on $L^2(G(0), \mathcal{H}, \mu)$. By Proposition 2.4 there is a Borel family of representations $(\rho_x: A \to \mathcal{L}(\mathcal{H}_x))_{x \in G(0)}$ such that $\rho = \int_{G(0)} \rho_x d\mu(x)$.

Claim 1. Denote by $\mathcal{U} \subseteq G(0)$ the set of all $x \in G(0)$ such that for all $g \in G_x$, we have

$$\pi_g(b)\rho_{s(g)}(a) = \rho_{r(g)}(a)\pi_g(b), \quad \forall b \in \mathcal{B}, a \in A. \quad (8)$$

Then $\mathcal{U}$ is a $G$-invariant Borel set with $\mu(G(0) \setminus \mathcal{U}) = 0$.

To see that $\mathcal{U}$ is $G$-invariant, let $x \in \mathcal{U}$ and $g \in G_x$. Then for any $h \in G_{r(g)}, b \in \mathcal{B}_h, b' \in \mathcal{B}_g$ and $a \in A$, we have

$$\pi_h(b)\rho_{s(h)}(a)\pi_g(b') = \pi_h(b)\pi_g(b')\rho_{s(g)}(a) = \pi_{hg}(bb')\rho_{s(g)}(a) = \rho_{r(h)}(a)\pi_h(b)\pi_g(b'),$$

where we have used $x \in \mathcal{U}$ at the first and third equation. Since $\mathcal{B}$ is saturated (Condition 11 in Definition 2.13) and since $b' \in \mathcal{B}_g$ was arbitrary, this implies $\pi_h(b)\rho_{s(h)}(a) = \rho_{r(h)}(a)\pi_h(b)$. Therefore $\mathcal{U}$ is $G$-invariant.

We now show that $\mathcal{U}$ is Borel with $\mu(G(0) \setminus \mathcal{U}) = 0$. Fix a dense sequence $(a_n)_{n \in \mathbb{N}}$ in $A$ and a sequence $(U_k)_{k \in \mathbb{N}}$ of open bissections in $G$ with $G = \bigcup_{k \in \mathbb{N}} U_k$. For each $k \in \mathbb{N}$, fix a sequence $(f^k_m)_{m \in \mathbb{N}}$ of sections in $C_c(U_k, \mathcal{B})$ such that for each $g \in U_k$, the set $\{f^k_m(g) \mid m \in \mathbb{N}\} \subseteq \mathcal{B}$ is dense. By the choices of $(a_n)_{n \in \mathbb{N}}, (U_k)_{k \in \mathbb{N}}$ and $(f^k_m)_{m \in \mathbb{N}}$, we have

$$G(0) \setminus \mathcal{U} = \bigcup_{k \in \mathbb{N}} \left( \bigcup_{n, m \in \mathbb{N}} \left\{ g \in U_k \mid \pi_{s(g)}(f^k_m(g))\rho_{s(g)}(a_n) \neq \rho_{r(g)}(a_n)\pi_{s(g)}(f^k_m(g)) \right\} \right). \quad (9)$$

For fixed $n, k, m \in \mathbb{N}$, (11) implies $L(f^k_m)\rho(a_n) = \rho(a_n)L(f^k_m) \in \mathcal{L}(L^2(G(0), \mathcal{H}, \mu))$. Both $L(f^k_m)\rho(a_n)$ and $\rho(a_n)L(f^k_m)$ restrict to decomposable operators

$$L^2(s(U_k), \mathcal{H} \mid s(U_k), \mu) \to L^2(r(U_k), \mathcal{H} \mid r(U_k), \mu),$$
where we view $\mathcal{H}|_{r(U_k)}$ as a Borel Hilbert bundle over $s(U_k)$ via the canonical homeomorphism $s(U_k) \cong U_k \cong r(U_k)$. Using Theorem 2.5 this yields

$$\pi_g(f_m^k(g))\rho_s(g)(a_n) = \Delta^k(g)(L(f_m^k))\rho(a_n)s(g),$$

$$=\Delta^k(g)(\rho(a_n)L(f_m^k))s(g) = \rho_r(g)(a_n)\pi_g(f_m^k(g))$$

for $r^*\mu$-almost all $g \in U_k$. This together with (9) proves that $\mathcal{U}$ is Borel with $\mu(G^{(0)} \setminus \mathcal{U}) = 0$. This establishes Claim 1.

Claim 2. For each $g \in G|_{\mathcal{U}}$, the map

$$\pi_g \times \rho_s(g): \mathcal{B}_g \odot A \to \mathcal{L}(\mathcal{H}_{s(g)}, \mathcal{H}_{r(g)}), \quad \pi_g \times \rho_s(g)(b \otimes a) := \pi_g(b)\rho_s(g)(a)$$

extends continuously to $\mathcal{B}_g \otimes_{\text{max}} A$.

Indeed, for $\sum b_i \otimes a_i \in \mathcal{B}_g \odot A$ we have

$$\left\| \pi_g \times \rho_s(g) \left( \sum b_i \otimes a_i \right) \right\|^2 = \left\| \sum \pi_s(g)(a_i^*b_i)\pi_s(g)(a_i) \right\|^2$$

$$= \left\| \sum \pi_s(g)(b_i^*b_j)\pi_s(g)(a_i^*a_j) \right\|^2 \leq \left\| \sum (a_i^*b_i)\pi_s(g)(a_i) \right\|^2 \leq \left\| \sum (a_i^*b_i) \right\|^2 \mathcal{B}_g \otimes_{\text{max}} A,$$

where we have used $g \in G|_{\mathcal{U}}$ at the second equality. This proves Claim 2.

Note that since $\mathcal{U} \subseteq (0)^0$ is $G$-invariant, $G|_{\mathcal{U}} := r^{-1}(\mathcal{U})$ is a Borel subgroupoid whose complement $G \setminus G|_{\mathcal{U}} = G|_{(0)^0 \setminus \mathcal{U}}$ is a Borel subgroupoid of measure zero. We define $\pi_g \times \rho_s(g)$ as in (10) for $g \in G|_{\mathcal{U}}$ and $\pi_g \times \rho_s(g) := 0$ for $g \in G|_{(0)^0 \setminus \mathcal{U}}$. It now easily follows from Claim 1 and the above that $\pi \times \rho := \{\pi_g \times \rho_s(g)\}_{g \in G}$ defines a $*$-functor

$$\pi \times \rho: \mathcal{B} \otimes_{\text{max}} A \to \text{End}(\mathcal{H}).$$

Claim 3. $\pi \times \rho$ is Borel.

Let $\xi, \eta \in B(G^{(0)}, \mathcal{H})$ be Borel sections and let $f \in C_c(\mathcal{B} \otimes_{\text{max}} A)$. We have to prove that the map

$$G \ni g \mapsto c(g) := (\pi \times \rho(f(g))\xi(s(g)), \eta(r(g))) \in \mathbb{C}$$

is Borel. Since by construction of $\mathcal{B} \otimes_{\text{max}} A$, we can write $f$ as a norm limit of a sequence in $C_c(\mathcal{B}) \odot A$, we can assume $f \in C_c(\mathcal{B}) \odot A$. By linearity, we can assume that $f = h \otimes a$ for $h \in C_c(\mathcal{B})$ and $a \in A$. But then

$$c(g) = \begin{cases} (\pi_g(h(g))\xi(s(g)), \rho_r(g)(a^*)\eta(r(g))), & g \in G|_{\mathcal{U}} \\ 0, & g \notin G|_{\mathcal{U}} \end{cases}$$

is Borel in $g \in G$ since $\pi$ is a Borel $*$-functor and since $\{\rho_x\}_{x \in G^{(0)}}$ is a Borel family of representations. This proves Claim 3.

Now denote by

$$\Psi: C^*(\mathcal{B} \otimes_{\text{max}} A) \to \mathcal{L}(L^2(G^{(0)}, \mathcal{H}, \mu))$$

...
the integrated form of the Borel-\(\ast\)-functor \(\pi \times \rho\) as defined in \(\text{(11)}\). By construction we have \(\Psi(f \otimes a) = \Pi(f \otimes a)\) for every \(f \in C_c(\mathcal{B})\) and \(a \in A\). In particular, \(\Psi\) maps onto \(\Pi(C^*(\mathcal{B}) \otimes_{\max} A) \cong C^*(\mathcal{B}) \otimes_{\max} A\) and has the desired properties. \(\square\)

**Lemma 3.10.** Let \(B\) be a \(C^\ast\)-algebra. Then \(B\) is nuclear if and only if for every unital, separable \(C^\ast\)-algebra \(A\), we have \(A \otimes_{\max} B = A \otimes B\).

**Proof.** By [La.13] Prop. 5.2, it suffices to check \(A \otimes_{\max} B = A \otimes B\) for all separable \(A\). Passing to the unitization of \(A\) and using that tensor products preserve ideal inclusions reduces the situation to the case that \(A\) is unital. \(\square\)

**Lemma 3.11.** Let \(\mathcal{B}\) be a Fell bundle over \(G\) with the approximation property and let \(A\) be a unital, separable \(C^\ast\)-algebra. Then \(\mathcal{B} \otimes_{\max} A\) has the approximation property. If additionally \(C_0(\mathcal{B}(0))\) is exact, then \(\mathcal{B} \otimes A\) has the approximation property as well.

**Proof.** We only prove the statement about the maximal tensor product. The proof for the minimal tensor product is identical, the exactness assumption is only used in the construction of \(\mathcal{B} \otimes A\). Let \((a_i)_{i \in \mathbb{N}}\) be a sequence in \(C_c(G, r^*\mathcal{B}(0))\) as in Definition 3.1. We claim that the sequence \((a_i \otimes 1)_{i \in \mathbb{N}}\) in \(C_c(G, r^*\mathcal{B}(0) \otimes_{\max} A)\) satisfies both conditions of Definition 3.1 for the Fell bundle \(\mathcal{B} \otimes_{\max} A\).

Condition 1 is clearly satisfied. To check condition 2 of Definition 3.1 we first fix an element \(f = \sum_{k=1}^n x_k \otimes b_k \in C_c(\mathcal{B}) \otimes A \subseteq C_c(\mathcal{B} \otimes_{\max} A)\) and define

\[
\tag{12} f_i(g) := \sum_{h \in G^r(g)} (a_i \otimes 1)(h)^* f(g)(a_i \otimes 1)(g^{-1}h)
\]

for \(g \in G\) and \(i \in \mathbb{N}\). Then we have

\[
\|f(g) - f_i(g)\| \leq \sum_{k=1}^n \left\| x_k(g) - \sum_{h \in G^r(g)} a_i(h)^* x_k(g) a_i(g^{-1}h) \right\| \|b_k\| \xrightarrow{i \to \infty} 0
\]

where the convergence is uniform in \(g \in G\). This shows that we have \(f_i \to f\) in the inductive limit topology and verifies condition 2 of Definition 3.1 for \(f \in C_c(\mathcal{B}) \otimes A\). For a general \(\tilde{f} \in C_c(\mathcal{B} \otimes_{\max} A)\) and \(\varepsilon > 0\), we pick an element \(f \in C_c(\mathcal{B}) \otimes A\) satisfying \(\|f(g) - \tilde{f}(g)\| < \frac{\varepsilon}{2}\) for all \(g \in G\). We denote by \(\tilde{f}_i\) the same function as in \(\text{(12)}\) with \(f(g)\) replaced by \(\tilde{f}(g)\) and write

\[
C := \max \left\{ 1, \sup_{i \in \mathbb{N}} \left\| a_i \right\|_{L^2(G, r^*\mathcal{B}(0))}^2 \right\}.
\]
Now let \( i \in \mathbb{N} \) be large enough such that \( \|f(g) - f_i(g)\| < \frac{\epsilon}{3C} \) for all \( g \in G \). Then using the Cauchy-Schwarz-inequality for Hilbert modules, we get
\[
\|\tilde{f}(g) - f_i(g)\| \leq \|\tilde{f}(g) - f(g)\| + \|f(g) - f_i(g)\| + \|f_i(g) - \tilde{f}(g)\|
\]
\[
< \frac{2}{3} \epsilon + \left\| \sum_{h \in G^r(g)} (a_i \otimes 1)\hat{}(h)(f(g) - \tilde{f}(g))(a_i \otimes 1)(g^{-1}h) \right\|
\]
\[
= \frac{2}{3} \epsilon + \|([a_i \otimes 1]|_{G^r(g)}, (f(g) - \tilde{f}(g))(a_i \otimes 1)|_{G^r(g)})\|
\]
\[
\leq \frac{2}{3} \epsilon + \|a_i|_{G^r(g)}\|_{L^2(G^r(g), B_{r(g)})} \cdot \|f(g) - \tilde{f}(g)\| \cdot \|a_i|_{G^r(g)}\|_{L^2(G^r(g), B_{r(g)})}
\]
\[
\leq \frac{2}{3} \epsilon + \frac{C \epsilon}{3C}
\]
\[
= \epsilon.
\]
This verifies condition \( (2) \) of Definition 3.1 for general \( \tilde{f} \in C_c(B \otimes_{\text{max}} A) \).

**Proof of Theorem 3.3** Let \( B \) be a Fell bundle with the approximation property such that \( C_0(B^{(0)}) \) is nuclear. Let \( A \) be a unital, separable C*-algebra. Since the norms on both \( B \otimes_{\text{max}} A \) and \( B \otimes A \) only depend on the unit bundles \( B^{(0)} \otimes_{\text{max}} A \) and \( B^{(0)} \otimes A \), and since \( B^{(0)} \) has nuclear fibers, we have
\[
B \otimes_{\text{max}} A = B \otimes A.
\]
Using all the previous lemmas, we get isomorphisms
\[
C^*(B) \otimes_{\text{max}} A \cong C^*(B \otimes_{\text{max}} A) \cong C^*_r(B \otimes_{\text{max}} A)
\]
\[
\cong C^*_r(B \otimes A) \cong C^*_r(B) \otimes A \cong C^*(B) \otimes A,
\]
all of which extend the identity on \( C_c(B) \otimes A \). Here we have used Lemma 5.10, Lemma 3.1, (13), Lemma 3.8 and Theorem 3.3 in this order. Now Lemma 5.10 implies that \( C^*(B) \) is nuclear.

## 4. Amenability for groupoid actions

Throughout this section, let \( G \) be a Hausdorff, second countable, étale groupoid.

### 4.1. Amenability for \( W^* \)-dynamical systems

Let \( (G, \mathcal{M}, \alpha, \mu) \) be a \( W^* \)-dynamical system. We denote by \( L^2(G, r^* \mathcal{M}) \) the space of equivalence classes of measurable sections \( \xi: G \to r^* \mathcal{M} \) (with functions identified if they agree \( \mu \)-almost everywhere) such that

1. For \( \mu \)-almost all \( x \in G^{(0)} \), the series \( \sum_{g \in G} \xi(g)^\ast \xi(g) \) converges ultraweakly in \( \mathcal{M}_x \).
2. The map
\[
G^{(0)} \ni x \mapsto \sum_{g \in G} \xi(g)^\ast \xi(g) \in \mathcal{M}_x
\]
is \( \mu \)-essentially bounded.

Note that \( L^2(G, r^* \mathcal{M}) \) is a Hilbert module over \( L^\infty(\mathcal{M}) \) with the \( L^\infty(\mathcal{M}) \)-module structure given by pointwise multiplication and with \( L^\infty(\mathcal{M}) \)-valued inner products given by
\[
\langle \xi, \eta \rangle(x) := \sum_{g \in G} \xi(g)^\ast \eta(g), \quad \xi, \eta \in L^2(G, r^* \mathcal{M}), x \in G^{(0)}.
\]
We write $Z(\mathcal{M}) := \bigsqcup_{x \in G^{(0)}} Z(\mathcal{M}_x)$ and denote by $(G, Z(\mathcal{M}), \alpha, \mu)$ the corresponding $W^*$-dynamical system.

**Definition 4.1.** A $W^*$-dynamical system $(G, \mathcal{M}, \alpha, \mu)$ is called amenable if there is a sequence $(a_i)_{i \in \mathbb{N}}$ in $L^2(G, r^*Z(\mathcal{M}))$ such that

1. $\sup_{i \in \mathbb{N}} \|a_i\|_{L^\infty(Z(\mathcal{M}))} < \infty$
2. The sequence $(\tilde{a}_i)_{i \in \mathbb{N}}$ in $L^\infty(G, r^*Z(\mathcal{M}), \mu \circ \lambda)$ given by

\[
\tilde{a}_i(g) := \sum_{h \in G^{(s)}} a_i(h)^*\alpha_g(a_i(g^{-1}h)), \quad g \in G
\]

converges to 1 in the weak-$*$-topology of $L^\infty(G, r^*Z(\mathcal{M}), \mu \circ \lambda)$.

We call a $G$-von Neumann algebra $(\mathcal{M}, \alpha, \mu)$ amenable if the associated $W^*$-dynamical system $(G, \mathcal{M}, \alpha, \mu)$ is amenable.

**Example 4.2.** Let $\mu$ be a quasi-invariant measure on $G^{(0)}$. Then the trivial $G$-von Neumann algebra $(L^\infty(G^{(0)}), \alpha, \mu)$ is amenable in the sense of Definition 4.1 if and only if the measured groupoid $(G, \mu)$ is amenable in the sense of [ADR00].

**Example 4.3.** Let $(G, \mathcal{M}, \alpha, \mu)$ be a $W^*$-dynamical system. Assume that $\mathcal{M} \subseteq \text{End}(\mathcal{H})$ and that $\alpha = \text{Ad}(U)$ for a unitary representation $U : G \to \text{Iso}(\mathcal{H})$ as in Remark 2.14. We construct a new $W^*$-dynamical system $(\tilde{G}, \tilde{\mathcal{M}}, \tilde{\alpha}, \tilde{\mu})$ as follows. Let $(\xi_n)_{n \in \mathbb{N}}$ be a fundamental sequence for $\mathcal{H}$ and let $(f_m)_{m \in \mathbb{N}}$ be a sequence in $C_c(G)$ that is dense in the inductive limit topology. Using Theorem 2.22 we turn $\tilde{\mathcal{H}} := \bigsqcup_{x \in G^{(0)}} L^2(G^x, \mathcal{H}_x)$ into a Hilbert bundle over $G^{(0)}$ by declaring $(f_m \otimes \xi_n)_{n,m \in \mathbb{N}}$ a fundamental sequence. We define a unitary representation

\[
\tilde{U} : G \to \text{Iso}(\tilde{\mathcal{H}}), \quad \tilde{U}_g(\xi)(h) := U_g(\xi(g^{-1}h))
\]

for $g \in G, \xi \in L^2(G^{s(g)}, \mathcal{H}_{s(g)})$, and $h \in G^{r(g)}$. Write

\[
\tilde{\mathcal{M}} := \bigsqcup_{x \in G^{(0)}} L^\infty(G^x, \mathcal{M}_x) \subseteq \text{End}(\tilde{\mathcal{H}})
\]

and $\tilde{\alpha} := \text{Ad}(\tilde{U})$. One checks that $(\tilde{G}, \tilde{\mathcal{M}}, \tilde{\alpha}, \tilde{\mu})$ is a $W^*$-dynamical system satisfying

\[
L^\infty(\tilde{\mathcal{M}}) = L^\infty(G, r^*\mathcal{M}, \mu \circ \lambda).
\]

Then $(\tilde{G}, \tilde{\mathcal{M}}, \tilde{\alpha}, \tilde{\mu})$ is amenable by the same arguments as in [ADR00, Ex. 2.1.4(1)].

Before stating Theorem 4.5 below, let us specify what we mean by equivariant maps between $G$-von Neumann algebras.

**Definition 4.4.** Let $(G, \mathcal{M}, \alpha, \mu)$ be a $W^*$-dynamical system.

1. For $f \in C_c(G)$ and $m \in L^\infty(\mathcal{M})$, define $f * m \in L^\infty(\mathcal{M})$ by

\[
f * m(x) := \sum_{y \in G^x} f(y)\alpha_g(m(s(g))), \quad x \in G^{(0)}.
\]

2. Let $(G, \mathcal{N}, \beta, \mu)$ be another $W^*$-dynamical system. We call a linear map $\phi : L^\infty(\mathcal{M}) \to L^\infty(\mathcal{N})$ $G$-equivariant if we have

\[
\phi(f * m) = f * \phi(m), \quad \forall m \in L^\infty(\mathcal{M}), f \in C_c(G).
\]
For a $W^*$-dynamical system $(G, \mathcal{M}, \alpha, \mu)$, we denote by $L^1(G, r^*Z(\mathcal{M}))_1^+$ the space of measurable sections $f: G \to r^*Z(\mathcal{M})$ such that $f(g)$ is positive for every $g \in G$ and such that $\sum_{g \in G^*} f(g) \leq 1$ for $\mu$-almost every $x \in G^{(0)}$.

The following theorem is a generalization of [AD87] Thm. 3.3 (see also [BC22] Thm. 3.6).

**Theorem 4.5.** Let $(G, \mathcal{M}, \alpha, \mu)$ be a $W^*$-dynamical system. The following are equivalent:

1. There is a sequence of functions $(f_i)_{i \in \mathbb{N}}$ in $L^1(G, r^*Z(\mathcal{M}))_1^+$ such that
   
   (a) The functions $x \mapsto \sum_{g \in G^*} f_i(g)$ converge to $1 \in L^\infty(Z(\mathcal{M}))$ ultraweakly.
   
   (b) For every $f \in C_c(\mathcal{M})$ and $\omega \in L^\infty(Z(\mathcal{M}))_*$, we have
   
   $$\int_{G^{(0)}} \omega_x \left( \sum_{g \in G^*} f(h) (f_i(g) - \alpha_h(f_i(h^{-1}g))) \right) d\mu(x) \xrightarrow{i \to \infty} 0.$$  

2. $(G, \mathcal{M}, \alpha, \mu)$ is amenable.

3. There is a $G$-equivariant conditional expectation $L^\infty(G, r^*\mathcal{M}, \mu \circ \lambda) \to L^\infty(\mathcal{M})$.

4. There is a $G$-equivariant conditional expectation $L^\infty(G, r^*Z(\mathcal{M}), \mu \circ \lambda) \to L^\infty(Z(\mathcal{M}))$.

For the proof, we need the following Lemma:

**Lemma 4.6.** Let $(G, \mathcal{M}, \alpha, \mu)$ be a $W^*$-dynamical system such that $L^\infty(\mathcal{M})$ is commutative. Then there exists a second countable locally compact $G$-space $X$, a quasi-invariant measure $\rho$ on $X$ and a $G$-equivariant $*$-isomorphism $L^\infty(\mathcal{M}) \cong L^\infty(X, \rho)$.

**Proof of Lemma 4.6.** Let $A \subseteq L^\infty(\mathcal{M})$ be a separable ultraweakly dense $C^*$-subalgebra satisfying $f \ast a \in A$ for all $f \in C_c(\mathcal{M})$ and $a \in A$. In particular, we have $f \ast a \in A$ for every $f \in C_c(\mathcal{M}^{(0)})$, so $A$ is a $C_0(\mathcal{M}^{(0)})$-algebra.

For $g \in G$ and $a \in A_{r(g)}$, choose a function $f \in C_c(\mathcal{M})$ supported on an open bisection satisfying $f \equiv 1$ on a neighbourhood of $g$, and a representative $\tilde{a} \in A$ of $a$. The same arguments as in [AD16] Thm. 2.3 show that $\beta_g(a) := (f \ast \tilde{a})(r(g)) \in A_{r(g)}$ does not depend on the choices of $f$ and $\tilde{a}$ and that $g \mapsto \beta_g$ defines an action of $G$ on $A$. Dually, we get an action of $G$ on the Gelfand spectrum $X$ of $A$.

Now fix a faithful normal representation $\Pi: L^\infty(\mathcal{M}) \hat{\otimes} G \to \mathcal{L}(H)$. Use Lemma 3.4 to identify $C_0(X) \rtimes_r G$ as a subalgebra of $L^\infty(\mathcal{M}) \hat{\otimes} G$ and write $\Pi := \Pi|_{C_0(X)}$. By Propositions 8.7 and 8.19 of [Wil19], there is a quasi-invariant measure $\rho$ on $X$, a Hilbert bundle $\mathcal{H}$ on $X$, and an isomorphism $\mathcal{H} \cong L^2(X, \mathcal{H}, \rho)$ that intertwines $\Pi$ with the representation of $C_0(X)$ by diagonal operators. In particular, the inclusion $C_0(X) \subseteq L^\infty(\mathcal{M})$ extends to an isomorphism

$$\overline{\Pi}: L^\infty(X, \rho) \cong L^\infty(\mathcal{M}).$$

By construction, $\overline{\Pi}$ is equivariant. \qed
The implication (3) \(\Rightarrow\) (4) follows from restricting to the center. In view of Lemma 4.6, the equivalence (4) \(\Leftrightarrow\) (1) is 
[ADR00 Prop. 3.1.8] (see also [Wil19 Prop. 10.14]). Similarly, the equivalence (3) \(\Leftrightarrow\) (1) is 
[ADR00 Prop. 3.1.25] (see also [Wil19 Prop. 10.38]).

We prove (4) \(\Rightarrow\) (3), following the proof of [ADS7 Thm. 3.3]. For a sequence 
\((f_i)_{i \in \mathbb{N}}\) as in (1), we define functions

\[
P_{f_i} : L^{\infty}(G, r^* \mathcal{M}, \mu \circ \lambda) \rightarrow L^{\infty}(\mathcal{M}), \quad P_{f_i}(\varphi)(x) := \sum_{g \in G^*} f_i(x) \varphi(x).
\]

By centrality of the \(f_i\), each \(P_{f_i}\) is an \(L^{\infty}(\mathcal{M})\)-bimodule map. Since each \(f_i\) belongs to \(L^1(G, r^* Z(\mathcal{M}))\), each \(P_{f_i}\) is completely positive and contractive. By passing to a subnet, we can assume that the \(P_{f_i}\) converge to a completely positive contractive 
\(L^{\infty}(\mathcal{M})\)-bimodule map \(P\) in the topology of pointwise ultraweak convergence. The first condition of (1) implies that \(P\) is unital. Thus \(P\) is a conditional expectation by \(L^{\infty}(\mathcal{M})\)-linearity. We claim that \(P\) is equivariant. Indeed, let \(f \in C_c(G)\) and \(\omega \in L^{\infty}(\mathcal{M})\) and \(\varphi \in L^{\infty}(G, r^* \mathcal{M})\). A straightforward calculation shows that

\[
|\omega(P_{f_i}(f \ast \varphi) - f \ast P_{f_i}(\varphi))|
= \left| \int_{G^{(0)}} \omega_x \left( \sum_{g, h \in G^*} f(h) \alpha_h(\varphi(h^{-1}g)) (f_i(g) - \alpha_h(f_i(h^{-1}g))) \right) d\mu(x) \right|
\leq \|\omega\| \|f\| \int_{G^{(0)}} \omega_x \left( \sum_{g, h \in G^*} f(h) (f_i(g) - \alpha_h(f_i(h^{-1}g))) \right) d\mu(x)
\xrightarrow{i \to \infty} 0.
\]

Since \(P_{f_i} \xrightarrow{i \to \infty} P\) pointwise ultraweakly, this implies \(P(f \ast \varphi) = f \ast P(\varphi)\) as desired. \qed

**Lemma 4.7.** Let \((G, \mathcal{M}, \alpha, \mu)\) be a \(W^*\)-dynamical system. Let \(U \subseteq G\) be an open bisection and denote by \(v_U \in L^{\infty}(\mathcal{M}) \rtimes G\) the partial isometry given by the characteristic function of \(U\). Denote by \(L^{\infty}(\mathcal{M}) \hookrightarrow L^{\infty}(\mathcal{M}) \rtimes G \xrightarrow{E} L^{\infty}(\mathcal{M})\) the canonical inclusion and conditional expectation.

1. For every \(\varphi \in C_c(U)\) and \(f \in L^{\infty}(\mathcal{M})\), we have

\[
\iota(\varphi \ast f) = \iota(\varphi \circ r|_U^{-1}) \cdot v_U \iota(f) v_U^*.
\]

2. For every \(x \in L^{\infty}(\mathcal{M}) \rtimes G\), we have

\[
\iota \circ E(v_U x v_U^*) = v_U (\iota \circ E(x)) v_U^*.
\]

**Proof.** For the first part of the Lemma view \(\iota(\varphi \ast f)\) as an element in \(S(r^* \mathcal{M})\). We have

\[
\iota(\varphi \ast f)(g) = \begin{cases} 0, & g \notin r(U) \\ \varphi(h)\alpha_h(f(s(h))), & U \cap r^{-1}(\{g\}) = \{h\} \end{cases}.
\]
Also viewing \( v_U(\iota(f))v_U^\ast \) as an element in \( S(r^*\mathcal{M}) \), we have

\[
v_U(\iota(f))v_U^\ast(g) = \sum_{h \in G^r(s)} (v_U(\iota(f))(h)\alpha_g(1_U(g^{-1}h)))
\]

\[
= \sum_{h, k \in G^r(s)} 1_U(k)\alpha_k(f(k^{-1}h))\alpha_g(1_U(g^{-1}h))
\]

\[
= \begin{cases} 
0, & g \notin r(U) \\
\alpha_h(f(s(h))), & U \cap r^{-1}(\{g\}) = \{h\} .
\end{cases}
\]

This proves the first part of the Lemma. For the second part, we may assume \( x \in S(r^*\mathcal{M}) \) by normality of \( \iota \) and \( E \). For \( g \in G \), we have

\[
(16) \quad v_U x v_U^\ast(g) = \sum_{h, k \in G^r(s)} 1_U(k)\alpha_k(x(k^{-1}h))\alpha_g(1_U(g^{-1}h)).
\]

From this it follows that

\[
\iota \circ E(v_U x v_U^\ast)(g) = \begin{cases} 
0, & g \notin r(U) \\
\alpha_h(x(s(h))), & U \cap r^{-1}(\{g\}) = \{h\} .
\end{cases}
\]

If we replace \( x \) by \( \iota \circ E(x) \) in (16), only the terms with \( h = k \in U \) remain and we obtain

\[
v_U(\iota \circ E(x))v_U^\ast(g) = \begin{cases} 
0, & g \notin r(U) \\
\alpha_h(x(s(h))), & U \cap r^{-1}(\{g\}) = \{h\} .
\end{cases}
\]

\[
\square
\]

**Proposition 4.8.** Let \((G, \mathcal{M}, \alpha, \mu)\) be a \( W^* \)-dynamical system. If \( L^\infty(\mathcal{M}) \) is amenable, then \( L^\infty(\mathcal{M}) \) is injective and \((G, \mathcal{M}, \alpha, \mu)\) is amenable.

**Proof.** We write \( \nu := \mu \circ \lambda \). Injectivity of \( L^\infty(\mathcal{M}) \) follows from existence of the conditional expectation \( E: L^\infty(\mathcal{M}) \to L^\infty(\mathcal{M}) \). We consider \( L^\infty(\mathcal{M}) \subseteq L^\infty(G, r^*\mathcal{M}, \nu) \) as a subalgebra and similarly \( L^\infty(\mathcal{M}) \subseteq L^\infty(G, r^*\mathcal{M}, \nu) \) as a subalgebra via pulling back along the range map. Since \( L^\infty(\mathcal{M}) \) is injective, there is a completely positive map

\[
Q: L^\infty(G, r^*\mathcal{M}, \nu) \to L^\infty(\mathcal{M})
\]

extending the identity on \( L^\infty(\mathcal{M}) \). By composing with the inclusion

\[
\iota: L^\infty(G, r^*\mathcal{M}, \nu) \to L^\infty(G, r^*\mathcal{M}, \nu)
\]

and the conditional expectation \( E: L^\infty(\mathcal{M}) \to L^\infty(\mathcal{M}) \), we get a conditional expectation

\[
P := E \circ Q \circ \iota: L^\infty(G, r^*\mathcal{M}, \nu) \to L^\infty(\mathcal{M}) .
\]

We show that \( P \) is equivariant, that is \( P(\varphi * f) = \varphi * P(f) \) for all \( \varphi \in C_c(G) \) and \( f \in L^\infty(G, r^*\mathcal{M}, \nu) \). By a partition of unity argument, we may assume that \( \varphi \) is supported on an open bisection \( U \subseteq G \). Using Lemma [1711] and the fact that both \( v_U \) and \( \iota(\varphi \circ r_U^{-1}) \) lie in the multiplicative domain of \( Q \), we get

\[
P(\varphi * f) = E(Q(\iota(\varphi \circ r_U^{-1}) \cdot v_U \iota(f) v_U^\ast)) = (\varphi \circ r_U^{-1}) E(v_U Q(\iota(f)) v_U^\ast)
\]

and therefore

\[
\iota \circ P(\varphi * f) = \iota(\varphi \circ r_U^{-1}) \iota \circ E(v_U Q(\iota(f)) v_U^\ast) = \iota(\varphi \circ r_U^{-1}) v_U \iota \circ P(f) v_U^\ast = \iota(\varphi \circ P(f)),
\]
where we have used Lemma 1.7(2) at the second equality and Lemma 1.7(1) at the third equality. Since \( \iota \) is injective, this proves \( P(\varphi \ast f) = \varphi \ast P(f) \). Now amenability of \((G, \mathcal{H}, \alpha, \mu)\) follows from Theorem 1.5.

4.2. Measurewise amenable actions on \( C^*\)-algebras.

**Definition 4.9.**

1. A \( C^*\)-dynamical system \((G, \mathcal{A}, \alpha)\) is called measurewise amenable if for any of its covariant representations \((\mu, \mathcal{H}, \pi, U)\), the \( W^*\)-dynamical system \((G, \pi(\mathcal{A})'', \alpha'', \mu)\) introduced in Example 2.37 is amenable in the sense of Definition 4.1.

2. We say that \((G, \mathcal{A}, \alpha)\) has the approximation property, if the associated semi-direct product Fell bundle \( \mathcal{A} \rtimes_{\alpha} G \) defined in Definition 2.19 has the approximation property in the sense of Definition 3.1.

We say that a \( G-C^*\)-algebra \((A, \alpha)\) is measurewise amenable or has the approximation property if the associated \( C^*\)-dynamical system does so.

**Example 4.10.** Let \((G, \mathcal{A}, \alpha)\) be a \( C^*\)-dynamical system.

1. In the case that \( C_0(\mathcal{A}) \) is commutative, the action \( \alpha \) is induced by an action of \( G \) on the Gelfand Spectrum \( X \) of \( C_0(\mathcal{A}) \). Then the system \((G, \mathcal{A}, \alpha)\) is measurewise amenable if and only if the transformation groupoid \( X \rtimes G \) is measurewise amenable in the sense of [ADR00] and it has the approximation property if and only if \( X \rtimes G \) is topologically amenable in the sense of [ADR00]. Since \( G \) is étale, both notions of amenability are equivalent by [ADR00, Rem. 3.3.9].

2. In the case that \( G \) is a discrete group, the system \((G, \mathcal{A}, \alpha)\) is measurewise amenable if and only if the action \( \alpha : (G \rtimes C_0(\mathcal{A})) \) is amenable in the sense of [AD87] and it has the approximation property if and only if the associated Fell bundle has the approximation property in the sense of [Exe97]. In this setting, both notions of amenability are equivalent by [OS21 Thm. 2.13, Thm. 3.2].

The above examples suggest that measurewise amenability and the approximation property might be equivalent for all \( C^*\)-dynamical systems satisfying our standing assumptions. Although we are not able to prove this equivalence in general, we have the following:

**Theorem 4.11.** Let \((G, \mathcal{A}, \alpha)\) be a \( C^*\)-dynamical system with the approximation property. Then \((G, \mathcal{A}, \alpha)\) is measurewise amenable.

**Proof.** The proof follows the main ideas of [ABF22 Lem. 6.5]. Let \((\mu, \mathcal{H}, \pi, U)\) be a covariant representation of \((G, \mathcal{A}, \alpha)\). Write \( A = C_0(\mathcal{A}) \) and \( \nu = \mu \circ \lambda \). By Theorem 1.5 it suffices to construct a \( G\)-equivariant conditional representation

\[
Q : L^\infty(G, r^* Z(\pi(\mathcal{A})''), \nu) \to Z(\pi(A)'').
\]

Let \((e_\lambda)\) be an approximate unit for \( A \) in \( C_c(G, r^* \mathcal{A}) \). Let \((a_\lambda)_{\lambda \in \mathbb{N}}\) be a sequence in \( C_c(G, r^* \mathcal{A}) \) witnessing the approximation property. We consider \( L^2(G, r^* \pi(\mathcal{A})'') \) as a Hilbert module over \( L^\infty(G^{(0)}, \pi(\mathcal{A})'', \mu) \) as in the first paragraph of Section 4.1. Then \( L^\infty(G, r^* \pi(\mathcal{A})'', \nu) \) acts on \( L^2(G, r^* \pi(\mathcal{A})'') \) by multiplication operators. We consider \( \pi(A)'' \subseteq L^\infty(G, \pi(\mathcal{A})'', \nu) \) as a subalgebra by pulling back along the range map \( r \). In particular, we may act on \( L^2(G, r^* \pi(\mathcal{A})'') \) by \( (e_\lambda^\frac{1}{2})_{\lambda} \). We define
and every self-adjoint $\| \cdot \|$ by $Q$ of pointwise ultraweak convergence.

Moreover suffices to consider $f$ to show that they are increasing. Fix a positive element $f$.

Claim 2. The net $(Q_{\lambda})_{\lambda}$ converges to a completely positive map $Q$ in the topology of pointwise ultraweak convergence.

Since the maps $(Q_{\lambda})_{\lambda}$ are completely positive and uniformly bounded, it suffices to show that they are increasing. Fix a positive element $f \in L^\infty(G, r^*Z(\mathcal{A})'', \nu)$ and $\lambda \leq \lambda'$. Then for every $i \in \mathbb{N}$, we have

$$\langle e_{\lambda}^i a_i, f e_{\lambda'}^i a_i \rangle = \langle a_i, e_{\lambda'} f a_i \rangle \leq \langle a_i, e_{\lambda'} f a_i \rangle = \langle e_{\lambda}^i a_i, f e_{\lambda}^i a_i \rangle$$

by centrality and positivity of $f$. Taking the limit along $i \to \infty$, we obtain $Q_{\lambda}(f) \leq Q_{\lambda'}(f)$ as desired.

Claim 2. The image of $Q$ is contained in $Z(\pi(A)'')$.

To prove this, it suffices to prove that for every positive $f \in L^\infty(G, r^*Z(\mathcal{A})'', \nu)$ and every self-adjoint $b \in \pi(A)'$, the element $Q(f)b \in \pi(A)'$ is self-adjoint. It moreover suffices to consider $b \in \pi(A)$. By passing to a subnet, we may assume that the net $(P_{\lambda})_{\lambda}$ converges pointwise ultraweakly to a completely positive map $P : L^\infty(G, r^*Z(\mathcal{A})'', \nu) \to \pi(A)'$. Since $P(fb)$ is self-adjoint, it suffices to show that $Q(f)b = P(fb)$. For a normal positive linear functional $\omega \in \pi(A)'$, we denote by $\| \cdot \|_{\omega}$ the norm on $L^2(G, r^*\pi(\mathcal{A})'')$ given by $\|\xi\|_{\omega} := \sqrt{\omega(\xi, \xi)}$. We have

$$|\omega(Q(f)b - P(fb))| = \lim_{\lambda} \left| \omega \left( \langle e_{\lambda}^i a_i, f e_{\lambda}^i a_i \rangle b - \langle e_{\lambda}^i a_i, f e_{\lambda}^i a_i \rangle \right) \right|$$

$$= \lim_{\lambda} \left| \omega \left( \langle f e_{\lambda}^i a_i, e_{\lambda}^i a_i b - e_{\lambda}^i a_i \rangle \right) \right|$$

$$\leq \lim_{\lambda} \left| f e_{\lambda}^i a_i \right| \left| e_{\lambda}^i a_i b - e_{\lambda}^i a_i \right|_{\omega}$$

$$\leq \|f\|_{\omega} \lim_{\lambda} \left| e_{\lambda}^i a_i b - e_{\lambda}^i a_i \right|_{\omega}$$

where at the second to last inequality we have used the Cauchy-Schwarz inequality and at the last inequality we have used that $\|e_{\lambda}^i a_i\| \leq 1$. The last term in the
above inequality is zero since we have

\[
\lim_{\lambda} \lim_{i} \omega \left( \left( e_1^{1/2} a_i b - be_1^{1/2} a_i, e_1^{1/2} a_i b - be_1^{1/2} a_i \right) \right) = 0.
\]

Here we used Condition (2) of Definition 4.1 in the second to last step. Since \(\omega\) was arbitrary, this proves \(Q(f)b = P(fb)\) and establishes Claim 2.

**Claim 3.** \(Q\) is a conditional expectation.

For \(b \in Z(\pi(A)''')\), we have

\[
Q(b) = \lim_{\lambda} \lim_{i} \left( e_1^{1/2} a_i, be_1^{1/2} a_i \right) = \lim_{\lambda} \lim_{i} (a_i, e_\lambda a_i b) = \lim_{\lambda} (a_i, e_\lambda b) = b,
\]

where we have used \(b \in Z(\pi(A)''')\) at the second equality.

**Claim 4.** \(Q\) is equivariant.

As in Example 4.3 denote the diagonal \(G\)-action on \(L^\infty(G, r^* \pi(\omega)'', \nu)\) by \(\tilde{\alpha}\) and denote the diagonal \(G\)-action on \(L^2(G, r^* \pi(A)''')\) by \(V\). Note that \(\tilde{\alpha}\) is implemented by conjugation with \(V\) and that we have \(\langle V_g \xi, V_g \zeta \rangle = \alpha_g(\langle \xi, \zeta \rangle)\).

Let \(f \in C_c(G)\) and \(\varphi \in L^\infty(G, Z(r^* \pi(\omega)'', \nu))\) be positive elements. Let \(\omega \in \pi(A)'''\) be a normal state and write \(\omega = \int_{G(0)} \omega_x d\mu(x)\) as in Lemma 2.35. Using the inequality

\[
\|x\|^2 - \|y\|^2 \leq (\|x\| + \|y\|)\|x - y\|
\]

(which holds for any two elements \(x, y\) in a normed vector space), we get the estimate
\[ |\omega(f \ast P \lambda(\varphi) - P \lambda(f \ast \varphi))| \]

\[ = \left| \int_{G^{(0)}} \omega(x) ((f \ast P \lambda(\varphi))(x) - P \lambda(f \ast \varphi)(x)) \, d\mu(x) \right| \]

\[ = \left| \int_{G^{(0)}} \omega(x) \left( \sum_{g \in G^x} f(g) \left( \left\langle \alpha_g \left( e^{\frac{1}{\lambda}}(s(g)) a_i | G^{(0)} \right), \varphi | G^{(0)} \right| e^{\frac{1}{\lambda}}(s(g)) a_i | G^{(0)} \right) \right) \right| \, d\mu(x) \]

\[ \geq \left| \int_{G^{(0)}} \omega(x) \left( \sum_{g \in G^x} f(g) \left( \left\langle \alpha_g \left( e^{\frac{1}{\lambda}}(s(g)) a_i | G^{(0)} \right), \tilde{\varphi} | G^{(0)} \right| e^{\frac{1}{\lambda}}(s(g)) a_i | G^{(0)} \right) \right) \right| \, d\mu(x) \]

\[ \leq D \cdot \int_G f(g) \left\| e^{\frac{1}{\lambda}}(r(g)) a_i | G^{(0)} \right| - V_g \left( e^{\frac{1}{\lambda}}(s(g)) a_i | G^{(0)} \right) \right\| \, d\mu(g) \]

for some constant \( D \in (0, \infty) \) that as a consequence of the first condition of Definition 3.1 only depends on \( \varphi \), but not on \( \lambda \). Here, we have used (17) at the last inequality. We rewrite the square of the integrand of the above integral as

\[ \left( \int_G f(g) \left\| e^{\frac{1}{\lambda}}(r(g)) a_i | G^{(0)} \right| - V_g \left( e^{\frac{1}{\lambda}}(s(g)) a_i | G^{(0)} \right) \right\| \, d\mu(g) \right)^2 \]

\[ = f(g)^2 \omega_{r(g)} \left( \left\langle e^{\frac{1}{\lambda}}(r(g)) a_i | G^{(0)} \right| - e^{\frac{1}{\lambda}}(r(g)) a_i | G^{(0)} \right) \]

\[ - \left\langle e^{\frac{1}{\lambda}}(r(g)) a_i | G^{(0)} \right|, \alpha_g \left( e^{\frac{1}{\lambda}}(s(g)) V_g \left( a_i | G^{(0)} \right) \right) \right\rangle \]

\[ - \left\langle \alpha_g \left( e^{\frac{1}{\lambda}}(s(g)) V_g \left( a_i | G^{(0)} \right) \right), e^{\frac{1}{\lambda}}(r(g)) a_i | G^{(0)} \right\rangle \]

\[ + \left\langle \alpha_g \left( e^{\frac{1}{\lambda}}(s(g)) V_g \left( a_i | G^{(0)} \right) \right), \alpha_g \left( e^{\frac{1}{\lambda}}(s(g)) V_g \left( a_i | G^{(0)} \right) \right) \right\rangle \]

By the second condition of Definition 3.1 this expression converges for \( i \to \infty \)

\[ f(g)^2 \omega_{r(g)} \left( e^{\frac{1}{\lambda}}(r(g)) - e^{\frac{1}{\lambda}}(r(g)) a_g \left( e^{\frac{1}{\lambda}}(s(g)) \right) - a_g \left( e^{\frac{1}{\lambda}}(s(g)) \right) e^{\frac{1}{\lambda}}(r(g)) - a_g \left( e^{\frac{1}{\lambda}}(s(g)) \right) \right) \]

where the convergence is uniformly in \( g \). Since \( (e \lambda)_\lambda \) is an approximate unit, the above term converges to 0 for all \( g \in L^2 \). The above calculations together with

\[ 2 \text{If we take } (e \lambda)_\lambda \text{ to be the set of all positive contractions in } C_c(\mathcal{A}), \text{ then } (e \lambda)_\lambda \text{ is a subnet and therefore an approximate unit itself. Then } (e \lambda)_\lambda \text{ are both approximate units for } \mathcal{A}(s(g)), \text{ so they converge to 1 ultraweakly and therefore the expression displayed converges to zero.} \]
Lebesgue’s dominated convergence theorem imply that

\[ |\omega(f \ast Q(\varphi) - Q(f \ast \varphi))| = \lim_{\lambda} \lim_{i} |\omega(f \ast P_{i,\lambda}(\varphi) - P_{i,\lambda}(f \ast \varphi))| = 0. \]

Since \( \omega \in \pi(A)^{\nu}_{\nu} \) was arbitrary, this implies \( f \ast Q(\varphi) = Q(f \ast \varphi) \) and finishes the proof.

We close this section by showing that measurewise amenability implies equality of the full and reduced crossed products:

**Theorem 4.12.** Let \((G, \mathcal{A}, \alpha)\) be a measurewise amenable C*-dynamical system. Then we have \(C_0(\mathcal{A}) \rtimes G = C_0(\mathcal{A}) \rtimes_r G\).

**Proof.** The proof uses the same idea as the proof of Theorem 4.3 and is modeled after [SW13, Thm. 1]. We show that the integrated form \( \pi \rtimes U \) of every covariant representation \((\mu, \mathcal{H}, \pi, U)\) of \((G, \mathcal{A}, \alpha)\) factors through the reduced crossed product. Let \((a_i)_{i \in \mathbb{N}}\) be a sequence in \(L^1(G, r^*Z(\pi(A)^{\nu}))^{1}_{\nu}\) as in Definition 4.1, \( \nu := \mu \circ \lambda \) and \( \Delta := \frac{d\nu}{d\mu} \). We define operators

\[ T_i : L^2(G^{(0)}, \mathcal{H}, \mu) \to L^2(G, r^*\mathcal{H}, \nu^{-1}), \quad T_i(\xi(g)) := \Delta^\frac{1}{2}(g)a_i(g)\xi(r(g)) \]

whose adjoints are given by

\[ T_i^* \eta(x) = \sum_{g \in G} a_i(g)^*\eta(g)\Delta^{-\frac{1}{2}}(g), \quad \eta \in L^2(G^{(0)}, \mathcal{H}, \mu), x \in G^{(0)}. \]

Then the maps

\[ V_i : C_c(G, r^*\mathcal{A}) \to \mathcal{L}(L^2(G^{(0)}, \mathcal{H}, \mu)), \quad V_i(\xi) := T_i^* M_{\pi}(\xi)T_i \]

extend to \(C_0(\mathcal{A}) \rtimes_r G\) by Lemma 3.4 where \( M_{\pi} \) is given by

\[ M_{\pi}(\xi)(h) = \sum_{h \in G^{(g)}} \pi(f(h))U_h \xi(h^{-1}g) \]

for \( f \in C_c(G, r^*\mathcal{A}), \xi \in L^2(G^{(0)}, \mathcal{H}, \mu) \), and \( g \in G \). It follows from the first condition of Definition 4.1 that the maps \((V_i)_{i \in \mathbb{N}}\) are uniformly bounded. Now for
Let $f \in C_c(G, \pi \mathcal{A})$ and $\xi, \eta \in L^2(G^{(0)}, \mathcal{H}, \mu)$, we have
\[
\langle \xi, V_i(f) \eta \rangle = \int_{G^{(0)}} \langle \xi(x)(T_i^* M_\pi(f)(T_i \eta))(x) \rangle d\mu(x)
= \int_{G^{(0)}} \left( \xi(x), \sum_{g \in G^2} a_i(g)^* ((M_\pi(f)(T_i \eta))(g)) \Delta^{-\frac{1}{2}}(g) \right) d\mu(x)
= \int_{G^{(0)}} \left( \xi(x), \sum_{g \in G^2} a_i(g)^* \left( \sum_{h \in G^2} \pi(f(h))U_h((T_i \eta)(h^{-1}g)) \right) \Delta^{-\frac{1}{2}}(g) \right) d\mu(x)
= \int_{G^{(0)}} \sum_{g, h \in G^2} \left( \xi(x), a_i(g)^* \pi(f(h))U_h a_i(h^{-1}g) \eta(s(h)) \Delta^{-\frac{1}{2}}(h^{-1}g) \Delta^{-\frac{1}{2}}(g) \right) d\mu(x)
= \int_G \left( \xi(r(h)), \sum_{g \in G^2} a_i(g)^* \alpha_h(a_i(h^{-1}g)) \pi(f(h))U_h(\eta(s(h))) \Delta^{-\frac{1}{2}}(h) \right) d\nu(h)
\]
\[
\int_G \left( \xi(r(h)), \pi(f(h))U_h(\eta(s(h))) \Delta^{-\frac{1}{2}}(h) \right) d\nu(h) = \langle \xi, \pi \times U(f) \eta \rangle
\]
Here we used centrality of the $(a_i)_{i \in \mathbb{N}}$, the second condition of Definition 4.1 and Lemma 2.10. Since the maps $(V_i)_{i \in \mathbb{N}}$ are uniformly bounded, an \( i \rightarrow \infty \)-argument shows that we also have $\langle \xi, V_i(f) \eta \rangle \xrightarrow{i \rightarrow \infty} \langle \xi, \pi \times U(f) \eta \rangle$ for general $f \in C_0(\mathcal{A} \rtimes_r G$. Since all the $(V_i)_{i \in \mathbb{N}}$ factor through $C_0(\mathcal{A} \rtimes_r G$, it follows that $\pi \times U$ factors through $C_0(\mathcal{A} \rtimes_r G).$

4.3. Nuclearity of crossed products. The following theorem is a generalization of [AD87, Thm. 4.5].

**Theorem 4.13.** Let $(G, \mathcal{A}, \alpha)$ be a $C^*$-dynamical system. Then $C_0(\mathcal{A}) \rtimes_r G$ is nuclear if and only if $C_0(\mathcal{A})$ is nuclear and $(G, \mathcal{A}, \alpha)$ is measurewise amenable.

For the proof we need the following lemma.

**Lemma 4.14.** Let $(G, \mathcal{A}, \alpha)$ be a measurewise amenable $C^*$-dynamical system and $B$ a separable, unital $C^*$-algebra. Then $(G, \mathcal{A} \otimes_{\max} B, \alpha \otimes \text{id})$ is measurewise amenable too. If we additionally assume that $C_0(\mathcal{A})$ is exact, then the same statement holds for the minimal tensor product.

**Proof.** We prove the statement for the maximal tensor product only since the proof for the minimal tensor product is identical (we only use exactness in the construction of $\mathcal{A} \otimes B$). Let $(\mu, \mathcal{H}, \pi, U)$ be a covariant representation of $(G, \mathcal{A} \otimes_{\max} B, \alpha \otimes \text{id})$. By [LaL15, Lem. 4.3], there are non-degenerate commuting representations
\[
\pi_{\mathcal{A}} : C_0(\mathcal{A}) \rightarrow \mathcal{L}(L^2(G^{(0)}, \mathcal{H}, \mu)), \quad \pi_B : B \rightarrow \mathcal{L}(L^2(G^{(0)}, \mathcal{H}, \mu))
\]
satisfying $\pi(a \otimes b) = \pi_{\mathcal{A}}(a) \pi_B(b)$ for all $a \in C_0(\mathcal{A}), b \in B$ and such that $(\mu, \mathcal{H}, \pi_{\mathcal{A}}, U)$ is a covariant representation of $(G, \mathcal{A}, \alpha)$. Denote by
\[
t : Z(\pi_{\mathcal{A}}(\mathcal{A}))^\prime \rightarrow Z(\pi(\mathcal{A} \otimes B)) = \text{End}(\mathcal{H})
\]
the canonical inclusion. Note that \( \iota \) is unital and normal. One easily checks that if \((a_i)_{i \in \mathbb{N}} \) is a sequence of functions witnessing amenability of the \( W^* \)-dynamical system \((G, \pi_\sigma(\mathcal{A})'', \alpha'', \mu)\), then \((\iota \circ a_i)_{i \in \mathbb{N}} \) is a sequence of functions witnessing amenability of the \( W^* \)-dynamical system \((G, \pi(\mathcal{A} \otimes \text{max } B)''', \alpha'' \otimes \text{id }, \mu)\). This shows that \((G, \mathcal{A} \otimes \text{max } B, \alpha)\) is measurewise amenable.

\[\square\]

**Proof of Theorem 4.13.** Suppose first that \( C_0(\mathcal{A}) \rtimes_r G \) is nuclear. Then \( C_0(\mathcal{A}) \) is nuclear since there is a conditional expectation \( E: C_0(\mathcal{A}) \rtimes_r G \to C_0(\mathcal{A}) \). Let \((\mu, \mathcal{H}, \pi, U)\) be a covariant representation of \((G, \mathcal{A}, \alpha)\). Using Lemma 3.4, it is easy to see that the von Neumann crossed product \( L^\infty(\pi(\mathcal{A})''') \rtimes_r G \) is the weak closure of (possibly a quotient of) the reduced crossed product \( C_0(\mathcal{A}) \rtimes_r G \). Since \( C_0(\mathcal{A}) \rtimes_r G \) is nuclear, \( L^\infty(\pi(\mathcal{A})''') \rtimes_r G \) is semi-discrete and therefore injective. It follows from Proposition 4.13 that \((G, \pi(\mathcal{A})''', \alpha''', \mu)\) is amenable. Since \((\mu, \mathcal{H}, \pi, U)\) was arbitrary, we conclude that \((G, \mathcal{A}, \alpha)\) is measurewise amenable.

Suppose now that \( C_0(\mathcal{A}) \) is nuclear and that \((G, \mathcal{A}, \alpha)\) is measurewise amenable. Then \( C_0(\mathcal{A}) \rtimes_r G \) is nuclear by the same proof as in Theorem 3.5 using Lemma 4.14 instead of Lemma 3.11 and Theorem 4.12 instead of Theorem 3.3. \[\square\]

### 5. The non-étale case

We briefly point out what parts of the paper carry over if we consider a second countable, locally compact, Hausdorff groupoid \( G \) that is not necessarily étale. One modification that applies to all sections is that direct sums indexed over fibers \( G^x \) of \( G \) have to be replaced by integrals with respect to a Haar system. The following parts of each section can be adapted to the non-étale case:

**Preliminaries.** The definitions of Fell bundles, \( C^* \)-dynamical systems and \( W^* \)-dynamical systems are identical. The definition of the associated \( C^* \)-algebras has to be modified to only take into account representations that are bounded in \( \| \cdot \|_I \)-norm (see [MW08a, Ren87, OR06]). The disintegration theorems still hold. However, the canonical conditional expectations no longer exist. Although we expect Proposition 2.24 to still hold, we are not able to prove it (the argument that we borrow from [Tak14] uses that \( G \) is étale).

**An approximation property for Fell bundles.** Definition 3.1 can still be stated and Theorem 3.3 still holds with the same proof. We expect Theorem 3.5 to still hold, but we are currently not able to remove the étaleness assumption in the proofs of Proposition 2.24 (needed for the construction of tensor products) and Lemma 3.9.

**Amenability for groupoid actions.** Definitions 4.1 and 4.9 can still be stated and Theorems 4.11 and 4.12 hold with the same proofs. We expect Theorem 4.5 to still hold, but its proof relies on Lemma 4.6 which we can currently only prove for étale groupoids. Proposition 4.8 is false in general: The group von Neumann algebra of \( \text{SL}(2, \mathbb{R}) \) for example is injective while \( \text{SL}(2, \mathbb{R}) \) is not amenable. For the same reason the "only if" implication of Theorem 4.13 fails. The "if" implication of Theorem 4.13 still holds. The proof is identical to the proof given here except that one has to use [LaL15, Thm. 4.1] for the construction of tensor product bundles and [LaL15, Thm. 4.2] instead of Lemma 3.9.
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