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Abstract—Fast algorithms for optimal multi-robot path planning are sought after in both research and real-world applications. Known methods, however, generally do not simultaneously guarantee good solution optimality and fast run time for difficult instances. In this work, we develop a low-polynomial running time algorithm, called SPLITGROUP, that solves the multi-robot path planning problem on grids and grid-like environments, and produces constant factor time- and distance-optimal solutions, in expectation. In particular, SPLITGROUP computes solutions with sub-linear makespan. SPLITGROUP is capable of handling cases when the density of robot is extremely high - in a graph-theoretic setting, the algorithm supports cases where all vertices of the underlying graph are occupied by robots. SPLITGROUP attains its desirable properties through a careful combination of divide-and-conquer technique and network flow based methods for routing the robots.

I. INTRODUCTION

Fast methods for multi-robot path planning have found many real-world applications including shipping container handling (Fig. 1(a)), order fulfillment (Fig. 1(b)), horticulture, among others, drastically improving the associated process efficiency. While commercial applications have been able to scale quite well, e.g., a single Amazon fulfillment center can operate over a thousand Kiva mobile robots, it remains unclear what level of optimality is achieved by the underlying scheduling algorithms in these applications. The same optimality-efficiency gap exists in the multi-robot research domain: known algorithms for multi-robot path planning do not simultaneously guarantee good solution optimality and fast running time. This is not entirely surprising as it is well known that optimal multi-robot path planning problems are generally NP-hard.

In this work, we narrow this optimality-efficiency gap in multi-robot path planning, focusing on a class of grid-like well-connected environments. Well-connected environments (to be formally defined) include the container shipping port scenario and the Amazon fulfillment center scenario. A key property of these environments is that sub-linear time-optimal solution is possible, which is not true for general environments. Using a careful combination of divide-and-conquer and network flow techniques, we show that expected constant factor time- and distance-optimal solutions can be computed in low-polynomial running time in such settings. We call the resulting algorithm SPLITGROUP. In other words, SPLITGROUP can efficiently compute $O(1)$ optimal solutions. The method readily generalizes to higher dimensions as well.
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computationally intractable under the graph-theoretic setting \cite{50, 51, 52, 53}, but the complexity has dropped from PSPACE-hard to NP-complete in many cases. Decoupling-based heuristics prove to be useful \cite{54, 55, 56}, allowing the effective minimization of certain accrued cost \cite{9, 57, 58, 59, 60, 61, 62, 63}. Beyond decoupling, other ideas have also been explored, including casting the problem as other known NP-hard problems \cite{64, 65, 66} for which high-performance solvers are available.

**Contributions.** The main contribution brought forth by this work is a low-polynomial time deterministic algorithm, called SPLITGROUP, for solving the optimal multi-robot path planning problem in grids and grid-like well-connected environments. Under the prescribed settings, SPLITGROUP computes a solution with sub-linear makespan. Moreover, the solution is only a constant multiple of the true optimal solution in terms of both makespan and total distance, in expectation. SPLITGROUP applies to settings with extreme robot density. To the best of our knowledge, SPLITGROUP is the first such algorithm that achieves the combination of desirable properties.

**Organization.** The rest of the paper is organized as follows. In Sec. II, the discrete multi-robot path planning problem is formally defined, followed by analysis on connectivity for achieving good solution optimality. This leads us to the choice of grid-like environments. We describe the details of the main algorithm, SPLITGROUP, in Sec. III. In Sec. IV, complexity and optimality properties of SPLITGROUP are established. In Sec. V, we show that SPLITGROUP generalizes to higher dimensions and (grid-like) well-connected environments including certain continuous ones.

II. PRELIMINARIES

In this section, we state the multi-robot path planning problem and two important associated optimality objectives, in a graph-theoretic setting. Next, we establish that working with arbitrary graphs may lead to rather sub-optimal solutions (i.e., super-linear with respect to the number of robots). This necessitates the restriction of the graphs if desirable optimality results are to be achieved.

A. Graph-Theoretic Optimal Multi-Robot Path Planning

Let $G = (V, E)$ be a simple, undirected, and connected graph. On this graph $G$, a set $R$ of labeled robots may move synchronously in a collision-free manner. At (integer) time steps starting from $t = 0$, each robot resides on a unique vertex of $G$, inducing a configuration $X$ of the robots. Effectively, $X$ is an injective map $X: R \rightarrow V$ specifying which robot occupies which vertex (see Fig. 2). From time step $t$ to time step $t+1$, a robot may move from its current vertex to an adjacent one under two (collision avoidance) conditions: (i) the new configuration at $t+1$ remains an injective map, i.e., each robot occupies a single vertex, and (ii) no two robots travel along the same edge in opposite directions.

A multi-robot path planning problem (MPP) is fully defined by a 3-tuple $(G, X_I, X_G)$ in which $G$ is a graph, and $X_I$ and $X_G$ are two configurations. In this work, we look at the extreme case of $|X_I| = |X_G| = |V|$. That is, all vertices of $G$ are occupied. We are interested in two optimal MPP formulations. In what follows, makespan is the time span covering the start to the end of a task and all edges of $G$ are assumed to have a length of 1 so that a robot traveling at unit speed can cross it in a single time step.

**Problem 1 (Minimum Makespan (TMPP)).** Given $G, X_I$, and $X_G$, compute a sequence of moves that takes $X_I$ to $X_G$ while minimizing the makespan.

**Problem 2 (Minimum Total Distance (DMPP)).** Given $G, X_I$, and $X_G$, compute a sequence of moves that takes $X_I$ to $X_G$ while minimizing the total distance traveled.

These two problems are known to be NP-hard and cannot always be solved simultaneously \cite{51, 52}. In this paper, we assume that $X_I$ and $X_G$ are randomly distributed.

B. Effects of Environment Connectivity

The well-known pebble motion problems, which are highly similar to MPP, may require $\Omega(|V|^3)$ individual moves to solve \cite{67}. Since each pebble (robot) may only move once per step, at most $|V|$ individual moves can happen in a time step. This implies that pebble motion problems, even with synchronous moves, can have an optimal makespan of $\Omega(|V|^2)$, which is super linear (i.e., $\omega(|V|)$). The same is true for TMPP under certain graph topologies. We first prove a simple but useful lemma for a class of graphs we call figure-8 graphs. In such a graph, there are $|V| = 7n + 6$ vertices for some integer $n \geq 0$. The graph is formed by three disjoint paths of lengths $n, 3n + 2$, and $3n + 2$, meeting at two common end vertices. Figure-8 graphs with $n = 1$ are illustrated in Fig. 3.

![Fig. 3. A three-step plan for exchanging the locations of robots 1 and 2 on a figure-8 graph with 7n + 6 vertices (n = 1 in this case).](image-url)
An interesting property of figure-8 graphs is that an arbitrary MPP instance on such a graph is feasible.

**Lemma 1.** An arbitrary MPP instance $(G, X_I, X_G)$ is feasible when $G$ is a figure-8 graph.

**Proof.** Using the three-step plan provided in Fig. 3, we may exchange the locations of robots 1 and 2 without collision. This three-step plan is scale invariant and applies to any $k$. With the three-step plan, the locations of any two adjacent robots (e.g., robots 4 and 5 in the top left figure of Fig. 3) can be exchanged. To do so, we may first rotate the two adjacent robots of interest to the locations of robots 1 and 2, do the exchange using the three-step plan, and then reverse the initial rotation. Let us denote such a sequence of moves as a 2-switch. Because the exchange of any two robots on the figure-8 graph can be decomposed into a sequence of 2-switches, such exchanges are always possible. As an example, the exchange of robots 4 and 9 can be carried out using a 2-switch sequence $\langle(3,4),(2,4),(1,4),(4,9),(1,9),(2,9),(3,9)\rangle$, of which each individual pair is an adjacent one after the previous 2-switch is completed. Because solving the MPP instance $(G, X_I, X_G)$ can be decomposed into a sequence of two-robot exchanges, arbitrary MPP instances are solvable on figure-8 graphs. □

The introduction of figure-8 graphs allows us to formally establish that sub-linear optimal solutions are not possible on an arbitrary connected graph.

**Theorem 2.** There exists an infinite family of TMPP instances with $\omega(|V|)$ minimum makespans.

**Proof.** We will establish the claim on the family of figure-8 graphs. By Lemma 1, there exists a sequence of moves that takes arbitrary configuration $X_I$ to arbitrary configuration $X_G$. For a figure-8 graph with $|V|$ vertices, there are $|V|!$ possible configurations. Starting from an arbitrary configuration $X_I$, let us build a tree of adjacent configurations with $X_I$ as the root and estimate its height $h_T$. In each move, only one of the three cycles on the figure-8 graph may be used to move the robots and each cycle may be moved in clockwise or counterclockwise direction. Therefore, the tree has a branching factor of at most 6. Assume the best case in which the tree is balanced and has no duplicated (configuration) nodes, we can bound $h_T$ as $6^{h_T+1} \geq |V|!$. That is, the tree must have at least $|V|!$ different configuration nodes derived from the root $X_I$, because all $|V|!$ configurations are reachable from $X_I$. With Stirling’s approximation applied to $|V|$, which yields

$$|V|! \geq \sqrt{2\pi|V|}\left(\frac{|V|}{e}\right)^{|V|},$$

we have

$$h_T = \Omega(|V| \log |V|).$$

This shows that solving some instances $(G, X_I, X_G)$ requires $\Omega(|V| \log |V|)$ time steps, establishing that TMPP on figure-8 graphs can require a minimum makespan of $\omega(|V|)$. □

**Corollary 3.** TMPP does not admit solutions with linear or sub-linear makespans on an arbitrary graph.

Corollary 3 suggests that seeking general algorithms for providing linear or sub-linear makespans that applies to all environments will be a fruitless attempt. With this in mind, we first focus our attention on a restricted but very practical class of discrete environments: grid graphs.

**III. Routing Robots on Rectangular Grids with a Sub-Linear Makespan**

We begin the analysis with rectangular grids. Assuming unit edge lengths, such a grid is fully specified by two integers $m_\ell$ and $m_s$, representing the number of vertices on the long and short sides of the rectangular grid, respectively. Without loss of generality, assume that $m_\ell \geq m_s$ (see Fig. 4 for a $8 \times 4$ grid). We further assume that $m_\ell \geq 3$ and $m_s \geq 2$ since a $2 \times 2$ grid does not admit non-trivial solutions. These assumptions on grid dimensions are implicitly assumed in this paper whenever “$m_\ell \times m_s$ grid” is used. The main result to be established in this section is the following.

**Theorem 4.** Let $(G, X_I, X_G)$ be an arbitrary TMPP instance in which $G$ is an $m_\ell \times m_s$ grid. The instance admits a solution with a makespan of $O(m_\ell)$.

Note that the $O(m_\ell)$ bound is sub-linear with respect to the number of robots, which is $\Omega(m_\ell m_s)$ and $\Omega(m_s^2)$ for square grids. We name the algorithm, to be constructed, as SPLITANDGROUP and first briefly sketch how the divide-and-conquer algorithm works at a high level. In this section we focus on the makespan optimality aspects of SPLITANDGROUP. We delay the the establishment of polynomial-time complexity and additional properties of the algorithm to Section IV.

To simplify the explanation, assume that $m_\ell = m_s = 2^k$ for some integer $k$. In the first iteration of SPLITANDGROUP, it splits the grid into two smaller rectangular grids, $G_1$ and $G_2$, of size $2^k \times 2^{k-1}$ each. Then, robots are moved so that at the end of the iteration, if a robot belongs to $G_1$ (resp., $G_2$) in $X_G$, it should be on some arbitrary vertex of $G_1$ (resp., $G_2$). This is the grouping operation. An example of a single SPLITANDGROUP iteration is shown in Fig. 4. We will show that such an iteration can be completed in $O(m_\ell) = O(2^k)$ time steps (makespan). In the second iteration, the same process is carried out on both $G_1$ and $G_2$ in parallel, which again requires $O(2^k)$ time steps. In the third iteration, we start with four $2^{k-1} \times 2^{k-1}$ grids and the iteration can be completed in $O(2^{k-1})$ time steps. After $2k$ iterations, the problem is solved with a desired makespan of

$$2O(2^k) + 2O(2^{k-1}) + \ldots + 2O(1) = O(2^k) = O(m_\ell).$$

We now proceed to describe the SPLITANDGROUP algorithm in detail. To achieve the stated $O(m_\ell)$ makespan, SPLITANDGROUP needs to enable as much concurrent robot movements as possible. This is rather challenging because of
FLIP can be decomposed into a constant number of time steps. Our worst case assumption that there are as many robots as the number of vertices. This is where the grid graph assumption becomes critical: it enables the concurrent “flipping” or “bubbling” of robots. Let $G = (V, E)$ be an $m \times n$ grid graph whose vertices are fully occupied by robots. Let $E' \subseteq E$ be a set of vertex disjoint edges of $G$. Suppose for each edge $e = (v_1, v_2) \in E$, we wish to exchange the two robots on $v_1$ and $v_2$ without collision. Let us call this operation FLIP($E'$).

**Lemma 5.** Let $G = (V, E)$ be an $m \times n$ grid. Let $E' \subseteq E$ be a set of vertex disjoint edges. Then the FLIP($E'$) operation can be completed in a constant number of time steps.

**Proof.** A $3 \times 2$ rectangular grid may be viewed as a figure-8 graph with $|V| = 6$ vertices. Applying Lemma 1 to the $3 \times 2$ grid tells us that the location of any two robots on such a graph can be exchanged without collision. Furthermore, all such exchanges can be pre-computed and performed in $O(1)$ (i.e., a constant number) of time steps.

To perform FLIP($E'$) on a $m \times n$ grid $G$, we partition the grid into multiple disjoint $3 \times 2$ blocks. Using up to 4 different such partitions, it is always possible to cover all edges of $G$. Therefore, the FLIP($E'$) operation can be broken down into parallel two-robot exchanges on the $3 \times 2$ blocks of these partitions. Because of the parallel nature of the two-robot exchanges, the overall FLIP($E'$) operation can be completed $O(1)$ time steps. As an example, Fig. 5 illustrates how a FLIP($E'$) operation can be carried out on a $7 \times 5$ grid. In the figure, the solid edges represent the edge set $E'$. After each partition starting from the top left one, two-robot exchanges can be performed which allow the removal of the edges covered by the partition, as shown in the subsequent picture. Note that, if either $m \times n$ or $n \times m$ is even, only two partitions are required.

Lemma 5 in a nutshell, allows the exchange of two adjacent robots to be performed in $O(1)$ time steps. Moreover, it allows such exchanges to happen in parallel on disjoint edges. With Lemma 5 to prove Theorem 4 we are left to show that on an $m \times n$ grid with $m \geq n$, after the split operation the grouping operation in the first SPLITANDGROUP iteration can be decomposed into $O(m)$ FLIP($\cdot$) operations. Because each FLIP($\cdot$) can be carried out in $O(1)$ time steps, the overall makespan cost of the grouping operation is then $O(m)$. To obtain the desired decomposition, we need to maximize parallelism along the split line used for the split operation. We achieve the desired parallelism by partitioning the grid into trees with limited overlap. Each such tree has a limited diameter and crosses the split line. The grouping operation will then be carried out on these trees. Before getting to the tree-partitioning step, we show that grouping robots on trees can be done efficiently. We start by showing that we can effectively “herd” a group of robots to the end of a path. Note that we do not require a robot in the group to go to a specific goal vertex; we do not distinguish robots within the group. In what follows, by non-path grid, we mean a grid that is not a path.

**Lemma 6.** Let $P$ be a path of length $\ell$ embedded in a non-path grid whose vertices are fully occupied by robots. An arbitrary group of up to $\lfloor \ell/2 \rfloor$ robots on $P$ can be relocated to one end of $P$ in $O(\ell)$ time steps. Furthermore, the relocation may be performed using FLIP($\cdot$) on $P$.

**Proof.** Because we are to do the relocation using parallel two-robot exchanges on disjoint edges based on the FLIP($\cdot$) operation, without loss of generality, we may assume that the path is straight and we are to move the robots to the right end of the path. An example illustrating the scenario is given in Fig. 6. For a robot in the group, let its initial location on the path be of distance $k$ from the right end. We inductively prove the claim that it takes $O(k)$ time steps from the beginning of all moves to “shift” such a robot to its desired goal location. We emphasize that the grouping operation and groups of robots are related but bear different meanings.
trivially holds for $k = 0$. Suppose it holds for $k - 1$ and we need to show that the claim extends to $k$. If $r_k$ does not belong to the group of robots to be moved, then there is nothing to do. Otherwise, there are two cases.

In the first case, robot $r_{k-1}$ does not belong to the group of robots to be moved. Then at $t = 0$, $r_k$ and $r_{k-1}$ may be exchanged in $O(1)$ time steps. Now $r_k$ is of distance $k - 1$ to the right and the inductive hypothesis applies to yield that the rest of the moves for $r_k$ can be completed in $O(k - 1)$ time steps. The total number of steps is then $O(k)$.

In the second case, robot $r_{k-1}$ also belongs to the group of robots to be moved. By the inductive hypothesis, $r_k$ can be moved to its desired goal in $O(k - 1)$ time steps. However, once $r_{k-1}$ is moved to the right, it will allow $r_k$ to follow it with a gap between them of at most 2. Once $r_{k-1}$ reaches its goal, $r_k$, whose goal is on the right of $r_{k-1}$, can reach its goal in $O(1)$ additional time steps. The total number of time steps from the beginning is again $O(k)$.

It is clear that all operations can be performed using $\text{FLIP}()$ on edges of $P$ when embedded in a grid.

Using the herding operation, the locations of two disjoint groups of robots with equal number of robots can also be exchanged efficiently.

**Lemma 7.** Let $P$ be a path of length $\ell$ embedded in a non-path grid whose vertices are fully occupied by robots. Let two groups of equal number of robots reside on two non-intersecting segments of $P$. Then positions of the two groups of robots may be exchanged in $O(\ell)$ time steps without net movements of other robots. The relocation may be performed using $\text{FLIP}()$ on $P$.

**Proof.** We may again assume that $P$ is straight. An implicit assumption is that each group of robots contains at most $\lfloor \ell/2 \rfloor$ robots. Fig. 7 illustrates an example in which two groups of 4 robots each need to switch locations on such a path.

![Fig. 7](image)

To do the grouping, we first apply a herding operation that moves one group of robots to one end of $P$. In Fig. 7 this is done to the group of lightly-shaded robots to move them to the right side (the second row of Fig. 7). Then, another herding operation is performed to move the other group to the other end of $P$ (the third row of Fig. 7). In the third and last step, two parallel “reversed” herding operations are carried out on two disjoint segments of $P$ to move them to their desired goal locations. This is best understood by viewing the process as applying the herding operation to the goal configuration. As an example, in Fig. 7 from the goal configuration (last row), we may readily apply two herding operations to move two groups of robots to the two ends of $P$ as shown in the third row of the figure. Because each herding operation takes $O(\ell)$ time steps, the overall operation takes $O(\ell)$ time steps as well. It is clear that in the end, a robot not in the two groups will not have any net movement on $P$ because the relative orders of these robots (unshaded ones in Fig. 7) never change.

Next, we generalize Lemma 7 to a tree embedded in a grid. On a tree graph $T$, we call a subgraph a *path branch* of $T$ if the subgraph is a path with no other attached branches. That is, all vertices of the subgraph have degree one or two in $T$.

**Theorem 8.** Let $T$ be a tree of diameter $d$ embedded in a non-path grid whose vertices are fully occupied by robots. Let $P$ be a length $\ell$ path branch of $T$. Then, a group of robots on $P$ can be exchanged with robots on $T$ outside $P$ in $O(d\ell)$ time steps without net movement of other robots. The relocation may be performed using $\text{FLIP}()$ on $T$.

**Proof.** We temporarily limit the tree $T$ such that, after picking a proper main path that contains $P$ and deleting this main path, there are only paths left. That is, we assume all vertices with degree three or four are on a single path containing $P$. An example of such a tree $T$ and the exchange problem is given in the top row of Fig. 8. In the figure, the main path is the long horizontal path and $P$ is the path on the left of the dotted split line. We call other paths off the main path side branches. Once this version is proved, the general version readily follows. The rest of the paper will only use the less general version of this lemma. For ease of reference, for the two groups of robots, we denote ones on $P$ as $g^1$ and the other group as $g^2$. In the example, $g^1$ has a light shade and $g^2$ has a darker shade.

![Fig. 8](image)
After the step, the robots involved in the first step are no longer relevant. In the example, this is to exchange the robots marked with small arrows in the first row of Fig. 8. After the relocation of these robots is completed, we remove their shades.

In the second step, the relevant robots in $g^2$ on the side branch are moved so that they are just off the main path. We also assign priorities to these robots based on their closeness to $P$ and break ties randomly. For a robot labeled $i$ in a group $g^1$, we denote the robot as $r^1_i$. For our example, this current step yields the third row of Fig. 8 with the priorities marked. Since the moves are done in parallel and each branch is of length at most $d$, only $O(d)$ time steps are needed.

In the third step, robots from $g^2$ will move out of the side branches in the order given, one immediately after the other (when possible). For the example (third row of Fig. 8), $r^2_1$ will move first, $r^2_2$ will follow. Then $r^3_1$, followed by $r^3_2$. Using the same inductive argument from the proof of Lemma 6, we observe that all robots from $g^2$ on the side branch can be moved off the side branches (and reach their goals on the main path) in $O(d)$ time. As the relevant robots from $g^1$ also move across the split line, they will fill in side branches in opposite order to when the robots from $g_2$ are moved out of the branches. In the example, this means that the branch where $r^3_2$ and $r^2_2$ were on will be populated with robots from $g^1$ first, followed by the branch where $r^2_2$ was, and finally the branch where $r^2_2$ was. This ensures that at the end of this step, any robot not in $g^1$ and $g^2$ will have no net movement. The number of time steps for this is again $O(d)$.

In the last step, we simply reverse the second step, which takes another $O(d)$ time steps. Putting everything together, $O(d)$ time steps are sufficient for completing the desired task.

Putting all steps together, only $O(d)$ time steps are required to complete the desired exchange. To see that the same conclusion holds for more general trees with side branches that are not simple paths, we simply need to do the second step and third step more carefully. But, because we are only moving at most $O(d)$ robots, using an amortization argument, it is straightforward to see that the $O(d)$ bound does not change.

We note that many of the operations used to prove Lemma 6, Lemma 7, and Theorem 8 can be combined without changing the outcome. However, doing so will make the proofs less modular. Given the focus of the current paper which is to construct a polynomial time algorithm with constant factor optimality guarantee, we opt for clarity instead of pursuing a smaller asymptotic constant. We proceed to prove Theorem 4.

**Proof of Theorem 4** We prove the theorem by showing in detail how to carry out a single iteration of SPLITANDGROUP. In a split step, we always split along the longer side of the current grid. Since $m_ℓ \geq m_s$, the $m_ℓ \times m_s$ grid is split into two grids of dimensions $\lceil m_ℓ/2 \rceil \times m_s$ and $\lfloor m_ℓ/2 \rfloor \times m_s$, respectively. For convenience, we denote the two split grids as $G_1$ and $G_2$, respectively. Recall that in the grouping operation, we want to exchange robots so that a robot with goal in $G_1$ (resp., $G_2$) resides in $G_1$ (resp., $G_2$) at the end of the operation.

To do this efficiently, we need to maximize the parallelism. This is achieved through the computation of a set of $m_s$ trees with which we can apply Theorem 8. We will use the example from Fig. 9 to facilitate the higher level explanation.

Assume that the grid is oriented so that $m_s$ is the number of columns and $m_ℓ$ is the number of rows (see Fig. 9). The trees that will be built will be based on the columns of one of the split graphs, say $G_2$. A column $i$ of $G_2$ is a path of length $\lceil m_ℓ/2 \rceil - 1$ with $\lceil m_ℓ/2 \rceil$ robots on it. Suppose $k_i$ of these robots have goals outside $G_2$ (the lightly-shaded ones in Fig. 9 (b)), then it is always possible to find $k_i$ robots (the dark-shaded ones in Fig. 9 (b)) on $G_1$ that must go to $G_2$. A tree $T_i$ will be built to allow the exchange of these $2k_i$ robots such that the part of $T_i$ in $G_2$ is simply column $i$. That is, the $m_s$ trees to be built will not have overlaps in $G_2$.

For a column $i$ in $G_2$ with $k_i$ robots to be moved to $G_1$, it is not always possible to find exactly $k_i$ robots on column $i$ of $G_1$. This makes the construction of the trees in $G_1$ is more complex. The construction is done in two steps. In the first step, robots to be moved to $G_2$ are grouped in a distance optimal manner, which induces a preliminary tree structure. Focusing on $G_1$, we know the number of robots that must be moved across the split line in each column (see Fig. 10). For each robot to be moved across the split line, the distance between the robot and all the possible exits of $G_1$ is readily computed. Once these distances are computed, a standard matching procedure can be run to assign each robot an exit point that minimizes the total distance traveled by these robots. The assignment has a powerful property that we will use later. For each robot, either a straight or an $L$ shaped path can be obtained based on the assignment. Merging these paths for robots exiting from the same column then yields a tree for each column (see Fig. 9 (b)). Note that each tree has a single vertical segment.

In the second step, the trees are post-processed to remove crossings between them. Example of such a crossing we refer to is illustrated in Fig. 11 (a) (dotted lines). Formally, we say
two trees $T_1$ and $T_2$ has a crossover if a horizontal path of $T_1$ intersects with a horizontal path of $T_2$, with the additional requirement that one of the involved horizontal path from one tree forms a + with the vertical segment of the other tree. For example, Fig. 11(b) is not considered a crossover.

For each crossover, we update the two trees to remove the crossover, as illustrated in Fig. 11(c). The removal will not change the total distance traveled by the two (or more) affected robots but will change the path for these robots. To see that the process will end, note that one of the two involved paths is shortened. Since there are finite number of such paths and each path can only be shortened a finite number of times, the crossover removal process can get rid of all crossovers. We will show later this can be done in polynomial computation time when we perform algorithm analysis. We note here that the crossover scenario in Fig. 11(c) cannot happen because a removal would shorten the overall length, which contradicts the assumption that these paths have the shortest total distance.

At the end of the crossover removal process, it is possible for the tree structures for different columns to overlap horizontally (see Fig. 12). For two trees that partially overlap with each other (e.g., the left and middle two trees in Fig. 12), one of the trees does not extend lower (row wise) than the row where the overlap occurs. Otherwise, this yields a crossover, which should have already been removed. For two overlapping trees $T_1$ and $T_2$, we say $T_1$ is a follower of $T_2$ if a robot going to $T_2$ must pass through the vertical path of $T_1$. In the example from Fig. 12, $T_1$ is a follower of $T_2$. Similarly, the rightmost (green) tree is a follower of the middle (red) tree.

We state some readily observable properties of overlapping trees: (i) two trees may have at most one overlapping horizontal branch (otherwise, there must be a path crossover), (ii) because of (i), any three trees cannot pair wise overlap at different rows, and (iii) there must be at least one tree that is not a follower, e.g., the left (purple) tree in Fig. 12. We call this tree a leader. From a leader tree, we can recursively collect its followers, and the followers of these followers, and so on so forth. We call such a collection an interacting bundle (e.g., Fig. 12).

With these properties in mind, the grouping operation in a SPLIT-AND-GROUP iteration is carried out as follows. Because robots to be moved from $G_2$ to $G_1$ are on straight vertical paths, there are no interactions among them between different trees. Therefore, we only need to consider interactions of robots on $G_1$. For trees that have no overlap with other trees, Theorem 8 directly applies to complete the robot exchange on these trees in $O(m_1)$ time steps because each tree has diameter at most $2m_1$. In parallel, we can also complete the movement of all robots that should go from $G_1$ to $G_2$ which are not residing on a horizontal tree branch that overlaps with other trees, also in $O(m_1)$ time steps. After these robots are exchanged, we can effectively forget about them.

After the previous step, we are left to deal with robots on overlapping horizontal tree branches that must be moved (e.g., the shaded robots in Fig. 12). It is clear that different interacting bundles do not have any interactions; we only need to focus on a single bundle. This is actually straightforward; we use the example from Fig. 13 to facilitate the proof explanation.

Observe that the problem can be solved for the leader tree (left most tree in Fig. 13). At the same time, for each successive follower tree, the movement of robots can be partially solved for these follower trees. The middle row of Fig. 13 show how this can be done for each tree. Formally, if a horizontal branch is shared by two trees, say $T_2$ and its follower $T_1$, then we obtain a simple exchange problem of moving a few robots through a path on $T_2$. In the figure, these are the first and fourth trees from the left, with the dotted lines marking the path. If a horizontal branch is shared by three or more trees, we get an exchange problem on a tree. In the figure, the middle three trees create such a problem. For this, Theorem 8 applies with minor modifications. All the exchange problems can be carried out in parallel because there are no
further interaction between them. It takes \( O(m_t) \) time steps to complete. We can forget about the involved robots once this step completes and are left with another set of exchange problems, each of which is on a path (e.g., the three problems in the last row of Fig. 13). Lemma 7 applies to yield \( O(m_t) \) required time steps.

Stitching everything together then shows that the first iteration of \( \text{SPLIT}\{G\} \) on a \( m_t \times m_s \) grid can be completed in \( O(m_t) \) time steps. In the next iteration, we are working with grids of sizes \( \lceil m_t/2 \rceil \times m_s \), which requires \( O(\max\{\lceil m_t/2 \rceil, m_s\}) \) time steps. Following the simple recursion, which terminates after \( O(\log m_t) \) iterations, we readily obtain that \( O(m_t) \) time steps is enough to solve the entire problem.

IV. COMPLEXITY AND SOLUTION OPTIMALITY

Properties of the \( \text{SPLIT}\{G\} \) Algorithm

In this section, we establish two key properties of \( \text{SPLIT}\{G\} \), namely, its polynomial running-time and asymptotic solution optimality.

A. Time Complexity of \( \text{SPLIT}\{G\} \)

The \( \text{SPLIT}\{G\} \) algorithm is outlined in Algorithm 1. At Lines 1-2, a partition of the current grid \( G \) is made, over which initial path planning is performed to generate the trees for grouping the robots into the proper subgraph. Then, at Line 3 crossovers are resolved. At Line 4 the final paths are scheduled, from which the robot moves can be extracted. This step also yields where each robot will end up at in the end of the iteration, which becomes the initial configuration for the next iteration (if there is one). After the main iteration steps are complete, at Lines 5-10 the algorithm recursively calls itself on smaller problem instances. The special case here is when the problem is small enough (Line 7), in which case the problem is directly solved without further splitting.

We now proceed to bound the running time of \( \text{SPLIT}\{G\} \). It is straightforward to see that the \( \text{SPLIT} \) routine takes \( O(|V|) = O(m_t m_s) \) running time. MATCH\&PLAN\-PATH can be implemented using the standard Hungarian algorithm [69], which runs in \( O(|V|^3) \) time.

For RESOLVE\( \text{CROSSTINGS} \), we may implement it by starting with an arbitrary robot that needs to be moved across the split line and check whether the path it is on has crossovers that need to be resolved. Checking one path with another can be done in constant time; detecting a crossover then takes \( O(|V|) \) running time. We note that, as a crossover is resolved, one of the two paths will end up being shorter (see, e.g., Fig. 11). We then repeat the process with this shorter path until no more crossover exists. Naively, because the path keeps getting shorter, this process will end in at most \( O(|V|) \) steps. Therefore, all together, RESOLVE\( \text{CROSSTINGS} \) can be completed in \( O(|V|^3) \) running time.

The \( \text{SCHEDULE}\text{MOVES} \) routine simply extracts information from the already planned path set \( P \) and can be completed in \( O(|V|) \) running time. The SOLVE routine takes constant time.

Adding everything up, an iteration of \( \text{SPLIT}\{G\} \) can be carried out in \( O(|V|^3) \) time using a naive implementation. Summing over all iterations, the total running time is

\[
O(|V|^3) + 2O\left(\frac{|V|}{2}\right)^3 + 4O\left(\frac{|V|}{4}\right)^3 + \ldots = O(|V|^3),
\]

which is low-polynomial with respect to the input size.

Algorithm 1: \( \text{SPLIT}\{G\} \)

\[
\begin{align*}
\text{Input :} & & \text{G} = (V, E): \text{an } m_t \times m_s \text{ grid graph} & \\
& & X_I: V \rightarrow \mathbb{Z}: \text{initial robot configurations} & \\
& & X_G: V \rightarrow \mathbb{Z}: \text{goal robot configurations} & \\
\text{Output:} & & M = \langle M_1, M_2, \ldots \rangle: \text{a sequence of moves} & \\
\text{\%Run matching and construct initial trees} & & (G_1, G_2) & \leftarrow \text{SPLIT}(G) & \\
\text{\%Remove crossovers} & & P & \leftarrow \text{MATCH\&PLAN\-PATH}(G, X_I, X_G) & \\
\text{\%Schedule the sequence of moves} & & (M, X'_1) & \leftarrow \text{SCHEDULE\text{MOVES}}(P) & \\
\text{\%Recursively solve smaller sub-problems} & & \text{foreach } G_i, i = 1, 2 \text{ do} & \\
& & \text{if } \text{row}(G_i) \leq 3 \text{ and col}(G_i) \leq 3 \text{ then} & \\
& & M & = M + \text{SOLVE}(G_i, X'_1|G_i, X_G|G_i) & \\
& & \text{else} & \\
& & M & = M + \text{SPLIT}\{G_i, X'_1|G_i, X_G|G_i\} & \\
& & \text{end} & \\
\text{return } M & & & & \\
\end{align*}
\]

Fig. 13. An example interacting bundle in detail. The top row is the initial configuration of the robots on the overlapping horizontal tree branches to be moved through the vertical paths. The numbers on the top of the vertical paths mark how many robots should be moved through that path. The middle row and the bottom rows mark how the exchanges can be completed in two steps.
B. Constant Factor Time- and Distance-Optimality

Having established that SplitAndGroup is a polynomial time algorithm that solves MPP with sub-linear makespan, we now show that a solution produced by SplitAndGroup is in fact only a constant factor away from the best possible, in expectation, for both TMPP and DMPP. That is, SplitAndGroup in fact computes an asymptotically optimal solution simultaneously for time- and distance-based objectives.

Theorem 9. Let \((G, X_I, X_G)\) be an MPP instance in which \(G\) is an \(m_t \times m_s\) grid, and \(X_I\) and \(X_G\) are selected uniformly randomly. Then SplitAndGroup computes constant factor optimal solutions in expectation with respect to the makespan and the total distance objectives.

Proof. Let \(i\) be a specific robot with start \(s_i \in X_I\) and \(g_i \in X_G\) be its start and goal locations on \(G\), respectively. Since \(X_I\) and \(X_G\) are random, the distance between \(s_i\) and \(g_i\) on \(G\) can be readily shown to be \(\Omega(m_t)\). This implies that the minimum possible makespan is \(\Omega(m_t)\). Since SplitAndGroup produces solutions with \(O(m_t)\) makespan, it achieves constant factor approximation regarding optimal makespan.

Similarly, each robot incurs a minimum travel distance of \(\Omega(m_t^2)\); therefore, the minimum total distance for all robots, in expectation, is \(\Omega(m_s m_t^2)\) because there are \(m_s m_t\) robots. On the other hand, because SplitAndGroup produces a solution with an \(O(m_t)\) makespan, each robot can travel a distance of \(O(m_t)\). Summing this over all robots, the solution from SplitAndGroup has a total distance of \(O(m_s m_t^2)\). This matches the lower bound \(\Omega(m_s m_t^2)\).

V. Generalizations

In this section, we show that SplitAndGroup readily generalizes to environments other than 2D rectangular grids, including high dimensional grids and continuous environments.

A. High Dimensions

SplitAndGroup can be readily extended to work for grids of arbitrary dimensions. For dimensions \(d \geq 2\), two updates to SplitAndGroup are needed: (i) the split line should be updated to a split plane of dimension \(d-1\), and (ii) the crossover check now takes \(O(d)\) time instead of \(O(1)\) time. Other than these changes, the rest of SplitAndGroup continue to work without major change. The updated SplitAndGroup algorithm for dimension \(d\) therefore runs in \(O(d|V|^3)\) time.

B. Well-Connected Environments

The selection of \(G\) as a grid plays a critical role in proving the desirable properties of SplitAndGroup. In particular, two features of grid graphs are used. First, grids are composed of small cycles, which allow the 2-switch operation to be carried out locally. This in turn allows multiple 2-switch operations to be carried out in parallel. Second, restricting to two adjacent rows (or columns) of a rectangular grid (e.g., row 4 and row 5 in Fig. 9(a)), multiple 2-switches can be completed between these two rows in constant number of steps. As long as the environment possesses these two features, SplitAndGroup works. We call such environments well-connected.

More precisely, a well-connected environment, \(E\), is one with the following properties. Let \(G\) be an \(m_s \times m_s\) rectangular grid that contains \(E\). Unlike earlier grids, here, \(G\) is not required to have unit edge lengths; a cell of \(G\) is only required to be of rectangular shape with \(O(1)\) side lengths. Let \(r_1\) and \(r_2\) be two arbitrary adjacent rows of \(G\), and let \(c_1 \in r_1, c_2 \in r_2\) be two neighboring cells (see, e.g., Fig. 14). The only requirement over \(E\) is that a robot in \(c_1\) and a robot in \(c_2\) may exchange residing cells locally, without affecting the configuration of other robots. In terms of the example in Fig. 14, the two shaded robots (other robots are not drawn) must be able to exchange locations in constant makespan within a region of constant radius. The requirement then implies that parallel exchanges of robots between \(r_1\) and \(r_2\) can be performed with a constant makespan. The same requirement applies to two adjacent columns of \(G\). Subsequently, given an arbitrary well-connected environment \(E\) and an initial robot configuration \(X_I\), the steps from SplitAndGroup can be readily applied to reach an arbitrary \(X_G\) that is a permutation of \(X_I\). As long as pairwise robot exchanges can be computed efficiently, the overall generalized SplitAndGroup algorithm also runs efficiently while maintaining the optimality guarantees. We note that the definition of well-connectedness can be further generalized to certain continuous settings. Fig. 15 provides a discrete example and a continuous example of well-connected settings, which include both the environment and the robots.

Fig. 14. Illustration of a well-connected non-grid graph environment.

Fig. 15. Examples of well-connected settings, with both environments and robots.

As mentioned in Sec. 9 well-connected environments are frequently found in real-world applications, e.g., automated warehouses at Amazon and road networks in cities like Manhattan. Our theoretical results implies that such environments
VI. CONCLUSION AND FUTURE WORK

In this work, we developed a low-polynomial time algorithm, SPLITANDGROUP, for solving the multi-robot path planning problem in grids and grid-like, well-connected environments. In expectation, the solution produced by SPLITANDGROUP is within a constant factor of the best possible in terms of makespan and total distance metrics. SPLITANDGROUP applies to problems with the maximum possible density in which environments may be fully occupied by robots.

The development of SPLITANDGROUP opens up many possibilities for promising future work. On the theoretical side, SPLITANDGROUP gets us closer to the goal of finding a PTAS (polynomial time approximation scheme) for optimal multi-robot path planning. Also, it would be desirable to remove the probabilistic element (i.e., the “in expectation” part) from the guarantees. On the practical side, noting that we have only looked at the case with the highest robot density, it is promising to exploit the combination of divide-and-conquer and network flow techniques to seek more optimal algorithms for cases with lower robot density.
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