Interplay of localisation and competing interaction channels: cascade of quantum phase transitions
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We investigate the interplay of localization, interactions and (pseudo)spin degrees of freedom on quantum states of particles on the lattice. Our results show that breaking the paradigm density-density interaction $U_0 \gg (\text{pseudo})\text{spin}-(\text{pseudo})\text{spin}$ interaction $U_s$ will drive the sequence of quantum phase transitions (QPT), where (pseudo)spin state and particle ordering, in case of several particle species, on the lattice are strongly changed. QPT driven by competing interactions, $|U_s| \sim U_0$, manifest itself in singularities of effective exchange integrals. $|U_s| \sim U_0$ implies a frustration when the interactions standing alone drive the system to different phases. Even at $U_s \gg 0$, there is typically a QPT induced by $U_s$ sign change. Vector cold atoms, Fermions or Bosons, on optical lattices are the state-of-the-art realization of our system where $U_s$ is tunable in situ.

Ultracold atoms in optical lattices have opened fascinating possibilities for the controlled investigation and simulation of strongly correlated systems [1-5]. Unlike solid state systems, unique flexibility of the optical lattices enables continuous tuning of interaction parameters driving quantum state transitions between the localised and delocalised phases and within them [5-8]. A particularly challenging and interesting problem concerns the system with a number of competing interaction channels. This leads to frustration and induces the sequence of quantum phase transitions with abundant phase diagram.

Here we focus on strongly correlated particles, Bosons or Fermions, on the lattice where particle density, spin and/or another degree of freedom (pseudospin) generate the competing interaction channels [9,13]. The kinetic energy (intersite hopping) in our investigation is much smaller than interactions. In this case typically energy gap opens and particles become localised in the Mott insulating phase [2,14,15]. Mott insulators are of growing interest in advanced physics research, and are not yet fully understood [16]. The interplay of localisation and competition of interactions generate new phases on top of (pseudo)spin degrees of freedom.

Low energy properties of bosonic (or fermionic) atoms in a optical lattice are well described by the Hubbard-like Hamiltonian that basically consists of the kinetic-part characterized by the hopping amplitudes $t$ and the single-site interaction $U$. For Bosonic atoms the interaction can be decomposed into the density-density repulsion and (pseudo)spin-dependent part with interaction constants $U_0$ and $U_s$ respectively [10]. For Fermionic atoms Hubbard $U_0$-repulsion is typically spin dependent [14]: it is the product of particle densities corresponding to opposite spin, while $U_s$-part usually develops when there is a pseudospin degree of freedom in addition to spin. Pseudospin describes atom species when particle system includes several sorts of atoms [1]. Other possibility includes “orbital” degrees of freedom of different origin [19].

So, we focus on the Mott insulators parameter space, where $U_0 \gg t$ [7], and show that breaking the usual paradigm $U_0 \gg U_s = \text{Const}$ drives the sequence of quantum phase transitions (QPT) where (pseudo)spin state on the lattice strongly change. There is a kind of frustration when $U_0 \sim |U_s|$; the interactions drive the system to different phases when one interaction dominates the other one. While competition between the interactions leads to QPTs and induces new phases.

Vector cold atoms on optical lattices is the realisation of the system where $U_s$ is tunable. The origin of $U_s$-interaction in cold atom system can have different nature. For vector bosons it is typically related to difference in atom scattering lengths for scattering with zero and nonzero total spin [20]. The magnitude and sign of atomic scattering length can be tuned, for example, by means of Feshbach resonance [2]. This manipulation of (pseudo)spin-dependent scattering lengths has become the area of active research [21, 22].

We start our investigation with spin-1 bosons on the optical lattice governed by Bose-Hubbard model with in-
in a two-dimensional lattice. \(n\) lattice filling (at average atom filling \(\lambda\) general, exchange integrals behave with investigated only in the limit \(J\) density and spin at site \(i\). Then in the Mott insulating state Bose-Hubbard model can be reduced to the effective lattice spin Hamiltonian using hopping \(t \ll U_0, U_s\) as the small parameter \[20\].

\[
H = \sum_{(i,j)} (J_0 + J_1 S_i \cdot S_j + J_2 (S_i \cdot S_j)^2). \tag{1}
\]

Explicit expressions for for \(J_{0,1,2}\) through hopping amplitudes \(t\) and interactions \(U_0\) and \(U_s\) are well known \[20\]. However physical properties of this system has been investigated only in the limit \(U_s \ll U_0\). We take \(E_u = 2t^2/U_0\) as the energy unit. In general, exchange integrals behave with \(\lambda = U_s/U_0\) as follows (at average atom filling \(n = 1\) of each lattice site): \(J_1 = 2/(1 + \lambda)\) and \(J_2 = 2/(1 - 2\lambda)(1 + \lambda)\). The divergencies show inaccuracy of \(J_{1,2}\) close proximity to the poles where more refined calculation (higher orders over \(t/U_0\) and \(t/U_s\)) is necessary. However QPTs are sensitive mostly to the sign change of \(J_{1,2}\) that we establish accurate enough.

To get an insight into the phase diagram we first take the simple model, with only two sites, see Fig. 1. In the Mott phase quantum state of the system can be characterised by the total spin \(S_T = 0, 1, 2\). It is well known how energies of the states with \(S_T = 0, 1, 2\) depend on the triplet interaction amplitude \(U_s\) \[20\]. In Fig. 1 we show how the ground state depends on \(\lambda\) at the atom filling \(n = 1\) (one atom per well): there are many QPTs changing the magnetic structure of the system. The phase diagram of vector bosons on the lattice at the mean field level behaves very similarly: see lower diagram in Fig. 1.

On optical lattices spinor bosons in Mott insulator regime can form several distinct phases, which differ in their spin correlations: ferromagnetic, antiferromagnetic, nematic, dimer \[20\]. Their energies are in the mean-field approximation \[23\]:

\[
E_{\text{FM}} = \frac{\nu}{2}(J_0 + J_1 + J_2), \quad E_{\text{AFM}} = \frac{\nu}{2}(J_0 - J_1 + 2J_2), \quad E_{\text{NEM}} = \frac{\nu}{2}(J_0 + 2J_2), \quad E_{\text{DIM}} = \frac{\nu}{2}J_0 - J_1 + \frac{2}{3}J_2(\nu + 2),
\]

where \(\nu = 2D\) is the number of nearest neighbors for \(D\)-dimensional cubic lattice.

Mean-field phase diagram of cold atoms in two-dimensional \((D = 2)\) lattice for the average lattice site filling \(n = 1\) is sketched schematically in Fig. 1 using the graph Fig. 2 of mean field energies \([2]\). Exchange constants nonlinearly depend on \(U_s\), so the quantum phase transitions take place not only at \(U_s\) where \(J_{1,2}\) change sign but like in the problem with two sites there is QPT at \(\lambda = 0\) induced by \(U_s\) sign change. But there is no QPT at \(\lambda = -1/4\) where \(J_2\) changes its sign.

Similarly, at the filling \(n = 3\) (three atoms on average per lattice site), QPT between ferromagnetic and nematic states takes place at \(\lambda = -1/4\) rather than \(\lambda = 0\).

As the second realisation we consider Mott insulating state of fermions with spin-1/2 on the lattice, where fermion on each lattice site has in addition to spin another degree of freedom, the “orbital” one, described by the quantum numbers \(\alpha = 1, 2\). This orbital degree of freedom in electron strongly correlated systems (d-electron compounds) corresponds to different choice of electron orbitals on each site \[21\] \[25\]. For cold atoms on the optical lattice this case also applies \[19\], but there are other realisations, e.g., when atom has a dipole moment (then \(\alpha\) is its projection), or when the lattice site consists of two wells (then \(\alpha\) labels atom position in the subwells) \[13\] \[26\] \[27\]. In most of these realisations the interaction part of Hubbard-like Hamiltonian describing this fermion system can be divided into two parts. The first term has a trivial structure in the well index space, and describes the Coulomb repulsion of fermions at one node: \(\frac{1}{2}U_0 \sum_{i,\sigma,\sigma',\alpha,\alpha'} n_{i\alpha\sigma} n_{i\alpha'\sigma'}(1 + \delta_{\alpha\alpha'}\delta_{\sigma\sigma'}\). The second term usually can be expressed like the Hund correlation energy \[21\]:

\[
- U_s \sum_{i,\sigma,\sigma'} c_{i,1,\sigma}^\dagger c_{i,1,\sigma'} c_{i,2,\sigma}^\dagger c_{i,2,\sigma'}.
\]

The standard perturbative procedure over hopping amplitudes reduces the Hubbard model for fermion atoms to the Kugel-Khomskii effective Hamiltonian \[24\] \[25\] \[28\]:

\[
H_{\text{KK}} = J_0 \sum_{(i,j)} \left\{ (\frac{1}{4} + S_i \cdot S_j)[J_1 \mathbf{T}_i \cdot \mathbf{T}_j + J_3 \mathbf{T}_i^z \mathbf{T}_j^z] + J_4 \mathbf{T}_i \cdot \mathbf{T}_j + J_5 \mathbf{T}_i^z \mathbf{T}_j^z \right\}, \quad \text{where} \quad S_i \quad \text{is the fermion spin on the lattice site} \ i \quad \text{and} \quad \mathbf{T}_i \quad \text{is the pseudospin-1/2 operator}
\]
we see that isospin structures of Mott insulating phase switch be-
change sign when $|S_o\rangle$ spin-spin and isospin-isospin exchange interactions
integrals $J$. Looking at the explicit expressions for exchange change. It follows from the investigation of the mean
now for arbitrary $\lambda$
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FIG. 4. (Color online) Mean field energies of the Kugel-Khomskii Hamiltonian $H_{kk}$. Energy unit is $E_u = 2t^2/U_0$.

FIG. 3. (Color online) Quantum phase transitions induced by interaction $U_s$ in the optical lattice with vector atoms having orbital degree of freedom. The average atom filling $n = 1$ for each site. Pictures with atom p-orbitals schematically show atoms occupying the nearest sites and arrows show spin.

describing “orbital” degree of freedom $[25]$:

$$S_i^a = c_{iασ}^\dagger s_{σ\bar{σ}}^a c_{iασ'}, \quad T_i^a = c_{iασ}^\dagger \tau_{αβ}^a c_{iβσ},$$

(3)

where $c_{iασ}$ is fermion annihilation operator, $s_{σ\bar{σ}}^a = 1/2 \bar{σ}_{α\bar{σ}}^a$ is spin-1/2 operator and $σ_{ασ}^a$ is the Pauli matrix. Similarly, $\tau_{αβ}^a = 1/2 σ_{αβ}^a$. Doing the reduction we took the lattice with square (cubic) symmetry and average fermion density at a lattice node $(n_i) = 1$. Exchange integrals $J_a$, $a = 0, \ldots, 5$ of Kugel-Khomskii Hamiltonian have been found in all orders over $U_s/U_0$ in Ref. [28] however the properties of its ground state were not investigated until now for arbitrary $λ = U_s/U_0$ (except $|λ| \ll 1$). The same applies for all anisotropic generalisations of this Hamiltonian. Looking at the explicit expressions for exchange integrals $J_a$ written in Eq. 6 of Ref. [28] and in Ref. [27] we see that $J_0 = 4t^2/U_0$, $J_1 = (1 - λ^2 - λ)/[2(1 - λ^2)]$, $J_2 = J_4/(2λ) = 1/(1 - λ^2)$ and $J_3 = -J_5/2 = 2λ/(1 + λ)$. So spin-spin and isospin-isospin exchange interactions change sign when $|U_s| \sim U_0$. This behaviour is the signature of a (quantum) phase transition where spin and isospin structures of Mott insulating phase switch between “ferro” to “antiferromagnetic” phases, see Fig. 3.

Again, there is a QPT at $λ = 0$ induced by $U_s$ sign change. It follows from the investigation of the mean field ground state energy of the Kugel-Khomskii Hamiltonian. Let us consider first ferromagnetic (FM) pseudospin arrangement. Then $T_i \cdot T_j = T_i^z T_j^z = 1/4$ and $H_{kk}$ reduces to $H = J_0 \sum_{(i,j)}(S_i \cdot S_j - 1/4)$. So the energies of pseudospin (“p-spin”) ferromagnetic and p-spin antiferromagnetic states are $E_{p\text{-spin FM}} = 0$, and $E_{p\text{-spin AFM}} = -νE_u/2$, where, like above, $E_u = 2t^2/U_0$ and $ν = 2D$. Lets consider now antiferromagnetic (AFM) pseudospin arrangement. Then $T_i \cdot T_j = T_i^z T_j^z = -1/4$ and $H_{kk}$ reduces to $H = -J_0 \sum_{(i,j)}(J_4 S_i \cdot S_j + J_0 + λ)/4$. So the energies of p-spin ferromagnetic and p-spin antiferromagnetic states are $E_{p\text{-spin AFM}} = -4t^2/U_0$, and $E_{p\text{-spin FM}} = -νE_u/2$. The ground state energy corresponds to minimum of these four energy states. We find it in Fig. 4 and sketch the phase diagram in Fig. 3.

The third realisation we investigate here is strongly interacting two-species bosons with spin $S = 1$ on optical lattice. In the Mott phase we observe the transition where atoms completely regroup: atom bunching into domains with single atom sort changes to the alternating arrangement of atoms. This transition is accompanied with the magnetic (spin) phase transition from ferromagnetic to antiferromagnetic state.

For two types of boson atoms with $S = 1$ we introduce the creation operators $c_{iαs}$ for states localized on site $i$ and having spin components $s = \{1, 0\}$. Index $α = 1, 2$ accounts for two types of bosons. The interaction between bosons is given by two terms. The first one accounts for Hubbard repulsion between a pair of boson atoms residing at the same site $[31]$: $2U_{n_i} = 2U_{112} n_{i1} n_{i2} + U_{11} n_{i1} (n_{i1} - 1) + U_{22} n_{i2} (n_{i2} - 1) + U_{12} n_{i1} n_{i2}$. Here $U_{11}$, $U_{22}$ and $U_{12}$ are three interaction parameters. A spin-dependent interaction term, originating from the difference in scattering lengths for $S = 0$ and $S = 2$ total spin channels, is of the form (see, e.g., $[20, 29]$) $2U_{s} = U_s (S_z^2 - 2|n_i|)$. Here $n_{i1} = n_{i1} + n_{i2}$ is the boson number at site $i$. The hopping term: $H_t = \sum_{(i,j),α} t_α (c_{iαs}^\dagger c_{jαs} + c_{jαs}^\dagger c_{iαs})$, where summation is performed over all links $(i, j)$ and $α = 1, 2$.

In the second order perturbation theory over $t_α$ the effective Hamiltonian has the form $H_{eff} = H_t (E_G - H_0)^{-1} H_t$. Here $E_G = 0$ is the ground state energy of the Hamiltonian $H_0 = \sum_i (h_{U_0} + h_{U_s})$ for the average site filling $(n_i) = 1$. We can define spin $S_i$ and pseudospin $T_i$ in a similar way like it has been done in Eq. (3) (but then $s_{ασ}$ is spin-1 operator) and express $H_{eff}$ through them. The general expression is rather involved and so we will present it elsewhere. To illustrate new physical results without loss of generality we focus on the limiting cases. We assume that bosons do not strongly differ from each
FIG. 5. (Color online) A sketch of the phase diagram for $S = 1$ bosons: QPTs are driven by spin channel interaction. At $\lambda = 0.5$ there is a transition from the phase with zero average magnetisation to spin-ferromagnetic phase. At larger value of the interaction, $\lambda = \frac{\sqrt{5}}{10} (\sqrt{5} + 5) \approx 0.7$ atoms re-order to the antiferromagnetic isospin state, with alternating arrangement of atoms, and the spin state again prefers zero average magnetisation. At higher strength of the interaction the system undergoes the instability where atoms again regroup to the domain structure with ferromagnetic spin ordering in each domain.

FIG. 6. (Color online) Mean-field energies of $H_{\text{eff}}$ corresponding to two sorts of $S = 1$ bosons on the square optical lattice for the average site filling $(n_i) = 1$ (the total number of bosons at site $i$). Energy is normalised by $E_u$.

Other: $U_{12} \simeq U_{11} \simeq U_{22} = U_0$ and $t_1 \simeq t_2 = t$. Then

$$H_{\text{eff}} = \sum_{i,j} \left\{ [\epsilon + J S_i \cdot S_j + K(S_i \cdot S_j)^2] \left[ \frac{1}{2} + 2T_i^z T_j^z \right] + \left[ \epsilon' + J' S_i \cdot S_j + K'(S_i \cdot S_j)^2 \right] \left[ \frac{1}{4} - 2T_i^z T_j^z + T_i \cdot T_j \right] \right\}.$$  

Effective exchange integrals are $J' = 2\lambda/(1 - \lambda^2)$, $K' = -2\lambda^2/(1 - \lambda^2)(1 - 2\lambda)$, $\epsilon = 2\lambda/(1 + \lambda)(1 - 2\lambda)$, and $\epsilon' = -2(1 - \lambda^2 - 2\lambda)/(1 - \lambda^2)(1 - 2\lambda)$, where as above, $\lambda = U_s/U_0$ and the unit of energy is $E_u = 2t^2/U_0$. Here $J$ and $K$ coincide with $J_1$ and $J_2$ defined after Eq. 1. Note that $H_{\text{eff}}$ involves the projectors in the pseudospin subspace: $P = \frac{1}{2} + 2T_i^z T_j^z$ and $P' = \frac{1}{4} - 2T_i^z T_j^z + T_i \cdot T_j$.

Below we discuss possible spin and pseudospin arrangements in the ground state of $H_{\text{eff}}$. There are two basic types of pseudospin arrangements. The first one is realized when the lattice is filled with one type of bosons or when atoms of one sort bunch into domains on the lattice. Then we have ferromagnetic pseudospin wave function $|+ + + \ldots\rangle$ or $|- - - \ldots\rangle$.

The second type of pseudospin arrangement is realized when two types of bosons are alternating on the neighboring sites. The pseudospin wave function is of the antiferromagnetic type $|+ - + - \ldots\rangle$.

For both cases the effective Hamiltonian in spin subspace has the form like the Hamiltonian in Eq. (1), but the corresponding parameters for the FM ($l = 1$) and AFM ($l = 2$) pseudospin arrangements are

$$J_1^{(l=1)} = -E_u \frac{1}{1 + \lambda}, \quad J_2^{(l=1)} = -E_u \frac{1}{(1 + \lambda)(1 - 2\lambda)};$$
$$J_0^{(l=1)} = E_u \frac{2\lambda}{(1 + \lambda)(1 - 2\lambda)};$$
$$J_1^{(l=2)} = E_u \frac{\lambda}{1 - \lambda^2}, \quad J_2^{(l=2)} = -E_u \frac{\lambda^2}{(1 - \lambda^2)(1 - 2\lambda)};$$
$$J_0^{(l=2)} = -E_u \frac{1 - \lambda^2 - 2\lambda}{(1 - \lambda^2)(1 - 2\lambda)}.$$  

Explicit analytical expressions for the mean-field ground state energies of the effective Hamiltonian are the same as given in Eq. (2), but with exchange integrals (1)-(5). As follows, for two-dimensional optical lattice ($D = 2$), there is quantum phase transition at $\lambda = 0$ when ferromagnetic spin state switches to nematic spin arrangement while the isospin state (atom sorts distribution over the lattice) does not change.

When $0 < \lambda < 0.5$, the lowest energy state corresponds to "ferromagnetic" isospin state: atoms of one sort cluster into domains, and zero magnetisation NEM spin state. When we cross the point $\lambda = 0.5$, and go higher over $\lambda$, we see that the ground state of the system is still "ferromagnetic" over isospin, but now also it is ferromagnetic over the real spin, see Fig. 5. So at $\lambda = 0.5$ atom spin spontaneously polarise on one direction. At $\lambda = \frac{1}{10} (\sqrt{5} + 5) \approx 0.7$ (and at $\lambda = -1$) atoms distribution over the lattice changes from alternating to clustering into domains. At the same time this transition is accompanied by the change of magnetic state.

To conclude, we consider quantum strongly correlated systems where frustration is induced by the competing interactions: they drive the system to different phases when one interaction dominates the other one, but their competition, in addition to localisation effects, leads to...
the origin of new phases and cascade of quantum phase transitions. Unlike condensed matter systems this situation is natural for cold atoms on optical lattices: we suggest three realisations. Our results will not only give the growing experimental interests in ultra-cold atomic gases, but also bring new perspectives in searching new materials in condensed matter systems.
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