Coherent control and spectroscopy of a semiconductor quantum dot Wigner molecule
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Multi-electron semiconductor quantum dots have found wide application in qubits, where they enable readout and enhance polarizability. However, coherent control in such dots has typically been restricted to only the lowest two levels, and such control in the strongly interacting regime has not been realized. Here we report quantum control of eight different resonances in a silicon-based quantum dot. We use qubit readout to perform spectroscopy, revealing a dense set of energy levels with characteristic spacing far smaller than the single-particle energy. By comparing with full configuration interaction calculations, we argue that the dense set of levels arises from Wigner-molecule physics.

Semiconductor quantum dots containing more than one electron have extremely desirable properties for constructing and operating qubits. For single spin qubits, manipulating electrons above closed shells makes electric-field driving more effective [1, 2], and certain qubits like quantum dot hybrid qubits [3] rely on multielectron filling to define the qubit states themselves. Two-electron eigenstate energies are particularly important for quantum dot qubits, since singlet-triplet splittings result in Pauli spin-blockade [4], which provides a readout mechanism for singlet-triplet qubits [5, 7], exchange based qubits [8, 9], and quantum dot hybrid qubits [3, 10]. Pauli blockade can also be used to read out single spin qubits [11], which is useful for high temperature operation [12, 13]. When the characteristic interaction energy between electrons becomes larger than the orbital confinement energy, electronic states develop correlations and localize, leading to the formation of Wigner molecules [14–19]. Imaging of localization in Wigner molecules has been achieved using scanning electronic [20] and near-field optical [21] methods. The lowest-lying excited states in such molecules have been studied using both optical [22, 23] and transport spectroscopy [21, 25], and the latter method has been used to observe a reduction in symmetric-antisymmetric orbital splittings [20]. Thus, while the transition to Wigner-type localization is known to reduce the gap between the ground and first orbital excited state, the impact on higher lying states has not been observed in experiment, and quantum control of such states has not been explored.

In this Letter we report pulsed microwave coherent control and spectroscopy of an electrostatically-confined semiconductor double quantum dot in the Wigner-molecule regime. We report coherent Rabi control of eight distinct resonances ranging in frequency from 3.3 to 8.3 GHz, corresponding to energies far smaller than the single-particle confinement energy. With Ramsey spectroscopy, we map the energy as a function of double-dot detuning for two of these resonances. Using full configuration interaction (FCI) calculations, we argue that the origin of this dense manifold of electronic states is strong correlations and Wigner molecule physics. Time-domain simulations of the Rabi experiments are used to explain the evolution of the Rabi oscillations as a function of detuning energy. The full set of experimental spectroscopy results can be fit by a simple model consisting of a set of two-electron states in the right quantum dot tunnel coupled to the lowest lying state in the left dot.

Fig. 1(a) describes the quantum dots used here, which form in an undoped Si/SiGe heterostructure with three layers of overlapping gates [27]. Fabrication details can be found in Ref. [28]. While the device is capable of hosting three dots, here we make use of the two dots under gates P1 and P2, accumulating the rightmost dot as part of the electron reservoir. We operate the double quantum dot (DQD) with a total of five electrons near the (4,1)-(3,2) anticrossing, as shown schematically in Fig. 1(b-d). Tunnel rates between the two dots and to the left and right reservoirs are set by gates B1, B2, and B3. Charge sensing is performed with dot CS, and its current is measured using a two-stage cryogenic HEMT amplifier mounted on a separate printed circuit board (PCB) connected to the sample PCB by stainless steel coax.

We initialize at setting $I$, shown in Fig. 1(b), into the (4,1) ground state, which has a large splitting between the ground and first excited states. We ramp the detuning across the interdot transition line to a manipulation point (M) in positive detuning where we perform microwave pulse sequences. Rabi and detuned Ramsey pulses at $M$ drive coherent rotations between states in the (3,2) DQD. To perform readout, we adiabatically ramp back across the interdot transition line: while the (3,2) ground state maps to the (4,1) ground state ($R_0$), the (3,2) excited states maintain their charge configuration ($R_1$). Latched measurement is used to enhance readout: an electron in the right-hand dot of the (3,2)
FIG. 1. (a) A false-color micrograph of a device lithographically identical to that measured here. Quantum dots are formed under P1 and P2. A current $I_{CS}$ flows under the dot controlled by gate CS and is used to detect the electron occupation of the P1 and P2 dots. (b) The ground state for the 5-electron system at negative detuning $\varepsilon$ is the (4,1) charge configuration. It is used for initialization $I$ and during readout $R_0$. (c) The tunnel rates to the left and right reservoirs are tuned such that (3,1) state is metastable, allowing for latched readout. (d) The ground state for the 5-electron system at positive detuning such that the double dot is in the (3,2) charge configuration, used for manipulation $M$ and readout $R_1$. (e) Rabi pulse sequence used in this work. (f) Ramsey pulse sequence used in this work, comprised of two $\pi/2$ pulses on either side of a detuning pulse. (g-j) Rabi and detuned-Ramsey measurements of two coexisting states. (g,h) Rabi and Ramsey oscillations using $f_R = 8.33$ GHz. (i,j) Rabi and Ramsey oscillations using $f_R = 7.30$ GHz, taken at the same device tuning but different detuning value from (g,h). For the Rabi measurements in (g, i), $\delta\nu_{P2}$ corresponds to a shift of the entire pulse sequence, while for the Ramsey measurements in (h,j), $\delta\nu_{P2}$ corresponds to the height of the detuned dc pulse between the microwave bursts. Dashed white lines in (h,j) denote the value of $\delta\nu_{P2}$ for which the Ramsey detuning is zero.

charge state at $R_1$ rapidly tunnels into the right reservoir to form the metastable (3,1) charge state before slowly returning to the (4,1) ground state. The latch duration is determined by the left barrier, which is tuned to have a long tunnel time.

Figure 1(e-j) demonstrate coherent spectroscopy of two different transitions of the DQD, using the methods from Ref. [31]. Fig. 1(e,f) shows the Rabi and Ramsey control pulses; the Rabi pulse consists of one continuous microwave drive of frequency $f_R$, while the Ramsey pulse has two $\pi/2$ microwave pulses of frequency $f_R$ surrounding a dc detuning ramp. The resulting Rabi and Ramsey oscillations are shown in Fig. 1(g,h) and Fig. 1(i,j) for $f_R$ of 8.33 GHz and 7.30 GHz, respectively. The vertical axis $\delta \nu_{P2}$ determines the detuning, and the centers of the Rabi chevrons in Fig. 1(g,i) correspond to the detuning values where $f_R$ is resonant with the transition energy. Ramsey fringes like those in Fig. 1(h,j) allow measurement of the energy difference as a function of detuning (Fig. S7 in Ref. [32]).

FIG. 2. (a) Rabi oscillations with $f_R = 6.15$ GHz, with the centers of two on-resonance oscillations marked by a dashed line. (b) Rabi oscillations with $f_R = 6.10$ GHz. Note that the two resonances move closer together along the detuning axes, as compared with (a). (c) Rabi oscillations with $f_R = 6.00$ GHz, where the on-resonance locations have completely merged. (d-f) Simulated Rabi oscillations corresponding to (a-c) using the simplified model described in Sec. S2 of [32].
using the model described in Sec. S2 of Ref. [32]. A key feature of these two oscillations is the difference in width as a function of $\delta \nu_{PZ}$; this behavior is reproduced in the theoretical model by different slopes for the respective energy dispersions, where a flatter slope corresponds to wider oscillations. The unusual merging of the resonances is reproduced in the model with a level-crossing, which we discuss further below.

Figures 1 and 2 above report four resonances as a function of the gate voltages defining the quantum dot. Additional Rabi measurements over a wide range of frequencies are included in Fig. S2 of Ref. [32]. In total this data demonstrates Rabi driving of eight distinct transitions below 10 GHz, an unusual density of resonances that cannot be described by non-interacting two-electron physics. We must therefore consider how electron-electron interactions influence the excited energy level spectrum.

Here, we use FCI methods to compute the energy levels in the two-electron quantum dot [18]. We find that the best correspondence between theory and experiment is achieved by assuming a valley splitting of 3.81 GHz and an orbital confinement $E_{orb}/\hbar = 59.2$ GHz. It is interesting to first consider the noninteracting case, for which the lowest singlet state is constructed from the two lowest single-electron orbitals, while the lowest triplet is constructed from the ground and first excited states. We obtain these and the other low-lying, non-interacting two-electron eigenstates by simply turning off the Coulomb interactions in the FCI code, obtaining the yellow points in Fig. 3(a). In contrast, the fully interacting case is shown in blue (Sec. S4 in Ref. [32] and Ref. [33]). For the fully interacting case, when interactions are larger than valley or orbital excitation energies, the eigenstates are composed of contributions from many single-electron states. In Fig. 3(a), we observe the emergence of level manifolds; for eigenstates within a given manifold, single-particle contributions and electron correlation effects can be very similar in magnitude, and opposite in sign, resulting in a much smaller energy difference than in the non-interacting limit (Sec. S5 in Ref. [32]). For the parameters considered here, strong interactions yield a dense set of levels, with a total of 19 excited states below 50 GHz, instead of the two states obtained in the noninteracting limit. Interactions also suppress the energy splitting between the two lowest energy states to below 1 GHz.

Wigner molecules with localized electrons are known to arise in systems with a high ratio $R_W = E_{ee} / E_{orb}$ between the electron-electron interaction energy $E_{ee}$ and the energy of the lowest quantum dot orbital excitation energy $E_{orb}$. Typical estimates for the formation of Wigner molecules are of order $R_W = 1.5$ [21-24]. Here, using $E_{orb}$, we find $R_W = 12.74$, consistent with the formation of a Wigner molecule (Sec. S5 in Ref. [32]). The estimate for $E_{orb}$ used to compute $R_W$ also yields a dot radius of 40 nm, derived from the classical turning point $\sqrt{\hbar/(m_\ell \omega_\ell)}$, giving an 80 nm diameter that is consistent with a quantum dot situated in a 90 nm channel underneath a gate 70 nm wide. We note that, if we use any of the two-electron excited state energies reported here to estimate the dot diameter, it would provide a dot diameter over 200 nm, much larger than the size expected from the physical dimensions of the electrostatic gates in the

---

**FIG. 3.** Interaction effects. (a) Excited state energies for a two-electron parabolic dot described by the energy $h \omega_{cy}$, with $\omega_{cy}/2\pi = 59.2$ GHz ($h \omega_{cy} = 1.07 \ h \omega_{cy}$), calculated using FCI with (blue) and without (yellow) interactions. (b-e) Electron density for the blue levels in (a) with each panel corresponding to a boxed cluster of levels with the corresponding border style.
device

Figure 3(b-e) shows electron density plots corresponding to the blue energy levels in Fig. 3(a), separated into four different manifolds, as indicated by the solid, dashed, and dotted bounding boxes. It is clear that these Wigner molecule eigenstates cannot be easily constructed from low-energy, single-electron orbital states. This manifold structure also helps to explain the energy spectrum in Fig. 3(a), since the gaps in the calculated spectrum correspond to changes in the spatial pattern of electron localization. Energy separations within a given manifold can be attributed to slight differences in orbital configurations and to varying contributions from valley excitations. Larger energy gaps between the manifolds correspond to characteristic changes in the electron localization.

Figure 3(a) shows the eigenvalues of a simple Hamiltonian (Eq. S3 of Ref. 32) motivated by the energy levels reported in Fig. 3 which we use to fit the Rabi and Ramsey data reported in this work. In Fig. 3(b) we plot the difference in energy between the ground and excited states; we plot in yellow the difference between these same states and the first excited state energy ($E_1 / \hbar = 0.75 \text{GHz}$). Although we do not directly observe this state, $E_1$, its presence is motivated by the FCI calculations described above, and we infer its existence and energy for reasons discussed below and in Sec. S6 of Ref. 32. In the experiments, this state has nonzero initialization occupation both because of non-adiabaticity of the pulse sequence (Sec. S7 in 32) and because of thermal excitation caused by electron temperatures of about 100 mK ($k_B T = 2.1 \text{GHz}$).

The data shown in Fig. 4(b) correspond to all the Rabi and Ramsey spectra reported in this work, as described in the legend. We plot the spectra from Fig. 1(b) as purple circles and green triangles, and we fit to them the transitions $E_{05}$ and $E_{15}$, corresponding to the differences between the ground and first excited states to the fifth excited state. The resonant frequencies from Fig. 4(a-c) are shown as navy blue diamonds (for the resonance that moves up between Fig. 2(a) and Fig. 2(c)) and pink diamonds (for the resonance that moves down between Fig. 2(a) and Fig. 2(c)). As discussed earlier, these points merge with decreasing $f_R$, providing additional evidence that these Rabi oscillations are driven from the ground and first excited state; if these two resonances belonged to the same dispersion, they would merge into a single chevron at the dispersion minimum instead of overlapping, as observed in Fig. 2(c) and Fig. S2 of Ref. 32. If both transitions occurred as excitation from the ground state, a level crossing would only occur if one of the tunnel couplings was anomalously low ($\leq 0.1 \text{GHz}$) which is not supported by the shape of the Ramsey spectra. Finally, the light blue squares in Fig. 4(b) show energies corresponding to Rabi oscillations reported in Fig. S2 of Ref. 32. The density of transitions in frequency space as compared with the FCI calculations support the necessity to consider both $E_0$ and $E_1$ transitions. In total, Fig. 4 summarizes the coherent control of eight different resonances in this Wigner molecule.

For the quantum dot hybrid qubit, it is useful to be able to tune the singlet-triplet splitting, where the energies of interest are bounded by temperature on the low end and ease of microwave engineering on the high end. For silicon dots, the non-interacting singlet-triplet energy is given by the valley splitting, which depends on lateral confinement only through wavefunction overlap with interface roughness 34. For strongly interacting electrons, this valley-like eigenstate gains contributions from many orbital levels, each of which depends strongly on lateral confinement. As we show in Fig. 5(b) of Ref. 32, the singlet-triplet splitting becomes strongly tunable in the presence of interactions. For the parameters considered here, varying the lateral confinement strength from 55 GHz to 90 GHz in the presence of interactions results in singlet-triplet splittings ranging from 0.18 GHz.
to 4.42 GHz, a variation of more than a factor of 20; in the non-interacting case this energy varies by only a factor of 2.6.

In conclusion, we have demonstrated coherent manipulation of a dense ladder of Wigner molecule energy levels. Eight transitions are controlled coherently using Rabi pulse sequences, and two levels are explored in more detail using Ramsey pulse sequences. A six-level model motivated by both experiment and FCI calculations is presented. The presence of such a Wigner-molecular regime with $E_{ee} \gg E_{orb}$ provides an additional tool for controlling the energy splittings in gate-defined quantum dots, enabling small changes in confinement to have a large impact on the energy splitting between adjacent levels.
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S1: Additional information for Figure 1

The data in Fig. 1 presents two distinct dispersions that are individually addressable. To produce Fig. 1(h), we averaged three data sets taken consecutively, as shown in Fig. S1(a). Additional data at low detuning is seen in Fig. S1(b). The purple circles in Fig. 4(b) are produced by fitting the resulting data from Fig. S1(a,b) for the frequency of oscillation. Similarly, to produce Fig. 1(j) we averaged the data shown in Fig. S1(c). Additional data taken at high detuning is shown in Fig. S1(d). Since the two plots in Fig. S1(d) are at different time steps, these data are first fit for their oscillation frequencies and the two fits are averaged together. The green triangles in Fig. 4(b) are produced by fitting the results from Fig. S1(c,d).

The differences in size of the Rabi oscillations in Fig. 1(g,i) and the differences in shape between Fig. 1(g,i) and Fig. 1(h,j) are indicative of two distinct energy levels. In order to map the resulting dispersions from Fig. 1(h,j) relative to each other, Fig. 1(g,i) are repeated at the same detuning, achieved using the microwave drives of $f_R = 8.33$ GHz and $f_R = 6.75$ GHz, as shown in Fig. S1(e,f). Rabi frequencies extracted from Fig. S1(c,f) are represented in Fig. 1(b) by including the $f_R = 6.75$ GHz magenta star at the same detuning as the $f_R = 8.33$ GHz orange star. Though we do not observe off resonant oscillations from one spectrum in measurements of the other, it does appear that the region of suppressed coherence in Fig. S1(c) is the region of enhanced coherence in Fig. S1(f) and visa versa.

The resonance in Fig. S1(f) belongs to the same energy level as that in Fig. 1(i), as can be seen by comparing Ramsey spectroscopy taken at the two $f_R$ locations, as shown in Fig. S1(g,h). The general shape of the data in Fig. S1(g,h) is consistent, and the only difference is a relative shift in $\delta V_{P2}$ by 0.96 mV. To produce the points in Fig. 1(b), we shifted the data in Fig. S1(d,h) by $\delta V_{P2}$ = 0.96 mV so that they match the detuning in Fig. S1(g).

![Fig. S1. Ramsey oscillation data averaging and alignment.](image)

The data in Fig. S1 presents two distinct dispersions that are individually addressable. To produce Fig. 1(h), we averaged three data sets taken consecutively, as shown in Fig. S1(a). Additional data at low detuning is seen in Fig. S1(b). The purple circles in Fig. 4(b) are produced by fitting the resulting data from Fig. S1(a,b) for the frequency of oscillation. Similarly, to produce Fig. 1(j) we averaged the data shown in Fig. S1(c). Additional data taken at high detuning is shown in Fig. S1(d). Since the two plots in Fig. S1(d) are at different time steps, these data are first fit for their oscillation frequencies and the two fits are averaged together. The green triangles in Fig. 4(b) are produced by fitting the results from Fig. S1(c,d).

The differences in size of the Rabi oscillations in Fig. 1(g,i) and the differences in shape between Fig. 1(g,i) and Fig. 1(h,j) are indicative of two distinct energy levels. In order to map the resulting dispersions from Fig. 1(h,j) relative to each other, Fig. 1(g,i) are repeated at the same detuning, achieved using the microwave drives of $f_R = 8.33$ GHz and $f_R = 6.75$ GHz, as shown in Fig. S1(e,f). Rabi frequencies extracted from Fig. S1(c,f) are represented in Fig. 1(b) by including the $f_R = 6.75$ GHz magenta star at the same detuning as the $f_R = 8.33$ GHz orange star. Though we do not observe off resonant oscillations from one spectrum in measurements of the other, it does appear that the region of suppressed coherence in Fig. S1(c) is the region of enhanced coherence in Fig. S1(f) and visa versa.

The resonance in Fig. S1(f) belongs to the same energy level as that in Fig. 1(i), as can be seen by comparing Ramsey spectroscopy taken at the two $f_R$ locations, as shown in Fig. S1(g,h). The general shape of the data in Fig. S1(g,h) is consistent, and the only difference is a relative shift in $\delta V_{P2}$ by 0.96 mV. To produce the points in Fig. 1(b), we shifted the data in Fig. S1(d,h) by $\delta V_{P2}$ = 0.96 mV so that they match the detuning in Fig. S1(g).
as experimentally measured. The data in Fig. 4(b) is converted from gate voltage to detuning with a detuning alpha of $\alpha_{V_2} = 0.085 \pm 0.009$.

S2: Additional information on data and simulation for Figure 2

TABLE S1. Sets of on-resonance oscillations discussed in Fig. 2 and Fig. S2. Each set is separated by a line.

| Set1 | $f_R$ (GHz) | Figure | $f_R$ (GHz) | Figure |
|------|-------------|--------|-------------|--------|
|      | 6.30        | Fig S2(a) | 6.15        | Fig 2(a) |
|      | 6.15        | Fig S2(c) | 6.10        | Fig 2(b) |
|      | 6.00        | Fig S2(d) | 6.00        | Fig 2(c) |
|      | 5.90        | Fig S2(e) | 5.90        | Fig S2(f) |

| Set3 | $f_R$ (GHz) | Figure | $f_R$ (GHz) | Figure |
|------|-------------|--------|-------------|--------|
|      | 5.85        | Fig S2(g) | 6.20        | Fig S2(b) |
|      | 5.80        | Fig S2(h) | -           | -      |

Figures 2 and S2 contain all the data used to extract the navy blue and pink diamonds in Fig. 4(b). Each diamond in Fig. 4(b) represents the center of a Rabi oscillation for a given drive frequency. As seen in Fig. 2 and S2, many of the data sets have two clear on-resonance oscillations. In these cases, both centers are plotted with the same frequency and different value of $\delta V_{P2}$. All of the extracted data from these two figures can be seen in Fig. S2(i), where the different markers correspond to different sets of data taken consecutively (before the device shifted). These sets are enumerated in Table S1. The uncertainty in Fig. S2(i) is the uncertainty in the center of the oscillation, while the uncertainty in these points in Fig. 4(b) includes uncertainty in their location relative to zero double-dot detuning.

The Rabi measurements shown in Fig. 2 indicate multilevel structure. We find that the best model that reproduces the main features of the experimental measurements in a simple way consists of four relevant states: two partially populated lower levels, separated by a small energy gap between the lowest two states in Fig. S2(i). We set $E_{01} = 3$ GHz, which is compatible with the small energy gap between the lowest two states observed in the experiment and large enough to avoid undesired interactions. The driving field is characterized by

$$H_{1}^{\text{toy}} = \delta \varepsilon \cos(\omega t)$$

$$H_{0}^{\text{toy}} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & E_{01} & 0 & 0 \\ 0 & 0 & f(\varepsilon) & 0 \\ 0 & 0 & 0 & g(\varepsilon) + E_{01} \end{pmatrix}$$

where $f(\varepsilon)$ and $g(\varepsilon)$ are interpolation functions based on the energy measurements, shown as blue and orange lines in Fig. 4(b). We set $E_{01}/\hbar = 3$ GHz, which is compatible with the small energy gap between the lowest two states observed in the experiment and large enough to avoid undesired interactions. The driving field is characterized by

$$H_{1}^{\text{toy}} = \delta \varepsilon \cos(\omega t)$$

$$H_{0}^{\text{toy}} = \begin{pmatrix} 0 & 0 & R_{02} & 0 \\ 0 & 0 & 0 & R_{13} \\ R_{02} & 0 & 0 & 0 \\ 0 & R_{13} & 0 & 0 \end{pmatrix}$$

where $R_{02}$ and $R_{13}$ are fitting parameters. The only other fitting parameter is the ground state population.
TABLE S2. Parameters $R_{02}$ and $R_{13}$ from Eq. S2 in addition to the drive frequency $f_R$ and ground state population $\rho_{00}$, which are all used for the simulations in Fig. 2(d-f).

|            | Fig. 2(d) | Fig. 2(e) | Fig. 2(f) |
|------------|-----------|-----------|-----------|
| $f_R$ (GHz) | 6.15      | 6.1       | 6.0       |
| $R_{02} \times 10^3$ | 0.443 | 0.463 | 0.616 |
| $R_{13} \times 10^3$ | 0.925 | 0.984 | 1.626 |
| $\rho_{00}$ | 0.7 | 0.7 | 0.65 |

$\rho_{00}$, assuming $\rho_{11} = 1 - \rho_{00}$. The fitting parameters used for each case are shown in Table S2.

We find that an even simpler model, such as a three-level system with a singly-populated ground state and two interacting excited states, might also be an explanation. However, the simulations with this simpler model added more unobserved interference phenomena. We note that the simple four-level model is rather limited since the values of the Rabi parameters $R_{02}$ and $R_{13}$ should depend on detuning. Moreover, the energy level landscape is more complicated than a four-level system.

Nevertheless, this simple model captures the main features in the measurements.

Finally, to simulate the presence of noise in Fig. 3, we perform a Gaussian convolution with $\sigma_\epsilon = 7.1 \mu eV$. This number is extracted by averaging the $\sigma_\epsilon = \sqrt{2h \Delta f_2}$ computed with $T_2^*$ and $\Delta E_\epsilon$ from the 7.30 GHz and 8.33 GHz resonances shown in Fig. 2.

S3: Additional data for Figure 4

Figure S3 contains the measured Rabi oscillations corresponding to the plots in Fig. 4(b). The data in Fig. S3 is grouped in four sets, (a-e), (f-i), (j,k), and (l), as shown in (m). Each set represents a portion of data from (m) is mapped to the detuning axis in (n) by trying to simultaneously have both (e,i) and (b,k) be as close as possible. The location of (e,l) relative to the polarization line, which should be at the zero detuning point for the DQD, is approximated using their resonant locations within the latched readout region, stability diagrams and
the pulse height.

The data in Fig. S4 appears as a purple star in Fig. 4(b).

**S4: Simulation details for Figure 3**

The simulation results shown in Fig. 3 are performed by combining a full configuration interaction (FCI) approach with the empirical tight-binding (TB) theory of Boykin et al. [35, 36]. In the TB model, the nearest-neighbor and the next nearest neighbor hopping parameters $t_1 = 0.6829$ and $t_2 = 0.6119$ are chosen such that the location of the resulting band minima coincide with the location of bulk silicon's conduction band minima and the effective mass, determined by the curvature of the conduction band at its minima, is equal to the lateral effective mass of bulk silicon. With an additional hopping parameter $t_3$, chosen such that the transversal effective mass of bulk Si is obtained, the model becomes two-dimensional in the x-z plane. We are thus able to study the effects of different interface profiles by simply assigning on-site terms $E_{Si}$ and $E_{SiGe}$ to grid points in different patterns. Resulting wave functions have fast oscillations in z that are responsible for the breaking of valley degeneracy, and disorder at the interface causes valley and orbital degrees of freedom to couple. In the calculations, we treat the third dimension y analytically with the assumption that the confinement potential is parabolic.

While TB provides an accurate description of single electron wave functions by capturing the valley physics of silicon and allowing modeling of the quantum well interface disorder, FCI allows us to calculate two electron energies by including the effects of electron-electron interactions. After adding the spin degree of freedom, we generate all possible two-electron Slater determinants based on the 45 lowest energy TB eigenstates, which constitute the basis for the FCI calculation. We calculate the full Hamiltonian, including the electron-electron interaction term (with dielectric constant 11.4 [37]), in this basis and diagonalize it to obtain the two-electron energy eigenvalues and eigenstates. For the simulation in Fig. 3 we used a tilted quantum well interface with a tilting angle of $\sim 0.2^\circ$, quantum well width of 9.1 nm and an electric field of 0.6 MV/m perpendicular to the interface. With these parameters, valley splittings range from 2.4 to 4.8 GHz (10 to 20 $\mu$eV) in the considered $\hbar\omega_x$ domain, and in particular is 3.81 GHz (14 $\mu$eV) for the $\omega_x/2\pi = 59.2$ GHz used in Fig. 3(a). We pick the location of the center of the dot with respect to the interface to obtain the best agreement with the experimental data.

As described in the main text, the Wigner parameter $R_W = E_{ee} / E_{orb}$ is used to classify Wigner molecules. Here we take $E_{orb} = \hbar\omega_x$ and calculate the Coulomb energy of two point charges separated by the characteristic length scale of the quantum dot, which is a typical measure of the electronic repulsion in the system. This results in $E_{ee} = \frac{e^2}{4\pi\epsilon_0} \frac{m_t \hbar \omega_x}{\hbar}$, where $m_t$ is the effective mass. Using the $m_t$ and relative permittivity in Si, with $E_{orb}/\hbar = 59.2$ GHz consistent with the FCI calculations presented in Fig. 3, we obtain $R_W = 12.74$.

To closely observe the effects of electron-electron interactions on the energy spectrum, we gradually introduce them in our simulations by using an artificial electron charge $e^*$ that ranges from 0 to real electron charge $e$. Two-electron energy level splittings from the ground

**S5: Electron-electron interactions**

![Graph](image)
state are plotted in Fig. S5 as a function of both \((e^*/e)^2\) and \(R_y\). In the absence of electron-electron interactions, the two-electron energy spectrum is dictated by smaller (5-15 GHz) valley splittings and larger (60 GHz) orbital splittings. With increasing interaction strength, two-electron wave functions are formed with contributions from many excited valley and orbital states, as the electrons are increasingly driven away from each other. This hybridization results in densely packed energy levels in the strong interaction regime, which is seen in Fig. S4.

S6: Choice of Hamiltonian Parameters for Figure 4

TABLE S3. Parameters for Eq. S3 chosen to best fit the data and percent change in each parameter that degrades the fit.

| Energy \(E_n\) E/h (GHz) | \(\Delta\) \(\varepsilon\) \(\delta E\) (%) | Tunnel Coupling \(\Delta/h\) (GHz) | \(\delta\) \(\Delta\) (%) |
|--------------------------|-----------------|-----------------|-----------------|
| -                        | -               | \(\Delta_0\) 6 | 10              |
| \(E_1\) 0.75             | 20              | \(\Delta_1\) 1.5 | 30              |
| \(E_2\) 4.3              | 10              | \(\Delta_2\) 1.5 | 30              |
| \(E_3\) 5.1              | 8               | \(\Delta_3\) 1.5 | 30              |
| \(E_4\) 6.1              | 5               | \(\Delta_4\) 1.5 | 30              |
| \(E_5\) 9               | 4               | \(\Delta_5\) 10.5 | 10              |

The lines in Fig. 4(a) are the eigenvalues of

\[
H = \begin{pmatrix}
\varepsilon/2 & \Delta_0 & \Delta_1 & \ldots & \Delta_5 \\
\Delta_0 & -\varepsilon/2 & 0 & \ldots & 0 \\
\Delta_1 & 0 & -\varepsilon/2 + E_1 & \ldots & 0 \\
\Delta_2 & 0 & 0 & \ldots & 0 \\
\Delta_3 & 0 & 0 & \ldots & 0 \\
\Delta_4 & 0 & 0 & \ldots & 0 \\
\Delta_5 & 0 & 0 & \ldots & -\varepsilon/2 + E_5
\end{pmatrix}
\]

which describes a system of five excited states in the right quantum dot coupled to the left quantum dot. The values for energies \(E_n\) and tunnel couplings \(\Delta_n\) are listed in Table S3. Though we have a large quantity of data, including two detuned-Ramsey measurements of different levels (Fig. 1(h, j)), Rabi measurements of eight different levels (Fig. 1(g, i), Fig. S3), and Rabi measurements of two merging levels (Fig. 2(a-c), Fig. S2), the five-level model from Fig. 4(b) based on Eq. S3 is still under-constrained. It has 11 independent parameters: five energies, \(E_1 - E_5\), and six tunnel couplings, \(\Delta_0 - \Delta_5\).

The detuned Ramsey data from Fig. 1(h) (purple circles in Fig. 4(b)) provides an approximate value for \(E_5\) and \(\Delta_5\), which respectively govern the high-detuning asymptote and low-detuning shape of \(E_{05}\). Similarly, the set of detuned Ramsey data from Fig. 1(j) (green triangles in Fig. 4(b)) places strong constraints on \(E_{15}\). Since \(E_{05} - E_{15} = E_{01}\), these two Ramsey sets of data together constrain the high-detuning asymptote and low-detuning shape of \(E_{01}\), thereby dictating the values of \(E_1\) and \(\Delta_0\).

With this constraint on \(E_{01}\), the relation \(E_{0n} - E_{1n} = E_{01}\) narrows the values of the other energies \(E_{2} - E_{4}\). Each energy \(E_n\) has at least two Rabi measurements (one for \(E_{0n}\) and one for \(E_{1n}\)) to define its value. Table S3 shows the percent change in each energy \(E_n\) which degrades the fit.

The individual tunnel couplings \(\Delta_1 - \Delta_4\) are not as firmly constrained as the energy values. However, as all the eigenvalues are interdependent, the individual tunnel couplings as well as the sum of the tunnel couplings are constrained to be within a certain range. For example, having any or all of \(\Delta_3\) too large will push both \(E_{01}\) downward and \(E_{05}\) upward, both of which are well constrained, as discussed above. Table S3 shows the percent change in each tunnel coupling \(\Delta_0\) and \(\Delta_5\), as well as the percent change for all the tunnel couplings \(\Delta_1-\Delta_4\) which are set equal, that degrades the fit.

S7: Estimations of excited-state populations

TABLE S4. Expected ground \((\rho_0)\) and excited state \((\rho_{1,3})\) populations based on the pulse sequence used.

| Pulse | \(\varepsilon_h\) (µeV) | \(t_g\) (ns) | \(\rho_0\) | \(\rho_1\) | \(\rho_3\) |
|-------|-----------------|------|-------|-------|-------|
| 1     | 680             | 6    | 0.841 | 0.082 | 0.054 |
| 2     | 646             | 6    | 0.873 | 0.083 | 0.023 |
| 3     | 612             | 6    | 0.872 | 0.082 | 0.026 |
| 4     | 816             | 9    | 0.864 | 0.076 | 0.038 |

In the experiment, the qubit is initialized at very negative detuning values. In this region, the ground state is well-separated from the first-excited state, ensuring proper initialization. To manipulate the qubit, the detuning is pulsed from this region to positive detuning. Due to the large number of low-lying excited states, some excited states may be populated during this process. To estimate the excited-state populations, we simulate the initialization pulse to the positive detuned regime.

To describe the qubit, we consider the effective model given by Eq. S3. This model, while an approximation, provides intuition on the interactions with the excited states. In the experiment, the initial detuning value ranges from \(-400\) to \(-300 \mu eV (-97 to -73 GHz). Since the experimental pulses go from the negative far-detuned regime to the positive detuned regime, the actual initial detuning position is not relevant; hence, we choose \(\varepsilon_0 = -350\mu eV\). The simulated pulse is simply \(\varepsilon(t) = \varepsilon_0 + \varepsilon_h/t_g \cdot t\), where \(\varepsilon_h\) is the pulse height and \(t_g\) the duration of the pulse.

We consider the four different experimental pulses in Table S4, which are representative of the pulses used in this work. The three states with the highest initialization population are also shown in the table. The results show that the ground state is the most populated, and that there is non-negligible population in the first excited
state, consistent with the experimental results reported in the main text. The third excited state, which has the next highest initialization population, is less populated and not observed in the experiments.

S8: Pulses and pulse corrections

Pulses are generated using a two-channel Tektronix AWG 70002A and changing the relative skew between the two channels. We perform lock-in measurements at the frequency with which we modulate on and off the application of microwave pulses. Each pulse consists of a short manipulation phase followed by a longer measurement phase of typical duration 1.2 μs. The typical modulation frequency is around 10kHz. The reported Ramsey fringes are the amplitude of the lock-in signal.

The pulse sequences we use consist of quasi-dc changes in detuning combined with ac microwave bursts. Because of the frequency dependent attenuation down the dilution refrigerator, we apply pulse corrections to make our dc pulses more similar to the intended shape. We use S21 measurements of the high frequency lines to determine the frequency dependent attenuation expected. We then take a FFT for a step function, and weight the spectrum according to our S21 measurements. An inverse FFT is taken to obtain the corrected pulse segment, which becomes the building block for our new pulse sequence. We apply the corrected building block for every change in dc level to our intended dc pulse sequence. This pulse sequence visually looks like an overcorrection of the pulse in order to counteract the measured finite rise-time. We finally add in any ac components to our pulses. After these pulse corrections, there is still an observable drift in the top of the pulse as a function of time for short times (Ramsey measurements). To place points on Fig. 4(b) it is important to know the detuning. Thus, we perform additional post-processing to the Ramsey data by shifting line scans with the function \(A(1 + be^{-t/\tau})\) in order to align the dispersion minima of consecutive Ramsey oscillations. This allows us to accurately plot detuned Ramsey data for small times, such as the purple circles and green triangles in Fig. 4(b). Here, A is the detuning pulse amplitude, \(b = 0.2\), and \(\tau = 1.8\) ns.
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