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Abstract

Apple tree bloom onset in Germany has advanced by 2 days/decade in 1951-2014 and by 3 days/decade in 1988-2014, behaving similarly in respect to its evolution since 1951 and its sensitivity to temperature to other species’ phenological spring phases. The evolution however was not linear; by conducting a split moving-window dissimilarity analysis (SMWDA) we were able to detect the “break-period” 1987-1989 which coincides with a breakpoint that has been identified in the phases of the North Atlantic Oscillation (NAO). We observed distinct spatial patterns with apple bloom advancing from southwest to northeast and, most interestingly, a longitudinal gradient in the trend of apple bloom onset revealed by a probabilistic principal components analysis (PPCA). In the period of 1951-2014, plants located in the east displayed a much stronger trend (-16.53 days on average) than those in the western part of the country (-6.74 days on average). This pattern seems to be linked to patterns in temperature which is highly correlated to apple bloom onset (best one predictor model: mean temperature March to May, $R^2 = 0.82$, -6 days/°C): the coldest regions exhibit the strongest warming trends and the greatest advances in apple bloom onset.
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Introduction

Tree phenology is in general affected by three parameters: photoperiod (day length relative to night length), winter chilling, and temperature. Short photoperiod in autumn and low temperatures induce endodormancy, a state in which all growth in the plant ceases. In this state,
no growth will take place even if temperatures are high enough. Since photoperiod in autumn (inducing dormancy) and in spring (release of dormancy) is similar in length, additional information is necessary for the plant to break dormancy: winter chilling. After a certain amount of chilling units (hours spent at low temperatures) have been accumulated and the plant is exposed to short photoperiod, it enters into ecodormancy. Growth is possible in this state, but only if environmental conditions are favourable. In this phase, bud break and afterwards flowering depend on temperatures (Kwolek and Woolhouse, 1982; Li et al., 2003; Heide, 2008). Plants are cold hardy and can tolerate very low temperatures during endodormancy, whereas they can be affected by cold spells in spring if the chilling requirement is already fulfilled and they have reached the state of ecodormancy (Anderson et al., 2010). However, not all woody plants are sensitive to photoperiod. Tropical trees and opportunistic, pioneer species, such as hazelnut, beech and poplar, only rely on temperature information to induce and release dormancy (Körner and Basler, 2010). Heide and Prestrud (2005) showed that apple trees are also part of the plant group that are non-photosensitive and for which temperature is the most deciding factor.

All scenarios of the International Panel on Climate Change (IPCC) anticipate globally increasing temperatures within the next century; the most pessimistic scenario predicts an increase of 3.7 ± 1.1°C, and the most optimistic scenario predicts an increase of 1 ± 0.7°C by 2100 (IPCC, 2014). Effects of global warming on ecosystems and communities and on the phenology of plants and animals in particular have been observed already (Walther et al., 2002; Badeck et al., 2004). These effects are not homogeneous. Several studies have shown that the growing season is lengthening in Western and Central Europe since dormancy induction in autumn is delayed while bud break takes place earlier in spring (Chmielewski and Rötzer, 2002; Menzel et al., 2006). In Eastern Europe, however, the beginning of the flowering season was delayed by two weeks in the period of 1951 until 1998 (Ahäs et al., 2002).

In Germany, spring phenological stages across several plant species have advanced and this advancement is well correlated with the air temperature of the preceding months (Menzel, 2003; Englert et al., 2008). Phenological events in temperate regions largely depend on temperatures which are correlated to the North Atlantic Oscillation (NAO, cf. Menzel, 2003). Many studies have found there to be a breakpoint in the phases in the NAO in the second half of the 1980s (see for example Hurrel, 1995; Werner et al., 2000; Scheifinger et al., 2002; Mariani et al., 2012 and Richard et al., 2014). Given the relations between NAO, temperature in Europe and phenological events, it seems likely that the breakpoint in the phases of the NAO be reflected in phenological events.

To test this hypothesis, we analyse in the present study the evolution of the apple bloom onset in Germany since 1951 in detail, examining spatial, temporal and spatio-temporal effects. We then relate apple bloom onset to temperature variability in the same period to analyse whether apple bloom onset has been modified in response to changes in the phases of the NAO and in response to climate change. This study complements that of Chmielewski et al. (2011) which defined phenological models of apple blossom in Germany, but was restricted to the period 1961-2005 and did not examine trends and breakpoints.

With our analyses we want to answer the following questions: (1) Does the date of apple bloom onset in Germany change in the period of 1951 to 2014? (2) Can breakpoints in the study period be observed that mark a change in the temporal development? (3) Which air temperature variables and which period of the year explain apple bloom the best? And (4): Is the evolution of apple bloom onset spatially homogeneous or do spatial patterns in the temporal development exist? How does temperature variability relate to this evolution?
1. Data and methods

1.1. Phenological data set

The German meteorological service (Deutscher Wetterdienst, DWD) has developed a large database of different phenological stages of different plant species that reaches back to the early 20th century. This database (available via the Climate Data Center (CDC) of the DWD, https://opendata.dwd.de/climate_environment/CDC/observations_germany/) is being sustained by volunteers who report the entry of a certain species into a phenological stage in their region, which is associated with an individual station number, either immediately (immediate reporters) or annually (annual reporters). The volunteers follow a specific protocol (available at https://www.dwd.de/DE/klimaumwelt/klimaueberwachung/phaenologie/daten_deutschland/be_obachtersuche/beobachteranleitung.html). The data is quality controlled by the DWD who estimates that 1 to 2% of observations are erroneous each year.

Our dataset comprised both observations from immediate and annual reporters (DWD CDC, 2018b and DWD CDC, 2018c) and we focused our analysis on the onset of bloom of apple trees, i.e. where at least three flowers of a tree are completely open (BBCH code 60), one of the phenological stages that has been observed the longest by the DWD. We did not focus on a specific cultivar of apple trees; instead we used a database with a variety of them. The DWD distinguishes only since 1990 between early and late cultivars. As we were interested in the long term evolution of apple bloom onset, with particular focus on the late 1980s, we chose to use a compiled database with data since 1951. It is important to note that there are disparities in phenological behaviour amongst varieties and that our analysis should therefore be seen as a mean indication for apple trees in general. However, the differences in the beginning of apple blossom between the cultivars are relatively small in Germany (Chmielewski et al., 2011). In addition to the data control of the DWD, we performed a quality control for each station individually using the method of Tukey’s fences (Tukey, 1977), where a value x is considered an outlier if:

\[ x \notin [Q_1 - k \times (Q_3 - Q_1), Q_3 + k \times (Q_3 - Q_1)] \]

where \( k = 1.5 \), \( Q_1 \) = 1st quartile and \( Q_3 \) = 3rd quartile.

Since phenological data was not continuous for all stations, we reduced the dataset for the spatio-temporal and spatial analyses by excluding stations which had more than 5% of missing values since 1951. The period before 1951 was not analysed since there were less than 32 observations per year. This resulted in a dataset of 54 stations with nearly continuous data between 1951 and 2014 (referred to as “reduced dataset” below, figure 1a).

Concerning the temporal analysis, the discontinuity of data was not of major importance since the analysis was carried out on the national scale. Despite a strong reduction in observations after 1990, our analyses are robust since the distribution of observation stations stayed fairly homogenous across the country. Therefore we used the whole dataset to calculate national means per year, with as many as 3350 observations in 1980 and as little as 330 observations in 1991.

The whole phenological dataset covers the country nearly uniformly; latitude and longitude distributions of available stations follow Gaussian distributions. 44% of the stations were situated at less than 150m of altitude, 22% between 150 and 300m and 18% between 300 and 450m. In total, 84% of the stations were situated at altitudes of less than 450m which corresponds to the topography of the country since only a little part of it (mainly in the south) is situated at high altitudes. The reduced dataset, which was used for the spatio-temporal and spatial analyses, shows a different geographical distribution. Available stations were
concentrated in the south and to the east which is the reason for a different altitude distribution: 26% of the 54 stations were located below 150m of altitude, 20% were situated between 150 and 300m and 26% between 300 and 450m. Therefore, 72% of the stations were located below 450m, compared to 84% for the whole dataset.

Figure 1. (A) Spatial coverage of phenology stations and (B) of weather stations in Germany. The 54 selected phenological stations for the spatio-temporal and spatial analyses are shown in red in Fig. 1a. (A) Réseaux des stations phénologiques et (B) des stations météorologiques en Allemagne. Les 54 stations phénologiques qui ont été choisies pour les analyses spatio-temporelles et spatiales sont montrées en rouge (Fig. 1a).

1.2. Climate data set

Daily mean temperature data of the period of October 1950 until June 2014 was also obtained via the Climate Data Center of the DWD (DWD CDC, 2018a). It is important to note that the measuring standards were not the same in East and West Germany before the reunification of the country in 1989 when they were harmonised, however there were manual quality controls. In order to minimize error sources in our analyses, we used the same method as for the phenological data set to remove outliers. Since we were also interested in the spatial aspect of the connection between air temperature and apple bloom evolution, we chose to use station temperature data.

Similarly to the phenological dataset, there is a discontinuity in station data concerning the daily temperatures. Nevertheless, we deemed the dataset large enough to calculate representative daily temperature mean values on the national level. These were calculated using data from at least 386 stations spread over the country (figure 1b). With the obtained daily mean temperatures, we were able to calculate several seasonal and bi-monthly means for each year.
of the study period. Both phenological and climate data that we used is available at the Climate Data Center of the DWD (https://opendata.dwd.de/climate_environment/CDC/).

1.3. Statistics

1.3.1. Spatio-temporal analysis of apple bloom onset

We used a split moving-window dissimilarity analysis (SMWDA) with Monte-Carlo significance on the complete dataset (Kemp et al., 1994; Bigot et al., 1998) employing four different window sizes (10, 16, 22 and 26 years) in order to find out whether breakpoints could be determined in the evolution of the apple bloom trend between 1951 and 2014. This method places a window divided in two subparts at the beginning of a data series. Then, the mean values of the two subperiods and the Euclidian distance between the two of them are calculated, and the window is moved forward using a one-year step. Subsequently, the distance values are plotted against the location of the window midpoint where peaks correspond to potential discontinuities in the time series. To determine the significance of the breakpoints, a Monte Carlo test is applied where the individual data points are redistributed randomly and a test statistic is created with the mean distances. Then, we fitted linear regressions on the time series of mean apple bloom onset for the individual periods limited by the calculated breakpoints. Linear regressions were also fitted to the full time series (1951-2014) to detect long-term trends.

To see whether the results of the analyses of the complete dataset held true when analysing the reduced dataset of 54 stations, we repeated the SMWDA on the averaged bloom dates of the 54 stations in the period of 1951 to 2014. Subsequently, we analysed spatial patterns of the mean apple bloom date from 1951 to 2014 for the reduced dataset by conducting stepwise forward multiple regression (with the criterion to include variables if \( p < 0.05 \)) taking the variables latitude, longitude and altitude into account. We also examined the relationship between spatial variables and the trend of bloom at the individual stations to see whether it was determined by spatial patterns.

We then performed a probabilistic principal component analysis (PPCA) to analyse whether a covariance in time of the 54 stations existed. This method allows performing a PCA on a dataset with missing values, which can be reconstructed afterward. It is based on the application of an expectation-maximization algorithm on PCA where maximum likelihood values for missing data are directly estimated at every iteration (Roweis, 1998). This method, proposed by Roweis (1998), was further simplified by Verbeek et al. (2002). PPCA was successfully used in several climatological studies at interannual time-scales, either to reconstruct data matrices (e.g. Moron et al., 2016) or to analyse the space-time variability of climate variables (e.g. Lopes et al., 2016). In our study, PPCA was applied to the interannual variations of the apple bloom dates at the 54 stations.

1.3.2. Climate variables explaining temporal variability of apple bloom onset

Previous studies that have analysed the relation between phenology and temperature used 2- or 3-monthly mean spring air temperature as a predictor for bloom onset (cf. Menzel, 2003; Chmielewski et al., 2004). However, models of bloom prediction often use sequential models in which not only spring temperature but also winter temperature is included in order to account for the chilling effect, see for example Legave et al. (2008) In these models, cumulated temperatures are used since plant development and growth do not occur below a certain threshold just as the chilling requirement is not fulfilled if temperatures are too high; mean temperatures might not be a satisfactory variable in this case. However, it is very difficult to put numbers to these thresholds since they may vary between species.
Therefore, we calculated running correlations over 2-month periods of different temperature variables with the onset of apple bloom in Germany to determine which periods and which kinds of thermal variables explained the onset of apple bloom the best. We calculated temperature means as well as positive cumulated temperatures representing the heating effect and negative cumulated temperatures representing the chilling effect. We used two different ways to calculate the cumulated temperatures (after Legave et al., 2013):

\begin{align*}
\text{(eq. 1) a: Chilling effect} & \quad F_c(T) = |T - T_c| \text{ if } T < T_c, F_c(T) = 0 \text{ if } T > T_c \\
\text{b: Heating effect} & \quad F_h(T) = 0 \text{ if } T < T_h, F_h(T) = T - T_h \text{ if } T > T_h \\
\text{(eq. 2) a: Chilling effect} & \quad F_c(T) = e^{(T/T_c)} \\
\text{b: Heating effect} & \quad F_h(T) = e^{(T/T_h)}
\end{align*}

where $T=$Temperature in °C, $T_c$ and $T_h=$temperature thresholds (c: chilling and h: heating effect, here $T_c=T_h=7°C$).

Firstly, we used a linear model, i.e. we added up all temperatures below or above 7°C (as described in equation 1). This threshold was chosen following Naor et al. (2003) and Ferree and Warrington (2003) in Celton et al. (2011). Secondly, we used an exponential model (equation 2) to include the possible scenario that temperatures well above 7°C promote growth and development better than temperatures just above the threshold. We then calculated running correlations between the five temperature variables: mean temperature, linearly cumulated positive temperature (eq. 1b), linearly cumulated negative temperature (eq. 1a), exponentially cumulated positive temperature (eq. 2b), exponentially cumulated negative temperature (eq. 2a) and the onset of apple bloom (using the averaged date per year of the whole dataset), starting October 1st and moving the correlation window by one week per iteration. As a result we obtained correlations of 31 different periods of the year for five different temperature variables.

Subsequently, we did several stepwise forward multiple regressions, including only time periods of variables for which the initial correlation was significant (p-value < 0.05) and only one prediction period per variable for every model (to avoid using one variable twice in a model). Two further stipulations were that the starting date of the prediction period of the cumulated positive temperatures had to be after January 1st (since they were supposed to simulate the warming effect), and that the starting date of the cumulated negative temperatures had to lie in the previous year (to take the chilling effect into account). This way, we obtained for each possible combination meeting the stipulations the best model. Out of these best models, we chose those where $R^2 > 0.9$. We then examined which temperature variable and which time period for each variable was used the most to create a “best model”.

1.3.3. Spatial temperature analysis and relations with apple bloom onset

In order to conduct a spatial analysis of temperatures and apple bloom onset we had to match climate stations to phenological ones. To increase representativeness and to cover the whole period of 1951 to 2014, we averaged daily temperatures of all climate stations that were in the vicinity of a phenological station, i.e. not further away than 0.32° in latitude and 0.52° in longitude (about 35 km). An additional criterion was that the elevation of the climate stations should not differ by more than 60 m from that of the phenological station, except for three stations where we increased this criterion to include stations that were up to 100 m lower than the phenological station. Using these criteria, we had to decrease the dataset of 54 stations to 50 stations since there was not sufficient data available for four of them. For these 50 stations we calculated mean air temperatures and temperature trends between 1951 and 2014 for two different seasonal periods: November 25th to January 24th and February 10th to May 2nd because these periods will show to exert control on apple bloom.
Analogous to the spatial analysis of the apple bloom onset, we used stepwise forward regression to analyse the relationship between the spatial variables (latitude, longitude and altitude) and the mean temperatures and temperature trends. We also calculated Pearson correlation coefficients for the individual variables. We furthermore analysed the relation between the spatial pattern of temperature trend and mean temperature using Pearson’s correlation coefficient. To see to which extent apple bloom trends are linked to temperature means and trends, we conducted linear regressions between apple bloom trends and mean temperatures in spring and winter as well as between apple bloom trends and temperature trends in spring and winter.

2. Results

2.1. Spatio-temporal analysis of apple bloom onset

On average, apple bloom onset in Germany in the period of 1951 to 2014 was on May 2nd, with a relatively low interannual variability of one week (figure 2a).

![Figure 2](image-url)
A linear regression fitted over the whole period gave a significant negative trend of -0.22 days/year (p-value < 0.001), suggesting a gradually earlier apple bloom onset. However, the SMWDA conducted on the whole dataset revealed breakpoints at the end of the 1980s (in the years 1987-1989). These breakpoints are very robust since they held true for all window sizes used in the analysis (figure 2c). The two sub-periods before and after this breakpoint actually show contrasted behaviours. A regression over the years 1951 to 1988 showed a significant trend towards a later bloom (+0.17 days/year = 1.7 days/decade, p-value < 0.1). Only the trend in the second part of the study period was negative (-0.30 days/year on average = -3 days/decade, p-value < 0.05). When comparing the two subperiods, the mean apple bloom onset in the period 1988 to 2014 was about ten days earlier than in the first subperiod (May 6th in the first period compared to April 26th in the second period).

When examining the spatial patterns of the mean apple bloom date, we found it to be strongly determined by latitude, longitude and altitude (table 1 and figure 3a). A model taking these three variables into account explained 83% (adjusted R²) of the variability of the apple bloom in the dataset of 54 stations in Germany. The higher the latitude and altitude and the further east in the country, the later the apple bloom, i.e. apple bloom in Germany occurs earlier in the southwest than in the northeast of the country and earlier at lower altitude than at higher altitude. The only significant spatial variable related to the apple bloom trend was longitude (table 1). The further east one goes, the stronger the trend to an earlier date of bloom (figure 3b).

Table 1. Spatial analysis of mean apple bloom onset (a) and apple bloom trend (b) in Germany between 1951 and 2014. The results refer to a multiple linear regression in (a) and a simple linear regression in (b); 54 stations were analysed. Analyse spatiale de la floraison moyenne des pommiers (a) et de la tendance de la floraison (b) en Allemagne entre 1951 et 2014. Les résultats se réfèrent à une régression multiple linéaire (a) et à une simple régression linéaire (b) ; 54 stations ont été analysées.

|                      | Standardized coefficient estimate | Standard error | t       | P-value |
|----------------------|----------------------------------|----------------|---------|---------|
| a) Mean apple bloom   | (R²_adj = 0.83)                  |                |         |         |
| Latitude             | 1.16                             | 0.09           | 12.62   | <0.001  |
| Longitude            | 0.18                             | 0.07           | 2.61    | 0.01    |
| Altitude             | 1.13                             | 0.1            | 11.24   | <0.001  |
| b) Trend apple bloom | (R² = 0.13)                      |                |         |         |
| Longitude            | -0.39                            | 0.13           | -3.01   | 0.004   |

As a mean to synthesize the spatial patterns of interannual variations in apple bloom dates, PPCA was applied to the matrix of 64 years and 54 stations. Note that we checked that in this reduced data set breakpoints and trends were consistent with those obtained with the full data set. The first two principal components, which together explain 79% of the variance, were retained. All 54 stations were highly correlated (Pearson correlation coefficient > 0.7) with PC1 which represented 75% of the information (results not shown). The corresponding time series (figures 4a and 4b) show a very similar temporal variation as found above from the complete data set. The same breakpoints (or “break period”) as identified above (1987 to 1989) were found on the PC1 times series. PC1 therefore confirms that there is a strong, quasi-uniform signal of apple bloom variability across the whole of Germany. Only 19 stations were significantly correlated to the second principal component (PC2, which represented 4% of the total information). The stations that showed the lowest correlations with PC1 showed the highest correlations with PC2 and were situated in the eastern part of Germany (figure 4c). The corresponding time-series (figure 4b) showed a linearly advancing date of bloom without...
breakpoint. On the whole, the PPCA revealed that all stations followed the same trend towards an earlier bloom date despite a great interannual variability but that there were 19 stations that behaved slightly differently, as demonstrated by PC2 which superimposed on the PC1 signal at these stations.

To further examine the stations where a significant correlation (p-value < 0.1) with PC2 was found, we divided them into two groups (group 1: negative correlation with PC2, group 2: positive correlation with PC2). We then performed an analysis of variance (ANOVA) on the means and trends of these two groups to see whether the mean bloom date and the trend of the bloom date of the stations that showed a positive correlation to PC2 differed significantly from those that showed a negative correlation. We furthermore fitted linear regressions over the mean bloom dates of each group in the period 1951 to 2014 to examine if the evolution of the bloom date over time was the same for the two groups.

The ANOVAs performed on the two groups showed that yearly mean bloom dates and trends of bloom dates differed significantly (mean: F1, 127 = 58, p-value < 0.001; trend: F1, 18 = 44, p-value < 0.001), with stations of group 1 (negative correlations with PC2) blooming earlier on average and displaying a weaker trend of an advancement of bloom. The stations belonging to group 1 were situated in the western part of the country and showed a significant trend towards a later date of bloom in the period before the breakpoint in 1988 while this trend was reversed in the second period, whereas the stations in group 2 showed no trend in 1951-1988 but a negative trend in 1988-2014 (table 2 & figure 5). Group 1 displayed a trend of -6.74 days on average in the period of 1951 to 2014, while group 2 displayed an average trend of -16.53 days in the same period. Overall, it was noted that in the period of 1951 to 1988 the difference in the mean bloom dates between the two groups was decreasing with time while it stayed
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approximately the same since 1988. Altogether, while significant regional differences are present, they are only superimposing the overall signal of a significantly earlier bloom.

Figure 4. Results of a probabilistic principal component analysis (PPCA) of the evolution of the apple bloom onset between 1951 and 2014 at 54 stations in Germany. Fig. 4a and 4b: time-series of the first two principal components (PC1 and PC2). A split moving-window dissimilarity analysis (SMWDA) of the time series of PC1 revealed a breakpoint in the period of 1987-1989. The trends as indicated by the dotted and solid lines are significant at a level of 0.05. Fig. 4c shows Pearson correlation coefficients of the time series of the individual stations with PC2. Solid circles show a correlation where p-value < 0.001, and broken circles show a correlation where 0.001 < p-value < 0.1. The principal components are expressed in the unities of the original variables (days) and take the variance associated with each component into account. Résultats d’une analyse probabiliste en composantes principales (PPCA). Fig. 4a et 4b : séries temporelles des deux premières composantes (PC1 et PC2). Une analyse de dissimilarité d’une fenêtre glissante fractionnée (SMWDA) de la série chronologique PC1 a révélé un point de rupture dans la période de 1987 à 1989. Les tendances (indiquées par les traits pointillés et le trait continu) sont significatives au niveau de 0.05. La carte à droite (Fig. 4c) montre les coefficients de corrélation de Pearson des séries chronologiques des stations individuelles avec PC2. Des cercles continus montrent une corrélation avec p-value < 0.001 et les cercles interrompus montrent une corrélation avec 0.001 < p-value < 0.1. Les composantes principales sont exprimées dans les unités des variables de départ (jours) et tiennent donc compte de la variance associée à chaque composante.

Table 2. Slopes of linear regressions of the mean apple bloom onset of two subgroups, for the whole time period and for the two subperiods as defined from the split moving-window dissimilarity analysis (SMWDA). n.s.: not significant, *: 0.01 < p-value < 0.05, **: 0.001 < p-value < 0.01, ***: p-value < 0.001. Pentes des régressions linéaires de la floraison moyenne des pommiers de deux sous-groupes, sur la période entière et sur les deux sous-périodes comme définies par l’analyse de dissimilarité d’une fenêtre glissante fractionnée (SMWDA). n.s. : pas significatif, * : 0.01 < p-value < 0.05, ** : 0.001 < p-value < 0.01, *** : p-value < 0.001.

| Slopes of linear fits               | 1951-1988 | 1988-2014 | 1951-2014 |
|-------------------------------------|-----------|-----------|-----------|
| Negative correlation with PC2       | 0.36**    | -0.46**   | -0.11*    |
| Positive correlation with PC2       | 0.03 n.s. | -0.40*    | -0.28***  |
Figure 5. Time series of spatially-averaged bloom dates of two different groups of stations: group 1 including 10 stations (out of 54 stations analysed) that have a negative correlation with PC2 (in blue) and group 2 including 9 stations that have a positive correlation with PC2 (in red). Significant trends (p-value < 0.05) are indicated by dotted lines.

2.2. Climate variables explaining temporal variability of apple bloom onset

All temperature variables that we chose to analyse were very well correlated to the onset of apple bloom averaged over Germany as a whole, with the best predictive time period for all variables being the two months starting from the beginning of March (correlations around -0.8 and +0.7 for the different variables, figure 6).

Figure 6. Running correlations between apple bloom onset dates averaged over Germany and 5 different temperature variables. The 5 different variables were each calculated over a 2-month period starting from the day indicated by the individual points (e.g. the points corresponding to October 1st – November 30th). “cum pos lin” stands for linearly cumulated positive temperatures (> 7°C, eq. 1b), “cum neg lin” for linearly cumulated negative temperatures (< 7°C, eq. 1a), “cum pos exp” for exponentially cumulated positive temperatures (eq. 2b) and “cum neg exp” for exponentially cumulated negative temperatures (eq. 2a).
Negative correlations with mean temperature and the cumulated positive temperature variables as well as positive correlations with the cumulated negative temperature variables indicate that the colder this period, the later the flowering. Correlations slowly decrease to about zero when considering temperature during gradually earlier periods, from February back to November. The best one-predictor model included the 2-month mean temperature starting March 10th and explained 82% of the observed variance in apple bloom onset (p-value < 0.001, figure 7). A change of 1°C in the mean temperature from mid-March to mid-May equals an advancement of bloom onset of approximately 6 days.

Figure 7. Relation between bloom onset dates averaged over Germany and mean temperature in the period between 10th March and 10th May (best one-predictor model). The chosen temperature variable explains 82% of the variance in a linear regression. The points represent the years 1951 to 2014.

As a second step we carried out many multiple regressions of the different time periods in an attempt to increase the explanatory power of the model. The time period of the variable mean temperature that was used the most started on February 10th. The most often used variable in the 909 best models (where R² > 0.9) was the linear cumulated positive temperature, followed by mean temperature and exponential cumulated positive temperature. Exponential cumulated negative temperature was used more often than linear cumulated negative temperature. Since we only wished to have one predictor for the chilling effect and one for the heating effect, we only used one of the negative/positive cumulated temperature variables. Altogether, the best model (with starting day of time period over which the temperature variable was calculated in subscripts) included the two month mean temperature\textsubscript{10/02}, linear cumulated positive temperature\textsubscript{03/03} and exponential cumulated negative temperature\textsubscript{25/11} (table 3). This model explained 91% of the variance in apple bloom onset.

Table 3. Best model of temperature variables explaining the onset of apple bloom. The model included three different variables and explained 91% of the variance. Meilleur modèle des variables de température expliquant le début de la floraison des pommiers. Ce modèle comprend trois variables différentes et explique 91% de la variance.

| Variable               | Coefficient estimate | Standard error | T      | P-value |
|------------------------|----------------------|----------------|--------|---------|
| Interception           | 138.54               | 1.55           | 89.36  | < 0.001 |
| Mean temperature_{10/02}| -2.26                | 0.20           | -11.50 | < 0.001 |
| Lin cum pos_{03/03}    | -0.13                | 0.01           | -14.35 | < 0.001 |
| Exp cum neg_{25/11}    | 0.05                 | 0.02           | 2.81   | < 0.01  |

In order to assess whether the trends and breakpoints found in the phenological data were related to changes in any of the explanatory climate variables, we next analysed the temporal
variations of the latter. Since the mean temperature_{10/02} and linear cumulated temperature_{03/03} were not well enough correlated, we analysed the evolution of the temperature variables separately conducting SMWDA, linear regression and ANOVA. We only found breakpoints in the mean temperature_{10/02} variable. All four window sizes of the SMWDA showed breakpoints between 1987 and 1989, consistent with the ones found in apple bloom onset. It is to note that even though the trend in the mean temperature_{10/02} of the overall period 1951-2014 was significant (+0.03°C/year, p-value < 0.05), there were no significant trends of the two periods divided by the breakpoint (figure 8). However, the mean temperatures_{10/02} of the two periods were significantly different (as tested by an ANOVA, F1, 63 = 10.64, p-value < 0.01). In the period of 1951 to 1988 the mean temperature_{10/02} was at 2.78°C while it was at 4.47°C in the period of 1988 to 2014.

Figure 8. Yearly spring mean temperatures (mean of 10^{th} February until 10^{th} April) in Germany between 1951 and 2014. The SMWDA revealed breakpoints in the years 1987 to 1989, but the two periods divided by the breakpoint (1951-1988 and 1988-2014) do not show significant trends. The spring mean temperature of the two different periods is significantly different (ANOVA: F1, 63 = 10.64, p-value < 0.01). In the period of 1951 to 1988 spring mean temperature was at 2.78°C while it was at 4.47°C in the period of 1988 to 2014. The overall trend is significant with an increase in temperature of 0.03°C/year (p-value < 0.05). Températures annuelles moyennes du printemps (moyenne du 10 février au 10 avril) en Allemagne entre 1951 et 2014. La SMWDA révèle des points de rupture entre 1987 et 1989, mais il n’y a pas de tendances significatives dans les deux périodes divisées par ces points de rupture (1951-1988 et 1988-2014). La température moyenne des deux périodes différentes diffère de façon significative (ANOVA : F1, 63 = 10.64, p-value < 0.01). Sur la période de 1951 à 1988, la température moyenne était de 2,78°C tandis qu’elle était de 4,47°C sur la période 1988-2014. La tendance globale est significative avec une augmentation de 0,03°C/Crânée (p-value < 0,05).

Besides mean temperature_{10/02}, only linear cumulated positive temperature_{03/03} showed a significant trend. Mean temperatures of the winter period (25/11 – 24/01) evolved towards higher temperatures, whereas no significant trend was found in the evolution of exponential cumulated negative temperatures of the same period (which might be due to the calculations that include an exponential effect of cold spells). This suggests that both the trend and interannual variations of apple bloom onset are related to late winter and spring temperature, while some of the interannual variations of flowering are also explained by the severity of winter, very severe winters inducing a late apple bloom onset.

To see whether the relationship between the different temperature variables and the onset of bloom changed in the two periods before and after the breakpoint, we fitted several linear regressions over the two periods and the whole study period. In none of the variables could a significant change be detected. However, the best predictive time period for the variables
changed: in 1988 to 2014 the best predictive time period was approximately one week earlier for all variables than in 1951 to 1988, in good agreement with the one week change in mean apple bloom onset between the two sub-periods.

2.3. Spatial temperature analysis and relations with apple bloom onset

We finally analysed spatial patterns of apple bloom onset and temperatures by examining the geographical variables associated with the temperature indices identified in the previous section as good predictors of apple bloom. The two groups of stations identified by the PPCA showed a significant difference in the spring mean temperature: group 1 (stations situated in the west, and showing a negative correlation to PC2; figure 4c) had a significantly higher spring mean temperature (6.05°C) than the easternmost stations in group 2 (3.65°C): ANOVA, $F_{1, 16} = 31.12$, $p$-value < 0.001.

The multiple stepwise forward regressions showed a surprising result: Winter mean temperatures (November 25th – January 24th) depended on only longitude and altitude ($R^2 = 0.93$, $p$-value < 0.001), while spring mean temperatures (February 10th – May 2nd, which was the main period included in the multiple regressions) depended also on latitude ($R^2 = 0.94$, $p$-value < 0.001). Both spring and winter temperature trends were determined by latitude and longitude ($R^2 = 0.32$ and $R^2 = 0.38$, $p$-values < 0.001): in winter, the strongest trends were registered in the southeast of Germany while the strongest trends in spring were registered in the northeast. Pearson’s correlation coefficient revealed that temperature trends are linked to mean temperatures (winter: $R_{50}$ stations = -0.52, $p$-value < 0.001; spring: $R_{50}$ stations = -0.31, $p$-value < 0.05): the lower the mean temperature, the stronger the temperature trend towards a warmer spring/winter.

Similarly, the relationships between the spatial patterns of apple bloom trends and temperature were examined. A relation exists between apple bloom trend and mean temperatures in winter and in spring (winter: $R = 0.3$, $p$-value < 0.05; spring: $R = 0.36$, $p$-value < 0.05) and between apple bloom trend and temperature trends in spring ($R = -0.44$, $p$-value < 0.01): the lower the temperatures, the stronger the temperature trend and the stronger the apple bloom trend towards an earlier date of bloom.

3. Discussion

3.1. A breakpoint in the late 1980s marks a change in the temporal development of apple bloom onset

Apple bloom onset in Germany in the period of 1951 to 2014 was on average on May 2nd. Using SMWDA, we found a breakpoint in the evolution in apple bloom onset in the late 1980s. When comparing the two subperiods, the mean apple bloom onset in the period 1988 to 2014 was about ten days earlier than in the first subperiod (May 6th in the first period compared to April 26th in the second period). Over the whole study period we found a significant trend of advance in the apple bloom onset of 0.2 days/year, i.e. 2 days per decade. However, it is crucial to mention that the advance in the second sub-period was 50% greater with an advance of 3 days per decade. Many studies conducted on the subject of phenological events and their relations to temperature provide the classical linear trend model, i.e. a linear trend calculated over the whole study period without testing for breakpoints first (amongst others Menzel et al., 2001; Ahas et al., 2002; Chmielewski et al., 2004; Englert et al., 2008). This makes it difficult to compare our results to the mentioned studies. However, the value of a 2 day advance/decade for apple bloom onset is the same that was found by Menzel et al. (2001) who studied spatial and temporal variability of phenological seasons in Germany in the period of 1951 to 1996, and
our results fit well within the ranges mentioned in the other studies where the phenology of other plant species were analysed (cf. Ahas et al., 2002; Englert et al., 2008).

Climate in Europe is strongly influenced by the North Atlantic Oscillation (NAO). Positive phases of the NAO correspond to a very strong Azores high and Icelandic low, and are associated with heavy rainfall and mild weather in northern Europe and in the east of the United States. At the same time, the Mediterranean region may be affected by the Siberian high which leads to colder, drier weather than usual. Negative phases on the other hand are associated with inverse atmospheric conditions and are connected to harsh winters and hot summers, influence of the Siberian high (Barnston and Livezey, 1987). Periodically, the phases of the NAO change. Tomé and Miranda (2005) suggested the years 1968 and 1992 as breakpoints, but several studies have highlighted the change in phase of the NAO that took place in the second half of the 1980s (Hurrel, 1995; Werner et al., 2000; Scheifinger et al., 2002). Mariani et al. (2012) identified in a recent analysis of surface temperature in Europe two sub-periods in the period of 1951 to 2010, with the breakpoint dividing the two being situated in 1987/88. At a regional scale, this breakpoint has also been found in Burgundy (France) by Richard et al. (2014). Since phenological events largely depend on temperature which is correlated to the NAO (cf. Menzel, 2003), those concerning species that are not sensitive to photoperiod even more so, the “break-period” that we found in the apple bloom onset in Germany at the end of the 1980s corresponds well to the findings in the studies cited above.

The effects of the regime shift in the late 1980s have been analysed in several other studies: an upward habitat shift of brown trout populations in Switzerland has been observed (Hari et al., 2006) and the shift has been detected across different trophic levels in the German Bight (Schlüter et al., 2008). Figura et al. (2011) even noted an abrupt increase in Swiss ground water temperatures in 1987 and related this change to a modification in the Arctic Oscillation. Reid et al. (2016) conducted a study in which they analysed regime shifts in the 1980s all over the world. These shifts occurred at slightly different times, the earliest in South America in 1984, in North America and the North Pacific in 1985, in the North Atlantic Ocean in 1986, in Europe in 1987 and in Asia in 1988. They propose that the regime shifts are a result of rapid global warming from anthropogenic and natural forcing, the latter associated with a recovery from the eruption of the El Chichón volcano in Mexico in 1982.

3.2. Apple bloom onset is linked to spring mean temperatures

Our best one-predictor model linking spring mean temperature (mid-March – mid-May) to apple bloom onset revealed that a 1°C increase in spring temperature leads to a 6 day advance in apple bloom. This value corresponds closely to the value of 7 days advance in leaf unfolding for a change of 1°C (February – April) found in a study conducted by Chmielewski and Rötzer (2001) for the period of 1969 to 1998, using four different tree species as a proxy for spring phenology. Our result fits well with the study of Vitasse et al. (2009) as well who found temperature sensitivity for oak to be at -7.26 days/°C (mean temperature January 1st – May 31st) in France. However, -6 days/°C appear to be generous when comparing them to Menzel et al. (2006) who found an average of -2.5 days/°C and a maximum of -4.6 days/°C in spring/summer phenological stages in Germany. This disparity might be due to the different periods of time that were studied (1971 to 2000 in Menzel et al. (2006); 1951-2014 in the present study), or in the species composition on which the results of Menzel et al. (2006) are based, apple trees not being among them.

Opportunistic species that are not sensitive to photoperiod such as the apple tree are tracking the warming pattern of climate change, however late successional species such as oak and beech that are sensitive to photoperiod will very likely exhibit a different behaviour. It might take
several centuries for new genotypes to emerge, adapted to a warmer climate (Körner and Basler, 2010). This discrepancy will expose opportunistic species to a higher risk of late frosts while at the same time putting late successional species at a disadvantage in their competitive behaviour. The varying temperature sensitivity in plants also has consequences for interactions with other trophic levels, especially the mutualism with pollinators. Bartomeus et al. (2011) found that pollinator and plant responses to warming climate are similar. Memmott et al. (2007) however show in their study that by doubling the carbon dioxide quantity in the atmosphere a dissymmetry between phenological phases of pollinators and plants might exist where 50% of pollinating activity will take place when plants are not in bloom. Bartomeus et al. (2013) underline the importance of biodiversity: biodiversity-rich communities are more robust and could compensate for single asynchronous species-species relationships. Humans are about to reduce biodiversity at an astonishing pace and are therefore causing ecosystems and communities to be less robust and more vulnerable.

3.3. The evolution of apple bloom onset was not spatially homogeneous: colder (eastern) places displayed a faster upward trend in temperatures and apple bloom consequently displayed a greater advance in bloom

Early on it was discovered that spring phenological phases shift from southwest Europe to northeast Europe (28-50 km/day; Schnelle, 1948). Menzel et al. (2005) confirmed these findings which explain why we found distinct spatial patterns in the mean apple bloom onset. Our latitudinal and longitudinal gradients were lower than what was found in the mentioned study (in this study: a latitudinal gradient of 1.16 days/degree latitude and 0.18 days/degree longitude, compared to 2.18 days/degree latitude and 0.52 days/degree longitude in Menzel et al. (2005)), however, the spatial and temporal scopes of their study were different as well as the species included in their analyses.

A novel result of our study was the observation that colder (eastern) places seem to be more affected by the general warming trend and displayed a faster upward trend in temperatures than warmer (western) places. Since colder places exhibited stronger trends, and apple bloom onset is linked to temperature, apple bloom onset in colder regions consequently also displayed a greater advance in bloom. This observation is supported by the PPCA that highlighted two groups of stations, stations of group 1 situated to the west and stations of group 2 situated to the east. Apple trees in the western part of the country bloomed earlier and displayed a weaker trend of advance (-6.74 days on average in the period of 1951 to 2014) compared to the eastern part of the country; we even detected an evolution towards a later date of bloom in the period before 1988. Apple trees in the eastern part of Germany on contrast bloomed later and displayed a trend more than twice as great with -16.53 days on average in the period of 1951 to 2014. The mean spring temperature in the east was approximately 2.5°C lower than in the west. Of course, these results must be regarded with caution since altogether only 19 stations were contained in the groups determined by the PPCA. The longitudinal gradient explained 13% of the variation in the evolution of the apple bloom onset.

However, it must be taken into account that the stations of the data subset used for the spatio-temporal and spatial analyses showed a different geographical distribution than the whole dataset, with more stations in the reduced dataset situated at higher altitudes. The location of the country itself might also influence the results, especially the calculated gradients, since northern parts of the country are affected by an oceanic climate and the buffer effect of the sea while other (south-eastern) parts are more subject to a continental climate. Lastly, our results are an indication for apple trees in general; it is very likely that intraspecific apple bloom onset variability exists in respect to responses towards a warmer climate because different cultivars exhibit slightly different phenologies.
Conclusion

In the period of 1951 to 2014, apple tree bloom onset in Germany has advanced by 2 days/decade, but by 3 days/decade in the period of 1988 to 2014. This evolution and the temperature sensitivity that we observed (6 days earlier per degree Celsius of the 2 month mean temperature starting on March 10th) are similar to other species’ phenological spring phases that have been studied previously. However, the abrupt shift at the end of the 1980s, characterised by a distinct advance in apple bloom onset and which coincides with a breakpoint in the phase of the North Atlantic Oscillation, has attracted little attention to date. The question remains open how much of the observed variability is natural variability of the NAO that influences weather in Europe, and how much of it can be attributed to human induced climate change. An interesting finding of the study is that the long-term linear trend is not solely explained by the shift in the late 80s, the trend beyond this year is also quite strong, which suggests that the signal of anthropogenic climate change is predominant.

It would be interesting to see whether the NAO regime shift that has been recognized at a larger scale (cf. Reid et al., 2016) can be found in other species’ phenological response in Germany and the surrounding countries, and whether the rate of advancement in phenological spring seasons is similarly high to ours in the second subperiod (-3 days/decade in 1988-2014). It might also be interesting to consider other phenological seasons since it has been shown that not all phenological seasons change in the same way, autumn seasons having more of a trend towards a delay instead of an advance because of higher temperatures.

Another question is whether observations of other species support the longitudinal gradient in apple bloom onset that we found and our hypothesis that cold regions exhibit the strongest warming trend and are therefore more affected by an advance of phenological seasons. For species that are not sensitive to photoperiod: where is the limit? How early can bud break and flowering occur? According to the most pessimistic scenario of the IPCC, we will experience a globally 3.7 ± 1.1°C warmer climate in 2100. We found the relation between apple bloom onset and temperature to be -6 days/°C in March/April; an increase of 3.7°C would lead to an earlier bloom of 22 days in comparison to today (even though we must bear in mind that 3.7°C is a global and annual mean value which makes it difficult to associate it with an advance in a phenological stage in such a linear way). It is impossible to say how ecosystems and communities will react to such an advance and a possibly increasing divergent response of photosensitive and non-photosensitive species, especially since humans are adversely affecting the one feature that increases communities’ robustness and resilience: biodiversity.
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