Surface waves and electron acceleration from high-power, kilojoule-class laser interactions with underdense plasma

L Willingale\textsuperscript{1,6}, A G R Thomas\textsuperscript{1}, P M Nilson\textsuperscript{2}, H Chen\textsuperscript{3}, J Cobble\textsuperscript{4}, R S Craxton\textsuperscript{2}, A Maksimchuk\textsuperscript{1}, P A Norreys\textsuperscript{5}, T C Sangster\textsuperscript{2}, R H H Scott\textsuperscript{5}, C Stoeckl\textsuperscript{2}, C Zulick\textsuperscript{1} and K Krushelnick\textsuperscript{1}

\textsuperscript{1} Center for Ultrafast Optical Science, University of Michigan, 2200 Bonisteel Boulevard, Ann Arbor, MI 48109, USA
\textsuperscript{2} University of Rochester—Laboratory for Laser Energetics, Rochester, NY 14623, USA
\textsuperscript{3} Lawrence Livermore National Laboratory, CA, USA
\textsuperscript{4} Los Alamos National Laboratory, NM, USA
\textsuperscript{5} Central Laser Facility, Rutherford Appleton Laboratory, Oxfordshire, UK
E-mail: wlouise@umich.edu

New Journal of Physics 15 (2013) 025023 (14pp)
Received 18 October 2012
Published 18 February 2013
Online at http://www.njp.org/
doi:10.1088/1367-2630/15/2/025023

Abstract. Experiments were performed on the Omega EP laser facility to study laser pulse propagation, channeling phenomena and electron acceleration from high-intensity, high-power laser interactions with underdense plasma. A CH plasma plume was used as the underdense target and the interaction of the laser pulse channeling through the plasma was imaged using proton radiography. High-energy electron spectra were measured for different experimental laser parameters. Structures observed along the channel walls are interpreted as having developed from surface waves, which are likely to serve as an injection mechanism of electrons into the cavitated channel for acceleration via direct laser acceleration mechanisms. Two-dimensional particle-in-cell simulations give good agreement with these channeling and electron acceleration phenomena.
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1. Introduction

Laser-based plasma accelerators have become a highly promising alternative to conventional accelerators in recent years. Wakefield acceleration can be driven by a laser pulse or particle beam propagating through an underdense plasma, which produces a plasma wave with a phase velocity close to the speed of light, and can transfer energy to ‘surfing’ electrons trapped in the waves [1–3]. With the reduction of the laser pulse duration, a regime where the laser pulse duration matched the plasma frequency was achieved and this allowed significant advances in controlling and producing narrow energy spread electron beams [4–6]. Furthermore, transverse oscillations of the high-energy electron beams within the plasma wave structure leads to a very bright, directional x-ray source [7]. Using laser pulses of longer pulse duration produce a more complicated interaction, with the leading edge of the pulse producing plasma waves. However, if the laser pulse is intense enough, the ponderomotive force of the laser pulse expels the electrons from the regions of highest intensity to form a cavitated channel. Once the channel has formed, plasma waves are no longer present, but electrons are able to gain energy through direct laser acceleration (DLA) mechanisms [8, 9].

The study of this channel formation, the energy exchange from the laser pulse to electrons and the subsequent transport and dissipation of the energy is of specific relevance to the hole boring fast ignition inertial confinement fusion scheme [10]. A high-intensity laser pulse is used to form a channel though the low-density coronal plasma of the compressed fuel, so that a second laser pulse can be guided to the dense fuel and strongly heat the electrons in this region to ignite the system. The aim of this study is to gain a better understanding of the energy transfer and electron heating mechanisms in such systems.

Several DLA mechanisms have been identified using particle-in-cell (PIC) simulations to accelerate electrons to energies exceeding the ponderomotive potential. The transfer of laser energy to the electrons can occur either through a stochastic acceleration mechanism [11, 12], or via the coupling of quasi-static electric or magnetic fields with the laser pulse fields within the cavitated channel [13, 14]. A parametric amplification mechanism could also contribute to electron acceleration in this regime [15]. Experimental measurements of high energy electrons accelerated from underdense plasma channels have been made [8, 9]. The energy gain of the electrons has been determined numerically to scale as the normalized vector potential, \( a_0 = eE_0/(m_e c \omega_L) \) [11], where \( E_0 \) is the peak laser electric field, \( e \) is the charge on an electron, \( m_e \) is the electron rest mass, \( c \) is the speed of light in vacuum and \( \omega_L \) is the frequency of the laser pulse. A recent publication by Naseri et al [16] demonstrates that surface waves are required to trap electrons at the channel wall and pre-accelerate them to relativistic energies.
This initial momentum allows the electrons to undergo further energy gain via DLA mechanisms. Naseri et al found the two-stage process was required to explain the large number of electrons accelerated to well in excess of the ponderomotive energy.

Oscillation of these electrons within the channel and laser pulse fields, which necessarily take place during the acceleration process, have been shown to generate a bright source of x-ray synchrotron radiation [17]. By understanding the electron acceleration mechanisms, the electron trajectories and ways in which the mechanisms can be controlled or altered, allows the possibility to produce a high-brightness, short-duration, directional x-ray beam that may be useful as a high-energy density physics diagnostic. Furthermore, enhancing the energy transfer to electrons and increasing the electron beam temperature could be of interest to a situation where there might be a large pre-plasma ahead of a denser target or for positron production [18].

This paper presents electron spectra accelerated longitudinally by the Omega EP (extended performance) laser (either 1 or 10 ps pulses) from a CH plasma plume with a peak electron density of $n_e = 5 \times 10^{19} \text{ cm}^{-3}$, which, for the 1.053 $\mu$m laser wavelength to be used for this study, corresponds to 0.05$n_c$, where $n_c = m_e e_0 \omega_0^2 / e^2$ is the critical density and $e_0$ is the permittivity of free space. The plasma density used is comparable to the density used in a previous study [9], but with the extension to higher laser pulse energy. The experimental results are compared to two-dimensional PIC simulations. Proton radiography [19] images the evolution of the electromagnetic fields in the channel formed by the interaction. Modulations along the channel wall are observed in the proton probe images and are in good agreement with current loops and field structures seen in the PIC simulations as the surface waves evolve. The experimental set-up and simulation parameters are given in sections 2 and 3, respectively. Section 4 discusses channeling, surface waves and electron acceleration and section 5 summarizes the findings of this paper.

2. Experimental set-up

The experiment was performed at the Laboratory for Laser Energetics using the Omega EP laser system. A single long-pulse (≈nanosecond) laser beam was used to create an underdense plasma target and two ‘short-pulse’ (≈picosecond) beams provided the main interaction pulse and a pulse to generate a proton probe beam. Schematics of the two experimental configurations are shown in figures 1(a) and (b). The long-pulse had a 2.5 ns super-Gaussian temporal profile at a wavelength of 351 nm (3$\omega$). There was 1120 J energy on target, focused to an 800 $\mu$m diameter super-Gaussian profile focal spot using distributed phase plates, incident at 55° to the normal of a 125 $\mu$m thick planar plastic target. The intensity on target was $1 \times 10^{14}$ W cm$^{-2}$, which created a plasma plume. The two-dimensional hydrodynamic code SAGE [20] was used to model the heating and expansion of the fully ionized CH plasma plume into the vacuum, to determine the plasma density profile. The path of the main interaction pulse was at a height of 1.9 mm above and parallel to the target surface at a time of 3.0 ns after the leading edge of the long pulse arrived on target. At this position and time, the plasma electron density profile was well approximated by a Gaussian function of half-width = 650 $\mu$m as shown by the fit (solid line) with a peak plasma density of $n_e = (5 \pm 1) \times 10^{19} \text{ cm}^{-3} = 0.05n_c$, with the error being due to experimental laser pulse energy fluctuations. Some shots were taken at an angle of 23° through the plume, meaning a slightly asymmetric profile was expected. Both these profiles are shown in figure 1(c).
The main interaction pulse had either a full-width half-maximum (FWHM) pulse duration of 8 or 1 ps and a range of on-target energies giving average powers of > 55 TW. It was focused using an $f/2$ off-axis paraboloid to the focal plane, which was 0.8 mm from the axis of the plume, where $n_e = 2.5 \times 10^{19}$ W cm$^{-2} = 0.025n_c$. If a laser pulse exceeds a critical power, $P_c \approx 17.5(n_c/n_e)$ GW, relativistic self-focusing overcomes diffraction and the pulse will be guided [21]. In this experiment, $P_c \approx 0.7$ TW and therefore the main interaction pulse was well into the relativistic self-focusing regime. If a Gaussian temporal profile is assumed, the peak vacuum intensities for typical shots are $3.7 \times 10^{19}$ W cm$^{-2}$ for the 8 ps pulse and $2 \times 10^{19} \leq I \leq 1.5 \times 10^{20}$ W cm$^{-2}$ for the 1 ps pulse (due to a range of laser pulse energies), corresponding to peak normalized vector potentials $4 \leq a_0 \leq 11$. On-target intensity maps have been reconstructed using on-shot wavefront data [22].

For creating the proton radiography beam, a pulse with on-target energy of 250 J and a FWHM pulse duration of 1 ps was used. The laser pulse had a central wavelength of 1.053 $\mu$m and was linearly polarized. The pulse was focused with an $f/2$ off-axis paraboloid giving peak vacuum intensities of $(0.4–1) \times 10^{20}$ W cm$^{-2}$ ($a_0 = 6–9$) onto a 50 $\mu$m thick copper foil. A proton beam originating from the rear side of the target was generated through target normal sheath acceleration [23]. This acceleration mechanism produces a proton beam with a small virtual source size ($\sim 1 \mu$m), good laminarity, and a generation time on the order of the laser pulse duration ($\sim 1$ ps) [19]. Therefore using this proton beam as a probe provides good spatial and temporal resolution. The proton source foil was placed 5 or 6 mm from the main interaction

**Figure 1.** Schematic of (a) symmetric and (b) asymmetric experimental configurations showing the production of the underdense plasma plume by the long pulse heater beam, the interaction of the main laser beam, and the proton probe diagnostic. The plasma profiles that the main interaction beam will propagate through are plotted in (c) as calculated by the SAGE code, with the radius measured relative to the axis of the plasma plum in a plane containing the main laser beam. The solid line is a Gaussian fit and the dashed line for the asymmetric axis is to guide the eye.
focal spot and the backlighter beam was focused onto the front surface of the foil. The protons are detected on a radiochromic film (RCF) pack placed 8 cm away from the main interaction, which gives an approximate interaction magnification of 17. The stack has a vertical tip of 5° and a horizontal tilt of 10° to avoid back-reflected light into the laser chain. As the time it takes the protons to travel from the source foil to the interaction is dependent upon the proton energy, different film layers image a different times in the interaction creating an image sequence.

An absolutely calibrated magnetic spectrometer measured the electron spectrum along the main interaction beam axis [24].

3. Particle-in-cell simulation parameters

To model the interaction two-dimensional (x, y, px, py, pz) PIC simulations were performed using the OSIRIS 2.0 code [25]. The simulation box was 2 mm × 1 mm with a resolution of 12.6 cells per λ in the longitudinal (x) direction and 3.1 cells per λ in the transverse direction (y). There were 16 particles per cell for each species, electrons and protons. Although experiment used a CH plasma, the interaction governing the channeling is largely dominated by the interaction with the electrons, so the additional ion species would be unlikely to affect the general result considered here. The radial ion acceleration could be one phenomena where a difference may be observed. The initial plasma density profile was Gaussian with a width of 500 µm and a maximum density of 0.05n_c. The laser pulse was linearly polarized with the electric field in the y-direction and a wavelength λ = 1.053 µm. To approximate the experimental energy distribution in the focal plane, two overlapped pulses were used, one for the central hotspot focused to w_0 = 3.4 µm giving a peak vacuum a_0 = 5.5 and the other to mimic the wider energy distribution, focused to w_0 = 16 µm giving a peak vacuum a_0 = 1.5, which gave total of a_0 = 7. The focal plane was 800 µm before the peak density. Two different laser pulses are compared. The shorter having a FWHM pulse duration of τ_L = 1 ps and the longer having a FWHM pulse duration of τ_L = 8 ps. The peaks of the pulses enter the simulation box at 1.3 and 10.4 ps, and arrive at the peak plasma density at 4.6 and 13.7 ps, for the 1 and 8 ps pulses respectively.

4. Surface waves and electron acceleration

Figure 2 shows experimental proton probe images of a 55 J, 1 ps pulse passing through the underdense plasma from left to right. The first image shows the time when the laser pulse had just arrived at focus and the channel was beginning to form. The second and third images are from later times into the interaction and show how the laser pulse broke up into a number of individual filaments, creating several channels [26, 27]. Along the filaments, a periodic structure grows, which has a period of approximately 50 µm at peak density. These features persist for times well after the laser pulse has left the plasma (the lower energy probe proton images show the plasma until 20 ps on the shot shown in figure 2, although not shown) and have been previously explained as electromagnetic soliton excitation [28].

Figure 3 shows the laser pulse intensity envelope and electron density at three times through the simulation. The laser pulse intensity envelope was obtained by applying a low pass Fourier filter to the squared electric field from the simulation. The channel filamentation is visible in the electron density plots and the channel walls appear modulated, particularly
Figure 2. A sequence of proton probe images showing the channel formation by the 1 ps laser pulse interaction.

Figure 3. One picosecond pulse simulation data showing (left) the laser pulse intensity envelope and (right) the electron density at times of 2, 5 and 7.5 ps into the simulation. The laser pulse is propagating from left to right.

Further along the channel. Note that the laser pulse was refracted away from the higher plasma density and hence the channel formation also deviates from the original laser axis.

The proton probe also captured the electromagnetic field structures created by a 750 J, 8.4 ps pulse passing through an underdense plasma, which were previously presented in [29, 30]. The image in figure 4 shows a time of 18.4 ± 3.0 ps after the laser pulse has reached half-peak intensity at the focal plane. The image times were estimated by comparing the channel radius observed in the experimental data to the channel radius observed in two-dimensional simulations. This would be equivalent to a time of 28 ± 3 ps into the simulation, so although this late time was not reached by the simulation, the 17.5 ps data show the closest comparison...
Figure 4. Close up of proton probe image of the 8 ps interaction showing the channel wall region at a time of $18.4 \pm 3$ ps after the laser pulse reaches half-peak intensity at the focal plane and an expanded view of the modulations.

to the experimental data in figure 4. A single channel is observed to be formed through the plasma near the focal plane. However, after some laser pulse propagation distance, the channel is observed to break up into a number of filaments. At a later time, the laser pulse self-corrects, causing the individual channels to merge into a single channel. This self-correction is due to the ponderomotive force of the laser, which eventually displaces plasma between the filaments, resulting in a single channel. The proton probe images show the walls of the channel have periodic modulations. Figure 4 shows a region of the proton probe image of the channel, with an expanded region to highlight in more detail the wave-like structures, which have a scale of approximately 50 $\mu$m. The proton probe diagnostic is relatively insensitive to density modulations, which implies that features in the proton images are primarily due to electromagnetic fields. Therefore the electric and magnetic fields at the channel walls are not smooth and likely have complex structures.

The proton probe image in figure 4 has an increase in the proton flux along the center of the channel. The presence of this feature can be explained by a reduction in the radial electric field strength, which would reduce the deflection of the proton probe from the channel. The ponderomotive force of the laser initially expels the electrons from the regions of highest intensity, which produces a radial electric field. On a longer time-scale, the ions within the channel respond to this electric field and are accelerated radially in a Coulomb explosion [31] to evacuate the channel and hence reduce the radial electric field. A similar effect was previously noted by Kar et al [32].

The rate at which the channel forms due to the ponderomotive force of the laser pulse is determined by the peak intensity of the laser pulse and the rise time of the approximately Gaussian pulse. The simulations show that the channel for the 1 ps pulse developed more rapidly than the longer 8 ps pulse, due to the faster rise time (both simulations had the same peak $a_0$). Once the electrons are expelled from the peak intensity region, a large transverse electric field ($\approx 0.4$ TV m$^{-1}$) caused by the charge displacement is generated. The ions within the channel are then accelerated transversely in this electric field. The plasma density at the center of the channel was greatly reduced and as a result there were no plasma waves within the channel.
Figure 5. Eight picosecond pulse simulation data at a time of 13.5 ps. (Left) the full box length (x-direction) is shown. (Right) a zoomed-in region (indicated by the white box on the left image) gives more detail to illustrate (a) the laser pulse intensity envelope, $\langle E_y^2 \rangle$, (b) the electron density, $n_e$, (c) the magnitude of the current, $|j|$, (d) the $y$-component of the electric field, $E_y$ and (e) the $z$-component of the magnetic field, $B_z$. The laser pulse is propagating from left to right and is polarized in the $y$-direction.

Therefore, once the channel had formed, the electrons were not accelerated by a self-modulated wakefield acceleration mechanism [2, 33, 34].

The laser pulse undergoes various instabilities including relativistic self-focusing [21, 35], which keeps the intensity of the laser pulse high over a longer distance, filamentation [26, 27] and hosing [36]. Figure 5(a) shows the laser pulse intensity envelope at 13.5 ps in to the 8 ps pulse simulation. The laser pulse focal profile was initially close to Gaussian, but after some propagation distance it became modulated. Surface waves are excited at the channel walls by intensity modulations in the laser pulse envelope [36]. At the entrance to the channel, and for some distance after the focal plane, the electron density of the channel walls appears relatively smooth (figure 5(b)). However, beyond where the laser pulse first appears modulated, the electron density of the channel walls also starts to exhibit modulated structures. The magnitude of the current, $|j|$, the transverse electric field, $E_y$, and the transverse magnetic field, $B_z$, all show similar structures (figures 5(c)–(e)).
Figure 6. (a) The electron density, $n_e$, (b) the magnitude of the current, $|j|$ and (c) the transverse magnetic field, $B_z$ in the vicinity of the channel wall from the simulation at times of 12.5, 15.0 and 17.5 ps. The 17.5 ps electron density has a dashed red line overlaid to illustrate the feature sizes.

An antisymmetric mode can be excited by the hosing of the front of the pulse and is described by the dispersion relation \[ \omega_{sw} = \frac{k_{x,sw}c}{\sqrt{1 + d_c/l}}, \] where $k_{x,sw}$ is the wave number of this mode, $d_c = c/\omega_{pe}$ is the electron skin depth and $l$ is the channel width. By considering the excitation of the surface wave as the radiation of an oscillating, moving source, Naumova et al find that $k_{x,sw} \approx \omega^2_{pe}/\omega_L$. In the case considered here, the skin depth, $d_c \sim 1 \mu m$, is much smaller than the channel width, $l \approx 50 \mu m$. Therefore, equation (1) can be approximated to $\omega_{sw} \approx \omega^2_{pe}/\omega_L$ and the wavelength of the surface waves is estimated to be $\lambda_{sw} \approx 2\pi c/\omega_{sw} = \lambda_k n_c/n_e$. The peak plasma density along the laser pulse propagation path was $n_e = 0.05 n_c$, so the predicted surface wave wavelength is $\lambda_{sw} \approx 21 \mu m$. At half the peak density $0.025 n_c$ ($500 \mu m$ from the simulation peak density), gives $\lambda_{sw} \approx 43 \mu m$.

Figure 6 presents a section of the channel wall at three different times showing (a) the electron density, $n_e$, (b) the magnitude of the current, $|j|$ and (c) transverse magnetic field, $B_z$. In response to the laser accelerated electron beam, a strong return current \[ j \] was drawn through the high-density walls of the channel (figure 6(b)). The accelerated electron beam generated an associated transverse magnetic field, $B_z$ (see figure 5(e)). By 12.5 ps into the simulation, the channel wall modulation has been seeded. The electron density, the currents driven in the walls of the channel and the transverse magnetic fields show typical modulation features being $\approx 20 \mu m$ in size. These features are likely due to surface wave excitation \[ \lambda_{sw} \] and the scales are in good agreement with the estimated $\lambda_{sw}$. At later times, the channel has expanded and the modulations have developed to a larger typical size of $\approx 50 \mu m$, which is illustrated by the dashed red line overlaid on the 17.5 ps electron density contour plot. The scale of these features at this later time in the simulation agrees with the $\approx 50 \mu m$ observed in the experiment (figure 4).

Surface waves have previously been identified as a possible injection mechanism for the DLA of electrons [38]. When an intense laser pulse creates the channel required for DLA,
almost all of the electrons are expelled from the regions of highest intensity. A complete cavitation of the channel is possible at very high intensities [27]. To enable a significant number of electrons to be accelerated, there must be an injection mechanism to transport the electrons into the channel fields. To initiate the DLA, the electrons also require some initial relativistic momentum. By examining the flow vectors of the currents, the current loops generated by the surface waves open out in towards the center of the channel.

An expanded region of the simulation shows the details of the current loops and wall current structures in figure 7 at 17.5 ps. The current flow directions are shown by the superimposed blue arrows, with the larger blue arrows showing the overall current directions. Along the center of the channel, at \( y = 0 \, \mu \text{m} \), the current direction is negative, corresponding to the longitudinal fast electron beam accelerated in the positive \( x \)-direction. The channel wall region, at \( y \approx -50 \) to \(-90 \, \mu \text{m} \), contains the complicated return current structures. Between the channel wall and the center of the channel, two electron vortices circulate around magnetic solitons [39] (the magnetic field structures can be seen in figure 6(c)). These loops are being fed with electron current from the channel wall structures. The laser pulse fields interact with the electrons orbiting the vortex, particularly at the points where the laser pulse electric field aligns with the electron current direction and acts to heat the electrons as is observed by considering \( \langle |j \cdot E| \rangle \), as shown in figure 7(c). As the vortex electron energy increases, the radius of gyration gets larger, so that eventually the electrons are injected into the region of highest laser intensity where they can be accelerated via DLA.

Figure 7. (a) Close-up view of the absolute current in the 8 ps pulse simulation at a time of 17.5 ps with the blue current flow direction arrows superimposed. The large light blue arrows illustrate the overall direction of the currents in the center of the channel and in the vortices. The light green arrows indicate the electron velocity direction. (b) The laser pulse intensity envelope, \( \langle E_y^2 \rangle \). (c) \( \langle |j \cdot E| \rangle \), indicating where work is being done on the electrons.
Figure 8. Experimental electron spectra from typical shots with different laser conditions. Below $10^9$ electrons MeV$^{-1}$ sr$^{-1}$, the signal becomes unreliable as this is close to background noise. The 1 ps pulse duration simulation electron spectrum at a time of 6 ps into the simulation is also shown (spectrum has been scaled using a multiplication factor).

Typical experimental electron spectra measured along the initial laser-axis for different laser conditions are shown in figure 8. The effective temperature of the electron beams were obtained from the high energy spectra gradients. The experimental beam divergence was measured using a RCF stack to be $\approx 10^\circ$ (half-width half-maximum) for both the 94 TW, 8 ps shots and the 400 TW, 1 ps shots. The electron beam was observed to be centered along the laser pulse axis for the 94 TW, 8 ps shots. However, at high-power (400 TW, 1 ps shots), the electron beam was observed to be deflected away from the laser pulse axis by 16$^\circ$. This is likely due to the density asymmetry of the plasma plume, meaning the laser pulse is refracted toward the lower density (all figures are orientated with the higher density at the bottom of image). The simulation data illustrated in figures 3 and 5 also show the deviation from the initial axis (at the rear of the target, right side) of both the laser pulse propagation and channel direction. It is also likely that the refraction from the original laser axis becomes more severe at higher laser powers, which would explain the observed deflection in the electron beam and hence the reduction in total number measured in the on-axis electron spectrometer. Therefore, only the edge of the electron beam would be observed in the spectrometer for the higher power shots.

A summary of the electron spectral data gathered over a number of shots for each laser condition is shown in table 1. The total charge, $Q_{\text{total}}$, the total beam energy, $E_{\text{beam}}$, and conversion efficiency from laser pulse energy into the electron beam, $\eta$, are estimated by assuming the electron beam has a divergence angle of 10$^\circ$. High effective temperatures, $T_{\text{eff}}$, are reached, which are well in excess of the ponderomotive potential energy, $U_p = m_e c^2 (\langle \gamma \rangle - 1)$, where $\langle \gamma \rangle = (1 + a_0^2/2)^{1/2}$ is the time-averaged Lorenz factor (for $a_0 = 7$, $U_p \approx 2$MeV). $T_{\text{eff}}$ generally increases with $a_0$, which is in agreement with scalings for DLA where the acceleration
Table 1. Summary of the different experimental laser conditions (defined by the laser energy $E_{\text{Laser}}$, the laser pulse duration, $\tau_{\text{L}}$, and $a_0$) and the electron spectral data taken. The total charge, $Q_{\text{Total}}$, total beam energy, $E_{\text{Beam}}$ and conversion efficiency from laser energy into the electron beam, $\eta$, are all calculated assuming a beam with a divergence angle of $10^\circ$. The effective temperatures, $T_{\text{eff}}$, are determined using fits to the electron spectra.

| No. shots | $E_{\text{Laser}}$ (J) | $\tau_{\text{Laser}}$ (ps) | $P_{\text{Laser}}$ (TW) | $a_0$ | $Q_{\text{Total}}$ (nC) | $E_{\text{Beam}}$ (J) | $\eta$ (%) | $T_{\text{eff}}$ (MeV) |
|-----------|-----------------|-----------------|-----------------|-------|-----------------|-----------------|--------|-----------------|
| 4         | 755 ± 10        | 8               | 94 ± 1          | 5.4   | 365 ± 150       | 4.6 ± 1.8       | 0.6 ± 0.2 | 6.5 ± 0.2       |
| 2         | 55 ± 1          | 1               | 55 ± 1          | 4     | 160 ± 61        | 2.5 ± 1.0       | 4.5 ± 1.8 | 14.5 ± 0.4      |
| 1         | 291 ± 7         | 1               | 291 ± 7         | 9.5   | 235 ± 70        | 4.6 ± 1.9       | 1.6 ± 0.6 | 12.3 ± 3.2      |
| 2         | 400 ± 2         | 1               | 400 ± 3         | 11.1  | 33 ± 22         | 1.0 ± 0.9       | 0.3 ± 0.2 | 30.0 ± 11.4     |

is driven by the electric-field of the laser pulse. The conversion efficiency of laser pulse energy into electron energy, $\eta$, shows a general decrease with increasing laser power. Considering the channel as a cylinder, the ratio of the surface area to the volume of the channel gets smaller with increasing radius. The channel radius is expected to increase with laser energy. Therefore at higher laser power, the channel wall area where the injection occurs does not increase as rapidly as the cavitated channel volume where the acceleration occurs, hence there is a decrease in overall efficiency.

Both the 1 and 8 ps pulse simulations show the high-energy electrons are accelerated over the duration of the high-intensity pulse. An electron energy spectrum generated from the 1 ps pulse simulation, by considering the forward momentum of the electrons within 20 $\mu$m of the center of the channel, is shown in figure 8. This spectrum has been scaled by a constant multiplication factor in order to make the comparison between simulation and experimental data easier. The effective beam temperature was $T_{\text{eff}} \gtrsim 10$ MeV for the 1 ps pulse simulation at a time of 6 ps into the simulation. This simulated spectrum would be comparable to laser conditions between the experimental 55 and 291 TW spectra, and is in reasonable agreement with the electron beam temperatures measured experimentally at these laser powers. It is difficult to obtain a meaningful electron spectrum for the 8 ps simulation, since the pulse duration is longer than the simulation box and the boundary condition at $x = \pm 1000 \mu$m is absorbing for the electrons.

There are a number of considerations to make when comparing the experimental and simulated electron spectra. (i) The experimental data showed more extensive channel filamentation than the simulations, due to the fact that the focal spot and plasma density were likely much less uniform than assumed in the simulations, aiding the seeding of the instabilities and likely reducing the peak laser intensity. (ii) The electron spectrometer diagnostic had a limited dynamic range due to a high background signal. The image plate detectors are sensitive to all ionizing radiation and some of the x-rays and $\gamma$-rays generated by the interaction will penetrate the diagnostic shielding to produce a background signal. Since the production of x-rays and $\gamma$-rays are intrinsically linked to the fast electrons, shots producing the higher temperature, better conversion efficiency electron beams inherently cause a larger background signal in the diagnostic. This is particularly problematic for the higher energy electrons where the signal-to-noise ratio becomes small. Therefore the effective temperatures, rather than the
maximum energy, of the electron beams is likely the better measure for comparison. (iii) The simulation spectra are taken during the interaction, rather than considering only those particles leaving the interaction. As electrons leave the target, sheath fields grow and could alter the spectrum of the emerging electron beam. (iv) There is also evidence that the electron beam does not emerge from the plasma along the original axis of the laser beam, but is rather deflected as discussed above. However, the simulations do illustrate that very high temperature electron beams are accelerated within the channel and that the surface waves are the likely injection mechanism for the DLA.

5. Summary

In conclusion, proton probing has been used to image the interaction of high-energy, high-power laser pulses through millimeter-scale plasma with a peak density of $0.05n_c$ and provides evidence for surface waves on the channel walls. Surface waves are an injection mechanism to launch electrons from the high density walls of the channel into the cavitated channel region, where the high intensity laser fields coupled to the strong quasi-static electric and magnetic fields associated with the channel can accelerate electrons via a DLA mechanism to energies of many times the ponderomotive potential. High energy electron spectra were observed from both experiment and PIC simulations.

In the context of creating a channel for fast ignition inertial confinement fusion [10], this type of electron acceleration could be detrimental to the implosion if a significant hot electron current were to outrun the channeling laser pulse and pre-heat the dense central fuel. Conversely, the highly directional electron beam generated in underdense plasma may assist fast ignition by generating a strong collimating magnetic field, which could guide the more divergent electron beams generated in solid target interactions [40]. An understanding of the DLA mechanism and the surface wave generation and electron injection mechanisms is therefore necessary if the process is to be controlled. Furthermore, efficiently accelerating high-temperature electron beams through DLA could be useful for producing high-brightness, directional x-ray beams [17] for use as a high-energy density physics diagnostic, or for enhancing positron production [18] particularly at higher plasma densities where the conversion efficiency is higher [41].
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