Proving Abelian dominance in the Wilson loop operator
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Abstract

We give a gauge-independent definition of Abelian dominance in the Wilson loop operator and a constructive proof of the Abelian dominance through a non-Abelian Stokes theorem via lattice regularization. We obtain a necessary and sufficient condition for the Abelian dominance in the Wilson loop operator in the fundamental representation. In the continuum limit, the gauge field is decomposed such that the Abelian dominance is given as an exact operator relation, leading to the exact (100%) Abelian dominance. On a lattice, we estimate the deviation from the exact Abelian dominance due to non-zero lattice spacing. In order to obtain the best Abelian dominance on a lattice by minimizing the deviation, we discuss how to decompose the gauge field variable into the dominant part and the remaining one to be decoupled on a lattice.
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1 Introduction

Quark confinement is a fundamental problem to be solved in theoretical physics. However, we have not yet obtained a satisfactory derivation of quark confinement. Even if a mathematical proof of quark confinement was given, we wish to know the fundamental mechanism behind the phenomenon of quark confinement from the physical point of view. In this paper we consider quark confinement based on the Wilson criterion [1] in Yang-Mills theory [2]: quark confinement is realized by the linear potential between a pair of a quark and an antiquark, if the Wilson loop average exhibits the area decay:

$$W(C) := \langle W_C[\mathcal{A}] \rangle_{YM} \sim e^{-\sigma_{NA}[S]},$$  \hspace{1cm} (1.1)$$

where $W_C[\mathcal{A}]$ is the Wilson loop operator defined by

$$W_C[\mathcal{A}] := \text{tr} \left[ \mathcal{P} \exp \left\{ ig \oint_C dx^\mu A_\mu(x) \right\} \right].$$ \hspace{1cm} (1.2)

In view of this, the most promising mechanism for quark confinement is believed to be the dual superconductivity, which is an idea proposed long ago [3]. However, it was not straightforward to realize this idea in Yang-Mills theory to demonstrate the dual superconductivity. It was 't Hooft [4] who proposed the procedure called the Abelian projection for substantiating this idea of the dual superconductivity in the Yang-Mills theory: The Abelian projection enables one to realize or extract magnetic monopole even in the pure Yang-Mills theory which does not involve the (adjoint) scalar field, in sharp contrast to the 'tHooft-Polyakov magnetic monopole in the Georgi-Glashow model. The original Abelian projection is regarded as a partial gauge fixing, which breaks the original gauge group $G = SU(N)$ to the maximal torus subgroup $H = U(1)^{N-1}$. Although there exist many ways to perform the partial gauge fixing $G \rightarrow H$, recent investigations have shown that quark confinement based on the dual superconductor picture can be effectively realized in a specific gauge called the maximal Abelian gauge (MAG) [6]. For instance, the MAG in the differential form in the continuum formulation has the form: $[\partial_\mu \delta^{ab} - ge^{ab\lambda} A_\lambda^3(x)] A_\mu^b(x) = 0 \ (a, b = 1, 2)$, for the decomposition of the SU(2) gauge field $\mathcal{A}_\mu(x)$ into the diagonal component $A_\mu^3(x)$ and off-diagonal ones $A_\mu^a(x)$ distinguished by the Pauli matrices $\sigma_A \ (A = 1, 2, 3)$:

$$\mathcal{A}_\mu^a(x) = A_\mu^3(x)\sigma^3/2 + A_\mu^a(x)\sigma^a/2 \ (a = 1, 2).$$ \hspace{1cm} (1.3)

The non-perturbative way of imposing the MAG is to minimize the functional $\int d^4x A_\mu^a A_\mu^a$ with respect to the gauge transformation, just as the Lorenz-Landau gauge fixing is obtained from minimizing the functional $\int d^4x A_\mu^a \mathcal{A}_\mu^a$. Numerical simulations on a lattice have discovered [7] that the Abelian-projected Wilson loop $W_{\text{Abel}}(C)$ defined by the diagonal component $A_\mu^3(x)$ alone exhibits the area decay law, if the MAG is imposed on the SU(2) Yang-Mills theory on a lattice:

$$W_{\text{Abel}}(C) = \left( \exp \left\{ ig \oint_C dx^\mu A_\mu^3(x) \right\} \right)_{YM}^{\text{MAG}} \sim e^{-\sigma_{\text{Abel}}[S]}.$$ \hspace{1cm} (1.4)
The most remarkable characteristics obtained in the MAG are dominances in the string tension: In numerical simulations, the string tension $\sigma_{\text{Abel}}$ obtained from the Abelian Wilson loop average $W_{\text{Abel}}(C)$ reproduces almost all the value (95%) of the string tension $\sigma_{\text{NA}}$ obtained from the original Wilson loop average $W(C)$ without gauge fixing, which is called the Abelian dominance in the string tension [4, 5]:

**Abelian dominance** $\Leftrightarrow \sigma_{\text{NA}} \sim \sigma_{\text{Abel}}$

Moreover, if the diagonal gauge potential is decomposed into the so-called photon and monopole parts: $A^3_\mu = \text{Photon part} + \text{Monopole part}$, such that only the monopole part gives the non-vanishing magnetic charge, then the monopole part reproduces almost all the value (95%) of the string tension $\sigma_{\text{Abel}}$, which is called the monopole dominance in the string tension:

**Monopole dominance** $\Leftrightarrow \sigma_{\text{Abel}} \sim \sigma_{\text{monopole}}$

Therefore, MAG is believed to be the most efficient way to perform the Abelian projection to demonstrate the dual superconductivity. These results are indeed remarkable progress towards the goal of understanding quark confinement based on the dual superconductivity in Yang-Mills theory. See [9] for a review.

However, we are still unsatisfactory with the following reasons.

- The Abelian projection and MAG break SU(2) color symmetry explicitly.
  This is inconvenient, because we consider that quark confinement should be understood as a special case of color confinement and the color confinement is well defined only if the color symmetry is preserved. If the color symmetry is broken, we lose a chance of explaining color confinement as an extension of quark confinement.

- The Abelian dominance has never been observed (at least so far) in gauge fixings other than MAG in numerical simulations.
  This causes the dubious impression that the dual superconductivity obtained in MAG might be a gauge artifact.

In order to establish the dual superconductivity as a gauge-invariant concept, we should cure these shortcomings associated with the MAG. In order to reconsider the meaning of the Abelian projection and the MAG with the resulting Abelian dominance, we consider the Wilson loop operator $W_C[A]$ for the SU(N) gauge connection $A$ whose vacuum expectation value is the Wilson loop average $W(C) = \langle W_C[A] \rangle_{\text{YM}}$.

We define a *gauge-independent Abelian dominance in the SU(2) Wilson loop* as follows.

(i) Consider the decomposition of the original SU(2) gauge field into two parts:

$$A_\mu(x) = \mathcal{V}_\mu(x) + \mathcal{X}_\mu(x), \quad (1.5)$$

where $\mathcal{V}_\mu(x)$ transforms just the same way as $A_\mu(x)$ under the gauge transformation. Then one of the variables $\mathcal{X}_\mu(x)$ does not contribute to the Wilson loop operator at all, i.e.,

$$W_C[A] = \text{const.}W_C[\mathcal{V}]. \quad (1.6)$$

(ii) The non-Abelian field strength $F_{\mu\nu}[\mathcal{V}](x)$ of the restricted field $\mathcal{V}_\mu(x)$ has the form $F_{\mu\nu}[\mathcal{V}](x) = F_{\mu\nu}(x)n(x)$ where an isovector $n(x)$ specifies the Abelian direction and the magnitude $F_{\mu\nu}(x)$ is SU(2) gauge invariant. Once the Wilson loop operator is
rewritten in terms of the surface integral over the surface bounding the closed loop $C$, $W_C[\mathcal{A}]$ is written in terms of only the SU(2) invariant Abelian field strength $F_{\mu\nu}(x)$, i.e., $W_S[F]$:

$$W_C[\mathcal{A}] = W_S[F].$$

(1.7)

The general SU(N) case is given later for technical reasons.

For SU(2), the fact that the Cho-Faddeev-Niemi-Shabanov (CFNS) decomposition [10,11,12] for (1.5) leads to the Abelian dominance in this sense was already pointed out by Cho [19] in the continuum formulation through the non-Abelian SU(2) Stokes theorem of the Diakonov-Petrov type [21,22]. Therefore, the CFNS decomposition is a sufficient condition for the Abelian dominance in the SU(2) Wilson loop operator.

In this paper, we consider a necessary and sufficient condition for the Abelian dominance for the SU(N) Wilson loop operator. Then we give a constructive proof of the SU(N) version of the gauge-invariant Abelian dominance for the Wilson loop operator in the fundamental representation through the SU(N) non-Abelian Stokes theorem [23,24,25,26]. Consequently, the strong or exact Abelian dominance holds for the Wilson loop operator itself with arbitrary shape and size, not restricted to the interquark potential derived from the Wilson loop average. Since the Abelian projection (1.3) is obtained as a special gauge fixing from our gauge-invariant framework, the Abelian dominance in the string tension as a coefficient of the linear part in the interquark potential immediately follows from the gauge-independent Abelian dominance just defined. The relationship between the Wilson loop operator and magnetic monopole has been discussed in a separate paper [26].

This paper is organized as follows. In section 2, we start from the lattice regularized version of the non-Abelian Stokes theorem and the lattice versions of the gauge field decomposition which have been constructed and developed for SU(2) in [15,16,17] and for SU(N) in [30,18] according to the continuum versions given in [13] and [29], respectively. In sections 2 and 4, then, we obtain a necessary and sufficient condition for realizing the gauge-independent Abelian dominance in the SU(N) Wilson loop operator (in the fundamental representation). Moreover, we show that this condition agrees with a set of the defining equations which specify the SU(N) gauge field decomposition (1.5) for SU(N) case ($N \geq 3$), including the CFNS decomposition for SU(2) case. Therefore, the strong or exact Abelian dominance in the Wilson loop is an immediate consequence of such decomposition (1.5). In other words, the exact Abelian dominance gives a raison d’etre and a physical meaning of gauge covariant decomposition of the gauge field variable a l’a CFNS. In section 3, we give some technical materials for constructing a non-Abelian Stokes theorem, which is extracted from [26].

It should be remarked that the exact Abelian dominance in the above sense is obtained only in the continuum limit of the lattice spacing going to zero $\epsilon \to 0$. Therefore, there exists some deviation on a lattice coming from non-zero lattice spacing $\epsilon > 0$. In section 5, we give an estimation of this deviation up to $O(\epsilon^2)$. The constructive approach enables us to compare the result of numerical simulations with the theoretical consideration, or even give a numerical proof of the non-Abelian Stokes theorem. Moreover this will shed new light on the role of the MAG for the Abelian dominance on a lattice as will be discussed in section 6. These are advantages of the constructive proof given in this paper.
2 Lattice regularization and decomposition of lattice variable

In this paper, we adopt a lattice approximation in which the \( D \)-dimensional continuum spacetime \( \mathbb{R}^D \) is replaced by the \( D \)-dimensional Euclidean lattice \( L_\epsilon = (\epsilon \mathbb{Z})^D \) with a lattice spacing \( \epsilon \). Let \( W_\gamma[U] \) be the parallel transporter along an oriented path \( \gamma \) composed of oriented links on a lattice \( L_\epsilon \). Then \( W_\gamma[U] \) is obtained by the path-ordered product of the gauge variable \( U_\ell \) defined on each link \( \ell \in \gamma \). Especially, the Wilson loop operator for a closed loop \( C \) on a lattice is defined by the trace of \( W_\gamma \) for a closed loop \( \gamma = C \):

\[
W_C[U] = \text{tr}(U_C)/\text{tr}(1), \quad U_C := \mathcal{P} \prod_{\ell \in C} U_\ell, \quad (2.1)
\]

where \( \mathcal{P} \) is the path-ordered symbol. If the lattice spacing \( \epsilon \) is sufficiently small, the operator \( W_C[U] \) on a lattice \( L_\epsilon \) can be a good approximation for the Wilson loop operator \( W_C[A] \) defined on the continuum spacetime \( \mathbb{R}^D \).

Now we consider decomposing the SU(\( N \)) gauge variable \( U_\ell = U_{x,\mu} \) defined on an oriented link \( \ell = <x, x + \mu> \in L_\epsilon \) into the product of two SU(\( N \)) variables \( X_{x,\mu} \) and \( V_{x,\mu} \) defined on the same lattice \( \mathbb{Z}_N \):

\[
U_{x,\mu} = X_{x,\mu} V_{x,\mu} \in SU(N), \quad X_{x,\mu}, V_{x,\mu} \in SU(N). \quad (2.2)
\]

In lattice gauge theories, the link variable \( U_{x,\mu} \) obeys the well-known lattice gauge transformation:

\[
U_{x,\mu} \rightarrow \Omega_x U_{x,\mu} \Omega_{x+\mu}^\dagger = U'_{x,\mu}, \quad \Omega_x \in SU(N) \quad (2.3)
\]

Here we require that \( V_{x,\mu} \) is a new link variable which transforms like a usual gauge variable on a link \( \ell = <x, x + \mu> \):

\[
V_{x,\mu} \rightarrow \Omega_x V_{x,\mu} \Omega_{x+\mu}^\dagger = V'_{x,\mu}, \quad \Omega_x \in SU(N). \quad (2.4)
\]

For this gauge transformation to be consistent with the decomposition (2.2), consequently, \( X_{x,\mu} \) must behave like an adjoint matter field at the site \( x \) under the gauge transformation:

\[
X_{x,\mu}(= U_{x,\mu} V_{x,\mu}^\dagger) \rightarrow \Omega_x X_{x,\mu} \Omega_x^\dagger = X'_{x,\mu}, \quad \Omega_x \in SU(N). \quad (2.5)
\]

The explicit form for the new lattice variables \( X_{x,\mu} \) and \( V_{x,\mu} \) in terms of the original link variable \( U_{x,\mu} \) and the color field \( m_x \) has been given for SU(2) in [16][17] and for SU(N) in [30][18].

Now we define the Wilson loop operator for the decomposed variable (2.2). We repeat the same steps as those taken in deriving a non-Abelian Stokes theorem of the Diakonov-Petrov type for the Wilson loop operator in the continuum [26]. First, inserting the complete set of coherent states \( |\xi_x, \Lambda\rangle \) at every site \( x \) on the loop \( C \):

\[
1 = \int |\xi_x, \Lambda\rangle d\mu(\xi_x) \langle \xi_x, \Lambda|, \quad (2.6)
\]

and replacing the trace of an operator \( \mathcal{O} \) with

\[
\mathcal{N}^{-1} \text{tr}(\mathcal{O}) = \int d\mu(\xi_x) \langle \xi_x, \Lambda| \mathcal{O} |\xi_x, \Lambda\rangle, \quad (2.7)
\]

Now we consider decomposing the SU(\( N \)) gauge variable \( U_\ell = U_{x,\mu} \) defined on an oriented link \( \ell = <x, x + \mu> \in L_\epsilon \) into the product of two SU(\( N \)) variables \( X_{x,\mu} \) and \( V_{x,\mu} \) defined on the same lattice \( \mathbb{Z}_N \):

\[
U_{x,\mu} = X_{x,\mu} V_{x,\mu} \in SU(N), \quad X_{x,\mu}, V_{x,\mu} \in SU(N). \quad (2.2)
\]

In lattice gauge theories, the link variable \( U_{x,\mu} \) obeys the well-known lattice gauge transformation:

\[
U_{x,\mu} \rightarrow \Omega_x U_{x,\mu} \Omega_{x+\mu}^\dagger = U'_{x,\mu}, \quad \Omega_x \in SU(N) \quad (2.3)
\]

Here we require that \( V_{x,\mu} \) is a new link variable which transforms like a usual gauge variable on a link \( \ell = <x, x + \mu> \):

\[
V_{x,\mu} \rightarrow \Omega_x V_{x,\mu} \Omega_{x+\mu}^\dagger = V'_{x,\mu}, \quad \Omega_x \in SU(N). \quad (2.4)
\]

For this gauge transformation to be consistent with the decomposition (2.2), consequently, \( X_{x,\mu} \) must behave like an adjoint matter field at the site \( x \) under the gauge transformation:

\[
X_{x,\mu}(= U_{x,\mu} V_{x,\mu}^\dagger) \rightarrow \Omega_x X_{x,\mu} \Omega_x^\dagger = X'_{x,\mu}, \quad \Omega_x \in SU(N). \quad (2.5)
\]

The explicit form for the new lattice variables \( X_{x,\mu} \) and \( V_{x,\mu} \) in terms of the original link variable \( U_{x,\mu} \) and the color field \( m_x \) has been given for SU(2) in [16][17] and for SU(N) in [30][18].

Now we define the Wilson loop operator for the decomposed variable (2.2). We repeat the same steps as those taken in deriving a non-Abelian Stokes theorem of the Diakonov-Petrov type for the Wilson loop operator in the continuum [26]. First, inserting the complete set of coherent states \( |\xi_x, \Lambda\rangle \) at every site \( x \) on the loop \( C \):

\[
1 = \int |\xi_x, \Lambda\rangle d\mu(\xi_x) \langle \xi_x, \Lambda|, \quad (2.6)
\]

and replacing the trace of an operator \( \mathcal{O} \) with

\[
\mathcal{N}^{-1} \text{tr}(\mathcal{O}) = \int d\mu(\xi_x) \langle \xi_x, \Lambda| \mathcal{O} |\xi_x, \Lambda\rangle, \quad (2.7)
\]
we obtain

$$W_C[U] = \prod_{x \in C} \int d\mu(\xi_x) \prod_{\ell = <x,x+\hat{\mu}+\varepsilon> \in C} \langle \xi_x, \Lambda | U_\ell | \xi_{x+\hat{\mu}+\varepsilon}, \Lambda \rangle. \quad (2.8)$$

For details on coherent states and a non-Abelian Stokes theorem, see [26, 24]. It should be remarked that the insertion was performed to give the matrix element in the form $\langle \xi_x, \Lambda | U_\ell | \xi_{x+\hat{\mu}+\varepsilon}, \Lambda \rangle$ for preserving the gauge invariance even after inserting the coherent state, instead of taking $\langle \xi_{x+\hat{\mu}+\varepsilon}, \Lambda | U_\ell | \xi_x, \Lambda \rangle$. Applying the decomposition (2.2), then, we have

$$W_C[U] = W_C[XV] = \prod_{x \in C} \int d\mu(\xi_x) \prod_{\ell = <x,x+\hat{\mu}> \in C} \langle \xi_x, \Lambda | X_{x,\mu} V_{x,\mu} | \xi_{x+\hat{\mu}+\varepsilon}, \Lambda \rangle. \quad (2.9)$$

Next, we look for a set of requirements which guarantees that the full Wilson loop operator $W_C[U]$ defined originally in terms of the link variable $U_\ell$ agrees exactly with the restricted one $W_C[V]$ which is rewritten in terms of the new link variable $V_\ell$ up to a constant factor:

$$W_C[U] = \text{const.} W_C[V]. \quad (2.10)$$

Roughly speaking, this Abelian dominance follows if the variable $X_{x,\mu}$ does not contribute to the Wilson loop operator through the matrix element between the coherent states.

If a representation of the Wilson loop is chosen, a reference state $|\Lambda\rangle$ of the coherent state is fixed and the the stability group $\tilde{H}$ is determined [26]. In order to realize the Abelian dominance (2.10), we impose two requirements:

I) For the stability group $\tilde{H}$, we require

$$\xi_x^\dagger V_{x,\mu} \xi_{x+\hat{\mu}} \in \tilde{H}, \quad (2.11a)$$

which implies by definition of the stability group

$$\xi_x^\dagger V_{x,\mu} \xi_{x+\hat{\mu}} |\Lambda\rangle = |\Lambda\rangle e^{i\phi_{x,\mu}}, \quad (2.11b)$$

with

$$e^{i\phi_{x,\mu}} = \langle \Lambda | \xi_x^\dagger V_{x,\mu} \xi_{x+\hat{\mu}} |\Lambda\rangle. \quad (2.11c)$$

II) For the matrix element of $X_{x,\mu}$ in the coherent state $|\xi_x, \Lambda\rangle$, we require

$$\prod_{<x,x+\mu> \in C} \langle \Lambda | \xi_x^\dagger X_{x,\mu} \xi_x |\Lambda\rangle \equiv \prod_{<x,x+\mu> \in C} \langle \xi_x, \Lambda | X_{x,\mu} |\xi_x, \Lambda \rangle =: \rho_C[X, \xi] = \text{const.}, \quad (2.12)$$

where the constant is a complex number which is independent of $X_{x,\mu}$ and $\xi_x$.

Now we show that the Abelian dominance (2.10) follows from the requirements (I) and (II) for the Wilson loop in any representation. Moreover, we show that a set of requirements (I) & (II) is a necessary and sufficient condition for the Abelian dominance (2.10) for the Wilson loop in the fundamental representation. We first observe that for any representation the matrix element in (2.8) reads

$$\langle \xi_x, \Lambda | U_\ell | \xi_{x+\hat{\mu}}, \Lambda \rangle = \langle \Lambda | \xi_x^\dagger U_\ell \xi_{x+\hat{\mu}} |\Lambda\rangle. \quad (2.13)$$
while the matrix element in (2.9) is cast into

$$\langle \xi, \Lambda | X_{x,\mu} V_{x} | \xi_{x+\epsilon \mu}, \Lambda \rangle = \langle \Lambda | (\xi_{x}^\dagger X_{x,\mu} \xi_{x})(\xi_{x}^\dagger V_{x,\mu} \xi_{x+\epsilon \mu}) | \Lambda \rangle,$$  \hspace{1cm} (2.14)

where we have used\footnote{2}{For $g = \xi h \in G = SU(N)$, $h \in H$, $\xi \in G/H$, we have $1 = g g^\dagger = \xi h h^\dagger \xi^\dagger$. For $G = SU(N)$, $H = U(N-1)$ in the minimal case and $H = U(1)^{N-1}$ in the maximal case. Therefore, we have $h h^\dagger = 1$ in both cases, which leads to $\xi \xi^\dagger = 1$. These exhaust all the cases for $SU(2)$ and $SU(3)$. We exclude the other intermediate cases which can occur for $SU(N)$, $N \geq 4$.} $\xi_{x} \xi_{x}^\dagger = 1$.

For fundamental representations, in particular, it is shown using (3.1a) that the matrix element $\langle \xi, \Lambda | U_{\ell} | \xi_{x+\epsilon \mu}, \Lambda \rangle$ is equal to one of the diagonal elements of $\xi_{x}^\dagger U_{\ell} \xi_{x+\epsilon \mu}$:

$$\langle \xi, \Lambda | U_{\ell} | \xi_{x+\epsilon \mu}, \Lambda \rangle = (\xi_{x}^\dagger U_{\ell} \xi_{x+\epsilon \mu})_{dd},$$  \hspace{1cm} (2.15)

while the matrix element $\langle \xi, \Lambda | X_{x,\mu} V_{x,\mu} | \xi_{x+\epsilon \mu}, \Lambda \rangle$ is decomposed to the product:

$$\langle \xi, \Lambda | X_{x,\mu} V_{x,\mu} | \xi_{x+\epsilon \mu}, \Lambda \rangle = (\xi_{x}^\dagger X_{x,\mu} \xi_{x}^\dagger V_{x,\mu} \xi_{x+\epsilon \mu})_{dd}$$

$$= (\xi_{x}^\dagger X_{x,\mu} \xi_{x})_{dd} (\xi_{x}^\dagger V_{x,\mu} \xi_{x+\epsilon \mu})_{dd},$$  \hspace{1cm} (2.16)

where no sum is understood for the index $d$, while the summation over a $(a = 1, \ldots, N)$ should be understood. We find that the Wilson loop operator $W_{C}[U]$ is written using the diagonal element $(\xi_{x}^\dagger U_{\ell} \xi_{x+\epsilon \mu})_{dd} = \langle \xi, \Lambda | U_{\ell} | \xi_{x+\epsilon \mu}, \Lambda \rangle$ in (2.8). Therefore, we wish to obtain the condition for the matrix element $\langle \xi, \Lambda | X_{x,\mu} V_{x,\mu} | \xi_{x+\epsilon \mu}, \Lambda \rangle$ to be written in terms of only the diagonal element:

$$(\hat{V}_{x,\mu})_{dd} = (\xi_{x}^\dagger V_{x} \xi_{x+\epsilon \mu})_{dd} = \langle \Lambda | \xi_{x}^\dagger V_{x} \xi_{x+\epsilon \mu} | \Lambda \rangle = \langle \xi, \Lambda | V_{1} | \xi_{x+\epsilon \mu}, \Lambda \rangle.$$  \hspace{1cm} (2.17)

In fact, only a diagonal element of $\hat{V}_{x,\mu} := \xi_{x}^\dagger V_{x,\mu} \xi_{x+\epsilon \mu}$ contributes in (2.16) if and only if the requirement $I$ (2.11b) is satisfied. This is verified as follows. For a choice of the fundamental representation:

$$| \Lambda \rangle = (0, \ldots, 0, 1)^{T} = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{pmatrix},$$  \hspace{1cm} (2.18)

the requirement $I$ (2.11b) is equivalent to the equality of the matrix element for arbitrary state $\Psi$ ($\langle \Psi | = (\Psi_{1}^{*}, \Psi_{2}^{*}, \ldots, \Psi_{N}^{*})$):

$$\langle \Psi | \hat{V}_{x,\mu} | \Lambda \rangle = \sum_{a=1}^{N} \Psi_{a}^{*} (\hat{V}_{x,\mu})_{aN} = \Psi_{N}^{*} e^{i \phi_{x,\mu}}.$$  \hspace{1cm} (2.19)

This is fulfilled if and only if

$$(\hat{V}_{x,\mu})_{aN} = 0 \quad (a = 1, \ldots, N-1), \quad (\hat{V}_{x,\mu})_{NN} = e^{i \phi_{x,\mu}} \neq 0.$$  \hspace{1cm} (2.20)

By repeating this argument for $\hat{V}_{x,\mu}^\dagger$, we find that the elements in the last row and the last column are vanishing $(\hat{V}_{x,\mu})_{aN} = 0 = (\hat{V}_{x,\mu})_{NN} (a = 1, \ldots, N-1)$ except for
a diagonal element \((\hat{V}_{x,\mu})_{NN}\) being non-vanishing, that is to say, the matrix \(\hat{V}_{x,\mu} = \xi_x V_{x,\mu} \xi_{x+\epsilon}\hat{\mu}\) reduces to a block-diagonal matrix. Consequently, only the \((NN)\) diagonal element of the matrix \(\hat{X}_{x,\mu} := \xi_x X_{x,\mu} \xi_x\) contributes to the Wilson loop operator. Under the requirement \((I)\), therefore, we have

\[
\langle \xi_x, \Lambda | X_{x,\mu} V_{x,\mu} | \xi_{x+\epsilon}\hat{\mu}, \Lambda \rangle = \langle \xi_x, \Lambda | X_{x,\mu} | \xi_{x+\epsilon}\hat{\mu}, \Lambda \rangle. \tag{2.21}
\]

Under the requirement \((I)\), anyway, the full Wilson loop reads

\[
W_C[U] = \prod_{x \in C} \int d\mu(\xi_x) \prod_{\ell = x, x+\epsilon \hat{\mu} > C} \langle \xi_x, \Lambda | X_{x,\mu} | \xi_{x+\epsilon}\hat{\mu}, \Lambda \rangle \times \prod_{\ell = x, x+\epsilon \hat{\mu} > C} \langle \xi_x, \Lambda | V_{x,\mu} | \xi_{x+\epsilon}\hat{\mu}, \Lambda \rangle. \tag{2.22}
\]

The term \(\rho_C[X, \xi] := \prod_{\ell = x, x+\epsilon \hat{\mu} > C} \langle \xi_x, \Lambda | X_{x,\mu} | \xi_{x+\epsilon}\hat{\mu}, \Lambda \rangle\) depends on \(\xi_x\) as well as \(X_{x,\mu}\) on the loop \(C\), and is responsible for the integration by the measure \(d\mu(\xi_x)\). The requirement \((II)\) allows us to factor out this term to obtain the Abelian dominance equality \((2.10)\). A refinement of the requirement \((II)\) will be discussed later.

Once the new lattice variables \(V_{x,\mu}\) and \(X_{x,\mu}\) are identified with elements of the SU\((N)\) Lie group, they can be related to the \(su(N)\) Lie algebra \(\mathcal{A}_\mu(x)\) and \(\mathcal{B}_\mu(x)\) respectively:

\[
X_{x,\mu} = \exp[-ieg\mathcal{A}_\mu(x)], \quad V_{x,\mu} = \exp[-ieg\mathcal{B}_\mu(x + \epsilon\hat{\mu}/2)], \tag{2.23}
\]

just as the original link variable \(U_{x,\mu}\) is associated with the gauge potential \(\mathcal{A}_\mu(x)\):

\[
U_{x,\mu} = \exp[-ieg\mathcal{A}_\mu(x + \epsilon\hat{\mu}/2)]. \tag{2.24}
\]

Incidentally, we can consider another decomposition of the form:

\[
U_{x,\mu} = \hat{V}_{x,\mu} \hat{X}_{x,\mu}. \tag{2.25}
\]

In this decomposition, \(\hat{X}_{x,\mu}\) must obey the gauge transformation of the adjoint type at the site \(x + \mu\):

\[
\hat{X}_{x,\mu} (= \hat{V}_{x,\mu}^\dagger U_{x,\mu}) \rightarrow \Omega_{x+\mu} \hat{X}_{x,\mu} \Omega_{x+\mu}^\dagger, \tag{2.26}
\]

provided that \(U_{x,\mu}\) and \(\hat{V}_{x,\mu}\) transform in the same way as the above, \(2.3\) and \(2.4\) respectively. This case can be treated in the same way as the above case. For instance, we can cast the relevant matrix element into the following form.

\[
\langle \xi_x, \Lambda | U_{x,\mu} | \xi_{x+\epsilon}\hat{\mu}, \Lambda \rangle = \langle \xi_x, \Lambda | \hat{V}_{x,\mu} \hat{X}_{x,\mu} | \xi_{x+\epsilon}\hat{\mu}, \Lambda \rangle \\
= \langle \Lambda | \xi_x \hat{V}_{x,\mu} \xi_{x+\epsilon}\hat{\mu} \xi_{x+\epsilon}\hat{\mu} \hat{X}_{x,\mu} | \xi_x \Lambda \rangle \\
= \langle \xi_x | \hat{V}_{x,\mu} \xi_{x+\epsilon}\hat{\mu} \xi_{x+\epsilon}\hat{\mu} \hat{X}_{x,\mu} \xi_{x+\epsilon}\hat{\mu} | \Lambda \rangle dd \langle \xi_{x+\epsilon}\hat{\mu} \hat{X}_{x,\mu} \xi_{x+\epsilon}\hat{\mu} | \Lambda \rangle \\
= \langle \xi_x, \Lambda | \hat{V}_{x,\mu} | \xi_{x+\epsilon}\hat{\mu}, \Lambda \rangle \times \langle \xi_{x+\epsilon}\hat{\mu}, \Lambda | \hat{X}_{x,\mu} | \xi_{x+\epsilon}\hat{\mu}, \Lambda \rangle. \tag{2.27}
\]

\(^3\) Here we have assigned the Lie algebra \(\mathcal{A}_\mu\) and \(\mathcal{B}_\mu\) to the Lie group \(U_{x,\mu}\) and \(\hat{V}_{x,\mu}\) according to the mid-point prescription, in view of the gauge transformations \(2.3\) for \(U_{x,\mu}\) and \(2.3\) for \(\hat{V}_{x,\mu}\). This inevitably leads to the \(o(\epsilon^2)\) correction to the definition of \(X_{x,\mu}\) in order to be consistent with \(X_{x,\mu} = U_{x,\mu} V_{x,\mu}^{-1} = \exp\{-ieg\mathcal{B}_\mu(x + \epsilon\hat{\mu}/2) + \frac{1}{2}g^2s^2[\mathcal{B}_\mu(x + \epsilon\hat{\mu}/2), \mathcal{B}_\mu(x + \epsilon\hat{\mu}/2)] + o(\epsilon^3)\}.\]
Therefore, the requirement (I) remains exactly the same, while the requirement (II) is replaced by a condition for \( \langle \xi_{x+\epsilon\hat{\mu}}, \Lambda | \tilde{X}_{x,\mu} | \xi_{x+\epsilon\hat{\mu}}, \Lambda \rangle \). This fact implies that another decomposition (2.22) gives the same \( V_{x,\mu} \) as the above (2.2), i.e., \( \tilde{V}_{x,\mu} = V_{x,\mu} \). Although there exist some discrepancy between \( X_{x,\mu} \) and \( \tilde{X}_{x,\mu} \) at non-zero lattice spacing \( \epsilon \) as suggested from the transformation rules (2.5) and (2.26), the difference between \( X_{x,\mu} \) and \( \tilde{X}_{x,\mu} \) vanishes in the continuum limit. Therefore, our results for the Abelian dominance does not depend on the way of the decomposition for the gauge variable.

In order to understand the requirement (I) more concretely, we examine the SU(3) case. We adopt the Gell-Mann matrices \( \lambda_A \) for the generators of su(3), i.e., \( T_A = \lambda_A / 2 \) for \( A = 1, \ldots, 8 \) where \( \lambda_3 \) and \( \lambda_8 \) are diagonal matrices. Then it is shown [26] that \( \mathcal{H} = \lambda_8 / (2\sqrt{3}) \) is the simplest choice for \( \mathcal{H} \) in fundamental representations of SU(3).

In this case, (4.3a) means that the Lie algebra of the group element \( \xi_{x+\epsilon\hat{\mu}} \) is given as a linear combination of \( \lambda_1, \lambda_2, \lambda_3 \) and \( \lambda_8 \). This implies that \( \hat{V}_{x,\mu} := \xi_{x+\epsilon\hat{\mu}} \xi_{x,\mu} + \epsilon \hat{\mu} \) is block diagonal and \( \hat{V}_{x,\mu} \in U(2) \) in agreement with \( \tilde{H} = U(2) \). From \( \hat{U}_{x,\mu} := \xi_{x} \hat{U}_{x,\mu} \xi_{x+\epsilon\hat{\mu}} = (\xi_{x} \hat{X}_{x,\mu} \xi_{x}) (\xi_{x} V_{x,\mu} \xi_{x+\epsilon\hat{\mu}}) = \hat{X}_{x,\mu} \hat{V}_{x,\mu} \), we have \( \hat{X}_{x,\mu} = \hat{U}_{x,\mu} \hat{V}_{x,\mu}^{-1} \) and \( \hat{X}_{x,\mu} \in SU(3)/U(2) \). Therefore, the Lie algebra \( \mathcal{F}_\mu(x) \) of \( \hat{X}_{x,\mu} \) is written to be a linear combination of the matrices \( \lambda_4, \lambda_5, \lambda_6 \) and \( \lambda_7 \).

In the following, we examine how and when the requirements (I) and (II) are satisfied by clarifying their physical meanings. First of all, we observe that the condition (2.10) or the two requirements (I) and (II) are invariant under the lattice gauge transformations (2.4) and (2.5), since \( \xi_{x} V_{x,\mu} \xi_{x+\epsilon\hat{\mu}} \) and \( \xi_{x} X_{x,\mu} \xi_{x} \) are gauge invariant combinations. Therefore, they could hold exactly on a lattice for arbitrary \( \epsilon \). However, we show later that the requirement (II) (2.12) is exactly satisfied only in the continuum limit \( \epsilon \to 0 \), while the requirement (I) is fulfilled for arbitrary lattice spacing \( \epsilon \). We shall see that the constant in (2.12) goes to one in the naive continuum limit \( \epsilon \to 0 \).

It should be remarked that the Wilson criterion for quark confinement is not applicable at finite temperature. A criterion for confinement at finite temperature is given in terms of the Polyakov loop operator \( L_{\vec{x}}[U] \) (or the thermal Wilson line) which goes along the temporal direction [31]:

\[
L_{\vec{x}}[U] = \frac{\text{tr}(\mathcal{P} \prod_{x_D} U_{x,\mu=D})}{\text{tr}(1)}, \quad x = (\vec{x}, x_D).
\]  

If the conditions (2.10) is satisfied, the “Abelian dominance” in the same sense as the Wilson loop holds:

\[
L_{\vec{x}}[U] = \text{const.} L_{\vec{x}}[V].
\]  

3 Formulae for the coherent states

In order to see the physical meaning of the requirements (I) and (II), we prepare some formulae for the coherent state which are needed to rewrite the requirements.

For the Wilson loop operator in the fundamental representations, the matrix ele-
ment of any Lie algebra valued operator \( \mathcal{O} \) in the coherent state is cast into
\[
\langle \xi, \Lambda | \mathcal{O} | \tilde{\xi}, \Lambda \rangle = \langle \Lambda | \xi^{\dagger} \bar{\mathcal{O}} \xi | \Lambda \rangle = \langle \xi^{\dagger} \bar{\mathcal{O}} \xi \rangle_{dd} \quad \text{(no sum over } d) \tag{3.1a}
\]
\[
= \text{tr}[\xi^{\dagger} \bar{\mathcal{O}} \xi e_{dd}] \quad \text{(3.1b)}
\]
\[
= \text{tr}[\bar{\mathcal{O}} \xi e_{dd} \xi^{\dagger}] \quad \text{(3.1c)}
\]

where we have introduced a matrix \( e_{dd} \) having only one non-vanishing diagonal element:
\[
(e_{dd})_{bc} = \delta_{db} \delta_{dc} \quad \text{(no sum over } d).
\]

We can introduce \( \mathcal{H} \) given by \([26]\)
\[
\mathcal{H} := \Lambda \cdot H = \sum_{j=1}^{r} \Lambda_{j} H_{j}, \quad \text{(3.2)}
\]

where \( H_{j} \) \((j = 1, \cdots, r = N - 1)\) are the generators from the Cartan subalgebra \((r = N - 1 \text{ is the rank of the gauge group } G = SU(N))\) and \( r \)-dimensional vector \( \Lambda_{j} \) \((j = 1, \cdots, r)\) is the highest weight of the representation in which the Wilson loop is considered. For \( N \) fundamental representations for \( SU(N) \) \((d = 1, \cdots, N)\), we have
\[
e_{dd} := 1 - \frac{1}{\text{tr}(1)} + 2 \mathcal{H}, \quad \mathcal{H} = \frac{1}{2} \left( e_{dd} - \frac{1}{\text{tr}(1)} \right). \quad \text{(3.3)}
\]
Hence the matrix element of any Lie algebra valued operator \( \mathcal{O} \) in the coherent state \([26]\) reads
\[
\langle \xi, \Lambda | \mathcal{O} | \tilde{\xi}, \Lambda \rangle = \text{tr}\left[ \mathcal{O} \xi e_{\xi^{\dagger}} \right] = \text{tr} \left[ \xi^{\dagger} \mathcal{O} \xi \left( \frac{1}{\text{tr}(1)} + 2 \mathcal{H} \right) \right] \quad \text{(3.4a)}
\]
\[
= \text{tr} \left[ \mathcal{O} \left( \frac{1}{\text{tr}(1)} \xi^{\dagger} \xi + 2 \tilde{\mathcal{H}} \xi^{\dagger} \right) \right]. \quad \text{(3.4b)}
\]

We introduce a new field \( m(x) \) having its value in the Lie algebra \( \mathcal{G} = su(N) \) by
\[
m(x) := \xi(x) \mathcal{H}(x)^{\dagger} = \sum_{j=1}^{r} \Lambda_{j} n_{j}(x), \quad \text{(3.5)}
\]
which is a linear combination of the color field defined by
\[
n_{j}(x) := \xi(x) H_{j} \xi(x)^{\dagger} \quad (j = 1, \cdots, N - 1). \quad \text{(3.6)}
\]
Moreover, we can introduce the normalized color field \( n(x) \) by
\[
n(x) := \sqrt{\frac{2N}{N-1}} m(x) = \sqrt{\frac{2N}{N-1}} \xi(x) \mathcal{H}(x)^{\dagger}. \quad \text{(3.7)}
\]
In particular, the diagonal matrix element is cast into \([26]\)
\[
\langle \xi(x), \Lambda | \mathcal{O}(x) | \xi(x), \Lambda \rangle = \text{tr} \left\{ \mathcal{O}(x) \left[ \frac{1}{\text{tr}(1)} \mathcal{H} + 2 m(x) \right] \right\}, \quad \text{(3.8)}
\]
and
\[
\langle \Lambda | \mathcal{O}(x) | \Lambda \rangle = \text{tr} \left\{ \left[ \frac{1}{\text{tr}(1)} + 2 \mathcal{H} \right] \mathcal{O}(x) \right\}. \quad \text{(3.9)}
\]
4 Field decomposition and Abelian dominance

For SU(2), \( m(x) \) agrees with the unit color field \( n(x) \) introduced in the previous paper [13]:

\[
m(x) = \frac{1}{2} n(x).
\] (4.1)

The color field \( n(x) \) denotes a spacetime-dependent embedding of the Abelian direction into the non-Abelian color space and hence the Abelian direction can vary from point to point of spacetime. Therefore, the color field \( n(x) \) plays the role of recovering color symmetry which will be lost by a global (i.e., space-time independent or uniform) choice of the Abelian direction taken in the conventional approach, e.g., the maximal Abelian gauge. The field strength \( F_{\mu \nu}(x) \) of the non-Abelian gauge field \( V_{\mu}(x) \) at \( x \) is in general non-Abelian and is not necessarily proportional to the Abelian direction at \( x \) specified by the color field \( n(x) \) at \( x \).

In view of this, we consider the meaning of the first requirement (I):

\[
\xi_x^\dagger V_{x,\mu} \xi_{x+\epsilon \hat{\mu}} \in \tilde{H},
\] (4.2)

which is equivalent to

\[
[H, \xi_x^\dagger V_{x,\mu} \xi_{x+\epsilon \hat{\mu}}] = 0,
\] (4.3a)

and

\[
m_x V_{x,\mu} = V_{x,\mu} m_{x+\mu},
\] (4.3b)

where (4.3b) is obtained by multiplying both sides of (4.3a) by \( \xi_x \) from the left and \( \xi_{x+\mu} \) from the right. The equation (4.3b) agrees with the first defining equation for the decomposition (2.2) on a lattice derived in [16, 17] for SU(2) and [30, 18] for SU(N).

Now we show that the requirement (I), (4.3a) or (4.3b), is a condition for the field strength \( \mathcal{F}_{\mu \nu}(x) \) of the restricted field \( V_{\mu}(x) \) to have only the Abelian part proportional to the color field \( n(x) \) at the same spacetime point \( x \).

On a lattice, the arguments are as follows. We recall a general relation in lattice gauge theory: the path-ordered product of the gauge variables along the four links around a plaquette (elementary square) is related to the field strength of the gauge field:

\[
V_{x,\mu} V_{x+\mu,\nu} V_{x+\nu,\mu}^\dagger V_{x,\nu}^\dagger = \exp \left[ -i\epsilon^2 g \mathcal{F}_{x,\mu \nu}^{[\gamma]} + o(\epsilon^4) \right],
\] (4.4)

where \( \tilde{x} \) denotes \( \tilde{x} := x + \epsilon \hat{\mu}/2 + \epsilon \hat{\nu}/2 \). It is easy to see that the commutativity of the plaquette variable \( V_{x,\mu} V_{x+\mu,\nu} V_{x+\nu,\mu}^\dagger V_{x,\nu}^\dagger \) with the color field \( n_x \) at the corner \( x \) of the plaquette on a lattice

\[
[V_{x,\mu} V_{x+\mu,\nu} V_{x+\nu,\mu}^\dagger V_{x,\nu}^\dagger, m_x] = 0,
\] (4.5)

follows from a more elementary relation (4.3b). The relation (4.3b) means that the color field \( m_x \) at a site \( x \) can be parallel transported to the next site \( x + \mu \) across the link \( x, x + \mu \) in the background \( V_{x,\mu} \) and is identified with \( m_{x+\mu} \) at the next cite.
For SU(2), the commutativity (4.5) means that the plaquette variable (4.4) is written in the form
\[
V_{x,\mu}V_{x+\mu,\nu}V_{x+\nu,\lambda}^\dagger V_{x,\lambda}^\dagger = \exp \left[ -ie^2 gF_{x,\mu\nu}n_\mu + o(e^3) \right],
\]
where \(F_{x,\mu\nu}\) is the SU(2) gauge invariant field strength in the Abelian direction specified by \(n_\mu\) at \(x\). Thus we conclude that \(\mathcal{F}_{x,\mu\nu}^{[\gamma]} = F_{x,\mu\nu}n_\mu\) for SU(2). The case of SU(N) \((N \geq 3)\) can be treated in the similar way to the SU(2) case. See [26] for details.

In the continuum theory, the commutator between \(\mathcal{F}_{\mu\nu}^{[\gamma]}(x)\) and a color field \(m(x)\) is calculated using \(\mathcal{F}_{\mu\nu}^{[\gamma]} = ig^{-1}[D_\mu^{[\gamma]}, D_\nu^{[\gamma]}]\) for \(D_\mu^{[\gamma]} := \partial_\mu - ig[\gamma_\mu, \cdot]\) as follows.
\[
[D_\mu^{[\gamma]}, m] = ig^{-1}[[D_\mu^{[\gamma]}, D_\nu^{[\gamma]}], m]
\]
\[
= -ig^{-1}[[D_\nu^{[\gamma]}, m], D_\mu^{[\gamma]}] - ig^{-1}[[m, D_\mu^{[\gamma]}], D_\nu^{[\gamma]}]
\]
\[
= ig^{-1}D_\mu^{[\gamma]}(m, D_\nu^{[\gamma]}m) + ig^{-1}D_\nu^{[\gamma]}(D_\mu^{[\gamma]}m)
\]
where we have used the Jacobi identity in the second equality and the relation: \([D_\mu^{[\gamma]}, m]f = (D_\mu^{[\gamma]}m)f\) for an arbitrary function \(f\) in the third and the last equalities. Thus, if \(\gamma_\mu(x)\) and \(m(x)\) satisfies\(^4\)
\[
D_\mu^{[\gamma]}m(x) = 0,
\]
then \(\mathcal{F}_{\mu\nu}^{[\gamma]}(x)\) and \(m(x)\) commute, i.e.,
\[
[\mathcal{F}_{\mu\nu}^{[\gamma]}(x), m(x)] = 0.
\]
For SU(2), this means that the field strength \(\mathcal{F}_{\mu\nu}^{[\gamma]}(x)\) of the field \(\gamma_\mu(x)\) has only the Abelian part proportional to \(n(x)\):
\[
\mathcal{F}_{\mu\nu}^{[\gamma]}(x) = F_{\mu\nu}(x)n(x),
\]
\(^4\) It is shown that (4.3b) is a lattice version of (4.5). In fact, expanding (4.3b) around the midpoint \(x + \epsilon \mu/2\) yields (4.8) to the accuracy of the next order \(e^2\), which is to be compared with the naive expansion around end-points. See [18] and [30] for more details.
shows that the requirement (I) [1.3a] is automatically incorporated in this approach. Therefore, once the Wilson loop operator is rewritten into the surface integral form through the non-Abelian Stokes theorem using the coherent state, it is represented by the (SU(N) gauge-invariant) Abelian field strength $F$, i.e., the magnitude of the field strength $F$ of the restricted field $\mathcal{V}$ of the restricted field $\mathcal{V}$ [26]:

$$W_C[\mathcal{V}] = W_S[F] := \prod_{x \in S} \int d\mu(\xi_x) \exp \left( ig \int_{S, \partial S = C} F \right), \quad F := 2\text{tr}(m(x)F[\mathcal{V}](x)).$$ (4.12)

Thus we have obtained a gauge-invariant (and gauge-independent) definition of the Abelian dominance in the continuum form:

$$W_C[\mathcal{V}] = \text{const}.W_C[\mathcal{V}] = \text{const}.W_S[F],$$ (4.13)

where $\mathcal{V}$ is defined in a gauge-covariant and gauge-independent way and $F$ becomes gauge invariant and hence gauge independent.

Now we turn our attention to the physical meaning of the second requirement (II). We decompose the matrix element $\langle \xi_x, \Lambda | X_{x,\mu} | \xi_x, \Lambda \rangle$ into the real and imaginary parts:

$$\langle \xi_x, \Lambda | X_{x,\mu} | \xi_x, \Lambda \rangle = \text{Re}\langle \xi_x, \Lambda | X_{x,\mu} | \xi_x, \Lambda \rangle + i\text{Im}\langle \xi_x, \Lambda | X_{x,\mu} | \xi_x, \Lambda \rangle$$

$$= \langle \xi_x, \Lambda | X_{x,\mu} + X_{x,\mu}^\dagger | \xi_x, \Lambda \rangle + \langle \xi_x, \Lambda | X_{x,\mu} - X_{x,\mu}^\dagger | \xi_x, \Lambda \rangle. \quad (4.14)$$

This is understood by applying the formula (3.8) to the two terms on the right-hand side:

$$\langle \xi_x, \Lambda | X_{x,\mu} \pm X_{x,\mu}^\dagger | \xi_x, \Lambda \rangle$$

$$= \text{tr} \left\{ \frac{X_{x,\mu} \pm X_{x,\mu}^\dagger}{2} \right\} / \text{tr}(1) + \text{tr} \left\{ (X_{x,\mu} \pm X_{x,\mu}^\dagger) m_x \right\}. \quad (4.15)$$

The matrix element $\langle \xi_x, \Lambda | X_{x,\mu} | \xi_x, \Lambda \rangle$ can not be a real number, since the imaginary part can not vanish except for the limit $\epsilon \to 0$. This is easily seen by estimating the order in the lattice spacing $\epsilon$ of the four terms by expanding the $X_{x,\mu}$ and $X_{x,\mu}^\dagger$ in power series in $\epsilon$: $X_{x,\mu}$ or $X_{x,\mu}^\dagger = 1 + i\epsilon g F^-_\mu(x) - \frac{1}{2} \epsilon^2 g^2 F^\mu_\nu(x)^2 + o(\epsilon^3)$ as\footnote{The reason that the $o(\epsilon)$ term vanishes in $\text{tr} \left\{ (X_{x,\mu} - X_{x,\mu}^\dagger)/2 \right\}$ comes from the fact $\text{tr}(F^-_\mu(x)) = 0$ due to a property of the su(N) Lie algebra for an SU(N) group element $X_{x,\mu}$. This is not the case for u(N) Lie algebra.}

$$\text{tr} \left\{ \frac{X_{x,\mu} + X_{x,\mu}^\dagger}{2} \right\} / \text{tr}(1) = 1 + O(\epsilon^2),$$

$$\text{tr} \left\{ (X_{x,\mu} + X_{x,\mu}^\dagger) m_x \right\} = O(\epsilon^2),$$

$$\text{tr} \left\{ \frac{X_{x,\mu} - X_{x,\mu}^\dagger}{2} \right\} / \text{tr}(1) = O(\epsilon^3),$$

$$\text{tr} \left\{ (X_{x,\mu} - X_{x,\mu}^\dagger) m_x \right\} = -i\epsilon g 2\text{tr}(F^-_\mu m_x) + O(\epsilon^3) = O(\epsilon). \quad (4.16)$$
The order $\epsilon^2$ and higher-order terms are usually neglected to obtain the path-integral representation, since the path-integral is one-dimensional line integral to keep only the order $\epsilon^1$ terms which survive in the continuum limit. Therefore, the second and third terms in (4.16) are neglected. In view of the continuum limit, we impose the condition for the Lie algebra:

$$\text{tr}(\mathcal{X}_{x,\mu} m_x) = 0,$$

which implies the condition for matrices $X_{x,\mu}$ as group elements up to $O(\epsilon^3)$:

$$\text{tr} \left\{ (X_{x,\mu} - X_{x,\mu}^\dagger) m_x \right\} = 0.$$  \hspace{1cm} (4.18)

By imposing (4.17), therefore, the matrix element $\langle \xi_x, \Lambda | X_{x,\mu} | \xi_x, \Lambda \rangle$ has a real value up to $O(\epsilon^2)$ and the requirement (II) is fulfilled:

$$\langle \xi_x, \Lambda | X_{x,\mu} | \xi_x, \Lambda \rangle = 1 + O(\epsilon^2).$$  \hspace{1cm} (4.19)

The condition (4.17) agrees with the second defining equation of the decomposition for the traceless $\text{su}(N)$ Lie algebra valued field $\mathcal{X}_{\mu}$:

$$0 = \text{tr} \left\{ \mathcal{X}_{\mu}(x) n(x) \right\},$$  \hspace{1cm} (4.20)

which is equivalent to $\text{tr} \left\{ \mathcal{X}_{\mu}(x) \mathcal{H} \right\} = 0$ for the Lie algebra $\mathcal{X}_{\mu}(x)$ of $\hat{X}_{x,\mu}$. The equation (4.18) is a modified form of the second defining equation $\text{tr} \{ X_{x,\mu} m_x \} = O(\epsilon^2)$ for the decomposition (2.2) on a lattice derived in [17] for SU(2) and [30] for SU(N).

Thus, in the continuum limit, we have obtained the dominance of the decomposed variable $V_{x,\mu}$ in the SU(N) Wilson loop operator by requiring no contributions (4.17) from the variable $X_{x,\mu}$ to the Wilson loop operator, which is regarded as the “Abelian dominance” by abuse of language, see [26] for more details.

For the SU(2) case, it was already pointed out by Cho [19] that the variable $V_{\mu}(x)$ as one of the decomposed variables of the original gauge potential $A_{\mu}(x)$ according to the CFNS decomposition $A_{\mu}(x) = V_{\mu}(x) + X_{\mu}(x)$ is dominant in the Wilson loop within the continuum formulation. In fact, (4.20) for SU(2), i.e.,

$$0 = \text{tr} \left\{ \mathcal{X}_{\mu}(x) n(x) \right\},$$  \hspace{1cm} (4.21)

agrees with one of the two defining equations which are able to uniquely determine the CFNS decomposition.

If the color field is fixed to be uniform

$$n(x) = \sigma_3/2,$$  \hspace{1cm} (4.22)

the requirement (4.21) reduces to

$$0 = \text{tr} \left\{ \mathcal{X}_{\mu}(x) \sigma_3 \right\},$$  \hspace{1cm} (4.23)

which implies that $\mathcal{X}_{\mu}(x)$ is the off-diagonal matrix. Then the restricted field $V_{\mu}(x)$ becomes the diagonal component $V_{\mu}(x) = \mathcal{A}_{\mu}^3/2$. Consequently, the requirement (4.3):

$$0 = D_{\mu}^{|V|} n(x) := \partial_{\mu} n(x) - ig[V_{\mu}(x), n(x)],$$  \hspace{1cm} (4.24)

is automatically satisfied. Thus, $A_{\mu} = V_{\mu}(x) + X_{\mu}(x)$ reduces just to the decomposition into the diagonal and off-diagonal components:

$$A_{\mu}(x) = \mathcal{A}_{\mu}^A(x) \frac{\sigma_A(x)}{2} (A = 1, 2, 3), \quad V_{\mu}(x) = \mathcal{A}_{\mu}^3(x) \frac{\sigma_3}{2}, \quad X_{\mu}(x) = \mathcal{A}_{\mu}^a(x) \frac{\sigma_a}{2} (a = 1, 2).$$  \hspace{1cm} (4.25)
5 Deviation from the exact Abelian dominance

Finally, we estimate the deviation on a lattice from the exact (or 100%) Abelian dominance which is realized in the continuum limit. Under the requirement (I), the difference between the full Wilson loop $W_C[U]$ and the restricted Wilson loop $W_C[V]$ reads

$$W_C[V] - W_C[U] = \prod_{x \in C} \int d\mu(\xi_x) \prod_{\ell = \langle x, x + \epsilon \mu \rangle \in C} \langle \xi_x, \Lambda | V_{x, \mu} | \xi_{x + \epsilon \tilde{\mu}}, \Lambda \rangle R_C[X, \xi], \quad (5.1)$$

where we have introduced

$$R_C[X, \xi] := 1 - \prod_{<x, x+\mu> \in C} \langle \xi_x, \Lambda | X_{x, \mu} | \xi_x, \Lambda \rangle$$

$$= 1 - \exp \left\{ \sum_{<x, x+\mu> \in C} \ln \langle \xi_x, \Lambda | X_{x, \mu} | \xi_x, \Lambda \rangle \right\}. \quad (5.2)$$

Therefore, the deviation $|W_C[V] - W_C[U]|$ is bounded from the above:

$$|W_C[V] - W_C[U]| \leq \prod_{x \in C} \int d\mu(\xi_x) |R_C[X, \xi]|. \quad (5.3)$$

For concreteness, we estimate the matrix element up to $O(\epsilon^2)$ by imposing (4.17). Note that the $O(\epsilon^2)$ contributions come from the real part of $\langle \xi_x, \Lambda | X_{x, \mu} | \xi_x, \Lambda \rangle$, since the pure imaginary part in (4.16) becomes $O(\epsilon^3)$ after imposing (4.17) as shown in the above. Hence the real part in (4.16) reads

$$Re \langle \xi_x, \Lambda | X_{x, \mu} | \xi_x, \Lambda \rangle$$

$$= \langle \xi_x, \Lambda | X_{x, \mu} + X_{x, \mu}^\dagger | \xi_x, \Lambda \rangle$$

$$= \text{tr} \left[ \frac{X_{x, \mu} + X_{x, \mu}^\dagger}{2} \right] / \text{tr}(1) + \text{tr} \left[ (X_{x, \mu} + X_{x, \mu}^\dagger) m_x \right]$$

$$= 1 - \frac{1}{2} g^2 \epsilon^2 \text{tr}[X_\mu(x)^2] / \text{tr}(1) - \frac{1}{2} g^2 \epsilon^2 \text{tr}[m(x)^2] + O(\epsilon^3). \quad (5.4)$$

Here note that $\text{tr}[X_\mu(x)^2] = \frac{1}{2} X_\mu \cdot X_\mu := \frac{1}{2} X^A_\mu X^A_\mu (A = 1, \cdots, N^2 - 1)$ is positive definite for Euclidean space, while $\text{tr}[m(x)^2] = \frac{1}{4} (X_\mu \ast X_\mu) \cdot m := \frac{1}{4} d^{ABC} X^A_\mu X^B_\mu m^C$ is zero for SU(2) and non-trivial only for SU($N$) ($N \geq 3$) without positive definiteness.

6 We have used $\text{tr}(T^A T^B T^C) = \frac{1}{2N} \delta^{ABC} + if^{ABC}$, which follows from the basic relation: $T^A T^B = \frac{1}{2N} \delta^{AB} 1 + \frac{1}{2} (d^{ABD} + if^{ABD}) T^D$. 

14
For simplicity, we focus on the SU(2) case:

$$ R_{C}[X, \xi] = 1 - \exp \left\{ -\frac{g^2 \epsilon^2}{2} \sum_{<x, x+\mu> \in C} \left( \frac{\text{tr}[X_{\mu}(x)^2]}{\text{tr}(1)} + O(\epsilon^2) \right) \right\}. \tag{5.5} $$

Then we obtain the bound up to $O(\epsilon^2)$:

$$ |W_{C}[V] - W_{C}[U]| \lesssim C \left( \sum_{x, x+\mu \in C} (\text{tr}[X_{\mu}(x)^2]/\text{tr}(1) + O(\epsilon^2)) \right). \tag{5.6} $$

For a fixed $\epsilon > 0$, the deviation has the smaller value for the smaller value of $\sum_{x, x+\mu \in C} (\text{tr}[X_{\mu}(x)^2]/\text{tr}(1) + O(\epsilon^2))$. Thus we have given a formula (5.6) estimating a systematic error of the lattice Wilson loop operator from the continuum Wilson loop operator due to the non-zero lattice spacing $\epsilon$.

6 The conventional MAG and Abelian dominance

By imposing the requirement (I), the Wilson loop operator reads

$$ W_{C}[U] = \int \prod_x d\mu(\xi_x) \rho_{C}[X, \xi] w_{C}[V, \xi], \tag{6.1} $$

where we have extended the region of integration for $\xi_x$ to the whole spacetime $x \in \mathbb{R}^4$ and defined

$$ \rho_{C}[X, \xi] := \prod_{t = <x, x+\mu\tilde{\mu}> \in C} \langle \xi_x, \Lambda | X_{x, \mu} | \xi_x, \Lambda \rangle, $$

$$ w_{C}[V, \xi] := \prod_{t = <x, x+\mu\tilde{\mu}> \in C} \langle \xi_x, \Lambda | V_{x, \mu} | \xi_x+\epsilon\tilde{\mu}, \Lambda \rangle. \tag{6.2} $$

We can see from (4.14) and (4.15) that $\rho_{C}[X, \xi]$ is rewritten in terms of $X_{x, \mu}$ and $m_x$, i.e., $\rho_{C}[X, \xi] = \tilde{\rho}_{C}[X, m]$. In the similar way, it is shown that $w_{C}[V, \xi]$ is also rewritten in terms of $V_{x, \mu}$ and $m_x$. i.e., $w_{C}[V, \xi] = \tilde{w}_{C}[V, m]$. In other words, $\{\xi_x\}$ appears only in the combination $\{\xi_x \mathcal{H}_{\xi_x}^\dagger\}$ in the integrand of (6.1). By inserting the unity:

$$ 1 = \prod_x \int dm_x \delta(m_x - \xi_x \mathcal{H}_{\xi_x}^\dagger), \tag{6.3} $$

into the integrand of (6.1), therefore, the Wilson loop operator is cast into

$$ W_{C}[U] = \int \prod_x dm_x \int \prod_x d\mu(\xi_x) \prod_x \delta(m_x - \xi_x \mathcal{H}_{\xi_x}^\dagger) \rho_{C}[X, \xi] w_{C}[V, \xi] $$

$$ = \int \prod_x dm_x \tilde{\rho}_{C}[X, m] \tilde{w}_{C}[V, m], \tag{6.4} $$

where the last factor is given from (5.4)

$$ \tilde{\rho}_{C}[X, m] = \exp \left\{ -\frac{g^2 \epsilon}{2} \sum_{<x, x+\mu> \in C} \left( \frac{\text{tr}[X_{\mu}(x)^2]}{\text{tr}(1)} + \text{tr}[X_{\mu}(x)^2 m(x)] + O(\epsilon^2) \right) \right\}. \tag{6.5} $$
Remember that $X_\mu(x)$ and $V_\mu(x)$ are written in terms of $\mathcal{A}_\mu(x)$ and $m(x)$ by solving the defining equations for the decomposition, i.e., $X = X[\mathcal{A}, m]$ and $V = V[\mathcal{A}, m]$. For instance, we have for SU(N)

$$\text{tr}[X_\mu(x)^2] = \frac{2(N - 1)}{Ng^2}\text{tr}[(D_\mu[\mathcal{A}]m)^2].$$

(6.6)

In order to estimate how the integrand behaves with respect to the integration variables $m(x)$, we consider the Wilson loop operator $W_C[U]$ for a given configuration of $U_{x,\mu}$ (or $\mathcal{A}_\mu(x)$). For this purpose, we rewrite $\tilde{w}_C[V, m] = \tilde{w}_C[V[U, m], m] = \tilde{w}_C[U, m]$ and $\tilde{\rho}_C[X, m] = \tilde{\rho}_C[X[U, m], m] = \tilde{\rho}_C[U, m]$ to obtain

$$W_C[U] = \int \prod_x dm(x)\tilde{\rho}_C[U, m]\tilde{w}_C[U, m].$$

(6.7)

It is not difficult to show that the functional $\tilde{\rho}_C[U, m]$ of $\{m(x)\}$ and $\{U_{x,\mu}\}$ is positive and is bounded from the above,

$$0 < \tilde{\rho}_C[U, m] = \tilde{\rho}_C[X, m] < 1.$$  

(6.8)

In particular, for SU(2), the integrand of the exponential in $\tilde{\rho}_C[U, m]$ is quadratic in $m$:

$$\tilde{\rho}_C[U, m] = \tilde{\rho}_C[X, m] = \exp \left\{ -\frac{e^2}{4} \sum_{<x,x+\mu>\in C} (\text{tr}[(D_\mu[\mathcal{A}]m)^2] + O(e^2)) \right\}.$$  

(6.9)

An approximate Abelian dominance follows if the following situation occurs: if we regard $\prod_x dm(x)\tilde{\rho}_C[U, m]$ as the integration measure and $\tilde{w}_C[U, m]$ as the integrand of $W_C[U]$ in (6.7), the integral over all possible configurations $\{m(x)\}$ is approximated by a special set of configurations $\{m^*(x) = \xi^*(x)\mathcal{H}^*(x)\}$ so that

$$W_C[U] \simeq \tilde{w}_C[U, m^*], \quad \tilde{\rho}_C[U, m^*] \simeq 1.$$  

(6.10)

For instance, this situation can occur for SU(2) by minimizing $\text{tr}[(D_\mu[\mathcal{A}]m)^2]$ or $\text{tr}[X_\mu(x)^2]$ for a given configuration of $U_{x,\mu}$ (or $\mathcal{A}_\mu(x)$).

Now we are ready to consider the relationship between our approach and the conventional one based on the MAG for the issue of Abelian dominance. In the conventional MAG, after performing a local gauge transformation $\Omega_x$, the link variable $U_{x,\mu}$ is decomposed to the diagonal link gauge field $u_\mu(x)$ and the remaining field $r_\mu(x)$:

$$\tilde{U}_{x,\mu} := \Omega_x U_{x,\mu} \Omega_x^{\dagger} = r_\mu(x)u_\mu(x),$$

(6.11)

where

$$u_\mu(x) = \text{diag}(e^{i\theta_\mu^1(x)}, \ldots, e^{i\theta_\mu^N(x)}), \quad \sum_{a=1}^N \theta_\mu^a(x) = 0 \mod (2\pi).$$

(6.12)

The conventional Abelian(-projected) Wilson loop operator $W_C^{\text{Abel}}$ is defined by using the diagonal link gauge field $u_\mu(x)$ alone:

$$W_C^{\text{Abel}}[u] = \text{tr} \left\{ \prod_{<x,x+\mu>\in C} u_\mu(x) \right\} / \text{tr}(1) = \frac{1}{N} \sum_{a=1}^N \exp \left\{ \sum_{<x,x+\mu>\in C} i\theta_\mu^a(x) \right\}.$$  

(6.13)
In our formulation, the diagonal part $u_\mu(x)$ is to be identified with $V_{x,\mu}$. In fact, $V_{x,\mu}$ is diagonalized by the transformation $\xi^*_x V_{x,\mu} \xi^*_x$, since $[\xi^*_x V_{x,\mu} \xi^*_x, \mathcal{H}] = 0$. Therefore, we can identify

$$u_\mu(x) = \xi^*_x V_{x,\mu} \xi^*_x.$$  \hfill (6.14)

Indeed, the matrix element $\langle \xi^*_x, \Lambda | V_{x,\mu} | \xi^*_x + \epsilon \mu, \Lambda \rangle$ is a diagonal element of $\xi^*_x V_{x,\mu} \xi^*_x$:

$$\langle \xi^*_x, \Lambda | V_{x,\mu} | \xi^*_x + \epsilon \mu, \Lambda \rangle = \langle \Lambda | \xi^*_x V_{x,\mu} \xi^*_x | \Lambda \rangle = \langle \xi^*_x V_{x,\mu} \xi^*_x | \Lambda \rangle_{dd}.$$  \hfill (6.15)

The diagonalization is achieved by rotating the color field $m_x$ into a uniform direction on all sites:

$$\xi^*_x m_x \xi_x \rightarrow \mathcal{H} := m_0.$$  \hfill (6.16)

This is why the degrees of freedom corresponding to the color field $m_x$ do not exist in the conventional treatment of MAG. On the other hand, the remaining part $r_\mu(x)$ is to be identified with $X_{x,\mu}$. Combining these identifications with the above argument of an approximate Abelian dominance, we obtain the relation:

$$\tilde{w}_C[U, m^* = m_0] \simeq W_C^{Abel}[u].$$  \hfill (6.17)

In light of (6.10), this is interpreted as the approximate Abelian dominance in the MAG observed in the conventional numerical simulation on a lattice. This result enables us to explain the reason why the infrared Abelian dominance in the string tension is not 100% in the MAG on a lattice. This is partly because there exists the lattice artifact coming from the non-zero lattice spacing, and partly because the specific configuration of the color field is chosen.

7 Conclusion and discussion

In this paper, we have given a gauge-independent definition of “Abelian” dominance in the SU(N) Wilson loop operator and obtained a necessary and sufficient condition for achieving the exact “Abelian” dominance starting from the lattice regularization. In the continuum limit, we have shown that in the framework of decomposing the original SU(N) gauge field variable $\mathcal{A}_\mu(x)$ into two new variables $\mathcal{A}_\mu(x)$ and $\mathcal{Y}_\mu(x)$:

$$\mathcal{A}_\mu(x) = \mathcal{A}^*_\mu(x) + \mathcal{Y}_\mu(x),$$  \hfill (7.1)

a set of conditions, (4.20): $\text{tr}\{\mathcal{A}^*_\mu(x) m(x)\} = 0$ and (4.8): $D[\mathcal{Y}^\mu] m(x) = 0$, is a necessary and sufficient condition for the gauge-independent Abelian dominance for the Wilson loop operator in the fundamental representation defined as follows.

i) The Wilson loop operator $W_C[\mathcal{A}]$ defined by the line integral of the original gauge field $\mathcal{A}_\mu(x)$ is rewritten in terms of the restricted (“diagonal”) variable $\mathcal{Y}_\mu(x)$ alone and there exist no contributions from the (“off-diagonal”) variable $\mathcal{A}_\mu(x)$, i.e.,

$$W_C[\mathcal{A}] = \text{const}.W_C[\mathcal{Y}].$$  \hfill (7.2)

ii) The line integral of $\mathcal{Y}_\mu(x)$ along the loop $C$ is rewritten into the surface integral over the surface $S$ bounding the loop $C$ and the contribution to the surface integral comes from the component of the field strength $\mathcal{F}_{\mu\nu}[\mathcal{Y}](x)$ (of the restricted variable $\mathcal{Y}_\mu(x)$) along the the “Abelian” direction specified by $m(x)$: $F_{\mu\nu} := 2\text{tr}(m(x)\mathcal{F}_{\mu\nu}[\mathcal{Y}](x))$, i.e.,

$$W_C[\mathcal{Y}] = W_S[F].$$  \hfill (7.3)
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The field decomposition (7.1) has been realized by way of a single color field $m(x)$ for SU(N), whose explicit form depends on the representation of the Wilson loop [26]. For SU(2), in particular, (4.20) and (4.8) reduce to the first and second defining equations respectively for specifying the conventional CFNS decomposition [19].

In the continuum limit, therefore, the “Abelian” dominance should be exact or 100% realized, that is to say, the Wilson loop is exactly reproduced from the restricted variable $\mathcal{V}_\mu(x)$ alone. This is the gauge-invariant statement of the “Abelian” dominance. It should be remarked that the resulting exact “Abelian” dominance in the continuum limit is an operator relation, which holds irrespective of the shape or the size of the loop $C$. Therefore the Abelian dominance shown in this paper is stronger than the conventional infrared “Abelian” dominance. For instance, remember that the interquark potential $V(R)$ is obtained from the Wilson loop average $\langle W_C[A]\rangle_{YM}$ in the Yang-Mills theory for a rectangular loop $C$ with side lengths $R$ and $T$, using the relationship: $\langle W_C[A]\rangle_{YM} \approx \exp[-TV(R)]$, or $V(R) = \lim_{T \to \infty} (-1/T) \ln \langle W_C[A]\rangle_{YM}$. In the conventional approaches, the “Abelian” dominance was examined by measuring the potential, especially the string tension, i.e., the coefficient of the linear potential part in confinement phase where the linear potential part is dominant compared to a part of the Coulomb type in the long distance. This can be called the infrared “Abelian” dominance in the confinement phase. The strong “Abelian” dominance implies the equality of the Wilson loop itself holding irrespective of the phase in question. Therefore, “Abelian” dominance should hold also in the deconfinement phase in which there exists no linear potential. In this sense, “Abelian” dominance does not guarantee quark confinement.

The decomposition (7.1) obeying (4.20) and (4.8) is able to extract the SU(N) gauge-invariant “Abelian” part from the Yang-Mills theory without any approximations, which give a quite useful tool and a firm basis for discussing quark confinement based on the dual superconductor picture, since the dual superconductivity may be regarded as the electric-magnetic dual of the ordinary superconductivity described by an Abelian gauge theory. The monopole dominance should be considered separately based on a relationship between the Wilson loop and magnetic monopole, see e.g., [26][24][23].

Here we discuss a relationship between the strong “Abelian” dominance and the nMAG constraint which is necessary to obtain the color field from the original gauge field. As a prescription for creating the color field $m_x$ from the original gauge field configurations $U_{x,\mu}$, we have adopted the nMAG prescription. The nMAG is imposed by maximizing the functional

$$ F_{nMAG} = \sum_{x,\mu} \left\{ 1 - \text{Re} \text{tr} \left[ X_{x,\mu} \right] / \text{tr}(1) \right\} $$

$$ = \frac{1}{2} g^2 \epsilon^2 \sum_{x,\mu} \text{tr}[X_{x,\mu}(x)^2] / \text{tr}(1) + O(\epsilon^3). $$

(7.4)

We consider the Abelian dominance in the Wilson loop located at arbitrary position with arbitrary shape and size. If we impose the nMAG, therefore, (5.5) is expected to have the minimum value. Under the nMAG, the deviation from the exact Abelian dominance is quite small to be $O(\epsilon^2)$ on a lattice. In other words, even on a lattice, the gauge-independent Abelian dominance holds to the accuracy $O(\epsilon^2)$. By remembering that the nMAG reduces to the MAG under the gauge fixing $m(x) \to m_0$, i.e., the limit
of uniform color field, this result explains why the Abelian dominance in the Wilson loop average was quite clearly observed even on a lattice under the conventional MAG. Thus we suggest that the nMAG plays the distinguished role as the best constraint for realizing the Abelian dominance in the Wilson loop average.

For SU(N), N ≥ 3, the above argument suggests the existence of a modified nMAG constraint obtained by minimizing the functional:

$$\tilde{F}_{nMAG} = \sum_{x,\mu} \left\{ 1 - \text{Re} \left[ \text{tr} \left[ X_{x,\mu} \right] / \text{tr}(1) - 2 \text{Re} \left[ X_{x,\mu} m_x \right] \right] \right\}$$

$$= \frac{1}{2} g^2 \epsilon^2 \sum_{x,\mu} \left\{ \text{tr} \left[ X_{\mu}(x)^2 \right] / \text{tr}(1) + \text{tr} \left[ X_{\mu}(x)^2 m(x) \right] \right\} + O(\epsilon^3) \quad (7.5)$$

which will enable us to obtain a better Abelian dominance than the previous one based on the nMAG. This issue will be discussed in more detail in a future publication.

Finally, we mention that there exist other approaches to examine the Abelian dominance based on miscellaneous gauges other than the maximal Abelian gauge, such as center gauge, Laplacian gauge, etc., see e.g., [32]. Quite recently, new approaches have also been proposed to achieve the gauge-independent Abelian dominance beyond the naive Abelian dominance mentioned in Introduction, see e.g., [33]. It will be interesting to examine the relationship between these approaches and ours based on the viewpoint given in this paper.
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