Constraint optimization and $SU(N)$ quantum control landscapes
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Abstract
We develop the embedded gradient vector field method, introduced in [8, 9], for the case of the special unitary group $SU(N)$ regarded as a constraint submanifold of the unitary group $U(N)$. The optimization problem associated to the trace fidelity cost function defined on $SU(N)$ that appears in the context of $SU(N)$ quantum control landscapes is completely solved using the embedded gradient vector field method. We prove that for $N \geq 5$, the landscape is not $SU(N)$-trap free, there are always kinematic local extrema that are not global extrema.
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1. Introduction

In the famous paper [33] it has been asserted that no sub-optimal local extrema exist as traps for the transition probability landscape corresponding to quantum control systems. However, this has been proved to be more intricate than initially thought, as it was first pointed out in [31] and subsequently by many authors, including [17, 38, 39], among others. The sub-optimal controls can appear due to the complexity of the optimization problem, as it is an optimization problem for the composition of two maps, the so-called endpoint map and the fidelity function. Up to this day, the problem of local traps in quantum landscapes is not completely clarified. In the present paper our objective is to approach this problem from a different optimization perspective. We present the mathematical model of the real life problem of quantum control, we point out the difficulties appearing in analyzing the quantum landscape, and we propose a new method to tackle this problem. Most studies have been done for $U(N)$ quantum control landscapes. For a detailed explanation and physical interpretations, see [12, 26, 27, 33–35], and [37]. In this paper we will study the case of $SU(N)$ quantum control landscapes. This
study involves solving an optimization problem on \( SU(N) \) which we will show that it is quite different from an analogous optimization problem on \( \mathcal{U}(N) \).

The quantum control behavior on the special unitary group \( SU(N) \) is described by the Schrödinger equation

\[
\iota \dot{U}(t) = \left( H_0 + \sum_{i=1}^{m} u_i(t) H_i \right) U(t), \quad U(0) = U_0 \in SU(N),
\]

where \( H_0, H_1, \ldots, H_m \) are traceless Hermitian operators, the control vector \( \bar{u} = (u_1, \ldots, u_m) \) belongs to \( L^2([0, T], \mathbb{R}^m) \), and \( N \) is the number of quantum states. In what follows, we will always assume that the above quantum control system is globally controllable. For more detailed discussion on this hypothesis see [7, 34], and [35].

To the differential control system (1.1), we associate the endpoint map based at \( U_0, \text{End}_{U_0} : L^2([0, T], \mathbb{R}^m) \to SU(N), \) \( \text{End}_{U_0}(\bar{u}) = U_0(t) \), where \( U_0(t) \) is the point reached at time \( T \) going along the solution of the system (1.1) starting at the initial point \( U_0 \). The endpoint map is smooth in the Fréchet sense and a formula for its differential is explicitly given in [6, 25].

The performance function used in quantum control theory, called quantum control landscape, is \( J : L^2([0, T], \mathbb{R}^m) \to \mathbb{R}, \) \( J(\bar{u}) = \frac{1}{2} \text{Re} \text{ tr } (\Lambda \bar{U}_a(T)) \), where \( \Lambda \) is a desirable quantum target gate.

The quantum control system (1.1) is called \( SU(N) \)-trap free if the function \( J \) has only global extrema (initial definition in [12, 33]) or global extrema and saddle points (relaxed definition in [26]).

The quantum control landscape \( J \) is the composition of two maps,

\[
J(\bar{u}) = \tilde{G} \circ \text{End}_{U_0}(\bar{u}),
\]

where \( \tilde{G} : SU(N) \to \mathbb{R}, \) \( \tilde{G}(U) = \frac{1}{2} \text{Re} \text{ tr } (\Lambda U) \) is called the trace fidelity function. In applied problems other types of cost functions \( \tilde{G} \) are also considered, see [13, 17, 28–33, 35, 40, 41].

We present a more detailed discussion of this topic in section 3.

The critical points of \( G \) are called kinematic and those of \( J \) are called dynamic, see [13, 31, 35]. There are two layers in finding and characterizing the critical points of the quantum control landscape functional \( J \), due to the fact that the differential of \( J \) is a composition of two linear maps, as follows,

\[
L^2([0, T], \mathbb{R}^m) \xrightarrow{d_{\text{End}_{U_0}(\bar{u})}} T_{{\text{End}_{U_0}(\bar{u})}SU(N)} \xrightarrow{d\tilde{G}} \mathbb{R}.
\]

**First layer.** Let \( \bar{u} \in L^2([0, T], \mathbb{R}^m) \) be a control vector such that \( \text{End}_{U_0}(\bar{u}) \) is a kinematic critical point, i.e. the linear map \( d_{\text{End}_{U_0}(\bar{u})}\tilde{G} \) is identically zero. Consequently, \( \bar{u} \) is also a dynamical critical point.

**Second layer.** Let \( \bar{u} \in L^2([0, T], \mathbb{R}^m) \) be a control vector such that \( \text{End}_{U_0}(\bar{u}) \) is NOT a kinematic critical point, i.e. \( \text{End}_{U_0}(\bar{u}) \) is not a critical point for \( \tilde{G} \). Nevertheless, \( \bar{u} \) can still be a dynamical critical point, i.e. a critical point for quantum control landscape \( J \). As \( \text{End}_{U_0}(\bar{u}) \) is not a kinematic critical point, we have \( \nabla_{SU(N)}\tilde{G}(\text{End}_{U_0}(\bar{u})) \neq 0 \) and the following space decomposition holds

\[
T_{\text{End}_{U_0}(\bar{u})}SU(N) = \ker d_{\text{End}_{U_0}(\bar{u})}\tilde{G} \oplus \langle \nabla_{SU(N)}\tilde{G}(\text{End}_{U_0}(\bar{u})) \rangle.
\]

\(^1\langle \nabla_{SU(N)}\tilde{G}(\text{End}_{U_0}(\bar{u})) \rangle \) is the linear subspace generated by \( \nabla_{SU(N)}\tilde{G}(\text{End}_{U_0}(\bar{u})) \).
Consequently, a control vector \( \bar{u} \in L^2([0, T], \mathbb{R}^m) \), with the property that \( \text{End}_{U_0}(\bar{u}) \) is not a kinematic critical point, is a dynamic critical point if and only if

\[
\nabla_{SU}(N) \tilde{G}(\text{End}_{U_0}(\bar{u})) \perp \text{Im} d_{\text{End}_{U_0}}.
\]

This perpendicularity condition and \( \text{End}_{U_0}(\bar{u}) \) not being a kinematic critical point imply that \( d_{\text{End}_{U_0}} \) is not full rank.

The above necessary and sufficient condition can be written equivalently in terms of non-transversality property of the endpoint map as it is presented in [35]. Although, dynamical critical points can appear, see [31], using results from differential topology regarding generic property of transversality condition, see [1], it is argued that this situation is rare (of null measure). It is concluded in [35] that ‘dynamical landscape almost always possesses the same critical point structure as the kinematical one’. The absence of traps in the functional (not in the kinematic) space has been rigorously proved in [28–30, 32] in problems like the Landau–Zener system, the control of quantum transmission of particles through a potential barrier, ultra-fast controls.

In this paper, using embedded gradient vector field method, we will prove that for \( N \geq 5 \), the landscape is not \( SU(N) \)-trap free (there are always kinematic local extrema that are not global extrema).

2. Optimization on the special unitary group \( SU(N) \)

We begin by recalling the construction of the embedded gradient vector field method and we compute this vector field for a cost function defined on the special unitary group \( SU(N) \), that we regard as a constraint submanifold of the unitary group \( U(N) \). We will apply these results in the next section to the trace fidelity optimization problem on \( SU(N) \). Optimization on constraint manifolds is an old problem in mathematics with a huge amount of applications. One of the most fruitful approach is the projected gradient method, see the recent works [3–5, 11, 14, 18, 19, 21, 24].

Let \( S \subset \mathcal{M} \) be a submanifold of a Riemannian manifold \( (\mathcal{M}, g) \), that can be described by a set of constraint functions, i.e. \( S = F^{-1}(c) \), where \( \mathbf{F} = (F_1, \ldots, F_k) : \mathcal{M} \to \mathbb{R}^k \) is a smooth map and \( c \in \mathbb{R}^k \) is a regular value of \( \mathbf{F} \). We endow \( S \) with the induced metric, hence \( (S, g_{\text{ind}}) \) becomes itself a Riemannian manifold.

For solving optimization problems one needs, in general, to compute the gradient vector field and the Hessian operator of a smooth cost function \( \tilde{G} : (S, g_{\text{ind}}) \to \mathbb{R} \). The Riemannian geometry of the submanifold \( S \) can be more complicated than the Riemannian geometry of the ambient manifold \( \mathcal{M} \). In what follows, we show how we can compute the gradient vector field and the Hessian operator of \( \tilde{G} \) using only the geometry of the ambient manifold \( (\mathcal{M}, g) \).

Let \( G : (\mathcal{M}, g) \to \mathbb{R} \) be a smooth prolongation of \( \tilde{G} \), i.e. \( G = G_{|S} \). In [8–10], it has been proved that

\[
\nabla_{g_{\text{ind}}} \tilde{G}(s) = \partial_g G(s), \quad \forall s \in S,
\]

where \( \partial_g G \) is the unique vector field defined on the open set of regular points of the constraint function \( \mathcal{M}^{\text{reg}} \subset \mathcal{M} \) that is tangent to the foliation generated by \( \mathbf{F} \) having property (2.1). We call \( \partial_g G \) the embedded gradient vector field and it is given by the following formula:

\[
\partial_g G(s) = \nabla_g G(s) - \sum_{i=1}^{k} \sigma_i^g(s) \nabla_g F_i(s).
\]

The perpendicularity in (ii) is taken with respect to the bi-invariant metric on \( SU(N) \).
The Lagrange multiplier functions $\sigma^i_g : \mathcal{M}^{\text{reg}} \to \mathbb{R}$ are defined by

$$\sigma^i_g(s) := \frac{\det \left( \text{Gram}^{(F_1, \ldots, F_{i-1}, F_i, F_{i+1}, \ldots, F_k)}(s) \right)}{\det \left( \text{Gram}^{(F_1, \ldots, F_{k-1}, F_k)}(s) \right)},$$

where

$$\text{Gram}^{(g_1, \ldots, g_k)} = \begin{bmatrix} g(\nabla g_{g_1}, \nabla g_{f_1}) & \cdots & g(\nabla g_{g_k}, \nabla g_{f_1}) \\ \vdots & \ddots & \vdots \\ g(\nabla g_{g_1}, \nabla g_{f_k}) & \cdots & g(\nabla g_{g_k}, \nabla g_{f_k}) \end{bmatrix}. \quad (2.3)$$

Also, in [9, 10] it has been proved that

$$\text{Hess}_{g \mid \tilde{G}}(s) = \begin{bmatrix} \text{Hess}_g G(s) - \sum_{i=1}^k \sigma^i_g(s)\text{Hess}_g F_i(s) \end{bmatrix}_{|T_s \mathcal{S} \times T_s \mathcal{S}}. \quad (2.4)$$

The submanifold $S$ will be the constraint submanifold $SU(N)$ endowed with the induced metric of the unitary group $U(N)$, which will play the role of the ambient manifold $\mathcal{M}$. We solve the optimization problem generated by $G|_{SU(N)}$, where $G : U(N) \to \mathbb{R}$ is a smooth cost function. More precisely, our optimization problem is

$$\arg \min_{S \in SU(N)} G(S).$$

The real Lie group of unitary matrices is

$$U(N) = \{ U \in \mathcal{M}_N(\mathbb{C}) \mid U^\dagger U = UU^\dagger = I_N \}.$$

The tangent space to the manifold $U(N)$ in a point $U \in U(N)$ is given by

$$T_U U(N) = \{ \Omega U \mid \Omega + \Omega^\dagger = 0 \}.$$

We consider the bi-invariant Riemannian metric on the unitary group

$$\langle \Omega_1 U, \Omega_2 U \rangle_{U(N)} = \frac{1}{2} \text{Re tr}(\Omega_1^\dagger \Omega_2).$$

In order to regard the special unitary group as a constraint manifold, we identify the complex numbers with points in $\mathbb{R}^2$ and the complex numbers having modulus 1 with the points in the submanifold $S^1 \subset \mathbb{R}^2$. We consider the smooth function $\det : U(N) \to S^1$ and $h : S^1 \to \mathbb{R}$ a local chart around the point $(1, 0) \in S^1$.

The special unitary group

$$SU(N) = \{ S \in U(N) \mid \det S = 1 \}$$

is the level set $F_h^{-1}(c)$, where $F_h : U(N) \to \mathbb{R}$, $F_h(U) = (h \circ \det)(U)$ and $c = h(1, 0)$.

**Lemma 2.1.** The value $c$ is a regular value for $F_h$, therefore $SU(N)$ is a constraint submanifold of $U(N)$.

---

3 By $U^\dagger$ we denote the transpose conjugate of the matrix $U$. 

Proof. We have to prove that for any $S \in F_h^{-1}(c)$, the linear map $d_5 F_h : T_{5} \mathcal{U}(N) \to \mathbb{R}$ is surjective. By the definition of the constraint function $F_h$, we have
\[
d_5 F_h = d_{(1,0)} h \circ d_5 \det,
\]
where $d_5 \det : T_{5} \mathcal{U}(N) \to T_{(1,0)} S^1$ and $d_{(1,0)} h : T_{(1,0)} S^1 \to \mathbb{R}$.

The set equality $T_{(1,0)} S^1 = \{ (1, b) \mid b \in \mathbb{R} \}$ holds. The map $\tau(1, b) = bt$ identifies the tangent space $T_{(1,0)} S^1$ with the set of purely imaginary complex numbers.

For a tangent vector $\Omega S \in T_{5} \mathcal{U}(N)$, we easily obtain that $d_5 \det(\Omega S) = \det S \tr(S^1 \Omega S) = \tr \Omega$. To write $d_5 \det(\Omega S)$ as a tangent vector in $T_{(1,0)} S^1$, we use the identification $\tau$ and, consequently,
\[
d_5 \det(\Omega S) = (1, -\tr \Omega),
\]
which shows that $d_5$ det is a surjective map. Also, because $h$ is a local chart, $d_{(1,0)} h$ is a bijection and hence we obtain that $d_5 F_h$ is a surjective map. \hfill \Box

For explicit computations, we need to use specific choices for the local chart $h$. One example of such a local chart is the stereographic projection from the West, i.e. from the point $(-1, 0) \in S^1$. In this case we have $h_w : S^3 \setminus \{ (-1, 0) \} \to \mathbb{R}, h_w(x, y) = \frac{x + iy}{1 + x^2 + y^2}$. Denoting $z = x + iy$ and taking into account that $|z| = 1$ for $z \in S^1$, we can write $h_w(z) = \frac{\Im(z)}{\Re(z) + 1} = -i \frac{z - 1}{z + 1}$ and its derivative is $h_w'(z) = -\frac{2i}{(z + 1)^2}$.

Consequently, the constraint function $F_{h_w} : \mathcal{U}(N) \to \mathbb{R}$ is given by
\[
F_{h_w}(U) = \frac{\Im(\det U)}{\Re(\det U) + 1}
\]
and we have $\mathcal{S} \mathcal{U}(N) = F_{h_w}^{-1}(0)$.

2.1. The embedded gradient vector field on $\mathcal{S} \mathcal{U}(N)$

By a straightforward computation and using the equality $d_U \det(\Omega U) = \det U \tr(U^\dagger \Omega U) = \det U \tr \Omega$ for $U \in \mathcal{U}(N)$, we obtain
\[
d_U F_{h_w}(\Omega U) = h_w'(\det U) d_U \det(\Omega U) = -2i \frac{\det U}{(\det U + 1)^2} \tr \Omega.
\]

For $S \in \mathcal{S} \mathcal{U}(N)$, the above equality becomes
\[
d_5 F_{h_w}(\Omega S) = -\frac{i}{2} \tr \Omega.
\]

For a smooth cost function $G : \mathcal{U}(N) \to \mathbb{R}$, using the formulas (2.2) and (2.3), we obtain the formula for the gradient vector field on $\mathcal{S} \mathcal{U}(N)$ of the restricted cost function $G|_{\mathcal{S} \mathcal{U}(N)}$ expressed as a vector field in the ambient space $\mathcal{U}(N)$.

\[
\nabla_{\mathcal{S} \mathcal{U}(N)} (G|_{\mathcal{S} \mathcal{U}(N)}) (S) = \partial_{\mathcal{U}(N)} G(S)
\]
\[
= \nabla_{\mathcal{U}(N)} G(S) - \langle \nabla_{\mathcal{U}(N)} G(S), \nabla_{\mathcal{U}(N)} F_{h_w}(S) \rangle_{\mathcal{U}(N)} \nabla_{\mathcal{U}(N)} F_{h_w}(S).
\]

In order to detail the above formula, we need to compute $\nabla_{\mathcal{U}(N)} F_{h_w}(S)$. By the definition of the gradient, for $S \in \mathcal{S} \mathcal{U}(N)$ and $\Omega$ a skew-Hermitian matrix, we have
\[
d_5 F_{h_w}(\Omega S) = \langle \nabla_{\mathcal{U}(N)} F_{h_w}(S), \Omega S \rangle_{\mathcal{U}(N)}.
\]

Taking into account (2.6) the previous equality becomes
\[
-\frac{i}{2} \tr \Omega = \langle \nabla_{\mathcal{U}(N)} F_{h_w}(S) S^1, \Omega \rangle_{\mathcal{U}(N)}.
\]
which is equivalent to
\[ \langle -iI_N, \Omega \rangle_{U(N)} = \langle \nabla_{U(N)} F_{\bar{W}}(S), S \rangle_{U(N)}. \]

It follows that
\[ \nabla_{U(N)} F_{\bar{W}}(S) = -iS. \]

Consequently,
\[ \langle \nabla_{U(N)} F_{\bar{W}}(S), \nabla_{U(N)} F_{\bar{W}}(S) \rangle_{U(N)} = \frac{N}{2} \]

and
\[ \langle \nabla_{U(N)} G(S), \nabla_{U(N)} F_{\bar{W}}(S) \rangle_{U(N)} = \frac{i}{2} \text{tr}(S^\dagger \nabla_{U(N)} G(S)). \]

Synthesizing the above computations, we obtain the following formula for the gradient vector field of a cost function defined on the special unitary group $SU(N)$ and a necessary and sufficient condition for critical points.

**Theorem 2.2.** Let $G : U(N) \to \mathbb{R}$ be a smooth cost function and $S \in SU(N)$. Then:

(a) The gradient vector field on $SU(N)$ of the restricted cost function $G_{|SU(N)}$ expressed as a vector field in the ambient space $U(N)$ is given by
\[
\nabla_{SU(N)} (G_{|SU(N)})(S) = \nabla_{U(N)} G(S) - \frac{1}{N} \text{tr} (S^\dagger \nabla_{U(N)} G(S)) S.
\]

(b) The matrix $S \in SU(N)$ is a critical point for $G_{|SU(N)}$ if and only if there exists $\alpha \in \mathbb{C}$ such that
\[
\nabla_{U(N)} G(S) = \alpha S.
\]

The gradient vector field $\nabla_{U(N)} G$ on the unitary group $U(N)$ can be further written as a vector field in the ambient space $M_N(\mathbb{C})$, see [2, 23]. For the cases of $SU(2)$ and $SU(3)$, formulas for the gradient vector fields are given in [15, 16].

2.2. **Hessian operator on $SU(N)$**

In the case of $SU(N)$ viewed as a constraint submanifold of $U(N)$, the formula (2.4) for the Hessian matrix becomes
\[
\text{Hess}_{SU(N)} (G_{|SU(N)})(S) = (\text{Hess}_{U(N)} G(S) - \sigma(S) \text{Hess}_{U(N)} F_{\bar{W}}(S))|_{T_S SU(N) \times T_S SU(N)},
\]

where $\sigma(S) = \frac{1}{N} \text{tr} (S^\dagger \nabla_{U(N)} G(S))$. The tangent space to $SU(N)$ in a point $S \in SU(N)$ is the set
\[
T_S SU(N) = \{ \Omega | \Omega + \Omega^\dagger = 0_N, \text{tr}(\Omega) = 0 \}.
\]

In order to compute $\text{Hess}_{SU(N)} F_{\bar{W}}$, we consider the geodesic curve $\gamma : \mathbb{R} \to U(N)$ given by $\gamma(t) = \exp(t\Omega)U$, which passes trough $U \in U(N)$ at $t = 0$ with the speed $\Omega$ in the Lie algebra $u(N)$ of $U(N)$.
Using (2.5), we have
\[
(F_{hw} \circ \gamma)'(t) = \frac{\text{det}(\exp(t\Omega)) \det U \tr \Omega}{(\text{det}(\exp(t\Omega)) \det U + 1)^2}
\]
and
\[
(F_{hw} \circ \gamma)''(t) = \frac{2t \det U \tr \Omega \text{exp}(t \tr \Omega) \det U \exp(t \tr \Omega) - 1)}{(\det U \exp(t \tr \Omega) + 1)^3},
\]
for $\Omega \in R(N)$.

By the polarization law, we can compute $\text{Hess}_{SU(N)} F_{hw}(U)(\Omega U, \Omega U) = (F_{hw} \circ \gamma)''(0) = 2t \det U \tr \Omega \text{exp}(t \tr \Omega) (\det U + 1)^3$, for $\Omega \in SU(N)$.

If we take $S \in SU(N)$ in the above formula, then $\text{Hess}_{SU(N)} F_{hw}(S)(\Omega S, \Omega S) = 0$, for $\Omega \in SU(N)$ and, consequently, $\text{Hess}_{SU(N)} F_{hw}(S)(\Omega_1 S, \Omega_2 S) = 0$, for $\Omega_1, \Omega_2 \in SU(N)$.

It follows that
\[
\text{Hess}_{SU(N)} G_{SU(N)}(S) = (\text{Hess}_{SU(N)} G(S))_{TgSU(N) \times TgSU(N)}.
\]
which is a particular case of the more general result from proposition 3.3 in [36].

3. The trace fidelity problem on $SU(N)$

As previewed in introduction, a cost function of interest in quantum control landscape theory is the so-called trace fidelity cost function, see [13, 17, 20, 22, 35, 40]. As multiplication with a constant factor does not affect the set of critical points and their nature, we will drop the factor $\frac{1}{2}$ from the definition of the trace fidelity function and we work in what follows with the cost function $\tilde{G} : SU(N) \to \mathbb{R}$ given by
\[
\tilde{G}(S) = \Re \tr(A^\dagger S),
\]
where $A \in SU(N)$ is a given target matrix. Our objective is to determine its critical points and to study their nature. In the quantum control context these critical points are called kinematic critical points.

By a straightforward computation we notice that this cost function comes from a least square problem, since we have
\[
\det(\exp X) = \exp(\tr X) \text{ for } X \in M_n(\mathbb{C}).
\]

For a bilinear form $B : V \times V \to \mathbb{R}$ we have $B(u, v) = \frac{1}{2}(B(u + v, u + v) - B(u, u) - B(v, v))$, for all $u, v \in V$.

We denote by $\|X\|_F = \sqrt{\tr(X^\dagger X)}$ the Frobenius norm of the matrix $X$ on $M_n(\mathbb{C})$. 

\[
\text{det}(\exp X) = \exp(\tr X) \text{ for } X \in M_n(\mathbb{C}),
\]

\[
\text{For a bilinear form } B : V \times V \to \mathbb{R} \text{ we have } B(u, v) = \frac{1}{2}(B(u + v, u + v) - B(u, u) - B(v, v)), \text{ for all } u, v \in V.
\]

\[
\text{We denote by } \|X\|_F = \sqrt{\tr(X^\dagger X)} \text{ the Frobenius norm of the matrix } X \text{ on } M_n(\mathbb{C}).
\]
\[ \|A - S\|^2_F = \text{tr} \left( (A^\dagger - S^\dagger)(A - S) \right) = \text{tr} \left( A^\dagger A \right) + N - \text{tr} \left( A^\dagger S + (A^\dagger S)^\dagger \right) \]
\[ = 2N - 2 \text{Re} \text{tr}(A^\dagger S). \] 
(3.1)

Consequently, the critical points of \( \tilde{G} \) coincide with the critical points of the least square cost function; maxima of \( \tilde{G} \) are minima of the least square cost function, and vice versa.

The trace fidelity cost function \( \tilde{G} \) has the natural extension \( G : U(N) \to \mathbb{R}, G(U) = \text{Re} \text{tr}(A^\dagger U) \). In order to obtain \( \nabla_{U(N)} G \), for \( U \in U(N) \) and \( \Omega \) a skew-Hermitian matrix, we have the following computations:

\[ \langle \nabla_{U(N)} G(U), \Omega U \rangle_{U(N)} = d_U G(U) = \text{Re} \text{tr} \left( d(A^\dagger U) \Omega U \right) = \text{Re} \text{tr} \left( (A^\dagger U)^\dagger \right) = \text{Re} \text{tr} \left( (UA^\dagger)^\dagger \right) = \text{Re} \text{tr} \left( (UA^\dagger)^\dagger \Omega U \right) = 2 \left( (UA^\dagger)^\dagger U, \Omega U \right)_{U(N)} = \left( (AU^\dagger - UA^\dagger) U, \Omega U \right)_{U(N)}, \]

where we have denoted by \( X_S, X_H \) the skew-Hermitian and the Hermitian part of the matrix \( X \).

It follows that

\[ \nabla_{U(N)} G(U) = (AU^\dagger - UA^\dagger) U. \]

Using (2.7), we obtain the expression of the gradient vector field for the trace fidelity cost function

\[ \nabla_{SU(N)} \tilde{G}(S) = \left( AS^\dagger - SA^\dagger - \frac{1}{N} \text{tr} \left( AS^\dagger - SA^\dagger \right) 1_N \right) S. \]

Consequently, the critical points of \( \tilde{G} \) are the solutions of the matrix equation

\[ AS^\dagger - SA^\dagger = \frac{1}{N} \text{tr} \left( AS^\dagger - SA^\dagger \right) 1_N. \]

We notice that the following set equality holds:

\[ \left\{ X \in \mathcal{M}_N(\mathbb{C}) \mid X = \frac{\text{tr} X}{N} 1_N, \text{ X is skew-Hermitian} \right\} = \{ \mu 1_N \mid \mu \in \mathbb{R} \}. \]

Synthesizing the above considerations, we obtain the following result.

**Proposition 3.1.** The critical points of the trace fidelity cost function \( \tilde{G} \) are the solutions \( S \in SU(N) \) of the matrix equations

\[ AS^\dagger - SA^\dagger = \mu 1_N, \ \mu \in \mathbb{R}. \]
3.1. Kinematic critical points when the target matrix $A$ is from $SU(N)$

From (3.1) it follows that the least square cost problem has the matrix $A$ as the unique global minimum and, consequently, $A$ is the unique global maximum for the trace fidelity cost function $\tilde{G}$.

We can reduce the study of $\tilde{G}$, with an arbitrary $A \in SU(N)$, to the particular case of the cost function $\tilde{G}(S) = \text{Re} \text{tr}(S)$. We have the obvious equality $\tilde{G}(AS) = \tilde{G}(S)$ for any $S \in SU(N)$. A matrix $S \in SU(N)$ is a critical point for $\tilde{G}$ if and only if the matrix $AS \in SU(N)$ is a critical point for $\tilde{G}$. Moreover, if $S$ is a local minimum, a local maximum, a saddle point for the reduced cost function $\tilde{G}$, then $AS$ is a local minimum, a local maximum, a saddle point, respectively, for the cost function $\tilde{G}$.

Using proposition 3.1, the equations that describe the critical points of the reduced cost function $\hat{G}$ are

$$
\begin{align*}
S^\dagger - S &= \mu I_N, \quad \mu \in \mathbb{R} \\
S^\dagger S &= SS^\dagger = I_N \\
\det(S) &= 1.
\end{align*}
$$

(3.2)

Let $S$ be a critical point of the reduced cost function $\hat{G}$, i.e. a matrix which satisfies (3.2). We make the following substitution

$$
W = S + \frac{1}{2} \mu I_N.
$$

The condition $S^\dagger - S = \mu I_N$ becomes $W^\dagger = W$, i.e. $W$ has to be a Hermitian matrix. By the spectral decomposition theorem for Hermitian matrices, there exist a unitary matrix $V$ and a diagonal matrix $D = \text{diag} (\lambda_1, \lambda_2, \ldots, \lambda_N)$ such that $W = VDV^\dagger$, where $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N$ are the real eigenvalues of the Hermitian matrix $W$.

Substituting $S = V^\dagger D V = \frac{1}{2} \mu I_N$ in the second condition from (3.2) we obtain

$$
D^2 = \left(1 - \frac{\mu^2}{4}\right) I_N.
$$

From the above condition it follows that we must have $\mu \in [-2, 2]$. For every $k \in \{1, \ldots, N\}$, we have $\lambda_k^2 = 1 - \frac{\mu^2}{4}$, therefore $\lambda_k = \sqrt{1 - \frac{\mu^2}{4}} \epsilon_k$, $\epsilon_k \in \{-1, 1\}$.

Imposing the last condition from (3.2), we obtain

$$
\det \left(D - \frac{1}{2} \mu I_N\right) = 1,
$$

which is equivalent with

$$
\prod_{k=1}^{N} \left(\sqrt{1 - \frac{\mu^2}{4}} \epsilon_k - \frac{1}{2} \mu \right) = 1.
$$

(3.3)

We introduce the sets $\mathcal{K}_+ = \{k \in \{1, 2, \ldots, N\} \mid \epsilon_k = 1\}$ and its complement $\mathcal{K}_- = \{k \in \{1, 2, \ldots, N\} \mid \epsilon_k = -1\}$. The diagonal matrix $D$ is given by

$$
D = \sqrt{1 - \frac{\mu^2}{4}} \text{diag}(1, \ldots, 1, -1, \ldots, -1),
$$

$|\mathcal{K}_+| \text{ times}$

$N - |\mathcal{K}_+| \text{ times}$
where $|K_+|_1$ is the cardinal of the set $K_+$. The equation (3.3) can be written
\[
(-1)^{|K_+|} \left( \sqrt{1 - \frac{\mu^2}{4}} - \frac{1}{2} \mu t \right) |K_+| \left( \sqrt{1 - \frac{\mu^2}{4}} + \frac{1}{2} \mu t \right) = 1.
\]

Making the notation $z_\mu := \sqrt{1 - \frac{\mu^2}{4}} + \frac{1}{2} \mu t$ and taking into account that $|z_\mu| = 1$, we obtain that $\frac{1}{z_\mu} = \sqrt{1 - \frac{\mu^2}{4}} - \frac{1}{2} \mu t$.

Consequently, the equation (3.3) becomes
\[
z_\mu N^{-|K_+|} = (-1)^{|K_+|}, \quad \text{Re}(z_\mu) \geq 0.
\]

We obtain that the critical point $S$ is given by $S = V^\dagger (D - \frac{1}{2} \mu I_N) V$, with $V \in U(N)$ coming from the spectral decomposition theorem and $D$ the diagonal matrix determined above.

Conversely, by direct computations, we can prove that the matrices $S = U^\dagger (D - \frac{1}{2} \mu I_N) U$, with $U \in U(N)$ an arbitrary unitary matrix and $D$ the diagonal matrix determined above, are critical points for the reduced cost function $\hat{G}$.

The algorithm for solving the problem (3.2) of finding the critical points for $\hat{G}$ has the following steps:

(a) Run the value of $|K_+|$ through the set $\{0, 1, \ldots, N\}$.
(b) Solve the equation $z_\mu N^{-|K_+|} = (-1)^{|K_+|}$ and select the solutions with $\text{Re}(z) \geq 0$ and $|z| = 1$.
(c) For every solution $z$ from step (b) take $\mu = 2 \text{Im}(z)$.
(d) Construct the diagonal matrix
\[
D_{|K_+|\mu} = \sqrt{1 - \frac{\mu^2}{4}} \text{diag}(1, \ldots, 1, -1, \ldots, -1).
\]

(e) Construct the critical points of the cost function $\hat{G}$
\[
S_{|K_+|\mu}(U) = U^\dagger \left( D_{|K_+|\mu} - \frac{1}{2} \mu I_N \right) U,
\]

where $U \in U(N)$ is an arbitrary unitary matrix.

The value of the reduced cost function $\hat{G}$ in the critical point $S_{|K_+|\mu}(U)$ is
\[
\hat{G}(S_{|K_+|\mu}(U)) = \sqrt{1 - \frac{\mu^2}{4}} \cdot (2|K_+| - N).
\]

### 3.2. The nature of the kinematic critical points when the target matrix $A$ is from $SL(N)$

In order to compute $\text{Hes} S_{|K_+|\mu}(U)$ $G$ we consider the geodesic curve $\gamma : \mathbb{R} \rightarrow U(N)$ given by $\gamma(t) = \exp(t \Omega)U$, which passes through $U \in U(N)$ at $t = 0$ with the speed $\Omega$ in the Lie algebra $u(N)$ of $U(N)$ (which is formed with the skew-Hermitian matrices from $\mathcal{M}_N(\mathbb{C})$).

Since we have $G(U) = \text{Re tr}(A^\dagger U) = \frac{1}{2}(\text{tr}(A^\dagger U) + \text{tr}(U^\dagger A))$, we write successively
\[(G \circ \gamma)(t) = \frac{1}{2} \left( \text{tr}(A^\dagger \exp(t\Omega)U) + \text{tr}(U^\dagger \exp(t\Omega^\dagger)A) \right) ;
\]
\[(G \circ \gamma)'(t) = \frac{1}{2} \left( \text{tr}(A^\dagger \exp(t\Omega)\Omega U) + \text{tr}(U^\dagger \exp(t\Omega^\dagger)\Omega^\dagger A) \right) ;
\]
\[(G \circ \gamma)''(t) = \frac{1}{2} \left( \text{tr}(A^\dagger \exp(t\Omega^2)U) + \text{tr}(U^\dagger \exp(t\Omega^\dagger)(\Omega^\dagger)^2 A) \right).\]

We obtain the quadratic form associated with the Hessian matrix in a point \(U \in \mathcal{U}(N)\)
\[\text{Hess}_{\mathcal{U}(N)} G(U)(\Omega U, \Omega U) = (G \circ \gamma)''(0) = \frac{1}{2} \left( \text{tr}(A^\dagger \Omega^2 U) + \text{tr}(U^\dagger (\Omega^\dagger)^2 A) \right),\]

By the polarization law, we compute
\[\text{Hess}_{\mathcal{U}(N)} G(U)(\Omega_1 U, \Omega_2 U) = \frac{1}{4} \text{tr}((\Omega_1 \Omega_2 + \Omega_2 \Omega_1)(UA^\dagger + AU^\dagger)),\]
\[\times \text{ for } \Omega_1, \Omega_2 \in \mathfrak{u}(N).\]

Applying the formula (2.8), we obtain the Hessian for the cost function \(\tilde{G}\) in a point \(S \in \mathcal{SU}(N)\)
\[\text{Hess}_{\mathcal{SU}(N)} \tilde{G}(S)(\Omega_1 S, \Omega_2 S) = \frac{1}{4} \text{tr}((\Omega_1 \Omega_2 + \Omega_2 \Omega_1)(SA^\dagger + AS^\dagger)),\]
\[\times \text{ for } \Omega_1, \Omega_2 \in \mathfrak{su}(N),\]

where the Lie algebra \(\mathfrak{su}(N)\) is the set
\[\mathfrak{su}(N) = \{ \Omega \in \mathcal{M}_N(\mathbb{C}) | \Omega + \Omega^\dagger = \mathbb{O}_N, \text{tr}(\Omega) = 0 \} .\]

The Hessian for the reduced cost function \(\hat{G}\) in a point \(S \in \mathcal{SU}(N)\) is given by
\[\text{Hess}_{\mathcal{SU}(N)} \hat{G}(S)(\Omega_1 S, \Omega_2 S) = \frac{1}{4} \text{tr}((\Omega_1 \Omega_2 + \Omega_2 \Omega_1)(S + S^\dagger)),\]
\[\times \text{ for } \Omega_1, \Omega_2 \in \mathfrak{su}(N)\]

and the quadratic form associated with the Hessian matrix in a point \(S \in \mathcal{SU}(N)\) is
\[\text{Hess}_{\mathcal{SU}(N)} \hat{G}(S)(\Omega S, \Omega S) = \frac{1}{2} \text{tr}(\Omega^2 (S + S^\dagger)), \text{ for } \Omega \in \mathfrak{su}(N).\]

For a kinematic critical point which has the formula \(S_{K_{\mu}}(U) = U^\dagger \left( D_{K_{\mu}} - \frac{\mu}{2} I_N \right) U\), the quadratic form associated with the Hessian matrix in the point \(S_{K_{\mu}}(U)\) becomes

\[\frac{1}{2} \text{tr}(\Omega^2 (S + S^\dagger)), \text{ for } \Omega \in \mathfrak{su}(N).\]
Proof.

The exhaustive list of critical points for the reduced cost function $\tilde{G}$ (and consequently for the trace fidelity cost function $G$).

**Theorem 3.2.** The exhaustive list of critical points for $\tilde{G}$ and their nature is as follows.

(a) For $0 < |\mathcal{K}_+| < N$, the critical points $S_{|\mathcal{K}_+|\mu}(U)$ are all saddle points.

(b) For $|\mathcal{K}_+| = 0$, the critical points are $S_{0\mu}(U) = -\mu \mathbb{I}_N$, where $\mu = 2 \text{Im}(z)$, with $z$ being the solutions of the equation $z^N = (-1)^N$ verifying $\text{Re}(z) \geq 0$.

1. In the case $N = 2P$, $P \in \mathbb{N}$, the critical point $S_{0,0} = -\mathbb{I}_N$ is the only global minimum. In addition, when $N$ is a multiple of four the critical points $S_{0,\pm 2} = \mp \mathbb{I}_N$ are saddle points. All the other critical points $S_{0,\mu}$, which exist for $P \geq 3$, are local minima which are not global minima.

2. In the case $N = 2P + 1$, $P \in \mathbb{N}$, the critical points $S_{0,\mu}$, where $\mu = 2 \text{Im}(z)$ for $z = -\cos \left( \frac{2\pi}{2P+1} \right) \pm \sin \left( \frac{2\pi}{2P+1} \right) i$, are the global minima. All the other critical points $S_{0,\mu}$, which exist for $P \geq 3$, are local minima which are not global minima.

(c) For $|\mathcal{K}_+| = N$, the critical points are $S_{N,\mu}(U) = \left( \sqrt{1 - \frac{i^2}{4} - \frac{1}{2} \mu i} \right) \mathbb{I}_N$, where $\mu = 2 \text{Im}(z)$, with $z$ being the solutions of the equation $z^N = 1$ verifying $\text{Re}(z) \geq 0$. The critical point $S_{N,0} = \mathbb{I}_N$ is the only global maximum. All the other critical points, which exist for $N \geq 5$, are local maxima which are not global maxima.

**Proof.**

(a) It is easy to notice that we have a critical point with $\mu = \pm 2$ if and only if the complex numbers $i$ or $-i$ are solutions for the equation $z^{N-2|\mathcal{K}_+|} = (-1)^{N-|\mathcal{K}_+|}$ (see the second step of the algorithm for determining the critical points), which is equivalent with $N$ being a multiple of 4.

1. If $N$ is not a multiple of 4, then $\mu \neq \pm 2$. A critical point of the cost function $\tilde{G}$ is of the form

$$S_{|\mathcal{K}_+|\mu}(U) = U^\dagger \left( D_{|\mathcal{K}_+|\mu} - \frac{1}{2} \mu \mathbb{I}_N \right) U,$$

where $U \in \mathcal{U}(N)$ and

$$D_{|\mathcal{K}_+|\mu} = \sqrt{1 - \frac{\mu^2}{4}} \text{ diag}(1, \ldots, 1, -1, \ldots, -1).$$

Note that $0 < |\mathcal{K}_+| < N$. We have seen that
If the limit cases $S$ parameterized by $\mu$ with arbitrary $\mu \neq \pm 2$ the Hessian matrices are identically zero, but these critical points are also saddle points (see appendix).

2. If $N = 4M$, $M \in \mathbb{N}$, and $|K_+| = 2M$, the equation from the second step of the algorithm becomes an identity and, consequently, we obtain a continuous family of critical points parameterized by $\mu \in [-2, 2]$

$$S_{2M, \mu}(U) = U^1 \text{diag} \left( \sqrt{1 - \frac{\mu^2}{4}}, \ldots, \sqrt{1 - \frac{\mu^2}{4}}, \sqrt{1 - \frac{\mu^2}{4}}, \ldots, \sqrt{1 - \frac{\mu^2}{4}} \right) U,$$

with an arbitrary $U \in U(N)$.

The Hessian matrix is given by

$$\text{Hess}_{SU(N)} \tilde{G}(S_{2M, \mu}(U))(\Omega S_{2M, \mu}(U), \Omega S_{2M, \mu}(U)) = \sqrt{1 - \frac{\mu^2}{4}} \text{tr} \left( \tilde{\Omega}^2 \text{diag}(1, \ldots, 1, -1, \ldots, -1) \right),$$

with $\tilde{\Omega} = U^1 \Omega U \in su(N)$.

If $\mu \neq \pm 2$, then we obtain a continuous family of saddle points $S_{2M, \mu}(U)$, using the same argument as above.
(b) For the case (a), which corresponds to \( N = 2P \), the critical points depend on the solutions of the equation \( z^N = 1 \) for which \( \text{Re}(z) \geq 0 \). The solution \( z = 1 \) of this equation leads to the critical point \( S_{0,0} \). We notice that \( \tilde{G}(S_{0,0}) = -N \) and \( \tilde{G}(S) > -N \) for any critical point \( S \neq S_{0,0} \). In conclusion, \( S_{0,0} = -I_N \) is the only global minimum (which exists because \( SU(N) \) is a compact manifold). When \( N \) is a multiple of 4, then \( z = \pm 1 \) are also solutions of the equation \( z^N = 1 \). Therefore \( S_{0,\pm 2} = \mp iI_N \) are critical points and since \( S_{0,\pm 2} = S_{P,\pm 2} \), it follows from (i) that \( S_{0,\pm 2} \) are saddle points. For all the other critical points, we have

\[
\text{Hess}_{SU(N)} \tilde{G}(S_{0,\mu})(\Omega S_{0,\mu}, \Omega S_{0,\mu}) = -\sqrt{1 - \frac{\mu^2}{4}} \text{tr}(\tilde{\Omega}^2) = \sqrt{1 - \frac{\mu^2}{4}} \|\tilde{\Omega}\|_F.
\]

Since \( \tilde{G}(S_{0,\mu}) > -N \), we obtain that \( S_{0,\mu} \) are local minima which are not global minima.

For the case (b), finding the critical points reduces to solve the equation \( z^N = -1 \), which has the solutions \( z_k = -\cos \left( \frac{2k\pi}{N} \right) \pm \sin \left( \frac{2k\pi}{N} \right) \), \( k \in \{0, \ldots, P\} \). When \( \cos \left( \frac{2k\pi}{N} \right) \leq 0 \) we obtain critical points with \( \mu_k = \pm 2 \sin \left( \frac{2k\pi}{N} \right) \) and with the same argument as above the Hessian in these critical points is positive definite. In conclusion, all these critical points are local minima. We have that \( \tilde{G}(S_{0,\mu}) = -N \sqrt{1 - \frac{\mu^2}{4}} = N \cos \left( \frac{2k\pi}{N} \right) \). We observe that \( \tilde{G}(S_{0,\mu}) = \tilde{G}(S_{0,-\mu}) < \tilde{G}(S_{0,\mu}) \) for all \( k \neq P \). Therefore, the critical points \( S_{0,\mu} \) and \( S_{0,-\mu} \) are global minima and all the other critical points are local minima which are not global minima.

(c) We have \( \tilde{G}(S_{N,0}) = N \) and \( \tilde{G}(S) < N \) for any critical point \( S \neq S_{N,0} \). In conclusion, \( S_{N,0} = I_N \) is the only global maximum (which exists because \( SU(N) \) is a compact manifold). The argument that all the other critical points are local maxima which are not global maxima is analogous with the one used in (b).

Regarding the quantum control landscape problem we can synthesize the above results in the following theorem. We remind that we work under the hypothesis that the quantum controlled system \((1.1)\) is globally controllable.

**Theorem 3.3.** Assume that the quantum control landscape function \( J \) is constructed with the trace fidelity function \( \tilde{G} \), where the target gate \( A \) is a special unitary matrix from \( SU(N) \).

Then,

(a) For \( N \geq 5 \), the landscape function \( J \) is not \( SU(N) \)-trap free (i.e. there are always kinematic local extrema that are not global extrema);

(b) For \( N < 5 \), the landscape function \( J \) is kinematic \( SU(N) \)-trap free (in the sense that there are no kinematic local extrema that are not global extrema).

Another cost function used in the literature in the context of quantum control problems is given by

\[
\tilde{G}_P(S) = |\text{tr}(A^\dagger S)|^2,
\]

which originates from the Euclidean metric on the projective group \( PU(N) \), see \([13, 17, 20, 22, 35, 40, 41]\). It is noteworthy that for this cost function it is mentioned in \([17]\) one does not encounter traps, which could be preferable in practice.
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Appendix A

Lemma A.1. Let $(\mathcal{M}, g)$ be a Riemannian manifold and $f : \mathcal{M} \to \mathbb{R}$ be a smooth function. Let $\lambda : [a, b] \subset \mathbb{R} \to \mathcal{M}$ be a continuous curve of critical points for $f$, such that $f(\lambda(t))$ is constant for $t \in [a, b]$. Also, assume that, for every $t \in (a, b)$, the critical points $\lambda(t)$ are saddle points\footnote{A critical point $x_0 \in \mathcal{M}$ is called saddle point for $f$ if in any neighborhood of $x_0$ there exist $p, q$ such that $f(p) < f(x_0) < f(q)$.}. Then, $\lambda(a)$ and $\lambda(b)$ are also saddle points for $f$.

Proof. Let $B(\lambda(a), \varepsilon)$ the ball centered in $\lambda(a)$ having radius $\varepsilon > 0$. From the continuity of $\lambda$ there exists $c \in (a, b)$ such that $\lambda(c) \in B(\lambda(a), \varepsilon)$. We choose a radius $\eta > 0$ such that $B(\lambda(c), \eta) \subset B(\lambda(a), \varepsilon)$. Since $\lambda(c)$ is a saddle point for $f$ there exist $p, q \in B(\lambda(c), \eta)$ such that $f(p) < f(\lambda(c)) < f(q)$. Because $f(\lambda(a)) = f(\lambda(c))$ it follows that $p, q \in B(\lambda(c), \eta)$ and $f(p) < f(\lambda(a)) < f(q)$. Therefore, $\lambda(a)$ is also a saddle point for $f$. A similar argument holds for the critical point $\lambda(b)$. □
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