Transport of solute and solvent driven by lubrication pressure through non-deformable permeable membranes
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Abstract
A discrete-forcing immersed boundary method with permeable membranes is developed to investigate the effect of lubrication on the permeations of solute and solvent through membrane. The permeation models are incorporated into the discretisation at the fluid cells including the membrane, and discretised equations for the pressure Poisson equation and convection–diffusion equation for the solute are represented with the discontinuities at the membrane. The validity of the proposed method is established by the convergence of the numerical results of the permeate fluxes (solute and solvent) to higher-order analytical models in a lubrication-dominated flow field. As a model of the mass exchange between inside and outside of a biological cell flowing in a capillary, a circular membrane is placed between parallel flat plates, and the effect of lubrication is investigated by varying the distance between the membrane and the walls. The pressure discontinuity near the wall is larger than that at the stagnation point, which is a highlighted effect of lubrication. In the case of a small gap, the solute transport is dominated by convection inside the circular membrane and by diffusion outside. Through the time variation of the concentration in the circular membrane, lubrication is shown to enhance mass transport from/to inside and outside the membrane.

1 Introduction
In biological environments and industrial applications, mass transport through permeable membranes takes place in various ways. Exchange of solute and water through microvascular wall is largely passive (Michel and Curry 1999), and the relationship between the structural elements of the capillary wall and the permeability coefficients for solutes of various sizes has been determined by systematic studies (Sugihara-Seki and Fu 2005). As an example, the filtration performance of the kidney is significantly affected by the narrowing and occlusion of the vascular lumen (Cannon et al. 1974), which is normally held in tension by intravascular pressure. On the contrary, it has been indicated that an increased permeability of glomerular capillary may lead to capillary occlusion owing to protein deposition (Purkerson et al. 1976), and the lubrication at narrow capillaries may play an important role in those processes. Using a lubrication-based model, Secomb et al. (1998, 2001) demonstrated that the hydrostatic pressure generated within the endothelial surface layer alters the shape of the red blood cells and the wall-cell distance depending on the flow velocity in the capillary [as well as the geometry of the vessel wall (Secomb and Hsu 1996, 1997)]. By solving a coupled problem of hydrostatic and osmotic pressures across the endothelial surface layer, Hu and Weinbaum (1999) reported a non-uniform distribution of mass concentrations and the corresponding non-uniform distribution of effective osmotic pressure.

The above processes are commonly characterised by transport phenomena under lubrication. In the ideal lubrication state in a negligibly small gap region (between the interfaces), the pressure increases locally. However, there may be a number of cases in biological environments where the ideal condition for the lubrication theory is violated (Takeuchi et al. 2021). For example, in relatively large gaps, the theory could deviate from the conventional Reynolds lubrication theory (Takeuchi and Gu 2019), resulting in an underestimation of solute and solvent permeations driven by the pressure difference. One of the difficulties associated with the numerical analysis of lubrication is that by introducing $\epsilon$ as the ratio of the gap width and reference length, the minimum number of grid points that are required to capture the pressure increase generated...
by lubrication is $\varepsilon^{-1/2}$ (Takeuchi et al. 2021), and, the resolution, therefore, becomes insufficient on a coarse grid system; meanwhile, the fine grid system becomes computationally demanding. In addition, the lubrication pressure decreases owing to permeation, which makes the analysis or prediction difficult (Takeuchi et al. 2021).

Another difficulty in the numerical simulation of permeation for a two-component fluid (i.e. solute and solvent) is the accuracy of the flow around the membrane. For this problem, a number of numerical methods have been proposed. The immersed boundary (IB) method proposed by Peskin was first applied to the analysis of blood flow in a heart (Peskin 1972). The interaction force from the object is incorporated into the external force term in the equation of motion of the fluid, and an approximate delta function is used to distribute the interaction force from the Lagrange marker to the grid points of the surrounding fluid. Numerical methods in the framework of taking Eulerian and Lagrangian approaches for fluid and solid (such as the IB method), respectively, have been developed for heat and mass transport analysis. Gong et al. (2014) and Wang et al. (2020) proposed a numerical method for the analysis of oxygen transport with red blood cells by treating the diffusion flux as an independent variable and using an approximate delta function to incorporate the effect of the diffusion flux in the membrane into the source term of the advection–diffusion equation. On the other hand, the ghost-cell method, the immersed interface method and the direct forcing immersed boundary method are typical methods for imposing interface conditions on discretised equations. The ghost-cell method implicitly assigns interface conditions to a virtual cell in the solid phase adjacent to the fluid cell (called the ghost point) by an interpolation function using the values of the mirror point of the interface and the nearby cells in the fluid phase. The ghost-cell method has been applied, for example, to particle multiphase flows with reactions at the particle surface (Lu et al. 2018). The immersed interface method (LeVeque and Li 1994; Layton 2006; Jayathilake et al. 2010) reproduces a sharp interface by applying a finite difference discretisation that takes into account jumps at the interface without using interpolation functions. The pressure jump is calculated by the singular force acting on the interface and the concentration jump by interpolation from the fluid cell near the membrane (Jayathilake et al. 2010). Miyachi et al. (2015, 2017) proposed a finite element formulation for fluid permeation through a deformable membrane in a two-component fluid by incorporating the discontinuities of pressure and concentration into the discretised equations, and they showed that the reproduction of the sharpness of the discontinuities in pressure and concentration fields at the membrane is important for the accurate prediction of permeate fluxes.

In the present study, to investigate mass transport induced by lubrication pressure (hereafter, lubrication-induced mass transport) in a two-component fluid separated by a membrane, we develop a discrete-forcing (DF) IB method to capture the concentration and pressure distributions sharply along the membrane and to analyse the membrane permeation accurately. In the proposed method, the membranes are represented by Lagrange markers to maintain a high resolution in the vicinity of the membranes, and a Cartesian mesh fixed in space is used to solve fluid flow along the arbitrary geometry of the membrane. The boundary condition on the fluid-membrane interface is enforced by directly specifying the boundary values into the discretised equations, thereby enabling the sharp representation of the object interface as well as tight conservations of mass and momentum (and, therefore, the sharp distributions of the pressure and mass concentration), which distinguishes the method from previous DF-IB methods.

In the present study, based on the concept of the above numerical method with membrane permeations of solute and solvent, we analyse the effect of lubrication on the mass transport through a membrane in two-dimensional space. For this purpose, a new pressure Poisson equation is derived by incorporating the concentration jump on the membrane. The numerical method is validated through a comparison with analytical predictions of permeate fluxes for the case of a moving corrugated membrane. To study the mass transport in a lubrication-dominant environment, a system with a circular membrane placed near a solid wall is set up for different wall-membrane distances, and the time development of concentration field is discussed by decomposing the fluxes into the components of convection, diffusion, and permeation.

2 Governing equations

The fluid is an incompressible Newtonian fluid governed by the continuity equation and the Navier–Stokes (N–S) equation:

$$\nabla \cdot \mathbf{u} = 0,$$

(1)

$$\rho_t \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla p + \mu_t \nabla^2 \mathbf{u},$$

(2)

where $\mathbf{u}$ is the fluid velocity, $\rho_t$ is the fluid density, $t$ is the time, $p$ is the pressure, and $\mu_t$ is the viscous coefficient.

The transport of solute is governed by the following unsteady convection-diffusion equation:
\[ \frac{dc}{dt} + \nabla \cdot (cu) = D \nabla^2 c , \]  

(3)

where \( c \) and \( D \) are the solute concentration and diffusion coefficient, respectively.

The permeate fluxes of solvent and solute through membrane are modelled as follows (Katchalsky and Curran 1961):

\[ J_v = L_p (\| p \| - \sigma \| \Pi \| ) n , \]

(4a)

\[ J_s = L_p c \left( (1 - \sigma) \| p \| + (\mu_L - \sigma) \| \Pi \| \right) n , \]

(4b)

where \( L_p \) is the permeability, \( \sigma \) is the repulsion coefficient, and \( \mu_L = L_d / L_p \), with \( L_d \) being the phenomenological coefficients relating the diffusion flow to the osmotic pressure \( \Pi \). Denoting the limiting values of \( \varphi \) on the membrane as \( \varphi^- \) and \( \varphi^+ \) in the rear and front sides, respectively, the jump and average values of \( \varphi \) are defined as \( \| \varphi \| = \varphi^- - \varphi^+ \) and \( \bar{\varphi} = (\varphi^- + \varphi^+) / 2 \), respectively. The unit normal vector \( n \) on the membrane is defined in the direction from the rear to front sides.

In this study, we assume that the two-component fluid (i.e. solute and solvent) is a dilute solution, and van’t Hoff’s equation \( \Pi = RTc \) (\( R \): the gas constant, \( T \): the temperature) is used to convert \( \| \Pi \| \) in Eq. (4) into the concentration jump \( \| c \| \). Throughout the study, no deformation is considered for membranes.

\section{3 Numerical method}

In this section, discretisations at the boundary cells are explained using a DF-IB method. Boundary cells are fluid cells that are separated into two regions by the membrane, and are represented by the triangular symbol for the configuration in Fig. 1.

For a single-component fluid (i.e. no solute), the DF-IB method proposed by Sato et al. (2016) and Takeuchi et al. (2018) directly discretises the N-S equation even at the boundary cells, while at the same time, their method guarantees the consistency between the discretised equations for the incompressible velocity and pressure fields. Using their “consistent direct discretisation” for the DF-IB approach, the no-slip and impermeable conditions on the interface were strictly imposed in a discrete sense, while satisfying the mass and momentum conservations, which enables capturing the sharp distribution of the velocity and pressure at the interface. The DF-IB method was extended to enable permeation of the solvent through the membrane by Takeuchi et al. (2019) and Tazaki et al. (2020); they showed discretisations that consider the permeable condition for the solvent at the interface. In the present study, we further deal with membranes which also allow solute permeation (i.e. bi-permeation for a two-component fluid), and the discretisation of the governing equations considering solvent and solute permeation is explained in two-dimensional space based on the DF-IB method for the configuration shown in Fig. 1.

In the following, the Cartesian coordinate system is adopted, and uniform fluid cells are arranged in the domain. The variables are defined on the collocated grid points; the primary variables (i.e. velocities \( u \) and \( v \), pressure \( p \) and concentration \( c \)) are defined at the centres of the fluid cells, and the gradients and contra-variant velocity components are on the cell faces. For each time step, the concentration field is updated, followed by the time-marching procedure of the flow field.

\subsection{3.1 Discretisation of fluid equations with solute permeation}

Based on the approach in Takeuchi et al. (2018, 2019), the discretisation for the N–S equation is briefly explained, with a focus on the improvements to consider the concentration jump at the boundary cells \((i-1,j)\) and \((i,j)\) in Fig. 1.

The incompressible velocity and pressure fields are coupled by a fractional-step method. The discretisations of the convective and viscous terms are the same as those provided in Takeuchi et al. (2018). The major differences from the impermeable case (Takeuchi et al. 2018) and permeable case for the solvent (Takeuchi et al. 2019) appear to incorporate the concentration jump at the membrane into discretisation. In the following, the explanation of the numerical method focuses on the pressure Poisson equation and velocity correction procedure.
In the numerical study, the governing equations are non-dimensionalised using the reference velocity $U$, the reference length $H$, the reference pressure $\rho U^2$, the reference time $HT/U$, and the reference concentration $C$, and the non-dimensional variables are denoted with a tilde ($\tilde{\cdot}$). For example, the non-dimensional forms of the permeate fluxes are as follows:

$$\frac{J_v}{U} = \text{Re} L \left\{ \| \tilde{p} \| - \sigma \mu_L \| \tilde{c} \| \right\} n,$$

(5a)

$$\frac{J_s}{C U} = \text{Re} \tilde{c} \left\{ (1 - \sigma) \| \tilde{p} \| + \mu_p (\mu_L - \sigma) \| \tilde{c} \| \right\} n,$$

(5b)

where $\text{Re}$ is the Reynolds number defined as $\rho U H / \mu_L$, $L = \mu_L / \rho H$ is the non-dimensional permeability of the solvent, $\mu_p = RT \mu / \rho U^2$ is the pressure ratio, and $\tilde{c} = (\tilde{c}^- + \tilde{c}^+)/2$.

At the boundary cells ($i = 1, j$) and ($i, j$), the pressure equations considering the discontinuities are expressed as follows:

- at the boundary cell ($i = 1, j$)

$$\frac{\Delta t}{(\omega^* + 0.5) \Delta x} \left\{ (\delta c \delta \tilde{p}^{n+1})_{i, j} + \frac{\text{Re} L n_i \| \tilde{p} \|^n+1}{\Delta t} \right\} + \Delta t (\delta c \delta \tilde{c}^{n+1})_{i-1,j}$$

$$\tilde{u}_{i-1,j}^{n+1} = \tilde{u}_{i-1,j}^* - \Delta t \left[ \phi_3 \left( \frac{\delta \tilde{p}^{n+1}}{\delta x} \right) \right]_{i-1,j},$$

(8a)

- at the boundary cell ($i, j$)

$$\frac{\Delta t}{(\omega^* + 0.5) \Delta x} \left\{ (\delta c \delta \tilde{p}^{n+1})_{i+1, j} + \frac{\text{Re} L n_j \| \tilde{p} \|^n+1}{\Delta t} \right\} + \Delta t (\delta c \delta \tilde{c}^{n+1})_{i,j}$$

$$\tilde{u}_{i,j}^{n+1} = \tilde{u}_{i,j}^* - \Delta t \left[ \phi_4 \left( \tilde{U}^{**} \right) \right]_{i,j},$$

(8b)

where the interpolation functions $\phi_3, \phi_4$ are expressed with the discontinuities in the following form:

$$\phi_3 \left( \frac{\delta \tilde{p}^{n+1}}{\delta x} \right)_{i-1,j} = \frac{1}{\omega^* + 0.5} \left\{ \omega^* (\delta c \delta \tilde{p}^{n+1})_{i-1,j} + 0.5 \left( \frac{\delta \tilde{p}^{n+1}}{\delta x} \right)_{i-1,j} \right\},$$

$$\phi_4 \left( \tilde{U}^{**} \right)_{i,j} = \frac{1}{\omega^* + 0.5} \left\{ \omega^* (\delta c \delta \tilde{c}^{n+1})_{i,j} + 0.5 \left( \frac{\delta \tilde{c}^{n+1}}{\delta x} \right)_{i,j} \right\},$$

(9a)

$$\phi_3 \left( \frac{\delta \tilde{p}^{n+1}}{\delta x} \right)_{i,j} = \frac{1}{\omega^* + 0.5} \left\{ \omega^* (\delta c \delta \tilde{p}^{n+1})_{i,j} + 0.5 \left( \frac{\delta \tilde{p}^{n+1}}{\delta x} \right)_{i,j} \right\},$$

$$\phi_4 \left( \tilde{U}^{**} \right)_{i-1,j} = \frac{1}{\omega^* + 0.5} \left\{ \omega^* (\delta c \delta \tilde{c}^{n+1})_{i-1,j} + 0.5 \left( \frac{\delta \tilde{c}^{n+1}}{\delta x} \right)_{i-1,j} \right\},$$

(9b)

where $\Delta x$ is the grid spacing and $\Delta t$ is the time increment, $\delta c$ and $\delta c$ are the second-order central differences, $n_i$ is the $x$ component of the normal vector, $\omega^* \Delta x$ are the distances between the membrane and the cell centre (see Fig. 1). $\tilde{U}$ and $\tilde{V}$ are the velocities in the $x$ and $y$ directions at the cell face, respectively, and $\tilde{u}_m$ is the membrane velocity in the $x$ direction. The superscripts “**” and $(n + 1)$ represent the fractional-step velocity and the time level, respectively. By linearly extrapolating the pressure values from both sides of the membrane to determine $\| \tilde{p} \|$, Eqs. (6) and (7) (together with the discretised equations at non-boundary cells) constitute a closed set of simultaneous equations.

Note that the discretisations of the convective and viscous terms may include $1/\omega^*$, and the present study employs a wider stencil when $\omega^* \to 0$ to cope with the singular behaviours. For more details, refer to Takeuchi et al. (2018).

The velocities at the fluid cell centre and cell face $\tilde{u}_{i-1,j}, \tilde{u}_{i,j}, \tilde{U}_{i-1/2,j}$ are corrected as follows:
\[
\begin{align*}
\tilde{j}^{n+1}_{i,j} &= \tilde{c}^{n+1} \tilde{u}^{n+1}_m + \text{Re} \tilde{L} \tilde{c}^{n} \tilde{n}_x (1 - \sigma) \| \tilde{p} \| + \mu_p (\mu_L - \sigma) \| \tilde{c} \| n_x, \\
\text{where Pe is the Peclet number. Then, using the Crank–Nicholson method for the time update of the diffusion term, the discretisation of the unsteady convection–diffusion equation (3) is given as follows:}
\end{align*}
\]

- at the boundary cell \((i - 1, j)\)

\[
\begin{align*}
\tilde{c}^{n+1}_{i-1,j} &= \frac{\Delta t}{2} \left( \tilde{j}_{i,j}^{n+1} - \tilde{j}_{i-1,j}^{n+1} \right) - \left( \tilde{j}_{i,j}^{n} - \tilde{j}_{i-1,j}^{n} \right) - \frac{\Delta t}{2} \left( \delta \tilde{c}^{n}_{i,j} \right) + \frac{\Delta t}{2} \left( \delta \tilde{c}^{n}_{i,j} \right) - \frac{\Delta t}{2} \left( \delta \tilde{c}^{n}_{i,j} \right) + \frac{\Delta t}{2} \left( \delta \tilde{c}^{n}_{i,j} \right)
\end{align*}
\]

- at the boundary cell \((i, j)\)

\[
\begin{align*}
\tilde{c}^{n+1}_{i,j} &= \frac{\Delta t}{2} \left( \tilde{j}_{i,j}^{n+1} - \tilde{j}_{i,j}^{n} \right) - \left( \tilde{j}_{i,j}^{n+1} - \tilde{j}_{i,j}^{n} \right) - \frac{\Delta t}{2} \left( \delta \tilde{c}^{n}_{i,j} \right) + \frac{\Delta t}{2} \left( \delta \tilde{c}^{n}_{i,j} \right) - \frac{\Delta t}{2} \left( \delta \tilde{c}^{n}_{i,j} \right) + \frac{\Delta t}{2} \left( \delta \tilde{c}^{n}_{i,j} \right)
\end{align*}
\]

Note that to linearise the term \(\tilde{c} \| \tilde{c} \| \) in Eq. (10), the average concentration on the membrane \(\tilde{c}\) is evaluated at the time level \(n\) (i.e. it is treated as a known value). By linearly extrapolating for \(\tilde{c}^+\) from the respective sides, Eqs. (11) and (12) constitute a closed set of simultaneous equations for \(c\), which is solved using the pre-conditioned BiCGSTAB method.

4 Validation

4.1 Problem statement

We consider a problem with a corrugated permeable membrane translating in a region between no-slip parallel plates, as illustrated in Fig. 2. The geometry and motion of the corrugation are given by \(h(x,t) = h_0 + h_0 \delta \cos[k(x - U_0 t)]\), where \(h_0 = H_0/2\) is the half channel height, \(k = 2\pi / l\) is the wavenumber, \(\delta\) is a dimensionless parameter between 0 and 1, and \(U_0\) is a constant velocity. Periodic boundary conditions are imposed on the left and right boundaries. No sol-
regions are distinguished by the subscripts 1 and 2, and jump values are defined on the membrane as \( \| \varphi \| = \varphi_1 - \varphi_2 \).

The narrow gaps between the corrugation and the flat walls induce the lubrication. Therefore, in this problem, the permeate fluxes are driven by the hydrostatic pressure difference developed by lubrication, and at the same time, osmotic pressure difference owing to the difference in concentration either promotes or impedes the permeations by Eq. (4).

### 4.2 Analytical models of lubrication-induced permeate fluxes

By introducing \( \epsilon \) as the ratio of the channel width to the channel length \( h_0/l \), we assume \( \epsilon \ll 1 \) and \( \epsilon \text{Re} \ll 1 \) (Re = \( p_l U_0 h_0 / \mu_t \)). The hydrostatic pressure is described by the Reynolds lubrication equation for a narrow gap between the corrugation and the flat plate. We further assume an infinitesimal limit for \( L_p \) to isolate the effect of permeability to develop an asymptotic analytical model. Then, the pressure in \( \Omega_1 \) is expressed as follows (Takeuchi and Gu 2019; Tazaki et al. 2020):

\[
J_y(x, t) \cdot \mathbf{e}_y = -\frac{C}{2} \left\{ (1 - \sigma) \frac{24 LU_0}{\pi \epsilon} \frac{\delta}{2 + \delta^2} \frac{\sin [k(x - U_0 t)]}{\left\{ (1 + \delta \cos [k(x - U_0 t)])^2 \right\}} + \text{Re} LU_0 \sigma \mu_p \sin (kx) \right\},
\]

where the superscript (0) represents the 0th-order pressure (i.e. the pressure satisfying the Reynolds lubrication equation). Owing to the symmetry of the computational domain, the pressure in \( \Omega_2 \) is given as \( p_0^{(0)}(x, t) = p_1^{(0)}(x + \pi/k, t) \).

When \( \epsilon \ll 1 \) and \( \epsilon \text{Pe} \ll 1 \) (Pe = \( U_0 h_0 / D \)), the mass transport of the solute is dominated by diffusion in the normal direction, and then, the wall-normal concentration distribution is assumed to be uniform, and the wall-tangential distribution is approximated to be equivalent to the boundary concentrations: \( c_1(x, y) \approx c_{\text{bot}}(x) \) and \( c_2(x, y) \approx c_{\text{top}}(x) \).

The pressure jump, concentration jump and the average concentration on the membrane are obtained as follows:

\[
\begin{align*}
\| p^{(0)} \| &= p_1^{(0)}(x, t) - p_2^{(0)}(x, t) \\
&= -\frac{24}{\pi \epsilon^2} \frac{U_0 \mu_t}{1} \frac{\delta}{2 + \delta^2} \frac{\sin [k(x - U_0 t)]}{\left\{ (1 + \delta \cos [k(x - U_0 t)])^2 \right\}}, \\
\| c \| &= c_1(x) - c_2(x) = c_{\text{bot}}(x) - c_{\text{top}}(x) \\
&= -2 c_0 \sin (kx) = -C \sin (kx), \\
\overline{c} &= \frac{c_1(x) + c_2(x)}{2} = c_0 = \frac{C}{2}.
\end{align*}
\]

Then, the \( y \) components of the asymptotic permeate fluxes are approximated as follows:

\[
J_y(x, t) \cdot \mathbf{e}_y = -\frac{24 LU_0}{\pi \epsilon} \frac{\delta}{2 + \delta^2} \frac{\sin [k(x - U_0 t)]}{\left\{ (1 + \delta \cos [k(x - U_0 t)])^2 \right\}} + \text{Re} LU_0 \sigma \mu_p \sin (kx),
\]

Here, the permeability is normalised as \( L = L_p \mu_j / H_0 \).

To improve the prediction of lubrication-induced flow over a larger \( \epsilon \) range (i.e. \( \epsilon \lesssim 1 \)), a higher-order lubrication model (Takeuchi and Gu 2019) is applied to describe the wall-normal distribution of pressure. Takeuchi et al. (2021) showed the 2nd-order pressure for the corrugated membrane as:

\[
p_1^{(2+\pi)} = -\frac{4 \pi \mu_t}{H_0} \frac{\epsilon^2 \delta}{h_0} \left( \frac{4 \delta^2 + (\delta^2 + 2) \delta \cos (k x^*) - 1}{(1 + \delta \cos (k x^*))^4} \right) \frac{\sin (k x^*)}{h_0},
\]

where the superscript “*” represents the value observed on the frame fixed at the membrane; \( x^* = x - U_0 t \). Using \( p_2^{(2+\pi)}(x^*) = p_1^{(2+\pi)}(x^* + \pi/k, t) \), the pressure jump (with the higher-order correction) is given as \( \| p^{*} \| = \| p^{(0)\pi} + p^{(2+\pi)} \| \), and the corresponding fluxes (denoted as \( J_y^{(0+2+\pi)} \) and \( J_y^{(0+2+\pi)} \)) are calculated from Eq. (4). The explicit forms of the fluxes are not presented here because of the long mathematical expressions.
4.3 Simulation conditions

The simulation parameters are set as follows: the channel length \( l = 5H_0 \), the grid resolution is \( H_0/\Delta x = 40 \), the time increment \( \Delta t/(H_0/U_0) = 5 \times 10^{-3} \), \( \sigma = 0.5 \), and \( \mu_L = \mu_p = 1 \). The effect of the amplitude of corrugation is investigated at \( \delta = 0.1 \) unless specified otherwise. At the above spatial resolution, the \( y \) variation of the corrugation \( 2h_0\delta \) is covered by 4 grid points, which is sufficient from our previous study (Takeuchi et al. 2018). The Reynolds number and the Peclet number are fixed at \( \text{Re} = 0.5 \) and \( \text{Pe} = 0.5 \), respectively. The permeability \( L \) is varied in the following range: \( L = 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^0 \).

By substituting the above values of \( \mu_L, \mu_p \) and \( \sigma \) into Eq. (5), the permeate fluxes are simplified as follows:

\[
\frac{J_y}{U_0} = \text{Re}L\frac{2\|\bar{p}\| - \|\bar{c}\|}{2}n. \tag{17a}
\]

Considering that the base functions of \( \|p\| \) and \( \|c\| \) are \( \sin[k(x - U_0t)] \) and \( \sin(kx) \) (see Eq. 14), there are the moments when \( \|p\| \) and \( \|c\| \) weaken and strengthen each other; at \( t/(H_0/U_0) = (2m - 1)\pi/kU_0 \) (\( m = 1, 2, \cdots \)), \( \|p\| \) and \( \|c\| \) weaken and strengthen each other for \( J_y \) and \( J_s \), respectively, while at \( t/(H_0/U_0) = 2m\pi/kU_0 \), \( \|p\| \) and \( \|c\| \) strengthen and weaken each other for \( J_y \) and \( J_s \), respectively. In the following, \( m = 3 \) is taken (i.e. \( t/(H_0/U_0) = 12.5 \) and 15.0). At \( t/(H_0/U_0) = 12.5 \), the solvent and solute permeations reach the respective minimum and maximum strengths, while the permeations of the solvent and solute are strongest and weakest, respectively, at \( t/(H_0/U_0) = 15.0 \).

![Fig. 3](image1)

Fig. 3 Longitudinal distributions of pressure \( p \) at \( \delta = 0.1 \) for the four \( L \) values at the time of the maximum solvent flux \( t/(H_0/U_0) = 12.5 \). The pressure is shown normalised by \( \rho_i U_0^2 \)

![Fig. 4](image2)

Fig. 4 Longitudinal distributions of concentration \( c \) at \( \delta = 0.1 \) for the four \( L \) values at the time of the minimum solute permeate flux \( t/(H_0/U_0) = 12.5 \)
Fig. 5 Longitudinal distributions of pressure \( p \) at \( \delta = 0.1 \) for the four \( L \) values at the time of the minimum solvent permeate flux \( t/(H_0/U_{0}) = 15.0 \). The pressure is shown normalised by \( \rho_1U_0^2 \)

Fig. 6 Longitudinal distributions of concentration \( c \) at \( \delta = 0.1 \) for the four \( L \) values at the time of the maximum solute permeate flux \( t/(H_0/U_{0}) = 15.0 \)

### 4.4 Simulation results

Figures 3, 4, 5 and 6 show the pressure and concentration fields at time \( t/(H_0/U_{0}) = 12.5 \) and 15.0 for the following permeabilities: \( L = 10^{-5}, 10^{-2}, 10^{-1}, 10^{0} \). The results are visualised on the coordinate system fixed on the corrugated membrane (i.e. \( x^* \) and \( y \)).

In Figs. 3 and 5, the pressure distributions at \( L = 10^{-5} \) and \( 10^{-2} \) tend to be insensitive to \( y \) in both the upper and lower regions (as predicted by lubrication theory). The \( y \)-insensitive distribution is more pronounced at \( t/(H_0/U_{0}) = 12.5 \) (Fig. 3a, b) than the cases at \( t/(H_0/U_{0}) = 15.0 \) (Fig. 5) because for this weak \( J_s \) condition, the apparent permeability \( L \) is supposed to be low. However, for \( L = 10^{-1} \) and \( 10^{0} \) at both times (Figs. 3c, d, 5c, d), stronger \( y \)-dependent trend is observed in the pressure field; in particular, high- and low-pressure regions near the flat plates are highlighted at \( t/(H_0/U_{0}) = 15.0 \). The result indicates the presence of a regime that is not described by Reynolds lubrication equation, which is referred to as the non-Reynolds lubrication regime (Takeuchi et al. 2021; Takeuchi and Gu 2019), hereafter.

The concentration field tends to show the \( y \)-insensitive distributions in all cases (Figs. 4, 6), which strongly reflects the effect of the small Peclet number and small aspect ratio of the channel. As a result, \( \max\| c \| / C \) is nearly equal to 1, which will be mentioned again.

To visualise the permeate fluxes in the \( L \) range of the \( y \)-insensitive pressure distribution, Figs. 7 and 8 show the profiles of the \( y \) components of the permeate fluxes of the solvent and solute in the range of \( L \) between \( 10^{-5} \) and \( 10^{-2} \). The dashed lines represent \( J_s^{(0)} \) (Fig. 7) and \( J_s^{(0+2)} \) (Fig. 8), and the solid lines represent \( J_s^{(0+2)} \) (Fig. 7) and \( J_s^{(0+2)} \) (Fig. 8). The vertical axis is the permeate flux divided by \( L \). Note that \( J_s/L \) and \( J_s/CL \) are essentially the same as \( 2\| p \| - \| c \| \) and \( \| p \| + \| c \| \), respectively, which facilitate the study of the convergence of the discontinuities.
of pressure and concentration in the limit of $L \to 0$. The figures show that the numerical results exhibit converging trends towards the asymptotic solutions at $L \to 0$, and $J_v^{(0+2)}$ and $J_s^{(0+2)}$ describe the permeation physics better than $J_v^{(0)}$ and $J_s^{(0)}$. The results indicate that the effect of the non-Reynolds lubrication regime needs to be corrected.

Figure 9 summarises the convergence of the numerical permeate fluxes towards $J_v^{(0+2)} \cdot e_y$ and $J_s^{(0+2)} \cdot e_y$ in the $L^2$ norm for $\delta = 0.1$ and 0.5. The convergence at about the first-order rate of $L$ is observed for both $t/(H_0/U_0) = 12.5$ and 15.0. In addition, the error levels are improved with decreasing $\delta$. The results indicate the validity of the developed simulation method for lubrication-induced permeation.

At the end of this section, a characteristic situation for the balance between $\parallel p \parallel$ and $\parallel c \parallel$ is investigated. Figures 10 and 11 show the numerical results of the y components of the permeate fluxes of the solute and solvent at $L = 10^{-2}$ and $10^0$. From the graphs, the distribution of the solvent flux (Fig. 10) changes little with time, whereas the phase difference in the distribution of the solute permeate flux is significant (Fig. 11). This is because the maximum concentration jump on the membrane is approximately unity in all $L$ cases for the small Peclet number.
employed, while the maximum pressure jump varies as $\|\hat{p}\| = 5.0, 3.0, 0.8, 0.6$ for $L = 10^{-5}, 10^{-2}, 10^{-1}, 10^0$, respectively. Therefore, at $L = 10^{-1}$ and $10^0$, the concentration jump on the membrane is more influential than the pressure jump, and the diffusion of the solute (i.e. osmotic pressure difference) has the predominant effect, which renders an interesting implication of the lubrication-induced permeation of both the solute and solvent at large permeabilities.

In summary, the pressure-dominant permeation in a small $L$ range (i.e. $L = 10^{-5}$ and $10^{-2}$; ideally $L \rightarrow 0$) shows good agreement of the numerical permeate fluxes with the higher-order models $J_v^{(0+2)}$ and $J_s^{(0+2)}$, whereas over a finite $L$ range, a different type of higher-order model may be necessary to describe the nonlinearity owing to the above comparable effects of $\|\hat{p}\|$ and $\|c\|$.  

5 Lubrication-induced mass transport through circular membrane

As a simplified model of mass transport inside and outside a biological cell in a capillary, we set up a problem involving a circular permeable membrane ($D_p$ in diameter) between parallel plates ($H_0$ in distance), as shown
in Fig. 12. The top and bottom walls are moved in the $-x$ direction at a velocity $U_0$, and the non-deformable circular membrane is fixed at the centre level of the channel. No-slip and impermeable conditions are imposed on the top and bottom walls, and periodic boundary conditions are imposed on the left and right sides. The initial concentrations $C_0$ and 0 are uniformly given inside and outside the circular membrane ($\Omega_1$ and $\Omega_2$), respectively. Then, to analyse the effect of lubrication on permeation, simulations are carried out by varying the distance $H_0$ between the parallel plates.

In the simulations, the domain length and the grid spacing are set at $l = 3D_p$ and $\Delta x = D_p/40$, respectively, and the time increment is fixed at $\Delta t/(U_0/D_p) = 1 \times 10^{-5}$. The dimensionless numbers for the permeate flux models are as follows: $Re = \rho_l U_0 D_p/\mu_l = 1$, $Pe = U_0 D_p/D = 1$, $\sigma = 0.5$ and $\mu_c = \mu_p = 1$. The permeability is set to $L = 10^{-2}$ unless specified otherwise.

The channel width is varied in the following range: $H_0/D_p = 1.5, 2.0, 3.0$, which correspond to the narrowest width (i.e. the distance between the lowest/highest point of the circular membrane and the bottom/top wall) having a value of $(H_0 - D_p)/2 = 0.25D_p, 0.50D_p, 1.0D_p$, respectively. Although the case of the smallest gap is already out of the range of the ideal lubrication condition $\epsilon \ll 1$, our previous studies (Takeuchi and Gu 2019; Takeuchi et al. 2021) showed that the lubrication phenomenon can still be described by including a higher-order correction for a non-negligible gap. Note that the effective longitudinal length scales of the lubrication region can be estimated to

Fig. 11 Numerical result of the solute permeate flux $(J_s \cdot e_y)$ at $\delta = 0.1$ for $L = 10^{-1}, 10^0$ at the same instants as in Fig. 8

Fig. 12 Schematic of a transport problem of solute from a circular permeable membrane between parallel plates moving at a constant speed $U_0$
be $\sqrt{\varepsilon}D_p$ (Takeuchi et al. 2021), and the effective scales for the above three cases are $0.5D_p$, $0.71D_p$, and $1.0D_p$, respectively, which are sufficiently smaller than the domain length $l$, indicating that the permeation induced by lubrication pressure is influenced little by the mirror images of the circular membranes due to the periodic boundary condition.

The pressure field in the entire domain at the time $t/(D_p/U_0) = 3.0$ ($= l/D_p$, see Fig. 12) is shown in Fig. 13. The pressure is shown normalised by $p_U$. The colour ranges are varied to adjust the maximum and minimum values of the respective cases.

![Pressure field](image)

### Fig. 13
Pressure field $p(x, y)$ at $t/(D_p/U_0) = 3.0$. The pressure is shown normalised by $p_U$. The colour ranges are varied to adjust the maximum and minimum values of the respective cases.

The concentration fields in $\Omega_1$ and $\Omega_2$ are visualised in Fig. 14. Recalling that the initial concentration is zero in $\Omega_2$, more solute goes out of the membrane as the wall-membrane gap becomes narrower. The $x$ variations of the concentration field in $\Omega_1$ are evident for all cases, and the largest gradient for the case of $H_0/D_p = 1.5$ indicates that the unsteady transport is predominant. However, the pressure shows different trends. The pressures in $\Omega_1$ remain nearly uniform for all the cases, whereas the pressure discontinuity varies along the membrane and takes the maximum and minimum values in the near-wall regions. These positions of the largest $\|p\|$ are predicted by the higher-order lubrication model (Takeuchi and Gu 2019), and it is worth noting that the stagnant point (i.e. the right-hand side intersection of the centreline and membrane) does not show the largest pressure for lubrication flows.

Therefore, the strong variations of $c$ and $p$ in $\Omega_1$ and $\Omega_2$, respectively, indicate characteristic distributions of the lubrication-induced permeate fluxes along the membrane.
In the following, the effect of lubrication on permeate fluxes of the solvent and solute is discussed.

Figure 15 shows the velocity field and solvent fluxes through the membrane at time $t/(D_p/U_0) = 3.0$. Larger permeate fluxes are observed for smaller membrane-wall distance cases, indicating the active exchange of solvent between $\Omega_1$ and $\Omega_2$. The velocity in $\Omega_1$ is especially large for $H_0/D_p = 1.5$ (Fig. 15a). Considering that the concentration field could be strongly influenced by the local velocity,
it may be interesting to decompose the mass flux into the convective and diffusive fluxes of the solute.

Figures 16 and 17 compare the fluxes of convection, diffusion, and permeation of the solute inside and outside the membrane, respectively, at the same instant as Fig. 15. In the case of the small gap \( (H_0/D_p = 1.5) \), the solute transport in \( \Omega_1 \) is dominated by convection (Fig. 16a), which indicates that the solvent permeation by lubrication enhances the transport of the solute in \( \Omega_1 \). Interestingly, diffusion is predominant in \( \Omega_2 \) (Fig. 17a), particularly in the narrowest gap regions between the membrane and flat walls. This is because the value of \( c \) varies largely in the \( x \) direction in this region, as shown in Fig. 14b.

For the other distance cases (i.e. \( H_0/D_p = 2.0 \) and 3.0), the effects of convective and diffusive fluxes are comparable, indicating that the lubrication is less active.

Figure 17 shows that the outgoing flux (on the left-hand side of the membrane) is greater than the incoming flux for all of the \( H_0/D_p \) cases. To compare the effect of the wall-membrane distance on the net permeate flux, the time evolution of the amount of solute inside the circular membrane is given as follows:

\[
\frac{1}{\pi C_0 D_p^2/4} \int_{\Omega_1} c(x, y, t) \, dx \, dy
\]  

(18)

and is plotted in Fig. 18. The graph shows that for \( H_0/D_p = 1.5 \), the solute permeation from the inside to the
outside is faster than the other two cases. As observed previously, the solute permeation is enhanced by the lubrication; the increase in lubrication pressure at the near-wall region of the membrane (Fig. 13a) causes a local increase in the solvent permeate flux into the membrane, resulting in the enhancement of convection and permeation of solute.

Table 1 summarises the values of the slope (i.e. time derivative) of Eq. (18) evaluated at $t = 0$ for the six $L$

outside cases at $H_0/D_p = 1.5$. The initial decrease rates of the mass exhibit approximately proportional to $-L$. Although Eq. (15) is for different geometry, the solute permeation being proportional to $L$ may support the general trend of lubrication-induced permeation.

### 6 Conclusion

To study the effect of lubrication on the permeations of solute and solvent through membrane, DF-IB method was proposed with a permeable membrane, and the contribution of a higher-order mode of flux to permeation was highlighted through mathematical modelling.

In the numerical study, the permeate flux models for the solute and solvent were incorporated into the DF-IB method by considering direct discretisation and the consistent coupling (between the incompressible velocity and pressure fields) in the immediate vicinity of the membrane, and discretised equations of the pressure Poisson equation and convective-diffusion equation for the solute were expressed with the discontinuities at the membrane.

The proposed method was validated by showing the convergence of the numerical result to the higher-order analytical models of permeate fluxes (of solute and solvent) in a lubrication-dominated flow field for a problem involving the movement of corrugated membrane between parallel flat plates. The lubrication was found to promote the permeation of the solvent and solute. However, this effect depends on the permeability of the membrane,

| $L$        | $1 \times 10^{-5}$ | $1 \times 10^{-4}$ | $1 \times 10^{-3}$ | $1 \times 10^{-2}$ | $1 \times 10^{-1}$ | $1 \times 10^{-0}$ |
|------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|
| Slope      | $-1.47 \times 10^{-5}$| $-1.51 \times 10^{-4}$| $-1.51 \times 10^{-3}$| $-1.55 \times 10^{-2}$| $-0.150$| $-1.22$ |
and for highly permeable membranes, the nonlinearity in the solute permeation through the membrane becomes non-negligible.

As a model of mass release from a biological cell flowing in capillary, a flow problem with a circular membrane placed between parallel plates was simulated, and the effect of lubrication was investigated by varying the distance between the membrane and plates. The pressure discontinuity on the membrane in a near-wall region is larger than at the stagnant point, which highlights the effect of lubrication on the permeate fluxes of solute and solvent. In particular, for a small gap case, the solute transport was dominated by convection inside the circular membrane and by diffusion outside. The temporal evolution of the concentration in the circular membrane indicated the enhancement of solute release by lubrication.

In the present study, the circular membrane was assumed to be non-deformable, and the effect of lubrication on the membrane permeation was found to be predominant in a narrow channel. For general deformable membranes, considering that lubrication forces promote the deformation of the membrane (Secomb et al. 2001), mass transport phenomena may be influenced by time-dependent variations of the membrane shape. Therefore, studies to investigate the effect of deformation under lubrication on mass transport through membranes are the subject of future work by the present authors.

Acknowledgements This work is partly supported by Grants-in-Aid for Scientific Research (B) Nos. 17H03174 and 19H02066, Grant-in-Aid for Early-Career Scientists No. 19K20659, and Grant-in-Aid for Challenging Research (Exploratory) No. 20K20972 of the Japan Society for the Promotion of Science (JSPS).

Declarations

Conflict of interest The authors declare that they have no conflict of interest.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Cannon PJ, Hassar M, Case DB, Casarella WJ, Sommers SC, LeRoy EC (1974) The relationship of hypertension and renal failure in scleroderma (progressive systemic sclerosis) to structural and functional abnormalities of the renal cortical circulation. Medicine 53(1):1–46. https://doi.org/10.1097/00005792-197401000-00001

Gong X, Gong Z, Huang H (2014) An immersed boundary method for mass transfer across permeable moving interfaces. J Comput Phys 278:148–168. https://doi.org/10.1016/j.jcp.2014.08.025

Hu X, Weinbaum S (1999) A new view of Starling’s hypothesis at the microstructural level. Microvasc Res 58:281–304. https://doi.org/10.1006/mvre.1999.2177

Jayathilake PG, Tan Z, Khoo BC, Wijeysundera NE (2010) Deformation and osmotic swelling of an elastic membrane capsule in Stokes flows by the immersed interface method. Chem Eng Sci 65(3):1237–1252. https://doi.org/10.1016/j.ces.2009.09.078

Katchalsky A, Curran PF (1961) Nonequilibrium thermodynamics in biophysics. Harvard University Press, Harvard

Michel CC, Curry FE (1999) Microvascular permeability. Physiol Rev 79(3):703–761. https://doi.org/10.1152/physrev.1999.79.3.703

Miyachi S, Takeuchi S, Kaijishima T (2015) A numerical method for mass transfer by a thin moving membrane with selective permeabilities. J Comput Phys 284:490–504. https://doi.org/10.1016/j.jcp.2014.12.048

Miyachi S, Takeuchi S, Kaijishima T (2017) A numerical method for interaction problems between fluid and membranes with arbitrary permeability for fluid. J Comput Phys 345:33–57. https://doi.org/10.1016/j.jcp.2017.05.006

Layton AT (2006) Modeling water transport across elastic boundaries using an explicit jump method. SIAM J Sci Comput 28(6):2189–2207. https://doi.org/10.1137/050642198

LeVeque RJ, Li Z (1994) The immersed interface method for elliptic equations with discontinuous coefficients and singular sources. SIAM J Numer Anal 31(4):1019–1044. https://doi.org/10.1137/0310054

Lu J, Das S, Peters EAJF, Kuipers JAM (2018) Direct numerical simulation of fluid flow and mass transfer in dense fluid particle systems with surface reactions. Chem Eng Sci 176:1–18. https://doi.org/10.1016/j.ces.2017.10.018

Peskin CS (1972) Flow patterns around heart valves: a numerical method. J Comput Phys 10(2):252–271. https://doi.org/10.1016/0021-9991(72)90065-4

Purkerson ML, Hoffsten PE, Klahr S (1976) Pathogenesis of the glomerulopathy associated with renal infarction in rats. Kidney Int 9:407–417. https://doi.org/10.1038/ki.1976.50

Sato N, Takeuchi S, Kaijishima T, Inagaki M, Horinouchi N (2016) A consistent direct discretization scheme on Cartesian grids for convective and conjugate heat transfer. J Comput Phys 321:76–104. https://doi.org/10.1016/j.jcp.2016.05.034

Secomb TW, Hsu R (1996) Model of red blood cells in capillaries with variable cross-sections. J Biomech Eng 118(4):538–44. https://doi.org/10.1016/j.ces.2017.10.018

Secomb TW, Hsu R (1997) Resistance to blood flow in nonuniform capillaries. Microcirculation 4:421–427. https://doi.org/10.3109/1073968970146808

Secomb TW, Hsu R, Pries AR (1998) A model for red blood cell motion in glycolcalyx-lined capillaries. Am J Physiol Heart Circ Physiol 274:H1016–H1022. https://doi.org/10.1152/ajpheart.1998.274.3.H1016

Secomb TW, Hsu R, Pries AR (2001) Motion of red blood cells in a capillary with an endothelial surface layer: effect of flow velocity. Am J Physiol Heart Circ Physiol 281:H629–H636. https://doi.org/10.1152/ajpheart.2001.281.2.H629

Sugihara-Seki M, Fu BM (2005) Blood flow and permeability in microvessels. Fluid Dyn Res 37:82–132. https://doi.org/10.1016/j.fluiddyn.2004.03.006

Takeuchi S, Gu J (2019) Extended Reynolds lubrication model for incompressible Newtonian fluid. Phys Rev Fluids 4:11. https://doi.org/10.1103/PhysRevFluids.4.114101

Takeuchi S, Fukuoaka H, Gu J, Kaijishima T (2018) Interaction problem between fluid and membrane by a consistent direct discretisation
approach. J Comput Phys 371:1018–1042. https://doi.org/10.1016/j.jcp.2018.05.033

Takeuchi S, Tazaki A, Miyauchi S, Kajishima T (2019) A relation between membrane permeability and flow rate at low Reynolds number in circular pipe. J Membr Sci 582:91–102. https://doi.org/10.1016/j.memsci.2019.03.018

Takeuchi S, Miyauchi S, Yamada S, Tazaki A, Zhang LT, Onishi R, Kajishima T (2021) Effect of lubrication in the non-Reynolds regime due to the non-negligible gap on the fluid permeation through a membrane. Fluid Dyn Res. https://doi.org/10.1088/1873-7005/abf3b4

Tazaki A, Takeuchi S, Miyauchi S, Zhang LT, Onishi R, Kajishima T (2020) Fluid permeation through a membrane with infinitesimal permeability under Reynolds lubrication. J Mech 36:637–648. https://doi.org/10.1017/jmech.2020.38

Wang X, Gong X, Sugiyama K, Takagi S, Huang H (2020) An immersed boundary method for mass transfer through porous biomembranes under large deformations. J Comput Phys. https://doi.org/10.1016/j.jcp.2020.109444

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.