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Fig. 1. Stimuli used in Experiments 1 and 2 showing COVID-19 mortality forecasts for November 13, 2021 in the US. Each line depicts a different group’s forecast, and the experiments examined the impact of the number of forecasts shown on trust and predictions of the COVID-19 trends. Each participant was shown the 16 stimuli in one row of this figure in a randomized order.

Abstract— The prevalence of inadequate SARS-COV-2 (COVID-19) responses may indicate a lack of trust in forecasts and risk communication. However, no work has empirically tested how multiple forecast visualization choices impact trust and task-based performance. The three studies presented in this paper (N = 1299) examine how visualization choices impact trust in COVID-19 mortality forecasts and how they influence performance in a trend prediction task. These studies focus on line charts populated with real-time COVID-19 data that varied the number and color encoding of the forecasts and the presence of best/worst-case forecasts. The studies reveal that trust in COVID-19 forecast visualizations initially increases with the number of forecasts and then plateaus after 6-9 forecasts. However, participants were most trusting of visualizations that showed less visual information, including a 95% confidence interval, single forecast, and grayscale encoded forecasts. Participants maintained high trust in intervals labeled with 50% and 25% and did not proportionally scale their trust to the indicated interval size. Despite the high trust, the 95% CI condition was the most likely to evoke predictions that did not correspond with the actual COVID-19 trend. Qualitative analysis of participants’ strategies confirmed that many participants trusted both the simplistic visualizations and those with numerous forecasts. This work provides practical guides for how COVID-19 forecast visualizations influence trust, including recommendations for identifying the range where forecasts balance trade-offs between trust and task-based performance.
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1 INTRODUCTION

Ensuring trust during public health emergencies is a critical first step in encouraging the public to follow health officials’ recommendations. For example, the SARS-CoV-2 (also known as COVID-19) pandemic demonstrated that reduced trust in public health mandates results in less compliance with orders [3]. Researchers have extensively studied factors that contribute to trust in health care communication (e.g., [3, 36, 63]), and proposed several domain-dependent trust definitions [2, 16, 62]. Whereas prior work on COVID-19 and trust uses more general definitions (e.g., [3, 13, 36, 60, 61]), we use Mayr et al.’s [44] definition of trust in information visualizations: “trust is the user’s implicit or explicit tendency to rely on a visualization and to build on the information displayed.” Visualization techniques used to communicate COVID-19 forecasts are an understudied factor that contributes to trust. As millions
worldwide turn to visualizations to understand their pandemic health risks [37], we need to understand how visualization decisions impact trust, ultimately influencing willingness to follow recommendations.

This work tested if and how varying visualization techniques impact trust in the forecast shown when depicting current COVID-19 mortality data. As a preview, we found evidence for a trade-off effect where uncertainty communication optimizes trust and performance in a trend prediction task. We find that lower complexity visualizations (e.g., 95% confidence intervals and point-estimate forecasts), although highly trusted, produce poor decision quality as they fail to depict important nuances in the forecasts. On the other hand, providing too much uncertainty information (in this case, more than nine forecast models) provides no additional judgment benefits and can adversely impact the trust of some viewers. We also found that viewers’ trust in confidence intervals can be misplaced and disproportionately scaled.

This work’s primary contribution is to present empirical evidence for the link between COVID-19 forecast visualization design choices and trust. The following experiments provide several empirical and quantitative analyses of how people conceptualize COVID-19 forecasts and factors that contribute to modeling uncertainty. We offer visualization recommendations to optimize trust and performance in a trend estimation task with pandemic visualizations. The insights from this work can help risk communicators make informed decisions about the trade-offs between trust and task-based performance in pandemic forecasts, which could improve health and public safety in future pandemics and other longitudinal hazards such as climate change.

2 Related Work: Uncertainty Visualization

When depicting uncertainty, visualization designers choose between two families of methods (for a review of methods, see [47]). The first group consists of summary annotations (e.g., confidence intervals and mean plots). Although popular—60% of COVID-19 line charts examined in an extensive review used confidence intervals [66]—decades of research have demonstrated that viewers misinterpret these annotations [5, 8, 10, 19, 21, 27, 28, 31, 49, 57, 58], despite targeted training [6] and regardless of their level of expertise [5].

The second family of methods consists of distributional visualizations (e.g., gradient, violin, quantile dot plots, and ensemble line charts). These visualizations often result in increased reader performance over summary annotations [8, 10, 14, 24, 31–33, 49, 58], text-based explanations of distributions, and visualizations without any uncertainty [8, 14]. The family of distributional visualizations can be split further into explicit and implicit encodings of uncertainty [47]. Explicit uncertainty visualizations, like quantile dot plots [33] and density plots, encode confidence or probability via marks. Implicit uncertainty visualizations use coinciding depictions of multiple possible outcomes to communicate uncertainty without quantification of a concrete metric [12] (e.g., ensemble charts [41] and hypothetical outcome plots [25]).

This study examines multiple forecast visualizations (MFVs), a type of chart where uncertainty is encoded implicitly through the disagreement (or lack thereof) of multiple forecasts plotted in the same space, which informs readers about the range, shape, and concentration of predictions [46]. This technique depicts many forecasts at once, but instead of sampling those forecasts from a distribution—as is done in ensemble plots [38, 40, 41] or hypothetical outcome plots [25]—an MFV depicts several unique predictions from different forecasting entities. There is currently no guidance for intelligently selecting forecasts in MFVs. One could include all available forecasts, but there could be dozens, resulting in overplotting. The following experiments examine the trade-offs between trust, intelligibility, and performance in a trend prediction task to provide actionable guidance for MFV design.

2.1 Evaluations of COVID-19 Visualizations

In a review of 668 COVID-19 visualizations, Zhang et al. found that, of those that showed forecasts with uncertainty, the two most common approaches were those that used confidence intervals (60%) or multiple models or scenarios to express uncertainty (29%; [66]). Our prior work comparing COVID-19 forecast visualizations depicting intervals, no uncertainty (point-estimate forecast plots), and MFVs found that MFVs were most likely to change participants’ beliefs about the COVID-19 risk to themselves and others [46]. In the aforementioned work, consistently impactful visualizations presented all possible forecast models (35) or 6 forecast models selected by a modeling expert. These two approaches led people to believe that they and others were at more risk from COVID-19 than before viewing the forecasts, and motivated the current investigation into trade-offs between trust and performance.

Other researchers have compared COVID-19 time-series forecast visualizations with no uncertainty (point-estimate plots), 95% confidence intervals, and ensemble plots [38]. Leffranq et al. asked participants to estimate the number of hospitalizations one, two, and three weeks into the future before and after viewing a visualization. They found that participants who viewed the ensembles were less willing to update their hospitalization estimates to align with the forecasts compared to point-estimates and 95% CIs [38].

Researchers have also considered the axis used in COVID-19 visualizations and have found that a cumulative y-axis scale (e.g., additive counts) of COVID-19 data leads to stable risk interpretations [46, 56]. In contrast, these studies found that an incident scale (e.g., counts summed over short time intervals such as a week) produces more variable [46] and riskier [56] interpretations of the COVID-19 data.

2.2 Trust

Recent research suggests that the public’s trust in COVID-19 information correlates with the likelihood of taking preventative measures to stymie the pandemic [43, 45]. Trust in information visualization is multifaceted [44], and a recent study has suggested that it is closely tied to the perceived transparency of the communication [22], which increases with quantity and perceived quality of information [59].

On the other hand, increased transparency can also lead to audience speculation, mistrust of presented data, and even mistrust of entities producing reports of data [9, 18]. The beneficial and detrimental impacts of increasing information availability parallel existing visualization research. Despite some visualization studies suggesting that more information availability through visualizing uncertainty can increase trust [26, 29, 34], complementary studies caution that too much visual information can increase audience confusion, negatively impacting the accuracy of interpretations [39, 50]. Unfortunately, only a few studies have investigated trust within the context of a pandemic-specific visualizations [1, 38].

Our studies provide an examination of the relationship between perceived trust and the number of pandemic forecasts shown, the shape of the pandemic forecasts, and coloring vs grayscale designs. In doing so, we explore the relationship between users’ self-reported general trust and the balance of disclosure versus performance.

3 Methods and Aims

Our current work examines the effects of three visualization design choices for MFVs on trust (number of forecasts, color, and best/worst-case forecasts). First, we examine the impact of the number of forecasts visualized on trust. Although prior work found that MFVs produced the largest changes in COVID-19 risk estimates [46], the optimal number of forecasts is unclear. Our preregistered hypothesis stated that (H1) the relationship between trust and the number of forecasts shown would be positive (H1A) and nonlinear such that there would be a trust asymptote (H1B). This hypothesis aligns with the theory that trust estimates incorporate thoroughness, disclosure, and clarity [64]. Showing numerous forecasts increases disclosure and thoroughness but may reduce clarity.

The second design choice we examined entails the impact of color on trust estimates. Our preregistered hypothesis stated that (H2) participants viewing forecasts with different colors would perceive the forecasts as less trustworthy than those in grayscale (H2A), increasing this difference as the number of forecasts increases (i.e., an interaction; H2B). We predict that adding color to each of the forecasts may add superfluous complexity and reduce clarity in the case of the COVID-19 MFVs with numerous forecasts.

Finally, we examined the design choice to present or omit best- and worst-case model forecasts (Experiment 2). We were inspired to examine the impact of best- and worst-case model forecasts by
stakeholders from a government agency who indicated that it was vital to show the worst-case scenarios for planning risk-reduction policies. Our preregistered hypothesis stated that (H3) best- and worst-case model forecasts will lead to less trust (H3A), especially when fewer forecasts are shown (H3B). We predicted that visualizations that include an extreme forecast will draw viewers’ attention to overall forecast disagreement and, therefore, be deemed less trustworthy. Further, we predicted that the negative impact of extreme forecasts would be reduced when more forecasts were shown because more models would minimize the distrust stoked by a conflicting extreme forecast (i.e., interaction between forecast number and presence of outliers; H3B).

To test the impact of these design choices on trust, we conducted two online experiments in November 2021 with real-time COVID-19 mortality data from the United States. Experiment 1 examined the impact of the number of forecasts and the presence or absence of color on trust estimates. Experiment 2 examined the impact of the number of forecasts and best- and worst-case forecasts on trust. Both experiments used a median ensemble forecast that showed no uncertainty and a 95% confidence interval forecast as controls. We conducted a third follow-up experiment in February of 2022 to further understand the effects of the 95% confidence interval label on trust estimates.

3.1 Design
We preregistered the first two experiments on the Open Science Framework (https://osf.io/e2fnd). For Experiment 1, we used a mixed design where the online survey software Qualtrics [53] randomly assigned participants to a color or grayscale group. Within-subjects manipulations included the number of forecasts shown (1-15) and a 95% confidence interval (see, Figure 1 top two rows). Participants completed 16 trials total (one trial per condition) in a randomized order.

Experiment 2 also used a mixed design where participants were randomly assigned to one of three groups: 1) forecasts that included a best-case scenario, 2) forecasts that included a worst-case scenario, and 3) forecasts that included neither best nor worst-case scenarios, referred to as the base forecasts (see, Figure 1 bottom three rows). The within-subjects manipulations were the same as in Experiment 1; 16 trials in a randomized order (forecasts 1-15 and a CI 95).

We conducted Experiment 3 as a follow-up study to examine whether the 95% confidence interval caption impacted trust ratings. Experiment 3 was a full between-subject experiment where participants were randomly assigned to one of eight groups; they saw the same 95% confidence interval forecast but with different figure captions and labels that we manipulated. In four groups, participants viewed a 95% confidence interval forecast with text captions indicating that the interval was 99%, 95%, 50%, or 25%. The other four groups viewed the same figure captions, but additional annotations reitered the confidence interval size. Examples of additional annotations indicating 25% are shown in Figure 2. The additional annotations were tested to ensure that participants noticed the confidence interval manipulation.

3.2 Stimuli
The visualizations were generated using the Reich Lab’s COVID-19 Forecast Hub online visualization application [55] using Plotly [51]. The Reich Lab’s COVID-19 Forecast Hub is a central repository of COVID-19 forecasts and predictions from over 50 international research groups and provides a visualization tool to display the forecasts [11]. The COVID-19 Forecast Hub produces a weighted median forecast at horizons of 1 through 4 weeks ahead for 10 forecasts with the best performance in the 12 previous weeks. They generate a 95% confidence interval from this ensemble median.

We selected the forecasts for the stimuli in Experiment 1 to represent the largest range of predictions, including the most optimistic and pessimistic forecasts (as seen in Figure 1, top two rows). We tested charts with more forecasts than people would likely be able to discriminate (given the line thickness and spread) because we thought they might be sensitive to the holistic information in the chart. We then added additional forecasts to fill out the distribution while attempting to convey the most likely trend in the mortality data, as described by the median ensemble forecast. We also attempted to reduce overplotting where possible. The 15 total forecasts were selected to reflect the upper bounds of forecast numbers that we could distinguish for the spread of forecasts in Experiment 1. We determined that other design components of charts in the COVID-19 Forecast Hub (e.g., sans-serif font, common date formatting, neutral color scheme) were simple, legible, and unlikely to bias results, and thus maintained them in all stimuli. Grayscale versions of these visualizations were created in Adobe Photoshop.

For Experiment 2, we selected forecasts that approximated the range of the 95% confidence intervals (Figure 1, third row). The differences in the spread of the MVFs and CI95 in Experiment 1 could be a confound, and we sought to control for this in Experiment 2. Additionally, we tested the impact of worst- and best-case forecasts by adding them to each visualization, including the CI95 (Figure 1, bottom two rows). Note that due to the smaller range used in Experiment 2, which matched the range of the CI95, more overplotting occurred. We presented the stimuli in Experiments 1 and 2 at 905 x 437 px to roughly preserve the charts dimensions as they appeared in the COVID-19 Forecast Hub.

For Experiment 3, the CI95 was the only visualization tested. Each group viewed the CI95 visualization with different standard captions (25%, 50%, 95%, and 99%) or additional captions with direct annotations, resulting in eight groups. The direct annotations were added to the forecasts in Adobe Illustrator (see Figure 2). The images were presented online at 1000 x 467px. We subjectively confirmed stimuli the experiments were crisp and legible at the resolution of 72 PPI.

3.3 Procedure and Tasks
Participants completed an IRB consent protocol, then read the following instructions: “Instructions: In this experiment, you will see different COVID-19 mortality forecast graphs for the United States like the one below. Your job is to rate how trustworthy you think the forecast is on a scale from 0 (Not at all Trustworthy) - 100 (Completely Trustworthy), like the one below. Please try to use the entire scale. You will also be asked a follow-up question about each graph.

Forecasts: Each line with dots shows actual COVID-19 mortality forecasts for the next two weeks in the US. Each line shows one model that different groups of researchers created.

Task: We would like to know how trustworthy you think the graph is as a whole, taking into account any forecasts shown. Knowing how trustworthy you think the graph is will help us guide researchers about which forecasts to show to the public.”

For our trust rating scale, participants dragged a slider (0-100, shown in Figure 2) with empirically validated textual anchors (i.e., prior work demonstrates that the anchors are perceived as equally distant [7]) to indicate their trust. We selected this trust measure based on prior work that used such self-report ratings to examine participants’ trust in the context of COVID-19 [3, 13, 36, 60, 61]. Although self-report allows participants to define trust, we felt that varied individual definitions maintained ecological validity, despite reducing experimental control.
Further, for the within-subjects trials, we determined changes in participants’ individual understanding of trust were due to the number of MFVs or the intervals (which were the within-subjects conditions). We describe the limitations of this approach in Section 5.1. To understand more about participants’ definitions of trust, we also asked open-ended questions at the end of the experiment. Finally, prior work suggests that people do not perceive trust and distrust as perfectly inversely correlated [35, 42], and therefore, our measure asking participants to indicate trustworthiness does not evaluate distrust.

Following the trust ratings, participants answered the question, “Based on this forecast, do you think the COVID-19 deaths in the US over the next two weeks will: Increase, Decrease, Stay the Same, Unsure?” After the 16 primary trials, participants completed a manipulation check when they counted the number of forecasts they viewed in a subset of the stimuli. The goal of this manipulation check was to determine if viewers could discriminate each forecast. At the end of the experiment, participants provided demographic information and open-ended responses to the following: “Please describe in as much detail as you can how you made your trust judgments.” “Why do you think there is uncertainty in COVID-19 forecasts?” and “Why do you think the various forecasts made different predictions about the COVID-19 deaths in the US?” The procedure and tasks for Experiment 3 were the same as in the prior experiments, but participants completed only one trust judgment about the confidence interval visualization and only answered one open-ended question about their strategy in the task (Q1).

3.4 Participants

The experiments were conducted online with populations of participants from Prolific [52]. We compensated participants $2.30 to partake in the studies, which took roughly 10 minutes to complete. The pre-screening criteria dictated that participants were over 18 years old, were currently living in the United States, and were not allowed to participate in more than one of the experiments in this report. We selected the preregistered power analysis parameters based on prior work on decision-making with hurricane forecast visualizations that had a small-medium effect size (Cohen’s d = 0.29) [49]. Because of the difference between Padilla et al. [49] and the current study, we reduced the prediction to a small effect to be conservative (Cohen’s $f^2 = .11$). One hundred people participated in each group in each experiment (see the preregistered report for details).

In Experiment 1, participants were 200 US residents (52% Women, Mean age = 24.72 years, SD = 6.56 years). In Experiment 2, participants were 299 US residents (52.51% Women, Mean age = 25.81 years, SD = 9.26 years). We collected one fewer participant in the base forecast group because Prolific allowed one individual to receive credit without participating. In Experiment 3, participants were 800 US residents (51% Women, Mean age = 37.5 years, SD = 14.29 years).

4 Results

We conducted a quantitative analysis of the trust ratings and COVID-19 trend estimates, qualitative analyses of the open-ended questions, and a manipulation check. We preregistered the trust analysis in the first two studies, which utilized linear mixed-effects models from the lme4 package [4] to fit the data in the statistical computing and visualization environment R [54]. This analysis determined the relationship between trust and the visualization conditions. In the qualitative analysis, two coders read the 1500 responses from Experiments 1 and 2, and then indicated their interpretations of the participants’ self-reported strategies/beliefs about COVID-19 forecasts. Finally, we reported a manipulation check of how many forecasts participants could distinguish.

We conducted the same sequence of analyses for each of the studies, which took roughly 10 minutes to complete. The prescreening criteria dictated that participants were over 18 years old, were currently living in the United States, and were not allowed to participate in more than one of the experiments in this report. In Experiment 1, participants were 200 US residents (52% Women, Mean age = 24.72 years, SD = 6.56 years). In Experiment 2, participants were 299 US residents (52.51% Women, Mean age = 25.81 years, SD = 9.26 years). We collected one fewer participant in the base forecast group because Prolific allowed one individual to receive credit without participating. In Experiment 3, participants were 800 US residents (51% Women, Mean age = 37.5 years, SD = 14.29 years).

4.1 Experiment 1

4.1.1 Quantitative Trust Results

In the first experiment, we tested the impact of 1) the number of forecasts visualized and 2) color-encoded forecasts on participants’ trust ratings. Complete data, analysis code, and model outputs can be viewed in the supplemental materials (OSF link).

Omnibus Analysis. We predicted that increasing the number of forecasts would increase trust (H1A) but stop doing so at some point (H1B), that color would reduce trust due to an increase in visual complexity which would reduce clarity, when compared to grayscale (H2A), and that increasing forecasts would enhance color’s effect (i.e., an interaction: H2B). To test these hypotheses, we specified multiple linear mixed-effects models and compared these models via the ANOVA function from the car package in R [15]. To predict variance in trust ratings, we compared the most parsimonious model, which specified the number of forecast visualizations (i.e., Forecast 1-15 and CI 95; H1A) and color (i.e., color vs grayscale) as fixed effects, to simpler models ($\chi^2(1)=4.63, p =0.03$), and to a model that included an interaction between ForecastVis + Color, which did not significantly improve model fit ($\chi^2(15)=16.22, p =0.37$). All models specified random intercepts for each participant. The R-programming software notation for the winning model is: Trust ~ ForecastVis + Color + (1|Participant).

We detail the R notation in this paper to save space rather than including the full model equation. As model comparisons selected the equation with no interaction term, the analysis suggests that the relationship between color and grayscale does not significantly vary across the forecast visualizations (H2B not accepted; see Figure 3).

Forecast Type Analysis. For analyses of main effects, we first compared all levels of fixed effects to the median ensemble and grayscale forecast as the references. We did not preregister predictions for the 95% CI and included it as a control condition in this study. Participants rated the median ensemble forecast as more trusted than all other MFVs but less trusted than the 95% CI (the model output is shown in Table 1 row B). We also conducted the same analysis but with the trust will increase by $\beta$, while holding all other variables constant. The t-value ($t$) is the $\beta$ divided by the standard error of that variable. In all analyses, the number in parentheses that follows a test statistic is the degrees of freedom. This reporting style adheres to the American Psychological Association statistics reporting style guide [30].

![Fig. 3. Experiment 1 trust results for color encoded forecasts in blue and grayscale in gray.](image-url)
95% CI as the referent, confirming that participants trusted the 95% CI significantly more than all other visualizations (Table 1 row A). These findings demonstrate that people place the most trust in visualizations with less visual information, the point-based estimate and the 95% CI (see Leffrang and Müller [38] for similar findings).

**Color Encoded Analysis.** The other main effect in the original model (Section 4.1.1, Omnibus Analysis) determined that when trust was averaged across all of the forecast visualization types, participants trusted the grayscale encoded visualizations (Mean = 49.8, SD = 23.9) significantly more than the visualizations encoded with color (Mean = 45, SD = 24.5, β = -4.8, t(200) = -2.16, p = .031, CI[-9.2, -4.4]). On average, grayscale visualizations were 4.8% more trusted than color-encoded visualizations. This result supports the first part of our hypothesis that color-encodings would decrease trust (H2A). However, we did not find support that the relationship between the number of forecasts and trust would be different for color vs grayscale encodings (H2B not accepted). We found the main effect only where grayscale encodings were more trusted overall. However, because this main effect is collapsed across the forecast visualization types, it does not reveal if some forecasts lack a meaningful difference in trust between grayscale and color. The absence of a significant interaction suggests no evidence of a difference in the effect of color across the forecast types. Nevertheless, a visual analysis of Figure 3 indicates less of an effect of color for the median, CI95, 14, and 15 forecasts.

**Asymptote Analysis.** We hypothesized that viewers would associate more forecasts with increased transparency and thoroughness (H1A), but, if too many forecasts were shown, clarity would decrease. Thus, we predicted that the relationship between trust and the number of forecasts would be positive (H1A) but nonlinear—possibly showing asymptotic growth (H1B). Narrowing in on the visualizations that conveyed uncertainty indirectly (2-15 forecasts), we investigated if at any point increasing the number of forecasts stopped improving reported trust. To do so, we conducted the same analysis as before (Section 4.1.1, Omnibus Analysis) but with a sequence of equations where we specified 2-10 forecasts as the referent group. Comparing the forecasts to one another by systematically changing the referent allowed us to identify a trust asymptote, which we defined as the point where there were no longer meaningful differences in trust. As seen in Figure 3, participants trusted the visualization of 9 forecasts more than those with 2-5, 7, and 8 forecasts (H1A partly accepted), but there was no meaningful difference in trust for stimuli with 6 and 9-15 forecasts (H1B accepted; Table 1 row C). This finding suggests that trust generally increases as the number of forecasts increases from 2 to 9, after which it plateaus. Note that we did not test more than 15 forecasts, so, although not indicated in our study, there could be a point at which increasing the number of forecasts shown decreases trust. These findings support our hypothesis that trust increases with the number of forecasts shown in a nonlinear fashion (H1 accepted).

### 4.1.2 COVID-19 Trend Prediction

Participants indicated their belief about the change in the rate of COVID-19 deaths in the US over the next two weeks (e.g., increasing, decreasing, staying the same, or unsure). The number of mortalities during the week of the forecast (Nov. 13th, 2021) in the US was 8457, which declined 32.4% in two weeks (Nov. 27th 2021, 5716). We focus on the prediction of “decreasing” as being consistent with the subsequent mortality trend. As the primary goal of forecast visualizations is to help viewers accurately predict the forecasted event, we felt that interpreting the results in relation to the actual COVID-19 trend two weeks following the forecast was an objective benchmark. We did not preregister hypotheses regarding trend predictions because we did not know what the COVID-19 trends would be two weeks in the future.

We compared multiple linear-mixed effects equations to examine whether the forecast visualizations impacted participants’ interpretations of the COVID-19 trends. The most parsimonious equation used the forecast visualizations (Forecast 1-15 and CI 95) and color (color vs grayscale) as fixed effects to predict variance in trend judgments, with random intercepts for each participant. We coded participants’ responses as -1 (decreasing), 0 (staying the same), and 1 (increasing).

### 4.1.3 Manipulation Check

At the end of the experiment, we asked participants to count and report the number of forecast lines in six of the stimuli (charts with 10-15 forecasts). We excluded stimuli with fewer forecasts, assuming nearly 100% accuracy. To evaluate accuracy, any counts within ±1 of the forecasts shown were considered correct. As seen in Table 2, grayscale stimuli averaged 86.83% and color-encoded stimuli averaged 91.83%. In both stimuli groups, participant error increased with the number of forecasts. After conducting a sensitivity analysis in which we excluded participants who failed all manipulation/attention check questions, we found these exclusions did not meaningfully change the results. Therefore, we did not exclude participants from analyses and only report the manipulation check results for thoroughness.

| Exp 1 | Exp 2 |
|-------|-------|
| MVF Gray Color Base | Best- | Worst-case |
| 15 | 70 | 91 | 29 | 29 | 39 |
| 14 | 91 | 91 | 32 | 35 | 35 |
| 13 | 83 | 83 | 56 | 55 | 55 |
| 12 | 90 | 90 | 59 | 49 | 47 |
| 11 | 95 | 95 | 61 | 60 | 58 |
| 10 | 95 | 95 | 64 | 63 | 60 |
| 9 | 80 | 80 | 67 | 66 | 65 |
| 8 | 68 | 68 | 70 | 69 | 68 |
| Mean 86.8 | 91.8 | 57.2 | 56.6 | 62.1 |

Table 2. Percent accuracy in the manipulation check where participants counted a subset of forecasts in Experiments 1 and 2.
We compared multiple linear-mixed effects equations to determine effects to predict variance in trust ratings, and random intercepts for case forecasts (base forecasts, base forecasts + the best-case, and worst-case forecasts). However, we did not find clear evidence that trust approached asymptotes that trust approaches using the same procedure described for the CI95 and the other forecast visualizations (H3A). We also hypothesized that after forecasts from the other stimuli (referred to in aggregate as the base forecast) that including best- and worst-case forecasts that are visually distinct would lower readers’ trust (H3B), especially for visualizations that show fewer forecasts (H3B). We specified the 95% CI and base forecast conditions as the refers.

4.2.1 Quantitative Trust Results

We compared multiple linear-mixed effects equations to determine that the most parsimonious model specifies: an interaction between forecast visualizations (1-15 forecasts and CI 95) and best/worst-case forecasts (base forecasts, base forecasts + the best-case, and base forecasts + the worst-case), their lower order terms as fixed effects to predict variance in trust ratings, and random intercepts for each participant ($\chi^2(30) = 163.8, p = 0.00$). The R notation for this model is: $Trust \sim ForecastVis \times BaseBestWorst + ForecastVis + BaseWorst + (1 | Participant)$. We specified the 95% CI and base forecast conditions as the referents.

Omnibus Analysis. This analysis revealed significant interactions between $ForecastVis \times BaseBestWorst$ for 3 of 30 levels, suggesting that the relationship between the CI95 and the other forecast visualizations is different for the base vs worst-case and base vs best-case forecasts. To examine the nature of these interactions, we ran the same analysis on each condition separately. For each analysis, we focused on identifying if the 95% CI and the median stimuli were among the most trusted and identifying the asymptotic nature of trust (replicating Experiment 1). Due to the large number of significant effects, below we describe summaries of the analyses. Complete model outputs can be viewed in the supplemental materials.

Base Forecast Analysis. For the Base Forecast group, the analysis revealed that the 95% CI forecast was significantly more trusted than all other stimuli, as shown at the top of Figure 5 and Table 1 row F. The median ensemble line chart was the second most trusted, and was significantly more trusted than MFFs of 2, 4, 11, 12, 14, and 15 forecasts. However, we did not find clear evidence that trust approached an asymptote as the number of forecasts increased (i.e., no replication of H1), which may be due to the more narrow spread of forecasts, making the value of additional forecasts appear less consequential. As seen in Figure 5, the trust ratings for the MFFs indicate that seven forecasts result in the highest trust ratings. Table 2 demonstrates that participants could not accurately discriminate the number of forecasts visualized within this spread of forecasts, providing support for a shifted trade-off between thoroughness and clarity compared to Experiment 1 (see Figure 1 for visual comparisons).
We conducted the same quantitative analysis as in Experiment 1 (Section 4.1.2) to understand the relationship between participants’ interpretation of the COVID-19 mortality trend in the next two weeks and the stimuli (results shown in Figure 6). The results revealed a main effect where 95% CI was less likely to produce predictions that corresponded to the actual COVID-19 trend than all other visualization techniques except for the median (Table 1 row I; replicating Experiment 1). When changing the referent to the median forecast, we also found that the median was less likely to produce predictions that match the actual COVID-19 trend than the charts with more than two forecasts (Table 1 row J). Across the three conditions (base, base+worst, base+best), we did not find a visualization that consistently led to the most correct predictions.

We observed a main effect where the base forecasts (Mean = -0.22) produced predictions more consistent with the subsequent COVID-19 trend than including worst-case forecasts (Mean = -0.05, β = 0.19, t(295) = 3.26, p = .001, CI [.08, .30]). Further, graphs that included the best-case forecast (Mean = -0.24) produced predictions more consistent with the actual COVID-19 trend than including the worst-case forecast (β = 0.18, t(291) = 3.07, p = .002, CI [.06, .29]), which makes sense, as COVID-19 mortalities dropped in the two weeks following the predictions and the best-case forecast indicated a decline in mortalities.

In line with Experiment 1, the base condition that showed two forecasts evoked the highest number of unsure responses (49 of 99), and the point-based forecast (6 of 99) and 95% CI forecast (5 of 99) had the least numbers of unsure responses. Unlike the base condition, both the stimuli with 95% CI forecasts and additional best-case or worst-case forecasts also elicited many unsure responses (best-case = 24 of 100, worst-case = 20 of 100). It appears that including the best or worst-case forecasts with confidence intervals decreases trust and makes people unsure of how to interpret the forecasts.

4.2.3 Manipulation Check

At the end of Experiment 2, participants counted the number of forecasts in eight stimuli (those that showed 8-15 forecasts). We included two more stimuli in the discrimination task for Experiment 2 because the forecasts covered a narrower range, resulting in more overplotting. We hypothesized that discrimination accuracy for stimuli showing eight or fewer forecasts would be nearly 100%. As shown in Table 2, we found that accuracy substantially decreased for 12-15 Forecasts, suggesting that for 12-15 Forecasts participants could not determine how many forecasts were shown, and that they were highly accurate in counting the eight forecasts.

4.3 Open Responses for Experiments 1 and 2

After reporting trust ratings, participants answered open-ended questions about their strategies in the trust rating task, why they thought there was uncertainty in COVID-19 forecasts, and why they believed there was disagreement between the models. To analyze these data, we had two independent raters read all 1500 responses and code them based on patterns in the responses. In the following sections, we report the three most frequent response-types/strategies for each question. A full breakdown of all the response strategies is available in supplemental materials. We computed inter-rater reliability scores for the three most frequent strategies. An inter-rater reliability score provides a metric for the level of agreement between raters. The inter-rater reliability (Cohen’s Kappa) [17] was 91.2%, 89.1%, and 91.3% for questions 1, 2, and 3, respectively. Codes were not mutually exclusive, which is apparent in the following passages that include example responses.

**Question 1.** “Please describe in as much detail as you can how you made your trust judgments.” The three most common strategies used in the trust rating task, were 1) modifying trust ratings based on the number of forecasts shown, 2) rating trust based on the apparent agreement or disagreement of the forecasts, and 3) using background knowledge about COVID-19 to determine the trustworthiness of the forecasts. Table 3 shows the proportions of the participants who used these strategies in each experiment.

Participants indicated that they calibrated their trust ratings to the number of forecasts (39.27%). Although this is the most common strategy reported, people incorporated the number of forecasts into their trust ratings in two distinct ways. The larger group of people indicated that they had greater trust for forecasts with more models (14.03%), for example, “I perceived the graphs that included more models as more trustworthy.”

In contrast, a smaller proportion of people expressed the opposite strategy, where they rated forecasts with more models as less trustworthy (6.41%). For example, “If there were many lines, it did not seem reliable to me because they did not give me concise information.” Participants who used this strategy often reported that increasing numbers of models made the visualizations confusing, such as, “it is a little bit confusing if there are a lot of prediction lines. i think less lines, more trustworthy.”

The second most common strategy was to rate trust based on the perceived agreement or disagreement between the models. Participants mentioned focusing on either the model agreement, as in, “I determined that a graph was trustworthy by counting the number of forecast models presented on each graph and checking to see if there was relative agreement among the various models regarding their forecasts” or disagreement “for me it is more trustworthy the ones that had less lines in the graph, when having too many lines in the graph the data presented seems chaotic and gives the image that the researchers doing the predictions are all on disagreement with each other.”

The third most common strategy was to rely on background knowledge to evaluate trust. Participants who reported using this strategy would primarily evaluate if the predictions matched their beliefs about the COVID-19 trend and rate those that confirmed their beliefs as more trustworthy. An example of this confirmation bias is, “My trust judgments were made based on the fact that I expect Covid-19 numbers and
Table 3. Percent of participants in Experiments 1 and 2 who reported using each strategy or indicated a particular belief about COVID-19 forecasting. The table summarizes the three most reported codes per question and the percentages represent the averages of two raters.

deads to increase over the next two weeks due to the start of the festive season, the opening of borders and the easing up on travel and other covid related restrictions. Thus, any forecast showing a prediction of Covid-19 deaths remaining the same or decreasing is, in my opinion, not trustworthy.

Some participants also identified conflicting strategies whereby they trusted both the simplistic graphs and those with more forecasts. In our trust ratings, we find evidence of these strategies in both high trust ratings for the median forecast and increasing trust with more forecasts. One participant explains, “A graphic looks trustworthy to me if it either shows a great number of different models or only shows a single model. Different models present various possibilities and require more research. On the other hand, when a single model is presented, it somehow gives off the impression that there is more certainty regarding the prediction.” Also in line with the trust ratings, seven people reported that they found the 95% CI most trustworthy. For example, “I did not trust graphs that were difficult to read (overcrowded lines). I liked the graph that had the confidence range displayed.”

Question 2. “Why do you think there is uncertainty in COVID-19 forecasts?” Before this study, readers’ perceptions of the causes for uncertainty in COVID-19 forecasts were unclear. This information may be extremely useful for risk communicators who need to communicate unsure information.

The three sources of uncertainty in COVID-19 forecasts that participants cited the most were unpredictable human actions (e.g., not getting vaccinated or wearing masks, 35.1%), biological factors (e.g., new variants or mutations, 17.2%), and stochastic processes (e.g., general variability in forecasts, 34.4%). Uncertainty due to human actions and biological factors are contributors to uncertainty in COVID-19. In fact, some forecast models make different assumptions about mask and vaccine mandates, which contributes to the range of forecasts.

We used the code stochastic process when people described the difficulty of the forecasting process. These responses were often ill-defined, suggesting that the participants did not understand why there was uncertainty in the COVID-19 forecast but knew that it was there. For example a participant wrote, “Because it is impossible to predict the future and the virus is even more unpredictable.”

Question 3. “Why do you think the various forecasts made different predictions about the COVID-19 deaths in the US?” Participants identified the most common causes of disagreement between forecasts as different models with various assumptions (33.8%), different datasets (24.9%), and different variables (20.6%). As with the prior codes, these were not mutually exclusive, and people commonly cited each of these causes as contributors to forecast disagreement. For example, participants wrote, “They may have used different variables, sample sizes, data, methodologies” or “Different models have different sources of data, variables, and weights to those variables. These various differences will create a natural variety in models...” Such responses suggest a relatively sophisticated understanding of forecast variability.

However, not all participants had a deep understanding of the factors that contribute to forecast disagreement. Indeed, one of the most commonly reported assumptions was that each forecast used data from different states (35 people), even though the label on the graph indicated that the forecasts were for the whole United States. One participant wrote, “I honestly don’t have a clue and I feel really stupid right now for that very reason. It probably has something to do with different data taken into account or maybe making predictions for different states. I’m guessing here.” Twenty-two people stated outright that they did not know why the forecasts made different predictions. In contrast, so few people indicated that they were unsure for the other two questions that we did not include a code for unsure.

4.3.1 Discussion

Experiments 1 and 2 found that trust generally increases when charts display more models (H1A) and plateaus around 6-9 forecasts (H1B). We also found that the likelihood of predicting that the COVID-19 mortalities would trend in a direction consistent with the actual trend increases with the number of forecasts and plateaus around 5-7. Accuracy in counting the number of forecasts depends on the spread of the models, and participants could accurately discern 8-10 lines.

Consistently, people had high trust in visualizations that showed less visual information, including 95% CI, a single median forecast, and grayscale encoded forecasts. The 95% CI and the median forecast also consistently produced poor performance in the trend judgment task.

Participants corroborated the empirical findings by describing their greater trust for forecasts with numerous models while also trusting the more simplistic visualizations. Further, they had a robust understanding of uncertainty sources in COVID-19 predictions but had some incorrect assumptions about why scientists produce forecasts that disagree.

4.4 Experiment 3

Given the consistently high trust evoked by the 95% CI, we wanted to test if part of that trust was due to the label indicating “95%.” To test if participants reasonably scale their trust with the reported range of the confidence interval, we conducted a follow-up experiment in February 2022. We asked four groups of participants to rate the trustworthiness of the exact same COVID-19 forecast visualization from the week of February 5th, 2022 (Figure 2). However, we changed the figure caption to read as 25, 50, 95, or 99% confidence interval. We also tested a second manipulation where we added direct annotations with these same values to the forecasts (see Figure 2). This experiment was a follow-up study, which we did not preregister. Therefore, the analysis was an exploratory post hoc investigation of the trends. The linear equation we used to model this experiment included the interaction between reported interval size (25, 50, 95, and 99%) and labeling (caption vs caption and annotation) and their lower order terms to predict variance in trust ratings. The R notation for this model is: Trust ~ IntervalSize * Labeling + IntervalSize + Labeling. We specified the CI25 and the caption-only conditions as the referents.

As shown in Figure 7, we found no meaningful impact of adding the direct annotations ($\beta = -0.41, t(792) = -0.13, p = 0.90, CI[-6.6, 5.8]$). There was also no interaction between reported size of the interval and the labeling. However, we did find a main effect of the reported interval size such that both 25% and 50% were less trusted than 99% (25CI: $\beta = 15.27, t(792) = 4.84, p = 0.00, CI[9.08, 21.5]) (50CI: $\beta = 11.61, t(792) = 3.68, p = .0002, CI[5.42, 17.80])$. Further, 25% and 50% were also less trusted than 95% (25CI: $\beta = 16.89, t(792) = 5.36, p = 0.00, CI[10.70, 23.08]) (50CI: $\beta = 13.23, t(792) = 4.19, p = 0.000, CI[7.04, 19.42])$. However, there were no differences between 25% and 50% ($\beta = 3.66, t(792) = 1.16, p = 0.25, CI[-2.53, 9.85]$) or 95% and 99% ($\beta = -1.62, t(792) = -0.51, p = 0.61, CI[-7.81, 4.57]$).
were physically the same size. However, if this hypothesis were true, viewers do not appropriately scale their trust to the indicated confidence interval size (Section 4.4). One explanation is that all of the intervals were physically the same size. However, if this hypothesis were true, those who viewed the 95% (Mean = 70.3) and 99% (Mean = 66.5) should not have increased trust ratings. Further, it is unclear why the CI95 and CI99 were not rated higher than 70 on the trust scale.

Viewers are sensitive to the label indicating interval size, but they do not respond to this information reasonably or consistently. It is particularly concerning that participants placed high trust in the confidence interval labeled as 25%. Keeping Experiments 1 and 2 in mind, the trust ratings for the confidence intervals labeled as 25% and 50% are on par with the most trusted MFVs we tested.

### 5 General Discussion

This work indicates that visualization design choices easily influence trust, and trust is not indicative of successful interpretation. While we all may aim to "trust the trustworthy, but not the untrustworthy", as Philosopher Onora O’Neill writes, poorly designed forecast visualizations can confound our ability to successfully calibrate trust. For example, visualizations that show no uncertainty evoke unduly high trust while producing poor decision quality. Despite their complicated relationship in forecast visualizations, our findings point to several methods to balance performance and trust. These findings include:

1. Increasing forecasts in MFVs generally increase trust until a plateau around 6-9 forecasts (Sections 4.1.1 and 4.2.1), which also results in trend predictions most consistent with the future event (Sections 4.1.2 and 4.2.2). The specific location of a trust/performance trade-off will likely vary by data, visual encoding techniques, and target audience. Our findings suggest that trust-performance trade-off points will near this maximum discernible forecast number, but designers should consider nuances in their applications when selecting number of forecasts.

2. Single point-based forecasts and 95% CIs evoke trend predictions that are least consistent with the data (Sections 4.1.2 & 4.2.2), whereas their trust is the highest (Sections 4.1.1 and 4.2.1).

3. People report increasing their trust with the number of models shown but also report perceived distrust when shown too many models at once (Section 4.3).

4. Viewers do not appropriately scale their trust to the indicated confidence interval size (Section 4.4).

Participants trusted visualizations they viewed as clearer, which often showed less complex visual information, like the point-based forecast and 95% CI. This finding corresponds with prior work indicating that clarity is a key component of trust [59] and that viewers do not require extensive uncertainty information to trust a visualization [23, 38]. Although people may trust visualizations that appear to provide clear information by displaying less information, lacking knowledge of the full range of outcomes can ultimately harm their judgments. Further, participants’ trust in confidence intervals did not scale proportionally to labelled interval size, suggesting that viewers are unclear how to interpret confidence intervals despite highly trusting them. A combination of high trust and misinterpretation can be dangerous and adds to the mounting evidence that viewers have difficulty interpreting confidence intervals (e.g., [8, 10, 19, 21, 31, 57]).

We also found that participants had difficulty interpreting MFVs with best- and worst-case forecasts. A high number of participants were unsure how to interpret 95% CIs when paired with extreme forecasts, and extreme forecasts often incorrectly biased MFV trend predictions.

In examining open-ended responses, we found that participants have varied ideas about the definition of trust, what makes something trustworthy, and the attributes that contribute to trust. These discrepancies highlight the challenge of examining trust, especially in an ecologically valid context (e.g., closely matching the conditions of an experiment to real-world situations [48]). Although we offer a less controlled treatment of trust, this work is unique because the findings offer critical insights into how the US public thinks about trust in information visualizations during the real global health crisis impacting them presently.

### 6 Conclusions

Visualizations can aid the public’s understanding of and decision-making during pandemics, or they can confuse and seed distrust. Here, we present methods for improving trust while maintaining trend interpretation performance via multiple forecast visualization (MFV) guidelines. In addition to communicating important health information, conveying uncertainty in public-facing visualizations increases general understanding and tolerance of variability in future events.
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