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Abstract: With the rapid development of IoT devices, security risks become clearer in smart houses with the emergence of more types of IoT Botnet. With the development of machine learning technology applied to dynamic analysis methods, the automatic detection of variations of IoT Botnet has many achievements. However, there are still some difficulties such as building Sandbox suitable for IoT Botnet with specific chip architectures, collecting full of malicious behavior, imbalance in dataset,... affecting the accuracy of the learning model. In this paper, the authors introduce method of detecting IoT Botnet through system call of executable file to address some difficulties mentioned above. We edit sandbox environment based on QEMU to collect more monitoring data and focus to system calls behavior of malware. By using the CNN network architecture combined with One-class classification and features extracted from the system call graph, the authors have built a IoT Botnet detection model with an accuracy of up to 97% and F-measure 98.33%.

Index Terms: IoT Botnet; One-class CNN classification; System call graph.

I. INTRODUCTION

Internet of Things (IoT) is one of the trends of the 4.0 technology revolution, it not only changes the view of technology but also brings many utilities, based on connects together. According to Cisco forecasts, by 2020 there will be about 50 billion devices connected to the Internet, even this number is even more increased[1]. The number is increasing, IoT devices gradually become an attractive and popular environment for hackers to attack and attack. The objective of the attacks is not only for individuals but also for businesses, units and organizations with increasing nature and severity. In the world, many studies have shown the danger from malicious code on IoT devices such as: Bashlite, Mirai, Tsunami, Psyb0t [2]. In particular, with more than 1 million infectious devices including IP cameras, DVRs and routers, Bashlite malicious code can launch DDS attacks up to 400 Gbps through simple techniques like UDP or TCP Flood [2]. This represents a dramatic change in the composition of the Botnet networks that we have met in the past. Bashlite malicious code is considered the precursor to Mirai, the malicious code affects a wide variety of IoT devices. Mirai’s Botnet network used in DDoS attacks reaches a record of 1.1 Tbps with more than 100,000 IoT devices for home use [3]. In response to these risks, researchers have been developing new methods and techniques to detect malicious code on IoT devices [4][5][6][7][8][9][10]. These studies can be divided into two main groups: static analysis [4][5][7] and dynamic analysis [6][8][9][10].

Static analysis method allows detailed control of the control flow (CFG) and data flow (DFG) to detect malicious code by specific analytical techniques such as byte code, system calls API or Printable- Strings-Information (PSI) [7]. This method allows detailed analysis of files and gives the activation capabilities of malicious code [11]. However, the static analysis method is difficult to apply to malicious code using complicated techniques (obfuscation) or difficult to collect samples because malicious code only stores on the device's RAM [1]. According to Andreas Moser [12], the static analysis method should be used as a complement to the dynamic analysis method.

Dynamic analysis is a method of monitoring, collecting and analyzing system behavior to detect malicious code [13]. This technique uses a set of rules that are considered normal to check whether the program intentionally violates these predetermined rules. In using dynamic analysis techniques there are many methods, but the most popular approach today is to use machine learning/deep learning technology. When using machine learning/deep learning technology, data and corresponding data labels are required to serve the training process to create a suitable learning model, with high accuracy forecasts. In addition, the important requirement for dynamic analysis is to build a fully simulated environment (sandbox) of the necessary functions of the analyzed device and be able to monitor the behavior of malicious code when executing and avoiding all infections of actual field tissue. All data collected from the Sandbox plays an important role in the accuracy of detecting malicious code. However, collecting benign files is not trivial compare to malware sample. There exists a lot of malware sample databases such as IoTPot or Detux etc. Therefore, there is a bias in the data set for training machine learning models when applied to sandbox environments. Therefore, to solve the above problem, the authors select the method of One-class classification. One-class classification is a method of determining patterns of a specific class, by training on a set that only contains samples of that class [14]. In the problem of detecting malicious code, this method will determine whether a sample is in the malicious code (or benign layer). With the problem of
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detecting malicious code, one-class classification will play the role of supporting 2 main methods which are static and dynamic analysis. With One-class classification used in static analysis, Justin Sahs and Latifur Khan have presented a model of One-class SVM machines that detect malware on Android devices [15]. The feature from the permission and control flow graph is extracted and coaching on One-class SVM model in an offline (off-device) manner from APK file, in order to leverage the higher computing power of a server or cluster of servers. However, applying this model to real-time detection with flow control charts is a big challenge. To solve the problem of real-time Botnet detection, dynamic methods using One-class classification have been proposed.

In dynamic analysis, Laskov et al. [16] proposed an IDS model using a quarter-spherical SVM, optimized for non-negative attributes with one-sided distribution, as a variant of the One-class SVM with 75% accuracy for KDDCup 1999 data set. Song et al. [17] also proposed an anomaly detection method based on clustering and multiple one-class SVM to improve the detection rate (with 85%) while maintaining a low false positive rate below 3%. Based on dynamic method, Miao [18] and colleagues proposed methods for detecting malicious code on the Windows operating system platform. This study uses One-class support vector machines (SVM) to classify malicious codes based on system calls. Similarly, Burnaev [19] and colleagues applied a One-class SVM classification to detect malicious code on the Windows platform, based on features extracted from n-grams, reaching the above detection rate 80%.

The above methods have good accuracy and are applicable to malicious code on Windows platform. For malicious code on IoT devices, it has its own characteristics and is different from normal malicious code on the Windows platform, so the application of the above methods will not make good results. Moreover, these studies are quite old and have not taken advantage of the advantages, as well as the development of deep learning in recent years. Therefore, to solve a class classification problem in order to detect botnet on IoT devices, in this paper, we use dynamic analysis methods combined with One-class classification. The main approaches of this method include as follows: Using deep learning as a deep feature extraction technique (deep features), to pre-process data, as input to traditional class classification methods like a one-class SVM or Support Vector Data Description (SVDD). The contributions of our paper are as follows:

- We propose an approach that uses the One-class CNN to detect IoT Botnet.
- Edit Sandbox environment based on QEMU to collect more monitoring data.
- Provide deep features based on the structure of the system call as input for the One-class classifier.
- We evaluate the approach for IoT Botnet with an accuracy of up to 97.22% and F-measure 98.33%.

The structure of this paper is as follows: Section 2 discusses the proposed method, an overview of our IoT Botnet detection system, system call Graph construction and classification algorithms used in experiments. The system evaluation is presented in Section 3 whose results are interpreted and commented in the same section. Section 4 concludes our achievements, future works and summarizes our results.

II. THE PROPOSED APPROACH

In this section we describe the design of various components that proposed approach, and our motivations for such an architectural design.

A. Overview

This section is used to describe the main components of the proposed approach and their functions. An overall view of this approach is shown in Figure 1.

![Figure 1. Model overview of the proposed method](image)

The proposed approach consists of four main components which are Emulator, System call graph generation, Data preprocessing, Detection Botnet module. In the first step, the ELF file is put into execution in emulated environments, based on QEMU [20] and Aurel's image for the ARM chip architecture. Special thanks to Aurel who has uploaded pre-built QEMU Debian VM images for ARM architectures [21]. We integrate into this virtualization field an agent based on the source code of the Strace tool [22] for collecting system call logs. During the experiment, we compared the results of system call collection of different sandboxes (Cuckoo, Detux,...) with our sandbox environment. The comparison results show that for our edited IoT Botnet sandbox environment is more effective in collecting system calls. Next, the unnecessary instructions are deleted from the system call log by a simple data pre-processor. After that, we have a clear system call log comprising only needed instructions to construct system call graph (SCG). Next, the system call graph of input ELF-file is generated by this cleared system call log. Because the classification algorithm implementation on these graphs is very complicated and takes a lot of time, we convert these graphs into a set of vectors (i.e a vector for each graph). These graphs are quite significant, so the vectors varying from graphs are too large as well. A feature extraction algorithm is employed to reduce the size of these vectors. After the feature extraction, a subset of these vectors is used as training set to construct the learning model by One-class classification. A detection module uses this learning model to realize the input file is malware or benign. In the following parts of this section, SCG construction and learning model are described in detail.

B. IoT Botnet life cycle

Refer to the study of
analyzing the characteristics of IoT Botnets such as Bashlite, Wifashit, Mirai, Remaiten [3], we recognize many similarities such as different stages in the life cycle and actions of IoT Botnet in that stage. Based on the above mentioned IoT Botnet analysis, we have identified five separate stages in the IoT Botnet life cycle: Scanning for the appropriate target, Attacking the target, Infecting, Connecting with C&C server, Execute commands from Botmaster, Upgrade and maintenance. At the first stage of the life cycle, a common behavior of IoT Botnets is to scan IoT devices, which often contain security vulnerabilities that can be infected. This is usually done by simple network scanning techniques with commonly targeted service ports like Telnet (port 23, 2232), SSH (port 22), and Telnet, SSH, FTP, Telnet, FTP, or any other standard service ports in the emulated environment that is similar to an IoT device fully connected to the Internet. This emulated environment is built on the QEMU platform and the Aurel’s image for ARM chip architecture. Dynamic analysis method is applied to this proposed approach to aim to collect system call log. ELF file templates are implemented in the emulated environment and record the system call behavior using the built-in agent from Strace tool source[22].With system calls recorded, the behavior of Botnet malware is exposed as if trying to connect to C&C server; detect other devices via open service ports such as SSH, Telnet, FTP.A system call log segment collected from the ELF file is illustrated in Figure 2.

![Image](https://example.com/image)

**Figure 2. Trace system call when executing ELF file**

### D. System call Graph construction

We now describe in detail the SCG generation algorithm introduced in Section 2, with emphasis on the collection trace system call and building SCG algorithm. First, we use system call graph defined as follows:

**DEFINITION 1 (SCG).** A system call graph is a directed graph with nodes labeled using system call from an alphabet set of system calls $\Sigma$ and labeled edges represent the relationship $\lambda$ between two consecutive system calls. Formally, the system call graph $SCG$ is written $SCG = (V,E,\gamma,\rho)$, where:

- $V$ is the set of vertices and $E$ is the set of edges, $E \subseteq V \times V$.
- $\gamma$ associates vertices with symbolic system calls, $\forall V \rightarrow \Sigma \times \varsigma^{vars}$.
- $\rho$ associates constraints with nodes and edges, $\forall V, E \rightarrow \lambda$.

For a node in $v \in V$ with label $L = \gamma(v)$, let us denote by $L$ both the node and its system call label when the context allows it unambiguously. We write $(n_1, n_2) \in E$ for an edge from node $n_1$ to node $n_2$ in the system call graph. The two vertices will be connected by the edge $e \in E$ when two system calls corresponding to these two vertices appear consecutively during the ELF file being executed.

An example of a system call graph is illustrated in Figure 3 (b). This SCG generation algorithm is based on dynamic analysis techniques that use execution traces obtained by running malware and benign ELF file in emulated environments. The inputs to the algorithm are a set of malware and benign programs. Pseudo-code for SCG generation is given in Algorithm 1.

### Algorithm 1. SCG generation

**Algorithm 1. SCG generation**

```plaintext
1. function SCG generation
2. begin
3. 1. Define set of system calls $\Sigma$.
4. 2. Define alphabet $\lambda$.
5. 3. Initialize system call graph $SCG = (V,E,\gamma,\rho)$.
6. 4. For each system call $s$ in $\Sigma$ do:
7.     a. Add vertex $v_s$ to $V$.
8.     b. Add label $\gamma(v_s) = s$ to $\gamma(v_s)$.
9. 5. For each edge $(v_1, v_2)$ in $E$ do:
10.    a. If $\gamma(v_1)$ and $\gamma(v_2)$ have a relationship $\lambda$, add edge $(v_1, v_2)$ to $E$.
11. end function
```
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1: function scg_generation ( S[i], id )
Input:
- S[i]: a list of system-calls log for each process
- id: PID of the process
Output: system call graph (SCG)
2: s_log = S [ id ]
3: V = [ ], E = [ ]
4: SCG = (V, E)
5: V = V ∪ { s_log [ 0 ] }
6: for ( i = 1; i < | s_log |; i++) do
7:   if s_log [ i ]][- s_log [ i - 1 ] then
9:     if s_log [ i ] is “fork”:
10:    child_pid = Get PID of process which is opened by “fork”:
11:   SCG = SCG ∪ scg_generation(S, child_pid)
12: end if
13: if s_log [ i ] not in V:
14:   V = V ∪ { s_log [ i ] }
15: end if
16: E = E ∪ { edge ( s_log [ i - 1 ] connect to s_log [ i ] ) }
17: end for
18: return SCG

Figure 3. System call Graph generated from ELF is executed

Figure 4. Overview architecture of the proposal neural network

Before introducing details of the proposed one-class CNN network, the authors define some necessary functions in building and selecting the following functions[23]:

Compactness loss: The authors define the loss function $l_C$ to represent the convergence or concentration of the target set (target dataset). Through this loss-based learning function, neural networks are able to show the similarity of a sample to the target data set. The function $l_C$ calculates the average distance between data points in a given set. The authors use a variety of distances for this function such as the distance Manhattan, Euclidean or Cosine in the experiment to find the most optimal function for the training process. Define $X = \{ x_1, x_2, ..., x_n \} \in \mathbb{R}^{n \times k}$ to be the input to the loss function, where the batch size of the input is $n$ and $x_i = (x_{i1}, x_{i2}, ..., x_{ik})$.

Forward Pass: For each $i$th sample $x_i \in \mathbb{R}^k$, where $1 \leq i \leq n$, the distance between the given sample and the rest of the samples $z_i$ can be defined as: $z_i = x_i - m_i$ where,

$$m_i = \frac{1}{n-1} \sum_{j \neq i} x_j$$

is the mean of rest of the samples. Then, compactness loss $l_i$ is defined as the average Euclidean distance as in,

$$l_C = \frac{1}{n} \sum_{i=1}^{n} D(x_i, m_i)$$

Descriptiveness loss: The loss function $l_D$ is calculated from the reference dataset that evaluates the classification in this dataset showing the classification of the network. Through learning, neural networks are able to classify different characteristics in the dataset. The classification can be calculated using common loss functions commonly used in traditional CNN network models. Here the authors use cross-entropy loss functions [24] to play this role.

In this paper, the authors use the convolution neural network sharing weights as shown in Figure 4. The model consists of two neural networks that share weight with the same structure. An input receiving network is a target set, consisting only of botnet patterns (hereinafter referred to as the target network); The other network receiving input is the reference set, including botnet patterns and benign patterns (hereinafter referred to as the reference network). During the training process, data from the target set and reference set are simultaneously put into the neural network sharing weight. At the end of a training phase, the target network will calculate the $l_C$ convergence

E. One-class CNN network

The authors used the characteristic system call graph (defined in Section 2) as input to the learning model training process. This dataset is divided into two sub-data sets: the target data set (target dataset - T) contains only IoT Botnet patterns and reference data sets (reference dataset - R) containing both IoT Botnet and benign. These two sets of data are trained by the weighted convolution neural network as shown in Figure 4.
and the reference network will calculate the classification $l_D$. Since then the loss function used to optimize the model is calculated by the following formula:

$$l = l_D + \lambda l_C$$

In which, $\lambda$ is a super parameter that represents the priority of two component functions in calculating the loss function. A large $\lambda$ value indicates that the classification process is not as important as the convergence of the malicious data set. In this paper, the authors experiment with $\lambda = 0.1$ and achieve high detection results.

### III. EXPERIMENT RESULT

This section describes the environment configuration and evaluation of test results. For experiment, the authors use CPU Intel Core i5-8500, 3.00 GHz with 16GB RAM and Nvidia GPU GTX 1070Ti 8GB. The dataset contains 600 ELF sample, which consists of 503 malicious files and 97 benign files. The botnet samples were collected from VirusShare and IoTPOT[25]. The benign samples were collected from the firmware of IoT devices such as Router and IP Camera. During the experiment, the authors used loss function $l = l_D + \lambda l_C$ with $\lambda = 0.1$. Based on this loss function, the weights of deep neural network were customized to gain the best results.

#### A. Evaluation metrics

To demonstrate the ability of the proposed method, the dataset was separated into training and testing sets, containing 70% and 30% of samples respectively. We used 4 metrics which are Accuracy (Acc), Precision (Pre), Recall (Rec), F-measure to evaluate the performance of this proposed method. We also used False Positive Rate (FPR) and False Negative Rate (FNR) as metrics because of the imbalance between malware set and benign set. These metrics are defined and calculated with the following standard formulas:

- Acc = $(TP + TN)/(TP + TN + FP + FN)$
- Pre = $TP/(TP + FP)$
- Rec = $TP/(TP + FN)$
- F-Measure = $(2 * Pre * Rec) / (Pre + Rec)$
- FPR = $FP/(FP + TN)$
- FNR = $FN/(FN + TP)$

Therein:
- TP - True Positive: indicating that malware samples are correctly predicted.
- TN - True Negative: indicating that benign samples are correctly predicted.
- FP - False Positive: indicating that benign samples are incorrectly predicted as malware.
- FN - False Negative: indicating that malware sample are incorrectly predicted as benign.

#### B. Results

Experimental results with the value of evaluation indicators are presented in Figure 5 and Table 1. Our results when compared with other methods are presented in Table 2.

### IV. CONCLUSION

In this paper, the authors propose method to detect Botnet activity on IoT devices. This method is based on neural network classification of a class convolution and characteristic system call graph. With the experimental results 97.22% accuracy and F-measurement 98.33% reached, the authors have demonstrated the effectiveness of the proposed method. However, the initial results only apply on IoT botnet file but not yet expanded with other malicious lines on IoT device. In the future, the authors will apply the proposed method for data sets including more malicious codes to increase accuracy and applicability in ensuring information security and safety on IoT devices.
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