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Abstract—The deep learning (DL) technology has been widely used for image classification in many scenarios, e.g., face recognition and suspect tracking. Such a highly commercialized application has given rise to intellectual property protection of its DL model. To combat that, the mainstream method is to embed a unique watermark into the target model during the training process. However, existing efforts focus on detecting copyright infringement for a given model, while rarely consider the problem of traitors tracking. Moreover, the watermark embedding process can incur privacy issues for the training data in a distributed manner. In this paper, we propose SECUREMARK-DL, a novel fingerprinting framework to address the above two problems in a distributed learning environment. It embeds a unique fingerprint into the target model for each customer, which can be extracted and verified from any suspicious model once a dispute arises. In addition, it adopts a new privacy partitioning technique in the training process to protect the training data privacy. Extensive experiments demonstrate the robustness of SECUREMARK-DL against various attacks, and its high classification accuracy (> 95%) even if a long-bit (304-bit) fingerprint is embedded into an input image.
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I. INTRODUCTION

Deep learning (DL) has become one of the most popular and powerful approaches for large-scale and complex image classification tasks, e.g., face recognition, target recognition and suspect tracking [1]–[3]. This technology has become a representative of commercialization for artificial intelligence. First, many cloud providers offer Machine Learning as a Service (MLaaS) to facilitate the deployment of DL models, e.g., Amazon Rekognition [4], Microsoft Azure Computer Vision [5], Google Cloud Vision AI [6]. Second, model vendors train customized vision models, and sell them to potential customers for profit [7]. To produce high-quality models, the vendors usually need to collect large amounts of training data from multiple data owners.

However, the aforementioned business solution still raises a wide range of concerns. The first one is the privacy issue. The training data from the data owners can contain very sensitive information (e.g., personal medical records, financial report, social relationships). Exposing these private data to untrusted model vendors or service providers can cause severe privacy threats. To protect the data privacy in model training, existing approaches are mostly evolved from two underlying techniques: cryptographic primitive-based solutions [8], [9] and differential privacy [10]–[12]. The former provides perfect semantic security but inevitably incurs huge computational or communication burdens, which are not suitable for training systems with limited computing and storage capabilities (refer to Section VII for more details). Compared with cryptographic protocols, differential privacy-based solutions [11], [12] are superior in performance. Unfortunately, recent research [13] shows that current deep learning frameworks based on differential privacy rarely provide acceptable practicality-privacy trade-offs for complex classification tasks. More seriously, Hitaj et al. [14] demonstrates that the privacy of a learning system can be fundamentally broken even if the parameters are protected by differential privacy.

The second concern is copyright protection. It is recognized that training a production model from scratch requires substantial hardware and labor costs for the model vendor. As a result, a commercial model is considered as precious intellectual property that needs to be properly protected. A rogue customer may purposefully use the purchased DL model to do despicable things, e.g., selling it for profit in the black market. The watermarking technology has been intensively studied to alleviate the above piracy problem. For example, by exploiting the inexplicability of deep neural networks, Adi et al. [15] take the backdoors of the DNNs as the watermark and embed them into the target model. These backdoors can be extracted subsequently to verify the legality of the copyright of a given model. Rouhani et al. [16] propose that unique secrets be embedded in the model’s probability density function. Other works use a variety of strategies to achieve similar goals, including adversarial examples [17], [18], regularization parameters [19], [20], backdoors [21], [22].

However, existing works are only capable of confirming whether a target model is violated, not of monitoring traitors, i.e., rogue authorized customers who violate copyright protection regulations by spreading or manipulating the original model for profit. In reality, a model vendor usually sells a commercial model to multiple customers with the same demand. A lack of effective traitor tracking mechanisms makes it difficult for subsequent forensics when disputes arise.

In short, it is necessary to design a unified framework to realize the privacy protection of training data as well as copyright protection of the model with traitor tracking in the distributed learning setting. To the best of our knowledge, there is no previous work that can simultaneously achieve these two goals, due to the following challenges. (1) An adversary may try to erase or invalidate the watermark with an acceptable...
reduction in the performance of the original model. Such attacks including model fine-tuning and model compression have been designed and shown good attack effectiveness in practical applications. Hence, the watermark scheme should be robust enough to resist these watermark removal attacks. (2) Traitor tracking is required to embed a unique watermark (i.e., fingerprint) for each customer, rather than a uniform watermark. This distinction leads to a new attack, i.e., fingerprint collusion attack \[23\]. This attack means that multiple customers purchasing the same model may collude to synthesize an unlabeled model. Although this attack has been studied in the domain of multimedia \[24\], \[25\], it faces new challenges in deep learning because the countermeasures must ensure that the model is highly usable. (3) It is challenging to design a lightweight approach to protect data privacy in the training process of DNNs with fingerprints. As mentioned earlier, methods based on cryptographic primitives inevitably incur unacceptable overhead, and differential privacy has been proven to have security risks.

In this paper, we present SecureMark-DL, a novel and privacy-preserving deep learning framework with end-to-end ownership protection and traitor tracking\[1\]. We make the following two contributions. First, to protect data privacy, we propose a new privacy partitioning method to split a deep learning model into two parts and append a penalty function into the optimization function. This enables each data owner to obfuscate its data using an interactive adversarial deep network construction. In this way, SecureMark-DL significantly reduces the cost incurred for privacy protection. Second, we design a novel scheme to embed anti-collusion and unique fingerprints into the model as the proof of ownership and traitor tracking. Each fingerprint consists of two parts, i.e., Community Relationship Code (CRC) and Customer Identity Code (CIC). CRC is used to quickly screen out all potential traitors due to the social attributes between customers, while CIC is used to verify the ownership of the model. We conduct extensive experiments on three traditional datasets (MNIST, LFW and CIFAR-10). The results show that SecureMark-DL maintains a high classification accuracy (> 95\%) even if a long-bit (304-bit) fingerprint is embedded, and is also robust against various attacks, e.g., fingerprint collusion, network transformation, and private data inference.

The remainder of this paper is organized as follows. In Section II, we review some important concepts used in this paper. Then we present the technical details of SecureMark-DL in Section III, Section IV, and Section V. Performance evaluation and related works are discussed in Sections VI and VII. Finally, we conclude the paper in Section VIII.

II. PROBLEM STATEMENT AND DESIGN OVERVIEW

A. The Basics of Deep Learning

A typical deep neural network contains an input layer, one or more hidden layers and an output layer, where two neurons between adjacent layers are connected to each other by parameters (denoted as set $\Theta$). As a result, the DNN model is parsed as $f_\Theta : \mathcal{X} \rightarrow \mathcal{Y}$. $\mathcal{X}$ is the space of training samples while $\mathcal{Y}$ represents all possible labels. Let the training set be $\mathcal{D} = \{(x_i, y_i); i = 1, 2, \cdots, V\}$, and a loss function be $l(y, f_\Theta(x))$ exploited to measure the difference between the prediction and the real label $y$ (typically, $l(y, f_\Theta(x)) = ||y - f_\Theta(x)||_2$, where $|| \cdot ||_2$ is the $l_2$ norm of a vector), we train the model by optimizing the following objective:

$$
\min_{\Theta} \frac{1}{|\mathcal{D}|} \sum_{(x, y) \in \mathcal{D}} l(y, f_\Theta(x)).
$$

The stochastic gradient descent (SGD) algorithm is usually used to optimize the above objective as below.

$$
\Theta^{j+1} \leftarrow \Theta^j - \eta \nabla l(\mathcal{D}, \Theta^j),
$$

where $\Theta^j$ indicates model parameters obtained from the $j$-th iteration, $\eta$ represents the learning rate, and $\nabla l(\mathcal{D}, \Theta^j)$ is the partial derivative of $\Theta^j$ on the set $\mathcal{D}$.

B. Threat Model

We consider a scenario, where a model vendor trains an image classification model, and sells it to different customers. The training data are collected from multiple data owners. The model vendor sets up a training framework using a cloud service. Fig. 1 illustrates our system model.

![Fig. 1: System model in our consideration](image)

Consistent with most existing works \[9\], \[26\], \[27\], data owners and the cloud server are considered honest but curious, which means that they honestly interact with each other in training the DNN model but may try to deduce sensitive information of other participants based on the knowledge they obtain. Customers are malicious: they can abuse the DNN model purchased from the model vendor; they try to delete or invalidate the possible fingerprints embedded in the model to avoid traitor tracking. We allow the collusion of multiple customers to attack our fingerprinting mechanism, with the following strategies:

(1) Model Fine-tuning. This is used to retrain a well-trained model so that it can be applied to other applications with comparable functions. This is very efficient because training a DL model from scratch requires substantial hardware and labor costs. However, an adversary can seize this feature to weaken the stability of the fingerprint. Retraining the model makes it difficult to extract the fingerprint embedded in the model parameters.
(2) **Model Compression.** This is a standard optimization technique by cropping the capacity of the original model. It can reduce the computational overhead of the prediction process and has only a slight performance degradation compared to the original model. An adversary can abuse this optimization to prune the hidden layers and possibly erase the fingerprints in the model.

(3) **Fingerprint Collusion.** Multiple customers who have purchased the same model can collude to erase or invalidate the fingerprint embedded in the model. We focus on the average fingerprint collusion attack [23], where conspirators take the average of the parameters of the models they hold as the parameters of the newly generated model.

### C. Design Goals

We formulate the following goals for a qualified privacy-preserving fingerprinting framework.

1. **Utility.** We need to ensure that the DNN model from the framework has negligible accuracy loss compared to the original model.
2. **Privacy.** The framework should guarantee data privacy of all data owners, i.e., any data owner cannot derive the sensitive data of other owners, and the cloud server cannot recover the data from any owner from the training process.
3. **Fingerprint Security.** First, it requires the embedded fingerprint to be unique, which facilitates quick detection of suspicious customers. Second, the embedded fingerprint should perform well in terms of reducing false positives and false negatives, which means that the model vendor has a high probability of detecting a traitor, and a low probability of accusing innocent customers. Third, the embedded fingerprint should be robust against various attacks such as fingerprint collusion, model compression, and model fine-tuning.
4. **Scalability.** The framework should be suitable for model release and ownership verification for large-scale customer groups. It should have the ability of embedding long-bit fingerprints, where the model accuracy is statistically independent of the fingerprint size. Moreover, it is also required to track all traitors efficiently, even the target model is released to a large number of customers.

### D. Framework Overview

Fig. 2 shows the overview of our SecureMark-DL framework. We consider a system with \( N \) data owners, a cloud server and \( M \) customers. We use \( \Theta \) to denote the DNN model demanded by the customers. SecureMark-DL adopts two techniques to protect the privacy and copyright of \( \Theta \).

First, we leverage the model splitting technique to preserve the training data of each owner. Specifically, the model \( \Theta \) is split into two parts: \( \Theta_1 \) is the local network and \( \Theta_2 \) is the remote network. \( \Theta_1 \) is distributed to all the data owners while \( \Theta_2 \) is kept on the cloud server. Then the data owners and server collaboratively train the model and update their own networks. In this way, the data owners do not need to share their private data with others. To further prevent the information leakage from the intermediate parameters, each data owner exploits an adversarial DNN to perturb the parameters before uploading them to the cloud server. We give the technical details in Section III.

Second, for each customer \( i \), SecureMark-DL selects an independent fingerprint \( F_i \) for ownership protection, and enforces the cloud server to embed it to \( \Theta_2 \) during the above training process. Subsequently, the model vendor can extract the fingerprint from the suspicious model and check the ownership of the model or track traitors. Specifically, \( F_i \) contains two parts, i.e., \( F_i = (p_i \parallel u_i) \). The first part \( p_i \) is Community Relation Code, which is used to quickly track all potential traitors. It is built using the Neighborhood Preserving Hashing (NPH) primitive [28]. On the Hamming space, NPH can be used to map high-dimensional objects into low-dimensional binary vectors (also known as hash codes). Furthermore, NPH preserves object neighborhood structure, i.e., codes of similar objects will have a small Hamming distance. The second part \( u_i \) is Customer Identity Code, which is used to verify the model ownership. It is built using the balanced incomplete block design (BIBD) [29], which ensures that the synthesized code of any \( K \) or smaller customer identity codes remains unique. This can accurately find fingerprint collusion among \( K \) or fewer customers. More details about fingerprint generation, extraction and verification will be presented in Section IV.

### III. Privacy Partitioning for Distributed Learning

Our goal is to protect the training data of each data owner from being leaked to other participants. One possible solution is federated learning, where each data owner trains a local model, and only uploads the gradients to the cloud server for aggregation. However, the data owners may not have enough computing power to train an entire model. Besides, past works have demonstrated that the gradients can also leak sensitive information about the training data [14]. Hence, we decide to adopt a more sophisticated solution in SecureMark-DL: privacy partitioning [30]. The basic idea is to split the model into two parts, asking the data owners and server to coordinately train their individual parts to produce the final model. However, the solution in [30] only allows two-party model splitting. We enhance it to support the collaboration between multiple data owners and a server.
Concretely, given a DNN $\Theta$, we split it into two parts: $\Theta = \{\Theta_l, \Theta_r\}$. Fig. 3 depicts the specific structure of the bipartite topology, where $\Theta_l$ is assigned to each data owner, and the completed $\Theta$ is maintained in the server. The hidden state $\mathcal{H} = (h_1, h_2, \cdots, h_S)$ is the output of the last layer $L_i$ in $\Theta_l$, and the input of the first layer $L_{i+1}$ in $\Theta_r$.

Assume each data owner holds a local dataset $\mathcal{D}_i$. Then it first derives the hidden state $\mathcal{H} = (h_1, h_2, \cdots, h_S)$ by running $\Theta_l$ with $\mathcal{D}_i$. To prevent the adversary from reconstructing the training data from the hidden state, we introduce an interactive adversarial DNN $\Theta_{dl}$ for each data owner, whose goal is to obfuscate $\mathcal{H}$ so that it is not feasible for the adversary to derive the original data from the hidden state. It simulates the adversary by attempting to recover the training data from the output of $\Theta_l$. Hence, the function of $\Theta_{dl}$ can be described as $f_{\Theta_{dl}} : \mathcal{H} \rightarrow \mathcal{X}$. For each data owner, the goal of $\Theta_{dl}$ is formulated as:

$$
\min_{\theta_{dl}} \frac{1}{|\mathcal{D}_i|} \sum_{(x, y) \in \mathcal{D}_i} -d(x, f_{\Theta_{dl}}(f_{\Theta_l}(x))),
$$

where $d(\cdot, \cdot)$ is the privacy distance metric to describe the similarity between the recovered input from $\Theta_{dl}$ and the original input.

With the adversarial DNN $\Theta_{dl}$, each data owner can produce obfuscated training samples $\mathcal{D}_i' = \{f_{\Theta_{dl}}(f_{\Theta_l}(x)), y\}$ which are different from $\mathcal{D}_i$. The server collects those obfuscated samples from all the data owners as $\mathcal{D}' = \bigcup_{i=1}^n \mathcal{D}_i'$, and uses them to train the complete model $\Theta = \{\Theta_l, \Theta_r\}$. This can be done via the traditional SGD method with the objective in Eqn. 1. Then the server sends the local model $\Theta_l$ back to each data owner.

It is worth noting that each $\Theta_{dl}$ is trained concurrently with the original network $\Theta$, as shown in Algorithm 1. Each data owner updates $\Theta_{dl}$ based on $\Theta_l$. With the new $\Theta_{dl}$, the data owner produces new data samples for the server to update $\Theta_l$ and $\Theta_r$. Then $\Theta_r$ is sent back to the data owner for the network update at the next round. The cooperation between the data owners and server ensures the final model $\Theta$ can achieve satisfactory performance. Meanwhile, the data owners do not need to share their data with the server.

IV. FINGERPRINT GENERATION AND EMBEDDING

We describe the details of generating a unique fingerprint for each customer. Typically, the fingerprint is generated by the server and is usually embedded in the remote network $\Theta_r$, as this helps to protect its confidentiality. Considering the large-scale nature of customers in the internet environment, we introduce social networking between customers for fingerprint generation. In social networks, recent work [31] has pointed out that people in similar communities are more likely to band together to accomplish similar goals, while people in different communities have a very low probability of doing so. Based on this, we create a two-tier fingerprint structure in which each customer’s fingerprint $F_i$ contains two parts, $F_i = (p_i, u_i)$. $p_i$ indicates the community relationship code denoted the social network structure of the customer $i$. Customers in similar communities will be assigned community relationship codes that are similar, whereas unrelated customers will be assigned community codes that are very different. This attribute is used to quickly identify suspicious customer groups. $u_i$ is a unique customer identity code, where BIBD [29] is exploited to generate the anti-collusion identity code for each customer. Such customer identity codes ensure that the synthesised code of any $K$ or smaller customer identity code remains unique.

Remark: Our designed fingerprint structure is functionally compatible with the representative works of group-oriented fingerprint (GOF) [32] in the multimedia field. GOF introduces the group idea and customers by the geographical relationship, which significantly improves the performance of anti-collusion if the colluders are from the same group. However, GOF is not applicable to our scenario. Firstly, constructing orthogonal codes independently for each geographic location-based group can only represent the social network unilaterally, and the efficiency of coding decreases significantly as the number of groups increases. On the other hand, the group in GOF is fixed, which is also not suitable for dynamic social networks. In the following description, we first introduce how to construct a community code and customer identity code for each customer, respectively. Then we describe the implementation of embedding fingerprints with privacy-preserving training.

A. Generating Community Relationship Code

Since the social relationship between customers is usually established by the geographical distance, activity range, blood relationship, and many unknown factors, this leads to the high-dimensional customer relationship in social networks. If we directly employ these high-dimensional vectors to represent customer relationships and integrate them in the DNN parameters, the fingerprint’s dimensionality will definitely reduce the accuracy of the original model. To address this problem, the primitive Neighborhood Preserving Hashing (NPH) [28] is introduced to break this bottleneck. To be precise, high-dimensional objects can be mapped to low-dimensional binary vectors on the Hamming space through NPH. Furthermore,
codes of similar objects will have a small Hamming distance. Motivated by this, we propose an NPH-based community code generation method as follows.

Assuming that the social link between consumers is represented by an adjacency matrix. We create an adjacent matrix as shown below.

\[
\Gamma_{ij} = \begin{cases} 1 : & \text{if } B_i \in C(B_j) \text{ or } B_j \in C(B_i) \\ 0 : & \text{otherwise} \end{cases}
\]

where \(C(B_j)\) refers to the set of customers contacting with the \(j\)-th customer \(B_j\), with \(i, j = 1, \cdots, M\). It should be noted that we do not make any assumptions about the customer’s social network. This means that the original social network can be built from the server’s long-standing experience or the public information. Based on this, we explain the technical details of NPH, which consists of two parts, i.e., Locally Linear Embedding (LLE) [33] and Non-negative Matrix Factorization (NMF) [34].

Specifically, we can use NMF to approximately decompose a high-dimensional matrix into a product of two low-dimensional matrices. For any non-negative matrix \(G = [g_1, g_2, \cdots, g_M] \in \mathbb{R}^{E \times M}\), it is feasible to construct two matrices, denoted as \(B = [b_1, b_2, \cdots, b_T] \in \mathbb{R}^{E \times T}\) and \(F = [f_1, f_2, \cdots, f_M] \in \mathbb{R}^{T \times M}\), where the product of the two matrices is approximately matrix \(B\). More concretely, we have

\[
\min_{M, F} ||G - BF||_F^2 \quad \text{s.t.} \quad B \geq 0, \quad F \geq 0
\]

where \(|| \cdot ||_F\) is the Frobenius norm of a matrix, and \(g_i\) is the properties of customer \(i\), \(F_i\) is the low-dimensional representation of \(g_i\), and \(B\) indicates a dictionary matrix.

While the semantic information is preserved in the process of converting \(g_i\) to \(F_i\), the neighbor structure between different \(g_i\) may be lost. This means that customers from the same community may be completely different in coding. LLE [33] is founded on the idea that if an object can be reconstructed from its neighbors in the original high-dimensional space, it can likewise be reconstructed from the low-dimensional subspace’s neighbors. LLE achieves the stated goal by minimizing the reconstruction error as shown below, given a \(g_i\).

\[
\min_{\omega} \sum_{i=1}^{M} \omega |g_i - \sum_{g_j \in \mathcal{N}(g_i)} \omega_{ij} g_j|^2_2 \quad \text{s.t.} \quad \sum_{g_j \in \mathcal{N}(g_i)} \omega_{ij} = 1
\]

where the \(k\)-nearest neighbors of \(g_i\) are represented as \(\mathcal{N}(g_i)\). Then, let \(F_i\) be the representation of \(g_i\) in a low-dimensional space, LLE further minimizes the following function to maintain the neighbor relationship of \(g_i\).

\[
\min_{F} \sum_{i=1}^{M} |F_i - \sum_{i} \omega_{ij} F_j|^2_2 \quad \text{s.t.} \quad F \geq 0
\]

This ensures that the community relationship codes between \(g_i\) and \(g_j\) are very close if they are from the same or similar communities.

Combining the properties of NMF and LLE, we describe the details of generating the community relationship code. Specifically, we first rewrite Eqn.(5) as follows.

\[
\min_{B, F} \sum_{i=1}^{M} |g_i - BF_i|^2 \quad \text{s.t.} \quad B \geq 0, \quad F \geq 0
\]

Then, we modify Eqn.(8) as follows.

\[
\min_{B, F} \sum_{i=1}^{M} |g_i - \sum_{j} \omega_{ij} BF_i|^2 \quad \text{s.t.} \quad B \geq 0, \quad F \geq 0
\]

where \(g_j \in \mathcal{N}(g_i)\). Then, we have

\[
\min_{B, F} ||G - BF W^T||_F^2 \quad \text{s.t.} \quad B \geq 0, \quad F \geq 0
\]

At this point, we can obtain vector \(F_i\) by solving Eqn.(10), which is used to represent \(g_i\).

1) Solving Algorithm: Eqn.(10) is not a convex function in the domain of \(B\) and \(F\), according to the optimization theory. As a result, determining the global optimal value is impossible. Eqn.(10), on the other hand, is alternatively convex on \(B\) and \(F\). To find local minima, many numerical optimization methods such as multiplicative update [35], gradient descent [36], and projection gradient [37] are used. We exploit the projection gradient method to solve the above objective function due to its fast convergence speed. Let \(O = ||G - BF W^T||_F^2\), we have

\[
O = \text{tr}[(G - BF W^T)(G - BF W^T)^T],
\]

where we use \(\text{tr}()\) to indicate the matrix trace. With the properties of \(\text{tr}(AB) = \text{tr}(BA)\) and \(\text{tr}(A) = \text{tr}(A^T)\), we can compute the partial derivatives for \(B\) and \(F\) as follows.

\[
\frac{\partial O}{\partial B} = 2BFW^TW^T - 2GW^T,
\]

\[
\frac{\partial O}{\partial F} = 2B^TBF^TW - 2B^TGW.
\]

The objective function will then be treated as two independent sub-problems, with one variable updated while the other variable’s value remains constant. Specifically, for any \(i, j\), with \(B_{ij} \geq 0, F_{ij} \geq 0\), the two subproblems are as follows.

\[
\tilde{f}(F_{k+1}) = \arg \min_{F \geq 0} f(B^k, F^k),
\]

\[
\tilde{f}(B_{k+1}) = \arg \min_{B \geq 0} f(B^k, F^{k+1}).
\]

We take Eqn.(10) as an example to describe the details of solving the above problems. Specifically, Eqn.(10) is first rewritten as below.

\[
\min_{F} \tilde{f}(F) = ||G - BF W^T||_F^2 \quad \text{s.t.} \quad F_{ij} \geq 0, \forall i, j
\]

Since \(F, W\) are given matrices and \(B\) is initialized by a random non-negative matrix, the update of \(F^k_i\) to \(F^{k+1}_i\) is shown as follows.

\[
F^{k+1}_i = F^k_i - \alpha \nabla \tilde{f}(F^k_i),
\]
Then we have
\[
F_{ij} = \begin{cases} 
0 : F_{ij} \leq 0 \\
F_{ij} : \text{otherwise}
\end{cases}
\] (17)

Therefore, for any \( \alpha, F^{k+1} = F \left( F^k - \alpha \nabla \tilde{f}(F^k) \right) \), we have
\[
\tilde{f}(F^{k+1}) = \tilde{f}(F^k) + \nabla \tilde{f}(F^k)^T F^k + \frac{1}{2} v^T \nabla^2 \tilde{f}(F^k) v,
\] (19)

where \( \nabla^2 \tilde{f}(\cdot) \) indicates the Hessian matrix of \( \tilde{f}(F) \), \( v = (F_i^k)^T (F_i^{k+1} - F_i^k) \).

2) Kernel Trick: We know that when \( G \) is given, the above problems are easily solved. However, it is difficult to obtain the attributes of each customer \((i.e., G)\) in real scenarios. To solve the above problem, we introduced the kernel skill trick [38]. Assume there is a high-dimensional matrix \( G \), which is not used in practice, and a map that maps Euclidean space \( \mathbb{R}^M \) to the Hilbert space \( Z, i.e., \phi : \mathbb{R}^M \rightarrow Z \). Let \( \phi(G) \) be the matrix in the Hilbert space, where \( \phi(G) = [\phi(g_1), \phi(g_2), \cdots, \phi(g_M)] \). Then, Eqn.(10) can be modified as follows.

\[
\min_{B} \tilde{f}(B) = ||G^T - W F^T B^T||_F^2.
\] (21)

Eqn.(23) is further modified as follows
\[
\mathcal{O} = \text{tr}[(\phi(G) - BF W^T)^2],
\] (23)

Then, we define the dot product over the Hilbert space as below.
\[
Q(g_i, g_j) = \langle \phi(g_i) \cdot \phi(g_j) \rangle = (\phi(g_i))^T \phi(g_j).
\]

Since \( B \) is a linear combination of \( \phi(g_1), \phi(g_2), \cdots, \phi(g_M) \), we can find a coefficient matrix \( C \) such that \( B = \phi(G)C^T \). We replace \( B \) with \( \phi(G)C^T \) in Eqn.(24), and obtain the following objective function:
\[
\mathcal{O} = \arg \min_{C,F} \text{tr}(Q) - 2\text{tr}(Q C C^T F W) + \text{tr}(W F^T C Q C^T F W^T),
\] s.t. \( C \geq 0, F \geq 0 \) (24)

Eqn.(24) shows that \( B \) is not required to solve the above objective function. In fact, the kernel matrix \( Q \), which is built on the matrix \( B \), represents the similarity of each data set. As a result, the kernel function’s purpose is to generate a similarity matrix with black-box access to \( G \). Because the adjacency matrix \( \gamma \) (as shown in Eqn.5) is also used to express similarity, we can use it directly to replace the kernel function. In practice, the server may struggle to obtain \( G \) for each customer, but we can use the adjacency matrix to solve the above problem and finally obtain the community relationship code for each customer.

B. Generating Customer Identity Code

Obviously, community relationship codes cannot uniquely represent each customer due to their collision in coding. To address this problem, the technology of BIBD [29] is adopted to generate additional unique customer identity code for each customer. Moreover, such a customer identity code can ensure that the combination of any \( K \) or fewer customers on the code is still distinguishable. In short, we use a pair \((\Psi, A)\) to define the \((g, k, \gamma)\)-BIBD, where \( \Psi \) is a set containing \( g \)-dimensional elements, and \( A \) indicates the collection of \( k \)-element subsets (blocks). It ensures that each pair of \( \Psi \) elements appears together exactly \( \gamma \) times in the subsets [23]. The \((g, k, \gamma)\)-BIBD has a total of \( t = \gamma(g^2 - g)/(k^2 - k) \) blocks \((k \text{ the block sizes})\) which can be represented by its corresponding incidence matrix \( C_{g \times t} \). Specifically, elements in \( C_{g \times t} \) have the following connections:

\[
c_{ij} = \begin{cases} 
1 : \text{if } j^{th} \text{ value occurs in } i^{th} \text{ block} \\
0 : \text{otherwise}
\end{cases}
\] (25)

If we set \( \gamma = 1 \), the \((g, k, 1)\)-BIBD code is \((k - 1)\)-resilient. Given \( C_{g \times M} \) and let \( \mathcal{F}_{g \times g} = (f_1, f_2, \cdots, f_g) \) be an orthogonal matrix, we can first compute a coefficient matrix \( \mathcal{E}_{g \times M} \) with \( e_{ij} = 2c_{ij} - 1 \). Then, the customer identity code \( u_j \) for each customer \( j \) is computed as below.

\[
u_j = \sum_{i=1}^{g} e_{ij}f_j.
\] (26)

C. Embedding Fingerprint

We have described the details of generating a fingerprint \( F_j = (p_j || u_j) \) for each customer \( j \), where \( p_j \) is the community relationship code \( p_j \), and \( u_j \) is the customer identity code. The technical details of embedding \( F_j \) into the parameters of \( \Theta \) are presented in this section. In brief, \( F_j \) is embedded into the parameters of the remote network \( \Theta_r \) by adding an additional regularization loss during training. This is mainly inspired by the high dimensionality of DNNs, that is, there are a large number of redundant parameters in the DNN model. This redundancy is helpful for embedding fingerprints as an auxiliary task in training without significantly impairing the classification accuracy of the original model. In addition, the inexplicability of the model makes the embedded fingerprints integrated as a component of the parameters, so that the adversary cannot accurately locate where the fingerprint is embedded in the model. This makes it difficult for adversaries to remove fingerprints without significantly impairing the
performance of the marking model. To achieve this, some hidden layers (usually convolutional layers) in $\Theta$ are first selected to prepare for embedding fingerprints, where we use the symbol $\theta_{sub} \in \Theta$, to denote the parameters belonging to the selected layers. Then, a new term $\mu \text{MSE}(F_j - X\theta_{sub})$ is added into the original objective function (shown in Eqn. (3)). As a result, the server is required to embed $F_j$ with the following objective function.

$$\min_{\Theta} \frac{1}{|D|} \sum_{(x,y) \in D} l(y, f_\Theta(x)) + \mu \text{MSE}(F_j - X\theta_{sub}),$$

(27)

where $\text{MSE}$ is the mean square error function, $\mu$ indicates the embedding weight, and $X$ is the secret random projection matrix. $\theta_{sub}$ represents flattened averaged parameters of $\theta_{sub}$ for embedding $F_j$.

In summary, $F_j$ is embedded into $\Theta$. We know that $\theta_{sub}$ are 3D tensors, i.e., $\theta_{sub} \in \mathbb{R}^{S \times \delta \times \eta}$, where $S$ is the length of $\Theta$, $\delta$ is the kernel size and $\eta$ is used to denote the number of channels in $\Theta$. Hence, to embed the fingerprint, the average of $\theta_{sub}$ over all channels is first computed, and then we stretch it into a vector $\Theta_{sub} \in \mathbb{R}^\beta$, where $\beta = S \times \delta$.

It has been demonstrated that changing the order of the filtering channels has no effect on the output of the neural network, even though the parameters in the subsequent layers are rearranged accordingly. Therefore, We take as an additional term $\mu \text{MSE}(F_j - X\theta_{sub})$ added into the objective function, whose goal is to minimize the difference between $F_j$ and $X\theta_{sub}$ during training. The training process of our SECUREMARK-DL is shown in Algorithm 1.

### Algorithm 1: Implementation of SECUREMARK-DL

**Input:** Training set $D = \bigcup_{i=1}^{N} D_i$, customer $j$’s fingerprint $F_j$.

**Output:** Trained model $f_\Theta$ embedded fingerprint $F_i$, where $\Theta = \{\Theta_i, \Theta_r\}$.

**Initialize:** Parameters of $\Theta$ and defender $\Theta_{d_i}$, $i \in [1, N]$.

**for** $t \leq \max_{i,t}$

**for each** data owner $i$

1. Randomly select a subset $D_{i,sub} \in D_i$;
2. Update the parameters of $\Theta_{d_i}$ via gradient descent as follows:

   $$\nabla_{\Theta_{d_i}} \frac{1}{|D_{i,sub}|} \sum_{(x,y) \in D_{i,sub}} d(x, f_{\Theta_{d_i}}(f_\Theta(x)))$$

3. Take $f_{\Theta_{d_i}}(f_\Theta(x))$ as input of $\Theta$ and upload the output to the server. Please note that here we use artificial data generated by $\Theta_{d_i}$ in place of real data for training.

**end for** the server

1. Update the parameters of $\Theta = \{\Theta_i, \Theta_r\}$ via SGD as follows:

   $$\nabla_{\Theta} \frac{1}{|D_{sub}|} \sum_{(x,y) \in D_{sub}} l(y, f_\Theta(x)) + \mu \text{MSE}(F_j - X\theta_{sub})$$

2. Return the parameters of $\Theta_i$ to all data owners.

**end for** $t \\

Remark: As mentioned in Section III, each defender network $\Theta_{d_i}$ is trained concurrently with the original network $\Theta$. Once the parameters of $\Theta_i$ is returned to all data owners, every data owner can adaptively train the defender network $\Theta_{d_i}$ based on the feedback of $\Theta_i$. Although existing work [39] has stated that such adversarial training methods may help adversaries (i.e., the cloud server) to perform data reverse-engineering attacks, as explained before, the cloud server is considered honest but curious (that is, passive) in our scenario, which means that it honestly interacts with each other in the training process. As a result, this type of attack is beyond the scope of this paper.

### V. Fingerprint Extraction and Verification

In order to verify the ownership of the model, the server needs to extract fingerprints from the suspicious model and obtain evidence to discover possible infringements. To achieve this, we first review the principles of fingerprint embedding in SECUREMARK-DL, i.e., minimizing the difference between $F_j$ and $X\theta_{sub}$ during training. Therefore, to get the fingerprint from a suspicious model, the server only needs to obtain the parameter $\theta_{sub}$ of the target layer, and calculate the flattened and averaged version $\Theta_{sub}$. Then, the fingerprint $F_j$ can be recovered by computing $F_j = X\theta_{sub}$. To quickly find traitors, Then, all customers in the selected community will be regarded as potential traitors. Finally, we use the attributes of the customer identity code to pinpoint the colluding customers.

We have mentioned that the technology of BIBD [29] is adopted to generate the customer identity code for each customer. It possesses the attribute that combination of any $K$ or fewer customers on the code is still distinguishable. To demonstrate that, we use a $(7,3,1)$-BIBD codebook to illustrate the workflow of collusion detection utilizing the customer identity code. Specifically, given the incidence matrix $C$ (shown in Eqn. (28)), the identity code of each customer is shown in Eqn. (29).

$$C = \begin{pmatrix}
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 1
\end{pmatrix}$$

(28)

$$u_0 = -f_1 - f_2 + f_3 - f_4 + f_5 + f_6 + f_7$$

$$\cdots$$

$$u_6 = f_1 + f_2 - f_3 - f_4 + f_5 + f_6 - f_7$$

$$u_7 = f_1 + f_2 + f_3 - f_4 - f_5 - f_6 + f_7$$

(29)

where $F = (f_1, f_2, \cdots, f_9)$ is an orthogonal matrix selected by the server. For customer 1, its coefficient vector $e_1$ can be computed as

$$e_1 = u_1^T[f_1, \cdots, f_9] = [-1, -1, 1, 1, 1, 1, 1]$$

Then $c_{i,j}$ can be recovered by the inverse linear mapping $c_{i,j} = \frac{1}{2}(e_{i,j} + 1)$. This consistency ensures that the anti-collusion (ACC) identity code can be used to identify individual customers.

**Colluder detection.** Now we introduce how to use the customer identity code to resist the average collusion attack of multiple customers. Suppose the conspirators take the average of the parameters of the model they hold as the parameters of the newly generated model, where we use $\Theta_{avg}$ as the...
changed parameters of targeted layers used to embed the fingerprint. In order to detect the collusion, the server first calculates $F_{\text{avg}} = \mathbf{X}\Theta_{\text{avg}}^{\text{ub}}$, and then extracts the customer identity code segment $u_{\text{avg}}$. As a result, the coefficient vector $e_{\text{avg}}$ can be computed as $e_{\text{avg}} = (u_{\text{avg}})^T\mathcal{F}$. Assuming that $e_{\text{avg}} = (e_1^{\text{avg}}, e_2^{\text{avg}}, \ldots, e_g^{\text{avg}})$, the server calculates $c_i^{\text{avg}}$ with a threshold $\tau$ as follows.

$$c_i^{\text{avg}} = \begin{cases} 1 : \text{if } e_i^{\text{avg}} > \tau \\ 0 : \text{otherwise} \end{cases} \quad (30)$$

where SecureMark-DL adopts the hard-thresholding detector [40], [41] to track colluders. Next, given the $c_{\text{avg}} = (c_1^{\text{avg}}, c_2^{\text{avg}}, \ldots, c_g^{\text{avg}})$, the problem of finding colluders is equivalent to solving the problem of finding the subsets of columns from incidence matrix $\mathcal{C}_i$, where the logic-AND composition on these columns are exactly equal to $c^{\text{avg}}$. For example, assume customers 6 and 7 are the colluders who generate the average customer identity code as follows.

$$u_{\text{avg}} = \frac{1}{2}(u_0 + u_7) = \frac{1}{2}(2f_1 + 2f_2 - 2f_4)$$

The server computes the coefficient vector $e_{\text{avg}}$ as below.

$$e_{\text{avg}} = (u_{\text{avg}})^T\mathcal{F} = [1, 1, 0, 0, 0, 0, 0]$$

As a result, based on the Eqn. (30), $e_{\text{avg}}$ can be extracted as $c_{\text{avg}} = [1, 1, 0, 0, 0, 0, 0]$. We can observe that the logic-AND of columns 6 and 7 in $\mathcal{C}_i$ is exactly equal to $c^{\text{avg}}$, while operations on other columns cannot produce the same result. This instance demonstrates that the colluders can be uniquely identified by the BIBD-based customer identity code.

VI. PERFORMANCE EVALUATION

We undertake experiments to evaluate the performance of our SecureMark-DL. Each data owner in our experiments has a smartphone with 6GB RAM and the Android 6.0 operating system. The “Cloud” is replicated using a Lenovo server with an Intel(R) Xeon(R)E5-2620 2.10GHz CPU, 16GB RAM, 256SSD, 1TB mechanical hard disk, and Ubuntu 18.04. Each customer is given an HP 17 8550u notebook with a 1.8GHz CPU, 8GB flash memory, 256GB SSD, and 500GB mechanical hard drive, as well as the 64-bit Windows 10 operating system. We first experimentally demonstrate the high privacy-preserving level of SecureMark-DL in Section VI-A, where we verify the performance of the proposed Privacy Partitioning on three different datasets, i.e., MNIST$^2$, LFW$^3$ and CIFAR-10$^4$. Then, in Section VI-B, we further analyze the performance of the designed fingerprint, and demonstrates demonstrate its robustness against various attacks.

A. Performance of Privacy Partitioning

In the discipline of computer vision, determining how to measure an image’s privacy breach has long been a difficult subject. In very diverse application settings, different persons have quite varying privacy requirements. In general, in the field of computer vision, indistinguishable metrics are often used to evaluate the quality of pictures relative to the benchmark picture. Common metrics such as MSE (Mean Squared Error) [42], [43], SSIM (Structural Similarity Index) [44], [45], and DPD (Deep Perceptual Distance) [46], [47], are widely used to quantify the human perceptual capability over images. In our experiments, we estimate the indistinguishability between recovered images and the original images using a set of measures (given below), which will serve as a proxy for quantifying image privacy leakage.

- **MSE.** This method is used to calculate the perpixel $l$-2 Euclidean distance between two images, which can be used to assess image reconstruction quality. That is, the smaller the MSE value between the two images, the higher the similarity between the two. However, relying solely on MSE is not sufficient because it assumes that pixels are independent of each other. One can blur an image to change the $l$-2 Euclidean distance slightly but cause a large change in perception.

- **SSIM.** This method is computed to capture the structural information between two images, which improves the performance of MSE because of the assumption that the elements are not mutually independent [44], [45]. SSIM is ranged from $[-1, 1]$, where SSIM = 1 means that the given two images are identical.

- **DPD.** Recent research shows that the internal activation of DNNs trained for image inference is very useful for capturing the perceptual loss corresponding to human visual perception [46], [47]. In our experiments, we adopt DPD [47] as a complementary metric of MSE and SSIM to capture the perceptual indistinguishability of recovered images. For this measure, the higher value indicates lower indistinguishability between recovered images and original images.

- **Reprint accuracy.** Reprint accuracy [43] is used to measure the model classification accuracy with recovered images. It can be used to determine how much privacy has been lost in recovered photos as compared to the originals.

1) Analysis of Privacy Protection under MNIST Dataset: We first test the effectiveness of our proposed Privacy Partitioning under the MNIST dataset. The MNIST dataset contains 60,000 handwritten digit images, 10,000 of which are test samples and the remaining are training samples. As our target model, we use a five-layer ReLU-based fully-connected feed-forward neural network with 900 hidden units. In the training phase, we deploy the first two layers to each data owner’s device while leaving the remaining layers in the cloud. Concretely, we train the model as well as defenders (described below) for 600 epochs with the batch size of 32, where the learning rate of the model and defender are set as 0.0001 and 0.001, respectively. The dropout technique

\[\text{http://yann.lecun.com/exdb/mnist/}\]
\[\text{http://vis-www.cs.umass.edu/lfw/}\]
\[\text{https://www.cs.toronto.edu/~kriz/cifar.html}\]
[48] with the probability of 0.15 is also utilized to prevent over-fitting. In the inference phase, the attacker is able to access the outputs of local layers and tries to recover input images, where we adopt MSE and SSIM as the distance metric (i.e., \( d(\mathbf{x}, f_{\mathbf{e}_3}(f_{\mathbf{e}_1}(\mathbf{x}))) \)) shown in Eqn.(3)) to measure the indistinguishability between recovered images by attacks and original images.

To facilitate analysis, we set the weight \( \mu \) used to embedding the fingerprint as 0.2, and the threshold \( \tau \) is set to 0.85. The length of the fingerprint is set to 302 binary bits, which consists of a Community Relationship Code with a length of 60 bits and two independent Customer Identity Code with a length of 121 bits. This can accommodate a total of \( N = \frac{121(120)}{11^{10}} \times \frac{121(120)}{11^{10}} = 17421 \) customers and resist up to \( k = 11 - 1 = 10 \) colluders. Such parameter settings are sufficient for real scenarios and are also used in subsequent experiments for fingerprint performance estimation. Note that to evaluate the performance of privacy partitioning, the above parameter settings for embedding fingerprints are also used in the datasets LFW and CIFAR-10. To avoid redundancy, we will not repeat them.

**Table I: Multiple attacks versus single defense under the MNIST dataset**

| Attack | MSE | SSIM | Model Accuracy(%) |
|--------|-----|------|--------------------|
| Attack1 | 0.081 | 0.498 | 96.85 |
| Attack2 | 0.082 | 0.497 | 96.85 |
| Attack3 | 0.023 | 0.805 | 96.85 |
| Attack4 | 0.024 | 0.756 | 96.85 |
| Attack5 | 0.073 | 0.533 | 96.85 |
| Attack6 | 0.089 | 0.433 | 96.85 |
| Attack7 | 0.074 | 0.511 | 96.85 |
| Attack8 | 0.048 | 0.661 | 96.85 |

**Multiple Attacks Versus Single Defender:** As described before, each data owner can independently construct a local defender during the training phase. To demonstrate the advantages of this way, we first assume that the local defender of each data owner is unified. Without loss of generality, we set the defender as a two-layer ReLU-based neural network. Attackers (e.g., the server) can access the outputs of each local network (i.e., hidden state \( H^3 \)), and use them to construct architectures to recover input images. To test the ability to resist attacks under different architectures, the attacker network is constructed as a combination of different hyperparameters, such as the number of hidden layers, the type of activation function, and the number of neurons in each layer. In total, we select 8 different attack models as follows.

- Attack1. 900 \( \rightarrow \) Tanh \( \rightarrow \) 900 \( \rightarrow \) ReLU \( \rightarrow \) 900 \( \rightarrow \) Sigmoid
- Attack2. 900 \( \rightarrow \) ReLU \( \rightarrow \) dropout(0.15) \( \rightarrow \) 900 \( \rightarrow \) Sigmoid
- Attack3. 900 \( \rightarrow \) Tanh \( \rightarrow \) 900 \( \rightarrow \) Sigmoid
- Attack4. 900 \( \rightarrow \) Tanh \( \rightarrow \) 900 \( \rightarrow \) Sigmoid \( \rightarrow \) 900 \( \rightarrow \) Sigmoid
- Attack5. 600 \( \rightarrow \) ReLU \( \rightarrow \) 600 \( \rightarrow \) Sigmoid
- Attack6. 1024 \( \rightarrow \) ReLU \( \rightarrow \) 1024 \( \rightarrow \) Sigmoid
- Attack7. 1 \( \rightarrow \) Dconv \( \rightarrow \) Tanh \( \rightarrow \) 900 \( \rightarrow \) Sigmoid
- Attack8. 900 \( \rightarrow \) Sigmoid

We record the model accuracy and the quality of recovered images (denoted as MSE and SSIM). Table 1 displays the results. We can see that as the weight of the defender increases for each attack model, the overall trend of MSE increases (SSIM decreases), but the model’s accuracy remains high (> 96%). This demonstrates that adding defenders (with 304-bit fixed-length fingerprint) during training makes it harder for attackers to recover input images while maintaining a high model accuracy. We can see that the images recovered by the attacker are difficult to identify in the presence of a defender. However, it is insufficient to set a unified defender for every data owner. For example, for some attack models, such as attack3 and attack4, we can find that the MSE is still small (SSIM is still high) compared to other rows\(^5\), which means that a single defender cannot resist various types of attacks. In the following subsection, we extend the single defender to multiple defenders and then demonstrate the advantages of this change.

**Table II: Multiple attacks versus multiple defenders under the MNIST dataset**

| Defender Setting | MSE Accuracy | SSIM Accuracy | Model Accuracy(%) |
|------------------|--------------|---------------|--------------------|
| Attack1 0.088/0.492 | 0.001/0.496 | 0.001/0.496 |
| Attack2 0.090/0.492 | 0.003/0.500 | 0.003/0.500 |
| Attack3 0.092/0.492 | 0.003/0.500 | 0.003/0.500 |
| Attack4 0.094/0.492 | 0.003/0.500 | 0.003/0.500 |
| Attack5 0.096/0.492 | 0.003/0.500 | 0.003/0.500 |
| Attack6 0.098/0.492 | 0.003/0.500 | 0.003/0.500 |
| Attack7 0.098/0.492 | 0.003/0.500 | 0.003/0.500 |
| Attack8 0.100/0.492 | 0.003/0.500 | 0.003/0.500 |

**Multiple Attacks Versus Multiple Defender:** We have shown that it is difficult for a single defender to defend against various types of attacks in previous experiments. We mitigate this problem by requiring each data owner to independently select a custom defender. To facilitate the experiment, we choose four different defenders and randomly assign them to 20 data owners. The attack model is consistent with previous experiments, and we also choose MSE and SSIM as metrics. The detailed description of the selected defenders is as follows.

- Defender\(^1\). 900 \( \rightarrow \) Tanh \( \rightarrow \) 900 \( \rightarrow \) Sigmoid
- Defender\(^2\). 900 \( \rightarrow \) Sigmoid
- Defender\(^3\). 900 \( \rightarrow \) Tanh \( \rightarrow \) 900 \( \rightarrow \) Sigmoid
- Defender\(^4\). 900 \( \rightarrow \) Sigmoid \( \rightarrow \) 900 \( \rightarrow \) Sigmoid

As shown in Table 2, we can observe that the performance of each attack model is significantly degraded when multiple defenders are added to the training process, compared to the performance when there is a single or no defender. This is primarily due to the fact that training multiple defenders increases the randomness of the input image confusion, making it more difficult for the adversary to recover the input images.

2) Analysis of Privacy Protection under LFW and CIFAR-10 Dataset: We should choose the appropriate intermediate layer as the partition point to achieve an elegant balance of model utility and privacy. As a result, the adversary struggles to recover the input images while maintaining high model accuracy. To achieve this, we conduct experiments on the LFW and CIFAR-10 datasets, respectively, where LFW contains

\(^5\)Generally speaking, the similarity between two pictures is considered low when MSE is greater than 0.05 and SSIM is less than 0.6.
13233 images of faces collected from the web. CIFAR-10 contains 60,000 images, of which 10,000 are test images and the others are training images. It is a benchmark dataset for object recognition. For the constructed training model, we select different partition points (denoted as pool1, pool2 and pool3) and analyze their utility. The details of the training model, partition points, defenders and attack models, are shown as follows.

1) The DNNs model used in LFW dataset is shown as follows:
\[
\text{conv2d } 8 \times 8 \rightarrow \text{conv2d } 8 \times 8 \rightarrow \text{maxpool } (pool_1) \ 4 \times 4 \rightarrow \text{conv2d } 5 \times 5 \rightarrow \text{conv2d } 5 \times 5 \rightarrow \text{maxpool } (pool_2) \ 3 \times 3 \rightarrow \text{conv2d } 5 \times 5 \rightarrow \text{maxpool } (pool_3) \ 3 \times 3 \rightarrow \text{conv2d } 5 \times 5 \rightarrow \text{maxpool} \ 3 \times 3 \rightarrow 800 \rightarrow \text{dropout}(0.8) \rightarrow 800.
\]

Please keep in mind that each convolutional layer is followed by layers of ReLU activation and batch normalization.

2) The outputs of the first three pooling layers, namely pool1, pool2, and pool3, were chosen as the partition point in our studies, since the outputs of these layers can be used to denote the different levels of abstraction of features extraction from the model. The defender is built based on the layer that was chosen for partition. For example, if the partition point is pool2, the defender will be the reversed form of local layers, as seen below.
\[
\text{deconv2d } 5 \times 5 \rightarrow \text{deconv2d } 5 \times 5 \rightarrow \text{ReLU} \rightarrow \text{conv2d } 8 \times 8 \rightarrow \text{deconv2d } 8 \times 8 \rightarrow \text{tanh}.
\]

3) The attack models used in LFW dataset are also constructed based on which layer selected for partition, since the dimension of input layer may be different with different partition point. For example, if we select the pool2 as the partition point, the attacks are shown as follows:
- **Attack1.** deconv2d 5 × 5 → deconv2d 5 × 5 → ReLU → conv2d 8 × 8 → deconv2d 8 × 8 → tanh.
- **Attack2.** 4090 → ReLU → 12288 → Sigmoid
- **Attack3.** 4090 → Tanh → dropout(0.15) → 12288 → Sigmoid

4) In our CIFAR-10 experiment, we use the VGG-19 with batch-normalization as the training model. Defender’s design is likewise comparable to that of prior experiments. For example, if the partition point is set at pool2, the defender appears as follows:
\[
deconv2d \ 3 \times 3 \rightarrow \text{BatchNorm} \rightarrow \text{ReLU} \rightarrow \text{deconv2d} \ 3 \times 3 \rightarrow \text{BatchNorm} \rightarrow \text{ReLU} \rightarrow \text{deconv2d} \ 3 \times 3 \rightarrow \text{BatchNorm}.
\]

5) The attacks CIFAR-10 dataset are shown as follows:
- **Attack1.** deconv2d 3 × 3 → BatchNorm → ReLU → deconv2d 3 × 3 → BatchNorm → tanh → deconv2d 3 × 3 → BatchNorm.
- **Attack2.** 1024 → ReLU → 3072
- **Attack3.** 1024 → ReLU → dropout(0.15) → 3027

Similar to previous experiments, SSIM, MSE, DPD, and reprint accuracy are used to measure the difference between the input image and the restored image. We test the effectiveness of different attack models with defenders and record the results under the best attacks (shown in Fig. 4). Fig. 4(a) shows that our model still maintains a good classification accuracy (> 88%) on both LFW and CIFAR-10 dataset. We notice that placing the partition point on a “deeper” layer results in a slight weakening of accuracy compared to placing it on a shallow layer. In fact, putting the partition point in a shallower layer is beneficial to the subsequent layers to offset the noise caused by the introduction of the defender, thereby helping to improve the accuracy of the model. Fig. 4(b) shows that placing the partition point in three different locations makes it difficult for the adversary to recover the input image. However, the reprint accuracy gradually decreases as we deploy the partition point in the deeper layers. This is well understood. As mentioned above, when the partition point is placed in a deeper layer, the noise caused by the defender will be relatively difficult to be fully offset. This will hurt the accuracy of the model to some extent, while increasing the difficulty of recovering the input image. In Fig. 4(c-e), it is obvious that privacy partitioning deteriorates the quality of the recovered image for all the metrics considered. In addition, the results also suggest that the partition point should be placed in deeper layers to achieve a better level of privacy protection. Appendix 1.5 give the results of the visualization.

Overall, it will be more secure if the partition point is placed in deeper layers. However, as mentioned earlier, this may compromise the classification accuracy of the model to some extent. In addition, deploying more layers locally will also compromise the intellectual property of DNNs. Therefore, in practical applications, the server needs to comprehensively consider various factors to make a trade-off between model utility and privacy.

### B. Performance of Fingerprint

The above experiments have demonstrated the efficiency of Privacy Partitioning, and shown that the model still gives satisfactory classification accuracy under the fingerprint embedded with long bits (304 bits). The performance of the proposed fingerprint is discussed in this section. Because each customer’s fingerprint is made up of the community relationship code and the customer identity code, as previously demonstrated, we first discuss the nature of the community relationship code while maintaining the neighborhood structure, and then demonstrate the robustness of the customer identity code against various attacks. Due to page constraints, we are only displaying the experimental results for the MNIST and CIFAR-10 datasets. The community relationship between users is simulated by three public social network datasets (shown below). Besides, all the parameters related to the Privacy Partitioning, such as the choice of defenders and attack models, are consistent with previous experiments.⁶

1) **Analysis of CRC:** In our SECUREMARK-DL, to represent the social network structure of customers, we employ community relationship code. Customers from similar communities will be assigned similar CRCs, but customers from unrelated areas will be assigned extremely different CRCs. This property allows the server to immediately identify

⁶Note that in the CIFAR-10 dataset, we only use pool2 as the partition point for simplicity.
questionable consumer groups. To demonstrate this, we use the Stanford Network Analysis Platform (SNAP) \(^7\) to obtain three public social network datasets and run experimental simulations on them. Each dataset is a large-scale adjacency graph, with each node representing a customer in our study and the edge between two points representing the link between the two entities. The following is a list of each dataset’s comprehensive information.

- **Facebook** is an undirected graph of 88234 edges and 4039 nodes, with each node (i.e., customer) divided into ten communities.
- **Twitter** is a directed graph with 1,768,149 edges and 81,306 customers, and all customers are classified into 1,000 communities.
- **Google** is a directed graph with 13673453 edges and 107614 customers, and all customers are classified into 133 communities.

We select CRCs with different lengths (ranging from 15 to 60 bits) and evaluated their performance on three datasets. The results are shown in Fig. 5, where \(p_{ij}\) is used to represent the Hamming distance between the community relationship code of customer \(i\) and \(j\). In the implementation process, if \(p_{ij}\) is less than the given threshold distance \(\text{dist} \in [0, 3]\), then \(p_{ij} = 1\), otherwise \(p_{ij} = 0\). We can obtain the accuracy of preserving the neighborhood structure of CRC under different social networks in this manner. The CRCs, as shown in Fig. 5, can accurately preserve the neighborhood structure between different customers. Furthermore, as the length of the code increases, so does the trend of accuracy.

2) **Analysis of CIC**: As previously stated, BIBD is used to generate a unique CIC for each customer. Such CICs ensure that the synthesized code of any \(K\) or fewer customer identity codes remains unique. Besides, the inexplicability of the model makes the embedded fingerprints integrated as a component of the parameters, so that the adversary cannot accurately locate where the fingerprint is embedded in the model. This makes our designed fingerprint robust to various attacks. To demonstrate this, we adopt two separate \((121,11,1)\)-BIBD AND-ACC codebooks to generate the CIC. It can accommodate a total of \(N = \frac{121(120)}{11(10)} \times \frac{121(120)}{11(10)} = 17421\) customers and resist up to \(k = 11 - 1 = 10\) colluders. We use the MNIST and CIFAR-10 datasets for fingerprint embedding respectively. The threshold \(\tau\) used in extraction is set to 0.85, and the weight \(\mu\) of the embedded fingerprint is set to 0.2.

**Collusion Attack**: We focus on the average fingerprint collusion attack, which is a traditional and cost-effective attack method. The principle of the attack has been described in Section IV. We record the detection rate of \((121,11,1)\)-BIBD CIC with different numbers of colluders, as shown in Fig. 6(a). It is clear that when the number of conspirators is 10 or less, the detection rate remains at 100%, which is consistent with the nature of the \((121,11,1)\)-BIBD CIC. On both datasets, we

\(^7\)http://snap.stanford.edu/
also track the false alarm rate. Fig. 6(b) depicts the results. When the number of colluders does not exceed 10, the error rate remains constant at 0%, which is also consistent with the previous maximum detectable number $k = 10$.

To study the difference between CICs with different lengths, we conduct experiments to compare the effectiveness of $(121, 11, 1)$-BIBD code and $(49, 7, 1)$-BIBD code on collusion attacks, where the $(49, 7, 1)$-BIBD has a collusion resilience level $k = 7 - 1 = 6$. As shown in Fig. 7, we can observe that $(121, 11, 1)$-BIBD code has a better detection rate as well as false alarm rate than $(49, 7, 1)$-BIBD code. However, compared with $(49, 7, 1)$-BIBD code, $(121, 11, 1)$-BIBD code is required to allocate more bits for each customer, which may hurt the model accuracy when more bits are embedded in the model. Therefore, in practical applications, the server needs to make a trade-off based its desired collusion resilience requirement.

**Model Fine-tuning Attack**: Next we discuss the performance of the fingerprint we designed under the model fine-tuning attack. Specifically, given the original optimization requirement.

**Model Compression Attack**: Finally, we discuss the effectiveness of CIC against model compression attacks. We consider parameter pruning, a very common model compress-

![Figure 6: The performance of $(121, 11, 1)$-BIBD CIC with collusions. (a) Detection rate. (b) False alarm rate.](image)

3) Analysis of the Efficiency of Fingerprint Embedding and Extraction: Since the fingerprint (FP) for each user is embedded by training the model using an additional regularization term, which means the model has to be re-trained every time to embed a unique fingerprint for each customer. To demonstrate the negligible computational overhead incurred in this process, we separately record the ratio of the overhead for embedding and extracting fingerprints to the total cost of training the model under the MNIST and CIFAR-10 datasets. The results are summarized in Table 3, where we can see that compared with the overhead required for training the model, the running time required for fingerprint embedding and extraction is almost negligible. This also confirms the practicality of **SECUREMARK-DL**.

**TABLE III: Comparison of computation overhead**

| Dataset   | FP Embedding | FP Extraction |
|-----------|--------------|---------------|
| MNIST     | 5.424%       | 0.007%        |
| CIFAR-10  | 2.413%       | 0.059%        |

**VII. RELATED WORK**

A. Privacy-preserving Deep Learning

In summary, existing privacy-preserving distributed deep learning approaches are mostly evolved from two underlying techniques: Cryptographic primitive-based technologies [8], [9] and **Differential Privacy** [11], [12]. Commonly used cryptographic techniques include Secure Multiparty Computing (SMC) and homomorphic encryption. For example, Aono et al. [9] designed a secure distributed deep learning framework. The authors resorted to the LWE-based homomorphic encryption to encrypt the local gradients shared with the multiple participants. Moreover, in the training process, asynchronous stochastic gradient descent and secure channels are used to improve the efficiency and security of communication. Bonawitz et al. [26] also designed a secure federated training structure. With the diffie-hellman key exchange protocol and shmair secret sharing strategy, the proposed model can ensure that users share parameters privately even if there are abnormal situations, such as users dropping out, network interruption, and equipment damage. However, Cryptographic primitive-based technologies inevitably incur huge computational or
communication burdens, as well as not suitable for distributed training scenarios, where data providers are typically mobile devices with limited computing capabilities and storage.

Compared with cryptography-based protocols, privacy-preserving deep learning with differential privacy [11], [12] is outstanding in performance. It only requires data owners to perturb sensitive data before sharing them, and ensures the data perturbation mechanism satisfies a pre-set privacy budget. Unfortunately, the state-of-the-art result [13] has shown that current deep learning mechanisms based on differential privacy rarely provide acceptable utility-privacy trade-offs for complex learning tasks. Moreover, recent research [14] has verified that distributed, federated, or decentralized deep learning approach is fundamentally broken even all parameters are obfuscated via differential privacy. Recently, the technology of privacy partitioning was proposed [30] to alleviate the above problems. Privacy partitioning is to split the training model, and adds the penalty function into the optimization function to realize the privacy protection of the training data. Unfortunately, the original privacy partition does not perfectly support distributed deep learning. It requires a trusted third party to collect user data and interact with the server, which is inconsistent with most applications in real life.

**B. Watermarking for Deep Learning**

Watermarking technologies are widely used in DNNs to provide verification channels for the intellectual property of the model. For example, Adi et al. [15] designed to use backdoors to embed watermarks. Rouhani et al. [16] presented DeepSigns, which embeds a given secret into the probability density function of the DNN model. Namba et al. [51] exploit the method of exponential weighting to guide the watermarking process, i.e., it exponentially increases the weight that affects the prediction result significantly during the watermark embedding process. Other works, like [17]–[22], achieved similar goals using various technologies, including adversarial examples [17], [18], regularization parameter [19], [20] and backdoors based technologies [21], [22]. However, as presented before, existing work exclusively focuses on whether the target model is infringed with copyright, and rarely considers tracking of pirates. To the best of our knowledge, only Chen et al. [52] proposed the first end-to-end piracy tracking model. The authors also used balanced in-complete block design (BIBD) to generate fingerprints and prevented collusion attacks from multiple customers. However, their solution is not suitable for collusion detection in a large-scale customers environment, because the relationship between customers is not considered in the process of fingerprint design. Moreover, work [52] also neglected the privacy protection of the samples involved in the training process.

**VIII. CONCLUSION**

We propose SecureMark-DL, the first privacy-preserving deep learning framework with model ownership protection and traitor tracing. Extensive experiments on the MNIST LFW and CIFAR10 datasets and different types of DNNs, show that SecureMark-DL outperforms existing works in terms of training accuracy, privacy, and robustness. Future research in this area will concentrate on improving the security and efficiency of SecureMark-DL.
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