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MALGORZATA STAWISKA

Abstract. We prove completeness of the space $P_s$ of probability measures in $\mathbb{R}^N$ which have equal moments up to order $s$, where $s \in \mathbb{N}$, endowed with the metric

$$d_s(\mu, \nu) = \sup_{x \in \mathbb{R}^N \setminus \{0\}} \frac{\hat{\mu}(x) - \hat{\nu}(x)}{|x|^s}.$$ 

This solves an open problem formulated in [CT].
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1. Introduction

The possibility of introducing a metric on probability measures over a Polish space which metrizes their weak*-convergence is a topic with a long history. Many examples of such metrics are known (for collections of such examples, see e.g. [Du02], [GSu], [V]), exploring properties of various quantities and objects associated to probability measures. The systematic use of metrics based on the Fourier transforms of measures (and more generally, of tempered distributions) was initiated in the 1950s by J. Deny ([De50], [De51]). Developing and generalizing ideas in potential theory due to H. Cartan ([Ca41], [Ca45]), he studied the metric given for two probability measures $\mu, \nu$ in $\mathbb{R}^N$ by the $L^2$ norm of the Riesz potential of their difference: $d(\mu, \nu) = \|\frac{\hat{\mu} - \hat{\nu}}{|x|^{s/2}}\|_2$, with $0 < s < N$. Some of his arguments carry over to the case of $s = N$ (the logarithmic potential in $\mathbb{R}^N$) and were also made explicit in [CKL]. Recently a new class of metrics dependent on a real positive parameter $s > 0$, motivated by applications to statistical physics and optimal transport theory ([GTW], [TV], [CT]), was defined by using Fourier transforms of probability measures. The aim of our present note is to prove a theorem concerning completeness of a certain space.
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of probability measures endowed with this kind of metric. This was posed as an open problem in [CT]. All relevant definitions, auxiliary results, the statement of the theorem and finally its proof are presented in the next two sections.

We should mention that another class of Fourier-based probability metrics was lately introduced by Cho ([Cho15]). These metrics are also related to the (inverse) Riesz potentials of Fourier transforms of the measures, but the discussion is beyond the scope of this note.

2. Preliminary material

Throughout, we will work in $\mathbb{R}^N$, $N \geq 1$. For a function $f$ which has derivatives up to order $m-1$ in an open set $U \subset \mathbb{R}^N$ and the derivative of order $m$ at $0 \in U$, we will use Taylor’s formula with remainder in Peano form ([Sch81a, Theorem 37]):

$$f(x) = f(0) + f'(0).x + ... + \frac{f^{(m)}(0)}{m!}(x,...,x) + \alpha \|x\|^m,$$

where $\alpha$ tends to 0 together with $x$.

The converse will be also useful:

**Theorem 2.1.** ([Sch81a, Theorem III.7.38]): Let $f$ be an $m$-fold differentiable mapping from an open set $U \subset E$, where $E$ is an affine normed space, into a normed vector space $F$. If there exist $k$-linear continuous symmetric mappings $L_k$ of the space $E^k$ into $F$, $k = 1, ..., m$, and an element $L_0 \in F$ such that

$$f(a + h) = L_0 + L_1 h + \frac{L_2}{2!} h^2 + ... + \frac{L_m}{m!} h^m + \alpha \|h\|^m,$$

where $\alpha = \alpha(h)$ tends to 0 along with $h$, then necessarily

$$L_k = f^{(k)}(a), \quad k = 1, ..., m$$

and

$$L_0 = f(a).$$

By a “probability measure on $\mathbb{R}^N$” we mean a (Radon) probability measure on the Borel $\sigma$-algebra generated by the standard topology in $\mathbb{R}^N$. We will use some standard definitions and results in probability:

**Definition 2.2.** (cf. e.g. [Du02], Section 9) Let $C^b(\mathbb{R}^N)$ be the set of all bounded continuous real-valued functions on $\mathbb{R}^N$. We say that the probability measures $\mu_n$ converge (weakly*) to a probability measure $\mu$ if and only if for every $\varphi \in C^b(\mathbb{R}^N)$, $\int \varphi d\mu_n \to \int \varphi d\mu$ as $n \to \infty$. 

Notation 2.3. The function

\[ \hat{\mu}(x) = \int_{\mathbb{R}^N} e^{-i\langle x, v \rangle} d\mu(v), \quad x \in \mathbb{R}^N, \]

where \( \langle \cdot, \cdot \rangle \) denotes the standard scalar product in \( \mathbb{R}^N \), is the Fourier transform (characteristic function) of \( \mu \).

Note that the function \( \hat{\mu} \) is continuous and bounded on \( \mathbb{R}^N \). Furthermore (cf. [Du02], Theorem 9.4.4), if \( \int_{\mathbb{R}^N} x^\beta d\mu(x) \) is finite for a multi-index \( \beta = (\beta_1, ..., \beta_N) \), then \( \hat{\mu} \) has continuous partial derivative \( D^\beta \hat{\mu} \) in \( \mathbb{R}^N \), satisfying the formula

\[ D^\beta \hat{\mu}(x) = \int_{\mathbb{R}^N} (iv)^\beta e^{-i\langle x, v \rangle} d\mu(v). \]

Recall also that the existence of moments \( \int x^\beta d\mu \) up to order \( s \) of a probability measure \( \mu \) implies the existence and continuity of partial derivatives \( D^\beta \hat{\mu} \) of the Fourier transform \( \hat{\mu} \) of \( \mu \) for all \( |\beta| = \beta_1 + ... + \beta_N \leq s \). It follows that (cf. [Sch81a], Ch. III, Section 5, Theorem 28) \( \hat{\mu} \) is \( s \) times continuously differentiable in \( \mathbb{R}^N \).

An important relation between the weak* convergence of probability measures and their Fourier transforms is given by the Lévy continuity theorem:

**Theorem 2.4.** (cf. [Du02], Theorem 9.8.2): If \( \mu_n, n = 1, 2, ... \) are probability measures on \( \mathbb{R}^N \) whose characteristic functions converge for all \( x \) to some \( g(x) \), where \( g \) is continuous at 0 along each coordinate axis, then \( \mu_n \to \mu \) weakly* to a probability measure \( \mu \) with characteristic function \( g \).

We will also use Skorokhod’s representation theorem:

**Theorem 2.5.** (cf. [Bi], Chapter 5)

Let \( \mu_n, n \in \mathbb{N} \) be a sequence of probability measures on a metric space \( S \) such that \( \mu_n \) converges weakly* to some probability measure \( \mu \) as \( n \to \infty \). Suppose also that the support of \( \mu \) is separable. Then there exist random variables \( Y_n, Y \) defined on a common probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) such that the law of \( Y_n \) is \( \mu_n \), the law of \( Y \) is \( \mu \) and such that \( Y_n(\omega) \) converges to \( Y(\omega) \) for all \( \omega \in \Omega \).

3. Completeness in a Fourier-based metric

A significant part of the paper [CT] is devoted to the study of a metric based on Fourier transform, defined on suitable spaces of probability measures:
Notation 3.1. ([CT], page 88) Fix a real number \( s > 0 \). For any pair of probability measures \( \mu, \nu \) on \( \mathbb{R}^N \) we let
\[
d_s(\mu, \nu) = \sup_{x \in \mathbb{R}^N \setminus 0} \frac{\hat{\mu}(x) - \hat{\nu}(x)}{|x|^s},
\]
where \( \hat{\mu}(x) \) is the Fourier transform (characteristic function) of \( \mu \).

In [CT], finiteness of the above expression for certain pairs of probability measures was proved:

Proposition 3.2. ([CT], Proposition 2.6): Let \( s > 0 \) be given and let \( \mathcal{P}_s \) denote the space of all probability measures on \( \mathbb{R}^N \) with finite moments up to order \([s]\). The expression \( d_s(\mu, \nu) \) is finite if \( \mu, \nu \) have equal moments up to order \([s]\) if \( s \not\in \mathbb{N} \) or up to order \( s - 1 \) if \( s \in \mathbb{N} \).

Remark 3.3. Note that the proof works for probability measures satisfying a weaker assumption, that is, those with characteristic functions differentiable up to order \([s]\) at 0. Indeed, from Taylor’s formula with Peano remainder it can be easily seen that the expression \( d_s(\mu, \nu) \) is finite if \( \mu, \nu \) have equal derivatives up to order \([s]\) at 0 if \( s \not\in \mathbb{N} \) or up to order \( s - 1 \) if \( s \in \mathbb{N} \). More precisely, for \( s \not\in \mathbb{N} \) and probability measures \( \mu, \nu \in \mathcal{P}_s \) with equal derivatives up to order \([s]\) at 0 we get that \( \mu(x) - \nu(x) \) is of order \( o(|x|^s) \) in a neighborhood of 0, hence \( d_s(\mu, \nu) < +\infty \). For \( s \in \mathbb{N} \) and any two \( \mu, \nu \) with equal derivatives up to order \( s - 1 \), the expression \( d_s(\mu, \nu) \) is still finite, but now the bound in a neighborhood of 0 involves also the difference between the derivative maps at 0 of \( \hat{\mu} \) and \( \hat{\nu} \). In view of results of [Ro87], it would be interesting to find other possible conditions sufficient for finiteness of \( d_s \).

Some subspaces of \( \mathcal{P}_s \) are complete with respect to the metric \( d_s \). An example is presented in [CT]: given \( s, a > 0 \), let us denote by \( \mathcal{X}_{s,a,M} \) the set of probability measures \( \mu \in \mathcal{P}_{s+a}(\mathbb{R}^N) \) such that \( \int_{\mathbb{R}^N} v^\beta d\mu(v) = M_\beta \in \mathbb{R}_+ \) for all multi-indices \( |\beta| \leq [s] \) with \( M_\beta \) fixed numbers and \( \int_{\mathbb{R}^N} v^{s+a} d\mu(v) \leq M_{s+a} \in \mathbb{R}_+ \), where the set of all \( M_\beta \) and \( M_{s+a} \) is denoted simply by \( M \).

Proposition 3.4. ([CT], Proposition 2.7): The set \( \mathcal{X}_{s,a,M} \) endowed with the distance \( d_s \) is a complete metric space.

As noticed in Remark 2.8 of [CT], the proof of the Proposition 3.4 given in that paper does not establish the completeness of the set of probability measures \( \mu \in \mathcal{P}_m(\mathbb{R}^N) \) with \( m \in \mathbb{N} \), such that \( \int_{\mathbb{R}^N} v^\beta d\mu(v) = M_\beta \in \mathbb{R}_+ \) for all multi-indices \( |\beta| \leq m \) with \( M_\beta \) given,
endowed with the distance \( d_m \). Therefore an open problem was formulated within the same remark as follows: “It would be nice to prove or rather disprove such statement at least for the \( d_2 \) distance.” The assumptions on \( \mu_n \) are not enough to conclude anything about uniform behavior of their derivatives of order \( s \). Nevertheless, below we are going to solve this problem by proving the following statement:

**Theorem 3.5.** Let \( s \in \mathbb{N} \) be fixed and let \( \mathcal{P}_s^= \) denote the space of all probability measures in \( \mathcal{P}_s \) which have equal moments up to order \( s \). The metric space \( (\mathcal{P}_s^=, d_s) \) is complete.

**Proof.** Let the sequence of measures \( \{\mu_n\}_{n \in \mathbb{N}} \subset \mathcal{P}_s^= \) be a Cauchy sequence with respect to the metric \( d_s \). That is, for every \( \varepsilon > 0 \) there is an \( n_\varepsilon \in \mathbb{N} \) such that for every \( n, m > n_\varepsilon \) one has the inequality

\[
\sup_{x \in \mathbb{R}^N \setminus 0} \frac{|\hat{\mu}_n(x) - \hat{\mu}_m(x)|}{|x|^s} < \varepsilon.
\]

**Step 1.** We will first show that \( \mu_n \) converges weakly* to a probability measure \( \mu \in \mathcal{P}_s^= \). To do this, observe (similarly to Proposition 3.4 in [CT]) that for any fixed \( x \in \mathbb{R}^N \) the sequence \( \{\hat{\mu}_n(x)\}_{n \in \mathbb{N}} \) is a Cauchy sequence in \( \mathbb{C} \) (for \( x = 0 \) the sequence is constant, of value \( 1 \)). Hence the sequence of Fourier transforms \( \{\hat{\mu}_n\} \) converges pointwise to some function \( g \) on \( \mathbb{R}^N \) with \( g(0) = 1 \). The equality of all moments of orders up to 1 for all \( \mu_n \) imply that the functions \( \hat{\mu}_n \) are uniformly Lipschitz on a neighborhood \( U \) of 0 in \( \mathbb{R}^N \). By Ascoli’s theorem (cf. [Sch81b], Chapter VII, Section 6, Theorem 48, Corollary 1 and preceding examples), \( \hat{\mu}_n \) converge uniformly in \( U \) to a continuous function \( g \). By Lévy continuity theorem \( g \) is a Fourier transform of a probability measure \( \mu \) and \( \mu_n \to \mu \) weakly* as \( n \to \infty \).

**Step 2.** We will now show that \( d_s(\mu_n, \mu) \to 0 \). Note that our assumptions imply that the sequence of complex-valued functions \( f_n(x) = \frac{|\hat{\mu}_n(x) - \hat{\mu}(x)|}{|x|^s} \) is a Cauchy sequence in the space \( \mathcal{C}^b(\mathbb{R}^N \setminus 0) \) of continuous bounded (complex-valued) functions in \( \mathbb{R}^N \setminus 0 \) endowed with the supremum norm. This is a complete metric space, so there exists a function \( f \in \mathcal{C}^b(\mathbb{R}^N \setminus 0) \) such that \( f_n \) converge to \( f \) uniformly in \( \mathbb{R}^N \setminus 0 \). Hence for every \( x \neq 0 \) we have \( |\hat{\mu}_n(x) - \hat{\mu}(x)| \to |x|^s f(x) \) as \( n \to \infty \). The convergence of \( \hat{\mu}_n \) to \( \hat{\mu} \) implies that for every \( x \neq 0 \) one has \( |x|^s f(x) = 0 \), and so \( f(x) = 0 \) for every \( x \neq 0 \). This proves the claim that \( d_s(\mu_n, \mu) \to 0 \) as \( n \to \infty \).
Step 3. Now we show that the limit measure $\mu$ has all the moments of order up to $s$. Take the random vectors $Y_n,Y$ as in Skorokhod representation theorem. Let $\beta$ be a multi-index with $|\beta| \leq s$ The moment $\int x_1^{\beta_1}...x_N^{\beta_N} d\mu_n$ is equal to $\int Y_1^{\beta_1}...Y_N^{\beta_N} d\mathbb{P}$. Since $Y_n \to Y$ pointwise as $n \to \infty$, we also have $Y_1^{\beta_1}...Y_N^{\beta_N} \to Y_1^{\beta_1}...Y_N^{\beta_N}$ as $n \to \infty$. By Fatou’s lemma, $\int x_1^{\beta_1}...x_N^{\beta_N} d\mu = \int Y_1^{\beta_1}...Y_N^{\beta_N} d\mathbb{P} \leq \lim \inf_{n \to \infty} \int Y_n^{\beta} d\mathbb{P} = M_{\beta}$, so $\mu$ has finite moments up to order $s$.

Step 4. It remains to show that all the moments of $\mu$ are equal to the corresponding moments of the measures $\mu_n$. Note that the existence of all moments of order up to $s$ implies that $\hat{\mu}$ is $s$ times differentiable. Let $L_0 = 1$, $L_k = D^{(k)} \hat{\mu}(0)$, $k = 1, ..., s$. From the assumption of equality of moments of corresponding orders for all $\mu_n$, the mapping $L_k$ is the same $k$-linear continuous symmetric mapping for all $n \in \mathbb{N}$. We already know that $\hat{\mu}(0) = 1$. Let $\varepsilon > 0$ be given. We estimate

$$\frac{\|\hat{\mu}(x) - L_0 + L_1.x + ... + L_s.s.(x,...,x)\|}{\|x\|^s}$$

from above by

$$\frac{\|\hat{\mu}_n(x) - L_0 + L_1.x + ... + L_s.s.(x,...,x)\|}{\|x\|^s} + \frac{\|\hat{\mu}_n(x) - \hat{\mu}(x)\|}{\|x\|^s},$$

where $n$ is such that $\frac{\|\hat{\mu}_n(x) - \hat{\mu}(x)\|}{\|x\|^s} < \varepsilon/2$ (any such $n$ will do). By Taylor’s formula we can pick a $\delta > 0$ such that $\frac{\|\hat{\mu}_n(x) - L_0 + L_1.x + ... + L_s.s.(x,...,x)\|}{\|x\|^s} < \varepsilon/2$ as $\|x\| < \delta$. This proves that $\|\hat{\mu}(x) - L_0 + L_1.x + ... + L_s.s.(x,...,x)\| = o(\|x\|^s)$. By the converse to Taylor’s theorem, $L_k = D^{(k)} \hat{\mu}(0)$ for all $k = 1, ..., s$. This implies the equality of all partial derivatives of $\hat{\mu}$ at 0 with the derivatives of corresponding orders of $\hat{\mu}_n$ at 0, and hence of all the moments of corresponding orders up to $s$.
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