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Abstract—Harmful algae blooms (HABs), which produce lethal toxins, are a growing global concern since they negatively affect the quality of drinking water and have major negative impact on wildlife, the fishing industry, as well as tourism and recreational water use. The gold-standard process employed in the field to identify and enumerate algae requires highly trained professionals to manually observe algae under a microscope, which is a very time-consuming and tedious task. Therefore, an automated approach to identify and enumerate these micro-organisms is much needed. In this study, we investigate the feasibility of leveraging machine learning and fluorescence-based spectral-morphological features to enable the identification of six different algae types in an automated fashion. More specifically, a custom multi-band fluorescence imaging microscope is used to capture fluorescence imaging data of a water sample at six different excitation wavelengths ranging from 405 nm - 530 nm. Automated data processing and segmentation was performed on the captured fluorescence imaging data to isolate different micro-organisms from the water sample. A number of morphological and spectral fluorescence features are then extracted from the isolated micro-organism imaging data, and used to train neural network classification models designed for the purpose of identification of the six algae types given an isolated micro-organism. Experimental results using three different neural network classification models (one trained on morphological features, one trained on fluorescence-based spectral features, and one trained on fluorescence-based spectral-morphological features) showed that the use of either fluorescence-based spectral features or fluorescence-based spectral-morphological features to train neural network classification models led to statistically significant improvements in identification accuracy when compared to the use of morphological features (with average identification accuracies of 95.7% ± 3.5% and 96.1% ± 1.5%, respectively). These preliminary results are quite promising, given that the identification accuracy of human taxonomists are typically between the range of 67% and 83%, and thus illustrates the feasibility of leveraging machine learning and fluorescence-based spectral-morphological features as a viable method for automated identification of different algae types.

Index Terms—neural network, algae; cyanobacteria; fluorescence; classification; identification; microscopy; Harmful algae blooms; HABs; anabaena.

I. INTRODUCTION

Harmful algae blooms (HABs) are increasingly becoming a major threat to our water bodies. An illustrative example of the threat of HABs is an incident in the summer of 2011, where Lake Erie experienced the largest harmful algae bloom in recorded history [1] (see Figure [1] for a Moderate Resolution Imaging Spectroradiometer (MODIS) image captured by the Aqua satellite of the incident). This bloom was primarily Microcystis aeruginosa, one of the most lethal cyanobacteria genera according to the Great Lakes Environmental Research Laboratory [2].

For example, many types of cyanobacteria (a type of algae) can be extremely dangerous for humans and animals. For example, swallowing Microcystis aeruginosa can have serious side effects such as abdominal pain, diarrhea, vomiting, blistered mouths, dry coughs, and headaches [3]. In addition, Anabaena sp. can produce lethal neurotoxins called anatoxin-a which has been shown to cause death by progressive respiratory paralysis [3].

In another illustrative example, a toxin produced by Microcystis, called Microcystin-LR (MC-LR), is strictly regulated by the World Health Organization (WHO) since it can be lethal for humans [4]. In addition, the maximum acceptable concentration (MAC) for the cyanobacterial toxin Microcystin-LR (MC-LR) in drinking water is 0.0015 mg/L, based on guidelines from the Government of Canada [5]. To better prevent toxin exposure during a bloom event, active monitoring of water quality is critical as it enables the collection of accurate and timely data for decision-making.
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Fig. 1: An Moderate Resolution Imaging Spectroradiometer (MODIS) image captured by the Aqua satellite showing Lake Erie on October 9, 2011. The bloom was primarily Microcystis Aeruginosa, according to the Great Lakes Environmental Research Laboratory, which is a common type of cyanobacteria [2].

of both temporal and spatial trends of bloom activity. These spatial-temporal trends can then be inspected and analyzed via predictive analytic strategies, thus providing key stakeholders with early warning signs that a bloom may occur.

Commonly, the task of identification and enumeration of algae in natural water is conducted at certificated laboratory facilities, where highly-trained taxonomists perform manual analysis on the water samples [6]. This time-consuming process requires samples to be preserved, shipped, and then inspected at the laboratory facilities with expensive laboratory equipment. As an alternative, in-situ monitoring devices such as fluorometric meters have been used to detect specific pigment levels, which can act as an indirect indicator for the purpose of monitoring in practice. While this alternative approach can be useful for rough assessments of algae distributions, it still requires further manual confirmation due to the level of granularity in order to inform decision-makers to take the necessary actions needed to minimize exposure risk. Furthermore, a study presented by Culverhouse et al. show that human taxonomists have an identification accuracy between 67% and 83%, depending on the taxonomist [7]. It is their conclusion is that the experts in the study are not unanimous in their identification, even when inspecting microorganisms with very distinct morphology [7]–[10]. Therefore, a method that could not only directly identify algae types in an automated and cost effective manner is highly desired for water industry.

In this study, we investigate the feasibility of leveraging machine learning and fluorescence-based spectral-morphological features to enable the identification of six different algae types in an automated fashion. More specifically, we explore and investigate the efficacy of a number of different morphological and spectral fluorescence features extracted from multi-band fluorescence imaging data when used to train neural network classification models designed for the purpose of identification of six algae types in an automated manner.

The paper is organized as follows. First, related work is discussed in Section II. Second, the proposed methodology for investigating the feasibility of automated identification of algae types is presented in Section III. Third, the experimental setup used in this study is presented in Section IV. Fourth, experimental results are presented and discussed in Section V. Finally, conclusions are drawn in Section VI.

II. RELATED WORK

A number of computational techniques and methods have been proposed for the purpose of automatically identification of different algae types using imaging data. In the following section we present, in chronological order, a summary of the major contributions in the recent past in this area.

In 2002, Walker et al. leveraged fluorescence excitation in their imaging protocol [11] for automated identification of Anabaena sp. and Microcystis sp.. More specifically, their protocol was able to achieve over 97% identification accuracy when looking for Anabaena sp. and Microcystis sp. in natural populations found in Lake Biwa, Japan, by capturing a single fluorescence image and a single brightfield image. The authors claim that without the use of the fluorescence component, the automated identification of microalgae in the sediment saturated samples would be nearly impossible.

Similar results were found by Hense et al. in 2008 when they showed that by using epifluorescence microscopy in combination with brightfield microscopy they could correctly identify between 13 different phytoplankton samples as either algae or non-algae [12]. They accomplished this by using three different filter sets to capture the fluorescence data and built a hand-tuned classifier based on empirically derived thresholds. However, the main drawback of both these methods
Fig. 2: In this study, the proposed methodology for the purpose of automated identification of different algae types can be broken into five main steps. First, a water sample containing algae was imaged using a custom multi-band fluorescence imaging microscope to capture fluorescence imaging data at a number of different excitation wavelengths (Section III-A). The captured fluorescence imaging data is then processed using data processing algorithms for background subtraction (Section III-B). Next, the processed fluorescence imaging data is first segmented into background objects and micro-organism objects, and the individual algae are isolated and extracted to produce isolated micro-organism imaging data (Section III-C). A number of morphological and spectral fluorescence features are then extracted from the isolated micro-organism imaging data, and used to train three different neural network models designed for the purpose of identification of algae types given an isolated micro-organism. (Section III-D). More specifically, three different neural network models trained: i) using only the fluorescence-based morphological features (Model 1), ii) using only the fluorescence-based spectral features (Model 2), and iii) using fluorescence-based spectral-morphological features (Model 3).

is they only tested classifiers with two classes, either *Anabaena* sp. and *Microcystis* sp. [11] or algae or non-algae [12]. Furthermore, both of these methods leveraged only a single fluorescence wavelength in combination with the brightfield image.

In 2010, Hu et al. utilized the fact that different algae species have different ratios of antenna pigments, which results in different fluorescence emission spectra [13]. More specifically, Hu et al. illuminated twenty different algae from six algae divisions (Dinophyta, Bacillariophyta, Chrysophyta, Cyanophyta, Cryptophyta, and Chlorophyta) at four different wavelengths (440 nm, 470 nm, 530 nm, and 580 nm), and then measured the emission spectra from 600 nm - 750 nm with a 5 nm resolution. By concatenating these four emission spectra together and conducting a multivariate linear regression and weighted least-squares it was found that each of the feature vectors from each phylum was independent from the others. Although Hu et al. showed that these feature vectors were independent, one major drawback of the method Hu et al. proposed is that the relative ratios of different algae can only be achieved at the phyla level when mixing two species from different phyla.

More recently, Deglint et al. conducted a comprehensive spectral analysis of the fluorescence characteristics of three algae species when excited at twelve discrete spectral wavelengths [14]. Their findings was that the fluorescence spectra of the three algae species appear quite distinctive, and thus the use of multi-band fluorescence imaging microscopy could be a promising direction to explore. However, that study is highly preliminary as the number of algae species studied was very limited and a more comprehensive quantitative investigation on how best to leverage such spectral information was not well explored for the purpose of automated identification of algae types.

Motivated by the findings of Deglint et al. [14], we aim to go a major step further by investigating and exploring the utilization of machine learning and fluorescence-based spectral-morphological features derived from multi-band fluorescence imaging microscopy data at different excitation wavelengths (between 405 nm - 530 nm) and a larger number of algae types (six different algae types in total).

III. METHODOLOGY

The proposed methodology used in this study to explore the feasibility of automated identification of different algae types using machine learning and fluorescence-based spectral-morphological features can be broken into five main steps (see Figure 2). First, a water sample containing algae was imaged using a custom multi-band fluorescence imaging microscope to capture fluorescence imaging data at a number of different excitation wavelengths.
wavelengths (Section III-A). The captured fluorescence imaging data are then processed using data processing algorithms for background subtraction (Section III-B). Next, the processed fluorescence imaging data is first segmented into background objects and micro-organism objects, and the individual algae are isolated and extracted to produce isolated micro-organism imaging data (Section III-C). A number of morphological and spectral fluorescence features are then extracted from the isolated micro-organism imaging data, and used to train three different neural network models designed for the purpose of identification of algae types given an isolated micro-organism (Section III-D).

A. Data acquisition

The custom multi-band fluorescence imaging microscope used in this study for capturing fluorescence imaging data is composed of five main elements, as seen in Figure 3. First, a light source at a particular excitation wavelength (Figure 3A) (blue arrows) is used to illuminate a water sample placed on a blank slide (Figure 3B), thus effectively exciting the algae in the water sample. The algae in the water sample then fluoresce and emit light at a lower energy (red arrows) and (Figure 3C) the emitted light is focused using an magnification lens. This focused light passes through (D) a highpass filter before hitting (E) a monochromatic sensor.

Given that multiple wavelengths can be used to excite the algae, let $\lambda_1$, $\lambda_2$, to $\lambda_m$ be the individual fluorescence images captured using different excitation wavelengths of a given water sample. Therefore, we define the entire multi-band fluorescence image $\Lambda_{\text{raw}}$ as

$$\Lambda_{\text{raw}} = [\lambda_1 \lambda_2 \cdots \lambda_i \cdots \lambda_m].$$

B. Data processing

To improve the quality of the captured fluorescence imaging data obtained from the custom multi-band fluorescence imaging microscope for subsequent micro-organism isolation and neural network classification modeling steps, a set of automated data processing algorithms are first performed to compensate for some of the issues associated with the captured data. First, to compensate for the fact that the illumination source in the imaging microscope does not illuminate the imaging field of view in a perfectly homogenous manner, iterative background subtraction is performed on each $\lambda_i$ in $\Lambda_{\text{raw}}$. This background subtraction can be expressed as,

$$\Lambda_{\text{corrected}} = \Lambda_{\text{raw}} - \Lambda_{\text{background}}$$

C. Image Segmentation and Micro-organism extraction

Given the corrected multi-band fluorescence imaging data, $\Lambda_{\text{corrected}}$, we wish to now segment the background from the micro-organism objects, as well as isolate each micro-organism in the captured data. This will allow features to be extracted from each segmented organism, which is vital when training and testing a given classification model. To achieve segmentation of background from the micro-organism objects in the captured data, a binary background-foreground classifier was used to classify each pixel as either the foreground $C_f$ or the background $C_b$. The advantage of using fluorescent images when segmenting is that there is a large contrast between the foreground and the background, allowing a single decision boundary to be found that can separate
the organisms from the background. To learn the decision boundary, \( \theta \), of this binary background-foreground classifier, the within class variance was minimized, as originally proposed by Otsu et al. [15]. Therefore, the binary background-foreground classifier can be expressed as,

\[
L_i(x) = \begin{cases} 
C_f & \text{if } f_i(x) > \theta \\
C_b & \text{otherwise}
\end{cases}
\]

where \( f_i(x) \) is the pixel intensity at pixel \( x \) for a given wavelength image \( \lambda_i \), where \( i \in [1, m] \).

Given the segmented foreground-background information, a connected-connected analysis strategy was used to group neighboring pixels in the foreground class together to isolate individual micro-organisms. Each isolated micro-organism in the water sample can be defined as \( \phi_j \), where \( j \in [1, n] \), where \( n \) is the total number of micro-organisms in the segmented image set \( \Phi \).

**D. Fluorescence-driven Spectral-Morphological Feature Extraction and Neural Network Classification Modeling**

Having isolated the micro-organisms in the imaging data, the goal is then to learn a classification model for identifying between the different types of algae in an automated manner. To achieve this, we first extract a set of fluorescence-based morphological and spectral features for characterizing individual micro-organisms. The motivation for the proposed fluorescence-based morphological and spectral feature set is that, by leveraging not only features for characterizing the morphology of a micro-organism but also a greater number of spectral features gained from the custom-built fluorescence imaging microscope, a more complete profile can be constructed around the micro-organism to enable better discrimination between different types of algae than can be achieved using previous approaches. In the proposed fluorescence-based spectral-morphological feature set, we leverage the five morphological features proposed in [16], which can be described as follows:

1) **Area**: The total number of pixels in an isolated micro-organism.

2) **Convex Area**: The total number of pixels of the convex hull of an isolated micro-organism.

3) **Eccentricity**: The eccentricity of an isolated micro-organism is the ratio of the distance between the foci of the ellipse and its major axis, and is bounded between zero and one.

4) **Equivalent Diameter**: The diameter of a circle with the same area as an isolated micro-organism.

5) **Extent**: The ratio of pixels of an isolated micro-organism to the bounding box that contains that isolated micro-organism.

Furthermore, we incorporate a set of spectral features for characterizing the mean of the fluorescence intensities in an isolated micro-organism, at each of the different captured excitation wavelengths. In this study, since we capture at six different excitation wavelengths, the set of spectral features can be described as follows:

1) **Emission Signal 1**: The mean fluorescence intensity for an isolated micro-organism when excited at 405 nm.

2) **Emission Signal 2**: The mean fluorescence intensity for an isolated micro-organism when excited at 420 nm.

3) **Emission Signal 3**: The mean fluorescence intensity for an isolated micro-organism when excited at 450 nm.

4) **Emission Signal 4**: The mean fluorescence intensity for an isolated micro-organism when excited at 470 nm.

5) **Emission Signal 5**: The mean fluorescence intensity for an isolated micro-organism when excited at 500 nm.

6) **Emission Signal 6**: The mean fluorescence intensity for an isolated micro-organism when excited at 530 nm.

Finally, given the fluorescence-based morphological and spectral feature vectors extracted from the isolated microorganisms, a classification model must be learned to predict the associated output class (algae type) given on these input feature vectors for the purpose of automated identification of algae types. A number of machine learning approaches can be leveraged to learn the relationship between the input fluorescence-based morphological and spectral and the associated algae type, ranging from support vector machines [17] to decision trees [18] and Naive Bayes [19].

In this study, the classification models used are feedforward neural networks, which is an artificial neural network where information moves from the input layer, through a given amount of hidden layers, and then to the output layer. An advantage in leveraging a feedforward neural network for the classification model is that a feedforward neural network is an universal approximator [20], [21]. As such, a feedforward neural network has the ability to approximate any continuous function with a finite number of neurons, and thus well-suited for learning a good approximation of a function that maps the fluorescence-based morphological and spectral features to the corresponding algae type. Each layer of
Fig. 4: The six algae under investigation in this study are *Scenedesmus obliquus* (CPCC 005), *Scenedesmus quadricauda* (CPCC 158), *Ankistrodesmus falcatus* (CPCC 366), *Anabaena flos-aquae* (CPCC 067), *Pseudanabaena tremula* (CPCC 471), and *Euglena gracilis* (CPCC 095). These algae are from three different phyla classes (Chlorophyta, Cyanophyta, and Euglenozoa) and two samples are from the same genus (*Scenedesmus*). Within the Cyanophyta phylum, two filamentous algae were chosen (*Anabaena flos-aquae* (CPCC 067), *Pseudanabaena tremula* (CPCC 471)) to determine how well a neural network classifier model driven by fluorescence-based spectral-morphological features can identify between two algae with very similar morphology. These images are captured using our custom system in brightfield mode, where the spatial resolution is 1.2 µm / pixel, as determined using the 1951 US Air Force (USAF) glass slide resolution target.

Using these extracted morphological and spectral features in tandem with a feedforward neural network, three different neural network classification models are trained and evaluated.

- **Model 1**: Uses only the morphological features.
- **Model 2**: Uses only the spectral features.
- **Model 3**: Uses spectral-morphological features.

Model 1 is trained and tested using only the five
extracted morphological features. This model is used as a baseline to determine how well classification can be achieved when only looking at the size and shape characteristics of the algae. Next, Model 2 is trained and tested using only the six extracted spectral features. By only using these spectral features we can compare the relative performance of Model 1 and Model 2. Finally, Model 3 is trained and tested using all the fluorescence-based spectral-morphological features. This model will closely mimic what human taxonomists use when classifying different types of algae since it incorporates both the color as well as the shape and size of the algae.

IV. EXPERIMENTAL SETUP

To investigate and explore the feasibility of leveraging machine learning and fluorescence-based spectral-morphological features to enable the identification of different algae types in an automated fashion, a number of experiments were designed and tested. First, we present the algae types selected for our experiments (Section IV-A) and then discuss the hardware implementation to collect data (Section IV-B). Finally, a full description of the three model architectures will be presented (Section IV-C).

A. Types of Algae

Six different types of algae from the Canadian Phycological Culture Centre (CPCC) were chosen to explore the identification accuracy of the learned neural network models. As seen in Figure 4, these six algae types, with their respective CPCC number, are broken into their respective phyla. These algae types along with the corresponding number of micro-organism samples for each type are described as follows:

I. Chlorophyta (green algae)
1. Scenedesmus obliquus (CPCC 005): 751 samples
2. Scenedesmus quadricauda (CPCC 158): 382 samples
3. Ankistrodesmus falcatus (CPCC 366): 500 samples

II. Cyanophyta (blue-green algae or cyanobacteria)
4. Anabaena flos-aquae (CPCC 067): 548 samples
5. Pseudanabaena tremula (CPCC 471): 299 samples

III. Euglenozoa
6. Euglena gracilis (CPCC 095): 131 samples

To build up this dataset, pure samples of each of the six types of algae were imaged with the custom-built fluorescence imaging microscope, which will be described in the next section. A cropped section of the brightfield images can be seen in Figure 4. This was captured by placing a white light source under the microscope slide and capturing an image with the custom-built fluorescence imaging microscope.

These samples were strategically chosen to be a broad representation of algae, given that three different phyla classes are present. However, special attention was given to blue-green and green algae since they are the most common toxin producers in our waters. Furthermore, in the Cyanophyta class, two very similar filamentous algae were chosen (Anabaena flos-aquae and Pseudanabaena tremula) to see how far our classification could differentiate between two similar filamentous algae. Finally, two species from the Scenedesmus genus were also chosen to see if classification down to the species level is possible.

B. Hardware Configuration

The custom-built fluorescence imaging microscope contains six high power LEDs that emits light at six different spectral wavelengths (405 nm, 420 nm, 450 nm, 470 nm, 500 nm, and 530 nm). These high-powered LEDs are placed orthogonal to a 3” x 1” microscope slide which had a pure algae sample on it as well as a standard cover slip. The excited algae samples then emitted fluoresced light, which was focused by a 20x, passing through a 600 nm highpass filter and onto a 4.1 MP camera. The spatial resolution of this system is 1.2 µm / pixel, as determined using the 1951 US Air Force (USAF) glass slide resolution target. A sample image of each type of algae fluorescing at each excitation wavelength can be seen in Figure 5.

C. Model Architectures

As previously discussed in Section III-D, three neural network classification models will be trained and tested to explore their relative identification performance. The network architecture used for the three neural network classification models are based on a feedforward network architecture and can be seen in Figure 6. The number of input features of this network is 5, 6, and 11, for Model 1, Model 2, and Model 3, respectively. Model 1 only uses 5 morphological features, while Model 2 uses 6 spectral features. Model three combines both these morphological and spectral features together to form a morphological-spectral feature set. The neural network classification models each contain three hidden layers, with the number of neurons at each layer being 12, 8, and 6, respectively. This decrease in the amount of neurons
Fig. 5: Six types of algae from three phyla classes were imaged: *Scenedesmus obliquus* (CPCC 005), *Scenedesmus quadricauda* (CPCC 158), *Ankistrodesmus falcatus* (CPCC 366), *Anabaena flos-aquae* (CPCC 067), *Pseudanabaena tremula* (CPCC 471), and *Euglena gracilis* (CPCC 095). Each algae was excited at six different wavelengths (405 nm, 420 nm, 450 nm, 470 nm, 500 nm, and 530 nm) and the fluorescent signal was captured with a monochrome sensor. Sample micro-organisms can be seen for each algae type at each excitation wavelength. The value of having this spectral information comes into play especially when the morphology between certain algae types are very similar in nature, such as in *Anabaena flos-aquae* (CPCC 067) and *Pseudanabaena tremula* (CPCC 471).
Fig. 6: A fully-connected feed-forward neural network architecture was leveraged for all three neural network classification models. The number of input features of this network is 5, 6, and 11, for Model 1, Model 2, and Model 3, respectively. Model 1 only uses 5 morphological features, while Model 2 uses 6 spectral features. Model three combines both these morphological and spectral features together to form a morphological-spectral feature set.

as the network continues to go deeper allows the input features to be transformed into a better representation for improved discrimination power between the different algae types.

In our network architecture design, we chose the rectified linear unit (ReLU) activation function for the network, as defined as

$$H[i, j] = \max(0, G[i, j]),$$  \hspace{1cm} (5)

where $H[i, j]$ is the output of the ReLU function. Finally, the neural network classification models contain a softmax function, a normalized exponential function, which is used to transform the output to sum to one to mimic a probability mass function which can be defined as

$$\sigma(z^{(i)}) = \frac{e^{z^{(i)}}}{\sum_{k=1}^{n} e^{z^{(k)}}},$$  \hspace{1cm} (6)

where $k$ is the number of output classes, which is six in this study.

The neural network classification models were evaluated by using 20 runs of Monte Carlo Cross Validation (MCCV), where 70% of the data was randomly selected without replacement for a given run of the cross validation to be the training set. The remaining 30% of the input features were used as the test data-set.

V. EXPERIMENTAL RESULTS AND DISCUSSION

The mean and standard deviation of identification accuracies across the 20 test runs of Monte Carlo Cross Validation can be seen in Table I. A number of observations can be made based on the identification accuracy results. First of all, it was observed that Model 1, which utilizes only the set of five morphological features had the lowest average identification accuracy at 53.0%. Model 2, which leverages the set of six fluorescence-based spectral features significantly outperformed Model 1, with an average identification accuracy of 95.7%. Finally, Model 3, which leverages the combined fluorescence-based morphological-spectral feature set also demonstrate a strong average identification accuracy at 96.1%. Therefore, it can be shown that the utilization of fluorescence-based spectral features is very important for the automated identification of different algae types, and further extends upon the observations made by Walker et al. [11] regarding the necessity of spectral information. It can also be observed that the standard deviation is significantly lower for Model 2 compared to Model 1, which indicates that the utilization of spectral features also provide more consistent identification performance across different permutations of samples, which is important for generalizability in real-world scenarios. In addition, it can be observed that, when comparing Model 2 and Model 3, the average identification accuracy for Model 3 is increased compared to Model 2, as well as had a lower standard deviation. What this means is that by also leveraging morphological

| Accuracy       |
|----------------|
| Model 1      | 53.0% ± 3.5% |
| Model 2      | 95.7% ± 1.5% |
| Model 3      | 96.1% ± 0.8% |

TABLE II: A pairwise t-test was run between all pairs of neural network classification models with a 1% significance level.

| paired-sample t-test | Reject null hypothesis? | p-value   |
|----------------------|--------------------------|-----------|
| Model 1 vs Model 2   | yes                      | 7.35E-23  |
| Model 1 vs Model 3   | yes                      | 6.04E-23  |
| Model 2 vs Model 3   | no                       | 8.54E-01  |
TABLE III: The best performing Model 1 from 20 Monte Carlo cross validation runs.

| Model 1 | PREDICTED |
|---------|-----------|
|         | CPCC 005  | CPCC 158 | CPCC 366 | CPCC 067 | CPCC 471 | CPCC 095 |
| TRUE    |           |          |          |          |          |          |
| CPCC 005| 189       | 9        | 31       | 12       | 0        | 2        |
| CPCC 158| 4         | 70       | 8        | 7        | 0        | 10       |
| CPCC 366| 10        | 3        | 119      | 11       | 3        | 7        |
| CPCC 067| 65        | 10       | 50       | 21       | 11       | 9        |
| CPCC 471| 14        | 2        | 34       | 8        | 20       | 7        |
| CPCC 095| 2         | 6        | 5        | 2        | 1        | 21       |

TABLE IV: The best performing Model 2 from 20 Monte Carlo cross validation runs.

| Model 2 | PREDICTED |
|---------|-----------|
|         | CPCC 005  | CPCC 158 | CPCC 366 | CPCC 067 | CPCC 471 | CPCC 095 |
| TRUE    |           |          |          |          |          |          |
| CPCC 005| 220       | 0        | 0        | 0        | 0        | 0        |
| CPCC 158| 0         | 117      | 1        | 1        | 0        | 3        |
| CPCC 366| 0         | 0        | 160      | 0        | 0        | 0        |
| CPCC 067| 0         | 0        | 0        | 146      | 6        | 0        |
| CPCC 471| 1         | 0        | 0        | 0        | 85       | 0        |
| CPCC 095| 0         | 4        | 1        | 0        | 0        | 37       |

TABLE V: The best performing Model 3 from 20 Monte Carlo cross validation runs.

| Model 3 | PREDICTED |
|---------|-----------|
|         | CPCC 005  | CPCC 158 | CPCC 366 | CPCC 067 | CPCC 471 | CPCC 095 |
| TRUE    |           |          |          |          |          |          |
| CPCC 005| 205       | 0        | 0        | 0        | 0        | 0        |
| CPCC 158| 0         | 114      | 0        | 0        | 0        | 3        |
| CPCC 366| 0         | 0        | 165      | 0        | 0        | 0        |
| CPCC 067| 6         | 0        | 0        | 155      | 2        | 0        |
| CPCC 471| 0         | 0        | 0        | 5        | 81       | 0        |
| CPCC 095| 0         | 2        | 0        | 0        | 0        | 45       |

features, Model 3 can provide consistently improved identification performance.

Since the increase in average identification accuracy in Model 3 compared to Model 2 was relatively low, a pairwise t-test was run between all pairs of two models with a 1% significance level, as seen in Table III. As expected, the pairwise t-test for Model 1 vs Model 2 as well as Model 1 vs Model 3 show that the improvements of Model 2 over Model 1, as well as the improvements of Model 3 over Model are both statistically significant in terms of identification accuracy. However, it was also found that Model 2 and Model 3 are do not show a statistically significant difference in their identification accuracy. Therefore, based on these results, it was observed that the set of fluorescence-based spectral features leveraged in the study is the major contributor to improved identification accuracy performance.

Now, comparing the preliminary results achieved using the neural network classification models to that achieved by human taxonomists, which have an identification accuracy between 67% and 83% [7], it can be observed that Model 1 dramatically under-performed compared to human taxonomists, demonstrating that the utilization of just morphological features is not a reliable way to identify between different types of algae via imaging. However, both Model 2 and Model 3 demonstrated very encouraging identification accuracies when compared to that of human taxonomists, and thus illustrate not only that fluorescence-based spectral features are highly effective for identifying between different types of algae, but also that such automated identification methods can be a very valuable tool for
human taxonomists to leverage to reduce the time-consuming and tedious task of manually isolating and analyzing individual micro-organisms, and thus be able to spend more time on the more important judgement and assessment of water quality and determining the appropriate course of action to take to mitigate the situation.

To gain a deeper understanding of the identification error associated with each neural network classification model, the confusion matrix of the best performing run from each 20 Monte Carlo Cross Validation runs for Model 1, Model 2, and Model 3 can be seen in Table III, Table IV, and Table V, respectively. In these tables, the major sources of identification error have been highlighted in red. Furthermore, selected miss-classified samples from each of these highlighted red errors can be seen in Figure 7, Figure 8, and Figure 9 for Model 1, Model 2, and Model 3, respectively.

In Table III and Figure 7 it can be observed that for Model 1, which uses only morphological features, the greatest source of misidentifications came from Anabaena flos-aquae (CPCC 067) and Pseudanabaena tremula (CPCC 005) samples being mislabeled as Ankistrodesmus falcatus (CPCC 366). By inspecting both Figure 4 and Figure 5 it is clear that both of these species can have an elongated shape, which can cause problems with identification when leveraging only morphological features. The other most common misidentification error came from Anabaena flos-aquae (CPCC 067) being mislabeled as Scenedesmus quadricauda (CPCC 158) being mislabeled as Scenedesmus quadricauda (CPCC 158) and five samples of Pseudanabaena tremula (CPCC 005) and five samples of Pseudanabaena tremula (CPCC 005) being mislabeled as Anabaena flos-aquae (CPCC 067) and five samples of Pseudanabaena tremula (CPCC 005) being mislabeled as Anabaena flos-aquae (CPCC 067). This particular source of misidentification may be attributed to the fact that both are filamentous types with very similar shapes and characteristics. In addition, as seen in Figure 8 certain Anabaena flos-aquae (CPCC 067) were classified as Scenedesmus quadricauda (CPCC 158) when the chain structure of the Anabaena flos-aquae broke apart, leaving one or two single-celled organisms on their own. When inspecting Figure 4 a given Anabaena flos-aquae can easily be mistaken as a Scenedesmus quadricauda. Furthermore, when inspecting Figure 8 it is observed that some images, such as Pseudanabaena tremula (CPCC 005) have not been well segmented. This reveals that the classification error is primarily due to errors in the segmentation.

Therefore, our approach of capturing data at multiple wavelengths and processing it with a neural network shows promise that on-site monitoring of algae types is potentially possible. Given that the identification accuracy of human taxonomists are typically between the range of 67% and 83%, our method illustrates the feasibility of leveraging machine learning and fluorescence-based spectral-morphological features as a viable method for automated identification of different algae types. Future work involves the design of more advanced neural network classification architectures for handling scenarios characterized by the need to automatically identify a greater number of algae types in contaminated and mixed water samples. Such a system will allow for near real-time analysis of a water sample to determine which types of algae are present as well as their relative concentrations. This will give water treatment plants and other organizations the ability to build up a database of algae activity over time allowing them an early warning sign that bloom might occur.

VI. Conclusions

In this paper, the feasibility of leveraging machine learning and fluorescence-based spectral-morphological features for automated identification of algae type was explored. In particular, neural network classification models were trained to identify different algae types using fluorescence-based spectral features and morphological features extracted from imaging data captured using a custom multi-band fluorescence imaging microscope.
Fig. 7: Misidentified samples from Model 1 corresponding to errors highlighted in red from Table III.

Fig. 8: Misidentified samples from Model 2 corresponding to errors highlighted in red from Table IV.

Fig. 9: Misidentified samples from Model 3 corresponding to errors highlighted in red from Table V.
at six different excitation wavelengths (405 nm, 420 nm, 450 nm, 470 nm, 500 nm, and 530 nm). Experimental results using three different neural network models (one trained on morphological features, one trained on spectral fluorescence features, and one trained on spectral-morphological fluorescence features) on six different algae types (*Scenedesmus obliquus* (CPCC 005), *Scenedesmus quadricauda* (CPCC 158), *Ankistrodesmus falcatus* (CPCC 366), *Anabaena flos-aquae* (CPCC 067), *Pseudanabaena tremula* (CPCC 471), and *Euglena gracilis* (CPCC 095)) demonstrated that neural network classification models trained using either fluorescence-based spectral features or fluorescence-based spectral-morphological features resulted in average identification accuracies of 95.7% and 96.1%, respectively. As such, the results of this study illustrate that leveraging machine learning and fluorescence-based spectral-morphological features can be a feasible direction for further exploration for the purpose of automated identification of different algae types.
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