SPLITTING METHODS FOR A CLASS OF NON-POTENTIAL MEAN FIELD GAMES

SITING LIU AND LEVON NURBEKIAN

Abstract. We extend the methods from [32, 30] to a class of non-potential mean-field game (MFG) systems with mixed couplings. Up to now, splitting methods have been applied to potential MFG systems that can be cast as convex-concave saddle-point problems. Here, we show that a class of non-potential MFG can be cast as primal-dual pairs of monotone inclusions and solved via extensions of convex optimization algorithms such as the primal-dual hybrid gradient (PDHG) algorithm. A critical feature of our approach is in considering dual variables of nonlocal couplings in Fourier or feature spaces.

1. Introduction

Our goal is to develop computational methods for the mean-field games (MFG) systems of the form

\[
\begin{aligned}
-\phi_t + H(t, x, \nabla \phi) &= f_0(t, x, \rho(x, t)) + f_1(t, x, \int_{\Omega} K(x, y) \rho(y, t) dy) \\
\rho_t - \nabla \cdot (\rho \nabla p H(t, x, \nabla \phi(x, t))) &= 0 \\
\rho(x, 0) &= \rho_0(x), \quad \phi(x, 1) = g_0(x, \rho(x, 1)) + g_1(x, \int_{\Omega} S(x, y) \rho(y, 1) dy)
\end{aligned}
\]

(1.1)

This system characterizes Nash equilibria of a differential game with a continuum of agents. For a detailed introduction and description of these models we refer to seminal papers [27, 28, 29, 24, 23], manuscripts [20, 10, 17], and references therein.

In (1.1), \( \phi \) is the value function of a generic agent, \( \rho \) is the distribution of the agents in the state-space, \( H \) is the Hamiltonian of a single agent, and \( f_0, f_1, g_0, g_1 \) are the terms that model interactions between a single agent and the population. These interactions can be either local, \( f_0, g_0 \) terms, or nonlocal, \( f_1, g_1 \) terms. In the latter case, one needs to assemble information across the whole population using interaction kernels \( K, S \). More specifically, \( K(x, y), S(x, y) \) signify how agents located at \( y \) affect the decision-making of an agent at \( x \). Finally, \( \Omega \subset \mathbb{R}^d \) is a smooth domain.

Computational methods for (1.1) can be roughly divided into two groups. The first group of methods applies to a specific class of MFG systems that are called potential and can be cast as convex-concave saddle-point problems. In this case, (1.1) can be efficiently solved via splitting methods such as alternating direction method of multipliers (ADMM) [5, 6] and primal-dual hybrid gradient (PDHG) algorithm [8, 7]. These methods are mostly applicable to systems with only local couplings because only a limited class of problems with nonlocal ones are potential: see Section 1.2 in [11].
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The second group of methods are general purpose and do not rely on a specific structure of (1.1). We refer to [3, 12, 13, 14] for finite-difference, [9, 12, 13, 14] for semi-Lagrangian, [4, 18] for monotone flow, and [11, 21, 22] for game-theoretic learning methods.

All of the methods above, work directly with discretizations of interaction terms in the state-space. Therefore calculations of nonlocal terms require storing discretizations of $K, S$ and assembling $\int_{\Omega} K(x, y) \rho(y, t)dy$, $\int_{\Omega} S(x, y) \rho(y, t)dy$ via matrix products across the whole grid. Hence, this procedure is prone to high memory and computational costs, especially on a fine grid. In [32, 30], the authors remedy this issue by passing to Fourier coordinates in the nonlocal terms. Relying on approximations of $K, S$ in a suitable basis, they approximate nonlocal terms with a relatively small number of parameters independent of the grid-size. Additionally connections are drawn with kernel methods in machine-learning [30, Section 4].

Systems considered in [32, 30] have only nonlocal interactions and are potential. Here, we extend these results to systems of the form (1.1) that are non-potential in general and contain both local and nonlocal interactions. Our method relies on a monotone-inclusion formulation of (1.1) where inputs from different interaction terms are split via dual variables. A critical feature of the method is that dual variables corresponding to nonlocal terms are set up in Fourier spaces. Here, we do not concentrate on theoretical aspects of (1.1) and our derivations are mostly formal. We refer to [19] and references therein for rigorous treatment of systems similar to (1.1). The paper is organized as follows. In Section 2, we present our approach and derive the monotone-inclusion formulation of (1.1). In Section 3, we propose a primal-dual algorithm based on this formulation. Furthermore, in Section 4, we consider a concrete class of non-potential models with density constraints. Next, in Section 5, we provide numerical examples. Finally, Appendix contains some of the formal derivations.

2. MFG via Monotone Inclusions

We solve (1.1) in two steps. Firstly, we approximate (1.1) by a lower-dimensional system via orthogonal projections of nonlocal terms. Next, we formulate the lower-dimensional system as a monotone inclusion problem.

Assume that $\{\zeta_i\}_{i=1}^r \subset C^2(\Omega)$ is an orthonormal system with respect to the $L^2(\Omega)$ inner product. Then the system of functions $\{\zeta_i \otimes \zeta_j\}_{i,j=1}^r$ is also orthonormal, where $\zeta_i \otimes \zeta_j(x, y) = \zeta_i(x)\zeta_j(y)$. Furthermore, denote by $\mathbb{P}_r$ and $\mathbb{P}_{r,r}$ the orthogonal projection operators in $L^2(\Omega)$ and $L^2(\Omega^2)$ onto span$\{\zeta_i\}_{i=1}^r$ and span$\{\zeta_i \otimes \zeta_j\}_{i,j=1}^r$, respectively. Now consider the following approximation of (1.1)

$$
\begin{align*}
-\phi_t + H(t, x, \nabla \phi) &= f_0(t, x, \rho(x, t)) + \mathbb{P}_r \left( f_1 \left( t, \cdot, \int_{\Omega} K_r(\cdot, y) \rho(y, t)dy \right) \right)(x), \\
\rho_t - \nabla \cdot (\rho \nabla p H(t, x, \nabla \phi(x, t))) &= 0, \\
\rho(x, 0) &= \rho_0(x), \quad \phi(x, 1) = g_0(x, \rho(x, 1)) + \mathbb{P}_r \left( g_1 \left( \cdot, \int_{\Omega} S_r(\cdot, y) \rho(y, 1)dy \right) \right)(x),
\end{align*}
$$

where $K_r = \mathbb{P}_{r,r}(K)$, $S_r = \mathbb{P}_{r,r}(S)$. For smooth $K, S, f_1, g_1$ and a suitable choice of $\{\zeta_i\}_{i=1}^r$, solutions of (2.1) approximate those of (1.1). Furthermore, we solve (2.1)
by the coefficients method proposed in [31, 32, 30]. The key observation is that for any \( \rho \) we a priori have that
\[
\mathbb{P}_r \left( f_1 \left( t, \cdot, \int \Omega K_r(\cdot, y)\rho(y, t)dy \right) \right) (x) = \sum_{i=1}^r a_i(t)\zeta_i(x)
\]
\[
\mathbb{P}_r \left( g_1 \left( \cdot, \int \Omega S_r(\cdot, y)\rho(y, 1)dy \right) \right) (x) = \sum_{i=1}^r b_i\zeta_i(x),
\]
where
\[
a_i(t) = \int_\Omega f_1 \left( t, x, \int_\Omega K_r(x, y)\rho(y, t)dy \right) \zeta_i(x)dx,
\]
\[
b_i = \int_\Omega g_1 \left( x, \int_\Omega S_r(x, y)\rho(y, 1)dy \right) \zeta_i(x)dx.
\]
Therefore, introducing variables
\[
\alpha(x, t) = f_0(t, x, \rho(x, t)), \quad \beta(x) = g_0(x, \rho(x, 1)), \quad m(x, t) = \rho \nabla_p H(t, x, \nabla \phi),
\]
we obtain that (2.1) is equivalent to
\[
\begin{cases}
-\phi_t + H(t, x, \nabla \phi) = \alpha(x, t) + \sum_{i=1}^r a_i(t)\zeta_i(x), \\
m(x, t) = -\rho \nabla_p H(t, x, \nabla \phi), \\
\rho(x, 0) = \rho_0(x), \quad \phi(x, 1) = \beta(x) + \sum_{i=1}^r b_i\zeta_i(x),
\end{cases}
\]
supplemented with compatibility conditions
\[
\begin{cases}
a_i(t) = \int_\Omega f_1 \left( t, x, \int_\Omega \mathbb{P}_{r,r}(K)(x, y)\rho(y, t)dy \right) \zeta_i(x)dx, \quad \forall i \\
b_i = \int_\Omega g_1 \left( x, \int_\Omega \mathbb{P}_{r,r}(S)(x, y)\rho(y, 1)dy \right) \zeta_i(x)dx, \quad \forall i \\
\alpha(x, t) = f_0(t, x, \rho(x, t)) \\
\beta(x) = g_0(x, \rho(x, 1)) \\
\rho_t + \nabla \cdot m = 0
\end{cases}
\]
Thus, our goal is to formulate (2.4)-(2.5) as a monotone inclusion problem. For that, we start by casting (2.4) as a convex duality relation between variables \((a, b, \alpha, \beta, \phi)\) and \((\rho, m)\). We omit the domains in the notation of Lebesgue and Sobolev spaces when there is no ambiguity. Recall that
\[
L(t, x, v) = \sup_p -v \cdot p - H(t, x, p)
\]
is the convex dual of \(H\).

**Proposition 2.1.** For \((a, b, \alpha, \beta, \phi) \in L_t^2 \times L^1 \times L_{x,t}^2 \times L_x^2 \times H_{x,t}^1\) define
\[
\Psi(a, b, \alpha, \beta, \phi) = \inf_{\rho, m} \Xi(\rho, m) + \int_0^1 \int_\Omega \left( \alpha(x, t) + \sum_{i=1}^r a_i(t)\zeta_i(x) \right) \rho(x, t)dxdt
\]
\[
+ \int_\Omega \left( \beta(x) + \sum_{i=1}^r b_i\zeta_i(x) \right) \rho(x, 1)dx
\]
\[
+ \int_0^1 \int_\Omega \phi_t \rho + \nabla \phi \cdot m dxdt - \int_\Omega \phi(x, 1)\rho(x, 1)dx
\]
\[
+ \int_\Omega \phi(x, 0)\rho(x, 0)dx,
\]
where
\[ \Xi(\rho, m) = \int_0^1 \int_{\Omega} \rho L \left( t, x, \frac{m}{\rho} \right) \, dx \, dt + 1_{\rho(x,0)=\rho_0(x)} + 1_{\rho \geq 0} + 1_{m < \rho}. \]  
(2.7)

Then \((\rho, m)\) satisfy (2.4) if and only if \((\rho, m)\) is a solution of the optimization problem in (2.6). Furthermore,
\[ \Psi(a, b, \alpha, \beta, \phi) = -\Xi^*(C(a, b, \alpha, \beta, \phi)), \]  
(2.8)

where
\[ C(a, b, \alpha, \beta, \phi) = \begin{pmatrix} -\sum_i a_i(t)\zeta_i(x) - \alpha(x, t) - \phi_t \\ -\nabla \phi \\ -\phi(x, 0) \\ -\sum_i b_i\zeta_i(x) - \beta(x) + \phi(x, 1) \end{pmatrix}, \]  
(2.9)

and \(\Xi^*\) is the convex dual of \(\Xi\); that is,
\[ \Xi^*(\hat{\rho}, \hat{m}, \hat{\rho}(\cdot, 0), \hat{\rho}(\cdot, 1)) = \sup_{\rho, m} \int_0^1 \int_{\Omega} \hat{\rho} \rho + \hat{m} \cdot m \, dx \, dt + \int_\Omega \hat{\rho}(x, 0) \rho(x, 0) \, dx \\
+ \int_\Omega \hat{\rho}(x, 1) \rho(x, 1) \, dx - \Xi(\rho, m). \]  

In particular, \((\rho, m)\) is a solution of the optimization problem (2.6) if and only if
\[ C(a, b, \alpha, \beta, \phi) \in \partial \Xi(\rho, m), \quad \text{or} \quad (\rho, m) \in \partial \Xi^*(C(a, b, \alpha, \beta, \phi)) \]  
(2.10)

Proof. See Appendix.

Next step is to find a map \(M\) such that the relation (2.5) can be written as \(-(C^*(\rho, m, \rho(\cdot, 0), \rho(\cdot, 1))) \in M(a, b, \alpha, \beta, \phi)\), where \(C^*\) is the adjoint operator of \(C\), and \(M\) is a maximally monotone map. We have that
\[ K_r(x, y) = \sum_{p,q=1}^r k_{pq}\zeta_p(x)\zeta_q(y), \quad k_{pq} = \int_{\Omega^2} K(x, y)\zeta_p(x)\zeta_q(y) \, dx \, dy, \]  
(2.11)
\[ S_r(x, y) = \sum_{p,q=1}^r s_{pq}\zeta_p(x)\zeta_q(y), \quad s_{pq} = \int_{\Omega^2} S(x, y)\zeta_p(x)\zeta_q(y) \, dx \, dy, \]
and we denote by \(K = (k_{pq}), \ S = (s_{pq})\). Without loss of generality, we assume that \(K, S\) are invertible.

Additionally, assume that \(f_0(t, x, \cdot), g_0(x, \cdot), f_1(t, x, \cdot), g_1(x, \cdot)\) are increasing. This assumption means that agents are crowd averse that leads to a well posed system (1.1) \[29.\] Furthermore, denote by
\[ U_0(\rho) = \int_0^1 \int_{\Omega} F_0(t, x, \rho(x,t)) \, dx \, dt, \quad V_0(\mu) = \int_{\Omega} G_0(x, \mu(x)) \, dx \]
\[ U_1(c) = \int_0^1 \int_{\Omega} F_1 \left( t, x, \sum_p c_p(t)\zeta_p(x) \right) \, dx \, dt, \quad V_1(w) = \int_{\Omega} G_1 \left( x, \sum_p w_p\zeta_p(x) \right) \, dx, \]  
(2.12)
where \(\partial_\zeta \diamond (t, x, z) = \diamond t\) for \(\diamond \in \{f, g\}\) and \(i \in \{0, 1\}\). Then we have that \(U_i, V_i\) are convex, and we can consider their dual functions
\[ U_i^*(a) = \sup_c \int_0^1 \sum_p a_p(t)c_p(t) \, dt - U_1(c), \quad V_i^*(b) = \sup_w b \cdot w - V_1(w), \]  
(2.13)
\[ U_0^*(\alpha) = \sup_\rho \int_0^1 \alpha \rho \, dx - U_0(\rho), \quad V_0^*(\beta) = \sup_\mu \int_\Omega \beta \mu \, dx - V_0(\mu). \]
Proposition 2.2. Assume that \( C \) is defined as in (2.9). Then we have that
\[
C^*(\rho, m, \rho(\cdot, 0), \rho(\cdot, 1)) = \begin{pmatrix}
  -\int_{\Omega} \rho(x, t) \xi_i(x) dx_i \\
  -\int_{\Omega} \rho(x, 1) \xi_i(x) dx_i \\
  -\rho(x, t) \\
  -\rho(x, 1) \\
  -\mathcal{L}^{-1}(\rho_t + \nabla \cdot m, 0, 0)
\end{pmatrix},
\] (2.14)
where \( \mathcal{L} = (\Delta, (\text{Id} - \partial_t)|_{\Omega \times \{0\}}, (\text{Id} + \partial_t)|_{\Omega \times \{1\}}) \). Furthermore, (2.5) is equivalent to
\[
- (C^*(\rho, m, \rho(\cdot, 0), \rho(\cdot, 1))) \in M(a, b, \alpha, \beta, \phi),
\] (2.15)
where
\[
M(a, b, \alpha, \beta, \phi) = \begin{pmatrix}
  K^{-1} \partial^a U_1^1(a) \\
  S^{-1} \partial^b V_1^1(b) \\
  \partial^a U_0^0(\alpha) \\
  \partial^b V_0^0(\beta) \\
  0
\end{pmatrix}
\] (2.16)

Proof. See Appendix. \( \square \)

Remark 2.3. The inverse Laplacian operator appears in \( C^* \) because we consider \( \phi \) as an element of \( H^1 \) space rather than \( L^2 \). As an inner product in \( H^1 \) we set
\[
\langle \phi, h \rangle_{H^1} = \int_{\Omega} \phi(x, 0) h(x, 0) dx + \int_{\Omega} \phi(x, 1) h(x, 1) dx + \int_0^1 \int_{\Omega} \nabla_{t,x} \phi \cdot \nabla_{t,x} h dx dt
\]
As pointed out in [26, 25], the choice of spaces is crucial for grid-independent convergence of primal-dual algorithms. We come back to this point below when we discuss the algorithms.

Combining Propositions 2.1, 2.2 we obtain the following theorem.

Theorem 2.4. The pair of systems (2.4) - (2.5), and so (2.1), can be written as a primal-dual pair of inclusions
\[
0 \in M(a, b, \alpha, \beta, \phi) + C^*(N(C(a, b, \alpha, \beta, \phi))) \quad (P)
\]
\[
\begin{cases}
(\rho, m, \rho(\cdot, 0), \rho(\cdot, 1)) \in N(C(a, b, \alpha, \beta, \phi)) \\
-C^*(\rho, m, \rho(\cdot, 0), \rho(\cdot, 1)) \in M(a, b, \alpha, \beta, \phi)
\end{cases} \quad (D)
\] (2.17)
where \( N = \partial \Xi^* \). Furthermore, if \( c \mapsto \partial_c U_1(Kc) \) and \( w \mapsto \partial_w V_1(Sw) \) are maximally monotone, then \( M \) is maximally monotone, and (2.17) is a primal-dual pair of monotone inclusions.

Proof. See Appendix. \( \square \)

Remark 2.5. The monotonicity of \( c \mapsto \partial_c U_1(Kc) \) and \( w \mapsto \partial_w V_1(Sw) \) yields that the mean-field coupling in (2.1) satisfies the Lasry-Lions monotonicity condition [29, Theorems 2.4, 2.5], and hence (2.1) is well-posed.

3. A MONOTONE PRIMAL-DUAL ALGORITHM

We apply the monotone primal-dual algorithm in [33] to solve (2.17) (and thus (2.1)). We start by an abstract discussion of the algorithm. Following [33], assume that \( \mathcal{H}, \mathcal{G} \) are real Hilbert spaces, \( M : \mathcal{H} \to 2^{\mathcal{H}}, N : \mathcal{G} \to 2^{\mathcal{G}} \) are maximally monotone operators, and \( C : \mathcal{H} \to \mathcal{G} \) is a nonzero bounded linear operator. Furthermore,
consider the following pair of monotone inclusion problems
\[
\begin{align*}
\text{find } s & \text{ s.t. } 0 \in Ms + C^*(N(Cs)) \quad \text{(P)} \\
\text{find } q & \text{ s.t. } q \in N(Cs), -C^*q \in Ms, \text{ for some } s \quad \text{(D)}
\end{align*}
\]
When \( M = \partial f, N = \partial g \), \( (3.1) \) reduces to a convex-concave saddle-point problem
\[
\inf_s f(s) + g(Cs) = \inf_{s, q} f(s) + (Cs, q) - g^*(q)
\]
Accordingly, one can solve \( (3.1) \) by a monotone-inclusion version of the celebrated primal-dual hybrid gradient (PDHG) method \([15, 16]\). In its simplest form, the algorithm in \([33]\) reads as follows
\[
\begin{cases}
J^{n+1}_{s,M} = J_{\tau s, M}(s^n - \tau s C^*q^n) \\
\bar{J}^{n+1}_s = 2s^{n+1} - s^n \\
q^{n+1} = J_{\tau q, N^{-1}}(q^n + \tau q C\bar{J}^{n+1}_s),
\end{cases}
\]
where \( J_{\tau F} = (I + \tau F)^{-1} \) is the resolvent operator, and \( \tau_s, \tau_q > 0 \) are such that \( \tau_s \tau_q ||C||^2 < 1 \). Note that when \( M = \partial f, N = \partial g \), \( (3.2) \) reduces to the standard PDHG \([15, 16]\).

3.1. A primal-dual algorithm. Applying \( (3.2) \) to \( (2.17) \) we obtain the following algorithm to solve the MFG system \( (2.1) \):
\[
\begin{align*}
(a^{n+1}, b^{n+1}, \alpha^{n+1}, \beta^{n+1}, \phi^{n+1}) \\
= J_{\tau s, M}((a^n, b^n, \alpha^n, \beta^n, \phi^n) - \tau C^*(\rho^n, m^n, \rho^n(\cdot, 0), \rho^n(\cdot, 1))) \\
(\tilde{a}^{n+1}, \tilde{b}^{n+1}, \tilde{\alpha}^{n+1}, \tilde{\beta}^{n+1}, \tilde{\phi}^{n+1}) \\
= 2(a^{n+1}, b^{n+1}, \alpha^{n+1}, \beta^{n+1}, \phi^{n+1}) - (a^n, b^n, \alpha^n, \beta^n, \phi^n) \\
(\rho^{n+1}, m^{n+1}, \rho^{n+1}(\cdot, 0), \rho^{n+1}(\cdot, 1)) \\
= J_{\sigma \partial \Omega}(\rho^n, m^n, \rho^n(\cdot, 0), \rho^n(\cdot, 1)) + \sigma C(\tilde{a}^{n+1}, \tilde{b}^{n+1}, \tilde{\alpha}^{n+1}, \tilde{\beta}^{n+1}, \tilde{\phi}^{n+1})
\end{align*}
\]
Remark 3.1. The time-steps in \((3.3)\) must satisfy the condition \( \tau \sigma ||C||^2 < 1 \). Note that
\[
||C(a, b, \alpha, \beta, \phi), (\rho, m, \rho(\cdot, 0), \rho(\cdot, 1))|| \leq \left(||a||_{L^2} + ||b||_2 + ||\alpha||_{L^2_{x,t}} + ||\beta||_{L^2_{x,t}} + ||\phi||_{H^1}\right)^2
\]

Therefore, \( ||C|| \) is finite, and independent of the grid-size.

The updates for \( (a, b, \alpha, \beta, \phi) \). Note that the updates for \( a, b, \alpha, \beta, \phi \) are decoupled. Indeed, \((3.3)\) yields
\[
\begin{align*}
a^n(t) + \tau \left(\int_\Omega \rho^n(x, t)\zeta_1(x)dx\right)_{|_{t}} & \in a^{n+1}(t) + \tau K^{-1}\partial_a U^n_1(a^{n+1}(t)) \\
b^n(t) + \tau \left(\int_\Omega \rho^n(x, t)\zeta_2(x)dx\right)_{|_{t}} & \in b^{n+1}(t) + \tau S^{-1}\partial_b V^n_2(b^{n+1}) \\
a^n(x, t) + \tau \rho^n(x, t) & \in a^{n+1}(x, t) + \tau \partial_a U^n_0(a^{n+1}(x, t)) \\
b^n(x, t) + \tau \rho^n(x, t) & \in b^{n+1}(x, t) + \tau \partial_b V^n_0(b^{n+1}(x, t)) \\
\beta^n(x, t) & \in \beta^{n+1}(x) + \tau \partial_b V^n_0(\beta^{n+1}(x)) \\
\phi^n(x, t) & \in \phi^{n+1}(x, t) + \tau \partial_m U^n_0(\phi^{n+1}(x, t))
\end{align*}
\]
To update \( a \), we need to solve an \( r \times r \) system for every fixed \( t \). Next, to update \( b \) we need to solve an \( r \times r \) system. Once \( r \) is fixed the sizes of these systems do not depend on the mesh.
Next, we observe that
\[
U_0^*(\alpha) = \int_0^1 \int_\Omega F_0^*(t, x, \alpha(x, t)) dx dt, \quad \partial_\alpha U_0^*(\alpha(x, t)) = \partial_\alpha F_0^*(t, x, \alpha(x, t)),
\]
\[
V_0^*(\beta) = \int_\Omega G_0^*(x, \beta(x)) dx, \quad \partial_\beta V_0^*(\beta(x)) = \partial_\beta G_0^*(x, \beta(x)),
\]
where
\[
F_0^*(t, x, \alpha) = \sup_{\rho} \alpha \rho - F_0(t, x, \rho), \quad G_0^*(x, \beta) = \sup_{\rho} \beta \rho - G_0(x, \rho).
\]
Therefore, the updates for \(\alpha, \beta\) correspond to decoupled one-dimensional proximal steps; that is,
\[
\begin{aligned}
\alpha^{n+1}(x, t) &\in \arg \min_{\alpha} F_0^*(t, x, \alpha) + \frac{1}{2} \left( \alpha - \alpha^n(x, t) - \tau \rho^n(x, t) \right)^2 \\
\beta^{n+1}(x, \beta) &\in \arg \min_{\beta} G_0^*(x, \beta) + \frac{1}{2} \left( \beta - \beta^n(x) - \tau \rho^n(x, t) \right)^2
\end{aligned}
\]
Therefore, the updates for \(\alpha, \beta\) can be efficiently performed in parallel yielding linear-in-grid computational cost. Finally, recalling the definition of \(L\), we obtain that to update \(\phi\) we need to solve a space-time elliptic equation
\[
\begin{align*}
\Delta_{t,x} \phi &= \Delta_{t,x} \phi^n + \tau (\rho^n + \nabla \cdot m^n) \\
\phi(x, 0) - \phi_t(x, 0) &= \phi^n(x, 0) - \phi_t^n(x, 0) \\
\phi(x, 1) + \phi_t(x, 1) &= \phi^n(x, 1) + \phi_t^n(x, 1)
\end{align*}
\]
This step can be efficiently performed via Fast Fourier Transform (FFT).

The updates for \((\rho, m)\). The resolvent operator \(J_{\sigma \partial \Xi}\) is the proximal operator \(\text{prox}_{\sigma \Xi}\). Therefore, \((\rho, m)\) updates reduce to an optimization problem
\[
\begin{align*}
\inf_{\rho, m} \int_0^1 \int_\Omega \rho L \left( x, \frac{m}{\rho} \right) dx dt + \frac{1}{2} \left( \rho(x, 0) - \rho^n(x, 0) + \sigma \tilde{\phi}^{n+1}(x, 0) \right)^2 dx &+ \frac{1}{2} \int_0^1 \int_\Omega \rho(x, 1) - \rho^n(x, 1) + \sigma \sum_i \tilde{\alpha}_i^{n+1} \zeta_i(x) + \sigma \tilde{\beta}_i^{n+1}(x) - \sigma \tilde{\phi}_i^{n+1}(x, 1) \right)^2 dx \\
+ \frac{1}{2} \int_0^1 \int_\Omega \rho(x, t) - \rho^n(x, t) + \sigma \sum_i \tilde{a}_i^{n+1}(t) \zeta_i(x) + \sigma \tilde{a}_i^{n+1}(x, t) + \sigma \tilde{\phi}_i^{n+1}(x, t) \right)^2 dx dt &+ \frac{1}{2} \int_0^1 \int_\Omega \left| m(x, t) - m^n(x, t) + \sigma \nabla \tilde{\phi}^{n+1}(x, t) \right|^2 dx dt
\end{align*}
\]
Again, we obtain decoupled one-dimensional optimization problems
\[
\begin{align*}
\rho^{n+1}(x, t) &\in \arg \min_{\rho} \rho L \left( x, \frac{m}{\rho} \right) + \frac{1}{2} \left| \rho - \rho^n(x, t) + \sigma \sum_i \tilde{a}_i^{n+1}(t) \zeta_i(x) + \sigma \tilde{a}_i^{n+1}(x, t) + \sigma \tilde{\phi}_i^{n+1}(x, t) \right|^2 \\
m^{n+1}(x, t) &\in \arg \min_{m} m L \left( x, \frac{m}{\rho} \right) + \frac{1}{2} \left| m - m^n(x, t) + \sigma \nabla \tilde{\phi}^{n+1}(x, t) \right|^2
\end{align*}
\]
\[
\begin{align*}
\rho^{n+1}(x, 0) &\in \arg \min_{\rho} \frac{1}{2} \left| \rho - \rho^n(x, 0) + \sigma \tilde{\phi}^{n+1}(x, 0) \right|^2 \\
\rho^{n+1}(x, 1) &\in \arg \min_{\rho} \frac{1}{2} \left| \rho - \rho^n(x, 1) + \sigma \tilde{\phi}^{n+1}(x, 1) \right|^2
\end{align*}
\]
4. A Class of Non-Potential MFG with Density Constraints

Here discuss an instance of (1.1) that is non-potential and incorporates pointwise density constraints for the agents. We illustrate that our method handles mixed couplings in an efficient manner. Assume that

\[ f_1(t, x, z) = z, \quad f_0(t, x, z) = \partial_x 1_{h(x,t) \leq z \leq \bar{h}(x,t)} \]
\[ g_1(x, z) = z, \quad g_0(x, z) = \partial_x 1_{\underline{e}(x) \leq z \leq \bar{e}(x)} + g(x) \]

(4.1)

Functions \( h, \bar{h} \geq 0 \) and \( \underline{e}, \bar{e} \geq 0 \) are density constraints; that is, the solution to the MFG problem must satisfy the hard constraints \( h(x, t) \leq \rho(x, t) \leq \bar{h}(x, t), \) \((x, t) \in \Omega \times (0, 1)\) and \( \underline{e}(x) \leq \rho(x, 1) \leq \bar{e}(x), \) \( x \in \Omega. \) Next, \( g \) is a terminal cost function.

**Remark 4.1.** We can model static and dynamic obstacles in this framework. Indeed, assume that \( \Omega_t \subset \Omega \) is a dynamic obstacle and set \( h(x, t) = \bar{h}(x, t) = \chi_{\Omega_t}(x). \) Then the hard constraint \( h(x, t) \leq \rho(x, t) \leq \bar{h}(x, t) \) is equivalent to \( \text{supp} \rho(\cdot, t) \cap \Omega_t = \emptyset, \) which means that there are no agents in \( \Omega_t. \) One can also use the lower bounds on \( \rho \) to maintain a minimal fraction of agents at specific locations.

From (2.12), we obtain

\[ U_1(c) = \int_0^1 \int_{\Omega} \left( \sum_{j=1}^r c_j(t) \zeta_j(x) \right)^2 \, dx \, dt = \frac{1}{2} \int_0^1 \sum_{j=1}^r c_j^2(t) \, dt \]
\[ V_1(w) = \int_{\Omega} \left( \sum_{j=1}^r w_j \zeta_j(x) \right)^2 \, dx = \frac{1}{2} \sum_{j=1}^r w_j^2 \]
\[ U_0(\rho) = \int_0^1 \int_{\Omega} 1_{h(x, t) \leq \rho(x, t) \leq \bar{h}(x, t)} \, dx \, dt \]
\[ V_0(\mu) = \int_{\Omega} 1_{\underline{e}(x) \leq \rho(x, t) \leq \bar{e}(x) + g(x)} \, dx \]

Furthermore, the dual functions are

\[ U_1^*(a) = \frac{1}{2} \int_0^1 \sum_{j=1}^r a_j^2(t) \, dt, \quad V_1^*(b) = \frac{1}{2} \sum_{j=1}^r b_j^2 \]
\[ U_0^*(\alpha) = \int_0^1 \int_{\Omega} \max \{ \alpha(x, t) h(x, t), \alpha(x, t) \bar{h}(x, t) \} \, dx \, dt \]
\[ V_0^*(\beta) = \int_{\Omega} \max \{ (\beta(x) - g(x)) \underline{e}(x), (\beta(x) - g(x)) \bar{e}(x) \} \, dx \]
Accordingly, the algorithm \([3,3]\) reduces to

\[
\begin{align*}
\alpha^{n+1}(x, t) &= \min \left\{ \max \left\{ 0, \alpha^n(x, t) + \tau \rho^n(x, t) - \tau \bar{h}(x, t) \right\} , \alpha^n(x, t) + \tau \rho^n(x, t) - \tau \bar{h}(x, t) \right\} \\
\beta^{n+1}(x) &= \min \left\{ \max \left\{ g(x), \beta^n(x) + \tau \rho^n(x, 1) - \tau \bar{e}(x) \right\} , \beta^n(x) + \tau \rho^n(x, 1) - \tau \bar{e}(x) \right\}
\end{align*}
\]

\[
\alpha^n(x, t) + \tau \rho^n(x, t) = \Delta_{t,x} \phi^n + \tau \left( \rho^n_x + \nabla \cdot m^n \right)
\]

\[
\beta^n(x) + \tau \rho^n(x, 1) = \Delta_{t,x} \phi^n + \tau \left( \rho^n_x + \nabla \cdot m^n \right)
\]

\[
\begin{align*}
\phi^{n+1}(x, 0) &= \phi^n(x, 0) = \phi^n(x, 0) \\
\phi^{n+1}(x, 1) &= \phi^n(x, 1) + \phi^n(x, 1)
\end{align*}
\]

\[
\begin{align*}
\phi^{n+1}(x, t) &= 2 \left( \alpha^{n+1}, \alpha^n + \beta^{n+1}, \phi^n \right) - \left( \alpha^n, \alpha^n, \beta^n, \phi^n \right)
\end{align*}
\]

We have that \( K = (k_{pq}) \) where \( k_{pq} = \int_{\Omega} K(x, y) \zeta_p(x) \zeta_q(y) \mathrm{d}x \mathrm{d}y \). Therefore, \( K \) may not be symmetric if \( K \) is not. In this case, \([1,1]\) is non-potential. Nevertheless, if \( K \) is monotone then such is \( K \), and our methods apply. Below we discuss a class of non-symmetric interactions that are monotone but non-symmetric. For \( \delta_-, \delta_+ > 0 \) consider

\[
\gamma_{\delta_-, \delta_+}(x) = e^{-\frac{x^2}{2\delta_-^2}} \chi_{x<0} + e^{-\frac{x^2}{2\delta_+^2}} \chi_{x>0}, \quad x \in \mathbb{R}
\]

The cosine transform of \( \gamma \) is

\[
\int_\mathbb{R} \cos(2\pi \zeta x) \gamma(x) \mathrm{d}x = \sqrt{\frac{\pi}{2}} \left( \delta_- e^{-2\pi^2 \zeta^2 \delta_-^2} + \delta_+ e^{-2\pi^2 \zeta^2 \delta_+^2} \right) > 0, \quad \zeta \in \mathbb{R}.
\]

Therefore, \( K(x, y) = \gamma(y - x) \) is a monotone kernel. Therefore, for \( \delta_-, \delta_+ \in \mathbb{R}_+ \)

\[
K_{\delta_-, \delta_+}(x, y) = \prod_{i=1}^d \gamma_{\delta_i, \delta_i}(y_i - x_i)
\]

is a monotone kernel. Furthermore, for any non-singular linear transformation \( Q \) we have that \( K_{\delta_-, \delta_+}(Q^{-1}x, Q^{-1}y) \) is a monotone kernel. Therefore, for a basis \( \nu = \{ \nu_1, \nu_2, \ldots, \nu_d \} \subset \mathbb{R}^d \) we have that

\[
K_{\nu, \delta_-, \delta_+}(x, y) = K_{\delta_-, \delta_+}(Q^{-1}x, Q^{-1}y) = \prod_{i=1}^d \gamma_{\delta_{i}, \delta_{i}}(y'_i - x'_i)
\]

is a monotone kernel, where \( Q = (\nu_1 \nu_2 \cdots \nu_d) \) is the coordinates transformation matrix and \( x' = Q^{-1}x \) are the coordinates in \( \nu \).

Kernels in \([4,2]\) model interactions that have different strengths of repulsion along lines parallel to \( \nu \). Moreover, these interactions are not symmetric as they depend on the sign of \( y'_i - x'_i \) that tells us whether \( y \) is in the front or back of \( x \) relative to \( \nu \). We can think of crowd motion models where people mostly pay attention to the crowd in front of them.

### 5. Numerical Experiments

In this section, we present three sets of numerical examples for MFG with mixed couplings using Algorithm \([3,3]\). We take \( \Omega \times [0, T] = [-1, 1]^2 \times [0, 1] \), with a uniform space-grid \( N_x = 64 \) and a uniform time-grid \( N_t = 32 \) in all examples.
5.1. **Density Splitting with Asymmetric Kernel.** We consider a MFG problem where the density splits into 8 parts at final time. For this non-potential MFG with density constraints (5.3), we set
\[
\rho_0(x) = \mathcal{N}([0, 0], 0.1)
\]
\[
g(x) = \frac{1}{2} \sum_{j=1}^{8} \left( 1 - \exp \left( 20\|x - x_j\|_2 \right) \right), \quad \text{where } x_j = 0.75 \left[ \sin \frac{2\pi j}{8}, \cos \frac{2\pi j}{8} \right]
\]
\[
\bar{c}(x) = 4,
\]
where \(\mathcal{N}(x, \sigma_G)\) is the density of a homogeneous normal distribution centered at \(x\) with variance \(\sigma_G\). As for the Gaussian type kernel \(K(x, y)\) in [4,2], we choose the three following set-up:

- **Case A**, symmetric kernel
  \[
  K(x, y) = 4 \exp \left( -\frac{\|x - y\|^2}{2\delta^2} \right)
  \]
  \[\delta = \delta_{i-} = \delta_{i+} = 0.1 \text{ for } i = 1, 2\]

- **Case B**, asymmetric kernel
  \[
  K(x, y) = 4\gamma_{\delta-}\delta(x_1 - y_1)\gamma_{\delta}\delta(x_2 - y_2)
  \]
  \[\delta = 0.1, \delta_- = 0.4.\]

- **Case C**, asymmetric kernel (coordination transform)
  \[
  K(x, y) = 4 \exp \left( -\frac{(x - y)^T Q(x - y)}{2\delta^2} \right)
  \]
  \[Q = \begin{pmatrix}
  \frac{1}{\pi} & \frac{\epsilon}{\pi} \\
  \frac{\epsilon}{\pi} & \frac{1}{\pi}
  \end{pmatrix}, \quad c = 0.95, \delta = 0.1
  \]

The results are shown in Figure [1] As we can see nonlocal kernel affect how the density moves and have different final distributions. In case A, a symmetric kernel leads to an even splitting of the initial density. Comparing case A and B, we see that the large \(\delta_{1-}\) causes density to favor a motion towards \(x_{1-}\) direction. As a result, the final density has more concentration in \(x_{1-}\) domain. As for a comparison between A and C, we see that agents in case C have a preference to move along \(x_1 = x_2\) direction, which is consistent with the shape of the kernel \(K(x, 0)\).

5.2. **Static Obstacles Modeled with Density constraint.** Here we provide a MFG problem where the the density moves while avoiding the obstacles, which is modeled using density constraint. We also include a small local interaction term in this example:
\[
f_0(t, x, z) = \partial_z \mathbf{1}_{\bar{h}(x,t) \leq z \leq h(x,t)} + \epsilon \log z, \quad \epsilon = 0.01,
\]
\[
\bar{h}(x, t) = 0, \bar{c}(x) = 0 \text{ for } x \in \Omega_{\text{obs}},
\]
\[
K(x, y) = 4\gamma_{\delta-}\delta(x_1 - y_1)\gamma_{\delta}\delta(x_2 - y_2), \quad \delta = 0.1, \delta_- = 0.4
\]
As for the initial-terminal conditions, we have
\[
\rho_0(x) = \frac{1}{2} \mathcal{N}([-0.8, 0.5], 0.1) + \frac{1}{2} \mathcal{N}([-0.8, 0.5], 0.1)
\]
\[
g(x) = x_1^2 + (x_2 - 0.85)^2 - 2e^{-10(x_2 - 0.75)^2}.
\]
Under above setup, we consider the following 2 cases: case A, \(\bar{h}(x, t) = 20\); case B, \(\bar{h}(x, t) = 10\) for all \((x, t), x \notin \Omega_{\text{obs}}\). The numerical results are shown in Figure [2]
As we see the density moves from left to the right and avoids both the rectangle and round obstacles. It avoids the round obstacles via an uneven splitting, which is
caused by the asymmetric kernel. Comparing Case A and B, we see that the density constraint make the agents spread more.

5.3. Dynamic Obstacles Modeled with Density constraint. In the last example, we model an Optimal-Transport-like problem with dynamic obstacles via density constraint. Our mean field game system is as follows:

$$K(x, y) = \exp \left( -\frac{\|x - y\|^2}{2\delta^2} \right), \quad \delta = 0.1$$

$$\rho_0(x) = \sum_{j=1}^{5} \frac{1}{5} \mathcal{N}(x_j, 0.05), \text{for } x_j = [-0.9 + 0.3j, -0.85]$$

$$g(x) = x_1^2 + 5|x_2 - 0.85|^{1.5}.$$

Fig. 1. MFG solution $\rho(x, 0.3), \rho(x, 0.6), \rho(x, 1)$ for density splitting examples.
We use the density constraint $\bar{h}(x, t)$ to model 4 rectangles moving vertically. As for the density constraint at final time, we choose $e(x)$ to be exactly a density distribution. Specifically,

$$e(x) = c_e, \text{ for } ||x - x_j|| \leq 0.08, \text{ for } x_j = [-0.9 + 0.3j, 0.85], j = 1...5,$$

where $c_e$ is a constant that normalized $e(x)$. This setup is equivalent to specifying the final density distribution $\rho(x, 1) = e(x)$. This is case A that is shown in Figure 3. We also relax the density constraint at $t = 1$, by setting

$$\underline{e}(x) = \frac{1}{2} c_e, \text{ for } ||x - x_j|| \leq 0.08, \text{ for } x_j = [-0.9 + 0.3j, 0.85], j = 1...5.$$

That it, we decrease the lower bound of $\rho(x, 1)$ by half. This is Case B shown in Figure 3. As we can see, unlike case A, the agents do not completely fill the support of $e(x)$. The aspect of modeling dynamic obstacles also works well as agents avoid the prohibited regions.

**Appendix**

**Proof of Proposition 2.1.** Calculating the first variation with respect to $\rho, m$ in (2.6), we obtain

$$\begin{cases}
L \left( t, x, \frac{m}{\rho} \right) - \frac{m}{\rho} \nabla e L \left( t, x, \frac{m}{\rho} \right) + \alpha(x, t) + \sum_{i=1}^{r} a_i(t) \zeta_i(x) + \phi_t = 0 \\
\nabla_i L \left( t, x, \frac{m}{\rho} \right) + \nabla \phi = 0 \\
\beta(x) + \sum_{i=1}^{r} b_i \zeta_i(x) - \phi(x, 1) = 0
\end{cases}$$

Fig. 2. MFG solution $\rho(x, 0.3), \rho(x, 0.6), \rho(x, 1)$ for static obstacles examples, where the obstacle (yellow) is located at $\Omega_{obs} = \{|x - [0, 0.2]|^2 \leq 0.15^2\} \cup \{|x_1| \geq 0.1, |x_2 + 0.15| \leq 0.05\}$
Additionally, \( \rho(x, 0) = \rho_0(x) \) as \( \Xi(\rho, m) < \infty \). From the properties of the Legendre transform, we obtain that

\[
\begin{aligned}
\frac{m}{\rho} &= -\nabla_p H(t, x, \nabla \phi) \\
H(t, x, \nabla \phi) &= \frac{m}{\rho} \nabla \cdot L(t, x, \frac{m}{\rho}) - L(t, x, \frac{m}{\rho})
\end{aligned}
\]

which yields (2.4). Rest of the proof readily follows from the convex duality relation between \( \Xi \) and \( \Xi^* \).

**Proof of Proposition 2.2.** The components of \( C^* \) corresponding to variables \( a, b, \alpha, \beta \) are straightforward to calculate as they are in \( L^2 \) spaces. As for the component corresponding to \( \phi \), we have to find \( h = h(\rho, m) \) such that for all \( \phi \) one has that

\[
\langle h, \phi \rangle_{H^1} = -\int_0^1 \int_\Omega \phi_t \rho + \nabla \phi \cdot m \, dx \, dt + \int_\Omega \phi(x, 1) \rho(x, 1) \, dx - \int_\Omega \phi(x, 0) \rho(x, 0) \, dx
\]

\[
= \int_0^1 \int_\Omega \phi (\rho_t + \nabla \cdot m) \, dx \, dt
\]

We have that

\[
\langle h, \phi \rangle_{H^1} = \int_\Omega \phi(x, 0) h(x, 0) \, dx + \int_\Omega \phi(x, 1) h(x, 1) \, dx + \int_0^1 \int_\Omega \nabla_{t,x} \phi \cdot \nabla_{t,x} h \, dx \, dt
\]

\[
= - \int_0^1 \int_\Omega \phi \Delta_{t,x} h \, dx \, dt + \int_\Omega \phi(x, 1) (h(x, 1) + h_t(x, 1)) \, dx
\]

\[
+ \int_\Omega \phi(x, 0) (h(x, 0) - h_t(x, 0)) \, dx
\]
Therefore $h$ must satisfy the conditions
\[
\begin{aligned}
\Delta_{t,x}h &= -(\rho_t + \nabla \cdot m) \\
h(x,0) - h_t(x,0) &= 0 \\
h(x,1) + h_t(x,1) &= 0
\end{aligned}
\] (5.1)
and we obtain (2.14). Next, we prove (2.15). We have that
\[
U_0^*(\alpha) = \int_0^1 \int_\Omega F_0^*(t,x,\alpha(x,t))dxdt,
\partial_\alpha U_0^*(\alpha(x,t)) = \partial_\alpha F_0^*(t,x,\alpha(x,t)),
\]
where $F_0^*(t,x,\alpha) = \sup_\rho \alpha \rho - F_0(t,x,\rho)$. Therefore, the $\alpha$-entry inclusion in (2.15) is equivalent to
\[
\rho(x,t) \in \partial_\alpha F_0^*(t,x,\alpha(x,t)) \iff \alpha(x,t) \in \partial_\rho F_0(t,x,\rho) = f_0(t,x,\rho)
\]
Similarly, the $\beta$-entry inclusion is equivalent to
\[
\rho(x,1) \in \partial_\alpha G_0^*(x,\beta(x)) \iff \beta(x) \in \partial_\rho G_0(x,\rho(x,1)) = g_0(x,\rho(x,1))
\]
Next, the $\phi$-entry inclusion means that $h = 0$ in (5.1) that is equivalent to
\[
\rho_t + \nabla \cdot m = 0
\]
The $\alpha$-entry inclusion in (2.15) is
\[
\left(\int_\Omega \rho(x,t)\zeta_i(x)dx\right)_{i=1}^r \in K^{-1}\partial_a U_1^*(a) \iff K\left(\int_\Omega \rho(x,t)\zeta_i(x)dx\right)_{i=1}^r \in \partial_a U_1^*(a)
\]
Applying the properties of the Legendre transform again, we obtain that this previous inclusion is equivalent to
\[
a \in \partial_c U_1\left(K\left(\int_\Omega \rho(x,t)\zeta_i(x)\right)_{i=1}^r\right)
\] (5.2)
On the other hand, we have that
\[
\partial_c U_1(c) = \int_0^1 \int_\Omega f_1\left(t,x,\sum_{p=1}^r c_p(t)\zeta_p(x)\right)\zeta_i(x)dxdt
\]
and therefore
\[
\partial_c U_1\left(K\left(\rho(x,t)\zeta_i(x)\right)_{i=1}^r\right)
= \int_0^1 \int_\Omega f_1\left(t,x,\sum_{p=1}^r \sum_{q=1}^r k_{pq}\int_\Omega \rho(y,t)\zeta_p(y)dy\zeta_q(x)\right)\zeta_i(x)dxdt
= \int_0^1 \int_\Omega f_1\left(t,x,\int_\Omega K_r(x,y)\rho(y,t)dy\right)\zeta_i(x)dxdt
\]
Hence, (5.2) is equivalent to the first equation in (2.5). The derivation for the $b$-entry in (2.15) is similar.

**Proof of Theorem 2.4.** The equivalence of (2.17) and (2.4)-(2.5) is simply a combination of assertions in Propositions 2.1 and 2.2. Furthermore, assume that $c \mapsto \partial_c U_1(Kc)$ and $w \mapsto \partial_w V_1(Sw)$ are maximally monotone. We have that
\[
(\partial_a U_1(Kc))^{-1} = K^{-1}\partial_\alpha U_1^*(a), \quad (\partial_a V_1(Sw))^{-1} = S^{-1}\partial_b V_1^*(b)
\]
Therefore $a \mapsto K^{-1}\partial_\alpha U_1^*(a)$ and $b \mapsto S^{-1}\partial_b V_1^*(b)$ are maximally monotone. Next, $\alpha \mapsto \partial_\alpha U_0^*(a)$ and $\beta \mapsto \partial_\beta V_0^*(\beta)$ are maximally monotone by the convexity of $U_0^*, V_0^*$. Hence, $M$ is maximally monotone.
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