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Abstract
In this paper, the discrete Burr type III distribution is introduced using the general approach of discretizing a continuous distribution and proposed it as a suitable lifetime model. The equivalence of continuous and discrete Burr type III distribution is established. Some important distributional properties and estimation of the parameters, reliability, failure rate and the second rate of failure functions are discussed based on the maximum likelihood method and Bayesian approach.
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1. Introduction
An important aspect of lifetime analysis is to find a lifetime distribution that can adequately describe the ageing behavior of the device concerned. Most of the lifetimes are continuous in nature and hence many continuous life distributions have been proposed in literature. On the other hand, discrete failure data are arising in several common situations for example:
• Reports on field failure are collected weekly, monthly and the observations are the number of failures, without a specification of the failure times.
• A piece of equipment operates in cycles and experimenter observes the number of cycles successfully completed prior to failure. A frequently referred example is copier whose life length would be the total number of copies it produces. Another example is the number of on/off cycles of a switch before failure occurs, see Lai and Xie [1].

In the last two decades, standard discrete distributions like geometric and negative binomial have been employed to model life time data. Usually, if the discrete model is used with lifetime data, it is a multinomial distribution. This arises because effectively the continuous data have been grouped, see Lawless [2]. However, there is a need to find more plausible discrete lifetime distributions to fit to various types of lifetime data. For this purpose, discretizing popular continuous lifetime distributions can be helpful in this manner, since, it effects on speed, accuracy and understandability of the generated data using these discrete lifetime models.

1.1. Discretizing a Continuous Distribution

A continuous failure time model can be used to generate a discrete model by introducing a grouping on the time axis. If the underlying continuous failure time X has the reliability function (RF), \( R(x) = P[X \geq x] \), and times are grouped into unit intervals so that the discrete observed variable is \( dX = [X] \), the largest integer part of X, the probability mass function (pmf) of dX can be written as
\[
p(x) = P[dX = x] = P[x \leq dX < x + 1] = R(x) - R(x + 1); \quad x = 0, 1, 2, \ldots
\]

The pmf of discrete random variable (dX), can be viewed as discrete concentration of the pdf of X. The first and easiest in this approach is the geometric distribution with pmf
\[
p(x) = \theta (1 - \theta)^x; \quad x = 0, 1, 2, \ldots
\]

A discrete analogue of the normal distribution was obtained [5], that is characterized by maximum entropy, specified mean and variance, and integer support on \((-\infty, \infty)\).

The interests in discrete failure data came relatively late in comparison to its continuous analogue. The subject matter has to some extent been neglected. It was only briefly mentioned by few scientists. Khan, Khalique and Abouammoh [3], discussed two discrete Weibull distributions (type I and type II), and suggested a simple method to estimate the unknown parameters for one of them, since the usual methods of estimation are not easy to apply. Kulasekera [4] presented approximate maximum likelihood estimators of the parameters of a discrete Weibull distribution under censoring.

A discrete analogue of the normal distribution was obtained [5], that is characterized by maximum entropy, specified mean and variance, and integer support on \((-\infty, \infty)\).

Szablocska [6], introduced new natural parameters in a formula defining a family of discrete normal distributions, where one of the parameters is closely related to the expectation and the other to the variance of that family. The discrete version of the normal and Rayleigh distributions...
were also proposed by Roy[7],[8] respectively. The discrete Weibull models were obtained[9], in order to model the number of cycles to failure when components are subjected to cyclical loading. In addition, some distributional properties for these models were presented.

A discrete version of the Laplace (double exponential) distribution was derived by Inusah and Koizumi[10], and discussed some of its statistical properties and statistical issues of estimation under the discrete Laplace model. The discrete Burr type XII and Pareto distribution were obtained after revising some of its properties. A discrete inverse Weibull distribution was proposed[12], which is a discrete version of the continuous inverse Weibull variable, defined as $X^*$ where $X$ denotes the continuous Weibull random variable. The discrete version of Lindley distribution was introduced[13], by discretizing the continuous failure model of the Lindley distribution. Also, a compound discrete Lindley distribution in closed form is obtained after revising some of its properties.

A discrete generalized exponential distribution of a second type (DGE2($\alpha, \rho$)), was presented[14], which can be considered as another generalization of the geometric distribution.

A discrete analog of the generalized exponential distribution (DGE($\alpha, p$)) was presented[15], which can be viewed as another generalization of the geometric distribution, and some of its distributional and moment properties were discussed. Burr type III distribution proposed as a lifetime model, see[16], the author discussed the distributional and the reliability properties of BurrIII($c, k$) distribution, by setting $\theta = e^{-k}$ and $(0 < \theta < 1)$.

Here, note that $R(x)$ is same for BurrIII($c, k$) distribution and dBurrIII($c, \theta$) distribution at the integer points of $x$. Also, it is a positively skewed distribution.

Now, by using (1), the pmf of the discrete Burr type III distribution with the parameters $c$ and $\theta$, dBurrIII($c, \theta$), can be define as

$$p(x) = R(x) - R(x + 1) = \theta^k R(x + 1) - \theta^k R(x), \quad x = 0, 1, 2, \ldots \quad (7)$$

2.2.1. The Failure Rate $h(x)$ is Given by

The HRF or the failure rate function is given by

$$h(x) = \frac{(x + 1) R(x) - x R(x + 1)}{R(x + 1) - R(x + 2)}, \quad x = 0, 1, 2, \ldots \quad (8)$$

to study the behaviors of this function see Fig.(3).

2.2.2. The Second Rate of Failure $h^*(x)$ is Given by

For discrete distributions, failure rate $h(x)$ is a conditional probability with unity as its upper bound. It was pointed out that calling this the failure rate function might add to the confusion that is already common in industry that failure rate and failure probability are sometimes mixed-up[9]. To solve this problem they introduced second rate of failure $h^*(x)$ with the same monotonicity as $h(x)$.

For dBurrIII($c, \theta$) we have

$$h^*(x) = \log \frac{R(x + 1)}{R(x + 2)} = \log \frac{1 - \theta^k (1 + x^{c-1})}{1 - \theta^k (1 + x^{c-1})}. \quad (9)$$

Remark:

Note that the expressions for $R(x), h(x)$ and $h^*(x)$ for dBurrIII($c, \theta$) can be directly obtained from those of BurrIII($c, k$) distribution, by setting $k = -\log \theta \equiv (\theta = e^{-k})$.

2.2.3. The $r$th Moment of dBurrIII($c, \theta$) is Given by

$$\mu_r = E(X^r) = \sum_{x=0}^{\infty} x^r p(x) = \sum_{x=0}^{\infty} x^r [R(x) - R(x + 1)]. \quad (10)$$

In particular:

2. The Model

2.1. Continuous Burr Type III Distribution

A lifetime rv $X$ follows the Burr type III distribution $\text{BurrIII}(c, k)$ if its pdf is given by

$$f(x|c,k) = \left\{ \begin{array}{ll} 0 & \text{otherwise} \\
ck^{c-1}(1+x^{-c})^{-k-1} & x > 0, (c, k > 0) 
\end{array} \right. \quad (2)$$

the corresponding survival function (RF), failure rate function (HRF) and the second rate of failure function (SHRF) are respectively given by

$$R(x) = 1 - (1 + x^{-c})^{-k}, \quad x > 0, (c, k > 0). \quad (3)$$

$$h(x) = \frac{ck^{c-1}(1+x^{-c})^{-k-1}}{1+(1+x^{-c})^{-k}}, \quad x > 0, (c, k > 0). \quad (4)$$

and

$$h^*(x) = \log \left[ \frac{R(x)}{R(x + 1)} \right] = \log \left[ \frac{1-(1+x^{-c})^{-k}}{1+(1+x^{-c})^{-k}} \right], \quad x > 0, (c, k > 0). \quad (5)$$

2.2. Discrete Burr III Distribution

Based on the reliability function of continuous BurrIII rv $X$, which is given by (3), the $R(x)$ for dBurrIII($c, \theta$) distribution at integer points of $X$, is given by

$$R(x) = 1 - \theta^k (1 + x^{-c}), \quad \theta = e^{-k} \quad (6)$$

where $\theta < 1$.

Now, by using (1), the pmf of the discrete Burr type III distribution with the parameters $c$ and $\theta$, dBurrIII($c, \theta$), can be define as

$$p(x) = R(x) - R(x + 1) = \theta^k (1 + x^{-c}) - \theta^k (1 + x^{-c}), \quad x = 0, 1, 2, \ldots \quad (7)$$

2.2.1. The Failure Rate $h(x)$ is Given by

The HRF or the failure rate function is given by

$$h(x) = \frac{p(x)}{R(x)} = \frac{\theta^k (1 + x^{-c}) - \theta^k (1 + x^{-c})}{1 - \theta^k (1 + x^{-c})}, \quad x = 0, 1, 2, \ldots \quad (8)$$

to study the behaviors of this function see Fig.(3).

2.2.2. The Second Rate of Failure $h^*(x)$ is Given by

For discrete distributions, failure rate $h(x)$ is a conditional probability with unity as its upper bound. It was pointed out that calling this the failure rate function might add to the confusion that is already common in industry that failure rate and failure probability are sometimes mixed-up[9]. To solve this problem they introduced second rate of failure $h^*(x)$ with the same monotonicity as $h(x)$.

For dBurrIII($c, \theta$) we have

$$h^*(x) = \log \left[ \frac{R(x)}{R(x + 1)} \right] = \log \left[ \frac{1 - \theta^k (1 + x^{-c})}{1 - \theta^k (1 + x^{-c})} \right]. \quad (9)$$

Remark:

Note that the expressions for $R(x), h(x)$ and $h^*(x)$ for dBurrIII($c, \theta$) can be directly obtained from those of BurrIII($c, k$) distribution, by setting $k = -\log \theta \equiv (\theta = e^{-k})$.

2.2.3. The $r$th Moment of dBurrIII($c, \theta$) is Given by

$$\mu_r = E(X^r) = \sum_{x=0}^{\infty} x^r p(x) = \sum_{x=0}^{\infty} x^r [R(x) - R(x + 1)]. \quad (10)$$

In particular:
(i) The mean of lifetime \( \mu \) of dBurrIII(\( c, \theta \)) can be obtained by using (10) as follows
\[
\hat{\mu}_1 = \mu = \sum_{x=0}^{\infty} x \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right].
\]

(ii) The second moment is given by
\[
\hat{\mu}_2 = \sum_{x=0}^{\infty} x^2 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right].
\]

(iii) The variance \( V(\mu, \theta) \) of dBurrIII(\( c, \theta \)) can be obtained by using (11) and (12) as follows
\[
V(\mu, \theta) = \hat{\mu}_2 - \mu^2 = \sum_{x=0}^{\infty} x^2 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right] - \left[ \sum_{x=0}^{\infty} x \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right] \right]^2.
\]

(iv) The mean of dBurrIII(\( c, \theta \)) is decreasing. Also, the variance of dBurrIII(\( c, \theta \)) is decreasing and it’s noticeable from the graph that the mean is decreasing faster than the variance. Although the variance for dBurrIII(\( c, \theta \)) tends to increase at the beginning but after that it adopts the same behavior as the mean.

(v) The 2nd moment is given by
\[
\hat{\mu}_3 = \sum_{x=0}^{\infty} x^3 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right].
\]

(vi) The 4th moment is given by
\[
\hat{\mu}_4 = \sum_{x=0}^{\infty} x^4 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right].
\]

(vii) The skewness \( \alpha_3 \) of dBurrIII(\( c, \theta \)) can be obtained by using (11), (12), (13) and (14) as follows
\[
\alpha_3 = \frac{\sum_{x=0}^{\infty} x^3 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right]}{\left[ \sum_{x=0}^{\infty} x^2 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right] \right]^{3/2}}.
\]

\[
\mu_4 = \frac{\sum_{x=0}^{\infty} x^4 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right]}{\left[ \sum_{x=0}^{\infty} x^2 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right] \right]^{2}}.
\]

\[
\alpha_4 = \frac{-\sum_{x=0}^{\infty} x^4 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right]}{\left[ \sum_{x=0}^{\infty} x^2 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right] \right]^{2}}.
\]

\[
\alpha_4 = \frac{-4\mu \sum_{x=0}^{\infty} x^3 \left[ \theta \log (1+(x+c)\frac{\theta}{1} + \frac{\theta}{1+x})^{-\theta} \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right]}{\left[ \sum_{x=0}^{\infty} x^2 \left[ \theta \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right] \right]^{3}}.
\]

2.2.4. The Probability Generating Function \( G(t) \) for dBurrIII(\( c, \theta \)) is Given by
\[
G(t) = E(t^x) = \sum_{x=0}^{\infty} t^x p(x)
\]

2.2.5. The Characteristic Function \( \phi_x(\omega) \) for dBurrIII(\( c, \theta \)) is Given by
\[
\phi_x(\omega) = E(e^{i\omega x}) = \sum_{x=0}^{\infty} e^{i\omega x} \left[ \theta \log (1+(x+c)^{\theta} + \frac{\theta}{1+x})^{-\theta} \log (1+x)^{\theta} - \theta \log (1+x)^{-\theta} \right].
\]

2.3. Graphical Description

The curves of two populations of dBurrIII(\( c, \theta \)) are plotted in Fig.(2), the first curve \( p_1(x) \) when \( \theta = 0.75 \) and \( c = 1 \) and the the second one , \( p_2(x) \) when \( \theta = 0.25 \) and \( c =
.5). The curves of the corresponding failure rate function and the second rate of failure function of dBurrIII(c, θ) are illustrated in Fig.(3) and Fig.(4), respectively. Fig.(3) demonstrate some of the possible shapes of h(x) for selected values of θ where (c=.1), the first curve h1(x) at (θ = .2) and the second one, h2(x) at (θ = 2). It is obvious that h(x) is a decreasing function. In Fig.(4) some of the possible shapes of h*(x) represented for selected values of θ and c where (θ = .1 and c=.5) in the first curve S1(x) and (θ = .99 and c=1.5) in the second one, S2(x).

3. Some Results on dBurrIII(c, θ)

3.1. Result (1)

If X~BurrIII (c, k), then Y=X~dBurrIII (c, θ) with θ = e^{-k}.

**Proof**

\[P[Y \geq y] = P[X \geq y] = P[X \geq y] = 1 - (1 + y^{-c})^{-k}
= 1 - \theta \log (1 + y^{-c}) ; \quad y = 0, 1, 2, \ldots.

Thus, Y=X~dBurrIII (c, θ).

3.2. Result (2)

Let \(X_i (i = 1, 2, \ldots n)\) be non-negative independently and identically distributed (iid) integer valued rv’s and \(Y = \min X_i \).

Then, Y is dBurrIII (c, \(\theta^n\)) if and only if \(X_i\) is dBurrIII(c, \(\theta\))

**Proof**

Let \(X_i (i = 1, 2, \ldots n)\) be iid dBurrIII(c, \(\theta\)), then,

\[R(x) = 1 - \theta \log (1+x^{-c}) ; \quad x = 0, 1, 2, \ldots\]

consider, \(\forall y = 0, 1, 2, \ldots\)

\[R(y) = P[Y \geq y] = [P[X_i \geq y]]^n = 1 - (\theta^n) \log (1+y^{-c}),\]

thus, \(Y~dBurrIII (c, \theta^n)\).

Conversely,

let \(R(y) = 1 - (\theta^n) \log (1+y^{-c}) ; y = 0, 1, 2, \ldots\), then,

\[R(x) = [P[X_i \geq x]]^\frac{1}{n} = 1 - (\theta) \log (1+x^{-c}) ; \quad x = 0, 1, 2, \ldots\]

3.3. Result (3)

If X non-negative rv and \((t)\) is a positive number. Then, \(X_t = \lfloor X_t \rfloor ~ dBurrIII (\frac{c}{t}, \theta)\) if and only if \(X~BurrIII (c, k)\).

**Proof**

Let \(X~BurrIII (c, k)\). Then, \(\forall x = 0, 1, 2, \ldots\)

\[P[X \geq x] = P[X \geq x] = P[X \geq x] = \frac{1}{x^c} = 1 - (1 + x^{-c/1})^{-k}
= 1 - \theta \log (1+x^{-c/1}) ; \quad x = 0, 1, 2, \ldots ,

thus, \(X~dBurrIII (\frac{c}{t}, \theta)\).

Conversely,

let \(X~dBurrIII (\frac{c}{t}, \theta)\), then \(\forall y = 0, 1, 2, \ldots\)

\[R_t(y) = P[X \geq y] = [P[X_t \geq y]]^\frac{1}{t} = P[X \geq y^\frac{1}{t}] = R_x (y^\frac{1}{t}),\]

Where,

\[R_x (y^\frac{1}{t}) = P[X \geq y] = 1 - \theta \log (1+y^{-c/1})
= 1 - (1 + y^{-\frac{n}{t}})^{-k},\]

substituting \(y^\frac{1}{t} = x\) \{x will cover the whole interval \((0, \infty)\) for varying \(t\), we get

\[R_x (x) = P[X \geq x] = 1 - (1 + x^{-c})^{-k} ; \quad x > 0,

which is the RF of BurrIII (c, k).
3.4. Result (4)

If \( X \sim \text{BurrIII}(c, k) \), then 
\[
Y = \left[ \log(1 + X - c) \right] \sim \text{Geo}(\theta),
\]
the geometric distribution with \( \theta = e^{-k} \).

**Proof**

Consider,
\[
P\left[Y \geq y\right] = P\left[\log(1 + X - c) \geq y\right] = P\left[X \geq \left( e^y - 1 \right)^{\frac{1}{c}} \right]
\]
\[
= P\left[X \geq \left( e^y - 1 \right)^{\frac{1}{c}} \right] = 1 - \left[ 1 - \theta^{\log_{e}(1 + (e^y - 1))} \right]
\]
\[
= 1 - \left[ 1 - \theta^y \right] = \theta^y ; \quad y = 0, 1, 2, \ldots
\]
This is RF of geometric rv. Thus, \( Y \sim \text{Geo}(\theta) \).

3.5. Result (5)

If \( X \sim \text{BurrIII}(c, k) \), then 
\[
Y = \left[ \log(1 + X - c) - 1 \right] \sim \text{Geo}\left(1/\theta\right),
\]
where \( \theta = e^{-k} \).

**Proof**

Consider,
\[
P\left[Y \geq y\right] = P\left[\log(1 + X - c) - 1 \geq y\right]
\]
\[
= P\left[-y \geq \log(1 + X - c) \right] = P\left[X \leq \left( e^{-y} - 1 \right)^{\frac{1}{c}} \right]
\]
\[
= 1 - \left[ 1 - \theta^{\log_{e}(1 + (e^{-y} - 1))} \right] = 1 - \left[ 1 - \theta^{-y} \right] = \theta^{-y} ; \quad y = 0, 1, 2, \ldots
\]
This is RF of geometric rv. Thus, \( Y \sim \text{Geo}\left(1/\theta\right) \).

The following figure summarizes some of the results on dBurrIII(c, \( \theta \)).
4. Estimation of the Parameters of dBurrIII(c, θ)

4.1. Estimation of the Parameters Based on the ML Method

Let n items be put on test and their lifetimes are recorded as \( X_1, X_2, \ldots, X_n \). If these \( X_t \)'s are assumed to be iid r.v's following dBurrIII(c, θ), their likelihood function is given by

\[
L(\theta; x) = \prod_{i=1}^{n} \left[ \theta \log \left( \frac{1}{1+x_i^{-c}} \right) - \theta \log (1+x_i^{-c}) \right],
\]

and (23) can be rewritten as follows

\[
L(\theta; x) = \prod_{i=1}^{n} \theta \log (1+x_i^{-c}) - \theta \log \left[ \theta^{\Phi(x_i)} - 1 \right],
\]

where \( \Phi(x_i, c) = \log \left[ \frac{1}{1+x_i^{-c}} \right] \).

Now, to find the two log-likelihood equations we need first to obtain the log-likelihood function which is given by

\[
\log L(\theta; x) = \sum_{i=1}^{n} \left[ \log (1+x_i^{-c}) \log \theta + \log \left( \Phi(x_i, c) - 1 \right) \right].
\]

4.1.1. Case I (c is known and θ is Unknown)

In this case, the MLE of the unknown parameter \( \theta \) is \( \hat{\theta} \), which is the solution of the following likelihood equation, with an observed sample this equation can be solved using an iterative numerical method.

\[
\frac{\partial \log L}{\partial \theta} = \sum_{i=1}^{n} \left[ \frac{\log (1+x_i^{-c})}{1+x_i^{-c}} + \frac{\Phi(x_i, c)}{\theta} \right] = 0 \quad (1)
\]

The solution of this equation will provide the MLE of \( \theta \) by using numerical computation.

The MLE's of the reliability, the failure rate and the second rate of failure functions are obtained based on the invariance property of the ML, respectively as follows

\[
R(x) = \frac{1}{1+\theta \log (1+x^{-c})},
\]

\[
h(x) = \frac{1+\theta \log (1+x^{-c})}{1-\theta \log (1+x^{-c})},
\]

\[
h^*(x) = \log \left[ \frac{1-\theta \log (1+x^{-c})}{1-\theta \log (1+x^{-c})} \right].
\]

4.1.2. Case II (c and θ are Unknown)

In this case, the solution of the following likelihood equations provide the MLE's of the unknown parameters \( \theta \) and \( c \), which are denoted by \( \hat{\theta} \) and \( \hat{c} \), respectively. With an observed sample these equations can be solved using an iterative numerical method.

So, the first derivatives with respect to \( c \) and \( \theta \), of the log-likelihood equation (25), are given by

\[
\frac{\partial \log L}{\partial c} = \sum_{i=1}^{n} \left[ \frac{1+\theta \log (1+x_i^{-c})}{1+x_i^{-c}} - \frac{1+\theta \Phi(x_i,c)}{\theta} \right] = 0 \quad (1)
\]

\[
\frac{\partial \log L}{\partial \theta} = \sum_{i=1}^{n} \left[ \frac{-1+x_i^{-c}}{1+x_i^{-c}} \log \theta \log \left( \frac{1}{1+x_i^{-c}} \right) + \frac{1+\theta \Phi(x_i,c)}{\theta} \right] = 0 \quad (2)
\]

where \( \Phi(x_i, c) = \log \left( \frac{1}{1+x_i^{-c}} \right) \).

By using numerical computation, the solution of these normal equations will provide the MLE of \( \theta \) and \( c \).

The MLE's of the reliability, the failure rate and the second rate of failure functions, are obtained based on the invariance property of the ML, respectively as follows

\[
R(x) = \frac{1}{1-\theta \log (1+x^{-c})},
\]

\[
h(x) = \frac{1-\theta \log (1+x^{-c})}{1-\theta \log (1+x^{-c})},
\]

\[
h^*(x) = \log \left[ \frac{1-\theta \log (1+x^{-c})}{1-\theta \log (1+x^{-c})} \right].
\]

4.2. Estimation of the Parameters based on Bayesian Approach

4.2.1. Case I (c is Known and θ is Unknown)

Assume that the prior knowledge of \( \theta \) is adequately represented by beta distribution with parameters (a) and (1) then the pdf of the prior density of \( \theta \) is given by

\[
\pi(\theta) = \theta^{a-1}; 0 < \theta < 1
\]

and \( \pi(\theta) \propto \theta^{a} \).

Combine the likelihood function (23) and the prior density (26) to obtain the posterior density of \( \theta \) as follows

\[
\pi(\theta|x) \propto \theta^{a+} \Sigma_{w1} - 1 - \theta^{a+} \Sigma_{w2} - 1
\]

Then

\[
\pi(\theta|x) = Q(c) \theta^{a+} \Sigma_{w1} - 1 [1 - \theta^w] \quad (28)
\]

where, \( w_1 = \log \Phi(x) + (x+1)^{-c} \), \( w_2 = \log (1 + xi - \text{cand } \omega = w_2 - w_1) \).

Now, obtaining the marginal distribution for \( x \), by integrating (27) over \( \theta \) leads to:

\[
Q^1(c) = \int_{0}^{1} \theta^{a+} \Sigma_{w1} - 1 d\theta - \int_{0}^{1} \theta^{a+} \Sigma_{w2} - 1 d\theta
\]

\[
= \frac{1}{a + \Sigma w_1} - \frac{1}{a + \Sigma w_2}
\]

\[
= \frac{w^ω}{(δ+1)^{ω}} \quad ; \quad \text{where } \delta = (a + \Sigma w_1) \text{ and } \tau = (a + \Sigma w_2) \quad (29)
\]

So, from (28) and (29), \( \theta^x \) is distributed as follows:

\[
\pi(\theta|x) = \frac{(δ+1)^{ω}}{(δ+ω+1)^{ω}} \theta^{ω-1} [1 - \theta^w] \quad ; \quad 0 < \theta < 1 \quad (30)
\]

Assuming a squared-error loss function and informative prior, the Bayes estimate of the parameter \( \theta \) is given by

\[
\theta^* = \mathbf{E}(\theta|x) = \frac{(δ+1)^{ω}}{(δ+ω+1)^{ω}} \quad (31)
\]

Based on binary loss function, the Bayes estimate of the parameter \( \theta \) is given by

\[
\theta^* = \frac{(δ-1)^{ω}}{(δ-ω-1)^{ω}} \quad (32)
\]

Assuming a modified LINEX loss function, the Bayes estimate of the parameter \( \theta \) is given by

\[
\theta^* = \frac{(δ+ω-1)^{ω}}{(δ+ω-1)^{ω}} \quad (33)
\]

Also, under General entropy loss function, the Bayes estimate of the parameter \( \theta \) is given by

\[
\theta^* = (\mathbf{E}(\theta^{-q}))^{-\frac{1}{q}} = \frac{(δ+ω-1)^{ω}}{(δ+ω-1)^{ω}} \quad (34)
\]

Now, from (30) considering a function where \( (\theta^ω = z) \) in order to get a well known form for the posterior density of the new parameter \( \theta^ω \), then \( \pi(z|x) \) will be at the
following form
\[ \pi(z|x) = \frac{(\delta/\tau)^{\omega}}{\omega^{\frac{\omega-1}{2}} z^{\frac{\omega-1}{2}} (1 - z)^{\frac{\omega}{2}}}; \quad 0 < z < 1 \]
which means that, \( z \sim B\left(\frac{\omega}{2},\tau\right) \).

Assuming a squared-error loss function and informative prior, the bayes estimate of the parameter \( \theta^o \) is given by
\[ (\theta^o)^* = E(z|x) = \frac{\delta}{\omega}. \] (35)

Based on binary loss function, which is the mode of \( \pi(z|x) \), the highest posterior estimate (HPE) of the parameter \( \theta^o \) is given by
\[ (\theta^o)^* = \frac{(\delta - 1)}{\omega}. \] (36)

Assuming a modified LINEX loss function, the bayes estimate of the parameter \( \theta^o \) is given by
\[ (\theta^o)^* = \frac{E(\theta^o)}{E(\theta^o) + \delta} = \frac{(\delta - 2\omega)}{(\delta)}. \] (37)

Also, under General entropy loss function, the bayes estimate of the parameter \( \theta^o \) is given by
\[ (\theta^o)^* = \left[ E(\theta^o) - 1 \right]^{-\frac{1}{\omega}} = \left[ \frac{\delta}{\delta + w_1(1 - q)} \right]^{-\frac{1}{\omega}}. \] (38)

4.2.2. Case II (c and \( \theta \) are Unknown)

Assume that: \( c \) is distributed as a non-informative prior, \( \theta \) is distributed as beta distribution where, \( c \) and \( \theta \) are independent.

The joint prior density of \( c \) and \( \theta \) can be written as follows:
\[ \pi(c, \theta) \propto c^{-1} \theta^{-1}; \quad 0 < \theta < 1, c > 0 \] (39)

Combine the likelihood function (23) and the joint prior density (39) to obtain the joint posterior density of \( c \) and \( \theta \) as follows
\[ \pi(c, \theta|x) \propto c^{w_1 - 1} \theta^{\omega - 1} \] (40)
\[ \propto \frac{c^{w_1 - 1} \theta^{\omega - 1}}{c^{w_1} + \theta^{\omega}} \]
where, \( w_1 = \log(1 + (x_1 + 1)^{-c}) \), \( w_2 = \log(1 + x - c\text{and } \omega = (\omega - w_1) \).

The joint posterior density (40) can be rewritten as follows
\[ \pi(c, \theta|x) \propto K^{-1}_c \theta^{\omega - w_1 - 1} \] (41)
where \( K \), is constant given by
\[ K^{-1} = \int_0^{\omega} \frac{1}{\omega} \text{Q}^{-1}(\omega) \text{d}c, \]
and \( \text{Q}^{-1}(\omega) \) is given by (29) as follows
\[ \text{Q}^{-1}(\omega) = \int_0^{\omega} \frac{1}{\omega} \text{Q}^{-1}(\omega) \text{d}c, \]
where \( \delta = (a + \sum w_1), \tau = (a + \sum w_2), \omega = (\omega - w_1) \), \( w_1 = \log(1 + (x_1 + 1)^{-c}) \), \( w_2 = \log(1 + x - c) \).

5. Conclusions

The purpose of this paper is to explore a new lifetime distribution suitable for modeling discrete data, that was achieved by applying the general approach of discretizing a continuous distribution on the continuous model of Burr type III in order to introduce the discrete version of it, which is called discrete Burr type III distribution dBBurrIII(c, \( \theta \)). In this paper, we carry out a theoretical study of the obtained distribution discussing its distributional properties and reliability characteristics along with a graphical description. Also, we obtained and proved some important results on dBBurrIII(c, \( \theta \)). In addition, estimation of the parameters is discussed based on the maximum likelihood method and Bayesian approach.
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