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Abstract—Software-defined networking (SDN) was devised to simplify network management and automate infrastructure sharing in wired networks. These benefits motivated the application of SDN in wireless sensor networks to leverage solutions for complex applications. However, some of the core SDN traits turn the networks prone to denial of service attacks (DoS). There are proposals in the literature to detect DoS in wireless SDN networks, however, not without shortcomings: there is little focus on resource constraints, high detection rates have been reported only for small networks, and the detection is disengaged from the identification of the type of the attack or the attacker. Our work targets these shortcomings by introducing a lightweight, online change point detector to monitor performance metrics that are impacted when the network is under attack. A key novelty is that the proposed detector is able to operate in either centralized or distributed mode. The centralized detector has very high detection rates and can further distinguish the type of the attack (from a list of known attacks). On the other hand, the distributed detector provides information that allows to identify the nodes launching the attack. Our proposal is tested over IEEE 802.15.4 networks. The results show detection rates exceeding 96% in networks of 36 and 100 nodes and identification of the type of the attack with a probability exceeding 0.89 when using the centralized approach. Additionally, for some types of attack it was possible to pinpoint the attackers with an identification probability over 0.93 when using distributed detectors.
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I. INTRODUCTION

Wireless sensor networks (WSN) and Internet of things (IoT) consist of wireless sensor equipped devices that collect and relay information from physical and environmental phenomena. IoT WSN networks are known as resource constrained networks because, typically, sensor devices have processing, memory and energy limitations. Complex applications, with hundreds or thousands WSN nodes, may require a complex infrastructure, which is a challenge in constrained networks.

Software-defined networking (SDN) was devised to simplify network management and automate infrastructure sharing in wired networks [1]. These benefits motivated the application of SDN in WSN and IoT to leverage solutions for complex applications. The fusion of SDN – WSN and SDN – IoT are referred to as software-defined wireless sensor networks (SDWSN) and software-defined Internet of things (SDIoT), respectively [2], [3].

Network control centralization and data and control planes’ separation are fundamental enablers of SDN programmability and network reconfiguration. On the other hand, these traits turn the network prone to denial of service (DoS) attacks, a vulnerability that is inadvertently passed on to SDWSNs and SDIoT [4] [5]. There are proposals in the literature to detect and mitigate DoS attacks in SDNs, and in fact, some of them focused on SDWSNs and SDIoT. However, related solutions are not adapted to very restricted networks, such as out-of-band connection for control packets between switches and controllers. Additionally, most works reported high detection rate only for small networks. Other shortcomings we noticed in the literature are a lack of solutions capable to detect multiple types of DoS attacks, identify the type of the attack and the attacker itself.

With these challenges in mind, we propose a novel DoS detector for constrained SDN networks based on change point (CP) detection theory. Our main hypothesis is that detecting a change in the monitored network metrics can be used as an alert for an anomaly, i.e., for intrusion detection purposes. A key novelty is that the proposed detector is able to operate in either centralized or distributed detection, which is not common in SDN-based networks. In the centralized detection, a security application monitors the control packets overhead and the data packets delivery rate of the network. If the application detects a change on the statistical properties of one of these metrics, the network is considered under attack. In the distributed detection, every node is in charge of detecting a change on its own local metrics and to inform the security application in case of a change. Notably, the centralized detector that runs on the controller allows to identify with a very high rate the attack and further can distinguish the type of the attack from a list of known attacks. The distributed detector that runs on individual nodes is also able to detect the DoS attacks with a high rate and further provides information that allows to identify the nodes launching the attack.

We measured the performance of both approaches on the IT-SDN framework [12], simulating new-flow and neighbor information types of attacks in topologies of 36 and 100 nodes, when all the sensor nodes were emulated as Tmote sky. Our contributions are listed below:

1) We developed DoS detectors suitable for restricted networks (IEEE 802.15.4).
2) Our detectors do not need training data (as for example do machine learning based detectors), they require only 200 samples of the monitored time series when the network is not under attack to extract its statistics.

3) We studied the parameterization of the centralized detector to optimize the detection speed versus the detection rate and studied the trade-off between the two. The quickest detector achieved an attack identification rate of more than 89%, increased to 99% for less agile detectors.

4) The decentralized detector is so lightweight that can run on each individual Tmote sky node in the network, which allowed us to identify the region in which the attack is launched, or even, the attacker itself with a probability exceeding 93%.

The remaining of the paper is organized as follows. In Section II the state of the art is summarized while in Section III the intrusion scenario is explained. Section II-A overviews SDWSN security vulnerabilities, while Section II-V presents the mathematical background for the change point detector. In Section V and VI we present the centralized and distributed detectors, respectively, and discuss their results. Section VII presents the overall attacker detection strategy and the discussion of the performance. Lastly, Section VIII concludes the paper.

### II. RELATED WORK

In this section, we analyze works that propose solutions for resource constrained SDN-based networks. Our focus is on proposals that considered resource constraints or were evaluated on restricted networks. The main reason is because these are OpenFlow-based or require a high traffic of packets to monitor the network. About the other metrics, Jia et al. [7] proposed an attacker identification mechanism, and Ravi and Shalinie [8] proposed an attacker identification algorithm. Yin et al. [10], Miranda et al. [11], and Wang et al. [11] proposals have in common that all of them considered resource constrained networks, but on the other hand did not attain high detection rates. Concerning the other metrics, Miranda et al. [11] and Wang et al. [11] proposed multiple types of attack detection, and Yin et al. [10] and Wang et al. [11] proposed an attacker identification algorithm.

The main shortcoming in the state of the art is the tradeoff between detection rate and resources to execute the DoS attack detector. The proposals that attained high detection rate were not suited for resource constrained networks, and proposals that considered resource limitations did not attain high detection rates. As shown in Table I our solution obtained high detection rates while it is well suited for resource constrained networks. Additionally, our solution was able to detect different types of DoS attack, identify the type of the attack with high probability, and identify the area where the attacker is located, or even the attacker itself. Our proposal was the only one fulfilling the five metrics.

The present study builds upon our previous works in [13], [14], and [15]. In the first work [13] we analyzed the impact of different types of attacks on various performance metrics and identified the data packet delivery and the control overhead rates as the most impacted. In [14], on the other hand, we proposed a universal CP DoS attack detector that combined an offline and an online detector. Lastly, in [15] we moved to an entirely online multimetric CP detector, which used two centralized CP detectors independently optimized for different types of attack. This strategy allowed us to obtain high detection rates for different attacks in topologies up to 100 nodes, and, more importantly, to identify the type of the attack we are detecting. It is also important to mention that unlike machine learning based detectors we do not need large training data sets; as will be shown, around 200 samples of the metric monitored suffice to extract its statistical characteristics. This turns our

| Author                  | High detection rate | Multiple types of attack | Attack type identification | Resource constrained networks | Attacker identification |
|-------------------------|---------------------|--------------------------|-----------------------------|-------------------------------|--------------------------|
| Bhunia and Gurusamy [4] | ✓                   | ✓                        | ✓                           | ✓                             | ✓                        |
| Jia et al. [7]          | ✓                   | ✓                        |                             | ✓                             | ✓                        |
| Ravi and Shalinie [8]   | ✓                   | ✓                        |                             | ✓                             | ✓                        |
| Yin et al. [9]          | ✓                   | ✓                        |                             | ✓                             | ✓                        |
| Miranda et al. [10]     | ✓                   | ✓                        | ✓                           | ✓                             | ✓                        |
| Wang et al. [11]        | ✓                   | ✓                        | ✓                           | ✓                             | ✓                        |
| Our proposal            | ✓                   | ✓                        | ✓                           | ✓                             | ✓                        |

Table I Related Work
solution constrained networks.

In the current work, we further extended our previous works and proposed a distributed DoS attack detection approach based on metrics collected and analyzed on every node, including the transmitting time, processing time, etc., hinting to the possibility of intrusion detection at PHY and its potential incorporation with physical layer security solutions. From this, we were able to implement our security solution in either centralized or distributed detection according to the network resources. The centralized approach requires more bandwidth while the distributed requires more of the nodes’ memory.

III. SDWSN Vulnerabilities Overview

SDNs have a centralized architecture, where a controller, or multiple controllers and their interfaces constitute the control plane and are in charge of the of network’s configuration. Because of this centralization, the controller has a global view of the network topology and also can have access to traffic and performance information.

In terms of security, SDNs have advantages and disadvantages. The access to network’s traffic and performance data along with the controller’s global view, is a combination that has been used to develop new security strategies. Based on a centralized traffic analysis and security policies, the controller has an important role to determine if the network is under attack and to reconfigure the network to mitigate the impact. On the other hand, SDNs are entirely controller-based. This means, if the controller is compromised, the control plane is compromised, therefore, the whole network is compromised as well. For this reason, the controller is tagged as a single point of failure, which turns SDN-based networks prone to DoS attacks.

In SDNs, the attackers can reach the control plane directly through the controller or through network devices. An attacker can flood the network with control packets that will be forwarded to the controller, exhausting its processing and communication resources. In the same way, an attacker can mislead other nodes in the network, inducing them to communicate with the controller at the same time, similar to a flooding attack. For example, an attacker can forward packets tagged with an unknown flow identifier. The neighboring nodes receiving the packet will check on their routing table to match the packet’s flow identifier with a rule but without success, therefore the nodes will request a flow rule from the controller. This type of attack impacts both the controller and the network devices’ resources, leading to a compromise of the entire network.

In the case of SDWSN and IoT, the previous scenario is critical since network devices are resource constrained. To have a better idea about these constraints, we summarized some IEEE 802.15.4 compliant platforms in Table II and compare them with Raspberry Pi 3 specifications, a small single-board computer. Because of resources constraints, to deal with saturation attacks, resource exhaustion, and complex security mechanisms become challenging. As shown in our previous work, a new-flow-based attack is able to increase the number of control packets per minute between 16% and 127% when there is only one attacker in the network, and the impact increases when increasing the number of attackers. Additionally, after several repetitions, this attack can saturate the neighbors’ flow tables. In, we also investigated the impact of one topology discovery based attack in SDWSN and showed that one attacker in the network was able to reduce the data packets delivery rate between 5% to 18%. Multiple attackers executing this attack were able to reduce the data packets delivery rate between 20% to 60%.

A. IT-SDN and DoS attacks

IT-SDN is an SDWSN framework composed of the application layer, the control layer, and three communication protocols: the Southbound protocol, the Neighbor Discovery protocol, and the Controller Discovery protocol.

The sensing layer is composed of the wireless sensor devices used to collect data from the environment and relay data to sinks, this means the wireless sensor network itself. The control plane is composed of the control servers in charge of taking and installing routing decisions in the sensing layer devices. The Southbound protocol defines the message formats for communication between the WSN and the controller. The Neighbor Discovery and the Controller Discovery protocols are often executed as a joint operation. All nodes in the network use the Controller Discovery protocol to find a route to reach the controller and use the Neighbor Discovery protocol to collect neighborhood information to then send it to the controller.

The controller uses the neighborhood information provided to calculate routes according to a set of policies and procedures. Then, the controller installs the routing rules on every node’s flow table. IT-SDN’s flow table is composed of four columns: matching criteria, action taken, action parameter, and flow usage. The matching criteria is an address or a flow ID. The actions are: forward packet, drop packet, or receive packet. The action parameter is typically the next hop and the flow usage is assessed as the number of updates since the entry was installed.

The Southbound protocol is composed of six packet types: flow request, flow setup, flow ID register, acknowledgement, neighbor report, and data packet. Next we define only the ones involved in our scope. The WSN’s nodes use the flow request packet to ask the controller about an unknown route and the controller replies with a flow setup packet that contains the route configuration. Moreover, the controller can change any route configuration using this packet whenever a route calculation changes. The neighbor report packet contains the sender’s neighborhood information. The controller uses this information to update the graph and recalculate routes. The nodes send a neighbor report to the controller on one of three conditions: the node detects one or more new neighbors, the node detects one or more nodes are no longer its neighbors, or there is a significant change on one or more neighbors’ routing metric. A significant change is defined as a percentage of change of the current metric that can be defined according to the application.
In this work we tested our proposal when the network is under two different attacks: new-flow-based attack and neighbor information type of attack. The new-flow-based attack [21] is characterized by the flooding of packets with the objective to include new flows in the networks, and this is why this attack is commonly studied in SDN. The neighbor information attack targets important information sent from all nodes to the controller to calculate routing rules. This attack has not been explored widely in the state of the art and from our previous work [13] we observed it significantly disturbs the data and control packets delivery rate. Based on IT-SDN characteristics, we adapted these two attacks to target its security vulnerabilities, dubbed in the rest of this paper as the false data flow forwarding (FDFF) and the false neighbor information (FNI).

1) The false data flow forwarding (FDFF) targets the controller via network’s devices. First, the attacker sends data packets with unknown flow identifiers to its neighbors. The neighbors receive the packet and check the flow table to determine the action required, without success, thus ask a rule to the controller by sending a flow rule request packet. The controller receives this packet, calculates the rule and replies sending a flow setup packet. Fig. 1 shows the packets exchange during this attack, which aims at increasing the network’s packet traffic and the controller’s and neighbors’ processing overhead.

2) The false neighbor information (FNI) attack modifies the packets that contain neighbor information. The attackers do not intercept the neighbor information packets but modify the ones that use them to reach the controller. When receiving a neighbor information packet, the attacker modifies either the routing metric or node identification number, then the packet continues its normal route to reach the controller. The packets exchange diagram for this attack is depicted in Fig. 2. This attack leads the controller to mistreat false information as true and will send erroneous routing rules to the nodes.

### IV. Online Change Point Detection

In this section we explain the basic of change point (CP) analysis and the algorithm we used for DoS attack detection in SDWSN. Generally, change point problems have been phrased as hypothesis tests. The null hypothesis is established to represent structural stability of the process, while the alternative hypothesis contains one or multiple change points. The test statistics may be viewed as two-sample tests adjusted for the unknown break location, thus leading to max-type procedures. Often asymptotic relationships are derived to obtain critical values for the tests. After the null hypothesis is rejected, the location(s) of the break(s) need(s) to be estimated [23].

It was shown in [13] that FDFF attacks induce substantial changes in mean control packet rates while FNI attacks induce important changes in mean data packets delivery rates. From this analysis, we formulated the attack detection problem as

---

### TABLE II

| Platform     | Microprocessor model | Clock speed (MHz) | Flash memory (kB) | RAM (kB) |
|--------------|----------------------|-------------------|-------------------|----------|
| TelosB       | MSP430               | 8                 | 48                | 10       |
| SensorTag    | ARM Cortex-M3        | 48                | 128               | 20       |
| RE-Mote      | ARM Cortex-M3        | 32                | 512               | 32       |
| Raspberry Pi | 4 x ARM Cortex-A53   | 1200              | SD card           | 1 000 000 |

---

Fig. 1. False data flow forwarding attack: the attackers inside the network send data packets to their neighbors using random or unknown identifiers. The sensor nodes request a rule to the controller to treat this packet, the controller calculates the rule and send it to the sensor node.

Fig. 2. False neighbor information attack: the sensor node sends a neighbor report to the controller and the attacker in the route (in the case there is one) modifies the neighborhood information before forwarding the packet to the controller.
a hypothesis test, examining whether a change has occurred in the mean value of the time series observed for these two metrics.

Regarding the CP methodologies that incorporate the serial dependence of the observations into the statistical analysis, we can distinguish between parametric and non-parametric approaches. Focusing on non-parametric anomaly detection, i.e., without relying on assumptions regarding the underlying statistical model, we note it has typically been considered in the framework of stopping time stochastic processes. In general, a chosen on-line sequential analysis belongs to the category of stopping time procedures. As an example, Tartakovsky et al. [24] proposed an algorithm for anomaly detection in computer network traffic, Wang et al. [25] proposed a cumulative sum (CUSUM) based proposal for the detection of SYN attacks, and Skaperas et al. [26] [27] used mean change point analysis to detect anomalies on video content popularity.

In this work, we employed a CUSUM based algorithm to detect changes in the mean value of control overhead and data packets delivery rate time series. This decision allowed us to alleviate the need for any parametric model with respect to the impact of the attack [14]. Then, in [13] we proposed two major novelties in the detector: first, we moved to a purely online detector, unlike [14] in which a hybrid offline-online algorithm was presented; secondly, we monitored in parallel multiple metrics, increasing the detection vector space to different types of attack and provided a probabilistic identification of the type of the attack.

To outline the online CP algorithm, let \( \{X_n : n \in \mathbb{N}\} \) be the time series of the metric monitored. Using Wold’s theorem we can assume that, for \( X_1, \ldots, X_N \), each sample is expressed as \( X_n = \mu_n + Y_n \), where \( \{\mu_n, n \in \mathbb{N}\} \) is the mean of the time series and \( \{Y_n : n \in \mathbb{N}\} \) is a random zero mean term, so that we can rewrite \( X_n \) as:

\[
X_n = \begin{cases} 
\mu + Y_n, & n = 1, \ldots, m + k^*_1 - 1 \\
\mu + Y_n + I, & n = m + k^*_1, \ldots
\end{cases}
\]

where \( k^*_1 \in \mathbb{N}^* \) represents the unknown time of change and \( \mu, I \in \mathbb{R}^p \) represent the mean parameters before and after \( k^*_1 \), respectively. In the present we assume a period of no change in the mean of at least \( m \) samples, i.e., during the first \( m \) samples of our observation there is no change so that:

\[
\mu_1 = \ldots = \mu_m
\]

During this period, our detector “learns” in real-time the statistics of the observed time series, and, the mean value in particular. Finally, the statistical hypothesis test is articulated as,

\[
H_0 : I = 0 \\
H_1 : I \neq 0.
\]

The on-line sequential analysis belongs to the category of stopping time stochastic processes. In general, a chosen on-line test statistic \( TS_{on}(m, l) \) and a given threshold \( F(m, l) \) define the stopping time \( \tau(m) \):

\[
\tau(m) = \begin{cases} 
\min\{l \in \mathbb{N} : TS_{on}(m, l) \geq F(m, l)\}, & \text{if } TS_{on}(m, l) < F(m, l) \forall l \in \mathbb{N}, \\
\infty, & \text{else}
\end{cases}
\]

implying that \( TS_{on}(m, l) \) is calculated on-line for every \( l \) in the monitoring period. The procedure stops if the test statistic exceeds the value of the threshold function \( F(m, l) \). As soon as this happens, the null hypothesis is rejected and a CP is detected. The following properties should hold for \( \tau(m) \),

\[
\lim_{m \to \infty} Pr\{\tau(m) < \infty | H_0 \} = \alpha,
\]

ensuring that the probability of false alarm is asymptotically bounded by \( \alpha \in (0, 1) \), and,

\[
\lim_{m \to \infty} Pr\{\tau(m) < \infty | H_1 \} = 1,
\]

ensuring that under \( H_1 \) the asymptotic power is unity. Under these conditions, \( F(m, l) \) is defined as:

\[
F(m, l) = cv_{on,\alpha} g(m, l),
\]

where: (i) \( cv_{on,\alpha} \) is the critical value determined from the asymptotic behavior of the stopping time procedure under \( H_0 \) by letting \( m \to \infty \), (ii) and\( g(m, l) \) is the weight function defined as:

\[
g(m, l) = \sqrt{m} \left( 1 + \frac{l}{m} \right) \left( l \frac{1}{l + m} \right)^\gamma
\]

where the sensitivity parameter \( \gamma \in [0, 1/2) \).

The online algorithm uses the standard CUSUM detector with test statistic denoted by \( TS_{on}^{ct} \). Its corresponding critical value is denoted by \( cv_{on,\alpha}^{ct} \) and the stopping rule by \( \tau_{ct}(m) \). The sequential CUSUM detector is denoted by \( E(m, l) \),

\[
E(m, l) = (\overline{X}_{m+1,m+l} - \overline{X}_{1,m})
\]

The standard CUSUM test is expressed as:

\[
TS_{on}^{ct}(m, l) = \sqrt{\hat{\Omega}_m} E(m, l),
\]

where \( \hat{\Omega}_m \) is the estimated long-run covariance, defined as in (4), that captures the dependence between observations. Then, the stopping rule \( \tau_{ct}(m) \), is defined as:

\[
\tau_{ct}(m) = \min\{l \in \mathbb{N} : ||TS_{on}^{ct}(m, l)||_1 \geq cv_{on,\alpha}^{ct} g(m, l)\},
\]

where the \( \ell_1 \) norm is involved to modify \( TS_{on}^{ct} \) so that it can be compared to a one dimensional threshold function. The critical value, \( cv_{on,\alpha}^{ct} \), is derived from the asymptotic behavior of the stopping rule under \( H_0 \):

\[
\lim_{m \to \infty} Pr\{\tau(m) < \infty \} = \alpha
\]

\[
= \lim_{m \to \infty} Pr\left\{ \sup_{1 \leq l \leq \ell_1} \frac{||TS_{on}^{ct}(m, l)||_1}{g(m, l)} > cv_{on,\alpha}^{ct} \right\} = \alpha
\]

where \( W(t) \) denotes the Brownian motion with mean 0 and variance \( t \). The on-line critical values were computed using Monte Carlo simulations, considering that,

\[
cv_{on,\alpha}^{ct} = \sup_{t \in [0,1]} \frac{W(t)}{t^\gamma},
\]
Lastly, the estimated on-line CP, \( \hat{k}_{on}^* \), is derived directly from the value of the stopping time \( \tau(m) \), as,
\[
\hat{k}_{on}^* = m + \{\tau(m) - \tau(m) < \infty\}. \tag{15}
\]
Summarizing, the overall algorithm has 3 main steps:
- Step 1: define the values of the quantities \( m, \gamma \), the confidence level \( \alpha \), and set \( l \).
- Step 2: after collecting \( m \) samples of the metric, \( \Gamma(m, l) \) and the weight function in \( \Theta \) are calculated for every \( l \) on the monitoring period to then apply \( \gamma \).
- If a CP is detected, the online process stops. Conversely, if the period \( l \) ends, a new monitoring period is defined.

V. CENTRALIZED DETECTION

In [13], it has been shown that FDFF and FNI attacks have a significant impact on the data packets delivery rate and the control packets overhead. A centralized intrusion detection, first proposed in [14] and [15], can be used to determine if the network is under attack based on monitoring of these two metrics; here we propose to use parallel detectors for both to identify the type of the attack based on which detector triggers an alert first. In detail, an attack is classified as a FDFF or a FNI attack based on the following reasoning:

1) If a CP is detected in the mean value of the data packets delivery rate or control packets overhead, we determine that the network is under attack;
2) If the CP is first detected in the control packets overhead, the attack is classified as FDFF; conversely, if the CP is detected first in the data packet delivery rate, the attack is classified as FNI.

Our proposal is based on the SDN architecture proposed in the IRTF RFC 7426 [29], depicted in Fig. 3 for which the management plane’s purpose is to ensure the network is running optimally. To accomplish this, the management plane establishes communication with the network devices using the Southbound Interface to obtain information about the network operation. Then, this information is shared with the modules in the Application Plane using the Network Services Abstraction Layer.

We monitor the number of control packets and data packets sent by every node, and the number of data packets received by the data sink. Every node sends a packet to a management sink every two minutes, then these data are sent to the security module in the Application Plane. The security module calculates the metrics, constructs the time series and runs the CP detector algorithm explained in Section IV. Whenever a CP is detected, the module raises an alarm indicating the metric where the CP was detected. This information could be sent to the controller to implement mitigation strategies, which is outside the scope of this work.

A. Experimental setup

We generated a dataset comprising 480 simulations, divided in 240 simulations of FNI attacks and 240 simulations of FDFF attacks. Then, we split each subgroup in two sets: one set for parameterization to capture different trade-offs between the detection rate and the speed of detection and the other for validation. In particular, we used the first set to determine the optimal values of \( \{m, \gamma\} \) (both parameters explained in Section IV) for each type of attack and each observed metric. Then, using the values determined for \( \{m, \gamma\} \), we executed the CP detector algorithm over the validation sets to evaluate the performance achieved. We performed simulations on square grids with either 36 or 100 nodes and we varied the number of intruders (attackers) in three proportions: 5%, 10% and 20% of the total of nodes in the network.

First, we executed the algorithm on the first set for \( m \in \{100, 150, 200\} \) and \( \gamma \in \{0, 0.15, 0.25, 0.35, 0.45, 0.49\} \) to determine the values that provide the best performance for different trade-offs between the detection rate \( DR \) and the detection time median \( DTM \). The \( DR \) is the ratio of successfully detected attacks over the total number of attacks. The \( DTM \), is the median of the number of samples required to detect the attack. From that, we introduced a “detection score” metric to capture the relative importance that is given to the \( DR \) versus the \( DTM \) (which focuses on detecting changes on a signal or a time series as quickly as possible after they occur). The proposed detection score metric, \( P_{DS} \), is defined as:
\[
P_{DS}(A, B) = A(1 - S) + B(DR), \quad A + B = 1, \tag{16}
\]
where \( A \) and \( B \) are constants to determine the relative weight of each term, and \( S = \frac{DTM}{l} \) with \( l \) the number of samples monitored after the attack starts. We used five combinations of \( A \) and \( B \), where \( (A, B) \in \{(1,0), (0.8,0.2),(0.5,0.5), (0.2,0.8),(0,1)\} \), to compare the results when prioritizing the speed of detection \( (A > B) \) versus when prioritizing the detection rate \( (A < B) \).

During evaluation, two CP detectors were running in parallel. One detector was running in parallel. One detector for monitoring the control packets overhead and the other one for monitoring the data packets delivery rate. The validation set comprised both FDFF and FNI attack simulations, 50% of each one, including all chosen topologies and attack intensity levels. In the validation stage we used the optimal pairs \( (m, \gamma) \) identified for each pair \((A, B)\) to
maximize the metric $P_{DS}(A, B)$. Whenever a CP was detected, we stopped the detectors, declared the network under attack, and determined which metric triggered the detector. If the detector monitoring the control overhead was triggered first, we declared an FDFF attack, alternatively, if the detector monitoring the data packet delivery rate was triggered first, we declared an FNI type of attack.

The SDWSN implementation uses IT-SDN, without changing the default configuration [12], and the simulations were performed using COOJA simulator [31], emulating Tmote sky motes. We used fully bidirectional square grid topologies with 36 and 100 nodes, one controller, two sinks: one sink to receive data packets and the other one to receive management packets. The controller was in the center of the grid and the sinks were in the middle of the grid edge, since this location gave a better performance in terms of delay, control overhead, energy consumption, and delivery rate according to [12]. The attackers were distributed into the network semi-randomly under the condition that two or more attackers can not be neighbors and this distribution remains equal on every scenario replication. Figs. 4 and 5 show the attackers distribution for 36 nodes and 100 nodes, respectively, when 10% of nodes are attackers. The green circle around the controller represents the devices’ radio range.

The sensor nodes were programmed to transmit one data packet every 30 seconds and one management packet every 2 minutes, both with payload of 10 bytes. The data packets contained the application information and the management packets contained the information required by the network management plane [32]. The data packets delivery rate and the control packets overhead were observed every two minutes, considering the exchange of messages in the whole network during this window of time. The delivery rate was calculated by dividing the number of data packets successfully received by the number of data packets sent. The control packets overhead was quantified as the number of control packets sent. Since we took samples every two minutes, we decided to run each single simulation for 10 hours. During the first 8 hours the network operated normally (i.e., for 240 samples there was no change), then the attack was triggered. This imposed a bound $m < 240$. Table III summarizes the simulation’s and IT-SDN’s most important parameters.

**B. Results analysis**

As explained in Section V-A, we separated our dataset in two groups, one to determine the values of $m$ and $\gamma$ that
maximizes \( P_{DS} \) and the other one to evaluate the performance of our proposal using these values. In Section V-B1 we analyze the results of the training experiments and in Section V-B2 we analyze our proposal performance.

1) Optimizing \( m \) and \( \gamma \): The main objective of the experiments was to determine the parameters \( \{m, \gamma\} \) that could provide the best detection performance based on the metric \( P_{DS} \). We calculated the \( P_{DS} \) metric for all topologies, attack scenarios and combinations of \( m \) and \( \gamma \). Then we analyzed the results for \( \alpha \in \{0.90, 0.95, 0.99\} \). The first results showed that in 90\% of all cases \( P_{DS} \) was maximized when \( m = 200 \), turning this value a universally optimal choice and the \( m \) value used for the remaining of the analysis. This means that when running the online detector, no training is required, other than the observation of 200 samples of normal network operation.

For the next part, we separated the results grouping each attack by monitoring metric: for the FDFF attack we analyzed the control overhead CP detection results, and for the FNI attack we analyzed the data packets delivery rate CP detection results, based on the results in Table IV. Fig. 7 shows the average value of \( P_{DS} \) as a function of \( \gamma \) and \( \alpha \) for the case of FDFF attack. These results showed that in the worst case the detector monitoring the control overhead has a probability between 0.89 and 0.98 of being triggered first in case of FDFF attack. In case of FNI attack, the detector monitoring the data packets delivery rate was triggered first in 100\% of the events, as shown in Fig. 8. These results showed that there is evidence to support the conjecture drawn up in our previous works about the relation metric / attack.

Next we analyze the detection performance using the parameters that maximize \( P_{DS} \). Fig. 9 depicts the detection rate \( DR \) and the metric \( 1 - S \) when the network is under FDF attack. Considering both \( DR \) and \( 1 - S \) the results for \( A = 0.8 \) provided the best trade off.

Fig. 10 shows the detection rate and the detection speed metrics for the FNI attack using the identified values of \( \gamma \). In terms of detection speed, \( A = 0 \) obtained the fastest detection, as intuitively expected based on the results from Fig. 7. Comparing the results for \( A = 1 \) and \( A = 0 \), we can maximize \( DR \) at the cost of 0.03 in \( 1 - S \), which is equivalent to 1.8 samples. On the other hand, if we are looking for fastest

| Parameter                      | Value         |
|-------------------------------|---------------|
| Topology                      | Square grid   |
| Number of nodes               | 36 and 100    |
| Simulation time               | 36000 s       |
| Node boot interval            | [0, 1] s      |
| Number of sinks               | 2             |
| Sinks position                | Middle of the grid edge |
| Controller position           | Center        |
| Data traffic rate             | 1 packet every 30 seconds |
| Management traffic rate       | 1 packet every two minutes |
| Data payload size             | 10 bytes      |
| Management payload size       | 10 bytes      |
| Data traffic start time       | [2, 3] min    |
| Radio module power            | 0 dB          |
| Distance between neighbors    | 50 m          |
| Attacks begins after          | 28800 s       |
Fig. 6. Metric $P_{DS}$ in function of $\gamma$ and $\alpha$ for FDFF attack: (a) shows $P_{DS}$ when prioritizing quickest detection, (b) shows $P_{DS}$ when giving the same weight to detection speed and detection rate, and (c) shows $P_{DS}$ when prioritizing detection rate

Fig. 7. Metric $P_{DS}$ in function of $\gamma$ and $\alpha$ for FNI attack: (a) shows $P_{DS}$ when prioritizing quickest detection, (b) shows $P_{DS}$ when giving the same weight to detection speed and detection rate, and (c) shows $P_{DS}$ when prioritizing detection rate

Fig. 8. Probability of control overhead CP detector being triggered first in case of FDFF attack

Fig. 9. Probability of data packets delivery rate CP detector being triggered first in case of FNI attack

detection, $DR$ drops to 0.90 or below.

The last scenario we analyzed was the detection performance irrespective of the type of the attack. In this case both detectors were running simultaneously in a network prone to both FDFF and FNI attacks. The results in Fig. 12 showed a detection rate over $\alpha$ when $A = 0, 0.2, 0.5, 0.8$ for $\alpha = 0.90, 0.95$. When $\alpha = 0.99$, $DR = \alpha$ for $A = 0, 0.2$ only. This means, if we want to maximize the detection rate we need to use the configuration for $A = 0, 0.2$. In terms of detection speed, as shown in Fig. 12b to maximize the detection rate means a lag of 3 samples in average with respect to the fastest detection result obtained.

Summarizing Section V, we split our dataset in two sets: one for identifying the optimal values of $m, \gamma$ and the other one for validation. We chose the pairs $(m, \gamma)$ that maximized the detection performance metric $P_{DS}$ based on the results from the experiments on the training dataset. Our results showed that in 90% of cases $m = 200$ maximized the metric $P_{DS}$. With respect to $\gamma$, we observed that using $\gamma = 0.45, 0.49$ we reduced the time to detect the attack but this had an adverse effect on the detection rate. Conversely, when $\gamma = 0, 0.15$ we maximized the detection at the cost of delaying the detection.
Then, we tested the CP detectors on the validation dataset using the parameters values chosen before. Results showed that we were able to detect the attack with $DR \geq \alpha$ when $B > A$. On the other hand, if we prioritize fastest detection, the detection rate drops to 0.93 or below. In conclusion, we provided concrete evidence to support the relation between monitored metric and the type of attack.

VI. DISTRIBUTED DETECTION

In this section we explain our distributed detection proposal for DoS attacks in SDWSN. The central idea is to implement one CP detector on individual nodes (potentially on every node). To the best of our knowledge, intrusion detection at the individual sensor level breaks new ground. In case of a CP detected, the sensor warns the controller about it (which in turn sends this information to the security application through the Network Services Abstraction Layer and the security application decides whether the network is under attack or not).

Our goal is to investigate whether the detection of FDFF and FNI attacks is feasible on individual nodes. Our hypothesis is that it could be possible if metrics related to the number of control packets exchange and the active state time (i.e., the time the node is not on sleeping mode) are monitored. To
test our hypothesis, we run the CP detector on every node and monitored the following metrics: the processing time, the transmitting time, the number of control packets received, and the number of control packets transmitted. The processing time is the time the node remains with the microprocessor in active state and the transmitting time is the time the node remains with the radio module turned on transmitting packets. In the experiments presented below based on Contiki 3.0, both metrics can be obtained using Energest [33], a tool to monitor device’s hardware usage. Furthermore, the number of control packets received or transmitted can be obtained by programming every node to print every packet sent and received and using COOJA simulator’s serial output this information can be copied in a text document.

A. Experimental setup and results

We used a dataset of 120 simulations divided in two groups: half for the FDFF attack and the other half for the FNI attack. For both attacks we simulated grid topologies of 36 and 100 nodes where 10% of nodes were attackers. For these experiments we prioritized detection accuracy over detection speed, thus we configured the detector using $\gamma = 0$ and set the target $\alpha = 0.99$. In the case of the monitoring period of no change, we set $m = 200$ according to the results obtained in Section V to maximize the detection performance.

We evaluated the detection performance on every node monitoring each metric separately, i.e., running only one detector at time due to memory constraints on the nodes. For this evaluation we calculated the detection probability of every node on each scenario. We maintained the same simulation parameters and attackers positions used for the centralized detection experiments. The parameters are summarized in Table III and the attackers position are represented in Figs. 4 and 5. Our detection performance analysis is based on three perspectives under the condition the network is under attack: (i) probability of CP detection on each node; (ii) percentage of nodes reporting with high detection rates; (iii), and location of nodes reporting high detection rates.

1) Results for FDFF attack: Fig. 13 shows the detection probability distribution when the network is under FDFF attack for 36 and 100 nodes. This means, the percentage of the total number of nodes with very low (0 ≤ $P_{DR} \leq 0.25$), low (0.25 < $P_{DR} \leq 0.50$), high (0.50 < $P_{DR} \leq 0.75$), or very high (0.75 < $P_{DR} \leq 1.00$) detection rates. In the case of 36 nodes, as shown in Fig. 13a, we noticed there is a large percentage of nodes that have a very high detection rate for FDFF attacks when monitoring the processing time or the transmitting time. The results in the case of 100 nodes (Fig. 13b) showed as well that for time based metrics a large portion of the network will identify with very high detection rates the attacks.

Next, we further zoomed in detection probabilities greater than 0.90, shown in Fig. 14 when the network is under FDFF attack for topologies with 36 (Fig. 14a) and 100 (Fig. 14b) nodes. For the case of 36 nodes, when monitoring the control packets transmitted around 12% of nodes reported an alarm in at least 90% of times the network was under an FDFF attack. On the other hand, the percentage of nodes reporting an alarm increased to over 33% when monitoring either the processing time, the transmitting time, or the control packets received.

The percentage of nodes reporting an alarm increases in general with the network size, obtaining the highest result when monitoring the transmitting time and the lowest result when monitoring the control packets transmitted. In brief, for 36 nodes the percentage of nodes reporting alarms with $P_{DR} \geq 0.90$ was similar when monitoring either the processing time, transmitting time, or control packets received. However, for 100 nodes the results when monitoring the transmitting time were clearly over the results when monitoring any of the other metrics. In the hypothetical case where the nodes have resources to monitor only one metric, the transmitting time is the one that provides the best trade off in terms of percentage of nodes reporting an alarm.

Subsequently, we analyzed the position of nodes in the network and their detection probabilities. For this analysis we chose the time based metric and the control packets based metric with better detection. Fig. 15 shows the heat maps for 36 nodes when monitoring the transmitting time and the control packets received. From these results we make two observations: i) in the case monitoring the transmitting time, the neighbors of the attackers had higher detection probability than nodes farther; and ii) in the case monitoring the control packets received, excluding the controller and the node on the lower left corner, all nodes reporting an alarm were in the attacker’s neighborhood and had a $P_{DR} = 1$. For 100 nodes we observed a similar behavior when monitoring the control packets received (Fig. 16b), but when monitoring the transmitting time (Fig. 16a) we observed that high detection probability is not exclusive for attackers’ neighbors and it is spread all over the topology. This happened because when the network was under attack, the number of control packets increased and this impacted the radio usage of all nodes forwarding those packets. On the other hand, the control packets received is a metric that impacts only the node that receives the packet. In Section VII we explore how to use node’s location and address to identify the attackers.

2) FNI: Fig. 17 shows the detection probability density distribution results when the network was under an FNI attack. For 36 nodes (Fig. 17a) we observed a similar behavior for all four metrics: high density in probabilities around 0 and 0.20 that decreased as the detection probability grew, being the result for control packets received the one with highest density in probabilities over 0.6. In the case of 100 nodes, the results for control packets transmitted maintained the behavior observed for 36 nodes, with high density in probabilities between 0 and 0.20 that decreased for higher probabilities. The results for processing time, transmitting time, and control packets received showed high detection probability density around 0.20 and 0.50. Then, for detection probabilities over 0.90, the highest density was for the transmitting time. The reason why we observed more impact on the transmitting time and the control packets received is because this attack leads to a network reconfiguration using wrong neighborhood information. First, the network reconfiguration means several control packets from the controller to the nodes, which increases this
Fig. 13. Detection probability distribution of FDFF attack: Comparison of detection probability when monitoring the processing time, transmitting time, control packets received, and control packets transmitted. The “x” axis represents the detection probability divided in four groups: [0, 0.25), [0.25, 0.50), [0.50, 0.75), and [0.75, 1]. The “y” axis represents the percentage of the total nodes that obtained this detection probability. (a) shows the results for 36 nodes and (b) shows the results for 100 nodes.

Fig. 14. Percentage of nodes with detection probability larger than 90% for the FDFF attack: Comparison of detection probability when monitoring the processing time, transmitting time, control packets received, and control packets transmitted. The “y” axis represents the percentage of the total nodes with high detection probability. (a) shows the results for 36 nodes and (b) shows the results for 100 nodes.

To confirm previous results, we calculated the percentage of nodes reporting an alarm with probabilities $P_{DR} \geq 0.90$. Fig. 15 shows these results for 36 and 100 nodes. For 36 nodes, 2.7% of nodes obtained a $P_{DR} \geq 0.90$ when monitoring either the control packets received or the control packets transmitted. Since 2.7% represent less than one node, we consider that our distributed proposal is not able to detect an FNI attack in a small topology with a probability above 0.90. For 100 nodes, the highest result was for the case monitoring the transmitting time, where 11% of nodes obtained a $P_{DR} \geq 0.90$. The percentage of nodes reporting an alarm when monitoring the transmitting time with $P_{DR} \geq 0.90$ is higher for 100 nodes than for 36 nodes because of two reasons: there were more nodes using an attacker to reach the controller, which increased the percentage of nodes affected; and the distance between the attackers and the controller was larger for 100 nodes, which means more nodes participated in the forwarding when doing the network’s reconfiguration. For this case, we consider our proposal is able to detect when the network is under an FNI attack with high probability but only when monitoring the transmitting time metric.
Fig. 15. Detection probability heat maps for 36 nodes when the network is under FDFF attack. Each square represents a node in the network and the number inside them is the detection probability result. The red squares with an “A” inside are the attackers. (a) shows the results when monitoring the transmitting time and (b) shows the results when monitoring the control packets received.

Fig. 16. Detection probability heat maps for 100 nodes when the network is under FDFF attack. Each square represents a node in the network and the number inside them is the detection probability result. The red squares with an “A” inside are the attackers. (a) shows the results when monitoring the transmitting time and (b) shows the results when monitoring the control packets received.

Notwithstanding the detection performance of FNI attack, in Fig. 13 we observed a high density of nodes reporting alarms in probabilities over 0.50 when monitoring the control packets received and the transmitting time, thus we decided to investigate the location of those nodes in the topology. We observed that in the cases monitoring the control packets received, as shown in Fig. 19, some nodes around the attackers concentrated the higher detection probability values, but others also close to the attacker had detection probabilities around zero. The question arises as to why this is observed; the reason being that neighbouring nodes with higher detection probabilities used the attacker to route their packets toward the controller, thus the network misconfiguration reached them first. From these results, a second strategy based on data aggregation was motivated, analyzing CP detection per regions (areas). To this end, we divided the 36 nodes in four groups and the 100 nodes in nine groups and created one time series per group. Each sample of this time series represented the sum of time series of all nodes in the group, thus we executed one CP detector per group. Fig. 20 shows $P_{DR}$ results for 36 and 100 nodes when monitoring the control packets received. Excluding the groups that contained the controller, in all cases the detection probability achieved is better than the one obtained by any of the nodes individually. This indicates that with data aggregation we lose granularity but we gain in detection rates.

Summarizing Section VI, we evaluated our CP detection proposal on networks under FDFF and FNI attack, monitoring four metrics obtained from each node: processing time, transmitting time, control packets received, and control packets transmitted. Our results showed in case of FDFF attack, at least 33% of the total of nodes obtained a detection probability equal or over 90% when monitoring the processing time, the transmitting time, or the control packets received. In the
cases when the network was under a FNI attack were not satisfactory and thus we introduced a second strategy based on data aggregation. Our results showed that using this strategy we increased the detection probability but lost in granularity.

VII. ATTACKER DETECTION

The results discussed in Sections VI-A and VI-B showed that the CP detectors for DoS attacks worked for both centralized and distributed detection, but also we observed that the distributed detection provides information that infers the attackers’ location. In this direction, our proposal explores the SDN’s characteristics by using the controller’s global view of the network to identify the attacker’s address or location based on the alarms reported by the nodes.

In this section we present and evaluate an algorithm to locate attackers when the network is under an FDFF or FNI attack. We separate our analysis by the type of attack; in subsection VII-A we explain and present the results for the FDFF attack and in subsection VII-B we do the same for the FNI attack.

A. Attacker detection in FDFF attack

Our results in Figs. 15 and 16 showed that when monitoring the control packets the attackers’ neighbors had a $P_{DR} = 1$, and when monitoring the transmitting time the attackers’
neighbors had a $P_{DR} \geq 0.90$. Based on these findings, our proposal is to identify the attackers’ IDs based on the alarms reported by their neighbors. To accomplish this, the Security module in the application plane requests neighborhood information to the controller and executes the Algorithm 1 presented in the following.

As explained in Algorithm 1, the Security module waits for an alarm(s) and then requests from the controller the neighborhood information of the nodes reporting. The alarms received are represented by the vector $\text{alarms}\{\text{nodes}\}$. Then, the Security module extracts the neighbors of each node in the vector $\text{alarms}\{\text{nodes}\}$ and stores them in the vector $\text{suspects}$. Each suspect has a counter which represents the times a node is declared a suspect. Lastly, the controller checks if the counter of the suspect is equal to the number of its neighbors. In that case, the suspect is declared as attacker.

Fig. 21 depicts the attacker identification results for 36 nodes when monitoring the transmitting time and the control packets received. The heat map shows the probability that each node has of being identified as attacker. We observed that for the case monitoring transmitting time (Fig 21a), in addition to the three attackers, seven benign nodes were identified as attackers as well. The probabilities of those nodes being

---

**Algorithm 1 FDFF attackers identification**

```
Wait alarms\{nodes\}
request graph_information\{nodes\}
for n in alarms do
    suspects = Extract_neighbors(n)
    for s in suspects do
        s_counter++
        if s_counter == total_neighbors then
            s = attacker
    end if
end for
```

---

Fig. 19. Detection probability heat maps when the network is under FNI attack. Each square represents a node in the network and the number inside them is the detection probability result. The red squares with an “A” inside are the attackers. (a) shows the results for 36 nodes and (b) shows the results for 100 nodes.

Fig. 20. Detection probability heat maps when the network is under FNI attack. Each square represents a group of nodes and the number inside them is the detection probability result aggregating the control packets received information of all nodes in the group. (a) shows the results for 36 nodes and (b) shows the results for 100 nodes.
Algorithm 2 FDFF attackers identification 2

Wait alarms\{nodes\}
request graph_information\{nodes\}
for n in alarms do
    s = suspect(n)
s_counter++
if s_counter == total_neighbors then
    s = attacker
end if
end for

We observed that the main problem of our identification algorithm was on the corners of the grid. To solve this problem, we modified the suspects declaration in Algorithm 1 so that the node reporting also chooses one of its neighbors as suspect by inspecting the address of the node with the highest frequency of exchanges during the last ten samples. We chose ten samples because the slower detection when $\gamma = 0$ is $1 - S = 0.84 = 9.6$ samples in average (Fig. 10b). Algorithm 2 shows the FDFF attacker identification algorithm after the modification. The results showed that the modification solved the misidentification problem.

In Fig. 22 we observed that monitoring either the transmitting time or the control packets received, there were no misidentifications. When monitoring the control packets received the identification probability was 1.00 for all the attackers, while when monitoring the transmitting time the identification probability was between 0.85 and 1.00. When evaluating the identification algorithm for 100 nodes (Fig. 23) we obtained excellent results as well; no misidentifications and identification probabilities over 0.93. In fact, when monitoring the control packets received the identification probability was 1.00 for all the attackers.

B. Attacker detection in FNI attack

The results in subsection VI-A2 showed that for the case of FNI attacks, the percentage of nodes with high detection probability was low and also not all attackers’ neighbors detected the attack, opposite to the observed for the FDFF attack. Because of this, we evaluated the attacker detection based on data aggregation. Our objective was to, at least, identify the area where the attacker was located.

From Fig. 20 we noticed that our FNI detection strategy based on data aggregation increased the detection probability if compared with our initial approach, running the detector on every node. On the other hand, the data aggregation strategy results show detection probabilities over 37% in areas without attackers. The first impression is that, in the case we track the attackers based on the alarm received from one group, this could lead to false positives because of the detection probability in areas without attackers. Thus, we analyzed the detection speed on every group.

Fig. shows the $1 - S$ metric (normalized $DMT$) for 36 and 100 nodes when monitoring the control packets received. For 36 nodes (Fig. 24a), our results showed that group 1 (the group without an attacker) has the lowest $1 - S$, which means this is the last group reporting an alarm. However, in the case of 100 nodes (Fig. 24b) the results did not show a similar trend.

In conclusion, with respect to attacker identification, for the FDFF attack we proposed Algorithm 2 that was shown to identify attackers with a probability over 0.93 when monitoring the transmitting time, and a identification probability equal to 1 when monitoring the control packets received. Conversely, for the FNI attack we did not observe a reliable relation between any metric and the presence of attackers in the groups.

VIII. CONCLUSION

In this work we proposed a centralized and a decentralized intrusion detection algorithm for WS-SDN constrained networks based on CP detection. The main strengths of our proposal is the high detection rates, the identification of the type of the attack and the localization or even identification of the attacker in some cases. The centralized approach provides a global view of the attack and allows us to identify the type of the attack; on the other hand the distributed detection provides information to identify the nodes launching the attack.

We evaluated our proposals through simulations using IT-SDN, Contiki-3.0 and the COOJA simulator, emulating Tiny motes. We simulated topologies of 36 and 100 nodes, varying the number of attackers in 5%, 10%, and 20% of the total of nodes in the topology. We parameterized the centralized detector to either maximize the detection rate or the detection speed. Our results showed detection rates over 96% in networks of 36 and 100 nodes when using the centralized approach and were able to identify the type of the attack with a probability over 0.89. Furthermore, we observed a FDFF attackers’ identification with probability over 0.93 when using the distributed detection.

As future work, we envisage to develop a full implementation of both approaches and compare their impact on the network performance and resource usage and to integrate both implementations to obtain the benefits of both approaches. Furthermore, we intend to explore the use of machine learning based fusion to tackle the identification of the attacker in the case of the FNI attack.
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1 The reason for is because the corners have only two neighbors, and those neighbors are also in the attackers’ neighborhood. This means, all the times our algorithm identified the attacker, automatically the corners were misidentified as attackers as well.
Fig. 21. Attackers identification probability using Algorithm 1 when the network is under an FDFF attack: case of 36 nodes. Each square in the map represents a node in the network. The number in the squares represent the probability of this node being classified as attacker. (a) shows the results when monitoring the transmitting time and (b) shows the results when monitoring the control packets received.

Fig. 22. Attackers identification probability using Algorithm 2 when the network is under an FDFF attack: case of 36 nodes. Each square in the map represents a node in the network. The number in the squares represent the probability of this node being classified as attacker. (a) shows the results when monitoring the transmitting time and (b) shows the results when monitoring the control packets received.
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