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Abstract—Increasing the resolution of image sensors has been a never ending struggle since many years. In this paper, we propose a novel image sensor layout which allows for the acquisition of images at a higher resolution and improved quality. For this, the image sensor makes use of non-regular sampling which reduces the impact of aliasing. Therewith, it allows for capturing details which would not be possible with state-of-the-art sensors of the same number of pixels. The non-regular sampling is achieved by rotating prototype pixel cells in a non-regular fashion. As not the whole area of the pixel cell is sensitive to light, a non-regular spatial integration of the incident light is obtained. Based on the sensor output data, a high-resolution image can be reconstructed by performing a deconvolution with respect to the integration area and an extrapolation of the information to the insensitive regions of the pixels. To solve this challenging task, we introduce a novel joint sparse deconvolution and extrapolation algorithm. The union of non-regular sampling and the proposed reconstruction allows for achieving a higher resolution and therewith an improved imaging quality.

I. INTRODUCTION

Looking at the development of camera systems in the past years, an ongoing pursuit for higher resolutions can be discovered. Up to now, this has mainly been achieved by increasing the number of pixels used in the image sensor inside the camera. That is to say, more and more light-sensitive elements are used for obtaining a high-resolution sensor and therewith allowing for high-resolution imaging. However, this practice has the disadvantage that an increase of the number of pixels typically comes along with a higher price and a larger power consumption. Furthermore, a reasonable reduction of the size of the individual pixels is only possible up to a certain point due to photometric limits [1]. Hence, if one wants to avoid increasing the actual sensor dimensions, the number of pixels per area is limited.

One way for increasing the resolution of images is to estimate high-resolution information from the acquired image by post-processing, even if the underlying sensor is not able to theoretically resolve such fine details. All these post-processing operations belong to the group of super-resolution (SR) techniques. Accordingly, SR techniques can be divided into three groups. First, this is the classical multi-image SR [2]. The algorithms from this group exploit that multiple images of the same object or scene are taken consecutively. Based on small displacements caused by movement, a higher resolution can be recovered. However, these techniques are not applicable if only a single image is available. The same holds for the second group of SR techniques which is multi-camera SR [3]. There, the information from multiple cameras at different positions can be used for increasing the resolution. Multi-camera SR is able to achieve a very high quality but apparently, it can only be applied if more than one camera is available. Unlike the former two groups which rely either on multiple images in time or in spatial direction, the third group can also work on single images. Thus, they are called single-image SR [4] algorithms. These algorithms exploit properties like self-similarity of the acquired object or scene [5] or use information from training data sets [6]–[8] for estimating a high-resolution image. In the case that these properties are fulfilled, single-image SR algorithms are able to achieve a very high quality. However, if the underlying assumptions are not met, they fail. All SR concepts have in common that they all rely on the quality of the actual output of existing image sensors and the therewith along-coming limitations. Thus, we are actually aiming at increasing the resolution of the image sensor directly, instead of applying post-processing SR techniques.

Common image sensors are designed on the two-dimensional repetition of a prototype pixel cell. Hence, these sensors perform a regular two-dimensional sampling and due to this the resolution is limited by aliasing. Thus, for increasing the achievable resolution, the image sensor has to be modified in order to reduce the influence of aliasing. For this, we have proposed a slightly modified custom image sensor in [9] which allows for a higher imaging quality if used in combination with an appropriate reconstruction algorithm. The modification of the sensor consists of a mask which is put on the image sensor and non-regularly shields three quarters of every pixel. Using this, the acquisition is carried out effectively on a grid twice as fine as the underlying sensor. However, this is achieved at the cost that three quarters of the pixels with respect to the fine grid are missing. Nevertheless, using the reconstruction proposed in [9] or the improved Frequency Selective Reconstruction [10], a very high reconstruction quality can be achieved. However, this technique has the drawback that by masking three quarters of every pixel, only one quarter of the sensor area remains sensitive to light, therewith lowering
the overall sensitivity.

Even though the non-regular shielding allows for a higher resolution, sacrificing so much of the sensitivity is not acceptable for practical image sensors. Looking at state-of-the-art image sensors, it becomes obvious that one always tries to make most of the area sensitive to light and the objective hence is to bring the fill-factor close to one. This can be achieved for example by applying techniques like backside illumination [11], [12] or the use of microlenses [13]–[17]. However, these techniques again lead to a regular sensing and therewith the resolution is limited by aliasing.

Nevertheless, the influence of aliasing can be reduced by non-regular sampling. As shown in [18] and [19], a non-regular or a random sampling can be used for reducing the visible influence of aliasing. However, this is not limited to visual features as we have shown in [10]. As discussed there, a higher resolution can be achieved by applying non-regular sampling since the aliasing does not lead to a repetition of the spectral components but rather to a noise-like floor in the spectrum. And this floor can be suppressed by an appropriate reconstruction using a-priori signal knowledge.

In this paper, we want to propose a new image sensor layout scheme which allows for a non-regular sampling but at the same time does not decrease the sensitivity as significantly as [9]. The proposed scheme does not require a new technology, but rather the sensors can be designed using existing tool chains and manufacturing processes. The new layout results from non-regularly rotating a prototype pixel cell and therewith obtaining a non-regular orientation of the light-sensitive areas. As the non-regular placement does not directly lead to a higher resolution, we also propose a novel reconstruction algorithm which is called Joint Sparse Deconvolution and Extrapolation (JSDE). By using the combination of a non-regularly sampling sensor and this fitting reconstruction algorithm, images with four times the resolution of the underlying sensor can be reconstructed.

The paper is structured as follows. In the next section, the proposed sensor layout is discussed in detail and it is shown how a non-regular sampling sensor can be derived from a prototype pixel cell. In Section [II] the novel JSDE algorithm is outlined and it is shown how this algorithm can recover a high-resolution image from the output of the non-regular sampling sensor. As the algorithm can also be interpreted in the Compressed Sensing (CS) framework [20], [21], the section also contains a brief discussion about the relationship between JSDE and CS algorithms. Afterwards, in Section [IV] simulation results are provided in order to show the effectiveness of the combination of a non-regularly sampling sensor together with an appropriate reconstruction. This section also provides a comparison to alternative acquisition concepts and reconstruction algorithms. Finally, a conclusion is provided in Section [V] together with a short outlook to further developments.

II. PROPOSED SENSOR LAYOUT

Looking at image sensors, it can be observed that they are typically designed on the basis of a prototype pixel cell, as shown exemplary in Figure 1 that is repeated many times in horizontal and vertical direction. Accordingly, the light-sensitive pixels are placed on a regular two-dimensional grid. In this context, it always has to be kept in mind that the individual pixels are not sensitive to light over their whole area but also contain insensitive regions resulting from the circuitry within each pixel. Nevertheless, by using techniques like backside illumination [11], [12] and/or microlenses [13]–[17] a fill-factor of nearly 100% can be achieved. Using this, one gets an array of rectangular light sensitive areas and the acquisition process can be regarded as an integration of the incident light on identical areas located on the two-dimensional regular grid.

This acquisition process limits the resolution of imaging sensors in two ways. First, the integration over the light-sensitive areas of every pixel inherently produces a low-pass characteristic, therewith attenuating high spatial frequencies and image details. Second, and more severe, the other limiting factor is the aliasing from the sampling process. The regular placement of the pixels leads to classical aliasing. Due to this, high spatial frequencies get mapped to low-frequency ones, distorting the image quality strongly. In order to avoid this, either a special anti-alias filter has to be placed in front of the image sensor or the used lens has to suppress high frequencies in such a way that the impact of aliasing is small.

In order to resolve this and to be able to achieve a higher resolution with image sensors, we propose a novel sensor layout. This new layout in combination with the proposed joint sparse deconvolution and extrapolation reconstruction algorithm explained in the next section yields a higher image quality. The basic idea of the novel layout is to use a non-regular placement of the light-sensitive areas. As we have shown in [10], non-regular sampling has the advantage that the aliasing does not lead to a repetition of the spectrum, or respectively, to a mapping of high frequencies to low ones. Instead, non-regular sampling produces a noise-like floor in the frequency domain. Using a sparsity-based reconstruction algorithm, this noise-like floor can be suppressed by exploiting the sparsity property of image signals [22].

In [9], we already have proposed a concept of modifying a regular image sensor to perform a non-regular sampling. For this, a mask is overlayed on the sensor, non-regularly shielding
three quarters of every pixel. Using a fitting reconstruction algorithm we have been able to show that a higher image quality can be obtained as would be possible with the underlying regular sensor. However, this technique has the disadvantage that by shielding three quarters of every pixel, sensitivity is lost and in some cases the reconstruction can yield small artifacts.

In order to cope with both the problems, we propose a novel sensor layout which is able to capture more of the incident light and also at the same time allows for a higher quality during the reconstruction step. Looking at a typical pixel cell as shown in Figure 1 it can be observed that the light-sensitive area forms an L-shaped region roughly covering three quarters of the pixel while the insensitive part which contains the transistors covers only one quarter. This structure of a pixel cell can be used directly for performing a non-regular sampling. While it is common up to now to just repeat this pixel cell over the whole sensor, we propose to rotate the pixel cells non-regularly as shown for a small area of the whole sensor in Figure 2. Using this, one obtains an integration of the incident light over non-regularly rotated regions.

Integrating the light over these non-regularly rotated L-shaped areas has the big advantage that it is possible to recover an image with a higher resolution by using an appropriate reconstruction algorithm. For this, two tasks have to be solved, first the integration over the spatially varying pixels has to be made undone. Second, at the position of the light-insensitive pixel area, no information is available. Thus, the signal has to be extrapolated into these unavailable regions. The sparsity-based JSDE algorithm which we propose in the next section is able to solve both problems at the same time and allows for a high reconstruction quality.

Even though the proposed sensor layout seems to fit best with pixel cells that contain an L-shaped light-sensitive area, it can also be applied to pixel cells which have a different layout or for pixel cells with micro-lenses or backside-illumination. In this case, a mask would have to be imprinted by using micro-lithography. The mask has to make one quarter of every pixel insensitive to light in a non-regular fashion, therewith achieving a layout as shown in Figure 2.

Both possibilities, that is to say, either rotating the pixel cells or using masks are easy ways to achieve a non-regular sampling and could be included in state-of-the-art image sensor design and manufacturing processes. It is only necessary to define four prototype pixel cells with corresponding connections and place them on the image sensor plane. The only disadvantage of the proposed sensor layout is that the fill-factor of the pixel cells is limited to 75%. However, as a significantly higher image quality can be achieved by the subsequent reconstruction algorithm, this is a reasonable price to pay. And for sensors which already do not make use of all the incident light, non-regularly placing the sensitive areas allows for a higher imaging quality, for free.

As mentioned above, for making use of the benefits from a non-regular sampling, an appropriate reconstruction algorithm is required. In the next section we outline the novel JSDE algorithm in detail. This algorithm is able to solve both challenges outlined above and therewith allows for the reconstruction of high-resolution images.

### III. Reconstruction by Joint Sparse Deconvolution and Extrapolation

As discussed above, the non-regular sampling can only lead to an improved imaging quality, if it is combined with a fitting reconstruction algorithm. Therefore, we propose the sparsity-based Joint Sparse Deconvolution and Extrapolation (JSDE) in the following. For this, we will first have a look at the mathematical description of the acquisition process and the relationship between the sensor signal and the high-resolution image signal to be reconstructed. Afterwards the actual reconstruction by JSDE is outlined.

#### A. Mathematical Description of the Acquisition Process

In the left half of Figure 3 a part consisting of $5 \times 3$ pixels of the non-regularly sampling image sensor is shown. In general the sensor is of size $X \times Y$ and the output of the sensor is depicted by signal $s(\tilde{x}, \tilde{y})$ with spatial coordinates $\tilde{x}$ and $\tilde{y}$. In this context, the tilde denotes the signal with the low resolution. The objective of JSDE is to reconstruct the image on a high-resolution grid with twice the spatial resolution in vertical and horizontal direction. That is to say, every pixel of the signal $s(x, y)$ should be expanded into four new pixels. The target signal is depicted by $s(x, y)$ and is of size $X \times Y$ with $X = 2X$ and $Y = 2Y$. The right side of Figure 3 shows a small part consisting of $10 \times 6$ pixels of the target signal to be reconstructed.

The relationship between the sensor signal $s(\tilde{x}, \tilde{y})$ and the
target signal $s[x, y]$ to be reconstructed can be described by
\[ \tilde{s}[\tilde{x}, \tilde{y}] = s[2x, 2y] \cdot m[2x, 2y] + s[2x + 1, 2y] \cdot m[2x + 1, 2y] + s[2x, 2y + 1] \cdot m[2x, 2y + 1] + s[2x + 1, 2y + 1] \cdot m[2x + 1, 2y + 1]. \]  

(1)

As only three quarters of the area of every underlying pixel are sensitive to light, the output of the pixel cell results from averaging over the incident light. As the underlying pixel can be divided into four quadrants, $m[x, y]$ is $1/3$ if the underlying quadrant of the regarded pixel is sensitive to light, otherwise it is 0. The problem to be solved for the reconstruction is recovering the signal $s[x, y]$ from $\tilde{s}[\tilde{x}, \tilde{y}]$. Apparently, this is an underdetermined problem which cannot be solved directly. However, the problem can be solved by exploiting certain signal properties. For this, the proposed JSDE algorithm uses the sparsity property of image signals as shown in the following.

B. Solution of the Underdetermined Problem by JSDE

For reconstructing the signal on the high-resolution grid, JSDE first performs a division of the signal $s[x, y]$ into blocks. The signal in the block is depicted by $f[m, n]$ with spatial coordinates $m$ and $n$. A block located at position $(x_0, y_0)$ in the image signal $s[x, y]$ can be accessed by the relationship
\[ f[m, n] = s[x_0 + m, y_0 + n]. \]  

(2)

The block of size $B$ together with a neighborhood of width $W$ pixels forms the reconstruction area $\mathcal{L}$. Except for cases where the considered block is located at the boundary of the image, area $\mathcal{L}$ is square and in general it is of size $M \times N$ pixels. All these coordinates and sizes are defined with respect to the fine grid. The corresponding block of the sensor signal $\tilde{s}[	ilde{x}, \tilde{y}]$ is depicted by $\tilde{f}[	ilde{m}, \tilde{n}]$ and is half the size in vertical and horizontal direction compared to the block $f[m, n]$ from the high-resolution signal.

In order to describe the relationship between the non-regularly sampled signal and the target high-resolution signal, the signals are vectorized. By scanning the sensor signal $\tilde{f}[	ilde{m}, \tilde{n}]$ in column order, we obtain vector $\tilde{f}$. Accordingly, all the pixels of $f[m, n]$ are aligned in the vector $f$. However, it has to be noted that the mapping between the two-dimensional signal $f[m, n]$ and the vector $f$ is not column-wise, but rather, first inside every of the related large pixels a scan is performed column-wise before the scan proceeds to the next pixel. Figure 4 illustrates this scan order.

As every pixel of the desired high-resolution image relates to one quadrant of one pixel of the low-resolution sensor signal, every time three of the four pixels of the high-resolution signal contribute to one pixel of the sensor signal. The relationship between $\tilde{f}$ and $f$ is shown in Figure 5 and can also be described by the block diagonal aggregation matrix $A$, leading to
\[ \tilde{f} = Af. \]  

(3)

Regarding the examples shown in Figures 4 and 5 the corresponding aggregation matrix $A$ is given by
\[ A = \frac{1}{3} \begin{pmatrix} 1 & 0 & 1 & 1 \\ 1 & 1 & 1 & 0 \\ 0 & 1 & 1 & 1 \end{pmatrix}. \]  

(4)

Of course, for the aggregation of the whole signal $f$ to $\tilde{f}$ matrix $A$ is larger and it always is of size $\frac{MN}{4} \times (MN)$.

Apparently, it is not possible to recover $f$ from $\tilde{f}$ directly, since $A$ cannot be inverted. As stated above, the inversion is an underdetermined problem consisting of two sub-problems to be solved. First, a spatial varying deconvolution has to be performed which inverts the integration of the three light-sensitive quadrants into the output of the pixel of the image sensor. And second, the signal amplitude at the position where the sensor is insensitive to light has to be estimated which can be regarded as extrapolation problem. For solving both tasks and for recovering the signal on the high-resolution grid, we propose the novel JSDE which exploits the fact that image signals can be sparsely represented in the frequency domain [22].

For the reconstruction, JSDE aims at generating the parametric model
\[ g[m, n] = \sum_{k \in \mathcal{K}} c_k \varphi_k[m, n] \]  

(5)

as a superposition of two-dimensional Fourier basis functions $\varphi_k[m, n]$. The weights of the individual basis functions are depicted by the expansion coefficients $c_k$ and the indices of all basis functions used for the model generation are subsumed in set $\mathcal{K}$. The Fourier basis functions are defined by
\[ \varphi_k[m, n] = e^{2\pi i m \mod (k, M)} e^{2\pi i k |m| n}. \]  

(6)

By using the same scan order as shown in Figure 4, the model can also be vectorized to $g$ and the basis functions to $\varphi_k$.
For generating the model, JSDE uses an iterative approach that is related to the Frequency Selective Reconstruction (FSR) [10] and its precursor Frequency Selective Extrapolation [23]. However, it has to be noted that FSR only is able to perform an extrapolation while JSDE can additionally perform a spatial varying deconvolution and therewith can be regarded as a generalization of FSR. In order to generate the model, the distribution matrix \( D \) is required that controls which pixels of signal \( f \) belong to pixels from the low-resolution signal \( \tilde{f} \). Distribution matrix \( D \) is closely related to aggregation matrix \( A \) and also is a block diagonal matrix. However, \( D \) carries blocks of four ones and can be used for directly expanding \( \tilde{f} \) to the high-resolution grid and therewith can be regarded as the dual operation to aggregation matrix \( A \). Hence, \( D \) is of size \( (MN) \times \frac{MN}{4} \). For the example shown in Figures 4 and 5 distribution matrix \( D \) looks as follows:

\[
D = \begin{pmatrix}
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1
\end{pmatrix}
\]

(7)

Using the aggregation matrix \( A \) and the distribution matrix \( D \), the residual \( r \) between the available signal \( \tilde{f} \) and the model \( g \) can be determined with respect to the high-resolution grid.

\[
r = D\tilde{f} - DAg
\]

(8)

During the model generation process, the spatial weighting function

\[
w[m, n] = \begin{cases} 
\rho^{[(m - \frac{m-1}{2})^2 + (n - \frac{n-1}{2})^2]} & \text{for } (m, n) \in A, \\
0 & \text{for } (m, n) \in B
\end{cases}
\]

(9)

similar to [24] is used. Here, set \( A \) subsumes all the pixels relating to light-sensitive quadrants, whereas set \( B \) contains the insensitive quadrants. This weighting function is required for two reasons. First, the pixels from the fine grid which relate to the light-insensitive areas can be excluded from the model generation. Since these pixels do not contribute to the measured amplitudes in the underlying low-resolution pixels, they contain no information and have to be excluded from the model generation. Second, a weighting with an isotropic model is carried out in order to assign a lower weight and therewith less influence on the model generation to pixels lying more far away from the block to be reconstructed than pixels located closer to the considered block.

For generating the model of the signal, the weighted residual energy \( E_w \) is considered. \( E_w \) describes how well the generated model on the fine grid fits the available signal on the coarse grid, subject to the weighting function \( w[m, n] \). By scanning \( w[m, n] \) in the same way as \( f[m, n] \) shown in Figure 4 we obtain vector \( w \) and the diagonal matrix \( W = \text{diag}(w) \). Using this, the weighted residual energy can be calculated by

\[
E_w = r^HWr = \left( D\tilde{f} - DAg \right)^H W \left( D\tilde{f} - DAg \right). \tag{10}
\]

In this context, \((\cdot)^H\) denotes the conjugate transpose, or respectively the Hermitian matrix or vector.

As mentioned above, the model \( g \) will be generated iteratively and the currently considered iteration is depicted by \( \nu \). Initially, the model is set to zero, \( g^{(0)} = 0 \), and the residual is set to the expanded low-resolution signal \( r^{(0)} = D\tilde{f} \). Then, in every iteration one basis function to be added to the model is selected and the corresponding expansion coefficient is estimated. In order to determine the basis function to be added to the model in the current iteration, a weighted projection of the residual onto the basis function is carried out. For calculating the weighted projection, the weighted residual energy \( E_w^{(\nu)} \) is regarded, which would result from a selection of basis function \( \varphi_k \) in iteration \( \nu \). The weighted residual energy can be calculated by

\[
E_{w,k}^{(\nu)} = r_{k}^{(\nu)H} W r_{k}^{(\nu)}
\]

(11)

with the residual

\[
r_{k}^{(\nu)} = r^{(\nu-1)} - p_{k}^{(\nu)} DA\varphi_k
\]

(12)

which would result if basis function \( \varphi_k \) was selected in iteration \( \nu \). Based on this, the projection coefficients \( p_{k}^{(\nu)} \) as output from the weighted projection can be calculated for all indices \( k \).

The projection coefficient \( p_{k}^{(\nu)} \) is determined by minimizing \( E_{w,k}^{(\nu)} \). For this, the Wirtinger calculus is used and the partial derivatives

\[
\frac{\partial E_{w,k}^{(\nu)}}{\partial p_{k}^{(\nu)}} = 0 \quad \text{and} \quad \frac{\partial E_{w,k}^{(\nu)}}{\partial \bar{p}_{k}^{(\nu)}} = 0 \tag{13}
\]

are set to zero. Here, the \((\cdot)^*\) denotes the conjugate complex term. The partial derivative \( \frac{\partial E_{w,k}^{(\nu)}}{\partial p_{k}^{(\nu)}} \) leads to

\[
\frac{\partial E_{w,k}^{(\nu)}}{\partial p_{k}^{(\nu)}} = \frac{\partial}{\partial r_{k}^{(\nu)}} \left( r_{k}^{(\nu)H} W r_{k}^{(\nu)} \right) = -\frac{1}{2} \left( (DA\varphi_k)^H W r_{k}^{(\nu-1)} + p_{k}^{(\nu)} (DA\varphi_k)^H WDA\varphi_k \right). \tag{14}
\]

In order to fulfill (13) for minimizing the weighted residual energy,

\[
p_{k}^{(\nu)} = \frac{\left( DA\varphi_k \right)^H W r_{k}^{(\nu-1)} }{\left( DA\varphi_k \right)^H WDA\varphi_k} \tag{15}
\]

follows as result for the projection coefficient.

For determining which basis function actually to add in iteration \( \nu \), the one is selected that would be able to reduce the weighted residual energy the most, subject to the frequency
prior $q_k$. The frequency prior is used for favoring the selection of low-frequency basis functions over high-frequency basis functions in the case of ambiguities. The influence of the frequency prior on the model generation is explained in detail in [10], [25]. While in [10] a prior inspired by the optical transfer function (OTF) of imaging systems is used, an adaptive frequency prior is proposed in [25]. For JSDE, the simple OTF-inspired prior is sufficient and $q_k$ is defined by

$$q_k = \left( 1 - \sqrt{2} \frac{k_1^2}{M^2} + \frac{k_2^2}{N^2} \right)^2. \quad (16)$$

Here, the two substitutions $\tilde{k}_1 = \frac{M}{2} - \left\lfloor \frac{\lfloor k/M \rfloor - M/2}{N} \right\rfloor$ and $\tilde{k}_2 = \frac{N}{2} - \left\lfloor \frac{k/N}{N} \right\rfloor$ are used for allowing a compact representation. A two-dimensional plot of the frequency prior $q_k$ with respect to the substitute variables $\tilde{k}_1$ and $\tilde{k}_2$ is provided in Figure 6.

Using this, the basis function to select is the one that minimizes $E_{w,\nu}$ subject to the frequency prior and the index $u_{\nu}$ of the basis function results to

$$u_{\nu} = \text{argmin}_k \left( q_k E_{w,\nu}^{(k)} \right) = \text{argmax}_k \left( q_k \left| (DA\varphi_k)^H W r^{(\nu-1)} \right|^2 \right) \quad (17)$$

The steps for obtaining the result above can be found in the Appendix.

After having selected the basis function to be added in the current iteration, the update of the expansion coefficient has to be determined. For this, the orthogonality deficiency compensation proposed in [20], [27] is used. This procedure is used for reducing the interference between the different basis functions and therewith obtaining a stable estimation. For this, only a portion of the projection coefficient is added to the expansion coefficient. Even though directly using the projection coefficient for the update would reduce the residual energy the most, reducing the influence by orthogonality deficiency compensation yields a better modeling. As shown in [27], a constant factor $\gamma$ could be used as a good approximation for the elaborate compensation of the orthogonality deficiency which is proposed in [20]. Using this, the model and the residual can be updated by

$$g_{\nu} = g_{\nu-1} + \gamma p_{u_{\nu}}^{(\nu)} \varphi_{u_{\nu}} \quad (19)$$

$$r_{\nu} = r_{\nu-1} - \gamma p_{u_{\nu}}^{(\nu)} DA\varphi_{u_{\nu}}. \quad (20)$$

The steps of selecting the basis function to be added, estimating the weight and updating the model and residual are repeated for a pre-defined number of iterations $I$. After the model generation has been finished, the samples corresponding to the currently considered block are extracted from the model and are placed in the high-resolution image. Finally the reconstruction proceeds to the next block. In order to provide a compact overview of the model generation of JSDE, Algorithm 1 shows a pseudo code of the modeling.

**Algorithm 1 Pseudo code for model generation of the Joint Sparse Deconvolution and Extrapolation algorithm. Signals are vectorized according to the scan order shown in Figure 7.**

**input:** Block $f$ of low-resolution signal, sizes $M$ and $N$, aggregation matrix $A$, distribution matrix $D$, and weighting matrix $W$ according to sensor layout, basis functions $\varphi_k$, number of iterations $I$, and compensation factor $\gamma$.

/* Initialization */

$g^{(0)} = 0$

$r^{(0)} = D f$

for all $k = 0, \ldots, MN - 1$

$k_1 = \frac{M}{2} - \left\lfloor \frac{\lfloor k/M \rfloor - M/2}{N} \right\rfloor$

$k_2 = \frac{N}{2} - \left\lfloor \frac{k/N}{N} \right\rfloor$

$q_k = \left( 1 - \sqrt{2} \frac{k_1^2}{M^2} + \frac{k_2^2}{N^2} \right)^2$

end for

/* Iterative model generation */

for all $\nu = 1, \ldots, I$

/* Basis function selection */

$u_{\nu} = \text{argmax}_k \left( q_k \left| (DA\varphi_k)^H W r^{(\nu-1)} \right|^2 \right)$

/* Projection coefficient calculation */

$p_{u_{\nu}}^{(\nu)} = \frac{(DA\varphi_{u_{\nu}})^H W r^{(\nu-1)}}{W (DA\varphi_{u_{\nu}})^H DA\varphi_{u_{\nu}}}$

/* Model and residual update */

$g_{\nu} = g_{\nu-1} + \gamma p_{u_{\nu}}^{(\nu)} \varphi_{u_{\nu}}$

$r_{\nu} = r_{\nu-1} - \gamma p_{u_{\nu}}^{(\nu)} DA\varphi_{u_{\nu}}$

end for

**output:** Model $g = g^{(I)}$ with respect to the fine grid.
of the low-resolution sensors can be regarded as the output from the linear measurements of the high-resolution signal.

In [10], the relationship between the FSR algorithm and CS is discussed in detail. As FSR can be regarded as a precursor of the proposed JSDE, this relationship also holds for JSDE. Accordingly, JSDE belongs to the group of greedy algorithms whose most prominent representative is Matching Pursuits (MP) [28]. However, by incorporating the spatial weighting function and the frequency prior, JSDE is also related to CS algorithms that make use of prior knowledge, as for example the ones proposed in [29], [30]. Furthermore, the use of a block-wise processing makes JSDE also related to block-wise CS algorithms [31], especially the ones that use overlapping blocks [32].

In the next section, simulation results are provided for showing the effectiveness of JSDE and its ability to recover a high-resolution image from a non-regular sampling sensor. We also show that the combination of non-regular sampling and a fitting reconstruction yields a superior quality and is able to outperform different sampling and reconstruction concepts.

IV. SIMULATIONS AND RESULTS

A. Simulation Setup

The purpose of this section is to show how well the proposed non-regular sampling in combination with the reconstruction by JSDE can be used for achieving a higher imaging quality. In order to obtain a meaningful evaluation, this section also provides simulation results for different sensor layouts in combination with various reconstruction algorithms. As layouts for the sensor, four different schemes are considered, as shown in Figure 7. First, these are large pixels with $\approx 100\%$ fill-factor which could be achieved for example if backside-illumination or micro lenses are used. Second, the non-regular quarter sampling [9] with $\approx 75\%$ fill-factor is considered. Furthermore, two different cases are examined, where a three-quarter sampling with $\approx 75\%$ fill-factor is considered. This relates to the use of a prototype pixel cell as shown in Figure 1 without microlenses. This prototype pixel cell can either be identical or, as proposed, non-regularly rotated in order to place the insensitive area in different quadrants.

In order to simulate the behavior of the different sensing technologies, high-resolution images are taken and every time $2 \times 2$ pixels of this image are combined. Depending on the considered sensor layout, the four pixels are either just averaged as for the large pixel case, or one of the four pixels is selected for the non-regular quarter sampling [9] case. For the latter two cases, three of the four samples are averaged while the fourth is discarded. For the regular sampling case, always the same three pixels of a $2 \times 2$ group are averaged while for the non-regular sampling case, the considered pixels over which the averaging is carried out change.

In order to reconstruct the high-resolution images from the sensor output, different algorithms are evaluated. Of course, which algorithm to actually use depends on the regarded sensor layout. For the large pixels case, where the light-sensitive areas are square and extend over the whole pixels, the easiest way to obtain an image on the high-resolution grid just would be to apply a pixel enlargement (PE). That is to say, the amplitude of the measured pixel is assigned to all the four underlying pixels on the high-resolution grid. This can also be regarded as a nearest neighbor interpolation. Alternative to this, we also test a bicubic upsampling (BIC) by a factor of two in both directions. As the objective is to reconstruct the image on a grid of a higher resolution and this task can also be solved by SR algorithms, we also include three single image SR algorithms into the evaluation. These are the sparse dictionary-based algorithms from Yang (SR-Yang) [6] and Zeyde (SR-Zeyde) [8] on the one hand side and the regression-based algorithm from Kim (SR-Kim) [7] on the other hand side.

For the case that the sensor layout using the non-regular quarter sampling [9] is used, an extrapolation is required for reconstructing the missing pixels with respect to the high-resolution grid. For this FSR [10] is considered as it can be seen as an ancestor of JSDE. Furthermore, Steering Kernel Regression (KR) [33] and Constrained Split Augmented Lagrangian Shrinkage Algorithm (CLS) [34] are applied for solving this task.

For both three-quarter sampling cases, the same reconstruction algorithms can be used. First, this is again a pixel enlargement (PE) where the output of averaging over the three quadrants just is assigned to all four quadrants. The second method is to apply a modeling by Matching Pursuits (MP) [28] which performs a greedy sparse modeling. The block size and the basis functions for MP are selected as for JSDE. However, unlike JSDE, MP does not include a spatial weighting function, a frequency prior or the orthogonality deficiency compensation. Since MP already is a rather old sparse modeling algorithm, we also include the Generalized Approximate Message Passing (GAMP) [35] as an algorithm for generating a sparse model, given the acquired signal. Finally, the proposed JSDE is applied and evaluated. Since both sensor layouts require a joint deconvolution and extrapolation for reconstructing the image on the high-resolution grid, the novel JSDE can be applied in both scenarios.

The following subsection is devoted to the realization of the JSDE algorithm and especially which parameters to select for the model generation. Afterwards, a comparison of the
different sensor concepts and reconstruction algorithms in terms of Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity (SSIM) [36] follows. This kind of comparison also is used for evaluating the sensitivity of the different sensor layouts. Subsequent to this, a comparison in terms of resolution is provided which shows the superiority of the non-regular sampling concept in contrast to regular sampling. After this, a short subsection follows which discusses the runtime and therewith computational complexity of the algorithms before visual results are provided in the last subsection.

### B. Selection of Reconstruction Parameters

Regarding the JSDE algorithm as it is proposed in Section III, it can be observed that the algorithm requires several parameters which have to be determined. As mentioned in the preceding section, the model generation of JSDE is related to FSR, even though the latter one only is able to perform an extrapolation and no spatial varying deconvolution. Nevertheless, the parameters given in [10] can be used as a good starting point for determining the parameters for JSDE. As the available image information is uniformly distributed over the whole image area, a data dependent processing order of the blocks as proposed in [10], [37] is not required and JSDE can operate in a fixed linescan order of the image blocks.

As a fitting of the parameters to the underlying data set shall be avoided, the determination of the parameters has to be carried out on a data set which is independent from the later used actual test data set. Hence, we have used the Kodak test data base [38] for determining the parameters, while for the subsequent evaluation given in the next subsection the TECNICK image data base [39] has been used.

For determining the actual parameter set, a large number of different parameter combinations is evaluated using images from the Kodak test data base. As the proposed sensor design currently only considers the acquisition of the luminance, for the simulations also only the luminance component of the images is considered. Apparently, a full search of the parameter space is not feasible. Hence, we have used the parameters from [10] as starting point and varied them. As metric for the evaluation, the PSNR between the original high-resolution image and the reconstructed image is used.

The simulations on the Kodak image data base reveal that a block size of $B = 4$ samples and a border width of $W = 14$ samples yields a high reconstruction quality. For the actual model generation, $I = 100$ iterations should be carried out and the weighting function should decay with $\hat{\rho} = 0.7$. The orthogonality deficiency compensation should be performed with $\hat{\gamma} = 0.5$. In order to provide a compact overview, Table II lists all selected parameters.

Fortunately, none of the parameters is very critical and a variation around the selected values is possible without heavily affecting the reconstruction quality. In order to prove this, Figure 8 shows three plots of the average reconstruction quality where either the number of iterations $I$, the compensation factor $\hat{\gamma}$, or the decay factor $\hat{\rho}$ are varied while all other parameters are selected according to Table II

### C. Evaluation of the Image Quality in Terms of PSNR and SSIM

Using the above determined parameters, simulations have been carried out on an independent test data set. For this, the TECNICK image data base [39] has been used. The high-resolution images have a size of $1200 \times 1200$ pixels. By combining every time $2 \times 2$ pixels according to the four considered sensor layouts shown in Figure 7 all the low-resolution images consist of $600 \times 600$ pixels.

In Table II the average image quality in terms of PSNR and SSIM is listed for the TECNICK image data base for the above mentioned sensor layouts and the considered reconstruction strategies. It can be seen that the proposed non-regular three-quarter sampling in combination with the novel JSDE reconstruction yields a very high objective image quality, outperforming all other combinations except for the SR algorithms.

Especially compared to the case that a large pixel is considered in combination with bicubic interpolation, a gain of more than 0.5 dB can be achieved. Comparing the proposed non-regular three-quarter sampling to the non-regular quarter
sampling [9], it can be observed that by applying JSDE for the reconstruction, a gain of more than 0.7 dB is possible, and at the same time three times the light is collected, compared to the quarter sampling case.

Regarding the reconstruction output of JSDE for the case that the three-quarter sampling is carried out in a regular or in a non-regular fashion, it can be observed that the non-regular rotation of the pixel cell yields a gain of more than 0.4 dB. This is due to the fact that the non-regular placement of the light-sensitive regions does not produce the typical aliasing components and allows for the reconstruction of even very fine details. Looking at the results for MP and GAMP, it can be seen that the latter two only produce a significantly lower quality than JSDE and especially for the regular case completely fail. This can be explained by the fact that MP and GAMP have no frequency prior included. Thus, for the regular sampling case these algorithms are not able to distinguish between the selection of low-frequency and high-frequency basis functions and the actual selection process is determined by numerical inaccuracies. Hence, MP and GAMP produce a lot of artifacts in this special case, resulting in a very low quality. In this context, it always has to be kept in mind, that a better approximation of the available signal does not necessarily have to come along with a higher reconstruction quality. Accordingly, as MP and GAMP do not employ the spatial weighting function, the frequency prior, and the orthogonality deficiency compensation, they approximate the available signal better than JSDE. However, they are not able to achieve a higher reconstruction quality.

Another interesting aspect which can also be discovered is that PE already allows for a decent reconstruction quality for the three-quarter sampling cases. Thus, it would also be possible to apply an elaborate reconstruction as by JSDE offline, while for a preview just PE is used.

Even though the non-regular three-quarter sampling achieves a high reconstruction quality, it is still outperformed in PSNR and SSIM if the SR algorithms are applied on the large pixel case. As outlined above, single-image SR algorithms are able to achieve a high quality by exploiting the self-similarity in images or similarities to trained data sets. Since the training has been carried out on images with a similar characteristic as the test data, the output of the considered algorithms is rather high. However, in all the cases when content is considered that does not fulfill these properties, they fail. And more important, even though the SR algorithms can improve the PSNR, they are not able to increase the actual resolution of an imaging system. The spatial resolution always is limited by the sampling in the image sensor and as shown in the subsection after the next, cannot be improved by single-image SR algorithms.

### D. Evaluation of the Sensitivity

Independent of the three-quarter sampling being achieved by placing the insensitive parts of a pixel cell in one quadrant or by using a mask in front of the pixels, it has to be considered that a fill factor of only 75% can be used. In contrast to this, common image sensors with backside illumination and/or microlenses can achieve fill factors of up to roughly 100%. Accordingly, the proposed three-quarter sampling has a lower sensitivity and hence is more prone to shot-noise. In order to assess the influence of the reduced fill factor of the proposed concept on the actual imaging quality, simulations with superimposed noise have been carried out. For this, shot noise following a Poisson distribution has been added to the pixels in order to simulate the variation of the incident light. In order to simulate the noise, a full well capacity of 10,000− has been assumed. Compared to state-of-the-art imaging sensors, this is a quite low full well capacity, however, in order to actually assess the effects, this more challenging scenario has been considered. Additionally, in order to simulate thermal and readout noise, Gaussian distributed noise with a standard deviation of 25e− has been added. Table III lists the average image quality in PSNR and SSIM for the TECNICK image data base, again. For this, the above mentioned sensor layouts and the considered reconstruction strategies are employed. Ap-
Fig. 9. Reconstruction results for small area of the EIA-1956 Resolution Test Chart. Considered sensor layouts are large pixels (LP), non-regular quarter sampling (\(\frac{1}{4}\)-NonReg), regular three-quarter sampling (\(\frac{3}{4}\)-Reg), and non-regular three-quarter sampling (\(\frac{3}{4}\)-NonReg). In the top right border, PSNR and SSIM results are given. (Please pay attention, additional aliasing may be caused by printing or scaling. Best to be viewed enlarged on a monitor.)

Fig. 10. Modulation transfer function showing the contrast with respect to the spatial frequency for different sensor layouts and reconstruction algorithms. The frequency of the line pattern is defined relative to the sampling frequency. Apparently, the image quality is lower compared to the noiseless case. Furthermore, it can be observed that in the case where the large pixels are used, the loss is very small, whereas for non-regular quarter sampling [9], the highest loss arises. The large loss of the non-regular quarter sampling is caused by the small area sensitive to light. Since the proposed non-regular three-quarter sampling integrates the light over a larger area, it is less sensitive to noise and degradation caused by the noise is moderate.

E. Evaluation of the Image Resolution

The evaluation of the quality in terms of PSNR and SSIM is only one possibility to measure the image quality. Aside from this, the achievable image resolution has to be evaluated. PSNR and SSIM only provide an overall quality score but do not express the abilities of a system to resolve even very fine details. In order to assess this property, different evaluations have been carried out and are discussed in the following. In order to allow for a compact presentation, only a subset of the aforementioned combinations of sensor layouts and good performing reconstruction algorithms is considered in this subsection. For obtaining a representative set of combinations, the large pixel case is considered together with BIC and SR-Zeyde [8], the non-regular quarter sampling together with FSR [10] and KR [33], and for the regular and non-regular three-quarter sampling, PE and the proposed JSDE is considered.

The first option to evaluate the image resolution is to apply the different combinations on a resolution test chart and determine how well different details can be recognized. For this, the EIA-1956 Resolution Test Chart is considered. In Figure 9 details of the reconstructed images are shown. It can be observed that all regular sensor layouts lead to severe aliasing and that small details cannot be separated well. Only the non-regular quarter and three-quarter sampling in combination with FSR and the proposed JSDE are able to acquire even fine details and separate the converging lines up to the smallest distance. In direct comparison between the quarter sampling and the three-quarter sampling case, it can be discovered that FSR achieves a higher resolution and that the converging lines can be separated more precisely. In doing so, also a higher PSNR can be achieved. However, the non-regular quarter sampling in combination with FSR also introduces some ringing and some ragged edges at the letters. Nevertheless, the three-quarter sampling in combination with JSDE also is able to resolve even fine details and does not produce these artifacts.

In order to quantify the abilities of the different sampling concepts and reconstruction algorithms, further tests have been carried out with line patterns of different spatial frequency. For measuring the resolution of the different combinations, the modulation transfer function is considered that measures the contrast of the reconstructed signal for different spatial frequencies. The contrast \(C\) is defined as

\[
C = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}
\]

with \(I_{\text{max}}\) being the maximum amplitude in the reconstructed image and \(I_{\text{min}}\) being the minimum amplitude. In Figure 10 the contrast is plotted with respect to the frequency of the line pattern, defined relative to the spatial sampling frequency with respect to the low-resolution grid. It can be seen that both non-regular sampling layouts are able to achieve a high contrast up to the sampling frequency of the low-resolution grid if combined with FSR, or respectively, JSDE. The non-regular quarter sampling achieves an almost perfect reconstruction in this case. Nevertheless, the non-regular three-quarter sampling
Fig. 11. Visual results for one quarter of test image Zoneplate. Detail areas from the location marked in green in the left most image are provided below each image. Results are provided for sensor layouts large pixels (LP), non-regular quarter sampling ($\frac{1}{4}$-NonReg), regular three-quarter sampling ($\frac{3}{4}$-Reg), and non-regular three-quarter sampling ($\frac{3}{4}$-NonReg) and considered reconstruction algorithms. In the top right border, PSNR and SSIM results are given. (Please pay attention, additional aliasing may be caused by printing or scaling. Best to be viewed enlarged on a monitor.)

also is able to yield a very high contrast and to resolve even very fine structures. Of course, due to aliasing the regular sampling with large pixels can only cover frequencies up to half the sampling frequency and the contrast drops significantly if the Nyquist-frequency is exceeded. This also cannot be observed by single image SR algorithms and it can be observed that in this case the resolution is limited by the underlying large pixels. For high spatial frequencies, the SR algorithm can only achieve a resolution similar to the BIC case.

In order to show that the ability to resolve fine details is not direction-dependent, Figure 11 shows details of the test image Zoneplate which is a rotation-symmetric chirp and is shown at the left side. This test image covers the whole frequency range in all directions and is well suited for measuring to what extent high-frequency content can be recovered. Comparing the images, it can be discovered that only the non-regular quarter sampling in combination with FSR and the proposed non-regular three-quarter sampling in combination with JSDE are able to cover the whole frequency range and acquire even very fine details. All other algorithms produce strong aliasing artifacts for high frequencies, also leading to a significant loss in PSNR and SSIM. Regarding the case of regular three-quarter sampling in combination with JSDE, it can be seen that aliasing artifacts occur there, as well. However, they are not an output of the reconstruction process, but rather result from the regular sampling pattern.

**F. Evaluation of the Computational Complexity**

For evaluating the computational complexity of the different reconstruction algorithms, runtime tests have been carried out with MATLAB R2016b on an Intel Xeon E5-1620 v2 equipped with 32 GB RAM. As some of the reconstruction algorithms make use of MEX-Files, the comparison is not completely fair, nevertheless it provides a good impression of the overall complexity. In order to get reliable results, 10 runs have been carried out and always the same image of size $1024 \times 1024$ pixels has been reconstructed.

In Table IV the average runtime in seconds is provided for the different combinations of sensor layouts and reconstruction algorithms. It can be observed, that the runtime spreads over several magnitudes from simple reconstruction algorithms like PE and BIC to the proposed JSDE. Currently, JSDE is the

| Sensor layout | Reconstruction algorithm | Processing time in sec |
|---------------|--------------------------|------------------------|
| Large pixel   | PE                       | 0.0067                 |
|               | BIC                      | 0.016                  |
|               | SR-Yang [6]              | 0.015                  |
|               | SR-Kim [6]               | 0.015                  |
|               | SR-Zeyde [6]             | 0.015                  |
| Non-regular quarter sampling [9] | FSR [10] | 208.78               |
|               | KR [33]                  | 137.16                 |
|               | CLS [34]                 | 52.84                  |
| Regular three-quarter sampling [28] | PE | 0.014               |
|               | MP [28]                  | 19794.67               |
|               | GAMP [35]                | 13142.46               |
|               | JSDE                     | 20524.30               |
| Non-regular three-quarter sampling [28] | PE | 0.44                |
|               | MP [28]                  | 20464.58               |
|               | GAMP [35]                | 8092.05                |
|               | JSDE                     | 20523.00               |

**TABLE IV**

AVERAGE PROCESSING TIME FOR RECONSTRUCTING ONE IMAGE OF SIZE $1024 \times 1024$ PIXEL.
Fig. 12. Visual results for details of 400 × 250 pixels (left two columns) and 120 × 75 pixels (right two columns) of different test images from the TECNICK image data base [39]. The sensor layouts large pixels (LP), non-regular quarter sampling (\(\frac{1}{4}\)-NonReg), regular three-quarter sampling (\(\frac{3}{4}\)-Reg), and non-regular three-quarter sampling (\(\frac{3}{4}\)-NonReg) are considered in combination with different reconstruction algorithms. (Please pay attention, additional aliasing may be caused by printing or scaling. Best to be viewed enlarged on a monitor.)
most complex algorithm even though its complexity is of the same order as the other sparse modeling algorithms MP and GAMP. Even though the runtime of JSDE looks poor at first glance, the algorithm has potential for high speed-ups. For this, the relationship of JSDE to FSR could be exploited and a frequency domain implementation of JSDE similar to FSR [10] is envisaged for the future. Using this strategy, as shown in [40], for FSR even a real-time operation of FSR is possible.

**G. Evaluation of the Visual Quality**

Aside from the objective evaluation in terms of PSNR/SSIM and resolution provided above, of course, the visual quality of the reconstructed images is of high importance. For demonstrating the visual quality of the different concepts, Figure [12] shows the output for different combinations of sensor layouts and reconstruction algorithms. In order to allow for a compact presentation, only the same subset of combinations between sensor layouts and reconstruction algorithms as used in Subsection IV.E is considered, again. The image details have been selected in order to represent very different content and it can be seen that the considered algorithms behave differently with respect to the content to be reconstructed. Furthermore, for each image, the PSNR and the SSIM is provided. However, in many cases the measured PSNR does neither fit well the actual resolution of the image, nor the visual impression.

Comparing the different images, it can be observed that except for the non-regular sampling and reconstructions by FSR and JSDE, all sensor layout and reconstruction algorithm pairs suffer either from aliasing or from introduced artifacts. Looking at the output from the large pixel and the SR pairs, it can be observed that FSR reconstruction and the proposed non-regular three-quarter sampling in combination with JSDE are to very fine details, this combination suffers from aliasing, a high quality in many cases. However, whenever it comes to very fine details, this combination suffers from aliasing, leading to a reduced visual quality. If the non-regular quarter sampling case with FSR reconstruction and the proposed non-regular three-quarter sampling in combination with JSDE are examined in detail, it can be observed that FSR introduces some very small ringing artifacts which are not visible for the JSDE case. Hence, the proposed concept is more sensitive to light and also yields a higher visual image quality.

**V. Conclusions and Outlook**

In this paper, we have proposed a novel strategy for modifying image sensors in order to increase the imaging resolution. By applying a non-regular sampling, the limitations of image sensors caused by aliasing can be avoided. The proposed sensor layout is still based on state-of-the-art technologies and only very small changes of the design tool chain and workflow are required. This is achieved by defining a prototype pixel cell which is non-regularly rotated. Using this, the light falling on the sensor pixels is integrated over non-regularly placed regions, therewith achieving a non-regular sampling. In order to achieve a higher resolution with the proposed sensor, a reconstruction to a high-resolution grid is required. For this, we have proposed the Joint Sparse Deconvolution and Extrapolation (JSDE) as a sparsity-based algorithm which allows for solving the underdetermined problem that comes along with the reconstruction. By performing a spatially varying deconvolution in combination with an extrapolation, JSDE is able to achieve a very high image quality. Using this, non-regular sampling in combination with JSDE is able to outperform classical sensor layouts and reconstruction algorithms in terms of resolution and achieves a high visual quality.

Future research aims at combining the proposed non-regular sensor layout with super-resolution techniques. As the non-regular sampling is directly able to acquire more high-frequency information than regular image sensors, this might also be beneficial for reconstruction algorithms which are more data-driven than the generic JSDE. Furthermore, the extension of the non-regular sampling concept to color imaging will be investigated. For this, on the one hand a direct combination of the proposed sensor concept with a Bayer pattern can be considered. On the other hand, an extension of the non-regular sampling concept to the placement of the color filters is foreseen. Finally, the manufacturing of a non-regular sampling sensor is envisioned. With such a sensor, actual measurements would be possible, proving the potential of the proposed concept in real-world applications.

**Appendix**

In the following, the steps that are required for determining the index \( u^{(v)} \) of the basis function to add in (18) are outlined in detailed. For this (17) is reformulated as

\[
\begin{aligned}
    u^{(v)} &= \arg\min_k \left( q_k \left( r^{(v-1)} - p_k^{(v)} D A \varphi_k \right)^H W 
    \left( r^{(v-1)} - p_k^{(v)} D A \varphi_k \right) \right).
\end{aligned}
\]

Looking at the second product within the brackets, one can observe that

\[
\begin{aligned}
    \left( r^{(v-1)} - p_k^{(v)} D A \varphi_k \right)^H W D A \varphi_k &=
    \left( r^{(v-1)} - p_k^{(v)} D A \varphi_k \right)^H \left( D A \varphi_k \right)^H W \left( r^{(v-1)} - p_k^{(v)} D A \varphi_k \right)
    =
    \left( D A \varphi_k \right)^H W r^{(v-1)} - \left( D A \varphi_k \right)^H \left( D A \varphi_k \right)
    =
    \left( D A \varphi_k \right)^H W r^{(v-1)},
\end{aligned}
\]

since \( W \) is diagonal and real. Using this, (23) can be simplified to

\[
\begin{aligned}
    u^{(v)} &= \arg\min_k \left( q_k \left( r^{(v-1)} - p_k^{(v)} D A \varphi_k \right)^H W r^{(v-1)} \right).
\end{aligned}
\]
By removing the terms which are independent of $k$ and changing the minimization over a negative term to a maximization of the corresponding term with positive sign, one obtains

$$u^{(v)} = \arg\max_k \left( q_k p_k^{(v)^*} (DA\varphi_k)^H W r^{(v-1)} \right).$$

(25)

Using that

$$(DA\varphi_k)^H W r^{(v-1)} = p_k^{(v)} (DA\varphi_k)^H W D A\varphi_k$$

holds, (22) can be simplified to

$$u^{(v)} = \arg\max_k \left( q_k p_k^{(v)^2} (DA\varphi_k)^H W D A\varphi_k \right) = \arg\max_k \left( q_k (DA\varphi_k)^H W r^{(v-1)} \right)^2 (DA\varphi_k)^H W D A\varphi_k.$$  

(27)
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