GMSRF-Net: An improved generalizability with global multi-scale residual fusion network for polyp segmentation
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Abstract—Colonoscopy is a gold standard procedure but is highly operator-dependent. Efforts have been made to automate the detection and segmentation of polyps, a precancerous precursor, to effectively minimize missed rate. Widely used computer-aided polyp segmentation systems actuated by encoder-decoder have achieved high performance in terms of accuracy. However, polyp segmentation datasets collected from varied centers can follow different imaging protocols leading to differences in data distribution. As a result, most methods suffer from performance drop and require re-training for each specific dataset. We address this generalizability issue by proposing a global multi-scale residual fusion network (GMSRF-Net). Our proposed network maintains high-resolution representations while performing multi-scale fusion operations for all resolution scales. To further leverage scale information, we design cross multi-scale attention (CMSA) and multi-scale feature selection (MSFS) modules within the GMSRF-Net. The repeated fusion operations gated by CMSA and MSFS demonstrate improved generalizability of the network. Experiments conducted on two different polyp segmentation datasets show that our proposed GMSRF-Net outperforms the previous top-performing state-of-the-art method by 8.34% and 10.31% on unseen CVC-ClinicDB and unseen Kvasir-SEG, in terms of dice coefficient.
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I. INTRODUCTION

Colorectal cancer (CRC) has been consistently ranked third in terms of prevalence [1]. The leading cause of CRC is colorectal adenomatous polyps, and thus identification and resection of polyps can reduce the occurrence of CRC. Colonoscopy serves as a gold standard technique for surveillance and treatment. Studies have shown that timely colonoscopy can reduce the chances of CRC by 30% [2]. However, the success of careful identification of malignant polyps and their subsequent resection depends on the ability and experience of clinicians which makes it prone to human error. Such factors eventually lead to a high polyp missed rate [3]. Artificial intelligence (AI) driven methods can be effective and provide precise detection and segmentation of polyps.

With the advent of convolution neural networks (CNNs) research for the polyp segmentation task has been widely conducted to reduce operator-dependent problems in colonoscopy. However, the variations in structures and size of polyps and fluctuation of contrast between polyps and their immediate surrounding make it a challenging task. Whilst methods such as U-Net [4], U-Net++ [5], PraNet [6], UACA-Net [7], MSRF-Net [8] have demonstrated higher metric performances, when the intervention of imaging protocols varies, performance of these methods fall considerably. The imaging protocols used to acquire colonoscopy images at most times vary over different medical institutions, the performance drop in these methods when tested on unseen data need to be minimized.

We can observe various reincarnations of the U-Net developed for polyp segmentation task in [5], [9], [10]. Similarly, PraNet [6] aggregated deep features in their parallel partial decoder to form initial guidance area maps. ColonSegNet [11] used only two encoder and two decoder layers that made their network parameters relatively smaller enabling a faster inference time. UACA-Net [7] used a saliency map for each level in the decoder to calculate foreground, background, and uncertain area maps. However, a major drawback with encoder-decoder architectures like U-Net is that shallow features from the encoder and deep features from the decoder suffer from semantic gap [12]. Deeplabv3+ [13] introduced atrous spatial pyramid pooling with skip connections to aggregate global multi-scale context. Wang et al. [14] designed a network where spatial precision is not compromised by maintaining high-resolution representations throughout the process. Here, multi-scale fusion is performed by repeated cross-scale fusion of features for all resolution scales. Inspired by deep fusion [15], MSRF-Net [8] increased the number of fusion operations by introducing dual-scale dense fusion blocks, which allowed the preservation of both high- and low-level features for all resolution scales. The authors [8] demonstrated the superior generalizability of MSRF-Net and HRNet on polyp segmentation tasks. Building upon these concepts we aim to increase generalizability of polyp segmentation task under different clinical settings by introducing a global multi-scale residual fusion network “GMSRF-Net”.

Our GMSRF-Net uses a densely connected multi-scale fusion mechanism that fuses features from all resolution scales at once. The fusion of multi-scale features occurs at each convolutional layer of the densely connected structure which further increases the frequency of fusion operation while maintaining global multi-scale context throughout the process. Additionally, we design a novel cross multi-scale attention (CMSA) mechanism. These attention maps formed
by the aggregation of multi-scale context boost the feature map representations in all resolution scales. Our multi-scale feature selection (MSFS) module, applies channel-wise attention on the features fused from all scales to further amplify the relevant features. Experiments demonstrate the improved generalizability of the proposed approach compared to former state-of-the-art (SOTA) methods. Thus, our GMSRF-Net opens new avenues to enhance the generalization capacity of CNN-based supervised learning approaches.

II. MATERIALS AND METHOD

A. Materials

We have chosen two standard publicly available polyp segmentation datasets: Kvasir-SEG [17] and CVC-ClinicDB [18]. Kvasir-SEG was acquired in Vestre Viken Health Trust in Norway while CVC-ClinicDB was obtained in Hospital Clinic in Barcelona, Spain. To demonstrate the effectiveness of our technique we perform four experiments with different setups. Two experiments were carried out when the training and testing datasets are the same. Additionally, to establish the generalization capacity of our network, we trained and tested our model on different datasets, i.e., trained on Kvasir-SEG and tested on CVC-ClinicDB and vice versa.

B. Method

In this section, we present the architecture of our GMSRF-Net (see Fig. 1). GMSRF-Net uses global multi-scale feature fusion mechanism which incorporates cross multi-scale attention and subsequent multi-scale feature selection module for accurate and generalizable segmentation of polyps. The encoder, two GMSRF modules, and decoder are detailed in the following subsections.

1) Encoder block: The colonoscopy images are first processed by ResNet50 [19] backbone pre-trained on ImageNet. The number of feature maps for all scales is reduced by Receptive Field Blocks (RFBs) [20] to reduce the computational cost incurred by the following global multi-scale residual fusion (GMSRF) and the decoder network (see Fig. 1(a)). Here, the features generated by the RFB module be denoted as $X_i$ where $i \in \{1, 2, 3, 4\}$ denote scales.

2) Global Multi-Scale Residual Fusion block: Let $[X_1, X_2, X_3, X_4]$ denote features of distinct spatial resolutions (see Fig. 1(b)). In the initial layer $l = 1$, where $l$ represents the layer number in GMSRF module, each set of feature maps undergoes a convolution operation with output number of feature maps set as $k$, $k$ being the growth factor [21].

Cross multi-scale attention maps (CMSA) are calculated for each scale concurrently. Eq. 1 represents how the $l$th CMSA is calculated for the $i$th scale. $\{X_w, X_y, X_z\} \neq X_i$ are first transformed to the spatial resolution size of the $i$th scale by suitable convolution or transposed convolution operations (see Fig. 2). They are concatenated and then processed by a $3 \times 3$ convolution operation, to effectively fuse the features of selected scales.

$$X_{att,i,l} = \text{Conv}_{1 \times 1}(\text{Conv}_{3 \times 3}(X_{w,l-1} \oplus X_{y,l-1} \oplus X_{z,-1})), \{w, y, z\} \neq i$$

Here, $\oplus$ represents concatenation operation. Attention maps are then generated to identify spatial locations based on the fused multi-scale features of parallel resolution streams. The information conveyed from low-resolution streams helps to boost the feature maps in the high-resolution stream and vice versa. The subsequent combination with the CMSA module allows the selection of features that are relevant towards identifying the region-of-interest.

Global multi-scale residual fusion (GMSRF) is performed as described in Eq. 2. The $l$th convolutional layer in the $i$th resolution stream receives concatenated feature maps from $l-1$th convolutional layer from all resolution scales and previous convolutional layers for the same resolution stream (see Fig. 1(b)). This global multi-scale fusion with densely connected blocks increases the number of paths through which feature maps can propagate and undergoes varying operations before contributing to the final segmentation map prediction.

$$X_{l,i} = \text{Conv}_{3 \times 3}(X_{i,0} \cdots X_{l,i-1} \oplus X_{w,l-1} \oplus X_{y,l-1} \oplus X_{z,l-1}), \{w, y, z\} \neq i$$

Multi-scale feature selection (MSFS) module, is the next step where channel-wise attention is applied on the fused features using squeeze and excitation (S&E) block [22] (refer to Fig. 2). This enables the amplification of salient channels transmitted by various scale streams. The suppression of irrelevant channels by this module is also conducive to a higher level of accuracy. Residual connection from the input of the GMSRF module is added to improve gradient flow. For simplification purposes, we use the $i$th scale while describing this mechanism.

3) Decoder: To fully establish the contribution of our GMSRF-Net, we choose to use a vanilla decoder (see Fig. 1(a)). $X_i$ is the output of the GMSRF module for the $i$th scale. Each decoder block upscales the output from the previous decoder block and concatenates the resultant feature maps from the same scale output of the GMSRF module (see Equation 4).

$$D_i = \text{Conv}_{3 \times 3}(\text{TransConv}(D_{i-1}) \oplus X_i)$$

Here, TransConv is strided transposed convolutional layer and initially $D_4 = X_k$. The output of all decoder blocks, i.e $D_4, D_3, D_2$, are upsampled to the size of ground truth maps for improved gradient flow and regularization.

4) Loss Function: We use a dual loss function $L_{\text{DUAL}} = L_{\text{BCE}} + L_{\text{IoU}}$, where $L_{\text{DUAL}}$ is a combination of weighted intersection over union loss ($L_{\text{IoU}}$) and binary cross entropy ($L_{\text{BCE}}$). For all supervise segmentation maps generated by all decoder levels, the total loss function is given by: $L_{\text{GMSRF}} = \sum_{i=1}^{4} L_{\text{DUAL}}(D_i)$, where $i$ is the number of decoder layers.
Table I: Result comparison when source dataset is Kvasir-SEG

| Method                  | Source data | DSC | mIoU | Recall | Precision |
|-------------------------|-------------|-----|------|--------|-----------|
| U-Net [4]               | 0.8629      | 0.8176 | 0.9094 | 0.8901 |
| U-Net++ [5]             | 0.7475      | 0.6313 | 0.8665 | 0.8871 |
| Deeplabv3+ (Xception) [13] | 0.8965      | 0.8575 | 0.8984 | 0.9496 |
| Deeplabv3+ (MobileNet) [13] | 0.8656      | 0.8186 | 0.8808 | 0.9205 |
| HRNetV2-W18-Smallv2 [23] | 0.8179      | 0.8575 | 0.8984 | 0.9496 |
| ColonSegNet [11]        | 0.9004      | 0.8555 | 0.8971 | 0.9229 |
| HRNetV2-W48 [23]        | 0.9072      | 0.8600 | 0.9072 | 0.9292 |
| PraNet [6]              | 0.9072      | 0.8575 | 0.9227 | 0.9134 |
| UACANet-S [7]           | 0.9072      | 0.8575 | 0.9227 | 0.9134 |
| UACANet-L [7]           | 0.9072      | 0.8575 | 0.9227 | 0.9134 |
| MSRF-Net [8]            | 0.9072      | 0.8575 | 0.9227 | 0.9134 |
| GMSRF-Net               | 0.9217      | 0.8914 | 0.9198 | 0.9666 |

Table II: Result comparison when source dataset is CVC-ClinicDB

| Method                  | Source data | DSC | mIoU | Recall | Precision |
|-------------------------|-------------|-----|------|--------|-----------|
| U-Net [4]               | 0.9145      | 0.8654 | 0.9178 | 0.9381 |
| U-Net++ [5]             | 0.8453      | 0.7559 | 0.8917 | 0.8323 |
| Deeplabv3+ (Xception) [13] | 0.8897      | 0.8306 | 0.9254 | 0.9366 |
| Deeplabv3+ (MobileNet) [13] | 0.8985      | 0.8588 | 0.9160 | 0.9287 |
| HRNetV2-W18-Smallv2 [23] | 0.9073      | 0.8457 | 0.9137 | 0.9191 |
| HRNetV2-W48 [23]        | 0.9244      | 0.8747 | 0.9234 | 0.9296 |
| ColonSegNet [11]        | 0.9132      | 0.8600 | 0.9072 | 0.9292 |
| PraNet [6]              | 0.9132      | 0.8600 | 0.9072 | 0.9292 |
| UACANet-S [7]           | 0.9190      | 0.8700 | 0.9285 | 0.9201 |
| UACANet-L [7]           | 0.9998      | 0.8649 | 0.9174 | 0.9114 |
| MSRF-Net [8]            | 0.9420      | 0.9043 | 0.9567 | 0.9427 |
| GMSRF-Net               | 0.9326      | 0.8882 | 0.9376 | 0.9307 |

III. EXPERIMENTS

A. Experimental setup

We evaluate our proposed GMSRF-Net on Kvasir-SEG and CVC-ClinicDB. All images are resized to $256 \times 256$ as a preprocessing step. We reserve 80% data for training, 10% for validation, and 10% for testing. The training set is augmented using techniques like random flipping, cropping, color jittering etc. All experiments are conducted using the same train-val-test configuration. We train the network for 50 epochs using Adam optimizer with initial learning rate of $1 \times 10^{-4}$ and batch size of 8. All experiments were performed on an NVIDIA DGX-2 machine using NVIDIA V100.

B. Results and discussion

From Table I, it can be observed that our GMSRF-Net is competitive to MSRF-Net on the same source data (Kvasir-SEG), while outperforming on unseen data (CVC-ClinicDB). An increase of 8.34%, 15.93%, 1.05%, 15.88% in dice coefficient (DSC), mean intersection over union (mIoU), recall and precision, respectively, can be seen when compared with the best performing SOTA method (MSRF-Net). A similar
Our proposed network maintains high resolution representations and enriches high-resolution features by fusion with low-resolution feature streams and vice versa. The proposed technique achieves significant performance gain on segmentation tasks where the training and testing datasets are from different distributions. The generalization performance of our GMSRF-Net is an important step towards improving the generalizability of supervised learning methods. In future, we will extend our work towards quantifying the generalizability of the proposed model on other biomedical imaging datasets.

This research study was conducted retrospectively using human subject data made available in open access by Kvasir-SEG and CVC-ClinicDB. Ethical approval was not required.
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