Active fall prevention: robotic vision in AAL
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Abstract—Effective methods of preventing falls significantly improve the quality of life of the Elderly. Nowadays, people focus mainly on the proper provision of the apartment with handrails and fall detection systems once they have occurred. The article presents a system of active detection and classification of the risk of falls in the home space using a service robot equipped with a vision sensor. Hazard classification allows for effective performance of tasks assigned to the robot while maintaining a high level of user safety.
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I. INTRODUCTION

Falls are the main cause of hospitalized injuries among the elderly [1], [2]. It is particularly dangerous due to osteoporosis and other diseases where the fall can have fatal. According to OECD reports [3], the number of people aged 65+ is growing very rapidly, and by 2030 there will be 25% more people in the European Union than today. The number of people aged 20-64 is also crucial and remains stable, which means that the number of potential carers for older people is falling. Outlooks for 2060 are even worse, with another 25% raise in elderly range and 13% drop in active age range. As the population ages, the number of people living independently, even in old age, is increasing. Preventing falls is, therefore, a way of significantly improving their quality of life and self-confidence.

The most common method of preventing falls in the house is to install handrails and brackets in sensitive places [4]. Older people are also advised to avoid using carpets whose rolled-up edges are very easy to trip over. Similarly, the furniture used in the home is crucial. Objects with supports that protrude beyond their contours are avoided, while very stable chairs are recommended, which can be used as a support if necessary. Unfortunately, there are also several cases that are very difficult to prevent. A newspaper that the wind blows from a table to the floor can cause slippage. The cable from the charger is a danger. The number of potentially dangerous objects on the floor is also increasing because of pets (very popular among people living alone). All this makes methods of detecting this type of threat necessary to increase the level of safety. With the ever-decreasing prices of utility robots (especially cleaning robots) and their growing capabilities, it seems that equipping a home robot with methods of detecting and identifying hazards and informing the user about them is the right direction of research. The additional possibilities can also be an advantage in the very competitive cleaning robot market.

There are solutions for solving similar problems. Kenny robot, developed in the Squirrel EU project [5] and similar application developed on the Toyota HRS [6] are targeted on the toy tidying task. Robots detect the toys on the floor (only the known classes) and put them into appropriate bins using built-in manipulators. Hobbit robot [7] is designed to be used with the Elderly, and is also equipped with the manipulator. It can detect and handle the known objects, which can also be used as active fall prevention. All those systems, however, rely heavily on the manipulation skills. Although it makes the robotic platform and the whole system much more versatile, the price tag of such a system is very high, which makes it unfeasible for implementing in end-user homes. All the objects in the aforementioned systems are also treated equally, and the object detection task must be run as the main application.

In the article, we present an idea for the vision and decision system for an active fall prevention system that can be implemented on simple robots without the manipulation skills. Our system is possible to be implemented as a background task, constantly monitoring the robot’s surrounding. If the hazardous objects are detected, the system raises the alarm, and currently executed task can be interrupted to perform appropriate action [8].

The rest of the article is structured as follows. The section [II] contains an overview of existing methods of object and obstacle detection. Section [III] provides the proposed system structure followed by the exemplary implementation and evaluation in section [IV]. The article ends with conclusions and ideas for future extensions.

II. STATE OF THE ART

A. Object detection in RGB

Fall prevention depends to a large extent on the possibility of detecting the danger. This task is very complex due to the high randomness of the places where potential obstacles may occur and the difficulty of their detection. In addition to this, there are many other requirements, including adaptation to
dynamically changing house rooms, limitation of the need for human intervention in the work of the supervisory system, and acceptance by target users. The above requirements can only be met by using an intelligent robotic system that can properly record the elements of the environment and to distinguish between them the obstacles that pose a risk.

One possible approach is to use methods of object detection based on RGB environment images. Thanks to the rapid development of this field in recent years, many different models are now available to ensure high precision and speed. Even with low computing power, a system capable of detecting a large number of object classes in a short time is possible. In general, when choosing the detection network, one has to decide between speed and accuracy. Two-stage solutions (Faster R-CNN or Mask R-CNN) gives better precision. The most popular single-stage detectors (SSD, YOLO) are much faster, but with worse results in terms of accuracy [9].

Apart from the speed and precision, the important thing to take into consideration when selecting the network to use is the availability of pre-trained models. Nowadays, for most popular applications, there are available multiple sources of those. In our scenario, where the goal is to detect objects from everyday home environment, networks trained on the COCO (Common Objects in Context [10]) dataset are the way to go. COCO dataset contains over 120,000 pictures, with a total of 80 different object classes labeled on them. Most are objects of the home environment, which gives an ability to detect a broad range of potential obstacles, as well as fixed room elements such as furniture.

B. Object detection in depth

Object detectors trained on the COCO dataset are not able to find all possible interesting objects (e.g. there is no class for shoes, power cords, or adapters, which are the likely cause of slipping). There is also a possibility to detect obstacles using point cloud data. Since this time every image pixel represents 3D coordinates in the camera frame, there is much more spatial data to be used. Additionally, presuming that objects which may cause a fall risk are located mainly on the ground, distinguishing them from the other environment elements can be significantly simplified. It involves only discarding points that belong to the plane representing the floor and segmenting out different objects in terms of spatial distance between them [11]. When data from the sensor is organized, the segmentation process can be optimized by exploiting local neighbourhood for fast region growing [12], which can be further extended by adding color information to the process [13]. In cluttered scenes, when we expect the objects to be man-made, it is also a viable option to assume their symmetry, which facilitates final segmentation [14].

C. Object classification

Objects detected in depth can be further classified to enhance the information for the user. This classification can be done either in RGB or based on 3D data. RGB classifiers don’t have to cope with localization and multiple objects on the image, thus their accuracy is usually better than detectors. It is also a viable option at this point to use solutions trained on bigger datasets (like for example ImageNet 1000 classes). The most prominent examples of currently used architectures are VGG, ResNet and Inception. The most sophisticated versions of those can reach over 80% top-1 accuracy on challenging datasets [15], which is even higher for isolated objects (like in our scenario).

III. System structure and algorithms

As mentioned in previous sections, RGB image or depth-based obstacle detection methods separate may not give the most accurate results. Both of them have different characteristics and are designed for slightly different tasks. However, connecting them into a single system might result in significant error compensation. The idea is to run both methods simultaneously and compare the results to ensure detection accuracy and correctness. The main benefit of this approach is that it allows detecting obstacles that are hard to distinguish from the environment for each of those methods separately. It also does not require any additional data. A single RGB-D sensor is enough to provide data for both processes.

The hazard detection system, as stated before, consists of two separate processing paths: RGB image-based object detection and depth based obstacle detection. Since RGB image does not contain any information about object 3D positions, after computing detection results, the additional localization process is required. Also, the other procedure is required for determining classes of obstacle detection results. In the end, final results are obtained by analyzing data received from both paths. We check whether bounding boxes and classes of the same detections match, and based on that we make proper adjustments. Also, we exclude fixed environment elements such as walls and bigger furniture if it overlaps with occupied regions of the global occupation map. Finally, the hazard severity level is calculated, as some objects may pose more significant threat than others. The structure of the system is shown in Fig. 1(numbers in blocks refers to the sections in the article).

![Fig. 1: Complete hazard detection system structure.](image-url)
The speed of the models was measured using an Nvidia GeForce GTX TITAN X graphics card. The accuracy of the models in the test set was determined using a metric called mean Average Precision, the average precision value of the model for IoU thresholds in the ranges from 0.5 up to 0.95, while mAP_{50} determines the network efficiency only for an IoU threshold of 0.5. For the YOLO networks only the latter was reported, so the results are much higher than others (Tab. I).

As in our scenario speed is less important than the detection accuracy, we decided to take the network with the highest reported mAP. Although it is impossible to directly compare mAP with mAP_{50}, after additional testing in the target environment, we decided to choose the spp variant of YOLOv3. We feed the color images from the head-mounted RGB-D camera as the input to the detector. As a result list of detected objects is returned, with bounding box (in pixels) and class for each.

### B. Object localization

The next step is to determine the actual 3D location of the object. If there is no depth data available and we assume that the objects lay on the ground, we can calculate their position by intersecting the straight line from the camera center through the center of the bounding box with the ground plane. The results are very rough, but if no other data is available, then it is the easiest solution. If the depth data is available from the sensor, the localization can be more accurate. At first, the object must be segmented from the background, and after that, the created mask could be used to calculate the position. It is possible to use the detector returning the masks (like Mask R-CNN), but those usually have lower detection accuracy. Alternatively, the masks can be created by segmenting the detected obstacles directly in the depth image. This approach is less accurate, as some parts of the background leak to the object segment, but is more versatile, as every object detector returns bounding boxes, and only some of them return masks.

In our work, we implemented three different methods of depth image segmentation: segmentation using the histogram, using the K-means clustering algorithm, and using double thresholding based on the average distance from the camera (removing background and foreground objects, if any).

Segmentation using a histogram is based on the assumption that the object occupies most of the analyzed area, or is its most coherent region. In most cases, this is fulfilled because the frames from the detector are usually well aligned with the detected objects. Depth histogram is divided into k bins of equal width, and the one with the highest number of assigned pixels is selected as the final distance.

Segmentation using the K-means clustering algorithm is also based on the assumption that the object is the dominant element of the analyzed area. As before, this method determines several pixel depth value clusters, but this time the range of each cluster is dynamically selected using the centroids algorithm and k clusters. The final distance is calculated as the average distance in the largest cluster.

Segmentation using double thresholding based on the average distance from the camera is different from other methods. It uses the assumption that an object may have a background behind it, or may be obscured by small objects in the foreground. Thus, the area occupied by the object does not have to be dominant in the examined area. At first, the average distance \(d_B\) is calculated for all the points inside the ROI. After that, the background is removed by rejecting all points with a distance greater than \(d_B + x_B\), where \(x_B\) is a tunable parameter. The foreground is removed similarly. After removing the background, the average distance \(d_F\) is calculated, and all points closer than \(d_F - x_F\) are rejected. What remains is taken as the object, and the final distance is the average of its pixels (Fig. 2).

![Fig. 2: Double thresholding for object segmentation](image)

The distance from the camera to the detected object, determined using segmentation methods described above, is the basis for calculating the final position of the object in the environment. For this purpose first the object position in the camera frame is calculated from using the camera intrinsics:

\[
X = (x - c_x) \cdot \frac{Z}{f_x} \quad Y = (y - c_y) \cdot \frac{Z}{f_y}
\]

where \(Z\) is the average distance to the object and \(x, y\) is the center of the objects bounding box. After that the position is transformed to the global coordinate frame using the robot position and head orientation from the control system.
C. Depth based obstacle detection

Depth-based path of the presented system starts from the obstacle detection. The initial assumption is that the robot is looking at the floor, and the possible sources of Elderly fall are lying there. The obstacle detection process relies on the floor plane segmentation as the first step. This process is done using the RanSaC algorithm, which fits a plane model to the input pointcloud (created from the depth image). The plane found is considered to be a floor on which obstacles are located. Each point belonging to it is then removed from the point cloud.

After removing the plane from the point cloud, usually only a few groups of points remain. They represent potential obstacles, and to distinguish between them, another segmentation process is required. This time the aim is to find groups of points which belong to the same regions. The way to achieve that is to apply the Region Growing Segmentation algorithm. It combines into clusters points from consistent surfaces, and thus depth readings from the same objects. Finally, the segmented points are used to create the masks for the objects by projecting them back to the image space. Object positions are determined by calculating the centroids of all the points for every object.

D. Obstacle classification

The main disadvantage of the obstacle detection process using point cloud data is the lack of information about classes of detected objects. As we have created the masks for the objects in image space, it is possible now to cut interesting parts from the RGB image and pass them to the object classifier. For this purpose, similar to the object detection, we also utilized the pre-trained networks available in the Tensorflow repositories, this time trained on the ImageNet database. Based on the accuracy comparison in [15], we decided to use the Inception-v3 model due to its high top-1 accuracy and moderate speed. The last decision to be made here was how to cut the objects from the image. When we used the masks to create the bounding box and cut tight images with only the object and almost no surrounding, the results had low accuracy. The proper way, for this network, was to cut the object with a lot of surrounding area (we achieved the best results with ROIs 3 times bigger than the object itself).

E. Hazard classification

Up to this point, all the information (either from RGB or depth paths) is in the form of labeled objects and their positions. Without further processing, this is only slightly more useful than simple obstacle detection. The critical part of the whole system is hazard classification. From the detected objects, we have to select the obstacles that pose the highest risk and ignore the safe ones. At this point, the rule-based system (based on simple ontology and semantic map of the environment) was created. At first, all the results from color and depth paths are merged to remove duplicates. After that the objects classified as furniture elements are checked whether they are standing near the walls. If some furniture is found near the center of the room, it is treated as a potential threat.

All the objects that are placed higher than the floor are also discarded, as they are possibly detected on the table. The remaining objects are divided into animals and other things. As animals are (usually) moving from place to place, they are marked as moderate risk. All other things are treated as high risk and reported to the user.

IV. Evaluation

In our tests, we used the TIAGo robot as a source of data. It is a mobile service robot with a differential drive, designed to work in a home environment and to serve people. It is equipped with an Orbec Astra RGB-D sensor placed on an articulated head, which allows us to collect necessary data for a fall prevention task easily. Our system was implemented using the ROS framework, which is also the official way to control the TIAGo robot. Presented solution is implemented as a module in the bigger control system, which is based on the structure presented in [10].

PAL Robotics (the maker of the robot), apart from the robot control system, also provides the full-featured simulator based on the Gazebo. We used it for the first experiments to prove the correctness of our approach. After that the simple test scene was arranged to cover all the expected cases of our system (Fig. 3). In particular, we have two animals on the scene (both should be detected by the RGB and depth paths), thin book (to thin to be detected in depth) and power adapter (that kind of object doesn’t exist in COCO dataset, so should be ignored by the RGB detector).

![Fig. 3: Arranged test scene](image-url)
Fig. 5: Segmentation results for: a) histogram, b) double thresholding

B. Depth based detection path

For the same scene as before, the depth-based obstacle detection was applied. Detected objects masks are presented in Fig. 6. This time the book is missing in the results (as expected), but other objects were segmented properly. Object classification results are presented in Fig. 7. As in the ImageNet classes there are different labels for many dog and cat breeds, this time the animals were classified as those. Although the bigger cat is classified as papillon (dog breed, very similar to the presented cat), the general animal category is enough for our purpose. This time the power supply has been successfully detected and the class assigned to it was quite accurate (since modem has a similar shape).

Fig. 6: Depth based detection path masks

Fig. 7: Depth based detection classes

C. System outcome

The results from both paths are duplicated for both cats – those could be merged at the last step. As expected, the objects not existing in the COCO dataset are ignored in RGB, but the depth part can properly recognize them. As the last step, we assign the severity level for each object. In the sample scene, the cats are assigned with moderate severity and power adapter and book with the high (Fig. 8).

V. Summary

The article presented the system of obstacle detection in application for active fall prevention. Obstacles are detected in parallel in color and depth data, which makes the final results better than using any one of them alone. The important part of the system is fall hazard severity classification. This can be used as a measure of whether the robot can continue its current task and inform the user later, or the current task must be suspended and the user must be notified as soon as possible. Obstacle classification can also be used by other...
control modules, for example, path planning. In potential field approaches [17], the repulsive force can be smaller for static obstacles and higher for animals (as those can move just before the robot). Also, the global planners can use this information to take into account the possibility of driving through the door blocked by some objects. In that case, lack of direct manipulation skills of the robot can be mitigated by utilizing pushing skills [18] to move the objects out of the way. System can be easily extended with other types of hazards, like detecting open door or light left switched on (or off in the evening) [19]. Prepared algorithms are going to be used as the part of the robotic platform in the Incare project [20].

The acceptance level of such a system is an open question. From the analysis of fall detection systems, it can be concluded that people are quite open and willing to use wearable fall detection devices [21], while the acceptance of continuous living room monitoring is quite low [22]. Equipping a home with an additional sensor is more acceptable. It can be assumed that a mobile fall-risk detection sensor that scans only part of the floor and is activated on demand will be easy to accept.
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