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Abstract. The massive uncertain data generated by network applications has potential value, and it is of great significance to carry out clustering analysis of uncertain data. However, the uncertainty of data brings a serious challenge to traditional clustering algorithms. There are some problems in the existing clustering algorithms for uncertain data. (1) Some algorithms have a lot of meaningless distance calculations when calculating the distance of uncertain objects, and then the calculation complexity of algorithms increases. (2) The data model in clustering algorithms results in the loss of data distribution information, and then the accuracy of the algorithms decreases. In this paper, we propose an uncertain tuple density clustering (UTDC) algorithm for uncertain data. Firstly, we extract the data distribution features of uncertain instances and construct uncertain tuples by introducing the cloud model, which realizes the pruning of clustering objects. Secondly, we apply the EW distance to the traditional density clustering algorithm DBSCAN, which completes the density clustering for uncertain data. The experimental results show that comparing with UK-Means and FDBSCAN, UTDC algorithm effectively reduces the computational complexity and improves the accuracy.

1. Introduction
The existing clustering algorithms mainly focus on certain data. However, due to various reasons such as the inaccuracy of sensors in the data acquisition process or desensitization of privacy data [1], a large number of data is uncertain in practical applications. Uncertain data uses probability function to describe the possibility of event attributes, and it cannot give a specific value. This results in the fact that the accuracy of clustering algorithms is lower with uncertain data as the clustering object, then the algorithm cannot get a satisfactory clustering effect. Therefore, it is necessary to study the clustering algorithms for uncertain data.

In recent years, people have carried out related research on clustering algorithms for uncertain data. Someone proposes extending traditional clustering algorithms to realize the clustering task for uncertain data. For example, k-means and k-medoids are extend to UK-Means [2] and UK-Medoids [3] by introducing the expected distance or the uncertain distance, so as to achieve clustering for uncertain data. Kao B et al. [4] introduces Voronoi to prune clustering objects, which optimizes the performance of UK-Means. DUK-Means [5] algorithm is an improved algorithm for the UK-Means algorithm to adapt to the distributed network environment. However, these improved algorithms based on partition idea are not ideal in dealing with spherical clusters. It is difficult to find clusters of arbitrary shape for them.

And some traditional density-based clustering algorithms have also been extended to uncertain data clustering. FDBSCAN and FOPTICS [6] are extensions of the traditional density clustering algorithms DBSCAN and OPTICS, which use the probability density function to cluster uncertain data. Jin [7]
offers an efficient summary data structure for clustering data with two uncertainties. Dallachiesa M [8] raises an uncertain data clustering algorithm based on density grid, which can find clusters of arbitrary shape. To reduce the impact of uncertainty on clustering results, Han [9] proposes the concept of uncertainty, and gives different treatment methods for uncertain data with different distribution ranges. These improved density-based clustering algorithms can find clusters of arbitrary shape, but they usually calculate the distance density function among uncertain objects by sampling, which may lead to the loss of uncertain information. It may cause the accuracy of the algorithm to decrease.

In addition, Volk [10] uses the possible world model to cluster uncertain data. And REP [11] algorithm introduces the information theory to calculate the distance between possible worlds. Jiang [12] applies KL divergence as the similarity measure to clustering algorithms for uncertain data. However, these algorithms generate a large number of possible worlds in the clustering process and take up too much computing resources, which results in poor timeliness of the algorithm. Meanwhile, these algorithms cannot provide stable clustering results due to the insufficient consideration of uncertain data distribution.

In view of the existing problems of uncertain clustering algorithm, we propose an uncertain tuple density clustering (UTDC) algorithm for uncertain data, the algorithm mainly carries out the following work:

• In order to avoid the loss of uncertain data distribution information, we introduce the cloud model to construct uncertain tuples that are used to describe the distribution features of uncertain instances in the dataset. And the transformation from uncertain instances to uncertain tuples greatly reduces the number of initial clustering objects in the algorithm which ensures the timeliness of UTDC algorithm.

• In order to calculate the distance between uncertain data, we modify the $EW$ distance and integrate it into the traditional density clustering algorithm DBSCAN. It effectively calculates the distance density between uncertain objects, and then the accuracy of UTDC algorithm is guaranteed.

The experiment compares the computational complexity and accuracy between UTDC algorithm and other uncertain clustering algorithms. The performance of UTDC is verified by comparing the running time with UK-Means and FDBSCAN under different datasets, then the complexity of the algorithm is reduced. Then the effectiveness of UTDC is verified by comparing the precision and recall with UK-Means and FDBSCAN, then the accuracy of the algorithm is improved.

2. Preliminaries

2.1. Related definition

In most current studies, the uncertainty of data is divided into existence uncertainty and value uncertainty [13]. The data object of this paper is value uncertainty data characterized by discrete Probability Density Function. It is expressed as the fact that for any instance $x_{ij}$ in an uncertain dataset $D$, its probability is represented as $f(x_{ij}) > 0$, and $\int_{x_{ij} \in X_i} f(x) dx = 1$.

**Definition 1. (Uncertain tuple)** Given an uncertain dataset $D = \{X_1,X_2,...,X_n\}$. $X_i$ is the $i$th uncertain tuple of the set $D$.

**Definition 2. (Uncertain instance)** Uncertain tuple $X_i = \{(x_{ij},p_{ij})\} (j = 1,2,...,s)$ contains $s$ instances, which are represented as binary tuples $(x_{ij},p_{ij})$. Where $p_{ij} \in (0,1)$, which means the probability of the value $x_{ij}$ is $p_{ij}$, and $\sum_{j=1}^{s} p_{ij} = 1$.

**Definition 3. (Uncertain instance dimension)** The value $x_{ij} = (x_{ij}^1,x_{ij}^2,...,x_{ij}^d)$ of the uncertain instance $(x_{ij},p_{ij})$ is a $d$-dimensional vector, and $x_{ij}^d$ denotes the value of the current vector in the $d$th dimension.

2.2. Unaddressed issues

The data model results in the loss of uncertain data distribution information. Different from the clustering algorithms for certain data, the clustering algorithms for uncertain data need to fully
consider the distribution features of objects. As shown in table 1, uncertain tuples $X_1$ and $X_2$ consisting of 10 two-dimensional discrete instances. Their centroid is (0.5,0.5), but the interval distributions of discrete instances are $X_1 = ([0.43,0.57], [0.43,0.57])$ and $X_2 = ([0.46,0.54], [0.48,0.52])$ respectively. If the data model only considers the centroid of uncertain tuples and ignores the interval distribution of uncertain instances, $X_1$ and $X_2$ will be regarded as the same tuple for uncertain data clustering, which results in the result accuracy deviation.

**Meaningless distance calculation increases the algorithm complexity.** For example, the computational complexity of DBSCAN algorithm for certain data is $O(n \log n)$, where $n$ is the number of clustering objects. Considering the multi-instance of uncertain data, the complexity of the algorithm will increase significantly. Taking the dataset $D$ with $n$ tuples that each tuple consists of $s$ instances as an example. If uncertain instances are directly used as clustering objects for the algorithm, the complexity of the algorithm will increase to $O((n \times s)\log(n \times s))$. And some meaningless distance calculation of instances in this process obviously has a negative impact on the computational complexity of the algorithm.

Due to the above defects in clustering algorithms for uncertain data, we need to propose a more efficient clustering algorithm.

**Table 1. Uncertain tuples with the same centroid and different instance intervals.**

| Uncertain tuples $X_1$ | Uncertain instances $X_1$ |
|------------------------|--------------------------|
| $(x_{11},x_{12})$      | $(0.50,0.50)$            |
| $(x_{12},x_{13})$      | $(0.44,0.43)$            |
| $(x_{13},x_{14})$      | $(0.43,0.56)$            |
| $(x_{14},x_{15})$      | $(0.57,0.44)$            |
| $(x_{15},x_{16})$      | $(0.56,0.57)$            |

| Uncertain tuples $X_2$ | Uncertain instances $X_2$ |
|------------------------|--------------------------|
| $(x_{22},x_{23})$      | $(0.46,0.48)$            |
| $(x_{23},x_{24})$      | $(0.53,0.48)$            |
| $(x_{24},x_{25})$      | $(0.50,0.50)$            |
| $(x_{25},x_{26})$      | $(0.54,0.52)$            |
| $(x_{26},x_{27})$      | $(0.47,0.52)$            |

3. **UTDC algorithm**

3.1. **The framework of UTDC**

The uncertain tuple density clustering (UTDC) algorithm for uncertain data consists of two parts: **Building uncertain tuples** and **Integration of the density algorithm**. Firstly, we extract the distribution features of uncertain instances in all uncertain regions, and then build an uncertain tuple that can represent the uncertain region based on the cloud model. In this process, the uncertain tuples constructed based on the cloud model complete the transformation from qualitative concepts to quantitative data, which completes the pruning of clustering objects. It effectively reduces the initial input quantity of subsequent clustering processes and ensures the efficiency of the algorithm. Secondly, we integrate the $EW$ distance into the density-based clustering algorithm—DBSCAN. The traditional clustering algorithm DBSCAN can calculate the distance density between certain data, but it can't calculate the distance between uncertain tuples. So we integrate $EW$ distance into DBSCAN to calculate the distance density between uncertain objects, which ensure the accuracy of DBSCAN algorithm on uncertain datasets.

3.2. **Building uncertain tuples**

In order to make full use of the distribution features of uncertain data in the clustering process, we propose a binary group $(E(X_i), W(X_i))$ based on the idea of the cloud model [14] to describe uncertain tuples that represent the attributes of events. And $E(X_i)$ represents the basic certainty of the data attributes, which is the spatial distribution expectation of the uncertain tuple $X_i$, i.e., it is the most representative point of the current attribute. And $W(X_i)$ represents the uncertainty measure of data attributes, which is the range feature of the uncertain tuple $X_i$, i.e., it reflects the random distribution of the current attribute. For the uncertain tuple $X_i = \{(x_{i1}, p_{i1}), ..., (x_{ij}, p_{ij})\} (j = 1, 2, ..., s)$, its binary group $(E(X_i), W(X_i))$ is calculated as follows:
\[ E(X_i) = \sum_{m=1}^{s} (x_{im} * p_{im}) \]

\[ W(X_i) = \left\{ \left( \frac{p(x_{im} - x_{in})}{\max |x_{im}, x_{in} \in X_i, p \geq 1} \right) \right\} \]

In equation (1), \(x_{im}\) and \(p_{im}\) represent the uncertain instances and their corresponding probabilities under the uncertain tuple \(X_i\) respectively. The average value of uncertain instances is taken as the representative value of the current uncertain region by multiplying all instance values and corresponding probabilities and then summing them. Equation (2) calculates the range value of \(X_i\) that represents the current uncertain region, i.e., it is the maximum distance between uncertain instances belonging to the same tuple. Then we use the interval width to describe the instances distribution features in the uncertain region.

Based on the uncertain data represented by the cloud model, we design a selection strategy for building uncertain tuples (as Algorithm 1). The algorithm can find the outliers in the uncertain region, so as to ensure the validity of the uncertain tuples in the subsequent clustering process.

**Algorithm 1: Building Uncertain Tuples Algorithm**

**Input:** \(D\): uncertain data set, \(d\): distance threshold, \(P_i\): probability screening threshold

**Output:** uncertain tuples representing uncertain regions

**Method:**
1. do
2. Randomly select an uncertain region that is marked as unvisited;
3. for Each uncertain instance \((x_{ij}, p_{ij})\) in \(i\)
4. calculate the distance from \((x_{ij}, p_{ij})\) to other uncertain instances in \(i\);
5. if The minimum distance of \((x_{ij}, p_{ij})\) \(d(x_{ij})_{\min} > d\)
6. Add \((x_{ij}, p_{ij})\) to the candidate outlier set \(C\);
7. if The probability of \((x_{ij}, p_{ij})\) in \(C\) \(p_{ij} < P_i\)
8. \((x_{ij}, p_{ij})\) is an outlier, which is not included in the uncertain tuple \(X_i\);
9. end for
10. Calculate \(E(X_i)\) and \(W(X_i)\) of all uncertain instances except outliers in the region \(i\);
11. **Output** the tuple \(X_i\) representing the region \(i\), which is a binary group \((E(X_i), W(X_i))\);
12. Mark \(i\) is visited;
13. until No uncertain regions marked unvisited.

### 3.3. Integration of the density algorithm

DBSCAN algorithm usually uses the **Euclidean** distance to calculate the distance density between certain data. But the binary group \((E(X_i), W(X_i))\) contains the distribution features of uncertain data, and the **Euclidean** distance cannot calculate the distance density between uncertain tuples. In order to solve the above problem, we introduce the interval distance—**EW** distance, which can calculate the distance density of the uncertain data represented by the binary group \((E(X_i), W(X_i))\). Given uncertain tuples \(X_i = \{(x_{i1}, p_{i1}), ..., (x_{is}, p_{is})\}\) and \(X_j = \{(x_{j1}, p_{j1}), ..., (x_{js}, p_{js})\}\) the **EW** distance [15] between \(X_i\) and \(X_j\) is:

\[ \text{dist}^P_{\text{EW}}(X_i, X_j) = \sqrt{\left| E(X_i) - E(X_j) \right|^p + \frac{1}{3} \left| W(X_i) - W(X_j) \right|^p}, p \geq 1 \]

In equation (3), \(E(X_i) = \sum_{m=1}^{s} (x_{im} * p_{im})\) and \(E(X_j) = \sum_{n=1}^{s} (x_{jn} * p_{jn})\) are the expected values of \(X_i\) and \(X_j\) respectively, then \(W(X_i) = \left\{ \left( \frac{p(x_{im} - x_{in})}{\max |x_{im}, x_{in} \in X_i, p \geq 1} \right) \right\} \) and \(W(X_j) = \left\{ \left( \frac{p(x_{jm} - x_{jn})}{\max |x_{jm}, x_{jn} \in X_j, p \geq 1} \right) \right\} \) are the range values of \(X_i\) and \(X_j\) respectively.
Therefore, the steps of In-DBSCAN (Integrated DBSCAN Algorithm) based on EW distance are as Algorithm 2. Because uncertain tuples described by the expectation and distribution features of uncertain instances are used as clustering objects for In-DBSCAN algorithm, the algorithm can effectively reduce the computational complexity (from \(O((n \times s)\log(n \times s))\) to \(O(n \log n)\). It improves the efficiency of the uncertain data clustering algorithm.

Algorithm 2: Integrated DBSCAN Algorithm

**Input:** \(T\): uncertain tuples in the uncertain dataset, \(r\): maximum radius of neighbor, \(MinPts\): neighbor density threshold

**Output:** density-based cluster sets

**Method:**
1. Mark all uncertain tuples as unvisited;
2. do
3. Randomly select a tuple \(X_i\) that is marked as unvisited;
4. Mark \(X_i\) is visited;
5. Calculate the distance density of \(X_i\) based on EW distance;
6. if The \(r\)-neighbor of \(X_i\) has at least \(MinPts\) tuples
7. Create a new cluster \(C\) and add \(X_i\) to \(C\);
8. Let \(N\) be the set of tuples in the \(r\)-neighbor of \(X_i\);
9. for Each uncertain tuple \(X_i'\) in \(N\)
10. if \(X_i'\) is unvisited
11. Mark \(X_i'\) is visited;
12. Calculate the distance density of \(X_i'\) based on EW distance;
13. if The \(r\)-neighbor of \(X_i'\) has at least \(MinPts\) tuples
14. Add these tuples to \(N\);
15. if \(X_i'\) is not a member of any cluster yet
16. Add \(X_i'\) to \(C\);
17. end for
18. Output \(C\);
19. else Mark \(X_i\) as the noise point
20. until No uncertain tuples marked unvisited.

### 4. Experiments

#### 4.1. Datasets

The original dataset used in this paper is *Facebook Live Sellers in Thailand Data Set*. Based on the original dataset, uncertain datasets are synthesized as experimental datasets. The synthesis strategy is as follows: Read a record \(x_i = (x_{i1}^1, x_{i2}^2, ..., x_{id}^d)\) in the original dataset, where \(d\) represents the dimension of the record. For \(x_{ik}^k\) of the original record \(x_i\), it is perturbed by three parameters \(\alpha, \beta, \gamma\). That is, the uncertain value \(x_{ij}^k\) corresponding to the \(k\)-dimension value \(x_{ik}^k\) satisfies: \(x_{ij}^k = x_{ik}^k \times (1 + \gamma \times \alpha + \beta), \gamma \in [-1,1]\). Perform the same perturbation on the other dimensions of \(x_i\), and construct \(s\) uncertain instances \(x_{ij}\). Then, add a probability dimension \(p_{ij} (\Sigma_{j=1}^s p_{ij} = 1)\) to each perturbed uncertain instance \(x_{ij}\), representing the probability of the current uncertain instance. Finally, generate the corresponding uncertain tuple \(X_i = \{(x_{i1}, p_{i1}), ..., (x_{ij}, p_{ij})\} (j = 1, 2, ..., s)\) by perturbing the original record \(x_i\), and all the uncertain tuples constitute the uncertain dataset \(D = \{X_1, X_2, ..., X_i, ..., X_n\}\).

#### 4.2. Performance Analysis

The experiment verifies the performance of UTDC from two aspects: computational complexity and accuracy. And we use running time to evaluate the computational complexity, then we use precision and recall to evaluate the accuracy of the algorithm. For the above indexes, we compare UTDC with
UK-Means and FDBSCAN. The experimental results show that UTDC algorithm has certain advantages.

Computational complexity. Figure 1 and figure 2 show the running time comparison between UTDC algorithm with UK-Means algorithm and FDBSCAN algorithm on uncertain datasets. Figure 1 shows the running time comparison of various algorithms in case where the number of uncertain tuples $X_i$ is 7050 and the number of uncertain instances $s$ is increased from 1 to 5. It can be seen from the figure 1 that the increase in the number of uncertain instances does not have a significant impact on the running time of UTDC algorithm, and the running time is relatively stable. But the running time of UK-Means and FDBSCAN algorithm shows an increasing trend. This is because the uncertain tuples based on cloud model effectively reduce the initial input of UTDC algorithm, and uncertain instance quantity has less effect on the running time of the algorithm. UK-Means algorithm and FDBSCAN algorithm take uncertain instances as clustering objects, so the number of uncertain instances directly affects the efficiency of the algorithm, and the running time of the algorithm is relatively increased.

![Figure 1. Running time (amount=7050).](image1)

![Figure 2. Running time (amount=100000).](image2)

And the number of uncertain tuples $X_i$ is increased to 100000 and the number of uncertain instances $s$ is increased from 1 to 5, then the running time of three algorithms is shown in figure 2. The overall running time of UK-Means algorithm and FDBSCAN algorithm is higher than that of UTDC algorithm, and their growth trends are more obvious. The running time of UTDC algorithm is still less affected by uncertain instance quantity, and it is relatively stable.

Accuracy. Figure 3 and figure 4 show precision and recall between UTDC algorithm with UK-Means algorithm and FDBSCAN algorithm on uncertain datasets. As shown in figure 3 and figure 4, the precision and recall of UTDC algorithm are higher than that of UK-Means algorithm. UTDC algorithm uses $EW$ distance to calculate the distance density between the uncertain tuples including data distribution information of instances, which effectively reduces the impact of uncertainty on the clustering process, so the clustering quality is higher. However, UK-Means algorithm and FDBSCAN algorithm take uncertain instances as the clustering objects, and the utilization rate of data distribution information is low, which affects the clustering quality.

![Figure 3. Precision.](image3)

![Figure 4. Recall.](image4)

5. Conclusion
Aiming at how to effectively utilize the data distribution features contained in the uncertain dataset to complete the uncertain data clustering, we build an uncertain tuple model based on the cloud model, which reduces the negative impact of uncertain instances with random distribution features. Then we introduce the $EW$ distance to integrate the traditional density clustering algorithm DBSCAN, so that it
can calculate the distance density of uncertain tuples through the binary group \((E(X_i), W(X_i))\), and then complete the density clustering of uncertain data. Experimental results show that UTDC algorithm can effectively reduce the computational complexity, and the accuracy of clustering results is improved compared with other algorithms. In the future, we will carry out the relevant research on density clustering for uncertain data streams.
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