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Abstract. We consider an initial value problem involving a single term Caputo differential equa-
tion of fractional order strictly greater than one. For those with right hand sides that satisfy an
Osgood type condition, we show that there exist successive approximations which converge to
the solution at an exponential rate. As an application of this result, we study the Ulam-Hyers
stability of these problems.

1. Introduction

The problem under consideration consists of the following single-term Caputo
fractional differential equation:

\[ CD^q[x](t) = f(t, x(t)) \]  \hspace{1cm} (1)

coupled with the following initial conditions:

\[ x^{(i)}(0) = A_i, i = 0, 1, \ldots, \lceil q \rceil - 1, \]  \hspace{1cm} (2)

where \( \lceil q \rceil \) denotes the smallest integer greater than or equal to \( q \).

Above, \( f \) is a real-valued continuous function defined on a rectangular region
\([0, a] \times [-b, b]\) and the \( A_i \in \mathbb{R} \) are constants.

For certain subclasses for the function \( f \) (e.g. linear in the second variable) the
above problem can be solved explicitly [3, Section 7.1]. However for even slightly
less amenable right hand sides, there are no existing methods for constructing explicit
solutions. In such cases it is of interest to study approximations to the solution of the
initial value problem (1)-(2).

For ordinary differential equations with quite general right-hand side (namely sat-
sifying the Osgood-type condition defined in Preliminaries below) such results were
proved by A. Wintner [15]. More recently, under some more restrictive assumptions on
the right-hand side, it was shown that the rate of convergence is exponentially fast [2].
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For fractional initial value problems, there have been a number of results regarding the case $0 < q < 1$. The IVPs with a Krasnoselskii-Krein type condition on $f$ were investigated in [10, 8] and shown to have uniform convergence of Picard style approximations. The paper [9] also looked at Picard approximations for $f$ satisfying a condition involving Osgood’s criterion (similar to the one we consider below) and proved uniform convergence (see Remark 1 below for a rigorous explanation).

Recently, the present authors with C. C. Tisdell proved that the IVP (1)-(2) for $q > 1$ has a unique solution when $f$ satisfies the Osgood-type condition [13].

In the present paper we show that for such initial value problems, we can construct a sequence of successive approximations which converge to the solution in the uniform norm of the space of continuous functions on an interval. This result generalises the result of [15] to the fractional case and extends that of [9] to the case of $q > 1$. Also, under the same conditions on the right-hand side as in [2], we estimate the rate of this convergence. In Section 4 we employ the convergence result to study the stability of the initial value problem (1)-(2). For $0 < q < 1$ and Lipschitz right-hand-side, this was studied in [14]. For arbitrary $q > 0$ and Lipschitz right-hand-side this was investigated in [7] for implicit differential equations. Our consideration of the Osgood-type right-hand side broadly complements these results.

2. Preliminaries

Let $\mathbb{N} := \{1, 2, 3, \ldots\}$ be the set of all natural numbers. For $n \in \mathbb{N}$, let $A^n[0,a]$ be the space of functions on $[0,a]$ with an absolutely continuous $(n-1)$-st derivative.

The Riemann–Liouville fractional integral of order $q > 0$ of $f \in L_1[0,a]$ is defined by the formula

$$I^q[f](t) = \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} f(s) \, ds, \, t \in [0,a],$$

where $\Gamma$ is the Gamma function. For $q = 0$, we set $I^0$ to be an identity operator. Throughout the paper we denote $m := \lceil q \rceil$.

The Caputo fractional derivative of order $q > 0$ of $f \in A^m[0,a]$ is defined by

$$CD^q[f](t) = I^{m-q} \left[ \frac{d^m f}{dt^m} \right](t).$$

Throughout the paper we fix $q \geq 1$.

We define the class of functions which are central to the problem under consideration. Initially this class was introduced in [12] (see also [1]).

**Definition 1.** A continuous, non-decreasing function $g : [0, \infty) \to [0, \infty)$ such that $g(0) = 0$, $g(z) > 0$ if $z > 0$ is said to satisfy Osgood’s condition if

$$\int_0^1 \frac{dz}{g(z)} = \infty. \quad (3)$$

The following simple Gronwall-type result was established in [13].
Lemma 1. Let \( g \) be a function satisfying Osgood’s condition, \( a > 0 \) and let \((t,s) \mapsto k(t,s)\) be a real-valued function bounded on a triangular region \( 0 \leq t \leq a, 0 \leq s \leq t \). Let \( \phi : [0,a] \rightarrow [0,\infty) \) be continuous. If
\[
\phi(t) \leq \int_0^t k(t,s)g(\phi(s)) \, ds
\]
for \( 0 \leq t \leq a \), then \( \phi \equiv 0 \) on \([0,a]\).

For any \( a > 0 \) we denote \( C[0,a] \) to be the space of all functions \( f : [0,a] \rightarrow \mathbb{R} \) continuous on \([0,a]\), equipped with the uniform norm
\[
\|f\| := \max_{0 \leq t \leq a} |f(t)|.
\]

Now fix \( a > 0 \) and
\[
l > \sum_{i=0}^{m-1} \frac{|A_i|}{i!} a^i.
\]
Define the interval \( I = [-l,l] \) and denote \( C([0,a] \times I) \) to be the space of all continuous real valued functions defined on \([0,a] \times I\), equipped with the uniform norm. Throughout the paper we fix \( f \in C([0,a] \times I) \) such that for all \( t \in [0,a] \) and \( x,y \in I \)
\[
|f(t,x) - f(t,y)| \leq g(|x-y|)
\]
for some \( g \) satisfying Osgood’s condition and say that \( f \) satisfies the Osgood type condition.

3. Convergence of successive approximations

Define
\[
z = \min \left\{ a, \left[ \frac{\Gamma(q+1)}{\|f\|_{C([0,a] \times I)}} \left( l - \sum_{i=0}^{m-1} \frac{|A_i|}{i!} a^i \right) \right]^{1/q} \right\} > 0
\]
and the operator \( F \) on \( C[0,z] \) by setting
\[
F[x](t) = \sum_{i=0}^{m-1} \frac{A_i}{i!} t^i + \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} f(s,x(s)) \, ds.
\]

Due to the choice of \( z \) it is straightforward to see that \( \|F[x]\|_{C[0,z]} \leq l \) provided \( \|x\|_{C[0,z]} \leq l \). Thus we introduce a well defined sequence of successive approximations as follows:
\[
x_0 \in C[0,z] \text{ such that } \|x_0\|_{C[0,z]} \leq l \text{ and } x(0) = A_0; \ x_{k+1} = F[x_k], k \geq 0.
\]
THEOREM 1. Consider the IVP (1)-(2). Let \( \{x_k\}_{k=0}^{\infty} \) be the sequence of successive approximations defined by (8). If the right-hand side of the IVP satisfies the Osgood type condition, then the sequence \( \{x_k\}_{k=0}^{\infty} \) converges uniformly on \([0, z]\) (where \(z\) is as in (6)) to the unique continuous solution of the the IVP (1)-(2).

Proof. First we show that \( \{x_k\}_{k=0}^{\infty} \) is pointwise convergent. For all \( t \in [0, z] \), let

\[
\mu(t) = \lim_{k \to \infty} \sup_{m \geq k} |x_k(t) - x_m(t)|.
\]

By definition of our successive approximations, we obtain

\[
\mu(t) = \lim_{k \to \infty} \sup_{m \geq k} \left| \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} (f(s, x_{k-1}(s)) - f(s, x_{m-1}(s))) \, ds \right|
\]

\[
\leq \frac{1}{\Gamma(q)} \lim_{k \to \infty} \sup_{m \geq k} \int_0^t (t-s)^{q-1} g(|x_{k-1}(s) - x_{m-1}(s)|) \, ds
\]

\[
\leq \frac{1}{\Gamma(q)} \lim_{k \to \infty} \int_0^t (t-s)^{q-1} \sup_{m \geq k} g(|x_{k-1}(s) - x_{m-1}(s)|) \, ds
\]

\[
= \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} g(\sup_{m \geq k} |x_{k-1}(s) - x_{m-1}(s)|) \, ds,
\]

since \(g\) is non-decreasing. Next the use of the Dominated convergence theorem yields

\[
\mu(t) \leq \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} \lim_{k \to \infty} \sup_{m \geq k} g(|x_{k-1}(s) - x_{m-1}(s)|) \, ds
\]

\[
= \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} g(\lim_{k \to \infty} \sup_{m \geq k} |x_{k-1}(s) - x_{m-1}(s)|) \, ds \quad \text{(since \(g\) is continuous)}
\]

\[
= \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} g(\mu(s)) \, ds.
\]

By Lemma 1, \(\mu(t) = 0\), and it follows that for each \(t \in [0, z]\) the sequence \( \{x_k(t)\}_{k=1}^{\infty} \) is Cauchy and hence convergent. Consequently, we can define the pointwise limit function \(x^*(t) = \lim_{k \to \infty} x_k(t)\) on \([0, z]\).

Next we show the sequence \( \{x_k\}_{k=0}^{\infty} \) is uniformly equicontinuous. Let \(t_1, t_2 \in [0, z]\) with \(t_1 \leq t_2\). For every \(k \in \mathbb{N}\), using (8), we obtain

\[
|x_k(t_1) - x_k(t_2)| = \left| \sum_{i=0}^{m-1} \frac{A_i}{i!} t_1^i + \frac{1}{\Gamma(q)} \int_0^{t_2} (t_2-s)^{q-1} f(s, x_{k-1}(s)) \, ds \right|
\]

\[
- \left| \sum_{i=0}^{m-1} \frac{A_i}{i!} t_1^i + \frac{1}{\Gamma(q)} \int_0^{t_1} (t_1-s)^{q-1} f(s, x_{k-1}(s)) \, ds \right|
\]
\[ \leq \left| \sum_{i=1}^{m-1} \frac{A_i}{i!} (t_2^i - t_1^i) \right| + \frac{1}{\Gamma(q)} \left| \int_0^{t_1} [(t_2-s)^{q-1} - (t_1-s)^{q-1}] f(s,x_{k-1}(s)) \, ds \right| \\
+ \int_{t_1}^{t_2} (t_2-s)^{q-1} f(s,x_{k-1}(s)) \, ds \]
\[ \leq \sum_{i=1}^{m-1} \frac{A_i}{i!} |t_2^i - t_1^i| + \frac{1}{\Gamma(q)} \int_0^{t_1} [(t_2-s)^{q-1} - (t_1-s)^{q-1}] \, ds \\
+ \frac{1}{\Gamma(q)} \int_{t_1}^{t_2} (t_2-s)^{q-1} \, ds, \]

Since the functions \( t \mapsto t^i \) are Lipschitz and \( f \) is bounded on \([0,a] \times I\), we can write

\[ |x_k(t_1) - x_k(t_2)| \leq \sum_{i=1}^{m-1} \frac{A_i}{i!} K_i |t_2 - t_1| + \frac{\|f\|_{C([0,z] \times I)}}{\Gamma(q)} \int_0^{t_1} [(t_2-s)^{q-1} - (t_1-s)^{q-1}] \, ds \\
+ \frac{\|f\|_{C([0,z] \times I)}}{\Gamma(q)} \int_{t_1}^{t_2} (t_2-s)^{q-1} \, ds, \]

where the \( K_i = i^q z^{i-1} \), \( i = 1, \ldots, m \) are Lipschitz constants of \( t \mapsto t^i \). Then letting

\[ Z = \sum_{i=1}^{m-1} \frac{A_i}{i!} K_i \]
and using the fact that

\[ \int_0^{t_1} [(t_2-s)^{q-1} - (t_1-s)^{q-1}] \, ds + \int_{t_1}^{t_2} (t_2-s)^{q-1} \, ds = \frac{t_2^q - t_1^q}{q}, \]

we have

\[ |x_k(t_1) - x_k(t_2)| \leq Z |t_2 - t_1| + \frac{\|f\|_{C([0,z] \times I)}}{\Gamma(q)} \left( \frac{t_2^q - t_1^q}{q} \right) \leq Z |t_1 - t_2| + \frac{\|f\|_{C([0,z] \times I) L}}{\Gamma(q + 1)}, \]

since the function \( t \mapsto t^q \) is Lipschitz for \( q \geq 1 \) and \( L = q z^{q-1} \) is its Lipschitz constant.

This shows that the sequence \( \{x_k\}_{k=1}^{\infty} \) is uniformly equicontinuous on \([0,z]\). Together with pointwise convergence this shows that \( x_k \) converges to \( x^* \) uniformly and that \( x^* \) is continuous.

Now showing that \( x^* \) is a solution to the IVP is equivalent to showing that \( x^* \) is a fixed point of \( F \). To this end, consider the quantity \( |x^*(t) - F[x^*](t)| \) for arbitrary \( t \). For every \( k = 0, 1, 2, \ldots \) we get

\[ 0 \leq |x^*(t) - F[x^*](t)| \leq |x^*(t) - x_k(t)| + |x_k(t) - F[x^*](t)|. \tag{9} \]

Firstly, it was shown above that

\[ \lim_{k \to \infty} |x_k(t) - x_k(t)| = 0 \tag{10} \]
uniformly in \( t \in [0,z] \). Secondly,

\[ \lim_{k \to \infty} |x_k(t) - F[x^*](t)| = \frac{1}{\Gamma(q)} \lim_{k \to \infty} \left| \int_0^t (t-s)^{q-1} [f(s,x_{k-1}(s)) - f(s,x^*(s))] \, ds \right| \]
\[ \leq \frac{1}{\Gamma(q)} \lim_{k \to \infty} \int_0^t (t-s)^{q-1} g(|x_{k-1}(s)|) \, ds \]
\[ = \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} \lim_{k \to \infty} g(|x_{k-1}(s)|) \, ds, \]

by the Dominated convergence theorem. Since \( g \) is continuous and \( g(0) = 0 \), it follows that
\[ \lim_{k \to \infty} |x_k(t) - F[x^*](t)| \leq \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} g \left( \lim_{k \to \infty} |x_{k-1}(s) - x^*(s)| \right) \, ds \]
\[ = \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} g(0) \, ds = 0, \]
where the penultimate equality is by (10). Combining this with (9) yields
\[ x^*(t) = F[x^*](t), \]
for all \( t \) and we conclude that the limit function \( x^* \) is a solution to the IVP. This proves the assertion.

**Remark 1.** The convergence of successive approximations for \( q \in (0, 1) \) is proved with somewhat similar and somewhat more restrictive assumptions on \( g \) in [9], using a very interesting technique. We state their result rigorously. They consider the IVP (1)-(2) with \( 0 < q < 1 \) and a continuous right-hand side satisfying
\[ |f(t,x) - f(t,y)| \leq g(t,|x-y|) \tag{11} \]
for a continuous non-decreasing in the second variable function \( g \) such that \( g(t,0) = 0 \) and such that the IVP
\[ CD^q[x](t) = g(t,x), \quad x(0) = 0 \]
has only the trivial solution. Whereas the condition (11) is more general then that considered in this paper, the other condition on the uniqueness of the trivial solution is not very transparent. The paper [11] shows that the latter condition is quite complicated and fairly restrictive.

### 3.1. Rate of convergence

Throughout this subsection we impose a stronger condition on \( g \) than the stated Osgood condition. This is a fairly natural condition, as it was assumed even in the case when \( q \) is an integer [2].

**Definition 2.** A continuous, non-decreasing function \( g : [0, \infty) \to [0, \infty) \) such that \( g(0) = 0 \), \( g(t) > 0 \) for \( t > 0 \), is said to satisfy the modified Osgood’s condition if \( g \) satisfies the Osgood condition and is of the form
\[ g(t) = t \int_t^b \frac{w(s)}{s} \, ds, \tag{12} \]
where $b > 0$ and $w : [0, \infty) \rightarrow \mathbb{R}$ is a non-negative, non-decreasing and continuous function such that
\[ \int_0^b \frac{w(s)}{s} \, ds = \infty. \] (13)

From now on we assume that $b \leq 1$.

For example, consider the functions $g_k$ given by
\[ g_k(0) = 0, \quad g_k(t) = t \prod_{i=1}^k \left( \log \log \ldots \log \left( \frac{1}{t} \right) \right)^{\beta_i} \] (14)
for some $0 \leq \beta_i < 1, i = 1, \ldots, k-1, 0 < \beta_k \leq 1, k = 1, 2, \ldots$. A direct verification shows that all $g_k$ satisfy the modified Osgood condition with $b \leq 1$ on a sufficiently small interval $[0,a]$.

Now we list some properties of functions satisfying the modified Osgood condition. Parts 1, 3, 4 and 5 of the following lemma appeared and were proved in [2]. Part 2 follows directly from the definition of the modified Osgood condition, in particular from the condition (13). The last part is given with proof since it is slightly modified for our situation. Recall that $z$ is defined by the expression (6).

**Lemma 2.** Let $g$ satisfy the modified Osgood’s condition with $b \leq 1$. There exists $0 < \delta \leq z$ (depending only on $g$) such that for all $0 < t \leq \delta$ the following hold:

1. The quantity
\[ C_\delta := \max_{0 < t \leq \delta} \frac{g(t)}{tg'(t)} \]
is finite.

2. There exists a constant $\tilde{C}_\delta$ such that $t \leq \tilde{C}_\delta g(t)$.

3. For $\lambda \geq 1$, $k = 1, 2, 3, \ldots$ we have
\[ g(\lambda g(t)^k) \leq \frac{\lambda}{b} g(t)^{k+1}. \] (15)

4. For $k = 1, 2, 3, \ldots$ we have
\[ \int_0^t g(s)^k \, ds \leq \frac{g(t)^{k+1}}{k+1}. \] (16)

5. For $k = 1, 2, 3, \ldots$ we have
\[ \int_0^t \frac{g(s)^k}{s} \, ds \leq \frac{C_\delta}{k-1} g(t)^k. \] (17)
6. Let \( y_0 : [0, \delta] \to [0, \infty) \) such that \( g(\|y_0\|_{C[0,\delta]}) \leq 1 \). If the sequence of functions \( y_k : [0, \delta] \to [0, \infty), \ k = 1, 2, 3, \ldots \) is defined by

\[
y_{k+1}(t) = \int_0^t g(y_k(s)) \, ds,
\]

for \( k = 0, 1, 2, 3, \ldots \) then

\[
y_1(t) \leq t
\]

and

\[
y_k(t) \leq \left( \frac{C_\delta}{b} \right)^{k-2} g(t)^{k},
\]

for \( k = 2, 3, 4, \ldots \).

**Proof of part 6.** The first assertion follows immediately from definitions. The second is proved by induction: For the base case, since \( g \) is non-decreasing,

\[
y_2(t) \leq \int_0^t g(s) \, ds \leq \frac{g(t)^2}{2} \leq g(t)^2
\]

by part 4. Using the inductive hypothesis and parts 3 and 5, we obtain

\[
y_{k+1}(t) \leq \int_0^t \left( \frac{C_\delta}{b} \right)^{k-2} g(s)^k \, ds \leq \frac{\left( \frac{C_\delta}{b} \right)^{k-2}}{b} \int_0^t \frac{g(s)^{k+1}}{s} \, ds \leq \left( \frac{C_\delta}{b} \right)^{k-1} g(t)^{k+1},
\]

as required.

The following theorem shows that the successive approximations converge at an exponential rate on some sufficiently small interval.

**Theorem 2.** Consider a subclass of the initial value problem (1)-(2) for which the right-hand side satisfying (5) with the function \( g \) satisfying the modified Osgood condition with \( b \leq 1 \). Let \( r \in (0, 1) \) and \( \delta > 0 \) such that \( g(\delta) \leq \frac{br}{\max(C_\delta, 1)} \) and

\[
g \left( \sum_{k=1}^m \frac{A_k \delta^k}{k!} \right) + \frac{\|f\|_{C([0,\delta] \times I)}}{\Gamma(1+q)} \cdot \delta^q \leq 1.
\]

For \( k \in \mathbb{N} \), we have

\[
|y_{k+1}(t) - y_k(t)| \leq r^k, \ t \in \left[ 0, \min(\delta, z, \Gamma(q) \frac{1}{r^p}) \right].
\]

**Remark 2.** The choice of \( \delta \) in the assertion is always possible, since by Lemma 2 part 1 the quantity \( C_\delta \) is finite and so, \( \max(C_\delta, 1) \cdot g(\delta) \to 0 \) as \( \delta \to 0 \).
\textbf{Proof.} For $k = 0, 1, 2, \ldots$ set $\mu_k(t) = |x_{k+1}(t) - x_k(t)|$. Using the definition of successive approximations and the fact that $f$ satisfies (5), we obtain

$$\mu_k(t) \leq \frac{t^{q-1}}{\Gamma(q)} \int_0^t g(\mu_{k-1}(s)) \, ds \leq \int_0^t g(\mu_{k-1}(s)) \, ds, \quad k = 1, 2, \ldots,$$

since $t \leq \Gamma(q)^{\frac{1}{\pm 1}}$.

Let $\{y_k\}_{k=0}^\infty$ be the sequence from Lemma 2 part 6 with $y_0 = \|x_1 - x_0\|$ in the space $C([0, \min(\delta, z, \Gamma(q)^{\frac{1}{\pm 1}})])$. By the definition of successive approximations

$$\|x_1 - x_0\| \leq \sum_{k=1}^m \frac{A_k \delta^k}{k!} + \frac{\|f\|_{C([0, z] \times I)} \cdot \delta^q}{\Gamma(1 + q)}.$$

So, due to the choice of $\delta$, we have that $g(y_0) \leq 1$.

Since $\mu_0(t) \leq y_0(t)$, it follows inductively that $\mu_k(t) \leq y_k(t)$ for $k = 1, 2, \ldots$. Hence, Lemma 2 part 6 yields

$$\mu_k(t) \leq \left( \frac{C \delta}{b} \right)^{k-2} g(t)^k \leq \left( \frac{b}{\max(C \delta, 1)} \right)^2 r^k, \quad t \in \left[ 0, \min(\delta, z, \Gamma(q)^{\frac{1}{\pm 1}}) \right],$$

where the penultimate inequality is since $t \leq \delta$. This proves the assertion.

\textbf{3.2. Examples}

In this subsection we consider two examples, which numerically demonstrate the theoretical results obtained above.

\textbf{Example 1.} Consider the following initial value problem:

$$C \frac{D^{3/2}}{x}(t) = x(t), \quad x(0) = x'(0) = 1. \quad (22)$$

The right-hand side satisfies the Osgood type condition (5) with $g(t) = t$.

By [6, Theorem 4.3] the solution to this IVP is $x(t) = E_{3/2, 1}(t^{3/2}) + E_{3/2, 2}(t^{3/2})$, where

$$E_{\alpha, \beta}(z) = \sum_{k=0}^\infty \frac{\zeta^{\alpha k}}{\Gamma(\alpha k + \beta)}, \alpha, \beta \in \mathbb{C}, \Re(\alpha) > 0$$

are Mittag-Leffler functions defined for every $z \in \mathbb{C}$.

We take the zeroth approximation $x_0(t) = t + 1$ and construct the sequence of successive approximations by the formula (8). Figure 1 demonstrates the convergence of these successive approximations to the theoretical solution on the interval $[0, 2]$. The norm of the difference between the exact solution and approximations are 2.73, 0.72, 0.13 and 0.035, respectively for each of the four graphs.
EXAMPLE 2. Consider the following initial value problem:

\[
C D^{5/4}[x](t) = |\sin(t)| \cdot g(x(t)), \quad x(0) = x'(0) = 1,
\]

where the function \( g : [0, \infty) \to [0, \infty) \) is defined as follows:

\[
g(z) = \begin{cases} 
0, & z = 0, \\
-z \log z, & 0 < z \leq 1/e, \\
1/e, & z > 1/e.
\end{cases}
\]

The right-hand side satisfies the Osgood type condition (5) with the function \( g \) itself \([1, Example 1.4.2]\). Moreover, the function \( g \) satisfies the modified Osgood condition with \( b = 1 \).

We take the zeroth approximation \( x_0(t) = t + 1 \) and construct the sequence \( x_k, \ k = 1, 2, \ldots \) of successive approximations by the formula (8). Figure 2 demonstrates the convergence of these successive approximations on the interval \([0, 2]\). The solid line on Figure 2 is the 20th approximation to the solution. At this stage the norm difference between two successive approximations is less than \( 3.6 \cdot 10^{-15} \).

The norms \( \|x_{k+1} - x_k\| \) have values of 1.4, 0.44, 0.1 and 0.02 for \( k = 1, 2, 3 \) and 4, respectively. Hence, on the interval \([0, 2]\) the sequence \( x_k, \ k = 1, 2, \ldots \) does not satisfy the conclusion of Theorem 2 (even for \( k = 1 \)). However, on a smaller interval, say \([0, 1]\) we have the following values for the norms \( \|x_{k+1} - x_k\| \):

| \( k \) | 1     | 2     | 3      | 4      | 5     | 6     |
| ------ | ------ | ------ | ------ | ------ | ------ | ------ |
| \( \|x_{k+1} - x_k\| \) | 0.077  | 0.007  | 0.00049 | 2.8 \cdot 10^{-5} | 1.3 \cdot 10^{-6} | 5.7 \cdot 10^{-8} |

This suggests that the sequence \( x_k, \ k = 1, 2, \ldots \) converges exponentially fast and in particular that the conclusion of Theorem 2 holds for \( r = 0.1 \).
4. Stability of the fractional differential equations

In this section we employ the convergence result established above to the stability of the Caputo differential equations. First we rigorously define the type of stability we deal with (see e.g. [4, 5]).

**Definition 3.** An equation (1) is said to be Ulam-Hyers stable on the interval $[0, z]$ if there exists a constant $K_f > 0$ such that for every $\varepsilon > 0$ and $y \in C[0, z]$ satisfying

$$\left|\frac{C}{\Gamma(q)} [y](t) - f(t, y(t))\right| \leq \varepsilon, \forall t \in [0, z],$$

there exists a solution $x$ of (1)-(2) such that

$$|y(t) - x(t)| \leq K_f \cdot \varepsilon, \forall t \in [0, z].$$

It is straightforward to see that if a function $y$ satisfies (24), then there exists a function $\sigma_y : [0, z] \rightarrow \mathbb{R}$ such that $|\sigma_y(t)| \leq \varepsilon$ for every $t \in [0, a]$ and

$$\frac{C}{\Gamma(q)} [y](t) = f(t, y(t)) + \sigma_y(t).$$

Equivalently, $y$ satisfies the following equation:

$$y(t) = \sum_{i=0}^{m-1} \frac{A_i}{i!} t^i + \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} f(s, y(s)) \, ds + \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} \sigma_y(s) \, ds. \quad (25)$$

The following result shows that choosing the initial approximation $x_0$ in Theorem 1 in a special way slightly improves the estimate (21). Below, $\lfloor q \rfloor$ denotes the greatest integer less than or equal to $q$. 

![Figure 2: The 20th approximation to the solution to (23) (solid line) and the first four successive approximations (dashed lines).](image-url)
LEMMA 3. Consider a subclass of the initial value problems (1)-(2) with \( f \) satisfying (5), where \( g \) satisfies the modified Osgood condition with \( b \leq 1 \). Let \( y \) be a function satisfying (24) for some \( \varepsilon > 0 \). Set \( x_0 \equiv y \) and \( \{x_k\}_{k=1}^{\infty} \) be the sequence of successive approximations defined by (8). There exists \( 0 < \delta \leq \min(1,\varepsilon) \) (exactly the same \( \delta \) as in Lemma 2) such that for every \( 0 < t \leq \delta \) one has

\[
|x_1(t) - x_0(t)| \leq \varepsilon \frac{t^q}{\Gamma(q)}
\]

and

\[
|x_{k+1}(t) - x_k(t)| \leq \varepsilon B^k \frac{t^{q-1}}{\Gamma(q)} g(t)^{1+|q|k}, k = 1, 2, \ldots
\]  

(26)

where

\[
B := \frac{C_\delta \cdot \tilde{C}_\delta}{b \Gamma(q)} > 0.
\]

Here \( C_\delta, \tilde{C}_\delta \) are constants from Lemma 2.

Proof. From (7) and (25) the following we have the estimate

\[
|x_1(t) - x_0(t)| = |F[y](t) - y(t)| = \left| \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} \sigma_y(s) \, ds \right| \leq \varepsilon \frac{t^q}{q \Gamma(q)} \leq \varepsilon \frac{t^q}{\Gamma(q)},
\]

(27)

since \( |\sigma_y(t)| \leq \varepsilon \) for every \( 0 \leq t \leq \varepsilon \) and \( q > 1 \).

We proceed further by induction. For \( k = 1 \), from (7) and the fact that \( f \) satisfies (5) we obtain

\[
|x_2(t) - x_1(t)| = \left| \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} [f(s, x_1(s) - f(s, x_0(s))] \, ds \right|
\]

\[
\leq \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} g(|x_1(s) - x_0(s)|) \, ds
\]

\[
\leq \frac{t^{q-1}}{\Gamma(q)} \int_0^t g(|x_1(s) - x_0(s)|) \, ds.
\]

Using (27) and the fact that \( g \) is non-decreasing, we obtain

\[
g(|x_1(s) - x_0(s)|) \leq g \left( \varepsilon \frac{s^q}{\Gamma(q)} \right) \leq g \left( \varepsilon \frac{s^{|q|}}{\Gamma(q)} \right),
\]

since \( s \leq t \leq \delta \leq 1 \).

By Lemma 2 part 2, there exists a constant \( \tilde{C}_\delta \) such that \( t \leq \tilde{C}_\delta g(t) \). Hence \( t^n \leq \tilde{C}_\delta^n g(t)^n \) for every \( n \in \mathbb{N} \) and \( 0 \leq t \leq h \). Thus, by Lemma 2 part 3, we have

\[
g(|x_1(s) - x_0(s)|) \leq g \left( \varepsilon \frac{\tilde{C}_\delta^{|q|} \cdot g(s) \cdot |q|}{\Gamma(q)} \right) \leq |q| \frac{\varepsilon \tilde{C}_\delta^{|q|}}{b \Gamma(q)} g(s) \frac{|q|+1}{s}.
\]
Summing up and using Lemma 2 part 4, we obtain

\[
|x_2(t) - x_1(t)| \leq \frac{t^{q-1}}{\Gamma(q)} \left[ q \right] \frac{\varepsilon C_{\delta}^{[q]} g(t)|q|+1}{b \Gamma(q)} \int_{0}^{t} s ds \\
\leq \varepsilon \frac{t^{q-1}}{\Gamma(q)} \frac{C_{\delta}^{[q]}}{b \Gamma(q)} C_{\delta} \cdot g(t)|q|+1,
\]

which is exactly (26) for \( k = 1 \).

Suppose (26) holds for \( k = 1 \). Similarly we obtain

\[
|x_{k+1}(t) - x_k(t)| \leq \frac{t^{q-1}}{\Gamma(q)} \int_{0}^{t} g(|x_k(s) - x_{k-1}(s)|) ds
\]

and

\[
g(|x_k(s) - x_{k-1}(s)|) \leq g \left( \varepsilon B^{k-1} \frac{t^{q-1}}{\Gamma(q)} g(t)^{1+|q|(k-1)} \right)
\leq g \left( \varepsilon B^{k-1} \frac{C_{\delta}^{[q]-1}}{\Gamma(q)} \cdot g(t)|q|k \right)
\leq |q|k \frac{\varepsilon B^{k-1} C_{\delta}^{[q]-1}}{b \Gamma(q)} \frac{g(t)|q|k+1}{t},
\]

by Lemma 2 part 3. Using this estimate and Lemma 2 part 5, for every \( 0 \leq t \leq \delta \), we obtain

\[
|x_{k+1}(t) - x_k(t)| \leq \frac{t^{q-1}}{\Gamma(q)} \frac{\varepsilon B^{k-1} C_{\delta}^{[q]-1}}{b \Gamma(q)} \cdot C_{\delta} \cdot g(t)|q|k+1 \\
\leq \frac{t^{q-1}}{\Gamma(q)} \frac{\varepsilon B^{k-1} C_{\delta}^{[q]}}{b \Gamma(q)} \cdot C_{\delta} \cdot g(t)|q|k+1,
\]

since without loss of generality \( C_{\delta} \geq 1 \). This proves the result.

The following result is the main result of this section.

**Theorem 3.** The equation (1) is Ulam-Hyers stable on the interval \([0, \delta]\), for \( \delta = \min(\delta_1, \delta_2, \delta_3) \), where \( \delta_1 = \min(\delta_0, z, \Gamma(q)^{-1}) \) (\( \delta_0 \) is the \( \delta \) from Theorem 2), \( \delta_2 \) is the \( \delta \) from Lemma 3, and \( \delta_3 \) is such that \( B \cdot g(\delta_3)|q| < 1 \) (this choice is possible since \( g \) is a continuous non-decreasing function and \( g(0) = 0 \)).

**Proof.** By Theorem 2, for every \( k \in \mathbb{N} \), we have \( |x_{k+1}(t) - x_k(t)| \leq r^k \) for some \( r \in (0, 1) \) and \( t \in [0, \delta] \). Thus, the function

\[
x(t) = x_0(t) + \sum_{k=0}^{\infty} (x_{k+1}(t) - x_k(t)), 0 \leq t \leq \delta
\]

is well-defined, as the series on the right-hand side converges absolutely and uniformly in the uniform norm.
1. We claim that the function $x$, defined by (28), solves the IVP (1)-(2) on $[0, \delta]$. We will show that the following quantity is zero:

$$
|x(t) - \sum_{i=0}^{m-1} \frac{A_i}{i!} t^i + \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} f(s, x(s)) \, ds|, 0 \leq t \leq \delta. 
$$

(29)

Adding and subtracting $x_{j+1}$ and using the definition of our successive approximations gives that (29) is estimated from above by

$$
\leq |x(t) - x_{j+1}(t)| + \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} g(|x_j(s) - x(s)|) \, ds,
$$

by the Osgood type condition on $f$. Since $g$ is non-decreasing, the second term in the above expression is estimated by

$$
\frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} g(|x_j(s) - x(s)|) \, ds \leq \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} \, ds \cdot g\left(\|x_j - x\|_{C[0, \delta]}\right) = \frac{t^q}{\Gamma(q+1)} \cdot g\left(\|x_j - x\|_{C[0, \delta]}\right).
$$

Summing up,

$$
\leq |x(t) - x_{j+1}(t)| + \frac{t^q}{\Gamma(q+1)} \cdot g\left(\|x_j - x\|_{C[0, \delta]}\right).
$$

(30)

Since the $x_j$’s are merely the partial sums of the right-hand side of (28), it follows that $|x(t) - x_{j+1}(t)| \to 0$ uniformly in $0 \leq t \leq \delta$ as $j \to \infty$. Since $g(0) = 0$ and the left-hand side of (30) does not depend on $j$ we conclude that

$$
x(t) = \sum_{i=0}^{m-1} \frac{A_i}{i!} t^i + \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} f(s, x(s)) \, ds
$$

and thus $x$ solves the IVP (1)-(2).

2. Since $x_0 \equiv y$, it follows from definition of $x$ and Lemma 3 that for every $0 \leq t \leq \delta$ we have

$$
|y(t) - x(t)| \leq \sum_{k=0}^{\infty} |x_{k+1}(t) - x_k(t)| \leq \epsilon \left(\frac{\delta^q}{\Gamma(q)} + \frac{\delta^{q-1} g(\delta)}{\Gamma(q)} \sum_{k=0}^{\infty} \left(B \cdot g(\delta)|q|\right)^k\right).
$$

By the choice of $\delta$, $B \cdot g(h)|q| < 1$. Hence, the quantity

$$
K_f := \frac{\delta^q}{\Gamma(q)} + \frac{\delta^{q-1} g(\delta)}{\Gamma(q)} \sum_{k=0}^{\infty} \left(B \cdot g(\delta)|q|\right)^k
$$

is finite. This shows that the equation (1) is Ulam-Hyers stable on the interval $[0, \delta]$. 

5. Conclusion

We proved that for the IVP (1)-(2) with right-hand side satisfying the Osgood type condition, we can construct successive approximations that converge uniformly to the unique solution on a sufficiently small interval. Under a more restrictive assumption (the modified Osgood condition) this convergence is exponentially fast. In this case we also proved that the equation $^{C}D^{q}[x](t) = f(t, x(t))$ is Ulam-Hyers stable. It is still open as to whether the latter two results hold under the general Osgood type condition.

REFERENCES

[1] R. P. AGARWAL, V. LAKSHMIKANTHAM, Uniqueness and nonuniqueness criteria for ordinary differential equations, Vol. 6 of Series in Real Analysis, World Scientific Publishing Co., Inc., River Edge, NJ, 1993.
[2] C. CALDERÓN, V. N. VERA DE SERIO, Successive Approximations and Osgood’s Theorem, Rev. Unión Mat. Argent., 40, 3-4 (1997), 73–81.
[3] K. DIETHELM, The Analysis of Fractional Differential Equations, Lecture Notes in Mathematics, Springer-Verlag Berlin, 2004.
[4] D. H. HYERS, G. ISAC, TH. M. RASSIAS, Stability of functional equations in several variables, Birkhäuser, 1998.
[5] S.-M. JUNG, Hyers-Ulam-Rassias stability of functional equations in mathematical analysis, Hadronic Press, Palm Harbor, 2001.
[6] A. Kilbas, H. Srivastava, J. Trujillo, Theory and applications of fractional differential equations, North-Holland Mathematics Studies, 204. Elsevier Science B.V., Amsterdam, 2006.
[7] K. D. KUCCHE, S. SUTAR, Stability via successive approximation for nonlinear implicit fractional differential equations, Moroccan J. Pure. Appl. An., 3, 1 (2017), 36–55.
[8] V. LAKSHMIKANTHA, T. G. BHASKAR, S. LEELA, Fractional differential equations with a Krasnoselskii-Krein type condition, Nonlinear Anal.-Hybri., 3, (2009), 734–737.
[9] V. LAKSHMIKANTHAM, A. S. VATSALA, General uniqueness and monotone iterative technique for fractional differential equations, Appl. Math. Lett., 21, 8 (2008), 828–834.
[10] Y. LIU, J. WU, Uniqueness results and convergence of successive approximations for fractional differential equations, Hacet. J. Math. Stat., 42, 2 (2013), 149–158.
[11] W. OKRASINSKI, Nontrivial Solutions to Nonlinear Volterra Integral Equations, SIAM J. Math. An., 22, 4 (1991), 1007–1015.
[12] W. F. OSGOOD, Beweis der Existenz einer Lösung der Differentialgleichung $\frac{dy}{dx} = f(x, y)$ ohne Hinzunahme der Cauchy-Lipschitz’schen Bedingung, Monatsh. Math. Phys., 9, 1 (1898), 331–345.
[13] M. PALANI, C. C. TISDELL, A. USACHEV, Qualitative results for solutions to nonlinear Caputo differential equations that satisfy a generalised Osgood condition, Frac. Diff. Cal., 8, 1 (2018), 151–164.
[14] J. WANG, L. LV, Y. ZHOU, Ulam stability and data dependence for fractional differential equations with Caputo derivative, Elect. J. Qualitative Th. Diff. Eq., 63, (2011), 1–10.
[15] A. WINTNER, On the Convergence of Successive Approximations, Am. J. Math., 68, 1 (1946), 13–19.

(Received October 5, 2019)

M. Palani
School of Mathematics and Statistics
University of New South Wales
Kensington, 2052, NSW, Australia
e-mail: z3416344@student.unsw.edu.au

A. Usachev
School of Mathematics and Statistics
Central South University
Changsha, Hunan, China
e-mail: alex.usachev.ru@gmail.com