Intravital 3D visualization and segmentation of murine neural networks at micron resolution
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Optical coherence tomography (OCT) allows label-free, micron-scale 3D imaging of biological tissues’ fine structures with significant depth and large field-of-view. Here we introduce a novel OCT-based neuroimaging setting, accompanied by a feature segmentation algorithm, which enables rapid, accurate, and high-resolution in vivo imaging of 700 μm depth across the mouse cortex. Using a commercial OCT device, we demonstrate 3D reconstruction of microarchitectural elements through a cortical column. Our system is sensitive to structural and cellular changes at micron-scale resolution in vivo, such as those from injury or disease. Therefore, it can serve as a tool to visualize and quantify spatiotemporal brain elasticity patterns. This highly transformative and versatile platform allows accurate investigation of brain cellular architectural changes by quantifying features such as brain cell bodies’ density, volume, and average distance to the nearest cell. Hence, it may assist in longitudinal studies of microstructural tissue alteration in aging, injury, or disease in a living rodent brain.

The central nervous system (CNS) is comprised of thousands of neurons and glial cells, organized in a complex architecture that supports its functionality1–3. The exceptionally intricate nature of the brain posits a great challenge in studying its molecular signaling networks, biochemical processes, and cellular dynamics. In particular, it is difficult to isolate intact neurons for gene expression profiling due to their ramified, outspread, and fine-structured morphology. Recently developed methods utilizing tagged ribosomes, such as RiboTag, may allow further sorting-free characterization of neuronal subtypes4, however spatial information on cell–cell interactions, morphology, and tissue architecture is lost in the process of isolating actively translated mRNA.

Therefore, advanced neuroimaging techniques are necessary for integrated research platforms that combine functional, temporal, and spatial dimensions into a comprehensive brain study’s methodology. Recently, intravital multiphoton microscopy imaging of mouse strains expressing a Cre-dependent calcium indicator (GCaMPs) has been leveraged to explore neuronal signal transmission in vivo5. Tissue-clearing methods such as CLARITY6 and iDISCO7 are instrumental for 3D reconstruction of complex neuronal networks ex vivo, while DREADD8 and optogenetics9 are effective for in vivo neuronal activities’ modulation. However, key challenges remain: 1) invasive administration of labeling contrast media, 2) dependency in genetically modified animals expressing Cre-driven elements or reporter proteins, and 3) incompatibility of most of the existing modalities with in vivo longitudinal imaging. These limitations may result in an expensive and time-consuming process for in vivo imaging of a limited range of targets. Accordingly, novel imaging tools are needed for in vivo imaging at cellular resolution allowing wide coverage of regions of interest (ROI) and spatiotemporal monitoring of cells in a minimally disrupted biological context.

Optical coherence tomography (OCT) – a fast, wide-field, label-free, deep-penetrating neuroimaging tool (up to ~ 1.5 mm), with a micron-scale spatial resolution – may meet the criteria stated above. OCT is an interferometric imaging microscopy allowing for 3D tomography of the tissues’ scattering properties at micron resolution. It is mainly used in ophthalmology10–13 and in vascular and hemodynamics research10,14, with some implications...
in dermatology\textsuperscript{15, 16}, dentistry\textsuperscript{17, 18}, and cancer diagnostics\textsuperscript{19–23}. Applying OCT to neuroimaging, with or without contrast agents, is gaining increased recognition\textsuperscript{21–28}.

Nevertheless, OCT has some disadvantages, e.g., the lack of cell-type specificity, and the challenge of filtering out noise from background scattering. With these in mind, we set out to longitudinally track neuroanatomical fine structures, such as cellular CNS structural dynamics, and to quantify morphological biological outputs in a living mouse brain. Previous studies utilizing optical coherence microscopy (OCM) demonstrated large imaging depth and high-resolution \textit{en face}, with a relatively small field of view\textsuperscript{7, 20}. Other OCT-based studies have achieved either high-resolution \textit{en face}\textsuperscript{20} or a significant imaging depth\textsuperscript{30}. Here we demonstrate a straightforward OCT-based imaging acquisition protocol coupled with a feature segmentation algorithm that enables imaging of CNS cell bodies and micro-tractography of axons in a wide-field cortical column at a micrometer-scale resolution. Using a cranial window, we were able to image 700 μm of the cortex (see Supplementary Media 1). To the best of our knowledge, this is the first in vivo OCT study that demonstrates large imaging depth, high-resolution \textit{en face}, and a large field of view in one bend, while using a commercially available OCT platform. Therefore, this approach may serve as a compelling technique to simultaneously track multiple cellular behaviors in living rodents for a wide range of basic and pre-clinical research needs, such as traumatic brain injury, stroke, and neurodegeneration.

Results

Deep OCT volumetric imaging of murine visual cortex at a cell-scale resolution. Our main objective in this study was to develop a protocol for a robust, deep-penetrating, labeling-free, reproducible cortical imaging of the mouse brain at a cellular-scale to enable the characterization of tissue morphology in a large field of view. To this end, we utilized a commercial OCT (Thorlabs GAN220), outfitted with a 20 x water immersed Olympus lens (UMPLFLN20XW). We achieved a highly stable imaging configuration by fitting the mouse into a customized head clamp device\textsuperscript{31}, while placed on a translational Z stage (Fig. 1a). To image a cortical column in vivo, open-skenl cranial windows were installed as previously described\textsuperscript{11}. Three month old C57BL6 mice were anesthetized and a circular (1 cm diameter, 1 mm height) titanium implant with a counterbore (8 mm outer diameter and 4 mm through-hole) was fixed to the skull with Metabond dental cement (Parkell) centered at −2.75 mm (lateral) and −2.25 mm (posterior) from bregma over the left lateral primary visual cortex. Our spectral-domain OCT system (center wavelength of 900 nm and 200 nm bandwidth) provides a theoretical axial resolution of 2 μm (FWHM) in tissue and a theoretical lateral resolution of 0.76 μm (FWHM) with an effective numerical aperture of 0.5.

Mice were then placed on an XYZ translation stage (Thorlabs MT3-Z8) for multiple volume imaging. The interval between two consecutive focal plains was set to 10 μm (Fig. 1a). This approach allowed us to overcome the lens's limited ~11 μm depth of field. Notwithstanding, stabilizing the mouse to be motionless throughout the entire imaging session (~ 40 min) posited a substantial technical challenge (see "Methods").

Next, we used an algorithm developed in our lab to computationally stitch the imaged volumes in a way that preserves focus throughout the entire field of view (Fig. 1b)\textsuperscript{32}. We achieved a conserved isotropic lateral resolution of 1.1 μm throughout the 700 μm depth of the cortical column across a large field of view of up to 0.7 x 0.7 mm (see Supplementary Media 1). This enabled us to reconstruct high-resolution 3D imaging of the mouse visual cortex, including cellular morphologies, such as myelinated axons, and neuronal cell bodies across cortical layers I–V (Fig. 1c). Notably, we focused our analysis on cortical layers I–V. CNS cell bodies appeared as circular dark foci, while myelinated axons processes manifest as white ramifications protruding across the cortical layers (Fig. 1d–f, Supplementary Media 1). These structural appearances were previously demonstrated by co-registering two-photon microscopy images and immunohistochemistry of the same brain region in mice\textsuperscript{29} and rats\textsuperscript{36}. In addition, similar OCT-gained structural appearances have been validated by histopathology in human\textsuperscript{33, 34}. Our results recapitulate a more recent study that compared in vivo OCM imaging of the mouse brain with histology\textsuperscript{35}. Furthermore, similar structural findings have been reported by others\textsuperscript{29, 36–38}. These results indicate that we successfully introduced a new robust way to utilize a commercially available OCT system for a wide coverage of endogenous high-resolution cellular imaging of fine structures in a living mouse, across five cortical layers.

Feature segmentation algorithm harnesses neural network computability. To gain more biological insights from our imaging platform, we developed a feature segmentation algorithm and applied it to our imaged cortical volumes. This algorithm is based on one layer convolutional neural network principles\textsuperscript{39}. This is an additional original aspect of our work, demonstrating how leveraging neural network approaches can be a highly effective strategy for cell segmentation. As such, individual \textit{en face} slices were convolved with a circular kernel (see Supplementary Fig. S1). Following convolution, we applied 3D morphological thresholding to reconstruct a 3D CNS cell body mask using three conditions (see Supplementary Fig. S1): (1) A cell body must appear in at least three consecutive axial slices, i.e., having a minimum depth of 4 μm and a maximum depth equal to its diameter, (2) a cell body's volume should not exceed the volume of a sphere with an equal radius, and (3) its axial spread should not exceed twice its diameter. The latter was applied to exclude segmentation of blood vessels, which can also appear as circular dark foci (Fig. 1d). The kernel diameter was manually adjusted for each cortical layer by averaged cell size (see Supplementary Fig. S2). To image cortical layers II–IV we used a circular 8 μm diameter kernel, and a 13 μm diameter kernel for layer V (see Supplementary Fig. S2). This enabled us to segment CNS cell bodies across cortical layers II–V (Fig. 2a–d). Layer I was excluded from further analyses since it has sparser neurons compared to other layers and suffered from light aberrations from the cranial glass window.

Next, we sought to add a myelinated processes' segmentation capability into our feature segmentation tool, which appeared in OCT as white filaments\textsuperscript{27, 28, 33, 36, 38}. For this purpose, we applied a modified cell body
Figure 1. High-resolution cortical imaging by highly stable OCT system in vivo. (a) Schematic of our OCT imaging setup showing fixation of a mouse head by a customized head-clamp that is mounted on a translational (z-direction) stage. (b) A sampled 3D OCT volume (0.7 X 0.7 X 0.4 mm) of the mouse visual cortex (c) Sampled OCT b-scan, at the location marked by the dashed line in panel (b), of a cross-section of the five cortical layers (marked L1-L5) in the mouse visual cortex. Cell bodies appear as circular dark foci. (d–f) Sampled high-resolution en face images at cortical depth (d) 132 µm, (e) 255 µm, and (f) 380 µm [contrast in (d–f) was manually enhanced to emphasize cell bodies]. Red arrow points to a blood vessel, the white arrow points to CNS cell bodies, and the yellow arrow points to a myelinated axon.
Figure 2. Feature segmentation method allows for micron-scale 3D visualization of the cortex. (a) A sampled b-scan overlaid with the segmented CNS cell bodies; color encodes depth below the cranial window (b–d) Sampled en face images overlaid with the segmented CNS cell bodies at cortical depth (b) 132 µm, (c) 255 µm, and (d) 380 µm. (e) Visualization of a 3D CNS segmentation mask of brain neural networks in a living mouse at micron-level resolution, with a color-encoded depth of more than 10,000 CNS cell bodies, and their surrounding myelinated axons (grey); volume dimension is 0.7 X 0.7 X 0.4 mm (XYZ).
segmentation algorithm, using four features representing vertical, horizontal, and two diagonals’ filaments-like structures. Imaging CNS cell bodies and myelinated processes segmentation in 3D by our system, revealed a complex interconnected neural network across the cortical column (Fig. 2e, Supplementary Media 2). Of note, OCT mainly reveals myelinated processes oriented perpendicularly to the optic axis, perturbing along the en face plane27,28. Importantly, a 3D CNS cell body mask allowed us to quantify the average cell body density, average volume, and average distance to the nearest neighboring cell for each segmented volume (Fig. 3a–c), in a 27 µm-thick increment block. It is worth noting that our data of cell bodies’ density align with other reports that performed histological validations40–43. Although some intra-individual variability may be noted, these three parameters were reproducible across our biological repeats (Fig. 3). Taken together, these results suggest that our imaging acquisition system, followed by a segmentation method, may serve as a new strategy to spatially explore the microstructure of CNS cells and myelinated processes across a cortical column.

**Deep OCT brain imaging allows temporal resolution for longitudinal studies.** To further explore CNS cell body resolution structural dynamics longitudinally, we imaged the same mice, at the same field of view, across three different time points (Days 1, 8, and 10). To accurately revisit the same ROI, we applied a rigid-body registration, followed by an elastic one. First, we applied a course registration by matching blood vessels (using OCT en face image), registering all time points to Day 8 OCT volume (see Supplementary Fig. S3). We then fine-tuned each registration using iterative closest point (ICP), computing the rigid-body transformation between CNS cell bodies’ centers based on our 3D CNS cell body mask (see Supplementary Fig. S3). To enable elastic registration, we applied a flexible ICP registration by dividing each volume into smaller sub-volumes of 50 µm3. Voxels containing >10 cells were independently registered by ICP (see Supplementary Fig. S3). Fine registration was kept for voxels with less than 10 cells. Additionally, we applied quadratic smoothing between sub-volumes for a consistent smooth elastic transformation between volumes, to track temporal brain elasticity (Fig. 4a). Finally, we were able to graphically represent integrated temporal changes of the brain’s elasticity (Fig. 4a) attributed mainly to cell migration and negligible mechanical forces (at the few-micrometer scale), as previously described also in humans44. Our cortical elasticity map shows the delta of the rigid and elastic registration between Days 10 and 1, with arrows’ color signifies the directionality of each individual cell body, while its length represents the change in the cells’ central position (Fig. 4a). Color-coding of subtle spatial movement in 3D revealed that subregions of the cortical column move similarly, probably due to weak mechanical forces (Fig. 4a). To quantify brain tissue movement, we calculated the distances between the center position of two registered cell bodies when comparing rigid and elastic registration methods across X, Y, and Z axes between imaging Day 1 to Day 8, Day 1 to Day 10, and Day 8 to Day 10 (Fig. 4b–d). Moreover, we were able to quantify cell bodies’ volumes, density, and mean cell distance over time (see Supplementary Fig. S4).

**Discussion**

Neuroimaging platforms are often costly, label-dependent, and limited in their penetrance depth, area size, and resolution. Improving temporal and spatial resolutions are among the greatest challenges of the field45. Here we demonstrate a novel OCT-based imaging technique coupled with a feature segmentation algorithm that has four major advantages: (1) Maintains high-resolution brain imaging using a commercial OCT device, while penetrating across cortical layers I-V down to 700 µm in depth of the mouse brain, (2) Enables high-resolution monitoring of spatial behavior of individual CNS cell bodies in a wide field of view, (3) Quantifies brain tissue movement by tracking individual CNS cell bodies location with time, and (4) Profiles complex morphology, such as CNS cell bodies’ density, volume, and average distance to the nearest cell throughout the cortical column in 3D.

Maintaining high-resolution brain imaging was achieved by developing a highly stable OCT setup. The resulting high-resolution images of the cortical layers were a pre-condition for developing our feature segmentation algorithm, acting as a filter. This filter was built with one layer of circular kernel convolution, as in convolutional neural network algorithm39. Then, a 3D CNS cell body mask was made by a series of 3D morphological thresholding. That 3D mask allowed us to quantify fine cellular and structural morphological features. Altogether, we

---

**Figure 3.** Quantifying cellular morphological features across the cortical column of mice in vivo. Four male mice were imaged by our OCT neuroimaging system and morphological traits were assessed and quantified: (a) average CNS cell body volume (b) average CNS cell body density (c) average distance to the nearest neighboring CNS cell body.
achieved higher temporal resolution for longitudinal studies at micro-scale resolution. By imaging our 3D CNS cell bodies at the same ROI over time, we revealed the delicate temporal changes of the brain’s tissue (Fig. 4a). Although the presented OCT setup is applicable only to rodent models, it allows quantification of multiple morphological traits, such as CNS cell bodies’ density, tracing myelinated processes’ network and performing longitudinal monitoring of subtle brain tissue movement at the same time. Hence, it may serve as a powerful approach for pre-clinical studies of brain injuries and neurodegeneration34, which involve temporal changes in brain morphology due to neuroinflammation and tissue atrophy.

Nevertheless, our study has several limitations. In spite of the supportive data acquired by others, showing that CNS cell bodies seem as circular dark foci in OCT images27–29, 33–37, 46, we are aware to the great importance of more comprehensive validation of these findings by histology. Therefore, we have dedicated a separate scientific effort to enable fine and accurate alignment between OCT to corresponding histology images. As this turns out to be a great technical challenge exceeding the scope of this study, we hope to soon officially introduce our OCT-to-Histology alignment tool32. Additionally, we observed intra- and inter-individual variabilities (Fig. 3b and Supplementary Fig. S4, respectively) in CNS cell bodies counts. These variabilities may stem from feature segmentation algorithm performance, or subtle changes in CNS morphology. Finally, we manually extracted CNS cell bodies average size in each cortical layer and used that parameter to set up our kernel size for the

Figure 4. A cortical elasticity map assesses temporal cellular structure dynamics in vivo. (a) CNS cell bodies’ positional temporal changes, attributed to subtle tissue movement, between Day 1 and Day 10 of imaging as a function of the difference between rigid and elastic registration. Arrow’s color represents the spatial positional temporal changes, based on each individual cell body location change, while its length indicates the distance. (b–d) Spatial positional temporal changes (distance) histogram of the center position offset of registered CNS cell bodies across X, Y, and Z axes between time points. The histogram shows only registered cells that were less than 10 µm apart, between (b) imaging Day 8 to Day 1 (76% of cells), (c) imaging Day 10 to Day 1 (76% of cells), and (d) imaging Day 10 to Day 8 (78% of cells).
feature segmentation algorithm. Future studies could potentially automate this process to reduce cell body count variability.

Cutting edge neuroimaging techniques are starting to provide information on cell–cell interactions, while integrating spatial, temporal, and functional dimensions. Next generation OCTs may serve as compelling platforms pertinent to both basic biological questions and translational science. We show here that OCT can be used to provide high-resolution images of individual CNS cell bodies in vivo. Our modality and algorithm enable 3D imaging of complex tissue architecture and fine structures. Importantly, we were able to track the position of individual CNS cells over time, reflecting our system stability, and our ability to precisely align to the same volumes over the course of days. Finally, this platform can be highly transformative to quickly assess brain damage, including hemorrhages, axonal injuries, atrophy, and edema in rodent models. Given the implications of our results, our system can be of a major interest and importance to a wide audience across multiple scientific and medical disciplines.

Materials and methods

Animals. This study was conducted in accordance with National Institutes of Health (NIH) guidelines; protocols were approved by the Institutional Animal Care and Use Committee at Stanford University guidelines under protocols 33,146 and 27,499. C57/BL6 (8–12 weeks) male mice were housed for 2 weeks prior imaging in a 12-h light/12-h dark cycle with food and water available ad libitum. All methods were reported considering ARRIVE guidelines.

Cranial window preparation. Cranial window installations were performed as previously described31. Briefly, mice were anesthetized with 5% isoflurane for induction and ~ 1–2% isoflurane during surgery. The skull was exposed, cleaned, and coated with a layer of Vetbond (3 M). A circular (1 cm diameter, 1 mm height) titanium implant with a counter bore (8 mm outer diameter and 6 mm through hole) was affixed to the skull with Metabond dental cement (Parkell) centered on − 2.75 mm (lateral) and − 2.25 mm (posterior) from bregma over the lateral portion of primary visual cortex of the left hemisphere. The mouse was transferred to a head clamp device designed to firmly hold the metal implant by an angled groove around its perimeter (this same head clamp device design was used to hold the animal under the OCT and thus had micron-level stability). A circular craniotomy was performed using a high-speed drill by slowly drilling away bone within the perimeter of the through hole of the implant. Once the bone was as thin as possible, but before drilling all the way through the bone, the remaining intact bone was pulled away with forceps to reveal the underlying cortex with the dura fully intact. Since these mice were initially intended for fluorescence imaging in a different project, not the subject of the present manuscript, injections of 0.5 μl of AAV8-CaMKIIα-GCaMP6m-p2A-ChRmine-Kv2.1 were performed with a 25 μm tip glass pipette (in vivo two photon imaging confirmed little to no fluorescence expression from the virus before transferring the mice to the OCT protocols). Afterward, a 4 mm glass coverslip affixed with UV-cured optical glue (Newport) to a titanium cannula of the same diameter (the cannula also had an ~ 8 mm flange at the top before transferring the mice to the OCT protocols). Afterward, a 4 mm glass coverslip affixed with UV-cured optical glue (Newport) to a titanium cannula of the same diameter (the cannula also had an ~ 8 mm flange at the top before transferring the mice to the OCT protocols). Afterward, a 4 mm glass coverslip affixed with UV-cured optical glue (Newport) to a titanium cannula of the same diameter (the cannula also had an ~ 8 mm flange at the top before transferring the mice to the OCT protocols). Afterward, a 4 mm glass coverslip affixed with UV-cured optical glue (Newport) to a titanium cannula of the same diameter (the cannula also had an ~ 8 mm flange at the top before transferring the mice to the OCT protocols).

Imaging system. All OCT images were acquired using a commercial spectral-domain OCT system (GAN220, Thorlabs, Newton, NJ), with a center wavelength of 900 nm and 200 nm bandwidth. The system was outfitted with a 20 x water immersed Olympus lens (UMPLFLN20XW), which provides a theoretical axial resolution of 2 μm (FWHM) in tissue, a theoretical lateral resolution of 0.76 μm (FWHM), an effective numerical aperture of 0.5, and ~ 11 μm depth of field. The OCT spectrometer acquires 2048 samples for each A-scan at a rate of 91 kHz. The OCT volumes were scanned in a field-of-view of 0.7 mm by 0.7 mm without significant signal loss at the edges of the scan.

Imaging protocol. Mice were imaged approximately 9 months after the implantation of the cranial window. The mice were anesthetized with 2% isoflurane and placed in a custom head clamp device (under 2% isoflurane) that was originally designed for two-photon imaging with micron-level stability31, and was adapted to hold the animal under the OCT at the same conditions. The head-clamp was placed on an XYZ translation stage (Thorlabs, Newton, NJ), moving in the z-direction only, for multiple volume imaging, with the interval between two consecutive focal plains set to 10 μm. The 10 μm step was optimized to minimize the scanning time while sampling tight enough (smaller than the effective Rayleigh length) in order to preserve high lateral resolution. As such, approximately 50 volumes were acquired in each imaging session, at 1 μm pixel resolution, using a refractive index of 1.33, and a field of view of 0.7 mm by 0.7 mm, resulting in a total of 1000 b-scans for each individual volume and a total imaging time of ~ 40 min for all volumes (~ 50,000 total b-scans). Three imaging sessions were completed at three different days: Day 1, Day 8, and Day 10.

Feature segmentation algorithm. All brain volume processing and further analysis were performed with Matlab (MathWorks, Natick, MA). Visualization of brain volume and individual slices was done using ImageJ47. The feature segmentation algorithm is based on one-layer convolutional neural network principles as follows: (1) individual en face slices were convolved with a circular kernel (2) a 99.5% value threshold was applied to each individual en face from step 1. (3) 3D morphological thresholding was applied to the entire volume to reconstruct a 3D CNS cell body mask, under three conditions: (a) A cell body must appear in at least three consecutive axial slices, meaning having a minimum depth of 4 μm, and a maximum depth equal to its...
diameter. (b) Cell body’s volume should not exceed the volume of the same radius sphere, and (c) its axial spread should not exceed twice its diameter. Our feature segmentation algorithm, which acts as a classifier, identifies a CNS cell body with 81% accuracy (or PPV, see Supplementary Fig. S5), meaning a low false discovery rate. However, our classifier only captures 54% of the cells between two or more time points (low sensitivity). Source code openly available at: https://github.com/lautman/OCT2BrainSegmentation.

Iterative closest point registration algorithm. To register the three time points together and track the same CNS cell bodies, we applied a rigid-body registration, followed by an elastic one. The first step was applying a course registration scheme, using Matlab (MathWorks, Natick, MA) by matching blood vessels (using OCT en face image). All three time points were registered to the Day 8 OCT volume (Day 1 to Day 8, and Day 10 to Day 8, see Supplementary Fig. S3). The second step was to fine-tune each registration using Iterative Closest Point (ICP) method, computing the rigid-body transformation between CNS cell bodies’ centers (based on our 3D CNS cell body mask, see Supplementary Fig. S3), assuming that registered cells are less than 10 μm apart. The final step was about enabling elastic registration, in the form of a flexible ICP registration. We divided each volume into smaller sub-volumes of 50 μm³ and registered independently each one, using ICP, only if a voxel was containing > 10 cells (see Supplementary Fig. S3), else we kept the fine registration as is. Registered cells were less than 10 μm apart. Additionally, we applied quadratic smoothing between sub-volumes for a consistent smooth elastic transformation between volumes, to track temporal brain’s elasticity (Fig. 4a). An example result of the elastic registration can be seen in Supplementary Fig. S5, where a Venn diagram represents the CNS cell bodies segmented in each day and the resulting registration with the other days.

Data availability

The datasets used and analyzed during the current study available from the corresponding author on reasonable request. Source code openly available at: https://github.com/lautman/OCT2BrainSegmentation.

Received: 21 December 2021; Accepted: 6 June 2022
Published online: 30 July 2022

References

1. Ero, C., Gewaltig, M. O., Keller, D. & Markram, H. A cell atlas for the mouse brain. Front. Neuroinform. 12, 84. https://doi.org/10.3389/fninf.2018.00084 (2018).
2. Niel, C. M. Cell types, circuits, and receptive fields in the mouse visual cortex. Annu. Rev. Neurosci. 38, 413–431. https://doi.org/10.1146/annurev-neuro-071714-033807 (2015).
3. Seabrook, T. A., Burbridge, T. J., Crair, M. C. & Huberman, A. D. Architecture, function, and assembly of the mouse visual system. Annu. Rev. Neurosci. 40, 499–538. https://doi.org/10.1146/annurev-neuro-071714-033842 (2017).
4. Sanz, E. et al. Cell-type-specific isolation of ribosome-associated mRNA from complex tissues. Proc. Natl. Acad. Sci. USA 106, 13939–13944. https://doi.org/10.1073/pnas.0907143106 (2009).
5. Zarwala, H. A. et al. A cre-dependent GCAMP3 reporter mouse for neuronal imaging in vivo. J. Neurosci. 32, 3131–3141. https://doi.org/10.1523/JNEUROSCI.4469-11.2012 (2012).
6. Zhang, M. D. et al. Neuronal calcium-binding proteins 1/2 localize to dorsal root ganglia and excitatory spinal neurons and are regulated by nerve injury. Proc. Natl. Acad. Sci. USA 111, E1149–1158. https://doi.org/10.1073/pnas.1403218111 (2014).
7. Renier, N. et al. iDISCO: a simple, rapid method to immunoabla large tissue samples for volume imaging. Cell 159, 896–910. https://doi.org/10.1016/j.cell.2014.01.010 (2014).
8. Alexander, G. M. et al. Remote control of neuronal activity in transgenic mice expressing evolved G protein-coupled receptors. Neuron 63, 27–39. https://doi.org/10.1016/j.neuron.2009.06.008 (2009).
9. Emiliani, V., Cohen, A. E., Deisseroth, K. & Hauser, M. All optical interrogation of neural circuits. J. Neurosci. 35, 13917–13926. https://doi.org/10.1523/JNEUROSCI.2916-15.2015 (2015).
10. Gutierrez-Chico, J. L. et al. Optical coherence tomography: from research to practice. Eur. Heart J. Cardiovasc. Imaging 13, 370–384. https://doi.org/10.1093/ehjci/jes025 (2012).
11. Hagag, A. M., Gao, S. S., Jia, Y. & Huang, D. Optical coherence tomography angiography: Technical principles and clinical applications in ophthalmology. Taiwan J. Ophthalmol. 7, 115–129. https://doi.org/10.4103/tojio.oj.31_17 (2017).
12. Wang, Y., Bower, B. A., Izatt, J. A., Tan, O. & Huang, D. Retinal blood flow measurement by circumpapillary Fourier domain Doppler optical coherence tomography. J. Biomed. Opt. 13, 064003. https://doi.org/10.1117/1.2999840 (2008).
13. Yasuno, Y. et al. In vivo high-contrast imaging of deep posterior eye by 1-microm swept source optical coherence tomography and scattering optical coherence angiography. Opt. Express 15, 6121–6139. https://doi.org/10.1364/oe.15.061212 (2007).
14. Srinivasan, V. J. et al. Depth-resolved microscopy of cortical hemodynamics with optical coherence tomography. Opt. Lett. 34, 3086–3088. https://doi.org/10.1364/OL.34.003086 (2009).
15. Olsen, J., Holmes, J. & Jemec, G. B. Advances in optical coherence tomography in dermatology-a review. J. Biomed. Opt. 23, 1–10. https://doi.org/10.1117/1.JBO.23.4.049001 (2018).
16. War, B. et al. Applications and future directions for optical coherence tomography in dermatology. Br. J. Dermatol. 184, 1014–1022. https://doi.org/10.1111/bjd.19533 (2021).
17. Otis, L. L., Everett, M. J., Sathyan, U. S., Colston, B. W. Jr., Optical coherence tomography: a new imaging technology for dentistry. J. Am. Dent. Assoc. 131, 511–514, https://doi.org/10.14219/jada.archive.2000.0210 (2000).
18. Shimada, Y., Sadr, A., Sumi, Y. & Tagami, H., Application of optical coherence tomography (OCT) for diagnosis of caries, cracks, and defects of restorations. Curr. Oral Health Rep. 2, 73–80. https://doi.org/10.1007/s40496-015-0045-2 (2015).
19. Juarz-Chambi, R. M. et al. AI-assisted in situ detection of human glioma infiltration using a novel computational method for optical coherence tomography. Clin. Cancer Res. 25, 6329–6338. https://doi.org/10.1158/1078-0432.Ccr-19-0854 (2019).
20. Kut, C. et al. Detection of human brain cancer infiltration ex vivo and in vivo using quantitative optical coherence tomography. Sci. Transl. Med. https://doi.org/10.1126/scitranslmed.3010611 (2015).
21. Yaskoc, B. J., Fukushima, D., Jain, R. K. & Bouma, B. E. Cancer imaging by optical coherence tomography: preclinical progress and clinical potential. Nat. Rev. Cancer 12, 363–368. https://doi.org/10.1038/nrc3235 (2012).
22. van Manen, L. et al. The clinical usefulness of optical coherence tomography during cancer interventions. J. Cancer Res. Clin. Oncol. 144, 1967–1990. https://doi.org/10.1007/s00432-018-2690-9 (2018).
23. Yashin, K. S. et al. Cross-polarization optical coherence tomography for brain tumor imaging. Front. Oncol. 9, https://doi.org/10.3389/fonc.2019.00201 (2019).
24. Alnag, I. E. et al. Full-field swept-source optical coherence tomography and neural tissue classification for deep brain imaging. J. Biophoton. 13, e201906083. https://doi.org/10.1002/jbio.201906083 (2020).
25. Augustin, A. J., Aitorf, J. The value of optical coherence tomography angiography (OCT-A) in neurological diseases. Diagnostics Basel https://doi.org/10.3390/diagnostics12020468 (2022).
26. Ibne Mokbul, M. Optical coherence tomography: basic concepts and applications in neuroscience research. J. Med. Eng. 2017, 3409327. https://doi.org/10.1155/2017/3409327 (2017).
27. Lebby, C., Radakrishnan, H. & Srinivasan, V. J. Volumetric imaging and quantification of cytoarchitecture and myeloarchitecture with intrinsic scattering contrast. Biomed. Opt. Express 4, 1978–1990. https://doi.org/10.1117/1.BIOE.4.10.1978 (2013).
28. Srinivasan, V. J., Radakrishnan, H., Jiang, J. Y., Barry, S. & Cable, A. E. Optical coherence microscopy for deep tissue imaging of the cerebral cortex with intrinsic contrast. Opt. Express 20, 2220–2239. https://doi.org/10.1364/OE.20.022220 (2012).
29. Marchand, P. J., Szlag, D., Bouwens, A. & Lasers, T. In vivo high-resolution cortical imaging with extended-focus optical coherence microscopy in the visible-NIR wavelength range. J. Biomed. Opt. 23, 1–7. https://doi.org/10.1117/1.JBO.23.3.036012 (2018).
30. Choi, W. J. & Wang, R. K. Swept-source optical coherence tomography powered by a 1.3-mm vertical cavity surface emitting laser enables 2.3-mm-deep brain imaging in mice in vivo. J Biomed Opt 20, 106004. https://doi.org/10.1117/1.JBO.20.10.106004 (2015).
31. Marshel, J. H. et al. Cortical layer-specific critical dynamics triggering perception. Science https://doi.org/10.1126/science.aaw52 02 (2019).
32. Winetraub, Y. et al. OCT2Hist: Non-invasive virtual biopsy using optical coherence tomography. medRxiv https://doi.org/10.1101/2021.03.31.21254733 (2021).
33. Assayag, O. et al. Imaging of non-tumorous and tumorous human brain tissues with full-field optical coherence tomography. Neuroimage Clin. 2, 549–557. https://doi.org/10.1016/j.nicl.2013.04.005 (2013).
34. Magnain, C. et al. Optical coherence tomography visualizes neurons in human entorhinal cortex. Neurophotonics https://doi.org/10.1117/1.NPh.2.1.015004 (2015).
35. Zhu, J., Freitas, H. R., Mazewa, J., Jin, L. W. & Srinivasan, V. J. 1700 nm optical coherence microscopy enables minimally invasive, label-free, in vivo optical biopsy deep in the mouse brain. Light Sci. Appl. 10, 145. https://doi.org/10.1038/s41377-021-00586-7 (2021).
36. Ben Arous, J. et al. Single myelin fiber imaging in living rodents without labeling by deep optical coherence microscopy (vol 16, 116012, 2011). J. Biomed. Opt. https://doi.org/10.1117/1.JBO.23.3.036012 (2018).
37. Marchand, P. J. et al. Visible spectrum extended-focus optical coherence microscopy for label-free sub-cellular tomography. Biomed. Opt. Express 8, 3343–3359. https://doi.org/10.1117/1.BioE.8.003343 (2017).
38. Yecies, D. et al. Speckle modulation enables high-resolution wide-field human brain tumor margin detection and in vivo murine neuroimaging. Sci. Rep. 9, 10388. https://doi.org/10.1038/s41598-019-45902-9 (2019).
39. Iuraga, S. C. et al. Convolutional networks can learn to generate affinity graphs for image segmentation. Neural Comput. 22, 511–538. https://doi.org/10.1162/neco.2009.10-08-881 (2010).
40. DeFelipe, J., Alonso-NÁndares, L. & Arelanno, J. I. Microstructure of the neocortex: comparative aspects. J. Neurocytol. 31, 299–316. https://doi.org/10.1023/A:1024130211265 (2002).
41. Keller, D., Ero, C. & Markram, H. Cell densities in the mouse brain: a systematic review. Front. Neuroanatomy https://doi.org/10.3389/fnana.2018.00083 (2018).
42. Laramee, M. E., Rockland, K. S., Prince, S., Bronchti, G. & Boire, D. Principal component and cluster analysis of layer v pyramidal cells in visual and non-visual cortical areas projecting to the primary visual cortex of the mouse. Cereb. Cortex 23, 714–728. https://doi.org/10.1097/cercor.bhs6806 (2013).
43. Meyer, H. S. et al. Inhibitory interneurons in a cortical column form hot zones of inhibition in layers 2 and 5A. Proc. Natl. Acad. Sci. U.S.A. 108, 16807–16812. https://doi.org/10.1073/pnas.1113648108 (2011).
44. Sloots, J. J., Biessels, G. J. & Zwanenburg, J. J. M. Cardiac and respiration-induced brain deformations in humans quantified with high-field MRI. Neuroimage 210, 116581. https://doi.org/10.1016/j.neuroimage.2020.116581 (2020).
45. Zhang, Y. D. et al. Advances in multimodal data fusion in neuroimaging: Overview, challenges, and novel orientation. Inf. Fusion 64, 149–187. https://doi.org/10.1016/j.infofus.2020.07.006 (2020).
46. Tamborski, S. et al. Extended-focus optical coherence microscopy for high-resolution imaging of the murine brain. Biomed. Opt. Express 7, 4400–4414. https://doi.org/10.1117/1.BioE.7.04.0400 (2016).
47. Schneider, C. A., Rasband, W. S. & Eliceiri, K. W. NIH Image to ImageJ: 25 years of image analysis. Nat Methods 9, 671–675. https://doi.org/10.1038/nmeth.2089 (2012).

Acknowledgements
This work was funded in part by grants from the United States Air Force (FA9550-15-1-0007), the National Institutes of Health (NIH DP5OD121719, K23CA211793), the National Science Foundation (NSF 1438340), the Damon Runyon Cancer Research Foundation (DF16-013), Claire Giannini Fund, the Susan G. Komen Breast Cancer Foundation (SAB15-00003), the Mary Kay Foundation (017-14), the Skippy Frank Foundation, the Donald E. and Delia B. Baxter Foundation, a seed grant from the Center for Cancer Nanotechnology Excellence and Translation (CCNE-T; NIH-NCI U54CA151459), the Stanford Bio-X Interdisciplinary Initiative Seed Grant (IIP6-43), and NSF graduate fellowship. Y.W. is grateful for a Stanford Bowes Bio-X Graduate Fellowship, A.d.l.Z. is a Chan Zuckerberg Biohub investigator and a Pew-Stewart Scholar for Cancer Research supported by The Pew Charitable Trusts and The Alexander and Margaret Stewart Trust. We thank C. Raja for technical assistance. Additionally, we would like to thank Peng Si, Edwin Yuan, Jingjing Zhao, and Lily Nguyen.

Authors contributions
Z.L. and Y.W. designed and interpreted the experiments, developed the algorithms and software supporting this project, and wrote the manuscript. E.B. provided help and insights on the project, performed, and assisted with cranial window preparations, and wrote the manuscript. Z.L., C.Y., and I.T. performed the experiments. A.C. and J.H.M. performed the cranial window procedure. A.d.i.Z. contributed to the overall design and direction of the research. The manuscript was written through contributions of all authors. All authors have given approval to the final version of the manuscript.

Competing interests
The authors declare no competing interests.
