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Abstract—This brief proposes an invariant manifold based output-feedback sliding mode control (SMC) strategy for systems with mismatched disturbances to achieve asymptotic tracking and disturbance rejection. Different from the existing output-feedback SMC methods, the invariant manifold is employed to transform the multiple mismatched disturbances into matched ones, which can provide full system dynamics for controller design to improve accuracy. An observer is developed to estimate unmeasurable states, then an output-feedback sliding mode controller is proposed. Moreover, the switching gain of the controller adaptively changes with the estimation error, which reduces chattering in SMC. Experiments on a converter-driven DC motor system verify the superiority of the proposed method.

Index Terms—Sliding mode control, output-feedback, mismatched disturbances, invariant manifold.

I. INTRODUCTION

SLIDING mode control has been paid much attention [1], [2] due to its robustness to matched uncertainties. References [3] and [4] propose sliding-mode neuro-controller and fractional-order SMC for systems with matched disturbances, respectively. However, mismatched disturbances widely exist in practical systems, such as spacecraft system [5], DC-DC converters [6] and so on. Various control approaches are developed to handle mismatched disturbances, such as integral SMC [7], disturbance observer-based approach [8], anti-disturbance bumpless transfer control [9]. The results are mostly implemented by full-state measurement, which would be difficult in practice due to cost and installation limitations. Therefore, it is of great importance to investigate output-feedback SMC to reject mismatched disturbances.

The existing output-feedback SMC methods are mainly divided into two categories. The first strategy is depending on the outputs directly or on an output-based dynamic compensator indirectly [10]. In [11], a rate bumpless transfer controller for switched linear system with output feedback is proposed using multiple Lyapunov functions and linear matrix inequality (LMI). Reference [5] investigates output-feedback SMC for spacecraft hovering system, and the robust stability in the sliding phase is derived from LMI. These approaches generally require that the controller gains are large enough to suppress disturbances, which sacrifices the nominal performance of the system. The second strategy is observer-based SMC [12], the key idea of which is taking \( n \)-th order differentiations of the output for a system with relative degree \( n \) and lumping all the rest dynamics except for the integral chain as lumped disturbances. Then, an observer is developed to reconstruct unmeasurable states. Reference [13] proposes a higher-order sliding mode observer to achieve output-feedback, but the controller is complicated especially for higher-order systems, which brings difficulties in implementation. Recently, extended state observer (ESO) [14] based output-feedback SMC is paid attention due to its simplicity in implementation [15], [16]. The existing observer-based method is relatively conservative. Since there is state information in the lumped disturbance, the observer poles should be relatively large to obtain satisfactory performance, which will lead to a drastic rise of observer gains and significant noise amplification especially for higher-order systems. As a result, the frequently switching in control signal will be serious, which has negative effects on the actuator [17].

By utilizing steady state of control input, [18] proposes a robust granular feedback linearization method to achieve asymptotic tracking and disturbance rejection, which requires full-state measurement or tracking differentiator in implementation. Inspired by [18] and the idea of invariant manifold in output regulation [19], this brief aims to address the aforementioned problems in output-feedback SMC as well as ensuring satisfactory control performance and disturbance rejection ability for systems subject to mismatched disturbances. The main contributions of this brief are summarized as follows: 1) the transformation based on the invariant manifold reduces the burden on the observer, which admits lower observer poles to achieve satisfactory performance, thus largely attenuates measurement noises; 2) the chattering problem in SMC can be attenuated to a large extent since the switching gain changes...
with the estimation error adaptively; 3) the proposed approach can effectively compensate the influence caused by unknown time-derivatives of the reference signal without any tracking differentiator, which leads to a more concise control structure and simple implementation.

II. PRELIMINARIES

Firstly, we recall the following lemma that will play an important role in the subsequent analysis.

**Lemma 1** [20]: Assume $A \in \mathbb{R}^{n \times n}$ is Hurwitz, then there exists a positive scalar $c > 0$ such that $\|e^{At}\| \leq \lambda_{\text{max}}(A)$, where $\lambda_{\text{max}}(A) = \max(\text{Re}(\lambda_i(A)))$.

### A. Problem Formulation

Consider a system with mismatched disturbances:

$$\dot{x} = Ax + Bu + \Omega, \quad y = Cx,$$

where $A = \begin{bmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n1} & a_{n2} & \cdots & a_{nn} \end{bmatrix}$, $B = \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}$, $C = \begin{bmatrix} 1, 0, \ldots, 0 \end{bmatrix}$ with $x = [x_1, x_2, \ldots, x_n]^T \in \mathbb{R}^n$, $u \in \mathbb{R}$ and $y \in \mathbb{R}$ are system states, control input and system output, respectively. $\Omega$ is the unknown exosystem with $\Omega = [\omega_1, \omega_2, \ldots, \omega_n]^T$, $\omega_i(i = 1, 2, \ldots, n)$ are unknown disturbances. The control objective is to design an output feedback sliding mode controller which drives system output $y(t)$ to asymptotically track reference signal $r(t)$.

#### B. Traditional Output-Feedback SMC

Suppose the relative degree of system (1) is $m$ with $m \leq n$. Taking $m$th-order derivatives of system output, one has

$$y^{(m)} = CA^nx + CA^{n-1}\Omega + \cdots + CA^{m-1}Bu. \quad (2)$$

Denote $\sigma = CA^nx + CA^{n-1}\Omega + \cdots + CA^{m-1}Bu$ as the lumped disturbance and $\kappa = CA^{n-1}B$. Letting $\nu = [\nu_1, \nu_2, \ldots, \nu_m, \nu_{m+1}]^T = [y, y, \ldots, y^{(m-1)}, \sigma]^T$, we have [16], [21]

$$\dot{\nu} = A_1\nu + B_1u + \Omega_1, \quad \nu_0 = C_1\nu,$$

where $A_1 = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix}$, $B_1 = \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}$, $\Omega_1 = \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}$, $\sigma$

$C_1 = \begin{bmatrix} 1, 0, \ldots, 0 \end{bmatrix}$. Based on (3), the observer is designed as

$$\dot{\hat{\nu}} = A_1\hat{\nu} + B_1u + L(C_1\nu - C_1\hat{\nu}), \quad (4)$$

where $L = [l_1, l_2, \ldots, l_{m+1}]^T$ are observer gains. The sliding manifold is designed as $s = \sum_{i=1}^{m} \beta_i\hat{\nu}_i$, where $\beta_i(i = 1, \ldots, m-1)$ are selected such that the polynomial $\lambda^{m-1} + \beta_m\lambda^{m-2} + \cdots + \beta_2\lambda + \beta_1$ is Hurwitz, $\beta_m = 1$. The output-feedback controller is given by

$$u = -\frac{1}{k} \left( \sum_{i=1}^{m} \beta_i\hat{\nu}_i + k_1\text{sgn}(s) + k_2s \right), \quad (5)$$

where $k_1 = \rho + |\nu_1 - \hat{\nu}_1| \sum_{i=1}^{m} l_i\beta_i, \rho > 0, k_2 > 0$.

### C. Motivations

The traditional output-feedback SMC can remove the offset caused by mismatched disturbances effectively. However, through the coordinate transformation given by (2) and (3), all unknown states are lumped into $\sigma$ including system states and disturbances. Large observer poles are required to obtain satisfactory performance, which needs large gains. It is natural that large gains will amplify measurement noises, and there will be high frequency fluctuations in estimations and control signal. The high frequency switching of controller may excite the unmodelled dynamics of the system and cause adverse effects on actuator and even destabilize the system.

III. MAIN RESULTS

### A. Controller Design

Motivated by [19], the steady states of system (1) can be determined by the following regulator equations:

$$\dot{\pi}_i(t) = \sum_{j=1}^{n} a_{ij}\pi_j(t) + \omega_i(t), \quad i = 1, 2, \ldots, n - 1,$$

$$\dot{\pi}_n(t) = \sum_{j=1}^{n} a_{nj}\pi_j(t) + \pi_u(t) + \omega_n(t), \quad 0 = \pi_1(t) - r(t), \quad (6)$$

where $\pi_i(t)(i = 1, 2, \ldots, n)$ and $\pi_u(t)$ represent the steady states of system states $x_i(i = 1, 2, \ldots, n)$ and the controller. Obviously, the regulator equations given by (6) are impossible to solve with unknown $\omega_i(t)$. To overcome this problem, this section will utilize observation technique and sliding mode theory to design a controller, which will only need the computable $\pi_1(t) = r(t)$.

According to system model (1) and (6), the invariant manifold is introduced as

$$\tilde{e} = x - \Pi, \quad (7)$$

where $\tilde{e} = [e_1, e_2, \ldots, e_n]^T, e_i = x_i(t) - \pi_i(t), i = 1, 2, \ldots, n$, $\Pi = [\pi_1(t), \pi_2(t), \ldots, \pi_n(t)]^T$. Based on the invariant manifold (7), system (1) can be transformed into

$$\dot{\tilde{e}} = A\tilde{e} + B(u - \pi_u(t)), \quad (8)$$

It can be observed from (8) that the mismatched disturbances in (1) are lumped into $\pi_u(t)$, which is matched disturbance and needs to be compensated in the controller.

**Assumption 1:** For system (8), the lumped disturbance $\pi_u$ and its derivative are supposed to be bounded and satisfy $\lim_{t \to \infty} \tilde{e}_u = 0$.

Denote $\varepsilon_{n+1}(t) = \pi_u(t)$ as an extended state. Let $\varepsilon = [\varepsilon^T, \varepsilon_{n+1}(t)]^T$. The augmented system is

$$\dot{\varepsilon} = \tilde{A}\varepsilon + \tilde{B}_u u + N\zeta, \quad (9)$$

where $\tilde{A} = \begin{bmatrix} A & -B \\ 0 & 0 \end{bmatrix}$, $\tilde{B}_u = \begin{bmatrix} B \\ 0 \end{bmatrix}$, $\tilde{C} = \begin{bmatrix} C, 0 \end{bmatrix}$, $N = \begin{bmatrix} 0 & 1 \end{bmatrix}$, $\zeta = \pi_u(t)$. 

Based on (9), an extended state observer is designed as
\[
\hat{\dot{e}} = \hat{\mathbf{A}}\hat{e} + \hat{\mathbf{B}}_o u + \mathbf{L}(x_1 - \pi_1 - \hat{e}),
\]
\[
\hat{\dot{e}} = \hat{\mathbf{C}}\hat{e},
\]
(10)
where \(\hat{\dot{e}} = [\hat{\dot{e}}_1, \hat{\dot{e}}_2, \ldots, \hat{\dot{e}}_{n+1}]^T\), \(\hat{\dot{e}}_1, \hat{\dot{e}}_2, \ldots, \hat{\dot{e}}_{n+1}\) are estimations of \(e_1, e_2, \ldots, e_{n+1}\) in (9), and \(\mathbf{L} = [l_1, l_2, \ldots, l_{n+1}]^T\) are observer gains to be determined. The sliding manifold is designed as
\[
s = \sum_{i=1}^{n} \beta_i\hat{e}_i,
\]
(11)
with \(\beta_n = 1\) and \(\beta_i(i = 1, 2, \ldots, n - 1)\) are parameters to be designed. The sliding mode controller is constructed as
\[
u = -\sum_{i=1}^{n} \sum_{j=1}^{n} \beta_i a_i \hat{e}_j - k_1 \text{sgn}(s) - k_2 s,
\]
(12)
where \(k_1 = \rho + |x_1 - \pi_1 - \hat{e}_1| \sum_{i=1}^{n} \beta_i l_i, k_2 > 0\), and \(\rho > 0\).

Remark 1: The solutions of the regulator equations (6) are not needed in implementation. From the invariant manifold (7), the augmented system (9), the observer and controller given by (10)-(12), it is known that although we cannot calculate \(\pi_i(t), i = 2, 3, \ldots, n\) due to the presence of unknown disturbances, the controller can be implemented based on the invariant manifold and observation technique.

B. Stability Analysis

Taking the derivative of the sliding manifold along (11) and substituting observer (10) and controller (12), one obtains
\[
\dot{s} = \beta_1 \dot{\hat{e}}_1 + \beta_2 \dot{\hat{e}}_2 + \ldots + \hat{\dot{e}}_n,
\]
\[
= \sum_{i=1}^{n-1} \beta_i \left( \sum_{j=1}^{n} a_{ij} \hat{e}_j + l_i (x_1 - \pi_1 - \hat{e}) \right)
+ \sum_{j=1}^{n} a_{ij} \dot{\hat{e}}_j + l_i (x_1 - \pi_1 - \hat{e}) + u
= -k_1 \text{sgn}(s) - k_2 s + \sum_{i=1}^{n} \beta_i l_i (x_1 - \pi_1 - \hat{e}).
\]
(13)
Define a candidate Lyapunov function \(V = \frac{1}{2}s^2\). Taking derivative of \(V\) and substituting (13), we have
\[
\dot{V} = s\dot{s} \leq -k_1 |s| - k_2 s^2 + |x| \sum_{i=1}^{n} \beta_i l_i (x_1 - \pi_1 - \hat{e})
< -\rho |s| - k_2 s^2 = -\sqrt{2}\rho V^{1/2} - 2k_2 V.
\]
(14)
Therefore, system states will reach the sliding manifold in a finite time \(T_r\) with \(T_r \leq \frac{1}{\rho} \ln(1 + \frac{\sqrt{2}\rho}{\rho} V^{1/2}(s(0)))\) [1].

Denote \(\tilde{\dot{e}} = \varepsilon - \hat{\dot{e}} = [\tilde{\dot{e}}_1, \tilde{\dot{e}}_2, \ldots, \tilde{\dot{e}}_n]^T\). Once the sliding manifold is reached, one has \(s = \sum_{i=1}^{n} \beta_i \hat{e}_i = 0\), then
\[
\varepsilon_n = \tilde{\varepsilon}_n + \hat{\varepsilon}_n = \tilde{\varepsilon}_n - \sum_{i=1}^{n-1} \beta_i (\varepsilon_i - \hat{\varepsilon}_i).
\]
(15)
Denote \(\tilde{e}_{n-1} = [\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_{n-1}]^T\), \(\zeta = [\varepsilon_{n-1}^T, \tilde{\varepsilon}_n^T]^T\). The closed-loop system is written in the following compact form
\[
\dot{\zeta} = \Theta \zeta + \Psi \xi,
\]
(16)
where \(\Theta = \begin{bmatrix} \hat{\mathbf{A}} & \mathbf{a}_n \mathbf{\beta} \end{bmatrix}, \Psi = \begin{bmatrix} 0_{(2n-2) \times 1} \end{bmatrix}\), \(\hat{\mathbf{A}} = \hat{\mathbf{A}} - L\mathbf{\tilde{C}}, \mathbf{\beta} = \begin{bmatrix} \beta_1, \beta_2, \ldots, \beta_{n-1}, a_n \end{bmatrix}\), \(a_n = [a_{1n}, a_{2n}, \ldots, a_{n(n-1)}]^T\).

Based on the analysis above, we have the following theorem.

Theorem 1: For bounded \(\xi\), if the observer gains in (10) and the controller parameters in (11) are chosen such that \(\hat{\mathbf{A}} - L\mathbf{\tilde{C}}\) and \(\mathbf{\tilde{C}}\) are Hurwitz matrices, then the output tracking error of system (1) and the estimation errors will converge to a bounded neighbourhood of the origin and the ultimate bound can be made arbitrarily small. If \(\xi\) tends to zero as time goes to infinity, then the closed-loop system (16) is globally exponentially stable.

Proof: By the input-to-state stability (ISS) [22], there exist a class of \(\mathcal{K}\) function \(\alpha_1\) and a class of \(\mathcal{K}\) function \(\alpha_2\) such that for any initial state \(\xi(0)\) and bounded \(\xi(t)\), the solution of system (16) satisfies \(\|\xi(t)\| \leq \alpha_1(\|\xi(0)\|, t) + \alpha_2(\sup_{0 \leq t \leq \tau} \|\xi(t)\|)\) and \(\|\xi(\infty)\| \leq \alpha_2(\delta) \leq \infty\) with \(\|\xi(t)\| \leq \delta, \delta > 0\). Therefore, the output tracking error and the estimation errors are bounded.

Along (9), (10) and (16), the observer estimation error subsystem is depicted by
\[
\dot{\tilde{e}} = (\hat{\mathbf{A}} - L\mathbf{\tilde{C}})\tilde{e} + N_\xi.
\]
(17)
According to the comparison lemma [22], we have
\[
\tilde{e}(t) = e^{(\hat{\mathbf{A}} - L\mathbf{\tilde{C}}) t}\tilde{e}(0) + \int_{0}^{t} e^{(\hat{\mathbf{A}} - L\mathbf{\tilde{C}})(t-s)} N_\xi(s) ds.
\]
Without loss of generality, the observer poles are set as \(\omega_o < 0\). Combining Lemma 1, one obtains
\[
\|\tilde{\varepsilon}(t)\| \leq \int_{0}^{t} \|e^{(\hat{\mathbf{A}} - L\mathbf{\tilde{C}})(t-s)}\| \|N\| \|\xi(s)\| ds + \|e^{(\hat{\mathbf{A}} - L\mathbf{\tilde{C}}) t}\| \|\tilde{\varepsilon}(0)\|
\leq \delta \int_{0}^{t} c_2 e^{\omega_o (t-s)} ds + c_1 e^{\omega_o t} \|\tilde{\varepsilon}(0)\|
\leq 2\delta c_2 (1 - e^{\omega_o t}) \|\tilde{\varepsilon}(0)\| + c_1 e^{\omega_o t} \|\tilde{\varepsilon}(0)\|.
\]
(19)
where \(c_1\) and \(c_2\) are positive constants. When time goes to infinity, there is \(\lim_{t \to \infty} \|\tilde{\varepsilon}(t)\| = \frac{2\delta c_2}{\omega_o} \|\tilde{\varepsilon}(0)\|\). If the observer gains are chosen such that the matrix \(\hat{\mathbf{A}} - L\mathbf{\tilde{C}}\) is Hurwitz, then the estimation errors are bounded and can be arbitrarily small by amplifying the observer poles.

From (16), the state subsystem is
\[
\dot{\hat{e}}_{n-1} = \hat{\mathbf{A}}\hat{e}_{n-1} + a_n \beta \tilde{e}_n.
\]
(20)
Based on the comparison lemma [22], we have
\[
\hat{e}_{n-1}(t) = e^{\hat{\mathbf{A}} t}\hat{e}_{n-1}(0) + \int_{0}^{t} e^{\hat{\mathbf{A}}(t-s)} a_n \beta \tilde{e}(s) ds.
\]
(21)
Denote a positive constant $h = \|a_n\| \|\beta\| \|\tilde{e}\|$. The poles of $\tilde{A}$ are set as $\omega_c < 0$. Similar with (19), it gets
\[
\|\tilde{e}_{n-1}(t)\| \leq m_1 e^{\frac{2m_2}{\omega_c}} \|\tilde{e}_{n-1}(0)\| + \frac{2m_2 h}{\omega_c} (1 - e^{\frac{2m_2}{\omega_c}}),
\]
with $m_1, m_2 > 0$. Therefore, we have $\lim_{t \to \infty} \|\tilde{e}_{n-1}\| = \frac{2m_2 h}{\omega_c}$. Noting that the ultimate bound for $\|\tilde{e}\|$ can be made arbitrarily small by choosing sufficiently large $\omega_c$, the ultimate bound for the tracking error can be made arbitrarily small.

Furthermore, if $\zeta(t)$ tends to zero as $t$ tends to infinity, according to [23], we have
\[
\lim_{t \to \infty} \tilde{e}(t) = \lim_{s \to 0} \tilde{E}(s) = \lim_{s \to 0} [sI - (\tilde{A} - L\tilde{C})^{-1}N\tilde{L}\zeta(t)] = \lim_{s \to 0} [sI - (\tilde{A} - L\tilde{C})]^{-1}N \cdot \lim_{t \to \infty} \zeta(t) = 0. \quad (23)
\]
Then, based on the above result, one has
\[
\lim_{t \to \infty} \tilde{e}_{n-1}(t) = \lim_{s \to 0} (sI - \tilde{A})^{-1} a_n C \sum_{i=1}^{n} \tilde{b}_i \tilde{e}_i(t)) = \lim_{s \to 0} (sI - \tilde{A})^{-1} a_n \lim_{t \to \infty} \sum_{i=1}^{n} \tilde{b}_i \tilde{e}_i(t) = 0. \quad (24)
\]
Taking (15) in mind, one obtains
\[
\lim_{t \to \infty} \epsilon_n(t) = \lim_{s \to 0} \tilde{e}_n - \lim_{t \to \infty} \sum_{i=1}^{n-1} \beta_i \epsilon_i + \lim_{t \to \infty} \sum_{i=1}^{n-1} \tilde{b}_i \tilde{e}_i = 0. \quad (25)
\]
Since $\epsilon_1 = x_1 - r(t)$, we have $\lim \gamma(t) = r(t)$. Therefore, the system output tracks the desired signal asymptotically.

The control structure of the proposed method in implementation is shown in Fig. 1.

IV. APPLICATIONS

A converter-driven DC motor system shown in Fig. 2 is employed in experiments, and the mathematical model is
\[
\begin{align*}
\frac{du}{dt} &= -\frac{v_0}{L} + \frac{E}{L} \mu, \\
\frac{dv_x}{dt} &= \frac{C}{RC} - \frac{v_0}{RC} - \frac{i_x}{C}, \\
\frac{di_x}{dt} &= \frac{v_0}{La} - \frac{R_a}{La} i_x - \frac{k_v}{La} \omega, \\
\frac{d\omega}{dt} &= \frac{k_m}{J} i_x - \frac{b}{J} \omega - \frac{\tau_L}{J},
\end{align*}
\]
where $i_L$ is the converter inductor current, $v_0$ the converter output voltage, the duty ratio $\mu \in [0, 1]$ is the control input, $i_a$ is the armature circuit current, $\omega$ the angular velocity of DC motor. $\tau_L$ is the unknown load torque, which is the mismatched disturbance. The physical meanings and nominal values of the parameters are listed in Table I.

In experiments, the traditional output-feedback SMC is employed for comparisons, which is designed following the process given by (2)-(5). The proposed controller is
\[
\mu = -\frac{E}{L} \left[ -\left( \frac{1}{L} \hat{\epsilon}_1 + \frac{E}{L} \hat{\epsilon}_5 \right) + \beta_2 \left( \frac{1}{C} \hat{\epsilon}_1 - \frac{1}{RC} \hat{\epsilon}_2 - \frac{1}{C} \hat{\epsilon}_3 \right) + \beta_3 \left( \frac{1}{La} \hat{\epsilon}_2 - \frac{R_a}{La} \hat{\epsilon}_3 - \frac{k_v}{La} \hat{\epsilon}_4 \right) + \beta_4 \left( \frac{k_m}{J} \hat{\epsilon}_3 - \frac{b}{J} \hat{\epsilon}_4 \right) + k_1 \text{sgn}(s) + k_2 s \right]
\]
with the sliding manifold $s = \hat{\epsilon}_1 + \beta_2 \hat{\epsilon}_2 + \beta_3 \hat{\epsilon}_3 + \beta_4 \hat{\epsilon}_4$, and $k_1 = \rho + (\omega - \omega_s) - \hat{\epsilon}_4 \sum_{i=1}^{n} \beta_i \mu, \rho > 0, k_2 > 0$. The estimations are obtained from the observer based on (10). The observer poles of the two methods are set as $\omega_0 = -500$ and the controller poles in the proposed method are $\omega_c = -150$ and $\omega_c = -300$ in the traditional method.

Fig. 3 shows the experimental results in tracking sinusoidal reference signal $\omega_s = 80 + 75 \sin(2\pi t)$ rad/s. It can be observed
that larger poles are required for traditional method to obtain similar tracking performance with the proposed controller. As shown in Fig. 3(c) and Fig. 3(f), the frequently switching in control signal provided by the traditional method is more serious than the controller proposed in this brief. In experimental results shown by Fig. 4, the unknown time-varying load torques are imposed on motor shaft. The reference signal is 150rad/s, and the unknown load torque changes from 0 to τ_L = 0.05sin(2πt) + 0.05(N·m) at 2s. The proposed controller provides much smaller speed fluctuations than the traditional method, which validates the better disturbance rejection ability of the proposed method.

V. CONCLUSION

An invariant manifold based output-feedback SMC method has been proposed in this brief for systems with mismatched disturbances. An observer has been designed to reconstruct unmeasurable states by means of the augmented state observer based control for systems with mismatched uncertainties, IEEE Trans. Ind. Electron., vol. 59, no. 12, pp. 4792–4802, Dec. 2012.
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