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CWcollab: Presenting multimedia with web-based context-aware collaboration
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1. Introduction

Real-Time Collaboration (RTC) is gaining significant popularity during the COVID-19 pandemic period. It is usually essential for geographically dispersed teams to have a collaboration tool. Thanks to the distributed and rapidly increasing volume of data and expeditious development of modern web browsers, an organized web-based group-aware platform supporting collaboration among a large number of users is necessary. In such RTC platforms, not only are the artifacts of multimedia shared but also the controls on the artifacts are broadcast and synchronized.

Some of the pioneering work, such as GroupSketch [1], Video-Whiteboard [2], and Liveboard [3], implemented collaborative multimedia systems by capturing users' drawings and projecting them to remote screens. Based on the same technology, various screen sharing products, such as Zoom, Cisco WebEx, and Google Meet, were developed and are now widely used. Recently, with the rapid development of modern web technologies, capturing and projecting users' drawings were applied to lots of web-based collaboration tools including Collabode [4], RichReview++ [5], and Tele-Board [6].

To our knowledge, even though various web-based groupware tools have been developed for versatile purposes such as whiteboard drawing and document editing, no systems can integrate these functionalities to suit general-purpose multimedia collaboration. Kim et al. [7] made a valuable contribution in this direction that they proposed an Model-View-Controller (MVC) architecture for ubiquitous collaboration. Their tool still only handled static media like whiteboard drawings and images, without effectively working on other types of media with dynamic contents such as videos and web pages.

Furthermore, for current popular screen sharing products, both the contents of the media and manipulations on the media in a specific session are transmitted by capturing the display continuously, leading to large consumption of network bandwidth. This poses challenges for large geographically dispersed teams with an unstable network quality.

By contrast, we propose to split the contents of a presentation into static media resources and dynamic actions. The static media resources, for example, a video or a PDF document, can be transmitted to attendees beforehand; and the dynamic events occurring in a session such as muting a video are broadcast and synchronized on the fly. As a result, a collaboration session is organized as the combination of static materials and dynamic events encapsulated in an event-driven stream of messages. With these messages, we also implement the precise recording and replay of collaboration events, differentiating our work from traditional collaboration platforms.
To cover the research gaps in prior work mentioned above, we propose a context-aware web-based collaborative multimedia system—CWcollab. Specifically, our contributions are:

1. A general-purpose collaborative multimedia system.
   - Support for general multimedia. Not only static media (PDF documents, images, etc.) but also dynamic media (videos, web pages, etc.), is supported in CWcollab. This notable feature differentiates our work from prior work, as illustrated in Table 1.
   - Support for general events. All actions in a session are captured as events, sent and handled on the fly. This also indicates the system is open to other possible extensions in a plugin pattern. A developer can add supports for various events of collaboration on different kinds of media following our uniform interface, demonstrated in Section 3.1.
   - Support for general environment. Our system is totally web-based. Users can access the system from various platforms, including desktops, tablets, and mobile devices, as long as web browsers are supported. This significantly eliminates the complexity of setup on different platforms.

2. An object-prioritized context-aware approach to capture and replay media actions for rich functionalities with low network bandwidth consumption.
   - Object-prioritized media controls. To our knowledge, most web-based collaboration tools are position-based or proportion-based, which implies that media controls are synchronized through absolute or relative positions. However, many websites have applied the responsive web design, where the user interface is automatically adjusted on various devices with various screen sizes. This poses challenges for capturing and replaying events with the traditional position-based approach. By contrast, in CWcollab, media controls are related to media objects. We propose an object-prioritized hybrid synchronization approach, representing each action in simple messages, discussed in Section 3.3.
   - Rich functionalities. As each media control is represented by a simple message, CWcollab also supports rich interactive functionalities for collaboration and presentation such as material preparation, real-time synchronization, and precise replay of a session.
   - Low network traffic consumption. The usage of an object-prioritized approach also implies that CWcollab has a very low bandwidth usage, compared with current video conferencing tools. Some tools fall in the former category. For example, Han et al. [16] implemented a comparison study on three groupware tools: desktop-based Java tool XCHIPS [17], browser-based Adobe Flash application ThinkTank, and browser-based AJAX system PowerMeeting. They claimed that the last one has advantages in features, user interface, usefulness, etc. over the others. Moreover, Pimentel et al. [18] studied WebSocket, polling and long polling. They claimed that WebSocket has an obvious lower latency than the others.

Web-based collaboration systems could be categorized into two types, depending on users share one screen or each has his/her own display. Some tools fall in the former category. For example, Han et al. [19] proposed a unified XML framework for multi-device collaborative web-browsing. Schmid et al. [20] employed this XML format to develop a web-based interactive collaborative environment. To our knowledge, most of the current web-based collaboration tools are of the latter category, and this type of collaboration has been applied to various domains. For example, Google Docs and Etherpad are both rather mature products which enable real-time document editing collaboration.

2. Related Work

Real-Time Collaboration is usually considered as a subdomain of Computer Supported Cooperative Work (CSCW). Previously, people achieved basic remote collaboration by means of video/audio calls. While, it is obvious that this form of communication can only allow very preliminary cooperation. Afterwards, researchers developed more complicated collaborative applications. Some of the pioneer work includes GroupSketch [1], VideoWhiteboard [2], and Liveboard [3]. In these preliminary systems, users and their drawings are captured by cameras, transmitted and projected to remote screens. Another example is the Jazz project, developed by Cheng et al. [8]. It brings collaboration into programming bounded with Eclipse, via screen sharing. An issue of these systems is that real contents are not transmitted, so they lack the flexibility to provide interaction among people geographically dispersed.

Subsequently, researchers developed more elaborate native desktop collaborative applications. For instance, Booth et al. [9] proposed a “mighty mouse” multi-screen collaboration tool, which provides smooth mouse movement cross platform, via Virtual Network Computing (VNC) protocol. Wu et al. [10] created Software Design Board (SDB), which is a prototype collaborative software design tool. Callaghan et al. [11] leveraged the client-server architecture to create a collaborative learning environment, implemented in .NET remote services. Gallardo et al. [12] presented a collaborative modeling tool, integrated with Eclipse. A drawback of this kind of systems is that they usually require complicated setups on different platforms, due to distinct platform-specific implementations.

Recently, with the significant enhancement of modern web browsers, especially with the advent of technologies brought from HTML5 [13] standard, such as WebSocket [14], researchers began to consider web browsers as the backbone for real-time collaboration applications. Gutwin et al. [15] performed elaborate experiments on collaboration with three approaches: XMLHttpRequest (XHR), WebSocket and Java Applet. They claimed that WebSocket has a relatively high performance on various platforms including mobile devices. Similarly, Megan et al. [16] implemented a comparison study on three groupware tools: desktop-based Java tool XCHIPS [17], browser-based Adobe Flash application ThinkTank, and browser-based AJAX system PowerMeeting. They claimed that the last one has advantages in features, user interface, usefulness, etc. over the others. Moreover, Pimentel et al. [18] studied WebSocket, polling and long polling. They claimed that WebSocket has an obvious lower latency than the others.

Web-based collaboration systems could be categorized into two types, depending on users share one screen or each has his/her own display. Some tools fall in the former category. For example, Han et al. [19] proposed a unified XML framework for multi-device collaborative web-browsing. Schmid et al. [20] employed this XML format to develop a web-based interactive collaborative environment. To our knowledge, most of the current web-based collaboration tools are of the latter category, and this type of collaboration has been applied to various domains. For example, Google Docs and Etherpad are both rather mature products which enable real-time document editing collaboration.

Table 1
Comparison of multimedia collaboration system features.

| Document editing | Web browsing | Whiteboard | Image annotation | Video watching | Video annotation |
|------------------|--------------|------------|-----------------|----------------|-----------------|
| Google Docs      | ✓            |            | X               |                | X               |
| Google Meet      | X            | ✓          | ✓               |                | X               |
| SpreadVector [21]| X            | ✓          | ✓               |                | ✓               |
| Collaboard [26]  | X            |            | ✓               |                | X               |
| Kim et al. [7]   | X            |            | ✓               |                | ✓               |
| CWcollab         | X*           | ✓          | ✓               |                | ✓               |

*: Although CWcollab does not support fully-functional collaborative document editing, it does support collaborative annotation and manipulations on PDF documents.
for multiple users. Fetter et al. [21] created a collaborative web browsing tool distilling the concept of lightweight interference, transitions, and adoptions. Goldman et al. [4] created a Web IDE, Collabode, for real-time collaborative coding. It could also synchronize errors during programming. Chen et al. [22] proposed a framework for multiplayer online games with the help of WebGL and WebSocket. Ocaya [23] proposed a framework for collaborative remote experimentation, with a web browser interface. Yoon et al. [5] designed RichReview++ to support collaborative annotation system, especially for teaching purposes. Binda et al. [24] developed a photo-sharing system to stay aware of family members’ health. Boronat et al. [25] created Wersync, a web-based platform to enable collaborative social viewing.

Meanwhile, by utilizing modern HTML5 technologies, some researchers are devoted to integrate collaboration into traditional video conferencing products. For instance, Knuz et al. [26] created a device named CollaBoard which supports remote collaborative whiteboard based on video conferencing. To enhance the convenience of setup and usage, recently, Wenzel et al. [6] developed Tele-Board to provide web-based real-time collaboration combined with WebRTC-based video conferencing. They embedded the video in an iframe element on web browsers and adhered a drawing layer on top of the video to hold shared artifacts in the workspace. Chang et al. [27] proposed AlphaRead to support collaborative annotation in video-based objects.

With the boosted development of artificial intelligence in the recent decade, we also witnessed research works [28–32] integrating machine learning approaches into multimedia like image retrieval and face recognition. For example, Yan et al. [28] introduced a multi-view deep neural network into the hash learning domain to significantly improve the performance in image retrieval. In [30], the authors applied attention mechanisms to image captioning, helping learn non-visual clues for non-visual words.

In our study of four prior collaboration systems, they only support very limited types of media, as demonstrated in Table 1. Here, Google Docs supports document editing, Google Meet supports video watching, SpreadVector [21] is for collaborative web browsing, and Collabode [26] has a whiteboard functionality. The system described in [7] works for more types of media, even though it still only supports whiteboard and image editing. By contrast, CWCollab supports all types of multimedia listed in the table, especially for presentation purposes. This notable feature differentiates our work from prior work.

3. Architectural Design & Implementation

3.1. High Level Design

A crucial feature distinguishing our design from other collaboration systems is the general-purpose distributed collaboration with a uniform interface. As events are transmitted in a standardized message format, this design significantly relieves the difficulty of supporting a new type of media. Fig. 1 shows the structure of collaboration based on a uniform interface.

Sender flow. For the client who initiates a media event for collaboration, there is a media event capturer module to monitor and capture the event. A media state recorder will be invoked when necessary to record the current media state for possible resynchronization. For example, the state of a video may include the play/pause state, volume, progress, playback rate, related annotations, etc. At the same time, the event is sent to a message serializer, which encapsulates the event into a standardized message and sends it to the backend service.

Recipient flow. After the message is routed to one target client via the backend service, a message deserializer takes charge of unwrapping the message and sending information to the media event replayer to update the current media state. Simultaneously, the change of media state may also be recorded in the media state recorder module.

With the uniform interface, if a developer would like to add collaboration mechanisms for a new type of media, he/she just needs to follow the structure by adding functions in the media event capturer, media state recorder, and media event replayer. Message serializer and message deserializer should be left intact if the format of transmitted messages is not changed. The feature of extendability significantly relieves the burden of implementing new functionalities for collaboration.

3.2. Collaboration Subjects

A collaboration subject is an attendee in a collaboration session. A collaboration subject’s functionalities are usually reflected by its agents, for example, web browsers. We categorize a collaboration subject to be active or passive. An active collaboration subject, considered as a sender, actively controls the collaboration artifacts and broadcasts updates to other subjects. In a presentation scenario, an active collaboration subject is a presenter. By contrast, a passive collaboration subject, regarded as a recipient, passively receives messages and updates media states. Take Fig. 1 as an example: the client on the left side is an active collaboration subject, and the client on the right side is a passive

![Fig. 1. The implementation of collaboration based on a uniform interface.](image-url)
The role of a collaboration subject is mutable. At a particular moment, an active collaboration subject can be updated to become a passive one, and a passive collaboration subject can be changed to become an active one, taking charge of broadcasting media events. We discuss the details of access control in Section 4.4.

3.3. Media Event Capturer

The main functionality of the media event capturer component is to capture an abstract media event via Document Object Model (DOM) events. This makes CWcollab aware of the multimedia context, greatly differentiating our work from prior work. In our design, by using event propagation, especially event bubbling, which is now supported in all of the modern browsers, we create another layer on top of original media objects to capture these events. We leverage an object-prioritized hybrid approach to capture media events. From our implementation, we posit that most web-based multimedia events can be covered by this approach. Specifically, it consists of:

- **Object-based.** Events are captured as DOM events on the media object or a User Interface (UI) component. This provides more flexibility than the traditional position-based approach, as no matter where a media event fires, we only trace the object effected, isolated from the influence of positions. This type of capture scenario is much more often seen than others. Fig. 2 illustrates how to capture object-based video events. In the figure, every action is triggered through a UI component. For example, when a user plays/pauses a video, he/she clicks the video control button, which is eventually captured by the media event capturer as a click button DOM event. Similarly, when a user seeks to a timestamp in the video player, he/she clicks the progress bar, and the media event capturer captures this event as an update slider DOM event. (see Fig. 3)

- **Proportion-based.** Events are captured as DOM events related to the positions proportionally to the display. Although object-based capture handles most scenarios, some media events may not be object-based, especially those related to mouse events. For example, after capturing an image moving event through mouse events or button-related events, we can use the relative position of an image in the screen to synchronize the event.

- **Value-based.** Events are captured as DOM events related to value changes. For example, when scrolling a mouse to zoom in/out an image, the event can be captured via a wheel, mousewheel, or DOM-MouseScroll event. This type of event is fired with a value to represent how much the mouse has scrolled.

To summarize the handling of media events captured in our system, we demonstrate the captured events related to concrete media events in Table 2. Note that we also list annotations as a type of media, whose events like free drawing can also be captured via DOM events.

### Table 2

| Semantic event                  | Captured event                  | Synchronization |
|---------------------------------|---------------------------------|-----------------|
| Video play/pause video          | button click                    | Object-based    |
| stop video                      | button click                    | Object-based    |
| mute/unmute video               | button click                    | Object-based    |
| jump to time                    | progress bar click              | Object-based    |
| change speed                    | dropdown list click             | Object-based    |
| prev/next page                  | button click                    | Object-based    |
| jump to page                    | form submit                     | Object-based    |
| scroll page                     | mouse scrolling                 | Value-based     |
| zoom in/out                     | mouse scrolling                 | Value-based     |
| move                            | mouse down/move/up              | Propotion-based |
| crop                            | mouse down/move/up              | Propotion-based |
| webpage visit a provided URL    | form submit                     | Object-based    |
| load a URL on page              | link click                      | Object-based    |
| prev/next page                  | button click                    | Object-based    |
| Annotation free drawing         | mouse down/move/up              | Propotion-based |
| highlight text                  | selection change                | Object-based    |
| insert shapes                   | dropdown list click             | Object-based    |

3.4. Media Event Recorder and Replayer

The media event recorder is used to track the current state of the media. The state of a media block depends on the type of media. A state is a set of key-value pairs. For example, a state of a video contains the video source, current timestamp, muted or not, volume, playback rate, annotations, etc. The key-value pairs can be compressed into messages for further transmission.

The main functionality of a media event replayer is to replay events attached with context-aware media event information. To achieve that efficiently, we design a hierarchical tree structure-Handler Tree-to handle messages, as shown in Fig. 4.

An event is propagated in the handler tree via parent–child chains until arriving at a leaf node. During the propagation, the received message is parsed gradually, and finally, in a leaf handler, the message is totally consumed to update the UI if necessary. An example of handling a video play/pause event in CWcollab is demonstrated in Fig. 5.

When an event is received by an audience, the event is first sent to the root node, also acting as a dispatcher in the handler tree. The next level in the handler tree contains various handlers for corresponding types of media. The message is sent to the appropriate media handler at
this level. Then, a specific action handler is invoked to fire the target DOM event. For the example in Fig. 5, the message is first handled by the root handler and dispatched to the video handler according to its media type. Because the event type is button click, the message is next sent to the button click handler for further process. Then the handler reads the target id and triggers the click event on the element with this identifier. The handler also loads the value of current time in the data field to update the current progress of the video to that timestamp. Considering that our system is real-time, the tree is flat to reduce the overhead.

With the help of the media event replayer, the events occurring in a collaboration session can be replayed sequentially according to their timestamps. The events occurring in a session are pushed into a queue structure. These events are scheduled to be popped from the queue and sent to the handler tree for replay.

3.5. Event Messages

In CWcollab, collaboration events are captured and represented by a standardized format of strings, and the strings are transferred among collaboration subjects. There are two different types of messages: media events and control events. A media event message represents an action related to a specific media block, such as scrolling a web page. By contrast, a control event message represents an action involving controls in a collaboration session, such as resynchronizing the media state.

3.5.1. Media Event Messages

The major skeleton of a media event message is shown in Table 3. The message is represented by key-value pairs. Generally, each message adheres new fields to the message for other synchronization and collaboration purposes. We give some more examples below.

- **Media type identifier (media-type).** This key identifies the type of the media, such as video, audio, or image, whose event is fired.
- **Event type identifier (event-type).** This field is crucial for a message, as it describes the type of event captured to represent the target media event. This is also used in other collaboration subjects to replay the media action to achieve synchronization. The specific event types included in this field highly depend on the replaying mechanisms specified by users. We give some more examples below. Note that for each event type, there must exist a corresponding type of each media event replayer. Otherwise, the action cannot be repeated on other collaboration subjects’ displays.
  - button-click, the event of clicking a button.
  - move, the event of moving a media material.
  - mouse-scroll, the event of scrolling the mouse.
  - form-submit, the event to submit a specific form.

- **Sequence identifier (seq-id).** Since the events occurring in a collaboration session are in sequential order, the events are in a happens-before relationship, namely causal dependency [33]. To maintain the order of the events, similar to the mechanism in the traditional database logging system, a unique auto-incremental sequence number is assigned to every event.
- **Timestamp (timestamp).** This field contains the timestamp when the media event occurs and is captured. This can be useful, for example, if we want to replay all media manipulations based on the timeline.
- **Semantic (description).** This is the semantic description related to the media event. It makes the event more human-readable.
- **Optional data (data).** This field carries further information about the event, thus it is highly implementation-specific. The information included here may be consumed by essential media event replayers on another collaboration subject side. For instance, for a form-submit event, this field contains the value to be filled and submitted, such that the media event can be reproduced precisely.

Based on the basic structure we have explained above, we demonstrate two message examples in Fig. 6. In Fig. 6a, there is a message representing a play event of a video. It contains all the fields we have described. In the data field, a piece of current time information is included to indicate the time to play or pause. In Fig. 6b, there is a message for zooming out an image. Here, its data field holds a value of delta, standing for how much a user has zoomed out the image.

Our message structure is open to extension, and a developer can adhere new fields to the message for other synchronization and collaboration purposes, as long as the following rules are obeyed.

**Self-descriptive.** Each message should carry complete information to describe itself. This indicates that a media event replayer can obtain sufficient information to repeat the action, without any knowledge of prior events.

**No duplicate fields.** For example, when there has been a media-type field, it is not necessary to have another field like media-category that serves the same purpose.

**The fields except data should exist in all messages.** If a field can only exist in some of the messages, it should be moved to the data field. Take the id field in Fig. 6a as an example: in a button click event, an id refers to the identifier of the clicked button element. Considering that not all messages need a unique identifier to point to a web element, this value should be placed in the data field.

**Immutable.** After a message is created, it shall not be modified on the client or server side. To modify the message, we have to create a new message and discard the useless one.

**Deterministic.** All the values contained in the message for execution should be deterministic. That is, no randomness could exist. The execution of the message on every client should produce the same result.

### Table 3

| Element               | Field        | Example               |
|-----------------------|--------------|-----------------------|
| Media type identifier | media-type   | image                 |
| Media identifier      | media-id     | image-block           |
| Event type identifier | event-type   | mouse-scroll          |
| Sequence identifier   | seq-id       | 5000                  |
| Timestamp             | timestamp    | zoom out an image     |
| Semantic              | description  | delta: −1.5           |
| Optional data         | data         |                       |
3.5.2. Control Event Message

Besides media event messages, control event messages are also necessary to represent controlling information, such as change of authorities, resynchronization, and reorganization of panels, in a collaboration session. The major skeleton of a control event message, illustrated in Table 4, is quite similar to that of a media event message, except:

- **Control type identifier** (control-type). This value identifies the type of control event, such as resync. This field, together with media type identifier, is used to judge whether a message is a media event or a control event.

- **No indispensable media-related fields**. Unlike media events, the media type identifier and media identifier are not essential any more in control events. However, some media-related information may still be necessary to be included in the data field. For example, in Table 4, we put media-id in the data field to point to the specific media block to resynchronize.

Developers can also add new fields to the structure of a control event message, as long as they follow the same rules as those of media event messages.

3.6. Message Serializer/Deserializer

The responsibilities of a message serializer and message deserializer are to wrap a media message into a standardized format of string and to read the message from such a string, respectively. To maintain consistency, the two components share the same message format.

Currently, there are two widely used API formats: XML and JSON. Extensible Markup Language (XML) is a markup language that defines a very flexible text format, and it plays a crucial role in the communication of web services [34]. XML uses elements, tags, and optional attributes to describe data exchanged. It is especially conducive to represent data in hierarchical structures. During parsing, it is usually converted into a tree structure, XML Document Object Model. Some previous work, including [35–37], applied XML-based messages, especially Extensible Messaging and Presence Protocol (XMPP) to collaboration systems. By contrast, JSON, short for JavaScript Object Notation, is another human-readable data exchange format consisting of name-value pairs and an ordered list of values. Some prior work such as [38–40], claimed that JSON is much faster than XML in web applications. In Fig. 7, we demonstrate the comparison of messages of a play event of a video in JSON and XML formats. Because of the requirement of brackets in XML messages, they may need more bytes to represent messages compared with JSON.

Furthermore, binary message formats such as Protocol Buffers [41] and Apache Thrift [42] are also used in some collaboration platforms such as [43,44]. We do not restrict our application to a specific format, and it is easy to extend the message structure to other formats.

4. Design of Presentations

4.1. Presentation Preparation

In a presentation, if some static materials such as videos, images, and documents are presented, these resources could be prepared beforehand (preload mode), instead of downloading them on the fly (on-the-fly load mode). To achieve that, the static materials can be uploaded to the server. Other users are allowed to download them before the start of the presentation. Meanwhile, we also allow a presenter to dynamically add multimedia materials during a presentation by external URIs. This will influence the bandwidth usage of our system, as discussed in Section 5.

Besides the preparation of static materials, the concrete events in the presentation can also be prepared. Unlike some traditional presentation programs such as Microsoft PowerPoint and Google Docs, which organize a presentation in pages, we concentrate on the media events occurring in a session. Consequently, we allow users to prepare the events such as playing a video, zooming in an image, scrolling down a webpage, etc. beforehand.

4.2. Presentation Replaying

After attending a specific presentation, it is common that an attendee wants to replay the presentation. For example, after an online class, a student may watch the class contents again for a review. In previous collaborative systems, to our knowledge, only the screen-sharing technique could achieve this kind of mechanism, usually by recording all the actions occurring in a session as a video. By contrast, in our work,
because all media events are wrapped into simple messages, we could
replay the whole presentation by re-executing the messages one by one.
The structure of replaying a presentation is illustrated in Fig. 8.

Before the replaying of a presentation, the user first fetches all the
events of the presentation from the server. Afterward, all the events,
sorted by timestamp or seq-num, are pushed into a media events queue.
Because the timestamp of an event has been recorded during the pre-
sentation, we use timers to schedule these events for replaying and
formulate an event loop to handle the fired events sequentially. To
replay an event, we still utilize the handler tree shown in Fig. 5 for
parsing, execution, and replaying.

4.3. Presentation Resync

It is common that during a presentation, especially one with a large
number of attendees, some users’ contents may be out of sync. For
instance, there might be a temporary network error on a user’s machine.
After the user fixes that issue and comes back later, his/her machine
does not maintain the events that took place during the offline period.
Another scenario is that during a presentation, some users may come
late and join the session after it has started, without knowledge of the
media events fired before.

Because we model each presentation state as the execution of a
stream of media events, an approach for recovery is to re-execute all the
previous events, similar to the mechanism in presentation replaying.
However, it might be very time-consuming, and more events may take
place during the tedious catch-up. To overcome the out-of-sync issue, we
implement a passive message-based resynchronization mechanism in
CWcollab, by enforcing that every media block has a state property to
store the current state of the media. For example, for an image block, the
state property stores the scaling factor of the image (how much it has
been zoomed in/out) and the position in the percentage of the image,
relative to the outer canvas container. A resynchronization request is
first initialized by a listener. After the request is routed to the presenter
in the session via the cloud service, the current image state is extracted
and sent to the target user(s) in a message of event-type resync. A state
restoration mechanism is also realized. Still taking an image block as an
example, on the user’s side, the image is zoomed to the required scaling
factor, as well as moved to the appropriate position.

Moreover, it is possible that during a presentation, not an audience
but the presenter loses the network connection. When he/she reconnec-
ts, all the previous information may have already lost. To recover the
state, the presenter needs to fetch the stream of events from the cloud
service, and replay the events sequentially. During a presentation,
considering the impact on performance, we do not store any state
information in the server. The state information is only created for resync
purposes.

4.4. Access Control

Access control is crucial in protecting the security of a collaborative
web service. For example, in CWcollab, only the presenters are allowed
to broadcast the media events fired to other attendees. To our knowl-
edge, role-based access control (RBAC) [45] model, which has been
utilized by some previous work, including [46–48], seems to be the most
appropriate model for our system. In an RBAC system, the access per-
missions are related to roles in the system. A user is granted one or more
roles to get access to resources. For example, in a database management
system, the administrator has both read and write access to the data in
the database, while a user is only granted to read the data.

We created an RBAC model, shown in a matrix representation in
Table 5, to achieve the access control. There are three roles in our model:
administrator, presenter, and listener. By default, the owner of a présen-
tation is assigned as the administrator. The major duty of this user is to
grant a presenter, who could be the administrator himself/herself. The
presenter (active collaboration subject) is the user who controls the
events that happened in the session and broadcasts them to other lis-
teners (passive collaboration subject) through the cloud service. More-
ever, the presenter can also resync the current state, if a resync request is
sent from other users. In a session, at one time, there is only one pre-
senter, whereas, in the whole presentation, there could be multiple

| Role       | Assign a presenter | Sync media events | Resync Ask to present | Ask for a resync |
|------------|--------------------|-------------------|-----------------------|-----------------|
| Admin      | ✓                  |                  |                       |                 |
| Presenter  | ✓                  | ✓                 | ✓                     | ✓               |
| Listener   | ✓                  |                  | ✓                     |                 |

Table 5
Access control matrix representation of our model.
presenters. Additionally, a listener can apply to be the presenter, and the administrator decides whether the role needs to be transferred or not.

We also add an additional constraint in access control to ensure the permissions are strictly followed according to the access control model we propose, by creating authorization mechanisms on both the client and server. Before a client sends a media event, the client-side JavaScript code scrutinizes the role of the user to check whether the user has enough authority to synchronize the event. To prevent possible security issues caused by client-side hacking, the server also keeps another authorization layer to ensure that the synchronization action is allowed and that the user has the role he/she claims. The event will not be broadcast to other target clients until all the checks are passed.

5. Evaluations

5.1. Web Application

We implemented a web application\(^1\) to provide a collaborative presentation service, including account management, materials preparation, presentation synchronization, and replay. The graphical user interfaces are implemented in web browsers. The backend service is implemented in Node.js, which is an event-driven, non-blocking, and cross-platform JavaScript run-time environment. We use MongoDB, a document-oriented NoSQL database to store presentation data, especially considering that MongoDB has a built-in JSON schema for documents. For the message broker, we choose Redis, which is an in-memory key-value database, famous for high performance. It provides a Publish/Subscribe message paradigm.

In Fig. 9, we show presentation windows of two users of different roles. The left presentation window belongs to the presenter (also the administrator), whose name is Alice. On the right side, there is a listener, Bob’s presentation window. As illustrated in the figure, there are four major components in a web presentation window: Toolbar, Materials, Add Material, and Presentation Panel.

In the Toolbar block, there are useful functionalities for a presentation. For example, a user can show/hide the chatbox component for chatting, as well as the annotation bar to add annotations on a media block. A listener is allowed to send resync requests from the toolbar. The presenter can receive the request and resync the current media state. As a result, users from different roles have various tools here. For example, in Bob’s Toolbar block, there are no recording or saving presentation mechanisms. On the other side, Alice cannot send a resync request, because she has already been the presenter. The Materials panel contains essential multimedia resources for the session. In the figure, there is a webpage, a PDF document, a video, and an image. We also allow a presenter to add a material dynamically via the Add Material component. The inserted material will also be pushed into the list in the Materials panel. Finally, the Presentation Panel displays the current presenting media. In the example, if Alice would like to present another media material, she just needs to drag the material from the Materials panel and drop it onto the Presentation Panel. The specific material insertion event will be automatically broadcast to all the listeners in the session, and the new material will be shown on their panels.

As an administrator, one is allowed to record the events in a presentation session into simple messages and store them in a database instance on the server side. Afterward, attendees can replay the whole session for a review. The replay is based on the re-execution of events, without the help of any screen recording techniques.

Moreover, based on the system we created, we study the performance of collaboration, we set up an Amazon Elastic Compute Cloud (EC2) t2.micro instance, deployed in Oregon. Two web browsers at the east coast of the US, Chrome and Firefox, are used on one MacBook Pro to act as the active and passive collaboration subject, respectively. We tested the time elapsed between the active collaboration subject triggering the play event of a video (other events are sharing similar structures) and the passive collaboration subject replaying the event. The end-to-end delay is only 48 ms of which most of network delay. CWcollab responds to user’s actions in an instant.

5.2. Comparison with Screen Sharing Tools

Currently, screen sharing products such as Zoom and Google Meet are widely used to provide basic collaboration support in video conferencing. In this section, we compare Google Meet with CWcollab from multiple perspectives. Although we didn’t evaluate other video conferencing products in details, we reckon that they share similar mechanisms for screen sharing.

We performed a series of experiments on multimedia, including videos, PDF documents, images, and web pages, to measure the network bandwidth usages in one minute of Google Meet and CWcollab, on the presenter side. By contrast to transferring both multimedia materials and events in a session (on-the-fly mode), the static materials can be loaded beforehand (preload mode), so only minimal events information is transferred in a session. We found that CWcollab requires a much lower bandwidth usage, as illustrated in Figs. 10-12. Note that the y-axis units are different in these figures.

Fig. 10 shows the network bandwidth consumption of both Google Meet and CWcollab for presenting a video. Fig. 10a shows the Google Meet network bandwidth consumption is around 60 KB/s - 100 KB/s, which is mainly for transferring video frames. However, CWcollab presents the static media-the video-in this experiment, and the network bandwidth consumption is only around 0B/s - 1 KB/s in Fig. 10b. The bandwidth consumption comparison is summarized in Fig. 10c. Similarly, Fig. 11 shows Google Meet utilizes around 60 KB/s bandwidth while CWcollab only needs a maximum 3 KB/s for presenting a PDF document: Fig. 12 shows Google Meet utilizes around 70 KB/s and CWcollab only needs a maximum 2 KB/s for presenting an image. To summarize Fig. 10-12, we can see that in the measurement of one minute, most events only require hundreds of bytes per second. The most expensive action is the free drawing event whose bandwidth usages can be as high as around 3 KB/s. However, the usages are still much lower than those of Google Meet.

What if the media materials are loaded on the fly? Figs. 13–16 summarize the network usages of Google Meet and CWcollab when materials are loaded during the presentation. Here, we noticed that even though the dynamic loading of materials can cause some peaks in the network usages (for example, there are three peaks in Fig. 13 to load video chunks), CWcollab require almost 0B/s most of the time. The peaks are due to the loading materials, while the 0B/s periods show the system is loading nothing.

We also summed up the bytes transmitted in this one minute and showed the results in Table 6. CWcollab transmits very few bytes in a presentation, especially noticing that in a collaboration session in the preload mode, in one minute, the total bytes transmitted in CWcollab are less than 10 KB compared to Google Meet consumption of several MBs, because CWcollab leverages an object-prioritized approach to capture media events and represent them in simple messages. As the web pages have to be loaded dynamically, even though loading pages costs a large amount of network bandwidth, CWcollab still requires much lower bandwidth than Google Meet.

Media file sizes impact the total bandwidth usage of both Google Meet and CWcollab. However, they do not weaken the network usage benefits CWcollab provides over Google Meet. Take the PDF media in Table 6 as an example. Case 1) comparing the on-the-fly mode and the preload mode: both Google Meet and CWcollab need to download the PDF file dynamically no matter if the sharing mechanism underneath is screen-sharing or object-prioritized events. As a result, the network usage difference between the on-the-fly load mode and the preload mode is the media file size. In the PDF example, the file size is around 2

\(^{1}\) Demonstration video: https://youtu.be/X-IWFSBv8Sc.
MB, which is the same for both Google Meet and CWcollab. Case 2) comparing Google Meet and CWcollab: the network usage difference between Google Meet and CWcollab in the same mode is the benefit an object-prioritized approach can offer. In the PDF example, the saved network usage of CWcollab compared with Google Meet is around 4 MB, which is the difference between 4.01 MB and 7.76 KB or the difference between 6.13 MB and 2.30 MB.

When presenting a media file collaboratively, whether the media file has already been loaded beforehand (the difference between the preload mode and the on-the-fly mode) has an influence on the latency for both Google Meet and CWcollab. To be specific, in the preload mode, as the media file has been loaded into the web browser beforehand, there is minimal latency to capture and synchronize the media events. By contrast, in the on-the-fly mode, as the browser needs to download the media file during a collaboration session from the file server, the latency is location-dependent, dominated by the network connection between

---

**Fig. 9.** Two users’ displays of presenting an image in one collaboration session. The presenter (also the administrator)’s windows is on the left, and a listener’s is on the right. There are four major panels in a presentation web window: **Toolbar**, **Materials**, **Add Material**, and **Presentation Panel**.

**Fig. 10.** Comparison of network usages when presenting a video with operations such as playing, pausing, and free drawing using Google Meet and CWcollab (preload mode).

**Fig. 11.** Comparison of network usages when presenting a PDF document with operations such as paging up/down, scrolling, and commenting using Google Meet and CWcollab (preload mode).
Fig. 12. Comparison of network usages when presenting an image with operations such as zooming in/out, moving, and free drawing using Google Meet and CWcollab (preload mode).

Fig. 13. Comparison of network usages when presenting a video with operations such as playing, pausing, and free drawing using Google Meet and CWcollab (on-the-fly load mode).

Fig. 14. Comparison of network usages when presenting a PDF document with operations such as paging up/down, scrolling and commenting using Google Meet and CWcollab (on-the-fly load mode).

Fig. 15. Comparison of network usages when presenting an image with operations such as zooming in/out, moving, and free drawing using Google Meet and CWcollab (on-the-fly load mode).
and uses simple messages to represent media controls. We demonstrated compared CWcollab with screen sharing tools such as Google Meet. Our discussed the implementation of architectural components. We the design methodologies of a distributed collaboration framework and multimedia system-CWcollab. It supports collaboration on multimedia.

Besides bandwidth usages, there are some other differences between screen sharing tools and CWcollab. Because the mechanism of screen sharing tools is to capture and broadcast the display, it cares nothing about what application the user is synchronizing. As a result, it is straightforward for these tools to support multimedia in web browsers and desktop environment. By contrast, our platform is web-based. To support another type of media, we need to instrument necessary control to achieve the collaboration. Additionally, CWcollab can be a supplement to current screen sharing products, considering that it provides an efficient platform to support message-based collaboration on multimedia.

6. Conclusion

In this paper, we proposed a context-aware web-based collaborative multimedia system-CWcollab. It supports collaboration on multimedia and uses simple messages to represent media controls. We demonstrated the design methodologies of a distributed collaboration framework and discussed the implementation of architectural components. We compared CWcollab with screen sharing tools such as Google Meet. Our evaluation results showed that our tool has a lower bandwidth usage than that of Google Meet. We posit that this work could serve as a uniform platform for efficient general-purpose multimedia collaboration.
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