Deep learning has been the most popular machine learning method in the last few years. In this chapter, we present the application of deep learning and physics-informed neural networks concerning structural mechanics and vibration problems. Demonstration problems involve de-noising data, solution to time-dependent ordinary and partial differential equations, and characterizing the system’s response for a given data.
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1 Introduction

The Finite Element Method (FEM) is commonly employed to construct and analyze a representative model of the structure and as a part of the inversion and identification techniques. Inversion algorithms minimize the difference between the experimental data and computational model through direct displacement, mode shapes and, mode frequencies [1, 2, 3, 4]. Classical studies primarily concern the identification of mechanical properties of the system such as stiffness and damping by matching the numerical predictions with experimental measurements. Recently, more
fundamental statistical techniques such as Kalman filter and recurrent neural networks are used to identify the system and approximate its response [5, 6].

Deep learning (DL), a subclass of machine learning (ML) and artificial intelligence (AI), has been in the forefront of recent advances in AI for addressing challenging problems in computer vision and autonomous driving, speech recognition and natural language processing, and e-commerce. Deep learning uses deep neural network (NN) architectures including densely-connected (DNN), convolutional (CNN), and recurrent (RNN) neural network architectures to perform these tasks [7, 8, 9]. Training a deep neural network can be achieved through supervised optimization in which the network is trained on labeled data set that covers the expected outcomes. Alternatively, an unsupervised approach can be adopted in which optimization is performed on a set of targets without the use of labeled data.

Application of deep learning in science and engineering can be classified in multiple categories. In the most natural way, DL models are trained on labeled data to classify events and predict system response [10, 11, 12, 13]. They have been employed to construct surrogate models of the systems for on-the-fly response predictions [14, 15, 16, 17, 18, 19, 20]. Being trained on a large set of simulated data, they are suitable for real-time inversion and system identification [21, 22]. More recently, deep learning has been successfully employed to solve differential and integral equations describing a physical phenomenon without labeled data [23, 24, 25, 26, 27, 28, 29]. This class of deep learning, also commonly referred to as Physics-Informed Neural Networks (PINN), employs neural networks as the approximate solution to the partial differential equations (PDEs). Differentiation is performed by using the Automatic Differentiation (AD) algorithm. The solution, i.e., the parameters of the neural network, is identified by optimizing an objective or loss function that incorporates the PDE residuals, boundary conditions, and initial conditions. PINNs have been used for inverse analysis as well as surrogate modeling in fluid and solid mechanics problems [24, 30, 27, 31]. Depending on the application, different variations of PINNs are proposed to improve its accuracy [32, 33, 34, 35]. The most attractive feature of PINNs is that it enables forward solution, inversion, surrogate model construction, and data-driven modeling all within the same framework.

This chapter focuses on the use of deep learning for structural vibration problems through regression techniques, solution methods to the partial differential equations, and inversion techniques.

2 Deep learning

Deep learning, a subclass of machine learning, employs deep neural networks. A feed-forward neural network with a single hidden layer, and with inputs \(x \in \mathbb{R}^m\), outputs \(y \in \mathbb{R}^n\), and \(d\) hidden units is schematically shown in Figure 1 and mathematically expressed as

\[
y = W^1 \cdot \sigma(W^0 \cdot x + b^0) + b^1,
\]  

(1)

where \(\sigma\) is an activation function, such as hyperbolic-tangent, that makes the transformation nonlinear. The parameters, \(W^0 \in \mathbb{R}^{d \times m}\) and \(W^1 \in \mathbb{R}^{n \times d}\) are known as weights of this transformation and \(b^0 \in \mathbb{R}^d\) and \(b^1 \in \mathbb{R}^n\) are biases. Randomly initialized components of these vectors and matrices define the degrees of freedom (DOF) of this transformation. Therefore, the transformation eq. (1) has \((d+1) \times n + (m+1) \times d\) parameters (DOFs) to be identified.
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Figure 1: A feed-forward neural network with a single hidden layer with \( d \) units, input features \( x \in \mathbb{R}^m \) and outputs \( y \in \mathbb{R}^n \). The connections highlight the weights of each layer, i.e. \( W^0 \in \mathbb{R}^{d \times m} \) and \( W^1 \in \mathbb{R}^{n \times d} \). The bias terms \( b^0 \in \mathbb{R}^d \) and \( b^1 \in \mathbb{R}^n \) sit at each node of this graph. This network constructs the functional form expressed in eq. (1).

Throughout this study, all of the trainable parameters of the network are collected into a vector of size \( D \) and denoted as \( \theta \in \mathbb{R}^D \). It was shown by Hornik et al. [36] that this transformation can approximate any measurable function.

To extend the single layer neural network eq. (1) to multi-layers, let us define the transformation \( \Sigma \) as
\[
\Sigma^i(x^i) := \hat{y}^i = \sigma^i(W^i \cdot \hat{x}^i + b^i),
\]
with \( \hat{x}^i \) as the input and \( \hat{y}^i \) as the output of any hidden layer \( i \), \( x = \hat{x}^0 \) as the main input to the network, and \( y = \Sigma^L(\hat{x}^L) \) as the final output of the network. Thus, we can construct a general neural network with \( L \) hidden layers as composition of \( \Sigma^i \) transformation as
\[
y = \Sigma^L \circ \Sigma^{L-1} \circ \cdots \circ \Sigma^0(x).
\] (2)

This chapter focuses on regression-type problems or solution methods for PDEs; therefore, we only employ this type of networks, known as densely-connected networks or multilayer perceptron models (when sigmoid activation functions are employed). There are different variations of neural networks that are designed for other applications including Convolutional and Recurrent networks [9] for computer vision and natural language processing, respectively. In the context of Physics-Informed Neural Networks, these networks are not currently applicable for solution and inversion of the partial differential equations considered in this chapter.

The initial values for \( y(x^*) \) are random since the parameters of neural network, i.e. \( \theta \), are randomly initialized. These parameters are identified using supervised or unsupervised optimization. As an example, the parameters of a regression problem can be identified by optimizing the following objective (loss) function,
\[
\theta^* = \arg \min_{\theta \in \mathbb{R}^D} L(\theta) := |y(x^*; \theta) - \hat{y}^*| \quad \text{where} \quad | \circ | = \text{MSE}(\circ).
\] (3)

Here, the asterisked variables \( \circ^* \) are the training or collocation points. The loss term is constructed using the mean-squared error (MSE). Optimizing the loss function results in values for the parameters of neural network, i.e., \( \theta^* \), that minimizes the error between network outputs \( y(x^*_i) \) and their expected values \( y^*_i \). We will discuss optimization techniques in the following sections.
Physics-Informed Neural Networks (PINN) proposed by Raissi et al. [24] is a robust approach to solve differential equations and to perform inversion. According to this architecture, the solution variables are approximated using neural networks with space and time variables as the network features. Differentiation is performed using Automatic Differentiation (AD) [37]. Initial and boundary conditions as well as differential equations are included in the loss function. The parameters of the neural network are identified by optimizing the loss function. The main advantage of this approach is that the given data related to any variable can be incorporated into the loss function.

This approach can be illustrated by considering the following Laplace’s equation

\[ \kappa \nabla^2 f = \kappa \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) f = 0, \quad \text{for } x \in \Omega, \]  
\[ f = \bar{f}, \quad \text{for } x \in \Gamma_f, \]  
\[ \kappa \frac{\partial f}{\partial n} = \kappa \nabla f \cdot n = \bar{q}, \quad \text{for } x \in \Gamma_q, \]  

where \( \kappa \) is a material parameter, \( \Omega \) and \( \Gamma = \Gamma_f \cup \Gamma_q \) describe the domain and its boundary, respectively. The domain is subjected to Dirichlet and Neumann boundary conditions \( \bar{f} \) and \( \bar{q} \) on \( \Gamma_f \) and \( \Gamma_q \), respectively.

Assuming the solution to this problem is \( f = f(x,y) \), the solution can be approximated using a neural network expressed as

\[ f(x,y) \approx \hat{f}(x,y; \theta) : (x,y) \rightarrow \mathcal{N}_f(x,y; \theta). \]  

To find the solution to the Laplace’s equation, i.e., to find \( \theta^* \in \mathbb{R}^D \) that satisfies relations eqs. (4) to (6), we need to perform the following optimization:

\[ \theta^* = \arg \min_{\theta \in \mathbb{R}^D} L := \lambda_1 |\kappa \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) f| 
+ \lambda_2 |\delta(x \in \Gamma_f)(\hat{f} - \bar{f})| 
+ \lambda_3 |\delta(x \in \Gamma_q)(\kappa \frac{\partial \hat{f}}{\partial n} - \bar{q})| \]  

where \( \delta \) is the Dirac function and \( | \circ | \) represents the MSE norm. \( \lambda_i \) are the weights associated with each term in the loss function. Optimization of the total loss \( L \) results in the solution to the Laplace equation eqs. (4) to (6).

The inversion with PINN can be illustrated by considering the same problem. In the inversion process, we will find the parameter of the system, i.e., \( \kappa \) based on the available measurements. Let us assume that the field variable \( f \) is measured on a set of discrete points \( x^* \in \Omega \). To use PINN for inversion, we need to also define \( \kappa \) as a trainable parameter. Additionally, we can incorporate a loss term for the measurements on \( f \). Therefore, the optimization problem eq. (8) is
modified as follows:

\[
\kappa^*, \theta^* = \arg \min_{\kappa \in \mathbb{R}, \theta \in \mathbb{R}^D} \mathcal{L} := \lambda_1 |\kappa (\frac{\partial^2 \hat{f}}{\partial x^2} + \frac{\partial^2 \hat{f}}{\partial y^2})| \\
+ \lambda_2 |\delta(x \in \Gamma_f) (\hat{f} - \bar{f})| \\
+ \lambda_3 |\delta(x \in \Gamma_q) (\kappa \frac{\partial \hat{f}}{\partial n} - \bar{q})| \\
+ \lambda_4 |\delta(x^* \in \Omega) (\hat{f} - f^*)|
\]

(9)

where \( f^* \) are measurements at \( x^* \) points. There exist other variations of PINNs to address different types of PDEs including Variations, Parareal, Domain Decomposed, and Nonlocal PINNS [25, 32, 35, 33]. However, we limit the scope of this chapter to the standard PINN.

### 4 Training Neural Networks

The goal of training or optimization is to find a set of parameters \( \theta^* \) that minimizes the loss function \( \mathcal{L} (\theta) : \mathbb{R}^D \rightarrow \mathbb{R} \), where \( D \) is the total number of parameters. For the purpose of illustration, considering the loss function associated with the Laplace’s equation, Taylor’s theorem for the loss function \( \mathcal{L} \) leads to

\[
\mathcal{L} (\theta + \vartheta) = \mathcal{L} (\theta) + \nabla \mathcal{L} (\theta) \cdot \vartheta + \frac{1}{2} \vartheta \cdot \nabla^2 \mathcal{L} (\theta + t \vartheta) \cdot \vartheta,
\]

(10)

for \( t \in (0, 1) \), where \( \nabla \) and \( \nabla^2 \) are gradient and Hessian operators. The necessary conditions for \( \theta^* \) to be a local minimizer is that the gradient vector \( \nabla \mathcal{L} (\theta^*) = 0 \) and the Hessian matrix to be positive definite, i.e., \( v \cdot \nabla^2 \mathcal{L} (\theta^*) \cdot v > 0 \) for any arbitrary \( v \in \mathbb{R}^D \). These conditions imply that when \( \mathcal{L} \) is convex, any local minimizer \( \theta^* \) is a global minimizer. Note that for neural networks, the loss function is often non-convex.

There are two family of algorithms to solve this optimization problem. The first one is known as line search or first-order methods and the second one as the trust region or second-order methods [38]. Line search methods are based on moving along a direction that most rapidly decreases the loss function. It can be easily shown that if we write the Taylor’s expansion for \( \mathcal{L} (\theta + \alpha \vartheta) \) up to the first order, the maximum drop in \( \mathcal{L} (\theta) \) happens when we move in the \( \vartheta = -\nabla \mathcal{L} \) direction. This builds the foundation for the first-order gradient descent methods. There are numerous ways to choose a step-size or learning-rate \( \alpha \). Among those, the most commonly used approach is Adam methods, where \( \alpha \) is chosen adaptively for each parameter \( \theta_i \) based on the first and second momentum updates [39].

The most fundamental second-order method also known as trust-region is the Newton’s method, which can be derived by setting the variation of the second order Taylor’s expansion of the loss \( \mathcal{L} (\theta + \vartheta) \) to zero. This results into a direction update \( \vartheta = -(\nabla^2 \mathcal{L})^{-1} \cdot \nabla \mathcal{L} \). By comparison to the first order updates, the learning rate \( \alpha \) is replaced by the inverse of the Hessian matrix. Evaluation of the inverse of Hessian matrix and its memory storage can become quickly unmanageable for high-dimensional optimization problems. Therefore, approximations of the inverse of Hessian matrix is desirable. There are numerous methods that are designed to address this drawback. Among those, BFGS algorithm and its variations are among the most commonly known approaches. We refer the interested readers to [38, 40] for additional details.
As we find, relations eq. (8) and eq. (9) represent multi-objective optimization and $\lambda_i$ highlight the scaling factor for each term. These factors are used to scale each term in the loss function so that the optimizer can find the global minimum more efficiently. While they can be tuned manually to increase or decrease the importance of each term, there are numerous suggestions that can be used to automatically scale each term in the loss function, including a weighted sum approach based on the value of loss function [41]. For the physics-informed neural networks, Wang et al. [42] propose a scaling approach based on balancing the distribution of gradients of each term in the loss function. This approach is adopted for the problems solved in this chapter.

5 Applications of Deep Learning for Data Representation

This section presents the applications of deep learning by considering vibration problems relevant to civil engineering. These applications concern regression and smoothing data, solution and characterization of single-degree of freedom rigid-block, membranes, and plates. All the problems presented in this chapter are solved using the SciANN [43] project and the codes are shared in this github repository SciANN-Vibrations.

5.1 Polynomial regression

Polynomial regression can be performed through a neural network as

$$y = b + W_1 \cdot x + W_2 \cdot x^2 + \cdots + W_p \cdot x^p$$  (11)

This defines a polynomial regression model of order $p$. The main advantage of constructing such a model using neural networks is that we can leverage the AD algorithm for optimization as well as for the PINN framework. The input features are denoted as $(x, x^2, \ldots, x^p)$. For $p = 1$, it a linear regression model and $p = 2$ is a quadratic regression model.

The simplest neural network is a linear model expressed as

$$y = W \cdot x + b$$  (12)

The dimension of weight matrix $W$ and bias vector $b$ depend on the size of inputs $x$ and outputs $y$.

As shown in Figure 2, for a given noisy dataset $X, Y^*$ containing $N$ data points, the input and output have a dimension of 1, i.e., $W \in \mathbb{R}^1$ and $b \in \mathbb{R}^1$. Therefore, the total number of parameters for the training is 2, i.e., $\theta = (W, b) \in \mathbb{R}^2$. According to eq. (3), the optimization problem can be defined as

$$\arg \min_{\theta \in \mathbb{R}^2} \mathcal{L} := |y(x_i) - y_i^*| = \frac{1}{N} \sum_{i=1}^{N} \left( (W x_i + b) - y_i^* \right)^2$$  (13)

Minimization of this problem results in optimized values for $W \approx 2.0$ and $b \approx 1.0$.

For the noisy dataset $(X, Y^*)$ shown in Figure 3, we can construct a quadratic regression model with neural networks and train the model on this dataset. Accordingly, the total number of parameters for this model is 3, i.e., $\theta \in \mathbb{R}^3$. The
Figure 2: Use of a simple neural network architecture to perform linear regression on noisy measurements. The optimizer correctly approximates the true function.

Figure 3: Use of a simple neural network for quadratic regression on the noisy data. The inputs features are $x, x^2$. The network correctly identifies the true underlying model for data.

The optimization problem becomes:

$$\arg \min_{\theta \in \mathbb{R}^3} \mathcal{L} := |y(x_i) - y_i^*| = \sum_{i=1}^N \frac{(W_1 x_i + W_2 x_i^2 + b - y_i^*)^2}{N}$$

Minimization of this objective functions results in optimized values for $W_1 \approx -1, W_2 \approx 2$ and $b \approx 1$.

5.2 Smoothing noisy vibration measurements

Noisy vibration measurements are considered to illustrate a more complex neural network architecture for deep learning. The data is generated by employing the following periodic function, also shown in Figure 4:

$$y = A (\sin \omega t - \beta \sin \tilde{\omega} t) + \varepsilon, \quad \varepsilon \sim N(0, \sigma^2)$$
with $A = 1$, $\beta = 1$, $\omega = 2\pi/2$, and $\bar{\omega} = 2\pi/1.5$.

The objective is to construct a smooth and continuous representation of the noisy measurements. This representation is often necessary to evaluate the parameters of the system. Since the data set is intrinsically periodic, we set up a Fourier network with a sinusoidal activation function to perform the regression. The functional form of the neural network is expressed as

$$y = W^2 \cdot \sin(W^1 \cdot x + b^1) + b^2.$$  \hspace{1cm} (16)

This single layer neural network represents the following Fourier series

$$y = \sum_{i=1}^{N_n} W^2_i \sin(W^1_i t + b^1_i) + b^2_i,$$  \hspace{1cm} (17)

where $N_n$ is the number of neurons in the hidden layer. We determine different frequencies $W^1$, phases $b^1$, and amplitudes $W^2$. As shown in Figure 4, this network identifies the true distribution of the data without overfitting to the noise.

6 Deep Learning for Solution and Inversion of Vibration Problems

This section presents the application of deep learning for solving and inversion of time dependent ordinary and partial differential equations.
Figure 5: Forward solution of the forced vibration problem for $\omega = 3$, $\beta = 1.5$, and $F_0 = 1$. Neural network has 4 hidden layers with 20 neurons. For the left plot, tanh activation function is used while for the right plot, the activation function is sin. The highlighted grey area show the training domain. The network on the right provides better predictive capability and therefore has learned the underlying dynamics imposed on the network.

### 6.1 Forced vibration spring-mass problem

The forced vibration of spring-mass system can be described by

$$\ddot{u} + \omega^2 u = f_0 \sin \bar{\omega}t,$$

$$u(t = 0) = 0,$$

$$\dot{u}(t = 0) = 0,$$

where $\omega^2 = k/m$ is the natural frequency of the spring-mass system with $m$ and $k$ as its mass and stiffness, respectively. With $F_0 = m f_0$ and $\bar{\omega}$ as the amplitude and frequency of the applied external load, the analytical solution to this system is expressed as

$$u(t) = \frac{F_0}{\omega^2 - \bar{\omega}^2} \left( \sin \bar{\omega}t - \beta \sin \omega t \right),$$

with $\beta = \bar{\omega}/\omega$.

Neural networks can be used to solve the response of this initial value problem. Employing the PINN framework explained earlier, the solution space can be approximated with a multi-layer neural network $\hat{u} = \mathcal{N}_u(t; \theta)$, and the ODE residual is evaluated using AD. The optimization problem is then expressed as:

$$\arg \min_{\theta \in \mathbb{R}^D} \mathcal{L}(\theta) := \lambda_1 \left| \frac{\partial^2 \hat{u}}{\partial t^2} + \omega^2 \hat{u} - f_0 \sin \bar{\omega}t \right| + \lambda_2 |\hat{u}(t = 0)| + \lambda_3 |\partial \hat{u}/\partial t(t = 0)|$$

Figure 5 presents the results for a system with $\omega = 3$, $\beta = 1.5$, and $F_0 = 1$. The displacement $u$ is approximated with a network with 4 hidden layers, each with 20 neurons, and with hyperbolic-tangent as the activation function. The data is generated for $t \in [0, 4\pi]$ and tested for $t \in [0, 8\pi]$. Two networks with hyperbolic-tangent and sinusoidal activation functions are considered, both with 4 hidden layers and 20 neurons per layer. The results show much more accuracy and predictive capability for the sinusoidal network, as it is naturally a more suitable choice due the periodic nature of the data.
Next, we assume that a displacement history for the problem is given, and we want to characterize the system, i.e., identifying the natural frequency of the problem. Mathematically, the optimization problem is now expressed as

$$\arg\min_{\theta \in \mathbb{R}^D, \omega \in \mathbb{R}} \mathcal{L}(\theta, \omega) := \lambda_1 |\partial^2 \hat{u} / \partial t^2 + \omega^2 \hat{u}^2 − f_0 \sin \bar{\omega}t| + \lambda_2 |\dot{\hat{u}} − u^*|. \quad (23)$$

This framework can be easily adopted for both forward and inversion problems. The result of this optimization is a neural network model that gives the solution for the discrete displacement data as well as identification of the frequency of the system. The results are shown in fig. 6.

### 6.2 Free vibration of rectangular membrane

A rectangular membrane with unit dimensions $1 \times 1$ is excited by an initial displacement $u = \sin \pi x \sin \pi y$. The governing PDE and boundary conditions are expressed as

$$c \nabla^2 u = c \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) u = \frac{\partial^2 u}{\partial t^2}, \quad \text{for } x \in [0, 1]^2, \ t > 0, \quad (24)$$

$$u = 0, \quad \text{for } x \in \Gamma_u, \quad (25)$$

$$u = \sin \pi x \sin \pi y, \quad \text{for } t = 0, \quad (26)$$

$$\frac{\partial u}{\partial t} = 0, \quad \text{for } t = 0, \quad (27)$$

where $u$ is the displacement, and $c$ is the wave propagation speed. The analytical solution to governing equation is $u(x, y, t) = \sin \pi x \sin \pi y \cos \sqrt{2\pi}t$. 

Figure 6: Inversion solution of the forced vibration problem on a dataset generated with $\omega = 3$, $\beta = 1.5$, and $F_0 = 1$. Neural network has 4 hidden layers with 20 neurons. For the left plot, $\tanh$ activation function is used while for the right plot, the activation function is $\sin$. The highlighted grey area show the training domain. The network on the right provides better predictive capability and therefore has learned the underlying dynamics imposed on the network.
To solve this problem using PINN, the solution space can be constructed using a neural network \( \hat{u}(x, y, t; \theta) = N_u(x, y, t; \theta) \). The forward optimization problem is expressed as

\[
\arg \min_{\theta \in \mathbb{R}^D} \mathcal{L}(\theta) := \lambda_1 \left| c \left( \frac{\partial^2 \hat{u}}{\partial x^2} + \frac{\partial^2 \hat{u}}{\partial y^2} \right) - \frac{\partial^2 \hat{u}}{\partial t^2} \right| \\
+ \lambda_2 \left| \delta(x \in \Gamma_u)(\hat{u}) \right| \\
+ \lambda_3 \left| \delta(t)(\hat{u} - \sin \pi x \sin \pi y) \right| \\
+ \lambda_4 \left| \delta(t) \left( \frac{\partial \hat{u}}{\partial t} \right) \right|.
\]

(28)

To perform the optimization, a collocation grid is constructed with \( N_x = N_y = 40, N_t = 20 \), and terminal time is \( T = 1/(2\sqrt{2}) \) unit. The stiffness coefficient \( c \) is specified as \( c = 1 \). We use a neural network with 4 hidden layers, each containing 20 neurons, and with sinusoidal activation function. The training is performed by using 20,000 epochs. The out of plane displacement as well as the error plot are shown in fig. 7. As we find, the PINN framework can accurately solve this problem.

For the inverse problem, the dataset for training is generated using the analytical solution. Same test case is used but with a terminal time of \( T = 1.0 \) s with discretization parameters of \( N_x = N_y = N_t = 40 \). The optimization problem

Figure 7: The results of the PINN solution to the membrane problem at \( t = 0.5 \). (Left) out of plane deflection of the membrane. (Right) the absolute error between network predictions and analytical solution.
Figure 8: Inversion solution to the membrane problem. (Top-left) The out of plane deformation of the membrane at $t = 0.5$. (Top right) The absolute error at $t = 0.5$ for the out of plane deformation. (Bottom) The training history for the system parameter $c$, which has been accurately predicted by the PINN framework.

becomes

$$
\arg\min_{c \in \mathbb{R}, \theta \in \mathbb{R}^D} \mathcal{L}(c, \theta) := \lambda_1 |c| \left( \frac{\partial^2 \hat{u}}{\partial x^2} + \frac{\partial^2 \hat{u}}{\partial y^2} \right) - \frac{\partial^2 \hat{u}}{\partial t^2} + \lambda_2 |\hat{u} - u^*| 
$$

This optimization results in a value for parameter $c$ as well as a solution, in the form of a neural network, that satisfies the membrane governing equation. The results are shown in Figure 8. As you find, the PINN framework accurately captures the parameter of the problem, i.e., $c$, as well as the solution to this problem.

6.3 Free vibration of a rectangular plate

The governing equation describing the out of plane motion of a plate is described as
\[ D \nabla^4 u = D \left( \frac{\partial^4 u}{\partial x^4} + 2 \frac{\partial^4 u}{\partial x^2 \partial y^2} + \frac{\partial^4 u}{\partial y^4} \right) u = -\rho \frac{\partial^2 u}{\partial t^2}, \] (30)

where \( D \) is the flexural stiffness given as \( D = \frac{E h^3}{12 (1 - \nu^2)} \), with \( E \) as Young’s modulus, \( h \) as thickness of the plate, and \( \nu \) as the Poisson’s ratio. The in-plane dimensions of the plate are specified as unity. The plate is subjected to the following initial and boundary conditions:

\[
\begin{align*}
    u &= 0, & \text{for } x \in \Gamma_u, \\
    \frac{\partial^2 u}{\partial n^2} &= 0, & \text{for } x \in \Gamma_n, \\
    u &= \sin \pi x \sin \pi y, & \text{for } t = 0, \\
    \frac{\partial u}{\partial t} &= 0, & \text{for } t = 0.
\end{align*}
\] (31-34)

The analytical solution to the governing equation can be constructed as

\[ u(x, y, t) = \sin(\pi x) \sin(\pi y) \cos\left(\frac{4\pi^4 D}{\rho} t\right). \] (35)

The solution to this problem with PINN requires the construction of a neural network as \( \hat{u}(x, y, t) = N_u(x, y, t; \theta) \). The optimization problem becomes

\[
\arg \min_{\theta \in \mathbb{R}^D} \mathcal{L}(\theta) := \lambda_1 |D\left(\frac{\partial^4 \hat{u}}{\partial x^4} + 2 \frac{\partial^4 \hat{u}}{\partial x^2 \partial y^2} + \frac{\partial^4 \hat{u}}{\partial y^4}\right) + \rho \frac{\partial^2 \hat{u}}{\partial t^2}| \\
+ \lambda_2 |\delta(x \in \Gamma_u)(\hat{u})| \\
+ \lambda_3 |\delta(x \in \Gamma_n)(\frac{\partial^2 \hat{u}}{\partial n^2})| \\
+ \lambda_4 |\delta(t)(\hat{u} - \sin \pi x \sin \pi y/100)| \\
+ \lambda_5 |\delta(t)(\frac{\partial \hat{u}}{\partial t})| 
\] (36)

The specified plate parameters are: thickness as \( h = 0.004 \text{m} \), Poisson’s ratio as \( \nu = 0.25 \), Young’s modulus as \( E = 7E + 10Pa \), and density as \( \rho = 2700kg/m^3 \). The optimization is performed with a uniform grid \( N_x = N_y = 20 \), \( N_t = 40 \) and a terminal time \( T = 0.1s \). The network consists of 4 hidden layers with 40 neurons in each layer and sine activation function. The training is conducted with 1000 epochs and a batch size of 512. The results are shown in Figure 9. The out of plane displacements predictions, in this case, is less accurate than the membrane problem. This is associated with the higher order of the governing equations and could be improved increasing the weight associated with the boundary conditions.

For the inversion, the dataset for training is generated using the analytical solution. The same test case is used but with a terminal time of \( T = 1.0s \) and discretization parameters of \( N_x = N_y = N_t = 40 \). The optimization problem then
Figure 9: (Left) Predicted out of plane deformation using PINN. (Right) The absolute error between the predicted PINN results and the analytical solution.

becomes

$$\arg\min_{D \in \mathbb{R}, \theta \in \mathbb{R}^\theta} L(D, \theta) := \lambda_1 |D(\frac{\partial^4 \hat{u}}{\partial x^4} + \frac{\partial^4 \hat{u}}{\partial x^2 y^2} + \frac{\partial^4 \hat{u}}{\partial y^4}) + \rho \frac{\partial^2 \hat{u}}{\partial t^2}| + \lambda_2 |\hat{u} - u^*|$$

(37)

Also, the parameter $D$ is normalized using density value as $\hat{D} = D/\rho$. The ground truth value of the normalized parameter is 0.147. The change in loss through the optimization process and inverted parameter $c$ is depicted in Figure 10.

7 Discussions and final remarks

This chapter presents a brief description of deep learning methods and their application concerning structural vibrations. In describing the applicability of these method, the datasets are generated using the analytical solutions. However, these DL methods can handle data-driven solutions and data-driven discovery of the parameters. The results presented in this chapter demonstrate that PINN can solve several types of structural vibration problems with high accuracy. Thus, DL predictions could provide a way to assist in the prediction and optimization of vibration characteristics and system properties. It is worth emphasizing that training neural networks are often challenging due to initialization method and optimization algorithms. Once the correct network architecture is identified, they can be effectively trained for the problem in hand.
Figure 10: Identification of plate-vibration problem. (Top-left) The solution to the problem using PINN as a result of combined solution and inversion algorithm. (Top-right) The absolute error between neural network predictions and analytical solution for out of plane deformation. (Bottom) Evolution of mean-squared error for the inverse problem with accurate prediction for the value of the normalized parameter $\hat{D} = D/\rho$.
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