Abstract

Video summarization aims to select the most informative subset of frames in a video to facilitate efficient video browsing. Unsupervised methods usually rely on heuristic training objectives such as diversity and representativeness. However, such methods need to bootstrap the online-generated summaries to compute the objectives for importance score regression. We consider such a pipeline inefficient and seek to directly quantify the frame-level importance with the help of contrastive losses in the representation learning literature. Leveraging the contrastive losses, we propose three metrics featuring a desirable key frame: local dissimilarity, global consistency, and uniqueness. With features pre-trained on the image classification task, the metrics can already yield high-quality importance scores, demonstrating competitive or better performance than past heavily-trained methods. We show that by refining the pre-trained features with a lightweight contrastively learned projection module, the frame-level importance scores can be further improved, and the model can also leverage a large number of random videos and generalize to test videos with decent performance.

1. Introduction

Recently, deep neural networks have significantly advanced the development of efficient video summarization tools. The supervised workflow and evaluation protocols proposed by Zhang et al. [56] have become a cornerstone for most of the subsequent deep-learning-based supervised methods. Unsupervised methods avoid using annotated summaries by utilizing heuristic training objectives such as diversity and representativeness [35, 42, 33, 41, 62, 21, 22]. The diversity objective aims to enforce the dissimilarity between the key frame candidates, and the representativeness objective guarantees that the generated summaries can well reflect the major information in the original video.

The past unsupervised approaches focus on bootstrapping the summaries generated on the fly during training to evaluate their diversity and representativeness and then utilizing the resulting loss terms to train models. However, the basis for these algorithms is, by all means, the more fundamental elements of the summaries, i.e., the frames. The premise for producing a decent summary is that the correct frames are selected. Bootstrapping the online-generated summaries with poor quality seems less straightforward, if not redundant. Here we pose a question: How do we directly quantify how much each frame contributes to the quality of the final summary?

To answer this question, we start by defining two desirable properties for key frame candidates: local dissimilarity and global consistency. Inspired by the diversity objective, if a frame is excessively similar to its semantically close neighbors in the feature space, then this frame, to-
together with its neighbors, lacks local dissimilarity, where the locality is defined in the feature space based on cosine similarity [63]. The information in such frames is often monotonous, as they appear multiple times in the video but rarely demonstrate any variations. Thus, we risk introducing redundancy to the final summary if such frames are considered key frames. On the other hand, merely selecting frames based on dissimilarity may wrongly incorporate noisy frames with very few semantically meaningful neighbors, thus not indicative of the video theme. Inspired by the representativeness objective, we consider frames consistent with the majority of frames in a video as being related to the central video theme, i.e., they are globally consistent. Eventually, we would like to select frames with a desirable level of local dissimilarity and global consistency so that the resulting summary can have well-balanced diversity and representativeness.

Interestingly, the above two metrics can be readily calculated by utilizing contrastive losses for image representation learning, i.e., alignment and uniformity [52] losses. The alignment loss calculates the distance between an image and a semantically related sample, e.g., an augmented version of the image. With a pool of semantically related samples, Zhuang et al. [63] defines the aggregation of these samples as a local neighborhood. The alignment loss can readily measure the local dissimilarity of each frame in such a neighborhood. The uniformity loss aims to regularize the proximity of the overall features and would be high for closely distributed features. Therefore, it can be conveniently leveraged to measure the semantic consistency between frames. The two losses can be further utilized to perform contrastive refinement of the features, which we will show is also more efficient than previous methods.

Nonetheless, background frames with complex contents related to many other frames in the video can also be locally dissimilar and globally consistent. For instance, street scenes will likely appear throughout a car-accident video. Such frames can still be relatively dissimilar because of the moving objects. However, on average, they may be consistent with most frames. Luckily, we can exclude them by leveraging an assumption that these background frames tend to appear in many different videos and thus are not unique to their associated videos, e.g., street scenes in videos about car accidents, parades, city tours, etc. Based on this assumption, we train a uniqueness filter to filter out ambiguous background frames, which can be readily incorporated into the aforementioned contrastive losses. We illustrate our proposed method together with a comparison with previous work in Fig. 1.

**Contributions.** Unlike previous work bootstrapping the online-generated summaries, we propose three metrics, local dissimilarity, global consistency, and uniqueness to directly quantify frame-level importance based on theoretically motivated contrastive losses [52]. This is significantly more efficient than previous methods. Specifically, we can obtain competitive F1 scores and better correlation coefficients [39] on SumMe [14] as well as TVSum [44] with the first two metrics calculated using only ImageNet [25] pre-trained features without any further training. Moreover, by contrastively refining the features along with training the proposed uniqueness filter, we can further improve the performance given only random videos sampled from the Youtube8M dataset [1].

### 2. Related Work

Before the dawn of deep learning, video summarization was handled by hand-crafted features and heavy optimization schemes [44, 15, 30, 60, 14]. Zhang et al. [56] applied a deep architecture involving a bidirectional recurrent neural network (RNN) to select key frames in a supervised manner, forming a cornerstone for many subsequent work [58, 59, 57, 12, 51]. There are also methods that leverage attention mechanisms [11, 4, 20, 19, 33, 13, 32, 29] or fully convolutional networks [42, 34]. Exploring spatiotemporal information by jointly using RNNs and convolutional neural networks (CNNs) [55, 8, 10] or using graph convolution networks [24, 40] also delivered decent performance. There is also an attempt at leveraging texts to aid video summarization [36].

Unsupervised methods mainly exploit two heuristics: diversity and representativeness. Zhou et al. [62] and subsequent work [6, 28] tried to maximize the diversity and representativeness rewards of the produced summaries. Some work [35, 40, 42, 41] applied the repelling regularizer [61] to regularize the similarities between the mid-level frame features in the generated summaries to guarantee their diversity. Mahasseni et al. [35] and subsequent work [21, 17, 33] used the reconstruction-based VAE-GAN structure to generate representative summaries, while Rochan et al. [41] exploited reconstructing unpaired summaries.

Though also inspired by diversity and representativeness, our methodology differs from all the above unsupervised approaches. Concretely, we directly quantify how much each frame contributes to the final summary by leveraging contrastive loss functions in the representation learning literature [52], which enables us to achieve competitive or better performance compared to these approaches without any training. Moreover, we perform contrastive refinement of the features to produce better importance scores, which obviates bootstrapping online generated summaries and is much more efficient than previous work. To the best of our knowledge, we are the first to leverage contrastive learning for video summarization.
3. Preliminaries

As contrastive learning is essential to our approach, we introduce the preliminaries focusing on instance discrimination [54].

3.1. Instance Discrimination via the InfoNCE Loss

As an integral part of unsupervised image representation learning, contrastive learning [7] has been attracting researchers’ attention over the years and has been constantly improved to deliver representations with outstanding transferability [54, 17, 63, 52, 18, 38, 47, 5]. Formally, given a set $\mathcal{D} = \{I_n\}_{n=1}^{N}$ of $N$ images, contrastive representation learning aims to learn an encoder $f_{\theta}$ with learnable $\theta$ such that the resulting features $f_{\theta}(I_n)$ can be readily leveraged by downstream vision tasks. A theoretically founded [38] loss function with favorable empirical behaviors [50] is the so-called InfoNCE loss [38]:

$$
\mathcal{L}_{\text{InfoNCE}} = \sum_{I \in \mathcal{D}} - \log \frac{e^{f_{\theta}(I) \cdot f_{\theta}(I')/\tau}}{\sum_{J \in D'(I)} e^{f_{\theta}(I) \cdot f_{\theta}(J)/\tau}},
$$

where $I'$ is a positive sample for $I \in X$, usually obtained through data augmentation, and $D'(I)$ includes $I'$ as well as all negative samples, e.g., any other images. The operator $\cdot$ is the inner product, and $\tau$ is a temperature parameter. Therefore, the loss aims at pulling closer the feature of an instance with that of its augmented views while repelling it from those of other instances, thus performing instance discrimination.

3.2. Contrastive Learning via Alignment and Uniformity

When normalized onto the unit hypersphere, the contrastively learned features that tend to deliver promising downstream performance possess two interesting properties. That is, the semantically related features are usually closely located on the sphere regardless of their respective details, and the overall features’ information is retained as much as possible [38, 18, 47]. Wang et al. [52] defined these two properties as alignment and uniformity.

The alignment metric computes the distance between the positive pairs [52]:

$$
\mathcal{L}_{\text{align}}(\theta, \alpha) = \mathbb{E}_{(I, I') \sim p_{\text{pos}}} \left[ \| f_{\theta}(I) - f_{\theta}(I') \|^2_2 \right],
$$

where $\alpha > 0$, and $p_{\text{pos}}$ is the distribution of positive pairs (i.e., an original image and its augmentation).

The uniformity is defined as the average pairwise Gaussian potential between the overall features:

$$
\mathcal{L}_{\text{uniform}}(\theta, \beta) = \mathbb{E}_{I, J \sim p_{\text{data}}} \left[ e^{-\beta \| f_{\theta}(I) - f_{\theta}(J) \|^2_2} \right],
$$

where $p_{\text{data}}$ is usually approximated by the empirical data distribution, and $\beta$ is usually set to 2 as recommended by [52]. This metric encourages the overall feature distribution on the unit hypersphere to approach a uniform distribution and can also be directly used to measure the uniformity of feature distributions [50]. Moreover, Eq. (3) approximates the log of the denominator of Eq. (1) when the number of negative samples goes to infinity [52]. As proved in [52], jointly minimizing Eqs. (2) and (3) can achieve better alignment and uniformity of the features, i.e., they are locally clustered and globally uniform [50].

In this paper, we use Eq. (2) to compute the distance/dissimilarity between the semantically close video frame features to measure frame importance in terms of local dissimilarity. We then use the proposed variant of Eq. (3) to measure the proximity between a specific frame and the overall information of the associated video to estimate their semantic consistency. Moreover, utilizing the two losses, we learn a nonlinear projection of the pre-trained features so that the projected features are more locally aligned and globally uniform.

4. Proposed Method

Unlike previous work that bootstraps the inaccurate candidate summaries generated on the fly, we take a more straightforward perspective to quantify frame importance
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directly, as we believe it is highly inefficient to deal with the infinitely many collections of frames. To quantify frame importance, we define three metrics: local dissimilarity, global consistency, and uniqueness. We provide a conceptual illustration in Fig. 2.

4.1. Local Dissimilarity

Inspired by the diversity objective, we consider frames likely to result in a diverse summary as those conveying diverse information even when compared to their semantic nearest neighbors.

Formally, given a video \( V \), we first extract deep features using ImageNet [25] pre-trained backbone, e.g., GoogleNet [45], denoted as \( F \), such that \( F(V) = \{x_t\}_{t=1}^T \), where \( x_t \) represents the deep feature for the \( t \)-th frame in \( V \), and \( T \) is the total number of frames in \( V \). Each feature is L2-normalized such that \( \|x_t\|_2 = 1 \).

To define local dissimilarity for frames in \( V \), we first use cosine similarity to retrieve for each frame \( x_t \) a set \( N_t \) of top \( K = \alpha T \) neighbors, where \( \alpha \) is a hyperparameter and \( K \) is rounded to the nearest integer. The local dissimilarity metric for \( x_t \) is an empirical approximation of Eq. (2), defined as the local alignment loss:

\[
\mathcal{L}_{\text{align}}(x_t) = \frac{1}{|N_t|} \sum_{x \in N_t} \|x_t - x\|_2^2, \tag{4}
\]

which measures the distance/dissimilarity between \( x_t \) and its semantic neighbors.

The larger \( \mathcal{L}_{\text{align}}(x_t) \) is, the more dissimilar \( x_t \) is with its neighbors. Thus, if a frame has a certain distance from even its nearest neighbors in the semantic space, the frames in their local neighborhood are likely to convey diverse but still semantically cohesive information and hence are desirable key frame candidates. \( \mathcal{L}_{\text{align}}(x_t) \) can be directly used as the importance score of \( x_t \) after proper scaling.

4.2. Global Consistency

\( N_t \) may contain semantically irrelevant frames if \( x_t \) has very few semantic neighbors in the video. Therefore, merely using Eq. (4) as framewise importance scores is insufficient.

Inspired by the reconstruction-based representativeness objective [35], we define another metric called global consistency to quantify how consistent a frame is with the video gist by a modified uniformity loss based on Eq. (3):

\[
\mathcal{L}_{\text{uniform}}(x_t) = \log \left( \frac{1}{T-1} \sum_{x \neq x_t \atop x \in F(V)} e^{-2\|x_t - x\|_2^2} \right), \tag{5}
\]

\( \mathcal{L}_{\text{uniform}}(x_t) \) measures the proximity between \( x_t \) and the remaining frames, bearing similarity to the reconstruction- and K-medoids-based objectives in [35, 62], but only using a single frame instead of a collection of frames for reconstruction and obviating training an autoencoder [35] or a policy network [62].

4.3. Contrastive Refinement

Eqs. (4) and (5) are calculated using deep features pre-trained on image classification tasks, which may not necessarily well possess the local alignment and global uniformity as discussed in Section 3.2.

Hamilton et al. [16] contrastively refines the self-supervised vision transformer features [3] for unsupervised semantic segmentation. They freeze the feature extractor for better efficiency and only train a lightweight projector. Inspired by this work, we also avoid fine-tuning the heavy feature extractor, a deep CNN in our case, but instead only train a lightweight module appended to it.

Formally, given features \( F(V) \) from the frozen backbone for a video, we feed them to a learnable module to obtain \( z_t = G_{\theta}(x_t) \), where \( z_t \) is L2-normalized. The nearest neighbors in \( N_t \) for each frame are still determined using the pre-trained features \( \{x_t\}_{t=1}^T \), which have been shown to be a good proxy for semantic similarities [48, 16]. Similar to [53, 63], we also observed collapsed training when directly using the learnable features for nearest neighbor retrieval, so we stick to using the frozen features.

With the learnable features, the alignment (local dissimilarity) and uniformity (global consistency) losses become

\[
\mathcal{L}_{\text{align}}(z_t; \theta) = \frac{1}{|N_t|} \sum_{x \in N_t} \|z_t - z\|_2^2, \tag{6}
\]

\[
\mathcal{L}_{\text{uniform}}(z_t; \theta) = \log \left( \frac{1}{T-1} \sum_{x \neq z_t \atop x \in G_\theta(F(V))} e^{-2\|z_t - x\|_2^2} \right), \tag{7}
\]

The joint loss function is thus:

\[
\mathcal{L}(z_t; \theta) = \mathcal{L}_{\text{align}}(z_t; \theta) + \lambda_1 \mathcal{L}_{\text{uniform}}(z_t; \theta), \tag{8}
\]

where \( \lambda_1 \) is a hyperparameter balancing the two loss terms.

During the contrastive refinement, frames that have semantically meaningful nearest neighbors and are consistent with the video gist will have an \( \mathcal{L}_{\text{align}} \) and an \( \mathcal{L}_{\text{uniform}} \) that mutually resist each other. Specifically, when a non-trivial number of frames beyond \( N_t \) also share similar semantic structures with the anchor \( z_t \), these frames function as “hard negatives” that prevent \( \mathcal{L}_{\text{align}} \) to be easily minimized [63, 50]. Therefore, only frames with both moderate local
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1 We leave out the L2-normalization operator for notation simplicity.

2 We slightly abuse the notation of \( \mathcal{L} \) to represent losses both before and after transformation by \( G_\theta \).
dissimilarity and global consistency will have balanced values for the two losses. In contrast, the other frames tend to have extreme values compared to those before the refinement.

4.4. The Uniqueness Filter

The two metrics defined above overlook the fact that the locally dissimilar and globally consistent frames can be background frames with complex content that may be related to most of the frames in the video. For instance, dynamic city views can be ubiquitous in videos recorded in a city.

Intriguingly, we can filter out such frames by directly leveraging a common property of theirs: They tend to appear in many different videos that may not necessarily share a common theme and may or may not have a similar context, e.g., city views in videos about car accidents, city tours, and city parades, etc., or scenes with people moving around that can appear in many videos with very different contexts. Therefore, such frames are not unique to their associated videos. Similar reasoning is exploited in weakly-supervised action localization literature [37, 31, 26], where a single class is used to capture all the background frames. However, in our case, we aim to pinpoint background frames in an unsupervised manner. Moreover, we do not use a single prototype to detect all the backgrounds as it is too restricted [27]. Instead, we treat each frame as a potential background prototype to look for highly-activated frames in random videos, which also determines the backgroundness of the frame itself.

To design a filter for eliminating such frames, we introduce an extra loss to Eq. (8) that taps into cross-video samples. For computational efficiency, we aggregate the frame features in a video \( V_k \) with \( T_k \) frames into segments with an equal length of \( m \). The learnable features \( z \) in each segment are average-pooled and L2-normalized to obtain segment features \( S_k = \{ s_l \}_{l=1}^{S_k} \) with \( |S_k| = |T_k|/m \). To measure the proximity of a frame with frames from a randomly sampled batch of videos \( B \) (represented now as segment features) including \( S_k \), we again leverage Eq. (3) to define the uniqueness loss for \( z_t \in V_k \) as:

\[
\mathcal{L}_{\text{unique}}(z_t; \theta) = \log \left( \frac{1}{A} \sum_{S \in B/S_k} \sum_{s \in S} e^{-\frac{1}{2}\|z_t - s\|^2_2} \right),
\]

where \( A = \sum_{S \in B/S_k} |S| \) is the normalization factor. A large value of \( \mathcal{L}_{\text{unique}} \) means that \( z_t \) has nontrivial similarity with segments from videos, indicating that it is likely to be a background frame.

When jointly optimized with Eq. (8), Eq. (9) will be easy to minimize for unique frames, for which most of \( s \) are semantically irrelevant and can be safely repelled. It is not the case for the background frames that have semantically similar \( s \), as the local alignment loss keeps strengthening the closeness of semantically similar features.

As computing Eq. (9) needs random videos, it is not as straightforward to convert Eq. (9) to importance scores after training. To address this, we simply train a model \( \hat{H}_\theta \) whose last layer is sigmoid to mimic \( 1 - \mathcal{L}_\theta(z_t; \theta) \), where \( \mathcal{L}_\theta(z_t; \theta) = \mathcal{L}_{\text{unique}}(z_t; \theta) \) is \( \mathcal{L}_{\text{unique}}(z_t; \theta) \) scaled to \([0, 1]\) over \( t \). Denoting \( y_t = 1 - \text{sg}(\mathcal{L}_\theta(z_t; \theta)) \) and \( r_t = \hat{H}_\theta(\text{sg}(z_t)) \), where “sg” stands for stop gradients, we define the loss for training the model as

\[
\mathcal{L}_{\text{filter}}(z_t; \hat{\theta}) = -y_t \log r_t + (1 - y_t) \log(1 - r_t).
\]

4.5. The Full Loss and Importance Scores

With all the components, the loss for each frame in a video is:

\[
\mathcal{L}(z_t; \theta, \hat{\theta}) = \mathcal{L}_{\text{align}}(z_t; \theta) + \lambda_1 \mathcal{L}_{\text{uniform}}(z_t; \theta) + \lambda_2 \mathcal{L}_{\text{unique}}(z_t; \theta) + \lambda_3 \mathcal{L}_{\text{filter}}(z_t; \hat{\theta}),
\]

where we fix both \( \lambda_2 \) and \( \lambda_3 \) as 0.1 and only tune \( \lambda_1 \).

Scaling the local dissimilarity, global consistency, and uniqueness scores to \([0, 1]\) over \( t \), the frame-level importance score is simply defined as:

\[
p_t = \mathcal{L}_{\text{align}}(z_t; \theta) \mathcal{L}_{\text{uniform}}(z_t; \theta) \mathcal{H}_\theta(z_t) + \epsilon,
\]

which means that the importance scores will be high only when all three terms have nontrivial magnitude. \( \epsilon \) is for avoiding zero values in the importance scores, which helps stabilize the knapsack algorithm for generating final summaries. As the scores are combined from three independent metrics, they tend not to have the temporal smoothness as possessed by the scores given by RNN [56] or attention networks [11]. We thus simply Gaussian-smooth the scores in each video to align with previous work in terms of temporal smoothness of scores.

5. Experiments

5.1. Datasets and Settings

**Datasets.** Following previous work, we evaluate our method on two benchmarks: TVSum [44] and SumMe [14].

TVSum contains 50 YouTube videos, each annotated by 20 annotators in the form of importance scores for every two-second-long shot. SumMe includes 25 videos, each with 15-18 reference binary summaries. We follow [56] to use OVP (50 videos) and YouTube (39 videos) [9] to augment TVSum and SumMe. Moreover, to test if our unsupervised approach can leverage a larger amount of videos, we randomly selected about 10,000 videos from the Youtube8M dataset [1], which has 3,862 video classes with highly diverse contents.
Evaluation Setting. Again following previous work, we evaluate model performance using five-fold cross-validation, where the dataset (TVSum or SumMe) is randomly divided into five splits. The reported results are averaged over five splits. In the canonical setting (C) [56], the training is only done on the original splits of the two evaluation datasets. In the augmented setting (A) [56], we augment the training set in each fold with three other datasets (e.g., SumMe, YouTube, and OVP when TVSum is used for evaluation). In the transfer setting (T) [56], all the videos in TVSum (or SumMe) are used for testing, and the other three datasets are used for training. Moreover, we introduce an extra transfer setting where the training is solely conducted on the collected Youtube8M videos, and the evaluation is done on TVSum or SumMe. This setting is designed for testing if our model can benefit from a larger amount of data.

5.2. Evaluation Metrics

F1 score. Denoting \( A \) as the set of frames in a ground-truth summary and \( B \) as the set of frames in the corresponding generated summary, we can calculate the precision and recall as follows:

\[
\text{Precision} = \frac{|A \cap B|}{|A|}, \quad \text{Recall} = \frac{|A \cap B|}{|B|},
\]

with which we can calculate the F1 score by

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}.
\]

We follow [56] to deal with multiple ground-truth summaries and to convert importance scores into summaries.

Rank correlation coefficients. Recently, Otani et al. [39] demonstrated that the F1 scores are unreliable and can be pretty high for even randomly generated summaries. They proposed to use rank correlation coefficients, namely Kendall’s \( \tau \) [23] and Spearman’s \( \rho \) [2], to measure the correlation between the predicted and the ground-truth importance scores. For each video, we first calculate the coefficient value between the predicted importance scores and each annotator’s scores and then take the average over the total number of annotators for that video. The final results are obtained by averaging over all the videos.

5.3. Implementation Details

We follow previous work to use GoogleNet [45] pre-trained features for standard experiments. For experiments with Youtube8M videos, we use the quantized Inception-V3 [46] features provided by the dataset [1]. Both kinds of features are pre-trained on ImageNet [25]. The contrastive refinement module appended to the feature backbone is a lightweight Transformer encoder [49], and so is the uniqueness filter. More architecture and training details can be found in Section 1 in the supplementary.

Following [42], we restricted each video to have an equal length with random sub-sampling for longer videos and nearest-neighbor interpolation for shorter videos. Similar to [42], we did not observe much difference when using different lengths, and we fixed the length to 200 frames, which is quite efficient for the training.

We tune two hyperparameters: The ratio \( a \) that determines the size of the nearest neighbor set \( N_\lambda \) and the coefficient \( \lambda \) that controls the balance between the alignment and uniformity losses. Their respective effect will be demonstrated through the ablation study in Section 3 in the supplementary.

5.4. Quantitative Results

In this section, we compare our results with previous work and do the ablation study for different components of our method.

Importance scores calculated with only pre-trained features. As shown in Tables 1 and 2, \( \hat{L}^{\text{align}}_a \) and \( \hat{L}^{\text{uniform}}_a \) directly computed with GoogleNet [45] pre-trained features already surpass most of the methods in terms of \( \tau \) and \( \rho \) and F1 score. Especially, the correlation coefficient \( \tau \) and \( \rho \) surpass even supervised methods, e.g., (0.1345, 0.1776) v.s. dp-LSTM’s (0.0298, 0.0385) and SumGraph’s (0.094, 0.138) for TVSum. Though DR-DSN [2000] has slightly better performance in terms of \( \tau \) and \( \rho \) for TVSum, it has to reach the performance after bootstrapping the online-generated summaries for 2000 epochs while our results are directly obtained with simple computations using the same pre-trained features as those also used by DR-DSN.

More training videos are needed for the contrastive refinement. For the results in Tables 1 and 2, the maximum number of training videos is only 159, coming from the SumMe augmented setting. For the canonical setting, the training set size is 40 videos for TVSum and 20 for SumMe. Without experiencing many videos, the model tends to overfit each specific video and cannot generalize well. This is similar to the observation in contrastive representation learning that a larger amount of data (from a larger dataset or obtained from data augmentation) helps the model generalize [5, 3]. Therefore, the contrastive refinement results in Tables 1 and 2 hardly outperform those computed using pre-trained features.

Contrastive refinement with Youtube8M on TVSum. The model may better generalize to the test videos given sufficient training videos. This can be validated by the results for TVSum in Table 3. After the contrastive refinement, the results with only \( \hat{L}^{\text{align}}_a \) are improved from (0.0595, 0.0779) to (0.0911, 0.1196) for \( \tau \) and \( \rho \). We can also observe improvement over \( \hat{L}^{\text{align}}_a \& \hat{L}^{\text{uniform}}_a \) brought by contrastive refinement.

Contrastive refinement with Youtube8M on SumMe. The reference summaries in SumMe are binary scores,
Table 1: Ablation results in terms of $\tau$ and $\rho$ together with their comparisons with previous work in the canonical setting. Since no previous work provided $\tau$ and $\rho$ for the other two settings, we provide our results for them in Section 2 in the supplementary. DR-DSN$_{un}$ means the DR-DSN trained for 60 epochs and similarly for DR-DSN$_{3000}$. Our scores with superscript $*$ are directly computed from pretrained features. The results were generated with $(\lambda_1, \alpha) = (0.5, 0.1)$. **Boldfaced** scores represent the best among supervised methods and human evaluations, and **blue** scores are the best among the unsupervised methods. Please refer to the text for analyses of the results.

|            | TVSum | SumMe |
|------------|-------|-------|
|            | $\tau$ | $\rho$ | $\tau$ | $\rho$ |
| Similarity | 0.1755 | 0.2019 | 0.1796 | 0.1863 |
| Supervised | 0.1600 | 0.2221 | 0.0224 | 0.0255 |
| Unsupervised (previous) | 0.0298 | 0.0385 | -0.0256 | -0.0311 |
| Unsupervised (ours, w.o. training) | 0.0944 | 0.1581 | -0.0197 | -0.0255 |
| Unsupervised (ours, w. training) | 0.1758 | 0.2301 | 0.0108 | 0.0137 |

summary lengths are constrained to be within 15% of the video lengths. Therefore, the majority part of the reference summary has exactly zeros scores. The contrastive refinement may still increase the scores’ confidence for these regions, for which the annotators give zero scores thanks to the 15% constraint. This eventually decreases the average correlation with the reference summaries, as per Table 3.

However, suppose the predicted scores are refined to have sufficiently high confidence for regions with nonzero reference scores; in this case, they tend to be captured by the knapsack algorithm for computing the F1 scores. Therefore, we consider scores with both high F1 and high correlations to have high quality, as the former tends to neglect the overall correlations between the predicted and the annotated scores [39], and the latter focuses on their overall ranked correlations but cares less about the prediction confidence. This analysis may explain why the contrastive refinement for $\hat{L}_{\text{align}}$ improves the F1 score but decreases the correlations. We analyze the negative effect of $\hat{L}_{\text{uniform}}$ for SumMe later.

**The effect of $\hat{L}_{\text{align}}$.** As can be observed in Tables 1, 2, and 3, solely using $\hat{L}_{\text{align}}$ can already well quantify the frame importance. This indicates that $\hat{L}_{\text{align}}$ successfully selects frames with diverse semantic information, which are indeed essential for a desirable summary. Moreover, we assume that diverse frames are a basis for a decent summary, thus always using $\hat{L}_{\text{align}}$ for further ablations.

**The effect of $\hat{L}_{\text{uniform}}$.** $\hat{L}_{\text{uniform}}$ measures how consistent a frame is with the context of the whole video, thus helping remove frames with diverse contents but hardly related to the video theme. It is clearly demonstrated in Tables 1 and 3 that incorporating $\hat{L}_{\text{uniform}}$ helps improve the quality of the frame importance for TVSum. We thoroughly discuss why $\hat{L}_{\text{uniform}}$ hurts SumMe performance in Section 7 of our supplementary.

**The effect of the uniqueness filter $H_{\hat{\theta}}$.** As shown in Tables 1 and 2, though $H_{\hat{\theta}}$ works well for TVSum videos, it hardly brings any benefits for the SumMe videos. Thus the good performance of the uniqueness filter for TVSum may simply stem from the fact that the background frames in TVSum are not challenging enough and can be easily detected by the uniqueness filter trained using only a few videos. Therefore, we suppose that $H_{\hat{\theta}}$ needs to be trained on more videos in order to filter out more challenging background frames such that it can generalize to a wider range of videos. This is validated by the $\hat{L}_{\text{align}}$&$H_{\hat{\theta}}$ results in Table 3, which indicate both decent F1 scores and correlation coefficients for both TVSum and SumMe. The TVSum performance can be further boosted when $\hat{L}_{\text{uniform}}$ is incorporated.

**Comparison with DR-DSN [62] on Youtube8M.** As per Table 1, DR-DSN is the only unsupervised method that has competitive performance with ours in terms of $\tau$ and $\rho$ and that has released the official implementation. We thus also trained DR-DSN on our collected Youtube8M videos to compare it against our method. As shown in Table 3, DR-DSN has a hard time generalizing to the evaluation videos. We also compare DR-DSN to our method with varying
model sizes in Section 4 in the supplementary, where we compare the two methods’ training efficiency and provide more training details as well.

**More experiments.** We perform the hyperparameter tuning on the challenging Youtube8M videos. We also evaluated the proposed metrics using different kinds of pre-trained features. Moreover, we observed that the F1 score for TVSum can be volatile to the importance scores’ magnitude. The above results are in Sections 3-6 in the supplementary.

### 5.5. Qualitative Results

We show the effect of the local dissimilarity ($\bar{\mathcal{L}}_{\text{align}}$), the global consistency ($\bar{\mathcal{L}}_{\text{uniform}}$), and the uniqueness scores generated by the uniqueness filter $\bar{H}_\theta$ in Fig. 3. We visualize and discuss the effects in pairs, i.e., $\bar{\mathcal{L}}_{\text{align}}$&$\bar{\mathcal{L}}_{\text{uniform}}$ and $\bar{\mathcal{L}}_{\text{align}}$&$\bar{H}_\theta$. We provide an example of how $\bar{H}_\theta$ improves $\bar{\mathcal{L}}_{\text{align}}$&$\bar{\mathcal{L}}_{\text{uniform}}$ in Section 8 in the supplementary. In the upper half of Fig. 3, the green bar selects a frame with high local similarity but low global consistency, which turns out to be a title frame with a disparate appearance and hardly conveys any valuable information about the video. While the black bar selects a frame related to the main content of the video (an interview), it has semantic neighbors with almost the same look and is less likely to contain diverse semantics. The red bar selects a frame with moderate local dissimilarity and global consistency. The frame, together with its semantic neighbors, conveys diverse information e.g., the car with or without people surrounding it. Moreover, it is also highly related to the whole video context: an interview in a car company.

For the lower half of Fig. 3, the green bar selects a frame with information noticeably different from its neighbors, e.g., the sea occupies different proportions of the scene. However, such a frame can appear in any video with water scenes, rendering it not unique to the belonging video. Hence, its uniqueness score is low. The black bar selects a frame with an object specifically belonging to this video in the center, but the local semantic neighborhood around it hardly conveys very diverse information. The red bar selects a frame with both high local dissimilarity and high uniqueness, which turns out to be the frame related to the gist of the video: St Maarten landing.

### 6. Conclusion

We take the first attempt to directly quantify frame-level importance without bootstrapping online-generated summaries for unsupervised video summarization based on the contrastive losses proposed by [52]. With pre-trained deep features, our proposed metrics already yield high-quality importance scores compared to many previous heavily-trained methods. We can further improve the metrics with contrastive refinement by leveraging a sufficient amount of random videos. We also propose a novel uniqueness filter and validate its effectiveness through extensive experiments. It would be interesting to keep exploring the combination of unsupervised video summarization and representation learning.
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