Graph theoretical analysis indicates cognitive impairment in MS stems from neural disconnection
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A B S T R A C T

Background: The mechanisms underlying cognitive impairment in MS are still poorly understood. However, due to the specific pathology of MS, one can expect alterations in connectivity leading to physical and cognitive impairment.

Aim: In this study we aimed at assessing connectivity differences in EEG between cognitively impaired (CI) and cognitively preserved (CP) MS patients. We also investigated the influence of the measures used to construct networks.

Methods: We included 308 MS patients and divided them into two groups based on their cognitive score. Graph theoretical network analyses were conducted based on networks constructed using different connectivity measures, i.e. correlation, correlation in the frequency domain, coherence, partial correlation, the phase lag index and the imaginary part of coherency. The most commonly encountered network parameters were calculated and compared between the two groups using Wilcoxon’s rank test. Clustering coefficients and path lengths were normalized to a randomized mean clustering coefficient and path length for each patient. False discovery rate was used to correct for the multiple comparisons and Cohen’s d effect sizes are reported.

Results: Coherence analysis suggests that theta and delta connectivity is significantly smaller in cognitively impaired patients. Small-worldliness differences are found in networks based on correlation, theta and delta coherence and correlation in the frequency domain. Modularity was related to age but not to cognition.

Conclusion: Cognitive deterioration in MS is a symptom that seems to be caused by neural disconnections, probably the white matter tracts connecting both hemispheres, and leads to a wide range in network differences which can be assessed by applying GTA to EEG data. In the future, these results may lead to cheaper and more objective assessments of cognitive impairment in MS.

© 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).

1. Introduction

In recent years a vast amount of research has been devoted to the study of the human connectome. These efforts have greatly advanced our understanding of the working of the brain in both healthy control groups and disease groups (Sporns, 2011; Sporns et al., 2005). Graph theoretical analysis (GTA) of both functional and structural data has revealed important topological properties such as small-worldness and highly connected (‘rich’) hub regions (Eguíluz et al., 2005; Shu et al., 2011; Stam et al., 2009).

Multiple Sclerosis (MS) is the most prevalent neurodegenerative disease in young adults and affects approximately 2 million people worldwide (Inglese, 2006). It is characterized by inflammation, demyelination in the central nervous system (CNS) and by axonal loss (Compston and Coles, 2008). MS affects both white and gray matter. Although cognitive impairment is encountered in approximately half of the MS population (Rao et al., 1991), the mechanisms leading to this cognitive impairment remain largely elusive.

A reduced white matter integrity in the whole MS brain has been shown (Cecerelli et al., 2009; Cercignani et al., 2001; Rovaris and Filippi, 2007; Yu et al., 2008). The loss of integrity of white matter tracts has been suggested to be related to decreased brain synchrony (Arrondo et al., 2009) and impaired cognitive performance in MS using diffusion tensor imaging (DTI) (Dineen et al., 2009; Hulst et al., 2013; Shu et al., 2011). Reduced interhemispheric synchronization has been found in MS patients compared to healthy controls by Leocani et al. (2000) and by Cover et al. (2006).
Although several structural MRI measures show significant correlation with cognitive functioning (Leocani et al., 2000) no sufficient explanation of cognitive impairment is available (Schoonheim et al., 2013). Recent research has focused on the construction of both structural and functional networks to understand the neural mechanisms that lead to cognitive impairment in MS.

Networks based on structural properties of the brain have already revealed alterations in network structure (Griffa et al., 2013). He et al. (2009) used structural MRI and networks based on cortical thickness measurements to demonstrate a small-world network efficiency loss proportional to the white matter lesion load and provided provisional evidence of MS as a disconnection disease. Applying DTI Shu et al. (2011) also showed global and local efficiency losses in MS patients compared to controls. However, in a study including both MRI and network fMRI measures, no MRI-parameters predicted cognition (Schoonheim et al., 2013).

Functional networks have also revealed network alterations. Leocani et al. have reported altered coherence in MS patients compared to healthy controls based on resting-state EEG, with more striking differences in cognitively impaired (CI) patients. They suggested corticocortical disconnection caused by demyelination and axonal loss to be responsible for the observed cognitive decline (Leocani et al., 2000). Partial functional disconnection in the temporal lobes was found to be associated to cognitive impairment by Hardmeier et al. (2012) who used MEG and synchronization likelihood to construct networks. On the same patient cohort, an increased normalized path length (lambda) and clustering coefficient (gamma) were found by Schoonheim et al. (2013) as indicators of a more regular topology.

As cognitive impairment in MS and its origins are not well understood we decided to construct networks based on a classic P300 paradigm experiment in which the patients are supposed to pay full attention. As attention is frequently impaired in MS (Rao et al., 1991), we expect correlations with cognitive functioning. To the best of our knowledge, this is the first study to assess networks based on the ‘brain-in-action’ in MS and to correlate these findings with an extensive neuropsychological battery.

Several difficulties exist when one tries to assess network-properties based on EEG data. Volume conduction and the influence of the reference electrodes give rise to the detection of multiple sources at one electrode. Several techniques have been devised to circumvent this problem. Nolte et al. (2004) have proposed the imaginary part of coherence as a measure independent of volume conduction and Stam et al. (2007) have proposed the Phase Lag Index (PLI) reasoning that a consistent phase lag cannot be explained by volume conduction. In total we have considered six methods to construct networks: correlation, correlation of the amplitudes in the frequency domain, coherence (alpha, beta, delta and theta), partial correlation, the imaginary part of coherence and the PLI. When assessing and constructing networks based on EEG data, we have to accept that every method has its disadvantages. The best way to go seems therefore, the combination of different network measures in order to ensure a complete description of the observed network. We also suppose that the problem of volume conduction and the influence of the reference electrodes are comparable for all patients. Therefore, we do not expect our results to be affected by these artifacts.

In this paper, we present the network differences in terms of edge weights, clustering coefficient, path length, modularity and degree between a cognitively preserved (CP) and a cognitively impaired (CI) group of MS patients for different methods that are frequently used to construct networks. As MS is considered a disconnection disease we expect significant differences from the network measures specifically designed not to be influenced by common sources (like the phase lag index and the imaginary part of the coherency). We hope that by investigating different methods to construct networks, we will be able to give a more robust interpretation of the networks.

2. Methods

2.1. Patient cohort

In the National MS Center Melsbroek (Belgium) patients regularly undergo neuropsychological testing to assess their cognitive performance. As part of the clinical assessment a neuropsychological assessment is included as well. MS is a disease in which several cognitive domains are deteriorated. The traditional measure used in neuropsychological studies in MS is the P300, a large positive wave following an unexpected stimulus and representing information processing speed and a patient’s attentional skills (Whelan et al., 2010).

2.2. Neuropsychological tests

The neuropsychological test battery used is the Neuropsychological Screening Battery for MS (NSBMS) developed by Rao et al. (1991) and includes the Paced Auditory Serial Addition Test (PASAT) to test information processing speed, the Controlled Long Term Retrieval (CLTR) to test memory impairment, the Controlled Oral Word Association Test (COWAT) to test verbal fluency and the Spatial Recall test (SRT) to assess visuospatial memory. This test battery assesses the cognitive domains most frequently impaired in MS and has been extensively validated.

A patient is denoted as CI when he fails two or more tests included in the NSBMS. Failing one test is defined as not obtaining the 5th percentile of a normal population.

2.3. EEG preprocessing

Digital electroencephalography (EEG) recordings were carried out using a Brainlab Measure station (OSG, Belgium). Ag–AgCl bridge electrodes were placed on the scalp using the international 10/20 system. Signals were digitized in a Schwarzer headbox (OSG, Belgium) at 250 Hz. A 50-Hz notch filter was applied. The offline analysis was performed using SPM8 (Litvak et al., 2011) and included filtering (highpass at 1 Hz, lowpass at 30 Hz), epoching (starting 200 ms before the stimulus and ending 800 ms after it), artifact detection (max. voltage 80 μV, max. peak to peak voltage 120 μV and flat segment detection), robust averaging with a subsequent lowpass filter (again at 30 Hz) and finally a baseline correction. Only target stimuli (39 out of 132) were included for the analyses. The following electrodes were used for the subsequent analyses: F5, F3, Fz, F4, T3, T5, T4, T6, C3, Cz, C4, P3, P2, Pz, O1, and O2. These electrodes are considered the nodes of the networks.

2.4. Network construction

We constructed for each patient different networks using different connectivity measures. All networks considered in this paper are weighted networks, i.e. there always exists a link (an edge) between every pair of electrodes. The only difference between the different networks lies in the strength of these links.

1. Pearson correlation (corr)

The most frequently used method to construct networks based on EEG/MEG data is the Pearson correlation. The strength of the correlation denotes the weight a certain edge is given.

2. Partial correlation (Partialcorr)

Partial correlation is defined as the correlation between two time signals after regressing out all other time series.

3. Frequency-domain correlation (corrfreq)

The concept of correlation can be easily extended to the correlation of the Fourier spectra of the respective signals. In this case, the covariance of the amplitudes at the different frequencies is taken as edge weight.
4. Coherence (alpha, beta, delta and theta)

Coherency is defined as a normalized cross-spectrum:

$$C_{ij}(f) = \frac{S_{ij}(f)}{\sqrt{S_{ii}(f)S_{jj}(f)}}$$

with $S_{ij}(f)$ the cross-spectrum between signals $i$ and $j$. The coherence is then defined as the absolute value of this quantity. Averaging over the different frequency bands results in $\alpha$ (8–10 Hz), $\beta$ (13–30 Hz), $\delta$ (1–4 Hz) and $\theta$ (4–8 Hz) coherence values. Coherency is essentially a generalization of correlation to the frequency domain (Nunez et al., 1997).

All the preceding measures (correlation, frequency-domain correlation and coherency) are prone to the problem of ‘common sources’. One brain source can generate activity on several electrodes due to volume conduction. Furthermore (for EEG) one needs a reference electrode which can induce spurious correlation and coherency between two electrodes. A first way to circumvent these artifactual correlations is by estimating the source amplitudes. However, this inversion is not unique and, therefore assumptions have to be made.

5. Imaginary part of coherency (ImagCoh)

Nolte et al. (2004) argue that the imaginary part of the coherency cannot be generated by volume conduction. Their main argument is that the imaginary part of the coherency assesses only time-lagged processes and is zero in the case of zero time-lag. As volume conduction is supposed to be instantaneous, the imaginary part of the coherency is insensitive to it and measures therefore true interaction.

6. Phase Lag Index (PLI)

The disadvantages of using the imaginary part of the coherency is the fact that this measure depends on amplitude and phase of the signals. Therefore, the PLI was proposed by Stam et al. as a measure to detect consistent phase lags between two signals. They argue that when two signals show a consistent phase lag, this cannot be caused by volume conduction (Stam et al., 2007).

2.5. Network analysis

2.5.1. Edge-strength

The most obvious parameters of a network to be compared are the plain edge-strengths. As there are 136 independent statistical tests (one for each edge strength) we will apply a correction for the multiple comparison problem as outlined in the Statistics section. A common approach to evaluate network structure is by choosing a cutoff value above which all connections are assumed to be one and below which all connections are set to zero. This, however, introduces an arbitrary element in the calculations as this cutoff can be chosen as the one that fits best the underlying hypothesis. Therefore we prefer to work with weighted networks in which every connection (vertex) has a weight between 0 and 1.

2.5.2. Degree

The degree of a node $i$ is defined as the number of neighbors that node $i$ has. Recently there has been ample research showing that the brain is divided in nodes with large degree (the rich hubs) connecting high-clustered regions (Sporns, 2013). This architecture would allow the brain to process information efficiently and to pass information fast from one region to the other. As we are considering weighted networks, we defined the degree of a node as the sum of all the weighted connections that node has.

2.5.3. Mean path length

The path length was calculated using the definition given in Stam et al. (2009). In short, the edge-weights are inverted resulting in an adjacency matrix in which the highest values denote the worst connections. On this matrix, the shortest path is calculated between every possible pair of nodes. The average path length is then defined by Stam et al. as the harmonic mean of all path lengths.

2.5.4. Clustering coefficient

In unweighted networks the clustering coefficient of a node $i$ is defined as the number of connections between all neighbors of node $i$ divided by the total number of possible connections. We adhered to the definition of a weighted version of the clustering coefficient given by Stam et al. (2009).

2.5.5. Small-worldness

For calculating the small-worldness parameter one needs a normalized clustering coefficient and a normalized path length. The normalized clustering coefficient is defined as the ratio of the clustering coefficient to the mean over N randomly rewired networks of the mean (over all electrodes) clustering coefficient. The normalized path length (lambda) is obtained by calculating for N randomly rewired networks the mean path length and dividing the path length obtained in the original network by this mean. The small-world index (sigma) is then defined as the ratio between the mean normalized clustering coefficient and the mean normalized path length and is often assumed to reflect the efficiency at which information can be processed by a network. A small world network is defined as a network with a mean path length comparable to the mean path in a random network (lambda $\approx 1$) but with a higher clustering coefficient (gamma $> 1$) (Griffa et al., 2013). For these results N was arbitrarily set to 50.

2.5.6. Modularity

The definition for modularity was identical to the definition used by de Haan et al. (2012). Instead of a simulated annealing approach, we have used fixed modules (frontal, central, parietal, temporal-left, temporal-right and occipital).

2.6. Statistics

2.6.1. Correction for age

As age significantly differed between the CP and CI groups, we used linear regression on all network parameters to extract the linear effect of age out of the networks. We also report the results of these correlations.

2.6.2. Non-Gaussian statistics

It is well known in the case of correlations that the distribution turns out to be non-Gaussian and therefore Gaussian statistics (like t-test’s) are not valid. One way to cope with this problem is to apply a transformation (typically arctanh($x$)) in order to construct a Gaussian distribution. Another way, which is the approach we followed, is the use of non-parametric statistics. Therefore, the p-values reported in this article are p-values from the Wilcoxon-rank test.

2.6.3. The multiple comparison problem

Comparing a huge number of parameters between two groups of subjects is likely to give some significant results. We used the False Discovery Rate (FDR) method in order to detect significant differences (Benjamini and Hochberg, 1995).

2.6.4. Cohen’s $d$ as effect size (ES)

A major problem of this study might have been the large sample size. We could include over 300 MS patients and are therefore prone to detect significant differences that are not clinically meaningful, i.e. we might have overpowered this study (Friston, 2012). Therefore we report Cohen’s $d$ as an effect size estimator, which ought to give an impression of the separability of the groups.
3. Results

3.1. Patient cohort

After matching the neurophysiological and the neuropsychological database, a total of 312 patients could be included with at least one EEG and one NP assessment within 30 days. After preprocessing, 4 EEG measurements showed too many artifacts to be included. From the remaining 308 patients, the largest part was denoted CP (180/308, 58.4%). Age differed significantly between the two groups (p \( < E - 7 \) and ES \( \approx 0.65 \) at electrode T4), the correlations in the frequency domain (p \( < E - 7 \) and ES \( \approx 0.67 \) at electrode Fz) and the coherence in both \( \delta \) (p \( < E - 7 \) and ES \( \approx 0.64 \) at electrode F8) and \( \theta \) (p \( < E - 6 \) and ES \( \approx 0.6 \) again at T3) range. This finding is in concordance with the results in the previous section, i.e. we already knew that these networks showed the most significant differences.

Furthermore it is interesting to note that for all measures the clustering coefficient in the preserved group is higher than in the impaired group. There seems to be an extensive variation in location reflective of the measure used (see Table 2).

3.2. Edge weights

In Fig. 1 we see the results of the differential network weights between CI and CP patients. Considering correlation both in time and frequency domain, we see extensive networks. Almost every connection is significantly different comparing the cognitively impaired and preserved groups (see Fig. 1.A–B). Assessing the same results for coherence, one sees some centro-parietal differences in the \( \alpha \)-range (Fig. 1.C) and few differences in the \( \beta \)-range (Fig. 1.D). Most differences seem to take place in the \( \delta \) (1–4 Hz, Fig. 1.E) and \( \theta \) (4–8 Hz, Fig. 1.F) range. The PLI shows only one significantly different edge (P3-Cz, Fig. 1.G). No differences were found with the imaginary part of coherency as a measure or using partial correlations (figures not shown).

3.3. Clustering coefficient

Considering the clustering coefficient, the most significant differences between CI and CP patients can be found using mere correlations (p \( < E - 7 \) and ES \( \approx 0.65 \) at electrode T4), the correlations in the frequency domain (p \( < E - 7 \) and ES \( \approx 0.67 \) at electrode Fz) and the coherence in both \( \delta \) (p \( < E - 7 \) and ES \( \approx 0.64 \) at electrode F8) and \( \theta \) (p \( < E - 6 \) and ES \( \approx 0.6 \) again at T3) range. This finding is in concordance with the results in the previous section, i.e. we already knew that these networks showed the most significant differences.

Furthermore it is interesting to note that for all measures the clustering coefficient in the preserved group is higher than in the impaired group. There seems to be an extensive variation in location reflective of the measure used (see Table 2).

3.4. Degree, modularity and path length

In Table 3, we have listed the differences in degree, modularity and path length. Significant differences in path length are found in the networks constructed with correlation, correlation in the frequency domain, coherence in alpha, delta and theta domains and PLI. The same structure of significance can be seen when assessing “degree” as parameter. Modularity did not show significant differences.

3.5. Age

We have also correlated all network parameters with age. These results can be found in Table 4. It is interesting to note that although no differences in modularity were found between CI and CP patients, modularity did correlate significantly with age. None or less significant results are found for degree, path length and clustering coefficient (data not shown).
In this table, we provide the most important clinical features. MS-type is given as the percentage in each group that is affected by the Relapsing onset type (RD) as opposed to the Progressive Onset type (PO).

### 3.6. Small-worldliness

In Table 5, we observe significantly higher normalized path lengths (lambda) in the intact group in the networks constructed via correlation and coherence (beta and delta). For the same connectivity measures, the normalized clustering coefficients (gamma) are higher in the impaired group as is the small-worldliness parameter sigma (= gamma/lambda).

In Fig. 2 we have plotted the statistical significance of the normalized clustering coefficients for all electrodes for the networks constructed with correlation, corrFreq and coherence (delta and theta). Correlation and coherence in the theta and delta range indicate that especially the clustering coefficients of the central and frontal areas are related to cognition whereas the correlation in the frequency domain returns more temporo-parietal clustering coefficients.

### 4. Discussion

In this paper we assessed EEG-recordings of 308 MS patients during an auditory oddball task. We have constructed networks using several methods (correlation, correlation in the frequency domain, coherency, alpha, beta and delta and theta), Phase Lag Index, partial correlation and the imaginary part of the coherency. Higher edge weights were consistently found in the CP group as is the small-worldliness parameter sigma (= gamma/lambda).

The main goal was to determine which method could return the most information on cognitive impairment in MS and whether the combination of different methods could yield additional and valuable information.

#### 4.1. Edge weights

Using correlation in time and frequency domain as measures to construct the networks we observed a large network of significantly different network connections (edge weights). Differences that seem to be caused by differences in the delta and – in order of decreasing importance – theta, alpha and beta bands as pointed out by the coherence analysis. None or very few connections survived the FDR when the networks were constructed using partial correlation, PLI or the imaginary part of the coherency. Higher edge weights were consistently found in the CP group.

Finding higher correlations in the CP group might not be surprising as increased P300 amplitudes have been consistently found in the literature (Kisiki et al., 2011; Polich et al., 1992). Networks constructed using coherence highlight the importance of the delta (1–4 Hz) and theta (4–8 Hz) and to a lesser extent alpha (8–12 Hz) waves in the cognitive functioning in concordance with results from traditional EEG analyses (Kisiki et al., 2012). Furthermore, the most important correlations seem to be located at the tempo-parietal region, a region that has already emerged in a resting-state MEG study (Schoonheim et al., 2013). It can also be noted that almost all (98%) possible interhemispheric connections are related to cognition whereas only 60% of the intrahemispheric connections light up – using correlation as network measure (see Fig. 1.A). This supports recent evidence of the implication of the corpus callosum in the emergence of cognitive impairment in MS (Llufriu et al., 2012). The fact that we found higher correlations in the CP group seems to contradict Hawellek et al. (2011) who found an increased functional connectivity in MS patients based on BOLD signals and Schoonheim et al. (2013) who found increased synchronization in MS patients using resting state MEG. Hawellek et al., however, assessed MS patients in the early stages of the disease whereas we assessed a more general MS population. Therefore, we would like to argue that their results can be explained by compensation mechanisms. The alternative explanation offered by Hawellek et al., i.e. a loss of white matter tracts resulting in a reduced diversity in large-scale cortical dynamics, seems not to be supported by our results.

#### 4.2. Clustering coefficient

The differences found using the clustering coefficient seem to correspond to the differences found in the edge weights. However, several clustering coefficients calculated using the PLI turned out to depend on a patient’s cognitive status (the three most significant ones being T3, T6 and C3, p < E − 4) while no significant differences were found when assessing the edge weights. This finding seems to indicate that, at least for the PLI, the clustering coefficient contains additional information or higher-quality information as it might reduce the levels of noise by multiplying several edge weights.

Previous studies have shown an increased normalized path length lambda and normalized clustering coefficient gamma comparing MS patients to healthy controls (Schoonheim et al., 2013) in agreement with our results in which CI patients show greater gamma and lambda. A decreased clustering coefficient and path length were recently shown when comparing Alzheimer patients with healthy controls (Stam et al., 2009).

### Table 1

| Patient characteristics. | CI | CP | p-Value |
|--------------------------|----|----|---------|
| N                        | 128| 180| –       |
| Gender (% male)           | 35 | 43 | –       |
| MS-type (% RD)            | 77 | 81 | –       |
| Age (mean ± SD)           | 55 ± 12 | 49 ±11| 3E − 6 |
| Disease duration (mean ± SD) | 19 ± 11 | 16 ± 10 | 0.04   |
| EDSS-score                | 6.8| 6.0| 0.80    |

In this table, we have shown the three electrodes at which is the most significantly different clustering coefficients are observed. The p-values are given as – log10(p) in columns p-1, p-2 and p-3. Effect sizes in Es-1, Es-2 and Es-3, the locations in L-1, L-2 and L-3. A Bonferroni corrected p-value of 0.05, corresponds to –log10(0.05 / 17) = 2.53. Effect sizes are given as ‘preserved minus impaired’. Clustering coefficients that are both significant (–log10(p) > 2.53) and have at least a moderate effect size (ES > 0.4) are shown in bold.
The significant clustering coefficients found in the networks based on the PLI seem to indicate that – in the case of the PLI – the clustering coefficient is more related to cognition than the edge weights. Given that the PLI reflects true changes in brain synchronization and is designed not to be influenced by volume conduction, we consider this as further evidence of an impaired synchronization leading to reduced cognitive functioning in MS.

### 4.3. Degree, modularity and path length

We see the same recurrent pattern when assessing the networks' degrees, modularity and mean path length. Again additional significance is reached in the PLI – network for degree (at electrode F7, \( p < E – 4 \)) and mean path length. No differences were found for modularity.

### 4.4. Small-worldness

We found that lambda showed significant differences for correlation and coherence in alpha and theta domains, which is in agreement with the results obtained by the mean path length. In contrast to our previous findings, lambda seems not to depend on cognitive status when assessed using PLI or the correlation in the frequency domain. Although we also found differences in the small-world parameter sigma, its absolute value in the impaired group (1.053 ± 0.033) and the preserved group (1.034 ± 0.030) does not allow us to consider the constructed networks as real small-world (Watts and Strogatz, 1998).

### 4.5. Age

Finally, we assessed the correlations with age and although the same significance pattern emerges, there are remarkable correlations with modularity. A higher age resulted in higher modularity. Modularity has, however, been suggested to degrade with age (de Haan et al., 2012; Meunier et al., 2009). We also observed almost all network weights decreasing with increasing age. We expect that the increased modularity at higher age is a consequence of the weaker edge weights and the fixed modules we have used instead of the simulated annealing approach.

### 4.6. Different network measures

Although we constructed different networks with diverse techniques, the choice of network measure does not seem to influence the final results. It stands without doubt that coherence returns the most information due to the selection of frequency ranges. When one has to limit oneself to one parameter, the PLI seems a viable candidate. The lack of significant results for both partial correlation and the imaginary part of the coherency may have different causes. It has been shown that the imaginary part of the coherency was less useful than coherence to assess experimental effects (Wheaton et al., 2005).

### 4.7. Cognitive impairment in MS as a disconnection symptom?

Network deficiencies have already been shown in MS. He et al. (2009) constructed networks based on cortical thickness and reported a network efficiency loss proportional to the white matter lesions. Shu et al. (2011) showed structural alterations in white matter networks between MS and healthy controls by applying DTI. Furthermore, damage to the corpus callosum has already been suggested to be associated with cognitive impairment (Llufriu et al., 2012). As the corpus callosum connects both cerebral hemispheres, we may interpret the observed importance of interhemispheric connections as a proxy of the importance of the corpus callosum white matter tracts.
Although we used the standard and extensive neuropsychological test battery (the NSBMS) the definition of cognitive impairment is not a perfectly objective measure of cognition and some noise is to be expected. The correlations with age should be interpreted with caution as age is highly correlated with disease duration in this sample. We considered calculating networks on averaged EEG data recorded when performing a task interesting as it shows the brain in action. However, we have to be careful with the interpretation as the connections reflect mean connections over the duration of the epoch and several consecutive processes are known to take place (stimuli perception, comparison of incoming stimulus with the stimuli in mind and counting).

We could only take into account 17 EEG electrodes, which seem a small number compared to recent MEG studies. However, it can be noted that in order to deal with the enormous amount of data in most MEG studies, one averages over the electrodes of certain areas. And although this might be the weakest point in our research, it might also be the strongest as it shows the applicability of advanced graph theoretical analysis methods on easily accessible data.

An important remark on all studies is the possible influence of differential signal-to-noise ratios (SNR) on the differences found in the constructed networks. Although we are aware that these SNR differences can heavily influence our (numerical) results, we expect a global influence. Therefore, we do not expect these SNR differences to explain the observed differential patterns.

### 4.8. Limitations

Although we used the standard and extensive neuropsychological test battery (the NSBMS) the definition of cognitive impairment is not a perfectly objective measure of cognition and some noise is to be expected. The correlations with age should be interpreted with caution as age is highly correlated with disease duration in this sample. We considered calculating networks on averaged EEG data recorded when performing a task interesting as it shows the brain in action. However, we have to be careful with the interpretation as the connections reflect mean connections over the duration of the epoch and several consecutive processes are known to take place (stimuli perception, comparison of incoming stimulus with the stimuli in mind and counting).

We could only take into account 17 EEG electrodes, which seem a small number compared to recent MEG studies. However, it can be noted that in order to deal with the enormous amount of data in most MEG studies, one averages over the electrodes of certain areas. And although this might be the weakest point in our research, it might also be the strongest as it shows the applicability of advanced graph theoretical analysis methods on easily accessible data.

An important remark on all studies is the possible influence of differential signal-to-noise ratios (SNR) on the differences found in the constructed networks. Although we are aware that these SNR differences can heavily influence our (numerical) results, we expect a global influence. Therefore, we do not expect these SNR differences to explain the observed differential patterns.

### 4.9. Summary

In this study we constructed networks based on task-related averaged EEG data, collected in a clinical setting and linked these data to the MS patients' cognitive status. We have shown that all measures used to construct networks yield very similar results. The PLI, however, seems to be the best choice (for cognitive impairment in MS) when only one measure is to be used.
This study clearly shows the possibilities of the application of graph theoretical analysis methods to low-cost well-known data acquisition methods and may help to further enlighten the mechanisms leading to cognitive impairment in MS.

5. Conclusion

In summary, we can state that cognitive impairment in MS seems to stem from large-scale neural disconnection mechanisms, most probably involving the white matter tracts traveling through the corpus callosum. As we used low-cost and well-known data acquisition methods, these results may help to develop a standardized algorithm to detect cognitive impairment in MS.
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