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Abstract: One of the main challenges in dense 5G radio access networks (RANs) is provisioning of low-cost connectivity between a large number of antennas, located at remote sites, and a central site (hub) in which baseband processing functions are performed. Packet-switched Ethernet and wavelength division multiplexing (WDM) are two principal transport network technologies enabling the reduction of the demand for direct optical fiber connections between the antennas and the hub. Whereas Ethernet allows for statistical multiplexing of multiple xHaul (fronthaul/midhaul/backhaul) flows and their aggregation in a high-capacity transmission link, WDM makes it possible to establish a number of such links (using different wavelengths) in a single optical fiber. Additional savings in the amount of fibers required can be achieved by means of optical add-drop multiplexers (OADMs) that allow for obtaining access to unused wavelengths by intermediate remote nodes, whenever the capacity on the WDM system is not fully utilized by the end remote node. In this work, we focus on the problem of planning optimal fiber connections, including the placement of OADMs for a set of wavelength demands at remote sites, with the aim of minimizing the amount of fibers used in a packet-optical xHaul access network carrying 5G traffic. We consider a passive WDM system in which the maximum transmission distance, estimated using an optical power-budget model, depends on the number of OADMs that are present on the transmission path. To formulate and solve the optimization problem, we make use of integer linear programming (ILP). We apply the ILP model in network analysis. In particular, by means of numerical experiments performed for two different network topologies, we study the impact of traffic load (in terms of the number of requested wavelengths) and optical multiplexer loss on the number of transmission paths that have to be established in the network. Obtained results show that the savings in fiber connections of up to 65% can be achieved in a packet-optical xHaul network if OADMs are used when compared to the scenario without OADMs.
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1. Introduction

Telecommunication networking is undergoing a profound transformation related to the deployment of 5G networks [1]. This transformation is accompanied by evolution of the mobile network towards centralized and virtualized radio access network (C-RAN/vRAN) architectures [2]. Already in centralized 4G/long term evolution (LTE) network implementations, the base station has been disaggregated into a remote radio head (RRH), located close to the antenna at a remote site (cell), and a baseband unit (BBU) placed at a central site (hub). Distributed RRHs and centralized BBUs are connected using the common public radio interface (CPRI) protocol in such networks. In 5G, the radio frequency processing functions performed by a BBU are realized by a distributed unit (DU) and a central unit (CU), whereas RRH is replaced by a radio unit (RU), which performs low-level physical functions [3]. The DUs and CUs may be placed at different network locations in accordance with particular requirements of diverse 5G services, which can be classified...
as enhanced mobile broadband (eMBB), ultra-reliable and low-latency communications (URLLC), and massive machine-type communications (mMTC). For instance, the whole radio processing stack (i.e., DU/CU) might be placed at a remote site in mMTC applications, whereas the DU processing for eMBB services may be performed at a hub site, as mentioned in Reference [4]. The disaggregation and distributed placement of 5G RAN functions, results in multiple data flows that differ in terms of bandwidth and latency requirements. These flows, related to fronthaul (FH—between RU and DU), midhaul (MH—between DU and CU), and backhaul (BH—between CU and a 5G core network) connections, should be carried using a convergent xHaul transport network, as mentioned in Reference [5]. In particular, the transport of traffic from remote sites and its aggregation into a hub site is realized through an xHaul access network.

5G networks are expected to make use of a much larger amount of installed antennas and access points than previous generations of mobile networks, which is frequently referred to as network densification. To decrease the capacity requirements of transport links in RANs, different techniques for compression of radio data have been proposed [6–8]. Still, the use of conventional transport solutions, based on dedicated point-to-point CPRI links, is neither scalable nor cost-effective in dense 5G access networks as it results in huge demand for high-bandwidth links between the antennas and the hub site. Therefore, to assure a convergent, scalable, and low-cost transport of radio traffic, the adaptation of well-known packet-based Ethernet technology has been proposed for xHaul transport networks in the IEEE standards 802.1CM [9] and 1914.1 [3]. Ethernet enables statistical multiplexing of data flows and, hence, increased utilization of link bandwidth. The encapsulation of 5G radio data into Ethernet frames is achieved by means of the enhanced CPRI (eCPRI) protocol [10]. The use of Ethernet in xHaul allows for support, as well other services not related to 5G, such as legacy 4G, enterprise, and residential services. In particular, the CPRI data related to 4G services is encapsulated and mapped into Ethernet frames using Radio over Ethernet (RoE) protocol specified in the IEEE 1914.3 standard [11]. Eventually, time-sensitive networking (TSN) features specified in Reference [9] enable prioritized, low-latency transmission of Ethernet frames carrying latency-sensitive fronthaul traffic.

The Ethernet switches located at remote sites, where traffic from local antennas/access points/other sources is aggregated, and a hub site, where certain baseband processing functions are performed and traffic is forwarded towards the network core, will be principally connected by means of high capacity and low delay links. Optical fiber technologies are a first choice for deployment of such links as they satisfy both requirements and provide some additional capabilities, such as wavelength division multiplexing (WDM). WDM increases significantly the capacity of an optical fiber thanks to multiplexing of signals transmitted on different wavelengths using either passive or active WDM equipment installed at the link ends [12]. Passive WDM reduces about 4–6 times the cost of active WDM since it does not use signal amplification and dispersion compensation components, in addition to the fact that it utilizes less expensive WDM equipment [13]. Therefore, passive WDM solutions are often preferred in limited-distance applications (up to 20 km), such as 5G access networks.

WDM enables aggregation of traffic from remote sites by means of OADM devices, which combine selected wavelengths at particular intermediate sites into an optical transmission path going from an end remote site through intermediate sites to a hub site, as shown in Figure 1. The application of an OADM at an intermediate site increases utilization of the WDM link, and, at the same time, it releases from the need to establish a dedicated transmission path between the hub and the site. It leads to the reduction of the number of fiber connections and installed WDM equipment, which translates into lower network deployment costs [14–16]. Recently, a commercial solution available under the trade name flexiHaul has been proposed for a 5G packet-optical xHaul access network. This solution consists of a TSN Ethernet switch [17] and a passive WDM system xWave 400G [16], which allows for the aggregation of wavelengths on optical paths by means of OADMs.
In a 5G access transport network based on a transmission system with the above discussed features, a basic network design problem concerns planning of optical connections between remote sites and a hub site. The problem consists of the selection of routes for optical transmission paths over the network, together with the selection of intermediate nodes at which OADMs are located and traffic is aggregated. These decisions are constrained by the optical power budget of the system, which determines the maximum length of optical paths (i.e., transmission reach/distance). Moreover, the use of OADMs introduces losses of optical power, which results in a shortened transmission reach. As a consequence, there is a certain tradeoff that limits the use of many OADMs on longer paths, although such paths might pass through and allow for gathering traffic from a larger number of remote sites. As aggregation of traffic is desirable for decreasing network cost; hence, proper routing and OADM placement decisions are required when planning optical connections in the network. The length of routing paths and resulting propagation delays may be limited additionally due to low-latency requirements of specific 5G services.

In this work, we focus on modeling and optimal solving the discussed connection planning problem in a 5G packet-optical xHaul access network. The main contributions of this work are the following:

1. development and application of a physical-layer transmission model, based on optical power budget calculations and assuming the properties of a passive WDM system, for estimating the reach of transmission paths,
2. formulation of an ILP optimization problem for generation of optimal solutions to the connection planning problem in the 5G packet-optical xHaul access network considered, and
3. assessment of the impact of wavelength aggregation (by means of OADMs) on network performance in different scenarios assuming realistic transmission system parameters.

To the best of our knowledge, the optimization problem addressed and the ILP formulation proposed have not been considered in the literature yet. In addition, we are not aware of a similar work in which a physical-layer transmission model was included to optimization of a 5G packet-optical xHaul access network.

The remainder of this article is organized as follows. In Section 2, we discuss related works. In Section 3, we present main assumptions concerning the transmission model and latency constraints. In Section 4, we formulate the optimization problem and model it as an ILP problem. In Section 5, we report the results of numerical experiments. Finally, in Section 6, we conclude this work.
2. Related Works

Optimization of C-RANs connected using optical fiber networks has been frequently addressed jointly with the problem of placement of BBU/DU/CU processing resources. In Reference [14,15], the authors studied a BBU placement problem in a C-RAN connected using a WDM optical network. The optimization problem was formulated as an ILP problem with the objective to minimize the total network cost represented by either the number of active BBU sites or the number of fibers used to transport the traffic in the network. In the study, the underlying optical network was given, and a generic WDM system was considered, in which transmission distance of optical paths (lightpaths) was not constrained by a physical-layer transmission model. The authors of Reference [18] proposed an ILP formulation for the problem of dimensioning of BBU processing and optical transponder resources in a CPRI-based C-RAN connected using an active WDM optical network equipped with sliceable bandwidth-variable transponders. In that work, dedicated point-to-point connections were assumed, without traffic aggregation, and there were not any transmission reach-related constraints. The problem of designing dense WDM (DWDM) rings in metro and access segments of a survivable 5G transport network was studied in Reference [19]. The authors proposed different schemes for survivable 5G transport and made use of a heuristic approach for planning and dimensioning of ring-based fiber connections. In Reference [20], the BBU location problem with planning of survivable (i.e., primary and backup) lightpath connections in a 5G fronthaul network was addressed. In that work, a generic WDM optical network without any constraints on transmission distance was assumed. The authors of Reference [21] focused on ILP modeling of the problem of DU and CU placement with lightpath provisioning in a ring-based WDM metro/aggregation network. Similar as in other aforementioned works, a generic WDM system was assumed, and transmission reach was not modeled. A literature survey on resource allocation-related problems and solutions in centralized RANs can be found [22].

Different solutions have been considered for passive WDM networks. Coarse wavelength division multiplexing (CWDM) has been widely used in local and metropolitan networks. In CWDM, the channel spacing equals 20 nm, which enables the use of 18 channels in the wavelength range from 1271 nm to 1611 nm. Due to the wide range of dispersion, CWDM has limited use in systems with an extreme bit rate of 100 Gb/s per wavelength. Zero dispersion of the G.652D fiber [23] lies in the range of 1312 ± 12 nm. For this reason, in the IEEE 802.3cu standard [24], the wavelength range is limited to 4 channels: 1271, 1291, 1311, and 1331 nm. A two times denser spacing, i.e., 10 nm, was proposed in the MWDM system [13]—12 channels were located in the range from 1267.5 to 1374.5 nm. In addition, 12-channel LAN-WDM system (LWDM) with an 800 GHz inter-channel spacing is used, which, in the O transmission window, corresponds to a spacing of about 4.5 nm [13] and the center of channels passband equals, respectively, 1269.23, 1273.55, 1277.89, 1282.26, 1286.66, 1291.10, 1295.56, 1300.05, 1304.58, 1309.14, 1313.73, and 1318.35 nm. Recently, an 8-channel system with a 400 GHz channel spacing, i.e., about 2.25 nm in the O transmission window (called nWDM—narrow WDM) has been proposed [16], in which the center of channels passband equals, respectively, 1295.56, 1297.80, 1300.05, 1302.31, 1304.58, 1306.85, 1309.14, and 1311.43 nm. This system, under the trade name of flexiHaul xWave 400G, offers a 20 km transmission distance and a 17 dB power budget. Four-level amplitude modulation (PAM-4) is used, which enables two bits of information to be encoded in one code symbol. Symbols are transferred at 53.125 Gbaud. Forward error correction RS (544,514) is applied to allow error-free transmission for the input bit error rate less than $2.4 \times 10^{-4}$ [25]. In the mentioned WDM systems, multiplexers (MUX), demultiplexers (DMUX), and add/drop modules (OADM), utilizing optical thin-film filters (TFF), are used to extract a channel of a specific wavelength. They have better transmission properties than Bragg grids (FBG) and array waveguide gratings (AWG), especially with inter-channel spacing greater than 200 GHz [26].
3. Main Assumptions

In this section, we present the details of the optical transmission system and transmission-reach model considered in this study. Moreover, we discuss the assumptions that we take concerning the latencies of transported radio data and their impact on the transmission path length.

3.1. Transmission Model

In this article, we assume the properties of WDM transmission system xWave 400G [16] applied in the xHaul 5G optical-packet access network. As discussed in Section 2, the system is characterized by a narrow inter-channel spacing. The benefit of a small inter-channel spacing is the reduction of signal distortion caused by dispersion, while the drawback is the need to use lasers with low chirp, temperature drift in the transmitter, and greater nonlinear distortions. In this case, the limitation of the transmission distance is caused by the power budget. Therefore, we present a detailed model for estimating this budget in the following section.

Table 1 shows the system parameters required to calculate the transmission distance $L$ expressed by Equation (1), determined on the basis of the power and attenuation budget. The number of OADMs introduced into the optical path is denoted by $N$.

$$L = \min \left( \frac{P_{TXoma} - P_{RXoma} - 4N A_C - 2N A_{MUX} - A_{MM}}{\alpha}, L_{\text{max}} \right) \text{ [km]}.$$  (1)

Table 1. Transmission system parameters.

| Parameter                                      | Value      |
|-----------------------------------------------|------------|
| Fiber loss coefficient ($\alpha$) [dB/km]     | 0.5        |
| Connector loss ($A_C$) [dB]                   | 0.25       |
| Maximum number of carried wavelengths ($W$)   | 4          |
| MUX4 loss ($A_{MUX}$) [dB]                    | 1.8 $\times$ \{1.0, 0.9, 0.8\} |
| Maintenance margin ($A_{MM}$) [dB]            | 1.0        |
| Minimal transmitter outer optical modulation amplitude ($P_{TXoma}$) [dBm] | 3.0 |
| Receiver sensitivity ($P_{RXoma}$) [dBm]      | $-14.0$    |
| Maximum transmission distance ($L_{\text{max}}$) [km] | 20.0 |

Minimal transmitter outer optical modulation amplitude ($P_{TXoma}$) is defined as the minimal difference between two outer (maximal and minimal) optical power levels in PAM-4 signal at transmitter output. Receiver sensitivity ($P_{RXoma}$) is defined as the difference between two outer (maximal and minimal) optical power levels in PAM-4 signal at receiver input sufficient to obtain bit error rate less than $2.4 \times 10^{-4}$ before FEC correction. Power budget is the difference between $P_{TXoma}$ and $P_{RXoma}$ (see Reference [25], Figure 2-1).

The G.652D fiber loss coefficient value of 0.40 dB/km given in Reference [23] is increased here by 0.10 dB/km taking into account additional splices losses and environmental margin. To calculate the influence of connectors on attenuation budget, we exploit a statistical approach due to a large number of connectors utilized (4N), and, as a consequence, mean value represents connector loss. The maximum transmission distance ($L_{\text{max}}$) of the flexiHaul xWave 400G system is limited to 20 km [16].

MUX and DEMUX modules always operate in pairs, so, if they have the same order of filters, the total attenuation we estimated is at approximately 2/3 of combined maximum MUX/DEMUX attenuations (e.g., 3.6 dB instead of 5.4 dB) because the channel added in the MUX farthest from the output is the most attenuated, while, in the DMUX, it is dropped first and the least attenuated. This applies to both the MUX/DEMUX pair which is part of OADM (see Figure 1) and to the first/last MUX/DEMUX pair in each optical path. Attenuation of cut-through OADM optical path is increased by patchcord attenuation equal to $2 \times A_C$.

Figure 2 shows the system configuration with indicated parameters necessary to estimate the transmission distance from Equation (1). A minimum of one wavelength is
dedicated to a single remote site, so the maximum remote sites number equals $W$. In the information available to us about the parameters of the flexiHaul xWave 400G system, there is no exact data for the attenuation of MUX and OADM modules. Therefore, the budget calculations are based on the parameters of similar, off-the-shelf components, made in the same TFF technology, available from various manufacturers [27,28]; hence, we use several variants for values of $A_{MUX}$ adopted in the analysis.

Figure 2. System configuration with denoted parameters necessary to estimate the transmission distance $L$.

Eventually, in Table 2, we show the transmission distance ($L$) values obtained using Equation (1) and system parameters presented in Table 1, for different values of MUX loss and the number of OADMs present on the optical transmission path. The obtained values of $L$ are used in the optimization model presented in the next section to determine the maximum number of OADMs that can be installed on a transmission path of a given length.

Table 2. Transmission distance $L$ as a function of MUX loss and number of installed OADMs.

| MUX Loss | Number of OADMs (N) | 0 | 1 | 2 | 3 |
|----------|---------------------|---|---|---|---|
| 1.80 dB  | 20.00 km            | 13.60 km | 4.40 km | - |
| 1.62 dB  | 20.00 km            | 15.04 km | 6.56 km | - |
| 1.44 dB  | 20.00 km            | 16.48 km | 8.72 km | 0.96 km |

3.2. Latency Constraints

The technical specification of the Ethernet switch utilized in the flexiHaul system [17] mentions the implementation of the TSN mechanisms defined by standards IEEE 802.1CM and IEEE 802.1Qbu. We assume that these TSN mechanisms are applied and they assure the prioritized transmission of Ethernet frames carrying latency-sensitive data, in particular, related to 5G fronthaul traffic. Still, under heavy fronthaul traffic loads, the latencies of higher priority frames may be increased due to the need for their buffering since they compete each other for transmission resources at the switch output link. To account for this effect, we consider that the length of transmission paths between remote sites and the hub is constrained additionally by the latency requirements of latency-sensitive data flows.

Namely, in the analysis performed in this work, we consider that the one-way latency budget of latency-sensitive flows is equal to 100 $\mu$s (according to Reference [29]). Within this budget, we assume that 50 $\mu$s is reserved, among others, for the store-and-forward operations in the switch (a few $\mu$s, as mentioned in Annex B in Reference [9]), the transmission time of frames (not exceeding a few $\mu$s in a 100 Gbps optical link [30]), and queuing latency (up to some tens of $\mu$s), whereas the remaining 50 $\mu$s is left for signal propagation in the optical fiber. Note that, in the transmission system studied in this work, the buffering of
frames in the xHaul network occurs once for each transmission direction, namely during aggregation of radio data flows into wavelength connections at the remote TSN switch and at the switch located in the hub, respectively, for uplink and downlink direction. Assuming a periodic traffic model [31], in which the radio data frames are transmitted periodically and within a certain transmission window of the size of up to some tens of µs, the queuing latency does not exceed the transmission window duration in the worst case, in which all HP frames arrive at the same moment, and the link capacity is fully utilized.

The above assumed 50 µs propagation delay limit corresponds to the maximum optical path length equal to 10 km. The numerical results presented in Section 5 are obtained considering this limit.

4. Optimization Problem

The packet-optical xHaul access network planning problem addressed in this paper consists of finding a set of transmission paths between a given set of remote sites and a hub site. A transmission path is realized either as a direct fiber connection between the end sites or a fiber connection going through OADM devices installed at some remote sites (as shown in Figures 1 and 2). Each transmission path carries a number of wavelengths. An OADM allows for joining into an existing transmission path the wavelengths originated at the remote node at which this device is installed (see λ3 and λ4 in remote site 2 in Figure 1). The connections are constrained by: (a) the allowable number of OADMs traversed by a transmission path, which is limited by the optical power budget of the path (as discussed in Section 3.1), and (b) the maximum number of carried wavelengths that must not exceed the capacity of given WDM system. The use of OADMs allows for decreasing the demand for fiber connections in the network. In this work, we aim at optimizing the configurations of transmission paths, namely their routes and placement of OADMs, to minimize the number of fiber connections required in the network.

We begin by introducing the notions and notation used in problem modeling. Afterwards, we formulate the connection planning problem as an ILP optimization problem.

4.1. Notation

The xHaul transport network is modeled by a graph \( G = (V, E) \), where \( V \) denotes the set of network nodes, representing remote and hub sites, and \( E \) is the set of links representing fiber connectivity between the nodes. We assume that the capacity of each link in terms of available fibers is not a bottleneck and is sufficient to carry the traffic between remote and hub nodes. Let \( W \) denote the capacity of the WDM system, i.e., the maximum number of wavelengths carried in a fiber.

Let \( D \) be the set of demands. Each demand \( d \in D \) represents a number of wavelength connections to be established in the xHaul network between a remote node and a hub node. We assume that each remote node generates a demand. Let \( W(d) \) be the number of requested wavelengths of demand \( d \).

Let \( P(d) \) denote the set of candidate transmission paths of demand \( d \in D \). Transmission path \( p \in P(d) \) is a fiber route through the network between the remote node corresponding to demand \( d \) and a hub node; in particular, \( p \) is a subset of network links \( p \subseteq E \). Let \( D(p) \) denote the physical length of transmission path \( p \). We assume that path \( p \) may either: (a) realize a direct fiber connection between the end nodes of a demand or (b) be a fiber connection traversing OADM devices installed at some intermediate remote nodes. Let \( N(p) \) denote the number of OADMs allowable on path \( p \). \( N(p) \) depends on path length \( D(p) \) and is determined by the transmission distance values presented in Table 2, namely \( N(p) = \max\{N : D(p) \leq L(N)\} \), where \( L(N) \) is the value of \( L \) for given \( N \) in Table 2. Let \( Q(d, \bar{d}) \) be the set of candidate transmission paths of demand \( \bar{d} \) (i.e., \( Q(d, \bar{d}) \subseteq P(\bar{d}) \)) which may go through an OADM installed at the remote node of demand \( d \). The notation is summarized in Table 3.
A which is a primary goal imposed by coefficient (when y (path (i.e., when y demand serves on its transmission path the demand that has not established its own demand by means of an OADM device (transmission path, selected from the set of candidate paths, is established for a demand length of used fibers (a secondary optimization goal). Constraints (3) assure that either a transmission path established for some other demand, which is achieved by means of an OADM device introduced into the path. Eventually, binary variable (indicates whether demand dOADM device introduced into the path. Eventually, binary variable yd, d ∈ D indicates whether demand d is served by a path belonging to demand d; ydd = 0 otherwise.

| Variables | Description                                                                 |
|-----------|-----------------------------------------------------------------------------|
| xdp       | binary, xdp = 1 when path p is used by demand d; xdp = 0 otherwise          |
| yd        | binary, yd = 1 when demand d is served by a path belonging to other demand; yd = 0 otherwise |
| ydd       | binary, ydd = 1 when demand d is served by a path belonging to demand d; ydd = 0 otherwise |

4.2. ILP Formulation

To model the optimization problem, we introduce a set of decision variables. Namely, binary variable xdp, d ∈ D, p ∈ P(d) indicates whether transmission path p is established for demand d. Binary variable yd, d ∈ D indicates whether demand d is served by a transmission path established for some other demand, which is achieved by means of an OADM device introduced into the path. Eventually, binary variable ydd, d ∈ D, d ∈ D indicates whether demand d is served by a transmission path established for demand d. The meaning of variables is also summarized in Table 3.

The ILP formulation of the connection planning problem considered is the following:

\[
\text{minimize } z = A \cdot \sum_{d \in D} x_{dp} + \sum_{d \in D} \sum_{p \in P(d)} D(p) \cdot x_{dp},
\]

\[
\sum_{p \in P(d)} x_{dp} + y_d = 1, \quad \forall d \in D,
\]

\[
\sum_{d \in D, d \neq d} y_{dd} = y_d, \quad \forall d \in D,
\]

\[
\sum_{p \in Q(d,d)} x_{dp} \geq y_{dd}, \quad \forall d, d \in D, d \neq d,
\]

\[
W(d) \cdot (1 - y_d) + \sum_{d \in D, d \neq d} W(d) \cdot y_{dd} \leq W, \quad \forall d \in D,
\]

Optimization objective (2) aims at minimizing the number of transmission paths, which is a primary goal imposed by coefficient A (we consider A = 1000), and the overall length of used fibers (a secondary optimization goal). Constraints (3) assure that either a transmission path, selected from the set of candidate paths, is established for a demand (yd = 0) or the demand is served by the transmission path established for some other demand by means of an OADM device (yd = 1). Constraints (4) determine which other demand serves on its transmission path the demand that has not established its own path (i.e., when yd = 1). Constraints (5) assure that, for demands supporting some other demands, their own transmission paths should exist. Constraints (6) assure that the sum of requested wavelengths of a demand for which a transmission path is established (when yd = 0) and the requests wavelengths of other demands served by this transmission path (when ydd = 1) must not exceed the fiber capacity (expressed by W). Finally, Constraints (7)
assure that the number of other demands served by an established transmission path does not exceed the allowable number of OADMs traversed by the path (expressed by \( N(p) \)).

5. Numerical Results

In this section, we apply the ILP optimization model presented in Section 4 in network analysis. The evaluation is performed in two network topologies of different size: a 17-node city network (WRO17) and a 38-node mesh network (MESH38), shown in Figure 3. Topology WRO17 was developed based on a subset of real antenna locations (marked by triangles in Figure 3) in the center of city Wroclaw in Poland, where remote sites (marked by circles) are placed in proximity of antennas and connected using links driven along streets. The lengths of links in WRO17 reflect real physical lengths of depicted connections. In reference topology MESH38, which was used in C-RAN studies in Reference [20], we consider that link lengths are uniformly distributed between 1 and 3 kilometers. In both topologies, the hub site is denoted by a hexagonal. The routes of candidate transmission paths between remote nodes and the hub site have been generated using a \( k \)-shortest path algorithm. The paths of the length exceeding the maximum allowable path length (i.e., 10 km as discussed in Section 3.2) were excluded from the generated sets of candidate paths. In Table 4, we present some link and path-related statistics corresponding to the topologies.

![Network WRO17](image1)

![Network MESH38](image2)

**Figure 3.** WRO17 and MESH38 network topologies showing fiber connectivity between remote sites (circles) and hub site (hexagon); the triangles in WRO-17 represent real antenna locations.

**Table 4.** Characteristics of analyzed networks; SP denotes the shortest path.

| Network   | Remote Sites | Links | Link length [km] | SP length [km] | SP hops |
|-----------|--------------|-------|------------------|----------------|---------|
| WRO17     | 17           | 25    | 0.54             | 1.55           | 2.03    | 3.01    | 3.7     | 6       |
| MESH38    | 38           | 64    | 2.12             | 2.92           | 4.38    | 8.42    | 2.5     | 4       |

As mentioned in Section 4, each remote site requests a certain number of wavelengths to be carried towards the hub site. The number of wavelengths requested by a remote site is generated randomly with a uniform distribution between \( N_{\text{min}} \) and \( N_{\text{max}} \). Traffic load, denoted as \( \rho \), is defined as the average number of requested wavelengths per remote site, namely \( \rho = (N_{\text{min}} + N_{\text{max}})/2 \). We evaluate different traffic scenarios, where \( N_{\text{min}} \geq 1 \) and \( N_{\text{max}} \leq 4 \). In particular, we have \( \rho = 1.0 \) for \( N_{\text{min}} = N_{\text{max}} = 1 \); \( \rho = 1.5 \) for \( N_{\text{min}} = 1, N_{\text{max}} = 2 \); \( \rho = 2.0 \) for \( N_{\text{min}} = 1, N_{\text{max}} = 3 \), etc. In each traffic scenario, the results are obtained and averaged over 10 randomly generated demand sets.

We assume the transmission model and system parameters discussed in Section 3.1. In particular, we evaluate the impact of MUX loss \( A_{\text{MUX}} \) on network performance, where \( A_{\text{MUX}} \in \{1.8, 1.62, 1.44\} \text{ dB} \). As a reference scenario, denoted as no-OADMs, we consider the network in which OADMs are not used and dedicated transmission paths are estab-
lished between every remote node and the hub. In particular, we have 17 and 38 such transmission paths in WRO17 and MESH38, respectively.

The numerical experiments are performed on a 3.7 GHz 32-core Ryzen Threadripper-class machine with 64 GB RAM. To solve the ILP model, we use CPLEX v.12.9 solver [32]. All the results are optimal and computation times of CPLEX do not exceed 80 s in the most demanding scenario.

In Figure 4, we illustrate optimal transmission paths found in network WRO17 for two selected traffic scenarios with loads $\rho = 1.0$ and $\rho = 2.0$, assuming MUX attenuation $A_{\text{MUX}} = 1.8 \text{ dB}$ and $k = 3$ candidate routing paths (no impact on results were observed for $k > 3$ in WRO17). The paths, as well as the remote nodes making use of the paths, are marked with different colors. For instance, one of the paths in the left-side figure begins in node 8 and goes through intermediate nodes 3 and 0, where some wavelengths are introduced into the path by means of OADMs, and finally terminates in the hub site attached to node 2. We can see that six optical paths are sufficient to carry traffic load $\rho = 1.0$, whereas two more paths (eight paths in total) are required to support scenario $\rho = 2.0$. This difference is a result of a higher number of wavelengths requested at certain sites in the latter scenario which cannot be served due to a limited capacity of the WDM transmission system (4 wavelengths). Note that there are also some differences in the placement of OADMs (i.e., the assignment of remote nodes to the paths) in both scenarios. For instance, node 12 is either an intermediate node of the orange path in scenario $\rho = 1.0$ or an end node of the light blue path in scenario $\rho = 2.0$.

In Figure 4. Optimal solutions obtained in WRO17 for traffic load $\rho = 1.0$ (left) and $\rho = 2.0$ (right).

In Figure 5, we present averaged results of the number of transmission paths (left chart) and overall length of transmission paths (right chart) in a function of traffic load ($\rho$) in WRO17, assuming MUX loss $A_{\text{MUX}} = 1.8 \text{ dB}$ and $k = 3$ candidate paths. Additionally, in both figures, we show a relative difference (gain) in the obtained results when compared to the noOADM reference scenario.

We can see that 6 transmission paths are sufficient to serve all traffic in the network when each remote node generates a 1-wavelength demand (i.e., $\rho = 1.0$). This is achieved by aggregation of wavelengths (using OADMs) from different remote sites onto WDM optical transmission paths. In this case, the reduction of the number of required transmission paths (i.e., relative gain) versus the scenario without OADMs reaches about 65%. Increasing the traffic load, the number of transmission paths increases (and the relative gain decreases) up to the moment when all remote nodes need dedicated transmission paths. It happens when 3.5 wavelengths, on average, are requested by each remote node ($\rho = 3.5$), and there is no use of OADMs due to saturation of the WDM system, which capacity is 4 wavelengths. The overall length of optical transmission paths (shown in the right chart) follows a similar trend. In particular, the length of dedicated fiber connections required in the noOADM scenario is about 34.5 km, which can be reduced by up to 60% (to about 14 km) in a network with a low load ($\rho = 1.0$). We report that similar results were obtained for other considered values of $A_{\text{MUX}}$. 
Figure 5. The number of transmission paths (left) and overall length of paths (right) in a function of traffic load ($\rho$) in WRO17; relative gain versus the network without OADMs is shown as lines.

In Figure 6, we analyze the impact of the number of candidate routing paths $k$ on obtained results in network MESH38. We focus on the number of optical transmission paths (left chart) in a function of $k$ and traffic load, $\rho \in \{1.0, 1.5, 2.0\}$, for different values of MUX loss ($A_{\text{MUX}}$). Moreover, in the right chart, we show a relative difference in results when compared to a single (shortest) path scenario ($k = 1$). In each scenario, we can see that provisioning of a higher number of candidate routes ($k > 1$) allows for reducing the number of optical transmission paths required in the network when compared to the shortest-path case. The gain in performance increases with $k$ and ranges between 16% and 32%, depending on traffic and MUX scenario, for $k \geq 5$. We can also see that the results stabilize for $k \geq 5$ and that the improvement for $k = 7$ is either none or irrelevant (as for $\rho = 2.0$). Finally, higher differences in obtained results are observed for lower MUX loss values at lower traffic loads. It can be explained by higher transmission distances and numbers of allowable OADMs (as shown in Table 2) in low MUX loss scenarios, which translates into a higher chance to inject single wavelengths into transmission paths at intermediate nodes, especially if several alternative candidate paths are available.

![Diagram](https://via.placeholder.com/150)

Figure 6. The number of transmission paths (left) and relative difference versus a single-path scenario (right) in a function of traffic load ($\rho$) and the number of candidate routing paths ($k$) for different MUX loss values in MESH38.

Eventually, in Figure 7, we show the results of the number of transmission paths (left chart) and the relative performance gain versus reference scenario noOADM (right chart) in a function of traffic load ($\rho$) in MESH38 for different MUX loss values ($A_{\text{MUX}}$) and assuming $k = 7$ candidate paths. We can see that, under low traffic loads ($\rho \leq 1.5$), the use of MUXs with lower attenuation results in a lower number of required transmission paths. In this case, higher transmission distances are allowable and more OADMs can be used on the paths (as for $A_{\text{MUX}} = 1.44$ dB), which, under a low demand for wavelengths (at
most 2 wavelengths per remote node), allows for higher aggregation of demands, as also
discussed in the above remarks concerning Figure 6. At higher traffic loads ($\rho \geq 2.0$),
the gains from using low-loss MUXes are either none or negligible in the 4-channel WDM
system considered, due to its saturation with the carried wavelengths. The gains from
using OADMs are between 52% and 65% for $\rho = 1.0$, depending on the MUX scenario,
and are decreasing up to 0%, which is reached at a high load for $\rho = 3.5$.

Figure 7. Number of transmission paths (left) and relative gain versus the network without OADMs
(right) in a function of traffic load ($\rho$) for different MUX loss values in MESH38.

6. Concluding Remarks

We have studied the problem of planning optimal transmission paths, realized using
optical fiber connections and optical add-drop multiplexers, in a 5G packet-optical xHaul
access network. The planning problem has concerned the selection of routing paths in the
network, between a set of remote nodes and a hub site, and placement of OADMs onto
the paths for traffic aggregation with the goal to minimize the number of transmission
paths in the network. The mentioned optimization problem was formulated as an integer
linear programming problem. To estimate maximum transmission distances and determine
the maximum number of OADMs allowable on particular paths, we have developed a
transmission model based on optical power budget calculation. In network analysis, we
have considered the functionality and parameters of a commercial packet-optical xHaul
system and optical components available on the market. The evaluation was performed in
two different network topologies, including an urban typology developed based on real
antenna locations and realistic transmission distances.

We have shown that the application of OADMs allows to decrease the number of
required transmission paths significantly when compared to the network in which aggre-
gation of traffic from remote sites by means of OADMs is not realized. The reduction in
the number of transmission paths in both evaluated networks can reach up to 65% under
a low load, which translates into a lower demand for fiber resources and, consequently,
cost savings. Even at higher traffic loads, with an average demand corresponding to 75% of
the WDM system capacity, i.e., for 3 wavelengths requested on average per remote site,
the savings of about 15% can be achieved. Provisioning of multiple candidate routing
paths, instead of using the shortest path only, is beneficial as it allows for a more effective
traffic aggregation and, hence, reduction of the number of transmission paths, between 16% and 32%, depending on traffic and MUX loss scenario. Finally, the application of MUXs with
lower attenuation can be advantageous for low load scenarios; however, under moderate
and higher traffic, they have not offered any performance gains in the analyzed networks.

In future works, we will address packet-optical xHaul network scenarios in which
diverse types of OADMs are applied instead of a fixed OADM assumed in this work. In
addition, we will extend the optimization models to account for WDM systems in which
the power loss levels are not the same for particular wavelengths. Eventually, we plan to
study multi-layer xHaul scenarios in which routing decisions concern both the packet and
optical layer.
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