A vectorlike lepton could make up a tiny fraction of the dark matter. Its large Z-boson mediated direct detection cross section can compensate for the small relic abundance, giving rise to an interesting signal at future experiments—perhaps even the first one detected. We discuss how such a scenario might arise in the context of a simple non-thermal cosmology and investigate bounds from direct detection experiments and whether this scenario might be probed at the LHC. Searches for disappearing tracks appear promising.

As a concrete example, consider the addition of a vectorlike pair of doublets \( X, \bar{X} \) to the minimal supersymmetric standard model (MSSM). What mass scale might we expect for these doublets? Some mechanism must generate a mass \( \mu \) for the Higgsinos of the MSSM. Whether this is the Giudice-Masiero mechanism [6], the vacuum expectation value of a singlet (as in the next-to-minimal supersymmetric standard model [7]), or a D-brane instanton [8], it is plausible that whatever generates \( \mu \) would also generate a mass \( \mu_X \) at the same scale. Naturalness arguments then indicate a \( \mu \approx \mu_X \approx 100 \text{ GeV} - 1 \text{ TeV} \). If \( X, \bar{X} \) have an unbroken \( X \to -X \) symmetry, the Dirac fermion will comprise a component of the dark matter. Because it is Dirac, it has full-strength direct detection cross sections close to the typical bounds, see e.g. [9, 10].

However, it is only necessary to forbid this operator if the relic makes up the entirety of the dark matter. A relic may comprise a miniscule fraction of the dark matter, but its enormous direct detection scattering cross section can lead to an interesting signal (See [5] for related work on detecting a subdominant component of the DM in the context of the MSSM.). We will see dilution by the necessary amount is possible in simple cosmologies. We briefly discuss ways in which such a particle—which could be the first discovery at direct detection experiments—might be disentangled from the dominant dark matter using information from both colliders and direct detection.

As a concrete example, consider the addition of a vectorlike pair of doublets \( X, \bar{X} \) to the minimal supersymmetric standard model (MSSM). What mass scale might we expect for these doublets? Some mechanism must generate a mass \( \mu \) for the Higgsinos of the MSSM. Whether this is the Giudice-Masiero mechanism [6], the vacuum expectation value of a singlet (as in the next-to-minimal supersymmetric standard model [7]), or a D-brane instanton [8], it is plausible that whatever generates \( \mu \) would also generate a mass \( \mu_X \) at the same scale. Naturalness arguments then indicate a \( \mu \approx \mu_X \approx 100 \text{ GeV} - 1 \text{ TeV} \). If \( X, \bar{X} \) have an unbroken \( X \to -X \) symmetry, the Dirac fermion will comprise a component of the dark matter. Because it is Dirac, it has full-strength direct detection cross section per nucleon, e.g. [9, 10]:

\[
\sigma \approx \frac{G_F^2}{2\pi} \mu_{XN}^2 \frac{1}{A^2} \left(1 - 4\sin^2\theta_W Z - (A - Z) \right)^2,
\]

where \( \mu_{XN} \) is the dark matter-nucleon reduced mass.

Another potential motivation for novel vectorlike doublets arises via string theory. There Ref. [11] has shown that there exist additional constraints on the chiral spectrum of SU(2) gauge theories which ensure anomaly cancellation in nucleated D-brane theories. These constraints go beyond standard anomaly cancellation in the SU(2) theories and can require the existence of electroweak exotics; see [12] for particle physics implications. In weakly coupled orientifold compactifications, doublet quantum numbers for the exotics are a likely possibility.
The exotic states arise from open strings, which selects out SU(2) singlets, doublets, and triplets as the only possibilities. If one further requires that one end of the open string ends on a D-brane corresponding to a novel symmetry (perhaps related to the stability of the $X$), then doublet quantum numbers are uniquely selected. A string scale mass term for the doublets is forbidden by symmetry, rendering their presence at the TeV scale even more plausible. If the low energy theory is the Standard Model plus these exotics, gauge couplings approximately unify at $10^{14}$ GeV [13, 14].

We will work under the assumption that a new Dirac SU(2) doublet $X$ exists in the 100 GeV to 1 TeV range. We address implications for direct detection experiments and sketch how the dilution necessary to bring it into compliance with experimental bounds might be accomplished in a simple non-thermal cosmology. Finally, we discuss prospects for probing such a doublet at the LHC.

II. DIRECT DETECTION AND COSMOLOGY

We have used MicrOMEGAs [15] to calculate the spin-independent cross section of $X$ and verified that it is consistent with Eq. (1). We also used it to calculate the $X$ relic abundance assuming a standard thermal freeze-out. It is well approximated by $\Omega_X h^2 \approx 0.1 \left( \frac{\mu}{\text{TeV}} \right)^2$ [16]. An $X$ produced with a standard thermal history is well excluded by current direct detection bounds. To evade current bounds from LUX [1], $X$ with $\mu_X = 100$ GeV (1 TeV) must have a tiny relic density $\Omega_X/\Omega_{\text{cdm}} \lesssim 5 \times 10^{-7}$ ($4 \times 10^{-6}$), where $\Omega_{\text{cdm}} h^2 = 0.1199 \pm 0.0027$ [17].

One possibility is to simply declare a smaller relic abundance by fiat. Indeed, we could imagine that there is thermal freeze-out with a subsequent dilution by e.g. late time inflation. Interestingly, however, the maximum dilution is limited if the baryon number is generated before this dilution. Even if the baryon asymmetry proceeds by an extraordinarily efficient mechanism like Affleck-Dine (for a review see [18]), where the baryon to photon ratio could be as large as $\mathcal{O}(1)$, consistency with the current ratio imposes a maximum dilution factor of $10^9$ [19]. Then, the dark matter densities would range from $\Omega_{\text{cdm}} h^2 \approx 10^{-12} - 10^{-10}$ for $\mu_X = 100 - 1000$ GeV. But given the large direct detection cross sections, it should be possible to probe relic abundances of $\Omega_{\text{cdm}} h^2 \approx 5 \times 10^{-11} - 10^{-11}$ without running afoul of the neutrino background [20]. A 1 ton Xe experiment might be sensitive to relic densities perhaps a hundred times these; therefore, it is possible to almost completely probe this scenario of arbitrary dilution. We explore a perhaps better motivated possibility below, where we discuss a more concrete cosmology. In that case, the relic abundance is expected be less diluted, and therefore the likelihood of direct detection is even greater.

This model gives a characteristic material dependence at direct detection experiments. The ratio of measured cross section per nucleon at experiments composed of Xenon, Germanium, and Argon would be $1 : 0.89 : 0.86$. Observing the deviation of these ratios from unity will be challenging but would be powerful evidence for this scenario. Also, if the mass is close to 100 GeV, it is possible to make a determination of the $X$ mass via an examination of the recoil spectrum, e.g., [21]. This mass could then be correlated with collider discoveries, see below.

A. Non-thermal production via modulus decay

The late decay of a scalar field $\phi$ can modify the dark matter relic abundance. This occurs if the energy density of the universe becomes $\phi$-dominated until the time of $\phi$ decay, which can then both produce dark matter and provide substantial entropy generation as it reheats the universe to a temperature $T_{\text{RH}}$. Such cosmologies are well-motivated in string compactifications, which typically contain many light scalar fields in the form of stabilized moduli. Another possibile motivation is supersymmetric axion models—the saxion could play the role of $\phi$ and the axion and lightest neutralino or axino could make up (some or all of) the remaining dark matter [22].

$T_{\text{RH}}$ is model dependent, but it is bounded by phenomenological requirements. First, to ensure that the successful predictions of big bang nucleosynthesis (BBN) are not spoiled, $T_{\text{RH}} \gtrsim T_{\text{BBN}} \approx 5$ MeV [23]. Second, to accommodate an alternative production mechanism,
it must be below the thermal freeze-out temperature, \( T_{\text{RH}} \lesssim T_{\text{fo}} \approx \mu_X/20 \). We will see that consistency with direct detection bounds will place further limits on \( T_{\text{RH}} \).

\( T_{\text{RH}} \) is determined by the decay rate \( \Gamma_\phi = c^2_\phi \frac{m_\phi^3}{M_P^2} \) (perhaps arising from an operator like \( \phi G\tilde{G} \)). Under the assumption that \( \phi \) decay and the subsequent thermalization are instantaneous:

\[
T_{\text{RH}} = \left[ \frac{8}{90} \pi^3 g_* \right]^{1/2} \frac{M_P \Gamma_\phi}{\beta} \right]^{1/2} \simeq 10 c_\phi \left( \frac{m_\phi}{100 \text{ TeV}} \right)^{3/2} \text{ MeV}, \tag{2}
\]

where \( c_\phi \) is a presumably \( O(1) \) constant computable in specific models.

The \( X \) relic abundance \( \Omega_X h^2 \) depends on \( T_{\text{RH}} \) and \( b \), the number of dark matter particles produced per \( \phi \) decay. In the Boltzmann equations, only the combination \( b/m_\phi \) appears [23]; accordingly, we will employ the dimensionless parameter \( \eta \equiv b(100 \text{ TeV}/m_\phi) \). If the \( \phi \) branching ratio to \( X \) is very small or zero, the \( X \) relic density is set by thermal production and freeze-out followed by its dilution via the entropy produced in \( \phi \) decays. Since the \( X \) interaction cross section is large enough to reach chemical equilibrium prior to freeze-out, the (diluted) thermal relic density is parametrized by [23, 24],

\[
\Omega_X \simeq \frac{T_{\text{RH}}}{T_{\text{fo}}} \frac{T_{\text{fo}}}{(T_{\text{fo}})}^4 \Omega_{\text{std}} \simeq \left( \frac{T_{\text{RH}}}{T_{\text{fo}}} \right)^4 \Omega_{\text{std}}, \hspace{1em} (\eta \text{ tiny}), \tag{3}
\]

where \( \Omega_{\text{std}} \) is the \( X \) relic abundance assuming a standard thermal history (i.e., \( T_{\text{RH}} > T_{\text{fo}} \)).

On the other hand, \( \eta \) may be large enough for non-thermal production to dominate over thermal production. Since direct detection bounds require that the relic abundance be much less than the standard thermal abundance, \( \eta \) must nonetheless be small. Thus, non-thermal production will not be compensated by annihilations. In this regime [23],

\[
\frac{\Omega_X}{\Omega_{\text{cdm}}} \simeq 2 \times 10^3 \eta \left( \frac{\mu_X}{100 \text{ GeV}} \right) \left( \frac{T_{\text{RH}}}{\text{MeV}} \right), \hspace{1em} (\eta \text{ small}), \tag{4}
\]

Using the sum of expressions (3) and (4) (a good approximation to the numerical solution in this small-\( \eta \) regime when \( T_{\text{RH}} \) is not too close to \( T_{\text{fo}} \) and assuming \( T_{\text{fo}} \approx \mu_X/25 \) (in good agreement with MicrOMEGAs and with numerical solutions in [23]), the relic density for \( \mu_X = 100 \text{ GeV} \) is plotted as a function of \( \eta \) for various values of \( \eta \) in Figure 1, see also Ref. [23]. Also shown are current bounds from LUX [1] and BBN as well as prospective bounds from a ton-scale Xe experiment [25].

Figure 1 indicates that bounds from LUX require \( \eta \lesssim 10^{-10} \). This is approximately true for any value of \( \mu_X > 100 \text{ GeV} \) because the LUX bound on \( \sigma_{\text{SI}} \propto \mu_X, \Omega_X \propto \mu_X \) from (4), and the cross section (1) is approximately constant with respect to \( \mu_X \).

Such small values of \( \eta \) require that that the Yukawa coupling which determines \( \Gamma_\phi \rightarrow XX \) is very small. Is it reasonable to expect such suppression? If \( \phi \) is uncharged under the Peccei-Quinn-like symmetry protecting \( \mu_X \), then the bare operator \( \phi XX \) is forbidden. However, the effect which generates \( \mu_X \) will typically also give rise to an effective Yukawa coupling which is \( \frac{\mu_X}{M_P} \) suppressed. For example, if \( \mu_X \) is generated via singlet expectation value via a coupling \( sXX \), then the invariant coupling \( \frac{1}{M_P} \phi sXX \) gives an effective Yukawa \( \frac{\langle s \rangle}{M_P} \phi XX \) with \( \langle s \rangle \approx \mu_X \). [26] We accordingly parameterize the effective Yukawa coupling as \( c_X \frac{\mu_X}{M_P} \phi XX \), giving,

\[
\Gamma_{\phi XX} = \frac{m_\phi}{4\pi} \left( c_X \frac{\mu_X}{M_P} \right)^2 \Rightarrow b = \frac{1}{2\pi} \left( c_X \frac{\mu_X}{c_\phi m_\phi} \right)^2. \tag{5}
\]

Here, \( \Gamma_{\phi XX} \) is the width to both \( X^0 \bar{X}^0 \) and \( X^+ \bar{X}^- \).
The present constraints on $c_X$ are shown in Figure 2. Using Eqs. (4) and (5):

$$\frac{\Omega_X}{\Omega_{\text{edm}}} \approx \frac{c_X^2}{10\pi} \left(\frac{\mu_X}{100 \text{ GeV}}\right)^3 \left(\frac{\text{MeV}}{T_{\text{RH}}}\right).$$  \hspace{1cm} (6)

This equation determines the upper boundary of the shaded regions. The left boundary is set by BBN: $T_{\text{RH}} \lesssim T_{BBN} \simeq 5 \text{ MeV}$. The right boundary occurs when Eq. (3) is sufficient to violate (present or future) direct detection bounds.

Absent additional model building, we expect a number of $O(1)$ contributions to $c_X$, so the stringent direct detection bounds already necessitate tuning at the few percent level. The most favored $c_X$ region is the one where the relic lies just outside current bounds in Figure 2.

The above assumes a single late-decaying modulus. However, string compactifications often contain $O(100)$ moduli. For the case of many moduli, the details of the evolution of the dark matter density depend on the initial abundances of the moduli. The single-modulus case is a good approximation to the many-moduli case under the assumption that one modulus $\phi_i$ dominates the energy density of the universe before it decays, and that no other modulus comes to dominate the energy density any time after $\phi_i$ decays. Otherwise, several moduli may contribute to the non-thermal production of dark matter. Additionally, decays of the later moduli might dilute contributions from earlier moduli.

### III. COLLIDER PHENOMENOLOGY

The strongest current collider bound on the SU(2) doublet comes from LEP2, which bounds $\mu_X \gtrsim 95 \text{ GeV}$ [27]. We present the prospects for LHC14 in the monojet and disappearing track channels. [28]

#### A. Monojet + $E_T$

The mass splitting between the $X^\pm$ and $X^0$ particles for mass $\mu_X = 100$ $(200)$ GeV is $\delta m \simeq 256$ $(295)$ MeV. This is a finite, calculable effect due to electroweak symmetry breaking [29], analogous to the charged/neutral pion mass splitting. With these splittings, the $X^\pm$ decay promptly into $X^0 +$ invisibly soft $\pi^\pm$, $e^\pm\nu$, or $\mu^\pm\nu$. Charged and neutral doublet particles will appear as missing energy in the detector. The most recent results for this channel are from ATLAS [30] and CMS [31].

To estimate signal and background, we use MadGraph5 [32], pass to Pythia [33] for MLM matching [34, 35], showering, and hadronization, and use PGS [36] for detector simulation, using an anti-$k_t$ jet clustering algorithm with $R = .5$. Simulated parton-level events include one or two jets. We simulate the dominant backgrounds $j(j) + (Z \to \nu\nu, W \to l\nu, \text{or } W \to \tau\nu)$, with $l = e, \mu$; the signal has $j(j) + (X^0\bar{X}^0, X^+X^-)$, or $X^+X^-$. Following [30], we apply the following cuts: (i) $p_T(j) > p_T^{\text{cut}}$ and $|\eta(j)| < 4.5$, (ii) $E_T > p_T^{\text{cut}}$, (iii) no more than 2 jets with $p_T > 30 \text{ GeV}$ and $|\eta| < 4.5$, (iv) $\Delta\phi(j_2, E_T) > .5$, (v) lepton vetoes: $p_T(e) > 20 \text{ GeV}$ and $|\eta(e)| < 2.47$, $p_T(\mu) > 7 \text{ GeV}$ and $|\eta(\mu)| < 2.5$, or $p_T(\tau) > 20 \text{ GeV}$ and $|\eta(\tau)| < 2.3$, and (vi) veto on b-jets.

The significance can be found using

$$\chi^2 = \frac{S^2}{S + B + \sigma_B^2}. \hspace{1cm} (7)$$

Its square root gives the significance. We parameterize the background uncertainty as $\sigma_B = \beta_{\text{tot}}B$, remaining agnostic about where the uncertainties originate [37].

Taking $\mathcal{L} = 3000 \text{ fb}^{-1}$, we present significances in Table I assuming that $\beta_{\text{tot}}$ can be made to be either .03 or .01 at $p_T^{\text{cut}} = 500 \text{ GeV}$. For comparison, ATLAS and CMS have background uncertainties of $\beta_{\text{tot}} \simeq .04$ and .03.
respectively, for cuts in present monojet analyses which have a comparable number of background events as our projected $p_T^{\text{cut}}$ and luminosity. We note that if such a small uncertainty could be maintained at larger $p_T^{\text{cut}}$, the significance could be modestly increased.

Based on our analysis, we conclude the discovery sensitivity of this channel to a SU(2) doublet appears weak. Our signal and background cross sections are in rough agreement with [38–41], although our estimated backgrounds tend to be a little smaller and our signals a little larger. Thus, we reach the same general conclusions [38–40] that $\sigma$ detection is unlikely in this channel, while a small mass window may be excluded at 2$\sigma$.

### B. Disappearing track

Because of the mass splitting discussed in the previous subsection, the path length of the $X^\pm$ in its own rest frame for mass $\mu_X = 100$ (200) GeV is a modest $c\tau = 1.93$ (1.19) cm [29]. While these path lengths are difficult to detect, it is possible that some of the particles in the tail of the lifetime distribution might be observed if the production rate is sufficiently high. Thus, low masses may be accessible to future disappearing track studies that search for $X^\pm$ before they decay. The most recent results from the ATLAS experiment can be found in [42].

Following the cuts in [42], to obtain an estimate for the expected signal, we use MadGraph to simulate $pp \rightarrow j + (X^+X^0, X^-\bar{X}^0, \text{ or } X^+X^-)$ at parton level, stipulating that $p_T(j) > 90$ GeV and $|\eta(j)| < 5$. Then, in each event with $p_T(j) > p_T^{\text{cut}}$ (to be varied), we select the $X^\pm$ with $1 < |\eta| < 1.9$, $p_T^{\text{track}} > 500$ GeV, and $p_T^{\text{track}} < 1000$ GeV at $\sqrt{s} = 8$ TeV (to match what is done in ATLAS) and 1500 GeV at $\sqrt{s} = 14$ TeV. Next, using the known lifetime, we calculate the probability that each passing $X^\pm$ would achieve a transverse length of at least 30 cm before decay, corresponding to the beginning of the first SCT layer in the ATLAS detector. As alluded to above, $X^\pm$ that reach the SCT are either highly boosted and/or are in the tail of the lifetime distribution. We assume the efficiency for detection after these cuts is 100%.

Comparing to current limits at $\sqrt{s} = 8$ TeV, for $\mu_X = 100$ GeV and $p_T^{\text{cut}} = 200$ GeV, we estimate $\sigma_{\text{vis}} = .27$ fb. This is just below the ATLAS 95% exclusion of $\sigma_{\text{vis}} < .44$ fb (smaller $p_T^{\text{track}}$ cuts in [42] set weaker bounds).

To make projections for LHC14, we must estimate the background. A reliable estimate is difficult, as the dominant background (see Figure 5 of [42]) is from mismeasured tracks. We parameterize the background at $\sqrt{s} = 14$ TeV and luminosity $\mathcal{L}$ as

$$B = B_8 \text{TeV} \left( \frac{\mathcal{L}}{\mathcal{L}_{8 \text{TeV}}} \right) \left( \frac{\sigma_{14 \text{TeV}}}{\sigma_{8 \text{TeV}}} \right) \left( \frac{\epsilon_{p_T(j) > p_T^{\text{cut}}}}{\epsilon_{p_T(j) > 90 \text{GeV}}} \right) P_{\text{mis}},$$

where $\mathcal{L}_{8 \text{TeV}} = 20.3$ fb$^{-1}$ is the luminosity in [42], $B_8 \text{TeV}$ is the estimated background in [42], $\sigma_{14 \text{TeV}}/\sigma_{8 \text{TeV}}$ accounts for the increased cross section of the background as collision energy increases (leaving all cuts constant), $\epsilon_{p_T(j) > p_T^{\text{cut}}}/\epsilon_{p_T(j) > 90 \text{GeV}}$ accounts for a cut intended to reduce background, and $P_{\text{mis}}$ parameterizes the potential that the probability for mismeasured tracks may be greater with increased energy and pile-up.

We obtain $B_8 \text{TeV}$ by integrating the background in Figure 5 of Ref. [42] from the $p_T^{\text{track}}$ cut up to 1500 GeV. We approximate $\sigma_{14 \text{TeV}}/\sigma_{8 \text{TeV}} \approx 3$ based on MadGraph simulations of $pp \rightarrow j\nu\bar{\nu}$, (the dominant monojet + $E_T$ background). We estimate $\epsilon_{p_T(j) > p_T^{\text{cut}}}/\epsilon_{p_T(j) > 90 \text{GeV}}$ by applying cuts to our simulation of $pp \rightarrow j\nu\bar{\nu}$. Finally, we assume either $P_{\text{mis}} = 1$ or 10 and choose $p_T(j)$ cuts to optimize the significance for each case. We underscore that many assumptions have been made to approximate $B$. Quoted backgrounds and significances are estimates.

We show estimated $p_T^{\text{track}}$ distributions of the background and signal at various masses for $\sqrt{s} = 14$ TeV applying the cut $p_T(j) > 300$ GeV in Figure 3. For simplicity, we chose a single range 500 GeV < $p_T^{\text{track}}$ < 1500 GeV for all $\mu_X$. We found optimizing this range does not affect

| $\mu_X$ (fb) | Backgrounds $\beta_{\text{jet}} \beta_{\gamma}$ $B_{\text{jet}} B_{\gamma}$ |
|------------|------------------|
| $\mu_X = 100$ | $\mu_X = 150$ | 136 28.0 29.7 |

TABLE I. Cross sections of backgrounds and signal (following cuts (i) – (vi) in the text) and signal significances for the monojet + $E_T$ channel with $\sqrt{s} = 14$ TeV, $\mathcal{L} = 3000$ fb$^{-1}$, and $p_T^{\text{cut}} = 500$ GeV.
FIG. 3. The $p_T^{\text{track}}$ distribution of the background (black, dashed) and signal (solid) with $p_T(j_1) > 300$ GeV and $P_{\text{mis}} = 1$ at $\sqrt{s} = 14$ TeV and $L = 3000$ fb$^{-1}$. Signal spectra correspond to, from top to bottom, $\mu_X = 100$ GeV (red), 130 GeV (purple), 150 GeV (blue), and 170 GeV (green).

The estimated backgrounds and signals for various doublet masses at $\sqrt{s} = 14$ TeV and $L = 3000$ fb$^{-1}$ with $500$ GeV < $p_T^{\text{track}}$ < 1500 GeV for different $p_T(j_1)$ cuts are shown in Table II.

Significances are estimated using Eq. (7), again parameterizing $\sigma_B = \beta_{\text{tot}} B$, and are shown in Figure 4 for luminosities $L = 300$ and 3000 fb$^{-1}$, taking various $P_{\text{mis}}$ and optimizing the $p_T(j_1)$ cut. The most recent ATLAS study has cuts with expected backgrounds of 18-48.5 events and uncertainties of about 25%. Naively, because a large $p_T^{\text{cut}}$ reduces the background much more than the signal, a very hard $p_T^{\text{cut}}$ may give the best significance. However, because the backgrounds are estimated from data, if the background rate is much smaller than that in the present data, the fractional uncertainty may increase. Thus we limit our chosen cuts to where $B$ is roughly in the same range as the current ATLAS backgrounds, where we assume that the uncertainty can be approximated by $\beta_{\text{tot}} = .25$ [43]. Nevertheless, an even harder cut might ultimately be effective.

Thus, the LHC14 has the potential to probe the low-mass region of the parameter space for an SU(2) doublet. Optimistically, if $P_{\text{mis}} = 1$, we estimate a 5$\sigma$ discovery reach of about $\mu_X = 150$ GeV and a 2$\sigma$ exclusion reach of about $\mu_X = 170$ GeV; however, a signal can still be found with larger $P_{\text{mis}}$. Further, some parameter space will likely be accessible at lower luminosities. However, the exact reach will depend on how the backgrounds and their uncertainties scale with energy, instantaneous luminosity, and $p_T^{\text{cut}}$.

If a signal is detected, the track length and $p_T^{\text{track}}$ distributions could provide clues about the type of particle that is detected. For example, because of the shortness of the $X^{\pm}$ lifetime, this model will have tracks with higher $p_T$ and shorter path lengths, while other models with longer lifetimes that have so far avoided detection will have smaller production cross sections that compensate for the greater probability for long path lengths.

### Table II. Number of the disappearing track background and signal events for $\sqrt{s} = 14$ TeV, $L = 3000$ fb$^{-1}$, and 500 GeV < $p_T^{\text{track}}$ < 1500 GeV.

| $p_T(j_1)$ cut | $B/P_{\text{mis}}$ | $S$ ($\mu_X$ in GeV) |
|----------------|--------------------|----------------------|
| 200 GeV        | 227                | 1190 255 97 36       |
| 300 GeV        | 44.1               | 963 200 75 28        |
| 500 GeV        | 3.96               | 646 137 49 18        |
IV. CONCLUSION

We have explored the possibility that new vectorlike doublets may be present at the TeV scale. If stable, these particles must make up a tiny fraction of the dark matter. Nevertheless, they may be phenomenologically relevant. They could actually be the first signal observed at direct detection experiments, perhaps presenting a background to the true dark matter.

Comparing the two collider channels presented, the disappearing track channel has the potential to probe a significantly larger mass range than the monojet channel. Interestingly, it is this low mass window where the non-thermal cosmology realizes this scenario most easily, i.e. with the largest values of $c_X$, see Fig. 2. Observing larger-mass doublets at hadron colliders is challenging—unless, perhaps, they are part of a larger dark sector that boosts either the production and/or the visibility of the events containing the $X$ particles. If a missing energy signal is found in the monojet channel, it will be difficult to determine what type of particle is responsible for it, and indeed whether it corresponds to a significant fraction of the dark matter. A much smaller set of models will (simultaneously) produce a disappearing track signature. Moreover, with enough statistics, further inferences can in principle be made from the lifetime distribution in the detector.

These added clues, perhaps along with material dependence at direct detection experiments, would be enough to indicate that a putative direct detection signal actually came from the “tip of the dark matter iceberg”. A future lepton collider could also probe this scenario contingent on kinematic accessibility.
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