A Bayesian graph convolutional network for reliable prediction of molecular properties with uncertainty quantification†
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Deep neural networks have been increasingly used in various chemical fields. In the nature of a data-driven approach, their performance strongly depends on data used in training. Therefore, models developed in data-deficient situations can cause highly uncertain predictions, leading to vulnerable decision making. Here, we show that Bayesian inference enables more reliable prediction with quantitative uncertainty analysis. Decomposition of the predictive uncertainty into model- and data-driven uncertainties allows us to elucidate the source of errors for further improvements. For molecular applications, we devised a Bayesian graph convolutional network (GCN) and evaluated its performance for molecular property predictions. Our study on the classification problem of bio-activity and toxicity shows that the confidence of prediction can be quantified in terms of the predictive uncertainty, leading to more accurate virtual screening of drug candidates than standard GCNs. The result of log P prediction illustrates that data noise affects the data-driven uncertainty more significantly than the model-driven one. Based on this finding, we could identify artefacts that arose from quantum mechanical calculations in the Harvard Clean Energy Project dataset. Consequently, the Bayesian GCN is critical for molecular applications under data-deficient conditions.

1 Introduction

The rise of deep learning has a huge impact on diverse fields, such as computer vision and natural language understanding. Chemistry is not an exception. State-of-the-art deep neural networks (DNNs) have been applied to various problems in chemistry including high-throughput screening for drug discovery,1–4 de novo molecular design5–12 and planning chemical reactions.13–15 They show comparable to or sometimes better performance than principle-based approaches in predicting several molecular properties.16–20 Such a result can be achieved only if a vast amount of well-qualified data is obtained, because the performance of the data-driven approach strongly depends on training data.

Unfortunately, however, many real world applications suffer from a lack of qualified data. For example, Feinberg et al. showed that more qualified data should be provided to improve the prediction accuracy on drug–target interactions, which is a key step for drug discovery.21 The number of ligand–protein complex samples in the PDBbind database22 is only about 15 000. The number of toxic samples in the Tox21 dataset is less than 10 000.2 Expensive and time-consuming experiments are inevitable to acquire more qualified data. Like the Harvard Clean Energy Project dataset,23 synthetic data from computations can be used as an alternative but often include unintentional errors caused by the approximation methods employed. In addition, data-inherent bias and noise hurt the quality of data. Tox21 and DUD-E datasets24 are such examples. There are far more negative samples than positive ones. Of various toxic types, the lowest percentage of positive samples is 2.9% and the highest is 15.5%. The DUD-E dataset is highly unbalanced in that the number of decoy samples is almost 50 times larger than that of active samples.

In the nature of a data-driven approach, a lack of qualified data can cause severe damage to the reliability of the prediction results of DNNs. This reliability issue should be taken more seriously when models are obtained by point estimation-based methods such as maximum-a-posteriori (MAP) or maximum likelihood (ML) estimation. It is because both estimation methods result in a single deterministic model which can produce unreliable outcomes for new data. In Fig. 1, we exemplify a drawback of using deterministic models for a classification problem with a small dataset. A small amount of data inevitably leads to a number of decision boundaries, which corresponds to a distribution of models, and the MAP (or ML)
Fig. 1 A simple linearly separable binary classification problem. Positive and negative training data samples are denoted with blue and red markers, respectively. (a) A model estimated by MAP, $\hat{w}_{MAP}$, corresponds to the $w$ value of the orange line, and (b) the decision boundary in the two-dimensional space is denoted by the orange line. (c) Output probability values (eqn (3)) are colored in the background. The orange lines with different transparency in (d) are models drawn from the posterior $p(w|X, Y)$, and the lines in (e) are the corresponding decision boundaries. (f) Predictive probabilities obtained with Bayesian inference (eqn (4)) are colored in the background. The yellow star in (c) and (f) is a new unlabeled sample.

estimation selects only one from the distribution as shown in Fig. 1(a) and (b). In addition, the magnitude of output values is often erroneously interpreted as the confidence of prediction, and thus higher values are usually believed to be closer to the true value. That being said, relying on predicted outputs to make decisions can produce unreliable results for a new sample located far away from the distribution of training data. We illustrate an example of vulnerable decision making in Fig. 1(c). On one hand, the sample denoted by the yellow star will be predicted to belong to the red sample with nearly zero output probability according to the decision boundary estimated by the MAP. On the other hand, such a decision can be reversed by another possible decision boundary with the same accuracy for the given training data. As such, deterministic models can lead to catastrophic decisions in real-life applications, such as autonomous vehicle and medical fields, that put emphasis on so-called AI-safety problems.\textsuperscript{25–27}

Collecting large amounts of data is one definite way to overcome the aforementioned problem but is usually expensive, time-consuming and laborious. Instead, Bayesian inference of model parameters and outputs enables more informative decision making by considering all possible outcomes predicted from the distribution of decision boundaries. In Fig. 1(d)–(f), we describe how to classify the yellow star according to Bayesian inference. Since various model parameters sampled from the posterior distribution will give different answers, the final outcome is obtained by averaging those answers. In addition, uncertainty quantification of prediction results is feasible thanks to the probabilistic nature of Bayesian inference. Kendall and Gal performed quantitative uncertainty analysis on computer vision problems by using DNNs grounded on a Bayesian framework.\textsuperscript{28} In particular, they have shown that the uncertainty of predictions can be decomposed into model- and data-driven uncertainties, which helps to identify the sources of prediction errors and further to improve both data and models.\textsuperscript{29} It has been known that results from Bayesian inference become identical to those of MAP estimation in the presence of a sufficiently large amount of data.\textsuperscript{30} However, as long as the amount of data is not enough like in most real-life applications, Bayesian inference would be more relevant.

In this work, we show that Bayesian inference is more informative in making reliable predictions than the standard ML estimation method. As a practical approach to obtain a distribution of model parameters and the corresponding outputs, we propose to exploit Bayesian neural networks. Since graph representation of molecular structures has been widely used, we chose molecular graphs as inputs for our model and implemented a graph convolutional network (GCN)\textsuperscript{31–33} within the Bayesian framework\textsuperscript{28,34} for the end-to-end learning of representations and predicting molecular properties.

The resulting Bayesian GCN is applied to the following four examples. In binary classification of bio-activity and toxicity, we show that prediction with a lower uncertainty turned out to be more accurate, which indicates that predictive uncertainty can be regarded as the confidence of prediction. Based on this finding, we carried out a virtual screening of drug candidates and found more known active molecules when using the Bayesian GCN than when using the same GCN model but
estimating by the ML. The third example demonstrates that the uncertainty quantification enables us to separately analyze data-driven and model-driven uncertainties. Finally, we could identify artefacts in the synthetic power conversion efficiency values of molecules in the Harvard Clean Energy Project dataset.23 We verified that molecules with conspicuously large data-driven uncertainties were incorrectly annotated because of inaccurate approximations. Our results show that more reliable predictions can be achieved using Bayesian neural networks followed by uncertainty analysis.

2 Theoretical background

This section aims to explain the theoretical background of Bayesian neural networks. We first brief about Bayesian inference of model parameters and output to elaborate on our motivation of this research. Then, we briefly discuss variational inference as a practical approximation for implementation of Bayesian neural networks. Lastly, we explain a uncertainty quantification method based on Bayesian inference.

2.1 Bayesian inference of model parameters and output

Training a DNN is a procedure to obtain model parameters that best explain a given dataset. The Bayesian framework underlines that it is impossible to estimate a single deterministic model parameter, and hence one needs to infer the distribution of model parameters. For a given training set \( \{ X, Y \} \), let \( p(Y|X, w) \) and \( p(w) \) be a model likelihood and a prior distribution for a parameter \( w \in \Omega \), respectively. Following Bayes’ theorem, a posterior distribution, which corresponds to the conditional distribution of model parameters given the training dataset, is defined as

\[
p(w|X, Y) = \frac{p(Y|X, w)p(w)}{p(Y|X)}.
\]  

By using eqn (1), two different approaches have been derived: (i) MAP-estimation finds the mode of the posterior and (ii) Bayesian inference computes the posterior distribution itself. The MAP estimated model \( \hat{w}_{MAP} \) is given by

\[
\hat{w}_{MAP} = \arg\max_w p(w|X, Y),
\]  

which is illustrated by the orange line in Fig. 1(a). Then, the expectation of output \( y^* \) for a new input \( x^* \) is given by

\[
\hat{E}(y^*|x^*, X, Y) = f^{\hat{w}_{MAP}}(x^*),
\]  

where \( f^{w_{MAP}}(\cdot) \) a function parameterized with \( \hat{w}_{MAP} \). For instance, the orange line in Fig. 1(b) denotes the decision boundary, \( f^{w_{MAP}}(\cdot) = 0.5 \), in a simple linearly separable binary classification problem. The background color in Fig. 1(c) represents the output probability that a queried sample has a positive label (blue circle). Note that the right-hand-side term in eqn (3) does not have any conditional dependence on the training set \( \{ X, Y \} \).

In contrast to the MAP estimation, the Bayesian inference of outputs is given by the predictive distribution as follows:

\[
p(y^*|x^*, X, Y) = \int p(y^*|x^*, w)p(w|X, Y)dw.
\]  

This formula allows more reliable predictions by the following two factors. First, the final outcome is inferred by integrating all possible models and their outputs. Second, it is possible to quantify the uncertainty of the predicted results. Fig. 1(d)-(f) illustrate the posterior distribution, sampled decision boundaries, and the resultant output probabilities, respectively. The new input denoted by the yellow star in Fig. 1(f) can be labeled differently according to the sampled model. Since the input is far away from the given training set, it is inherently difficult to assign a correct label without further information. As a result, the output probability is substantially low, and a large uncertainty of the prediction arises, as indicated by the gray color which is in contrast to the dark black color in Fig. 1(c). This conceptual example demonstrates the importance of the Bayesian framework especially in a limited data environment.

2.2 Variational inference in Bayesian neural networks

Direct incorporation of eqn (4) is intractable for DNN models because of heavy computational costs in the integration over the whole parameter space \( \Omega \). Diverse approximation methods have been proposed to mitigate this problem.26 We adopted a variational inference method which approximates the posterior distribution with a tractable distribution \( q_\theta(w) \) parameterized by a variational parameter \( \theta \).36 Minimizing the Kullback–Leibler divergence,

\[
KL(q_\theta(w)||p(w|X, Y)) = \int q_\theta(w)\log \frac{q_\theta(w)}{p(w|X, Y)}dw,
\]  

makes the two distributions similar to one another in principle. We can replace the intractable posterior distribution in eqn (5) with \( p(Y|X, w)p(w) \) by following Bayes’ theorem in eqn (1). Then, our minimization objective, namely the negative evidence lower-bound, becomes

\[
\mathcal{L}_VI(\theta) = -\int q_\theta(w)\log p(Y|X, w)dw + KL(q_\theta(w)||p(w)).
\]  

For implementation, the variational distribution \( q_\theta(w) \) should be chosen carefully. Blundell et al. proposed to use a product of Gaussian distributions for the variational distribution \( q_\theta(w) \). In addition, a multiplicative normalizing flow38 can be applied to increase the expressive power of variational distribution. However, these two approaches require a large number of weight parameters. The Monte-Carlo dropout (MC-dropout) approximates the posterior distribution by a product of the Bernoulli distribution,39 the so-called dropout variational distribution. The MC-dropout is practical in that it does not need extra learnable parameters to model the variational posterior distribution, and the integration over the whole parameter space can be easily approximated with the summation of models sampled using a Monte-Carlo estimator.25,39

In practice, optimizing Bayesian neural networks with the MC-dropout, the so-called MC-dropout networks, is technically
equivalent to that of standard neural networks with dropout as regularization. Hence, the training time for the MC-dropout networks is comparable to that for standard neural networks, which enables us to develop Bayesian neural networks with high scalability. In contrast to standard neural networks that predict outputs by turning-off the dropout at the inference phase, the MC-dropout networks keep turning on the dropout and predict outputs by sampling and averaging them, which theoretically corresponds to integrating the posterior distribution and likelihood. This technical simplicity provides an efficient way of Bayesian inference with neural networks. On the other hand, approximated posteriors implemented by the dropout variational inference often show inaccurate results, and several studies have reported the drawbacks of the MC-dropout networks. In this work, we focus on the practical advantages of the MC-dropout networks and introduce the Bayesian inference of molecular properties with graph convolutional networks.

2.3 Uncertainty quantification with a Bayesian neural network

A variational inference with an approximated variational distribution \( q_d(w) \) provides the (variational) predictive distribution of a new output \( y^* \) given a new input \( x^* \) as

\[
q_d(y^*|x^*) = \int_d q_d(w)p(y^*|f^w(x^*))dw,
\]

where \( f^w(x^*) \) is a model output with a given \( w \). For regression tasks, the predictive mean of this distribution with \( T \) times MC sampling is estimated as

\[
\hat{E}[y^*|x^*] = \frac{1}{T} \sum_{t=1}^{T} f^w(x^*),
\]

and a predictive variance is estimated as

\[
\hat{\text{Var}}[y^*|x^*] = \sigma^2 I + \frac{1}{T} \sum_{t=1}^{T} f^w(x^*) f^w(x^*) - \hat{E}[y^*|x^*] \hat{E}[y^*|x^*],
\]

where \( \hat{\text{Var}}[y^*|x^*] \) is the predictive variance and \( \sigma^2 \) is the variance of the output given the \( t \)-th sample \( \hat{w}_t \) drawn from \( q_d(w) \) at the sampling step \( t \) and an assumption \( p(y^*|f^w(x^*)) = N(y^*; \hat{f}(x^*), \sigma^2 I) \). Here, the model assumes homoscedasticity with a known quantity, meaning that every data point gives a distribution with the same variance \( \sigma^2 \). Further, obtaining the distributions with different variances allows deduction of a heteroscedastic uncertainty. Assuming the homoscedasticity, the output given the \( t \)-th sample \( \hat{w}_t \) is

\[
[y^*_t, \hat{\sigma}_t] = f^w(x^*).
\]

Then, the heteroscedastic predictive uncertainty is given by eqn (11), which can be partitioned into two different uncertainties: aleatoric and epistemic uncertainties.

\[
\hat{\text{Var}}[y^*|x^*] = \frac{1}{T} \sum_{t=1}^{T} (\hat{y}^*_t - \hat{E}[y^*|x^*])^2 + \frac{1}{T} \sum_{t=1}^{T} \hat{\sigma}^2.
\]

The aleatoric uncertainty arises from data inherent noise, while the epistemic uncertainty is related to the model incompleteness. Note that the latter can be reduced by increasing the amount of training data, because it comes from an insufficient amount of data as well as the use of an inappropriate model.

In classification problems, Kwon et al. proposed a natural way to quantify the aleatoric and epistemic uncertainties as follows.

\[
\hat{\text{Var}}[y^*|x^*] = \frac{1}{T} \sum_{t=1}^{T} (\hat{y}^*_t - \hat{E}[y^*|x^*])^2 + \frac{1}{T} \sum_{t=1}^{T} (\text{diag} \left( \hat{y}^*_t \right) - \hat{y}^*_t \hat{y}^*_t^T),
\]

where \( \hat{y} = \sum_{t=1}^{T} \hat{y}^*_t / T \) and \( \hat{y}^*_t = \text{softmax}(f^w(x^*)) \). While Kendall and Gal’s method requires extra parameters \( \hat{\sigma}_t \) at the last hidden layer and often causes unstable parameter updates in a training phase, the method proposed by Kwon et al. has advantages in that models do not need the extra parameters.

3 Methods

For predicting molecular properties, we adopt molecular graphs as input and the GCN augmented with attention and the gated mechanism suggested by Ryu et al. As illustrated in Fig. 2, the Bayesian GCN used in this work consists of the following three parts:

- Three augmented graph convolution layers update node features. The number of self-attention heads is four. The dimension of output from each layer is \( (75 \times 32) \).
- A readout function produces a graph feature whose dimension is 256.
- A feed-forward MLP, which is composed of two fully connected layers, outputs a molecular property. The hidden dimension of each fully connected layer is 256.

In order to approximate the posterior distribution with a dropout variational distribution, we applied dropouts at every hidden layer. We did not use the standard dropout with a hand-tuned dropout rate but used Concrete dropout to develop as accurate Bayesian models as possible. By using the Concrete dropout, we can obtain the optimal dropout rate for each hidden layer by gradient descent optimization. We used Gaussian priors \( N(0, F) \) with a length scale of \( l = 10^{-3} \) for all model parameters. In the training phase, we used the Adam optimizer with an initial learning rate of \( 10^{-3} \), and the learning rate decayed by half every 10 epochs. The number of total training epochs is 100, and the batch size is 100. We randomly split each dataset in the ratio of 0.72 : 0.08 : 0.2 for training, validation and testing. For all experiments, we kept turning on the dropout at the inference phases and sampled outputs with \( T = 20 \) (in eqn (8), (9) and (12)) and averaged them in order to perform Bayesian inference. We used one GTX-1080
problems having a limited amount of data, we here show that uncertainty as expected. With two biological classiﬁcation methods: (i) ML, (ii) MAP, and (iii) Bayesian. We turned on the dropout masks and did not use MC-sampling at the inference phase to obtain the MAP-estimated GCN. Also, we obtained the Bayesian framework. Here, we examine whether such an uncertainty-calibrated prediction can lead to higher accuracy in real-life applications than a maximum likelihood (ML) and a maximum-a-posteriori (MAP) estimation approach. To this end, we applied the previous Bayesian GCN trained with the DUD-E dataset to the virtual screening of EGFR inhibitors in the ChEMBL dataset. 4 We deliberately used two completely different datasets for training and testing so as to evaluate the generalization ability of the model.

4.2 Virtual screening of EGFR inhibitors in the ChEMBL dataset

We have shown that conﬁdent predictions of molecular properties have become feasible thanks to the relationship between the output probability and predictive uncertainty within the Bayesian framework. Here, we examine whether such an uncertainty-calibrated prediction can lead to higher accuracy in real-life applications than a maximum likelihood (ML) and a maximum-a-posteriori (MAP) estimation approach. To this end, we applied the previous Bayesian GCN trained with the DUD-E dataset to the virtual screening of EGFR inhibitors in the ChEMBL dataset. 4 We deliberately used two completely different datasets for training and testing so as to evaluate the generalization ability of the model.

Molecules in the ChEMBL dataset were annotated with an experimental half maximal inhibitory concentration (IC50) value. To utilize this dataset for a classiﬁcation problem, we assigned molecules with IC50 values above 6.0 as ground truth active, while the others were assigned as ground truth inactive. We compare three GCN models obtained by three different estimation methods: (i) ML, (ii) MAP, and (iii) Bayesian. We turned off the dropout masks and did not use MC-sampling at the inference phase to obtain the MAP-estimated GCN. Also, we obtained the ML-estimated GCN with the same training conﬁgurations except the dropout and L2-regularization. Then, we applied the three models to the virtual screening of the ChEMBL dataset.

Table 1 summarizes the screening results of the three models in terms of accuracy, area under receiver operating curve (AUROC), precision, recall and F1-score. The Bayesian GCN outperformed the point-estimated GCNs for all evaluation
metrics except the recall. Since Bayesian inference assumes a model prior which corresponds to the regularization term in the training procedure, the Bayesian GCN showed better generalization ability and performance than the ML-estimated GCN as it was applied to the unseen dataset.

In contrast to the MAP-estimated GCN, whose model parameter (or decision boundary) is point-estimated, the Bayesian GCN infers predictive probability by MC-sampling of outputs with different dropout masks. This inference procedure allows the model to predict outputs by considering a multiple number of decision boundaries and shows better performance in the virtual screening experiment.

In Fig. 5, we visualize the distribution of output probability by dividing it into true positive, false positive, true negative and false negative groups. The output probability values of the ML-estimated GCN is close to 0.0 or 1.0 for most molecules, which is commonly referred to as over-confident prediction. Because of the regularization effect, the MAP-estimated GCN shows less over-confident results than the ML-estimated GCN. On the other hand, the outputs of the Bayesian GCN are distributed continuously from 0.0 to 1.0. This result is consistent with the previous conclusion that the Bayesian GCN predicts a value between 0.0 and 1.0 according to the extent of the predictive uncertainty for a given sample.

As demonstrated in the previous section, with Bayesian inference, an output probability value closer to one is expected more likely to be a true active label. This allows output probability to be used as a criterion for screening of desirable molecules. Table 2 shows the number of actives existing in each list of the top 100, 200, 300 and 500 molecules in terms of output probability. The Bayesian GCN mined remarkably more active molecules than the ML-estimated GCN did. In particular, it performed better in the top 100 and 200, which is critical for efficient virtual screening purposes with a small amount of qualified data. Also, it performed slightly better than the MAP-estimated GCN for all trials.
4.3 Implication of data quality on aleatoric and epistemic uncertainties

In this experiment, we investigated how data quality affects predictive uncertainty. In particular, we analyzed the aleatoric and epistemic uncertainties separately in molecular property predictions using the Bayesian GCN. We chose log\(P\) prediction as an example because we can obtain a sufficient amount of log\(P\) values by using a deterministic formulation in the RDKit.\(^{37}\) We assumed that these log\(P\) values do not include noise (stochasticity) and let them be ground truth labels. In order to control the data quality, we adjusted the extent of noise by adding a random Gaussian noise \(\epsilon \sim \mathcal{N}(0, \sigma^2)\). Then, we trained the model with 97,287 samples and analyzed uncertainties of each predicted log\(P\) for 27,023 samples.

Fig. 6 shows the distribution of the three uncertainties with respect to the amount of additive noise \(\sigma^2\). As the noise level increases, the aleatoric and total uncertainties increase, but the epistemic uncertainty is slightly changed. This result verifies that the aleatoric uncertainty arises from data inherent noises, while the epistemic uncertainty does not depend on data quality. Theoretically, the epistemic uncertainty should not be increased by the changes in the amount of data noise. Presumably, stochasticity in the numerical optimization of model parameters induced the slight change of the epistemic uncertainty.

4.4 Evaluating the quality of synthetic data based on uncertainty analysis

Based on the analysis of the previous experiment, we attempted to see whether uncertainty quantification can be used to evaluate the quality of existing chemical data.

Synthetic PCE values in the CEP dataset\(^{23}\) were obtained from the Scharber model with statistical approximations.\(^{48}\) In this procedure, unintentional errors can be included in the resulting synthetic data. Therefore, this example would be a good exercise problem to evaluate the quality of data through the analysis of aleatoric uncertainty. We used the same dataset of Duvenaud et al.\(^{39}\) for training and testing.

Fig. 7 shows the scatter plot of three uncertainties in the CEP predictions for 5,995 molecules in the test set. Samples with a total uncertainty greater than two are highlighted with red color. Some samples with large PCE values above eight had relatively large total uncertainties. Their PCE values deviated considerably from the black line in Fig. 7(d). Notably most molecules with a zero PCE value had large total uncertainties as well. These large uncertainties came from the aleatoric uncertainty as depicted in Fig. 7(a), indicating that the data quality of these particular samples is relatively poor. Hence, we speculated that data inherent noises might cause large prediction errors.

To elaborate the origin of such errors, we investigated the procedure of obtaining the PCE values. The Harvard Organic Photovoltaic Dataset\(^{49}\) contains both experimental and synthetic PCE values of 350 organic photovoltaic materials. The synthetic PCE values were computed according to eqn (13), which is the result of the Scharber model.\(^{48}\)

\[
PCE \propto V_{OC} \times FF \times J_{SC},
\]

where \(V_{OC}\) is the open circuit potential, FF is the fill factor, and \(J_{SC}\) is the short circuit current density. FF was set to 65%. \(V_{OC}\)
and \( J_{SC} \) were obtained from electronic structure calculations of molecules.\(^{22} \) We found that the \( J_{SC} \) of some molecules were zero or nearly zero, which might be from the artefact of quantum mechanical calculations. In particular, in contrast to their non-zero experimental PCE values, \( J_{SC} \) and PCE values computed by the M06-2X functional\(^{26} \) were almost zero consistently. Pyzer-Knapp et al. pointed out this problem and proposed a statistical calibration method that can successfully correct the biased results.\(^{24} \)

To summarize, we suspect that quantum mechanical artefacts caused a significant drop of data quality, resulting in the large aleatoric uncertainties as highlighted in Fig. 7. Consequently, we can identify data inherent noise by analyzing aleatoric uncertainty.

## 5 Conclusion

Deep neural networks (DNNs) have shown promising success in the prediction of molecular properties as long as a large amount of data is available. However, a lack of qualified data in many chemical problems discourages employing them directly due to the nature of a data-driven approach. In particular, deterministic models, which can be derived from maximum likelihood (ML) or maximum-a-posteriori (MAP) estimation methods, may cause vulnerable decision making in real-life applications where reliable predictions are very important.

Here, we have studied the possibility of reliable predictions and decision making in such cases with the Bayesian GCN. Our results show that output probability from the Bayesian GCN can be regarded as the confidence of prediction in classification problems, which is not the case for the ML- or MAP-estimated models. Moreover, we demonstrated that such a confident prediction can lead to notably higher accuracy for a virtual screening of drug candidates than a standard approach based on the ML-estimation. In addition, we showed that uncertainty analysis enabled by Bayesian inference can be used to evaluate data quality in a quantitative manner and thus helps to find possible sources of errors. As an example, we could identify unexpected errors included in the Harvard Clean Energy Project dataset and their possible origin using the uncertainty analysis. Most chemical applications of deep learning have adopted DNN models estimated by either MAP or ML. Our study clearly shows that Bayesian inference is essential in limited data environments where AI-safety problems are critical.

Beyond reliable prediction of molecular properties along with uncertainty quantification, we expect that DNNs with the Bayesian perspective may be extended to data-efficient algorithms for molecular applications. One of the possible interesting future applications is to use Bayesian GCNs for high-throughput screening of chemical space with Bayesian optimization.\(^{27} \) For this purpose, Bayesian optimization has been utilized as a promising tool to search for the most desirable candidates based on predictive uncertainty.\(^{6,51-53} \) In chemistry, Hernández-Lobato \( et \) al. proposed a computationally efficient Bayesian optimization framework that was built on a Gaussian process with Morgan fingerprints as inputs for the estimation of predictive uncertainty.\(^{25} \) Thus, we believe that our proposed method has potential for designing efficient high-throughput screening tools for drug or materials discovery.

Another important possible application of Bayesian GCNs is extension for active learning. Since acquiring big data from experiments is expensive and laborious, data-efficient learning algorithms are attracting attention as a viable solution in various real-life applications by enabling neural networks to be trained with a small amount of data.\(^{29} \) Active learning, is one of such algorithms, employs an acquisition function suggesting new data points that should be added for further improvement of model accuracy. Incorporation of the Bayesian framework in the active learning helps to select new data points by providing fruitful information with predictive uncertainty.\(^{29} \) In this regard, we believe that the present work offers insights into the development of a deep learning approach in a data-efficient way for various chemical problems, which hopefully promotes synergistic cooperation of deep learning with experiments.
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### Notes and references

\( \dagger \) We would like to note two things in the MAP estimation. First, eqn (2) can be computed by gradient descent optimization, which corresponds to the common training procedure of machine learning systems, minimizing a negative-log-likelihood term (a loss function) and a regularization term. Second, the MAP estimation becomes equivalent to the maximum likelihood estimation which maximizes the likelihood term only when we assume a uniform prior distribution.

\( \ddagger \) https://github.com/HIPS/neural-fingerprint
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