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Abstract

Detecting out-of-distribution inputs is critical for the safe deployment of machine learning models in the real world. However, neural networks are known to suffer from the overconfidence issue, where they produce abnormally high confidence for both in- and out-of-distribution inputs. In this work, we show that this issue can be mitigated through Logit Normalization (LogitNorm)—a simple fix to the cross-entropy loss—by enforcing a constant vector norm on the logits in training. Our method is motivated by the analysis that the norm of the logit keeps increasing during training, leading to overconfident output. Our key idea behind LogitNorm is thus to decouple the influence of output’s norm during network optimization. Trained with LogitNorm, neural networks produce highly distinguishable confidence scores between in- and out-of-distribution data. Extensive experiments demonstrate the superiority of LogitNorm, reducing the average FPR95 by up to 42.30% on common benchmarks.

1. Introduction

Modern neural networks deployed in the open world often struggle with out-of-distribution (OOD) inputs—samples from a different distribution that the network has not been exposed to during training, and therefore should not be predicted with high confidence at test time. A reliable classifier should not only accurately classify known in-distribution (ID) samples, but also identify as “unknown” any OOD input. This gives rise to the importance of OOD detection, which determines whether an input is ID or OOD and allows the model to take precautions in deployment.
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formance using the softmax confidence score. For example, using CIFAR-10 dataset as ID and SVHN as OOD data, our approach reduces the FPR95 from 50.33% to 8.03%—a 42.30% of improvement over the baseline (Hendrycks & Gimpel, 2016). Averaged over a diverse collection of OOD datasets, our method reduces the FPR95 by 33.87% compared to using the softmax score with cross-entropy loss. Beyond MSP, we show that our method not only outperforms, but also boosts more advanced post-hoc OOD scoring functions, such as ODIN (Liang et al., 2018), energy score (Liu et al., 2020), and GradNorm score (Huang et al., 2021). In addition to the OOD detection task, our method improves the calibration performance on the ID data itself by way of post-hoc temperature scaling.

Overall, using LogitNorm loss achieves strong performance on OOD detection and calibration tasks while maintaining the classification accuracy on ID data. Our method can be easily adopted in practice. It is straightforward to implement with existing deep learning frameworks, and does not require sophisticated changes to the loss or training scheme. Code and data are publicly available at https://github.com/hongxin001/logitnorm_ood.

We summarize our contributions as follows:

1. We introduce LogitNorm—a simple and effective alternative to the cross-entropy loss, which decouples the influence of logits’ norm from the training procedure. We show that LogitNorm can effectively generalize to different network architectures and boost different post-hoc OOD detection methods.

2. We conduct extensive evaluations to show that LogitNorm can improve both OOD detection and confidence calibration while maintaining the classification accuracy on ID data. Compared with the cross-entropy loss, LogitNorm achieves an FPR95 reduction of 33.87% on common benchmarks with the softmax confidence score.

3. We perform ablation studies that lead to improved understandings of our method. In particular, we contrast with alternative methods (e.g., GODIN (Hsu et al., 2020), Logit Penalty) and demonstrate the advantages of LogitNorm. We hope that our insights inspire future research to further explore loss function design for OOD detection.

2. Background

2.1. Preliminaries: Out-of-distribution Detection

Setup. We consider a supervised multi-class classification problem. We denote by $\mathcal{X}$ the input space and $\mathcal{Y} = \{1, \ldots, k\}$ the label space with $k$ classes. The training dataset $\mathcal{D}_{\text{train}} = \{x_i, y_i\}_{i=1}^N$ consists of $N$ data points, sampled i.i.d. from a joint data distribution $\mathcal{P}_{\mathcal{X} \mathcal{Y}}$. We use $\mathcal{P}_{\text{in}}$ to denote the marginal distribution over $\mathcal{X}'$, which represents the in-distribution (ID). Given the training dataset, we learn a classifier $f : \mathcal{X} \rightarrow \mathbb{R}^k$ with trainable parameter $\theta \in \mathbb{R}^p$, which maps an input to the output space. An ideal classifier can be obtained by minimizing the following expected risk:

$$\mathcal{R}_L(f) = \mathbb{E}_{(x,y) \sim \mathcal{P}_{\mathcal{X} \mathcal{Y}}}[\mathcal{L}(f(x; \theta), y)],$$

where $\mathcal{L}$ is the commonly used cross-entropy loss with the softmax activation function:

$$\mathcal{L}_{\text{CE}}(f(x; \theta), y) = -\log p(y|x) = -\log \frac{e^{f_y(x; \theta)}}{\sum_{k=1}^K e^{f_k(x; \theta)}}.$$  

Here, $f_y(x; \theta)$ denotes the $y$-th element of $f(x; \theta)$ corresponding to the ground-truth label $y$, and $p(y|x)$ is the corresponding softmax probability.

Problem statement. During the deployment time, it is ideal that the test data are drawn from the same distribution $\mathcal{P}_{\text{in}}$ as the training data. However, in reality, inputs from unknown distributions can arise, whose label set may have no intersection with $\mathcal{Y}$. Such inputs are termed out-of-distribution (OOD) data and should not be predicted by the model.

The OOD detection task can be formulated as a binary classification problem: determining whether an input $x \in \mathcal{X}$ is from $\mathcal{P}_{\text{in}}$ (ID) or not (OOD). OOD detection can be performed by a level-set estimation:

$$g(x) = \begin{cases} \text{in} & \text{if } S(x) \geq \gamma \\ \text{out} & \text{if } S(x) < \gamma, \end{cases}$$

where $S(x)$ denotes a scoring function and $\gamma$ is commonly chosen so that a high fraction (e.g., 95%) of ID data is correctly classified. By convention, samples with higher scores $S(x)$ are classified as ID and vice versa. In Section 4.2, we will consider a variety of popular OOD scoring functions including MSP (Hendrycks & Gimpel, 2016), ODIN (Liang et al., 2018), energy score (Liu et al., 2020) and GradNorm (Huang et al., 2021).

3. Method: Logit Normalization

3.1. Motivation

In the following, we investigate why neural networks trained with the common softmax cross-entropy loss tend to give overconfident predictions. Our analysis suggests that the large magnitude of neural network output can be a culprit.

For notation shorthand, we use $f$ to denote the network output $f(x; \theta)$ for an input $x$. $f(x; \theta)$ is also known as the logit, or pre-softmax output. Without loss of generality, the logit vector $f$ can be decomposed into two components:

$$f = \|f\| \cdot \hat{f},$$

(2)
where \( \| f \| = \sqrt{f_1^2 + f_2^2 + \cdots + f_k^2} \) is the Euclidean norm of the logit vector \( \| f \| \), and \( \hat{f} \) is the unit vector in the same direction as \( f \). In other word, \( \| f \| \) and \( \hat{f} \) represent the magnitude and the direction of the logit vector \( f \), respectively.

During the test stage, the model makes class predictions by \( c = \arg \max_i (f_i) \). We have the following propositions.

**Proposition 3.1.** For any given constant value \( s > 1 \), if \( \arg \max_i (f_i) = c \), then \( \arg \max_i (sf_i) = c \) always holds.

Given the above proposition, we find that scaling the magnitude \( \| f \| \) of the logit does not change the predicted class \( c \). In the following, we further explore how it impacts the softmax confidence score.

**Proposition 3.2.** For the softmax cross-entropy loss, let \( \sigma \) be the softmax activation function. For any given scalar \( s > 1 \), if \( c = \arg \max_i (f_i) \), then \( \sigma_c (sf_i) \geq \sigma_c (f_i) \) holds.

The proofs of the above propositions are presented in Appendix A and B. From Proposition 3.2, we find that increasing the magnitude \( \| f \| \) will cause a higher value for the softmax confidence score but leave the final prediction unchanged.

To analyze the impact on training objective, we provide the following formulation according to Eq. (2):

\[
L_{CE}(f(\theta); y) = -\log p(y|x) = -\log \frac{e^{\| f \| \cdot f_y}}{\sum_{i=1}^k e^{\| f \| \cdot f_i}}.
\]

We can find that the training loss depends on the magnitude \( \| f \| \) and the direction \( \hat{f} \). By keeping the direction unchanged, we analyze the influence of the magnitude \( \| f \| \) on the training loss. When \( y = \arg \max_i (f_i) \), we can see that increasing \( \| f \| \) would increase \( p(y|x) \). It implies that, for those training examples that are already classified correctly, the optimization on the training loss would further increase the magnitude \( \| f \| \) of the network output to produce a higher softmax confidence score, thus obtaining a smaller loss.

To provide a straightforward view, we show in Figure 1 the dynamics of logit norm during training. Indeed, softmax cross-entropy loss encourages the model to produce logits with increasingly larger norms for both ID and OOD examples. The large norms directly translate into overconfident softmax scores, leading to difficulty in separating ID vs. OOD data. We proceed by introducing our method, targeting this problem.

### 3.2. Method

In our previous analysis, we show that the softmax cross-entropy loss encourages the network to produce logits with larger magnitudes, leading to the overconfidence issue that makes it difficult to distinguish ID and OOD examples. To alleviate this issue, our key idea is to decouple the influence of logits’ magnitude from network optimization. In other words, our goal is to keep the \( L_2 \) vector norm of logits a constant during the training. Formally, the objective can be formulated as:

\[
\begin{aligned}
\text{minimize} & \quad \mathbb{E}_{P_{XY}} [\mathcal{L}_{CE} (f(\theta); y)] \\
\text{subject to} & \quad \| f(\theta); y \|_2 = \alpha.
\end{aligned}
\]

Performing constrained optimization in the context of modern neural networks is non-trivial. As we will show later in Section 5, simply adding the constraint via Lagrange multiplier (Forst & Hoffmann, 2010) does not work well. To circumvent the issue, we convert the objective into an alternative loss function that can be end-to-end trainable, which strictly enforces a constant vector norm.

**Logit Normalization.** We employ Logit Normalization (dubbed LogitNorm), which encourages the direction of the logit to be consistent with the corresponding one-hot label, without optimizing the magnitude of the logit. In particular, the logit vector is normalized to be a unit vector with a constant magnitude. The softmax cross-entropy loss is then applied on the normalized logit vector instead of the original output. Formally, the objective function of LogitNorm is given by:

\[
\mathcal{L}_{\text{logit norm}} (f(\theta); y) = -\log \frac{e^{f_y/(\tau \| f \|)}}{\sum_{i=1}^k e^{f_i/(\tau \| f \|)}},
\]

where the temperature parameter \( \tau \) modulates the magnitude of the logits. Interestingly, our loss function can be viewed...
as having an input-dependent temperature, \( \tau \|f(x; \theta)\| \), which depends on the input \( x \).

By way of logit normalization, the magnitudes of the output vectors are strictly constant (i.e., \( 1/\tau \)). Minimizing the loss in Eq. (4) can only be achieved by adjusting the direction of the logit output \( f \). The resulting model tends to give conservative predictions, especially for inputs that are far away from \( \mathcal{P}_n \). We illustrate with an example in Figure 2, where training with logit normalization leads to softmax outputs that are more distinguishable between in- and out-of-distribution samples (right), as opposed to using cross-entropy loss (left). In Figure 3, we present a t-SNE visualization of the softmax outputs using Cross-entropy vs. LogitNorm Loss, where LogitNorm leads to more meaningful information to differentiate ID and OOD samples in the softmax output space. Below we further provide a lower bound of this new loss function in Eq. (4).

**Proposition 3.3** (Lower Bound of Loss). *For any input \( x \) and any positive number \( \tau \in \mathbb{R}^+ \), the per-sample loss defined in Eq. (4) has a lower bound: \( \mathcal{L}_{\text{logit,norm}} \geq \log (1 + (k - 1)e^{-2/\tau}) \), where \( k \) is the number of classes.*

The proof of Proposition 3.3 is provided in Appendix C. From Proposition 3.3, we find that the LogitNorm loss has a lower bound that depends on \( \tau \) and number of classes \( k \). In particular, it implies that the lower bound of the loss value increases with the value of \( \tau \). For example, when \( k = 10 \) and \( \tau = 1 \), the norm of logits would be linearly scaled to 1 and the lower bound is about 0.7966. The high lower bound can cause optimization difficulty. For this reason, we found it is desirable to have a relatively small \( \tau < 1 \). We will analyze the effect of \( \tau \) in detail in Section 5.

**Figure 2.** The softmax outputs of two examples on a CIFAR-10 pre-trained WRN-40-2 (Zagoruyko & Komodakis, 2016) with (a) cross-entropy loss and (b) logit normalization loss. For the cross-entropy loss, the softmax confidence scores are 1.0 and 1.0 for the ID and OOD examples. In contrast, the softmax confidence scores of the network trained with LogitNorm loss are 0.66 and 0.14 for the ID and OOD examples. While using cross-entropy loss produces an extremely confident prediction for the OOD example, our method produces almost uniform softmax probabilities (near 0.1), which benefits OOD detection.

**Figure 3.** t-SNE visualization (Van der Maaten & Hinton, 2008) of the softmax outputs from WRN-40-2 (Zagoruyko & Komodakis, 2016) trained on CIFAR-10 with (a) cross-entropy loss and (b) LogitNorm loss. All colors except for brown indicate 10 different ID classes. Points in brown denote out-of-distribution examples from SVHN. Trained with logit normalization, the softmax outputs produce more meaningful information to differentiate in- and out-distribution samples.

4. Experiments

In this section, we verify the effectiveness of LogitNorm loss in OOD detection with several benchmark datasets.

4.1. Experimental Setup

**In-distribution datasets.** In this work, we use the CIFAR-10 and CIFAR-100 (Krizhevsky et al., 2009) datasets as in-distribution datasets, which are common benchmarks for OOD detection. Specifically, we use the standard split with 50,000 training images and 10,000 test images. All the images are of size \( 32 \times 32 \).

**Out-of-distribution datasets.** For the OOD detection evaluation, we use six common benchmarks as OOD test datasets \( \mathcal{D}_{\text{out}} \): Textures (Cimpoi et al., 2014), SVHN (Netzer et al., 2011), Places365 (Zhou et al., 2017), LSUN-Crop (Yu et al., 2015), LSUN-Resize (Yu et al., 2015), and iSUN (Xu et al., 2015). For all test datasets, the images are of size \( 32 \times 32 \). The detail information of the six datasets is presented in Appendix D.

**Evaluation metrics.** We evaluate the performance of OOD detection by measuring the following metrics: (1) the false positive rate (FPR95) of OOD examples when the true positive rate of in-distribution examples is 95%; (2) the area under the receiver operating characteristic curve (AUROC); and (3) the area under the precision-call curve (AUPR).

**Training details.** For main results, we perform training with WRN-40-2 (Zagoruyko & Komodakis, 2016) on CIFAR-10/100. The network is trained for 200 epochs using SGD with a momentum of 0.9, a weight decay of 0.0005, a dropout rate of 0.3, and a batch size of 128. We set the initial learning rate as 0.1 and reduce it by a factor of 10 at 80 and 140 epochs. The hyperparameter \( \tau \) is selected from the range \{0.001, 0.005, 0.01, ..., 0.05\}. We set 0.04 for CIFAR-10 by default. For hyperparameter tuning, we use...
Table 1. OOD detection performance comparison using softmax cross-entropy loss and LogitNorm loss. We use WRN-40-2 (Zagoruyko & Komodakis, 2016) to train on the in-distribution datasets and use softmax confidence score as the scoring function. All values are percentages. ↑ indicates larger values are better, and ↓ indicates smaller values are better. Bold numbers are superior results.

| ID datasets | CIFAR-10 | CIFAR-100 |
|-------------|----------|-----------|
| OOD datasets | FPR95 ↓ | AUROC ↑ | AUPR ↑ | FPR95 ↓ | AUROC ↑ | AUPR ↑ |
| Texture     | 64.13 / 28.64 | 86.29 / 94.28 | 96.28 / 98.63 | 84.11 / 70.67 | 74.05 / 78.65 | 93.45 / 93.66 |
| SVHN        | 50.33 / 10.03 | 93.48 / 98.47 | 98.70 / 99.68 | 79.09 / 45.98 | 78.62 / 92.48 | 94.99 / 98.45 |
| LSUN-C      | 33.34 / 2.37 | 95.29 / 99.42 | 99.04 / 99.88 | 87.94 / 13.93 | 83.60 / 97.56 | 96.32 / 99.48 |
| LSUN-R      | 42.52 / 10.93 | 93.74 / 97.87 | 98.66 / 99.59 | 62.21 / 68.68 | 69.45 / 84.77 | 91.45 / 96.52 |
| iSUN        | 46.56 / 12.28 | 93.13 / 97.73 | 98.55 / 99.56 | 84.50 / 71.47 | 69.29 / 83.79 | 91.44 / 96.24 |
| Places365   | 60.23 / 31.64 | 87.36 / 93.66 | 96.62 / 98.49 | 81.09 / 80.20 | 75.61 / 77.14 | 93.74 / 94.16 |
| average     | 49.52 / 15.65 | 91.55 / 96.91 | 97.98 / 99.31 | 79.82 / 58.49 | 75.10 / 85.73 | 93.57 / 96.42 |

Figure 4. Distribution of softmax confidence score from WRN-40-2 (Zagoruyko & Komodakis, 2016) trained on CIFAR-10 with (a) cross-entropy loss and (b) LogitNorm loss.

4.2. Results

How does logit normalization influence OOD detection performance? In Table 1, we compare the OOD detection performance on models trained with cross-entropy loss and LogitNorm loss respectively. To isolate the effect of the loss function in training, we keep the test-time OOD scoring function to be the same, i.e., softmax confidence score:

\[ S(x) = \max_i \frac{e^{f_i(x;\theta)}}{\sum_{j=1}^{k} e^{f_j(x;\theta)}}. \]

A salient observation is that our method drastically improves the OOD detection performance by employing LogitNorm loss. For example, on the CIFAR-10 model, when evaluated against SVHN as OOD data, our method reduces the FPR95 from 50.33% to 8.03%—a 42.3% of direct improvement. Averaged across six test datasets, our approach reduces the FPR95 by 33.87% compared with using MSP on the model trained with cross-entropy loss. On CIFAR-100, our method also improves the performance by a meaningful margin.

To further illustrate the difference between the two losses on OOD detection, we visualize and compare the distribution of softmax confidence score for ID and OOD data, derived from networks trained with cross-entropy vs. LogitNorm losses. With cross-entropy loss, the softmax scores for both ID and OOD data concentrate on high values, as shown in Figure 4a. In contrast, the network trained with LogitNorm loss produces highly distinguishable scores between ID and OOD data. From Figure 4b, we observe that the softmax confidence score for most OOD examples is around 0.1, which indicates that the softmax outputs are close to a uniform distribution. Overall the experiments show that training with LogitNorm loss makes the softmax scores more distinguishable between in- and out-of-distributions and consequently enables more effective OOD detection.

Can the logit normalization improve existing scoring functions? In Table 2, we show that the LogitNorm loss not only outperforms, but also boosts competitive OOD scoring functions. Note that all the OOD scoring functions consid-
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Table 2. OOD detection performance comparison with various scoring functions using softmax cross-entropy loss and logit normalization loss. We use WRN-40-2 to train on the in-distribution datasets. All values are percentages. ↑ indicates larger values are better, and ↓ indicates smaller values are better. **Bold** numbers are superior results.

| ID datasets | CIFAR-10 | CIFAR-100 |
|-------------|----------|-----------|
| Score       | FPR95 ↓  | AUROC ↑   | AUPR ↑    | FPR95 ↓  | AUROC ↑   | AUPR ↑    |
| Cross-entropy loss / LogitNorm loss (ours) |
| Softmax     | 49.52 / 15.65 | 91.55 / 96.91 | 97.98 / 99.31 | 79.82 / 58.35 | 75.10 / 85.75 | 93.57 / 96.44 |
| ODIN        | 40.32 / 12.95 | 87.21 / 97.37 | 96.24 / 99.40 | 70.71 / 58.13 | 81.38 / 85.65 | 95.37 / 96.36 |
| Energy      | 26.82 / 19.14 | 93.07 / 96.09 | 98.02 / 99.14 | 70.87 / 65.46 | 81.45 / 84.84 | 95.38 / 96.27 |
| GradNorm    | 58.98 / 17.78 | 72.29 / 96.34 | 90.75 / 99.14 | 87.01 / 61.89 | 52.84 / 81.41 | 84.12 / 94.85 |

Table 3. OOD detection performance comparison trained on CIFAR-10 with different network architectures: WRN-40-2 (Zagoruyko & Komodakis, 2016), ResNet-34 (He et al., 2016), DenseNet-BC (Huang et al., 2017). All values are percentages. ↑ indicates larger values are better, and ↓ indicates smaller values are better. **Bold** numbers are superior results.

| Architecture | ID Accuracy ↑ | FPR95 ↓ | AUROC ↑ | AUPR ↑ | Cross-entropy loss / LogitNorm loss (ours) |
|--------------|---------------|---------|---------|--------|------------------------------------------|
| WRN-40-2     | 94.75 / 94.69 | 49.52 / 15.65 | 91.55 / 96.91 | 97.98 / 99.31 | WRN-40-2 trained on CIFAR-10. For temperature scaling (TS), \( T \) is tuned on a hold-out validation set by optimization methods. |
| ResNet-34    | 95.01 / 95.14 | 47.74 / 15.82 | 91.15 / 97.01 | 97.72 / 99.32 | ResNet (He et al., 2016) and DenseNet (Huang et al., 2017) architectures. For example, on DenseNet, using LogitNorm loss reduces the average FPR95 from 50.41% to 18.57%. |
| DenseNet     | 94.55 / 94.37 | 50.41 / 18.57 | 91.48 / 96.16 | 98.04 / 99.10 | |

Logit normalization is effective on different architectures. In Table 3, we show that LogitNorm is effective on a diverse range of model architectures. The results are based on softmax confidence score as test-time OOD score. In particular, our method consistently improves the performance using WRN-40-2 (Zagoruyko & Komodakis, 2016), ResNet (He et al., 2016) and DenseNet (Huang et al., 2017) architectures. For example, on DenseNet, using LogitNorm loss reduces the average FPR95 from 50.41% to 18.57%.

Logit normalization maintains classification accuracy. We also verify whether LogitNorm loss affects the classification accuracy. Our results in Table 3 show that LogitNorm can improve the OOD detection performance, and at the same time, achieve similar accuracy as the cross-entropy loss. For example, when trained on ResNet-34 with CIFAR-10 as the ID dataset, using LogitNorm loss achieves a test accuracy of 95.14% on CIFAR-10, on par with the test accuracy 95.01% using cross-entropy loss. On CIFAR-100, LogitNorm loss and cross-entropy loss also achieves comparable test accuracies (75.12% vs. 75.23%). Overall LogitNorm loss maintains comparable classification accuracy on the ID data while leading to significant improvement in OOD detection performance.

Logit normalization enables better calibration. While the OOD detection task concentrates on the separability between ID and OOD data, the calibration task focuses solely on the ID data—softmax confidence score should represent the true probability of correctness (Guo et al., 2017). In practice, Expected Calibration Error (ECE) (Naieini et al., 2015) is commonly used to measure the calibration performance from finite samples. In Figure 4, we observe that LogitNorm loss leads to a smoother distribution of softmax
Table 5. OOD detection performance comparison with different loss functions. We use WRN-40-2 trained on CIFAR-10. **Bold** numbers are superior results. We report the average norm value of logits as $L_2$ Norm, where we use SVHN as OOD test dataset.

| Loss            | FPR95 ↓ | AUROC ↑ | AUPR ↑ | $L_2$ Norm (ID / OOD) |
|-----------------|---------|---------|--------|----------------------|
| CrossEntropy    | 49.52   | 91.55   | 97.98  | 12.80 / 10.91        |
| LogitPenalty    | 57.62   | 73.27   | 87.62  | 1.90 / 1.74          |
| LogitNorm (ours)| 15.65   | 96.91   | 99.31  | 1.48 / 0.49          |

Table 6. Comparison between GODIN and LogitNorm. We use WRN-40-2 (Zagoruyko & Komodakis, 2016) trained on CIFAR-10. For a fair comparison, we use the ODIN score for LogitNorm loss. **Bold** numbers are superior results.

| Loss            | FPR95 ↓ | AUROC ↑ | AUPR ↑ |
|-----------------|---------|---------|--------|
| GODIN           | 25.24   | 95.07   | 98.93  |
| LogitNorm (ours)| 15.65   | 96.91   | 99.31  |

In the testing phase, the maximum cosine similarity is used as the scoring function. Contrastingly, LogitNorm has two key differences: (1) the cosine similarity in $h_i(x; \theta)$ applies $L_2$ normalization on the last-layer weight $w$ and the learned feature $\phi^p(x)$, while our LogitNorm normalizes the network output $f(x; \theta)$; (2) our LogitNorm can boost the performance of common OOD scoring functions, while GODIN...
and Cosine loss detect OOD examples with their specific scoring functions. In Table 6, we show our LogitNorm with the MSP score achieves better performance than GODIN in OOD detection. More discussion on future work is provided in Appendix E.

6. Related Work

OOD detection. OOD detection is an increasingly important topic for deploying machine learning models in the open world and has attracted a surge of interest in two directions.

1) Some methods aim to design scoring functions for OOD detection, such as OpenMax score (Bendale & Boul, 2016), maximum softmax probability (Hendrycks & Gimpel, 2016), ODIN score (Li et al., 2018; Hsu et al., 2020), Mahalanobis distance-based score (Lee et al., 2018), Energy-based score (Li et al., 2020; Wang et al., 2021b; Mortez & Li, 2022), ReAct (Sun et al., 2021), GradNorm score (Huang et al., 2021), and non-parametric KNN-based score (Sun et al., 2022; Zhu et al., 2022). In this work, we first show that logit normalization can drastically mitigate the overconfidence issue for OOD data, thereby boosting the performance of existing scoring functions in OOD detection.

2) Some works address the out-of-distribution detection problem by training-time regularization (Lee et al., 2017; Bevandić et al., 2018; Hendrycks et al., 2019; Geifman & El-Yaniv, 2019; Malinin & Gales, 2018; Mohseni et al., 2020; Jeong & Kim, 2020; Liu et al., 2020; Chen et al., 2021; Wei et al., 2021; 2022; Ming et al., 2022a). For example, models are encouraged to give predictions with uniform distribution (Lee et al., 2017; Hendrycks et al., 2019) or higher energies (Li et al., 2020; Du et al., 2022b; Ming et al., 2022a; Du et al., 2022a; Katz-Samuels et al., 2022) for outliers. The energy-based regularization has a direct theoretical interpretation as shaping the log-likelihood, hence naturally suits OOD detection. Contrastive learning methods are also employed for the OOD detection task (Tack et al., 2020; Sehwag et al., 2021; Ming et al., 2022b), which can be computationally more expensive to train than ours. In this work, we focus on exploring classification-based loss functions for OOD detection, which only requires in-distribution data in training. LogitNorm is easy to implement and use, and maintains the same training scheme as standard cross-entropy loss.

Normalization in deep learning. In the literature, normalization has been widely used in metric learning (Sohn, 2016; Wu et al., 2018; van den Oord et al., 2018), face recognition (Ranjan et al., 2017; Liu et al., 2017; Wang et al., 2017; 2018; Deng et al., 2019; Zhang et al., 2019), and self-supervised learning (Chen et al., 2020). L2-constrained softmax (Ranjan et al., 2017) applies the L2 normalization on features and SphereFace (Li et al., 2017) normalizes the weights of the last inner-product layer only. Cosine loss (Wang et al., 2017; 2018) normalizes both the features and weights to achieve better performance for face verification. LayerNorm (Xu et al., 2019) normalizes the distributions of intermediate layers for better generalization accuracy. In self-supervised learning, SimCLR (Chen et al., 2020) adopts cosine similarity to measure the feature distances between positive pair of examples. A recent study (Kornblith et al., 2021) shows that several loss functions, including logit normalization and cosine softmax, lead to higher accuracy on ImageNet but degrade the performance of transfer tasks. In addition, GODIN (Hsu et al., 2020) and Cosine loss (Techapunarak & Okatani, 2019) adopt cosine similarity for better performance on OOD detection. As discussed in Section 5, our method is superior to these cosine-based methods, since it is applicable to existing scoring functions and achieves strong performance in OOD detection.

Confidence calibration. Confidence calibration has been studied in various contexts in recent years. Some works address the misclassification problem by post-hoc methods, such as Temperature Scaling (Platt et al., 1999; Guo et al., 2017) and Histogram Binning (Zadrozny & Elkan, 2001). Besides, some regularization methods are also proposed to improve the calibration quality of deep neural networks, like weight decay (Guo et al., 2017), label smoothing (Szegedy et al., 2016; Müller et al., 2019), and focal loss (Lin et al., 2017; Mukhoti et al., 2020). Conformal prediction based method (Lei et al., 2013) outputs the empty set as prediction in case of too high “atypicality”. Top-label calibration aims to calibrate the reported probability for the predicted class label (Gupta & Ramdas, 2022). Recent work (Wang et al., 2021a) shows that these regularization methods make it harder to further improve the calibration performance with post-hoc methods. LogitNorm loss yields better calibration performance with Temperature Scaling than cross-entropy.

7. Conclusion

In this paper, we introduce Logit Normalization (LogitNorm), a simple alternative to the cross-entropy loss that enhances many existing post-hoc methods for OOD detection. By decoupling the influence of logits’ norm from the training objective and its optimization, the model tends to give conservative predictions for OOD inputs, resulting in a stronger separability from ID data. Extensive experiments show that LogitNorm can improve both OOD detection and confidence calibration while maintaining the classification accuracy on ID data. This method can be easily adopted in practical settings. It is straightforward to implement with existing deep learning frameworks, and does not require sophisticated changes to the loss or training scheme. We hope that our insights inspire future research to further explore loss function design for OOD detection.
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A. Proof of Proposition 3.1

From Eq. (2), we have \( f = \|f\| \cdot \hat{f} \). Then,
\[
\arg \max_i (f_i) = \arg \max_i (\|f\| \cdot \hat{f}_i) = \arg \max_i (\hat{f}_i).
\]
Similarly, for any given scalar \( s > 1 \), we have,
\[
\arg \max_i (sf_i) = \arg \max_i (s\|f\| \cdot \hat{f}_i) = \arg \max_i (\hat{f}_i).
\]
Thus Proposition 3.1 is proved.

B. Proof of Proposition 3.2

From Proposition 3.1, we have
\[
\arg \max_i (f_i) = \arg \max_i (sf_i) = c.
\]
Let \( f_c = \max_i (f_i) \), and \( t = s - 1 \), then we have,
\[
\sigma_c(sf) = \frac{e^{(1+t)f_c}}{\sum_{j=1}^n e^{(1+t)f_j}} = \frac{e^{f_c}}{\sum_{j=1}^n e^{f_j+(f_j-f_c)}}.
\]
For any \( j \in [1, 2, \ldots, n] \), we have, \( f_j - f_c \leq 0 \). Then
\[
\sigma_c(sf) \geq \frac{e^{f_c}}{\sum_{j=1}^n e^{f_j}} = \sigma_c(f).
\]
Thus Proposition 3.2 is proved.

C. Proof of Proposition 3.3

Let \( \tilde{f} = f / (\tau \|f\|) \), then we have \( \|\tilde{f}\| = 1/\tau \).
That is, \( \sum_{i=1}^k \tilde{f}_i^2 = \|\tilde{f}\|^2 = 1/\tau^2 \).
Hence,
\[
-1/\tau \leq \tilde{f}_i \leq 1/\tau, \forall i \in 1, \ldots, k.
\]
Let \( \sigma(\tilde{f}) = \frac{e^{\tilde{f}_i}}{\sum_{i=1}^k e^{\tilde{f}_i}} \), then we have
\[
\sigma(\tilde{f}) \leq \frac{e^{1/\tau}}{e^{1/\tau} + (k-1)e^{-1/\tau}} = \frac{1}{1 + (k-1)e^{-2/\tau}}.
\]
Hence,
\[
L_{\text{logit norm}} = -\log(\sigma(\tilde{f})) \geq -\log \left( \frac{1}{1 + (k-1)e^{-2/\tau}} \right) \]
\[
= \log(1 + (k-1)e^{-2/\tau})
\]
Thus Proposition 3.3 is proved.
D. Descriptions of OOD Datasets

Following the prior literature, we use six OOD test datasets: Textures (Cimpoi et al., 2014) is a dataset of describable textural images. SVHN dataset (Netzer et al., 2011) contains 32 × 32 color images of house numbers, which has ten classes comprised of the digits 0-9. LSUN (Yu et al., 2015) is another scene understanding dataset with fewer classes than Places365. Here we use LSUN-C and LSUN-R to denote the cropped and resized version of the LSUN dataset respectively. iSUN (Xu et al., 2015) is a large-scale eye tracking dataset, selected from natural scene images of the SUN database (Xiao et al., 2010). Places365 (Zhou et al., 2017) consists in images for scene recognition rather than object recognition.

E. Future Work

In this paper, we introduce a simple fix to the cross-entropy loss that enhances existing post-hoc methods for detecting OOD instances. We expect the observations and analyses in this work could inspire the future design of loss functions for OOD detection. Some future works include:

*Theoretical understanding.* In this work, we empirically show that Logit Normalization can significantly improve OOD detection performance. On the theoretical side, we only present an analysis to show why the softmax cross-entropy loss encourages to produce logits with larger magnitudes, leading to the overconfidence issue that makes it challenging to distinguish ID and OOD examples. In the future work, we hope to provide a more rigorous theoretical justification to analyze how the LogitNorm loss improves OOD detection.

*Hyperparameter tuning.* In our experiments, we tune the hyperparameter $\tau$ with a validation set – Gaussian noises. Although the proposed method can achieve significant improvement after tuning, the tuning process is computationally expensive because it needs to train multiple models. Therefore, we expect that future work will be able to automatically adjust $\tau$ during training.

F. Detailed Experimental Results

We report the performance of OOD detectors on each OOD test dataset in Table 7, 8, and 9. In particular, Table 7 shows the detail performance of LogitPenalty and GODIN methods. Table 8 shows the detail performance of different scoring functions with CE loss and LogitNorm loss. Table 9 shows the detail performance of CE loss and LogitNorm loss with different model architectures.

Table 7. OOD detection performance comparison with Logit Penalty ($\lambda = 0.05$) and GODIN methods. We train WRN-40-2 (Zagoruyko & Komodakis, 2016) on CIFAR-10 dataset. All values are percentages.

| OOD dataset | LogitPenalty | GODIN |
|-------------|--------------|-------|
|             | FPR95 ↓      | AUROC ↑ | AUPR ↑ | FPR95 ↓ | AUROC ↑ | AUPR ↑ |
| Texture     | 62.26        | 72.00   | 87.29  | 34.90   | 92.84   | 98.41  |
| SVHN        | 62.02        | 71.87   | 87.21  | 25.17   | 95.48   | 99.04  |
| LSUN-C      | 54.71        | 66.23   | 82.29  | 15.79   | 96.88   | 99.33  |
| LSUN-R      | 51.31        | 79.24   | 90.64  | 16.82   | 97.00   | 99.40  |
| iSUN        | 51.91        | 79.70   | 91.17  | 23.25   | 95.85   | 99.15  |
| Places365   | 63.51        | 70.60   | 87.09  | 35.51   | 93.39   | 98.23  |
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Table 8. OOD detection performance comparison using cross-entropy loss and LogitNorm loss with ResNet-34 and DenseNet-BC. We use WRN-40-2 (Zagoruyko & Komodakis, 2016) to train on the in-distribution datasets and use softmax confidence score as the scoring function. All values are percentages. ↑ indicates larger values are better, and ↓ indicates smaller values are better. **Bold** numbers are superior results.

| ID dataset | CIFAR-10 | CIFAR-100 |
|------------|----------|-----------|
| OOD dataset | Score | Cross-entropy loss / LogitNorm loss (ours) | | Score | Cross-entropy loss / LogitNorm loss (ours) | |
| Texture | | | | | | |
| ODIN | 59.86 / 26.38 | 76.35 / 94.66 | 92.09 / 98.68 | 80.23 / 70.64 | 75.60 / 78.19 | 93.49 / 93.35 |
| Energy | 51.02 / 35.13 | 84.60 / 92.94 | 94.90 / 98.29 | 80.89 / 79.17 | 75.59 / 76.94 | 93.48 / 93.29 |
| GradNorm | 78.50 / 27.26 | 55.15 / 93.11 | 82.96 / 98.11 | 86.51 / 69.07 | 55.76 / 75.21 | 84.28 / 91.34 |
| SVHN | | | | | | |
| ODIN | 53.92 / 9.17 | 82.98 / 98.29 | 95.17 / 99.63 | 83.52 / 45.41 | 79.60 / 92.59 | 95.34 / 98.48 |
| Energy | 21.27 / 10.35 | 95.70 / 97.73 | 99.05 / 99.55 | 84.97 / 62.41 | 79.41 / 89.58 | 95.31 / 97.86 |
| GradNorm | 58.95 / 5.51 | 76.75 / 98.91 | 93.01 / 99.76 | 97.7 / 39.79 | 54.65 / 93.21 | 86.6 / 98.57 |
| LSUN-C | | | | | | |
| ODIN | 13.31 / 1.65 | 97.14 / 99.59 | 99.35 / 99.91 | 37.45 / 13.08 | 93.01 / 97.66 | 98.50 / 99.50 |
| Energy | 9.63 / 4.15 | 98.01 / 98.64 | 99.56 / 99.73 | 33.5 / 28.68 | 93.74 / 95.33 | 98.64 / 99.04 |
| GradNorm | 22.03 / 1.14 | 93.04 / 99.70 | 98.12 / 99.94 | 43.43 / 8.95 | 90.72 / 98.28 | 97.84 / 99.63 |
| LSUN-R | | | | | | |
| ODIN | 27.21 / 4.71 | 93.52 / 98.86 | 98.41 / 99.78 | 69.69 / 68.3 | 83.51 / 84.78 | 96.1 / 96.52 |
| Energy | 16.5 / 13.90 | 96.31 / 97.31 | 99.1 / 99.49 | 70.45 / 68.84 | 83.57 / 85.84 | 96.11 / 96.84 |
| GradNorm | 52.41 / 16.31 | 77.70 / 97.18 | 92.85 / 99.45 | 98.34 / 83.51 | 34.18 / 76.32 | 76.53 / 94.15 |
| iSUN | | | | | | |
| ODIN | 33.31 / 5.65 | 92.03 / 98.79 | 98.07 / 99.76 | 74.47 / 71.11 | 81.01 / 83.82 | 95.43 / 96.24 |
| Energy | 19.74 / 16.00 | 95.69 / 97.10 | 98.98 / 99.45 | 75.66 / 72.94 | 80.99 / 84.48 | 95.43 / 96.49 |
| GradNorm | 59.08 / 13.76 | 74.64 / 97.58 | 91.77 / 99.53 | 99.41 / 82.51 | 32.47 / 77.39 | 75.58 / 94.38 |
| Places365 | | | | | | |
| ODIN | 54.32 / 30.12 | 81.25 / 94.04 | 94.33 / 98.63 | 78.93 / 80.23 | 75.55 / 76.84 | 93.37 / 94.04 |
| Energy | 42.75 / 35.31 | 88.09 / 92.84 | 96.5 / 98.30 | 79.72 / 80.73 | 75.4 / 76.86 | 93.34 / 94.08 |
| GradNorm | 82.86 / 42.67 | 56.46 / 91.55 | 85.79 / 98.04 | 96.67 / 87.52 | 49.29 / 68.02 | 83.88 / 91.05 |

Table 9. OOD detection performance comparison using cross-entropy loss and LogitNorm loss with ResNet-34 and DenseNet-BC. In-distribution dataset is CIFAR-10. All values are percentages. **Bold** numbers are superior results.

| Model architecture | CIFAR-10 | CIFAR-100 |
|-------------------|----------|-----------|
| OOD dataset | | Cross-entropy loss / LogitNorm loss (ours) | | | |
| Texture | | | | | | |
| ODIN | 56.38 / 30.68 | 87.82 / 94.05 | 96.32 / 98.52 | 66.14 / 39.79 | 85.47 / 91.46 | 96.05 / 97.78 |
| SVHN | 52.34 / 4.72 | 89.76 / 98.98 | 97.34 / 99.79 | 57.26 / 18.66 | 91.09 / 96.81 | 98.16 / 99.36 |
| LSUN-C | 32.10 / 0.51 | 95.64 / 99.77 | 99.14 / 99.95 | 32.30 / 2.73 | 95.59 / 99.35 | 99.12 / 99.87 |
| LSUN-R | 43.31 / 14.19 | 93.41 / 97.65 | 98.57 / 99.54 | 43.85 / 5.41 | 94.04 / 98.70 | 98.82 / 99.75 |
| iSUN | 45.80 / 14.83 | 92.62 / 97.47 | 98.36 / 99.51 | 43.08 / 5.73 | 94.13 / 98.68 | 98.83 / 99.74 |
| Places365 | 56.48 / 29.98 | 87.57 / 94.16 | 96.50 / 98.63 | 60.26 / 38.70 | 88.26 / 91.98 | 97.19 / 98.09 |