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Abstract. Most conversational recommendation approaches are either not explainable, or they require external user’s knowledge for explaining or their explanations cannot be applied in real time due to computational limitations. In this work, we present a real time category based conversational recommendation approach, which can provide concise explanations without prior user knowledge being required. We first perform an explainable user model in the form of preferences over the items’ categories, and then use the category preferences to recommend items. The user model is performed by applying a BERT-based neural architecture on the conversation. Then, we translate the user model into item recommendation scores using a Feed Forward Network. User preferences during the conversation in our approach are represented by category vectors which are directly interpretable. The experimental results on the real conversational recommendation dataset ReDial\textsuperscript{12} demonstrate comparable performance to the state-of-the-art, while our approach is explainable. We also show the potential power of our framework by involving an oracle setting of category preference prediction.
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1 Introduction

Research on conversational recommendation is known to be of high importance\textsuperscript{18}. Also, explainable recommendation attracts increasing attention with the popularity of black-box, and inscrutable neural models. Explanations allow users to further trust the recommender, make faster and better decisions and increase their satisfaction\textsuperscript{15,16,31}. In this work we investigate the explainable conversational recommendation.

We argue that current explainable item recommendation approaches cannot be extended to the conversational setting for cold-start users because they either require external knowledge (e.g. user reviews, social media content, user’s interests)\textsuperscript{5,19,20,25,26,28,31,32} or they cannot be applied in real time (separate
execution required for each candidate item) \(^{15,16,17}\). Moreover, those works usually are not able to understand natural language conversations. While there is one explainable conversational recommendation study that can understand natural language in a conversational setting, it still has the same two aforementioned limitations \(^{4}\). Furthermore, studies where review datasets are synthetically translated into conversational recommendation datasets, are explicitly asking user’s opinions over items’ aspects making them arguably explainable and will not be compared with this work \(^{6,30,33}\). Although some studies work on real conversational recommendation datasets, they do not have explainable properties \(^{18,19,31}\). Summarizing, current studies cannot be applied in a real time cold-start conversational setting while providing explanations for their recommendations.

Our premise is that users make choices on the basis of their preferences for item properties. In the conversation, it is common that users express their sentiments on item properties using natural language. Therefore, if we can extract sentiments for item properties from the conversation and recommend items accordingly, we can then explicitly manipulate the recommendation and also use the sentiments over item properties as an explanation. In this work we focus on improving the item recommendation engine of conversational recommendation systems while providing explanations. Our proposed approach performs item recommendation by (i) predicting user’s preference for each of the items’ categories (properties) and (ii) using this prediction as a base to recommend items. For the former part we apply a BERT-based text comprehension model. Regarding the latter part, we use the category preference prediction as the input of a Feed Forward Network to generate item recommendation scores. Our contribution in this study is a recommendation framework that (i) performs explainable user modeling for recommendation (ii) does not require external knowledge for users (iii) can be applied in real time and (iv) has comparable performance for recommendation accuracy to the state-of-the-art, and can be further improved by a perfect category preferences prediction. This is the first recommendation work applied in a real time cold-start conversational setting while providing explanations for recommendations, to the best of our knowledge.

2 Related Work

In this section, we will briefly review studies performed on conversational recommendation. Studies performed on synthetic conversations generated from the corresponding item related documents (e.g. conversation construction on the basis of entities \(^{33,34,35,36}\) or aspects\(^{30}\), which allows for only one target item throughout the complete conversation \(^{6,33,34}\), are therefore excluded for the comparison. We argue that this assumption does not necessarily hold under a realistic conversational recommendation setting, due to the fact that the user might prefer having several options. To the best of our knowledge, there has not been any study on explainable conversational recommendation applied on real natural language conversations. Please note that the work of \(^{4}\) is ap-
plied on synthetic conversations (item reviews), it cannot be applied in real time (requires one execution for each item in the collection) and needs prior user knowledge (item reviews). There are four relevant studies based on real natural language conversations, while none of them has explainable properties. The first three (31, 12, 13), aim to develop recommender systems that participate in the conversation. The fourth study (2) only observes a conversation between two users and recommends advertisements accordingly.

The creators of the ReDial [12] applied three modules in order to build a conversational recommender system: (1) an item recommender, (2) a targeted sentiment analysis module and (3) a natural language response generator module. The recommender is an autoencoder that applies collaborative filtering technique in order to predict movie ratings, following the approach of [21]. The recommender follows a black-box setting, not having any explainable properties. Sentiment analysis on mentioned movies is being performed with the encoder part of a Hierarchical Recurrent Encoder Decoder (HRED) [22]. For text comprehension the authors use the encoder part of the HRED and the complete HRED for natural language generation. A switch mechanism [9] is being applied on the hidden activations of the HRED. This mechanism decides if the next token to be produced should be a word or a movie. The switch probability value affects the word probabilities and the movie ratings, which are all concatenated together to form output probability distribution over words and movies. The first two modules are being pretrained separately. Additionally, the encoder of the applied HREDS is modified to take general purpose sentence (GenSen) representations from a bidirectional GRU. Pretrained GenSen representations are being used [23], due to the small amount of text in the dataset.

The next two studies [3, 13], rely on graph information and direct entity relations. The first of them is the only additional study developed on the ReDial [3] dataset. In that study, the text generation model is replaced with a transformer [27] but the main difference lies on the recommender model. External knowledge in the form of graph is being introduced from DBpedia [11]. Graph nodes can either be items entities or non-item entities (e.g. the property "science fiction film"). [3] initially identify items in the conversation through name matching and then apply entity linking [7] in order to expand the matches between the dialogue and the graph by matching non-item entities. A non-item entity is for example Science_fiction_film [4] which can be matched with the sentence "I like science fiction movies" [5]. Relational Graph Convolutional Network is being applied in order to recommend items based on entities that appear in a dialogue. In the second study [13], the conversational recommender system proposes venues to travelers. The recommendation in this case is based on three aspects. Firstly, a topic is being predicted given the ongoing conversation. Secondly, conversation and venue similarity is being calculated on a textual level, based on venue’s textual description. Thirdly, a graph is formed based on venue information, and a graph convolution network is being applied for improving venue relations, given their descriptions and details.

3 http://dbpedia.org/resource/Science_fiction_film
Last but not least, the conversational recommender system proposed by [2] has very similar intuition to our approach. Their task is to provide a real time conversational recommender system that observes a conversation and proposes relevant advertisements. They apply it on conversations between users of online social networks. They train a Latent Dirichlet Allocation (LDA) model that performs topic modeling on the conversations and the advertisements, and propose the advertisement that is more similar by comparing the topic distributions. In contrast to our approach, their topics are of arbitrary meaning and do not have explainable properties though our approach performs user modeling on the directly interpretable items’ categories.

3 Methodology

A conversational item recommendation system usually has to suggest several items, until user’s criteria are met or she is given enough options. Our method aims on replicating a recommendation behaviour, by using the recommended item as a target item (training signal) and the conversation history, at that moment, as input. In this work we assume that each item falls into one or more categories (e.g. genre for movies, cuisine for recipes), and that user’s criteria can take the form of category preferences. Consequently, instead of directly predicting the target item, we firstly apply category preference modelling so to predict user’s category preferences given the conversation history, and secondly the item recommender nominates items using the predicted categorical preferences. Specifically, we first train the former module to predict the category vector of the target item, that we assume to best describe user’s articulated categorical preferences by that moment. After this module is trained, we freeze its parameters and use its predictions as input in order to independently train the item recommendation module on recommending the target item. This approach is intuitive and allows for the predicted user’s desired categories to be used for justifying the recommendation. In this section we thoroughly describe our method, a visual description of which is shown in Figure 1.

3.1 Category Preference Modelling

This module is trained to predict the categories of the item that the system should suggest, given the earlier utterances of the conversation. The training follows a supervised manner, having as target the category vector of the target item, \([0, 1]^{|C|}\) where \(|C|\) is the number of categories. Supervised training ensures that each dimension represents preference over some specific category. During training we minimize Root Mean Square Error (RMSE). The input of the module consists of the past utterances, and special tokens. Each category is explicitly represented by an extra token at the beginning of the input; \(Cat_1, \ldots, Cat_{|C|}\); as shown in Figure 1. BERT generates a hidden representation for each of these tokens \((h_{Cat_1}, \ldots, h_{Cat_{|C|}})\), while having as context the current history of the conversation, i.e. Eq. (3). These hidden representations are being propagated...
Fig. 1: The architecture of our proposed approach. In this example, the user initiates the conversation by saying "Looking for comedies". The Category Preference Modelling (left) predicts the user’s interest for each category (Cat\textsubscript{Pref}) and the Item Recommender (right) translates the aforementioned prediction into a normalized distribution of item recommendation scores.

by independent Linear Layers ($L_1, \ldots, L_{|C|}$) followed by the Sigmoid activation function, i.e. Eq. (2). All category preference predictions are being concatenated, forming an output vector $\text{Cat\textsubscript{Pref}} \in [0, 1]^{|C|}$ i.e. Eq. (1).

\[
\text{Cat\textsubscript{Pref}}^{[C]} = \text{Concatenate}(\text{Cat}_1\text{Pref}^1, \ldots, \text{Cat}_{|C|}\text{Pref}^1) \in [0, 1]^{|C|} \quad (1)
\]

\[
\text{Cat}_i\text{Pref}^1 = \text{Sigmoid}(W_i^{1 \times \text{hid}} \times h_{\text{Cat}_i}^{\text{hid}} + b_i^1) \in [0, 1] \quad (2)
\]

\[
h_{\text{Cat}_i}^{\text{hid}} = \text{BERT}(	ext{Cat}_i|\text{History}) \in \mathbb{R}^{\text{hid}} \quad (3)
\]

Equations (1) to (3) describe the function of the Category Preference Modelling, where $\mathbb{R}$ denotes Real number and $\text{hid}$ is the hidden representation size of BERT. The BERT model is not part of our contribution. For further details regarding BERT’s function please refer to the original paper [8].

**Input Formation:** The conversation history is forming an input that starts with the aforementioned $\text{Cat}_i$ tokens, followed by the utterances. The utterances are in their original chronological order, which are given at token level and each utterance is separated by the Separation $\text{SEP}$ token. The Start Of Utterance $\text{SOU}$ and End Of Utterance $\text{EOU}$ tokens are put at the beginning and the end of each utterance respectively. Furthermore, all items mentioned in the
conversation are being replaced by an Item Mentioned (IM) token and are being practically ignored. Finally, there are two types of segment embeddings; one for the tokens that originate form user’s utterances and another for the system’s tokens, including tokens that come from system’s utterances and also the added special tokens (Cat, SEP, SOU, EOU, IM).

3.2 Item Recommendation

The second step of our approach is to translate category preferences to item recommendation scores. This is performed by a trainable Linear layer, followed by the Softmax activation function as described in Eq. (1). This module is trained in a supervised manner, for the task of recommending the item that was suggested by the system at the given state of the conversation; minimizing Cross Entropy Loss.

\[
Item\_Rec\_Scores[I] = \text{Softmax}(W[I \times |C|] \times \text{Cat}\_Pref[C] + b[I]) \quad (4)
\]

Where \( W \) and \( b \) are trainable parameters, while \( \text{Cat}\_Pref \) represents the prediction of our first step, as defined in Eq. (1). Accordingly, their shape is defined by \(|C|\) and \(|I|\) which are the number of categories and items respectively.

4 Experiments and Analysis

In this section we describe the experiments that allow us to validate the recommendation performance of our proposed approach. The code of our experiments is publicly available, ensuring the reproducibility of our findings.\(^4\) Regarding implementation details, we finetuned a pretrained BERT model for our Category Preference Modelling module, using the Transformers python library.\(^5\)

**Dataset:** We use the ReDial conversational recommendation dataset \(^1\), which consists of 10,006 real conversations including 51,699 total movie mentions, over 6924 unique movies. The conversations of the dataset are split to training (90%) and test (10%) sets, from which we further split the training set to training (72%) and validation (18%) sets. In each conversation there is a movie **Seeker** (user) and a movie **Recommender** (system). ReDial represents our desired problem setting very well, because each conversational recommendation session is considered individually, treating all users as new users (cold start setting), and it recommends movies that can be described by a common set of categories (genres). Additionally, at least four movies need to be mentioned in each conversation. For our approach, we retrieved categorical vectors for each item. Following \(^1\), we used the MovieLens dataset\(^6\) for extracting categorical information of

\(^4\) https://github.com/kondilidisn/exp-conv-rec
\(^5\) https://github.com/huggingface/transformers
\(^6\) https://grouplens.org/datasets/movielens/latest/, generated in September 2018
movies. There are 19 movie categories and one option for “no category information”. As a result, a binary categorical vector is formed for each movie. A total of 1746 (25%) of ReDial’s movies were not successfully matched with any movie from MovieLens. For these movies, and for those that were characterized as “no category information”, we set the category vector to be equal to 0.5 for each category.

**Experimental Details** We follow the same experimental setup as earlier work on this dataset in order to measure item recommendation performance. The task at hand is to replicate the Recommender’s (System’s) behavior regarding item recommendation. Specifically, we assume all items mentioned by the Recommender to be correct recommendations, with respect to the conversation’s history at that time. Therefore, one sample is created for each item mentioned by the Recommender (target item) that needs to be predicted given the previous utterances of the conversation (input). As mentioned at the beginning of Sec 3 this sample is split into two training samples; one for each module. The first module is trained on predicting the categorical vector of the mentioned item, given only the previous utterances, while the second module is then trained to identify the target item, given the categorical preference prediction. We evaluate recommendation performance using Recall at rank N (Rec@N) percentage (%); N ∈ {1, 10} and average it over all target items. We use the validation set for hyper-parameter tuning and early stopping (5 epochs) and the test set for evaluating performance.

**Compared Approaches:** The presented experiments aim to position our model’s item recommendation performance compared to similar literature and state-of-the-art approaches. Therefore, we use ReDial and the current state-of-the-art in this dataset KBRD. Compared to these baselines, our model has explainable properties, even though they are not being evaluated by online user studies. Furthermore, we test three models based on our approach. The first one, **Ours**, is our proposed approach as described in Section 3. The second one, **Ours E2E**, shares the same architecture but the two modules are trained in an end-to-end setting, directly predicting the target item from the conversation and not taking advantage of the categorical information of the target items. Finally, as an oracle setting, **Ours + GT**, we assume the category preference prediction to be ideal, providing the true category vector of the target item to the second step of our approach, which is the only trained module in this setting.

**How effective is our model’s performance?** The performance of the compared approaches are summarized in Table 1. Compared to the baselines, our proposed model **Ours** outperforms the ReDial, and achieve comparable results.

---

7 ‘Comedy’, ‘IMAX’, ‘Romance’, ‘Western’, ‘Crime’, ‘Sci-Fi’, ‘Animation’, ‘Thriller’, ‘Fantasy’, ‘Film-Noir’, ‘Mystery’, ‘Action’, ‘Horror’, ‘Adventure’, ‘Musical’, ‘Children’, ‘Drama’, ‘War’, ‘Documentary’
Table 1: Comparing the performances of the compared models for the task of Conversational Item Recommendation task on the ReDial dataset.

| Model     | Rec@1 % | Rec@10 % |
|-----------|---------|----------|
| ReDial [12] | 1.50    | 10.49    |
| KBRD [3]  | 2.15    | **16.42**|
| Ours E2E  | 0.95    | 5.98     |
| Ours      | **2.37**| 13.21    |
| Ours + GT | 31.85   | 62.73    |

with KBRD. As [14] suggests, Rec@1 is most important on conversational recommendation, since usually only one item is being suggested each time in such a setting. We recall, however, that the two baselines are not explainable. Additionally, when training our model end-to-end (Ours E2E), the model is not explainable and its recommendation performance drops to less than half. This emphasizes the added value of utilizing categorical information in terms of recommendation performance. Finally, in the oracle setting (Ours + GT), where we assume a perfect category preference prediction, the performance is greatly improved which indicates that there is room for improvement in the category preference modelling of our approach, which will lead to improved recommendation results.

**How effective is our explainability?** As [19] points out, it is common to present examples for assessing the explainability of a model. To that end, we demonstrate our two-step approach on two conversations of ReDial’s test set in Figures 2 and 3.

On the example presented in Figure 2, even though no category is explicitly mentioned, our proposed category preference modelling approach is able to translate “Disney Classics” and “to show my niece” into the preference for the categories ‘Children’, ‘Animation’, ‘Adventure’ and ‘Comedy’, in order of importance. Moreover, our item recommender is able to use our category preference prediction and recommend two out of the three movies that the Recommender is about to suggest. Finally, the predicted preferred categories are overlapping with the ground truth categories of the target items with high accuracy.

On the second example shown in Figure 3, our model is able to correctly predict the movie that the Recommender is about to suggest. Additionally, the correct recommendation is due to the three predicted preferred categories {Thriller, Crime, Drama} that include the category that the user mentions “crime movies”. This demonstrates the potential ability of our model to correlate items with categories, when this information is unavailable. It should be reminded that 25% of the items used in our experiments are lacking categorical information making this ability very useful.
Fig. 2: Demonstrating accurate item recommendation and the model’s ability to correctly predict preferred categories from keywords.

| Sender | Message |
|--------|---------|
| Recommender | Great, what kinds of movies are you looking for? |
| Seeker | I’m looking for Disney classics, like **Masked Item** to show my niece. Can you recommend any? |

**Ours**

Applying Category Preference Modelling:

| Our top 2 Rec. | Corresponding Items’ Ground Truth Categories: |
|----------------|-----------------------------------------------|
| 1. Moana (2016) | {Animation, Children, Adventure, Comedy & Fantasy } |
| 2. Coco (2017) | {Animation, Children & Adventure } |

**Our Explanation**

(Over 50%)

"Because you are looking for something that combines ;”

Children(80%), Animation(74%), Adventure(61%) & Comedy(60%)

**Recommender**

Recent films like Moana (2016) and Zootopia are great. I also enjoyed Pixar’s Coco (2017)

**Seeker**

Hmm. I have not seen any of these. I am writing them down now! Thanks a lot!!

5 Conclusion & Future Work

In this work, we propose a novel explainable recommender on the conversational setting that can be applied in real time and in a cold-start setting. Furthermore, the performance of our approach is comparable to the state-of-the-art which is not explainable while our model is more intuitive and provides very concise explanations in the form of category preferences. We also show that there is room for improvement regarding the recommendation performance of our proposed model where the future work should focus on. In addition, future studies can take advantage of the explainable nature of our user modelling, and directly incorporate user feedback on the explanation level (i.e. categories in our work), since more sophisticated feedback of that type can lead to reducing the number of interactions needed for effective recommendation to 40% [29]. We focus on improving the recommendation performance for conversational recommender, and thus no dialogue generation model is incorporated. One can integrate dialogue generation with the recommended items embedded. Finally, we leave a user survey to qualitatively and quantitatively evaluate the explanations provided to future work.
Fig. 3: Demonstrating correct item-category mapping when this information is unavailable and accurate recommendation at the same time.

| Sender | Message |
|--------|---------|
| Seeker | Do you know any good crime movies<br>I really like crime movies |

**Ours**

Applying Category Preference Modelling:

| Our top 2 Rec.       | Corresponding Items’ Ground Truth Categories: |
|----------------------|---------------------------------------------|
| 1. Seven (1995)      | No Categorical Information Available        |
| 2. Zodiac (2007)     | {Thriller, Drama & Crime}                   |

**Our Explanation**

"Because you are looking for something that combines :”<br>Thriller(64%), Crime(62%) & Drama(56%)

**Recommender**

Yes, I love Seven (1995) and Godfather (1991)
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