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Abstract. This article explores subspace clustering algorithms using CUR decompositions, and examines the effect of various hyperparameters in these algorithms on clustering performance on two real-world benchmark datasets, the Hopkins155 motion segmentation dataset and the Yale face dataset. Extensive experiments are done for a variety of sampling methods and oversampling parameters for these datasets, and some guidelines for parameter choices are given for practical applications.

1. INTRODUCTION

While most modern data is high-dimensional and large-scale, it is increasingly understood that in actuality, typical data sets are well-modelled to comprise low-dimensional structures such as linear subspaces or non-linear manifolds. The manifold hypothesis (that the data lives in a neighborhood of a low-dimensional embedded manifold) [11] is oft-utilized to good effect in Machine Learning applications, and is considered as a potential explanation for adverse behavior of neural network classifiers which are susceptible to small adversarial attacks which drastically change the classification [23]; said another way, such classifiers are not input stable.

The union of subspaces model for data is that data vectors lie in \( \mathcal{U} := \bigcup_{i=1}^{L} S_i \subset \mathbb{R}^n \), where each \( S_i \) is a linear (or affine) subspace of \( \mathbb{R}^n \). While seemingly specific, the union of subspaces model describes data from a substantial number of applications, including motion segmentation, facial recognition, and cryo-electron microscopy. We will discuss specifics of applications later, but for now we also note that \( \Sigma^n \), the set of \( s \)-sparse signals in \( \mathbb{R}^n \), is the union of all \( s \)-dimensional coordinate subspaces, and that sparse signal reconstruction has been an active and influential field since the advent of compressed sensing [7, 12].

The subspace clustering problem is: given data \( \{x_i\}_{i=1}^{m} \subset \mathbb{R}^n \) coming from a union of subspaces model as above, find a mapping \( \Phi : \{x_i\}_{i=1}^{m} \rightarrow \{1, \ldots, L\} \) such that \( \Phi(x_i) = j \) if \( x_i \in S_j \), and is 0 otherwise. There are various solutions to this problem [25], but we highlight here those based on matrix factorizations [1, 3, 6, 17] and on the self-expressive property of subspace data [2, 8, 10, 19, 18]. More details follow in Section 3.

In [1, 3], Aldroubi et al. proposed the use of CUR decompositions for robust algorithms to solve the subspace clustering problem. In [1], the proposed algorithm contained many hyperparameters which could be changed, but were untested therein. The purpose of this work is to consider variations of the robust CUR similarity matrix algorithm of [1], examine the effect of various parameters on clustering outcome, and extend the analysis to other datasets than the lone one considered there.

2. PRELIMINARIES

We consider real-valued data matrices \( X \in \mathbb{R}^{m \times n} \), and let \( [n] := \{1, \ldots, n\} \) for any \( n \in \mathbb{N} \). Any matrix has a Singular Value Decomposition \( X = U\Sigma V^T \) in which \( U \in \mathbb{R}^{m \times m} \) and \( V \in \mathbb{R}^{n \times n} \) are orthogonal, and \( \Sigma \in \mathbb{R}^{m \times n} \) has nonzero entries only along its main diagonal. Columns of \( U \) (resp. \( V \)) are left (resp. right) singular vectors of \( X \), and the diagonal entries of \( \Sigma \) are its singular values, which we denote \( \{\sigma_i\}_{i=1}^{\min\{m,n\}} \), or \( \sigma_i(X) \) if need be. Singular values are assumed to be ordered so that \( \sigma_1 \geq \sigma_2 \geq \ldots \), and note that if \( \text{rank}(X) = k \), then \( \sigma_j = 0 \) for all \( j > k \). Given a rank \( k \) matrix \( X \), we may write \( X = U_k\Sigma_k V_k^T \), where \( U_k \) and \( V_k \) contain only the first \( k \) columns of \( U \) and \( V \), respectively, and \( \Sigma_k \) is the \( k \times k \) submatrix of \( \Sigma \) containing only the positive singular values along its diagonal. This decomposition is called the compact SVD of \( X \). If \( X \) is not rank \( k \), then we call \( X_k = U_k\Sigma_k V_k^T \) the truncated SVD of \( X \) of order \( k \), which is the best rank \( k \) approximation of \( X \) (in any Schatten \( p \)-norm) by the Eckart–Young–Mirskey Theorem. For
any $X$ with rank $k$, its Moore–Penrose pseudoinverse, denoted by $X^\dagger$, is given by $X^\dagger = V_k \Sigma_k^{-1} U_k^T$. Finally, $\text{abs}(X)$ will denote the matrix whose $i, j$-th entry is $|X_{ij}|$.

The general case of the subspace clustering problem in which the model $\mathcal{Y}$ consists of arbitrarily many subspaces of varying dimensions which are allowed to overlap nontrivially is quite challenging. Simpler cases are when the subspaces are disjoint ($S_i \cap S_j = \emptyset, i \neq j$) or independent (dim($\sum_{i=1}^{L} S_i$) = $\sum_{i=1}^{L}$ dim($S_i$), where $\sum S_i$ denotes Minkowski sum). The latter case has the most structure to exploit and has been more thoroughly explored; indeed, there are many guarantees of correct clustering for independent subspaces.

We will not dwell much on how data is sampled or obtained from each subspace. However, we will make a typical assumption that data in each subspace is in general position (also called generic). Given a subspace $S \subset \mathbb{R}^m$ of dimension $d$, points $Y = \{y_i\}_{i=1}^n \subset S$ are in general position if any collection of $d$ points from $Y$ form a basis for $S$. This assumption is not restrictive; if points are sampled uniformly from a ball in the subspace, then they are almost surely in general position.

3. Theoretical Background

The self-expressive property of data is that one can write $X = XZ$ for some matrix $Z$ with $\text{diag}(Z) = 0$ [8]. In particular, this assumes that any data vector $x_i$ in $X$ can be written as a linear combination of other data vectors in $X$ excluding $x_i$ itself. In practice, $Z$ is typically chosen to minimize $\|X - XZ\|_F$ or some similar penalized objective function.

Several matrix factorization approaches to subspace clustering have been proposed in which one factorizes $X = AZ$ for some $A$ (for example, coming from the compact SVD, QR decomposition, CUR decomposition, or something else). Both matrix factorization techniques and those that arise from the self-expressive property treat $Z$ or some suitable matrix coming from it as a similarity matrix for the subspace data $X$. That is, $Z_{ij}$ should be relatively large if $x_i$ and $x_j$ are in the same subspace and relatively small (ideally 0) if they are in different subspaces. These ideas are closely tied to similarity matrix techniques for general clustering tasks, e.g., spectral clustering [26].

Inherent in these methods is that the similarity matrix $\Xi$ is treated as the adjacency (weight) matrix of a graph whose vertices are the data points $x_i$, and success of the clustering method is dependent upon the graph structure and properties of the graph Laplacian. Roughly speaking, one desires that $\Xi$ consist of $L$ (approximately) disjoint connected components which correspond to the $L$ subspaces in the union of subspaces model. We refer the reader to the discussion of von Luxburg [26] which elucidates the strong connection between spectral clustering and several well-known graph cut problems.

3.1. Clustering Matrices. More than similarity matrices, which compute some measure of similarity between data points, we can ask for an idealized matrix which tells us the subspace clusters directly. In particular, we make the following definition.

**Definition 1.** Let $X \in \mathbb{R}^{m \times n}$ have columns drawn from a union of subspaces $\mathcal{Y} = \bigcup_{i=1}^{L} S_i \subset \mathbb{R}^n$. A matrix $\Xi \in \mathbb{R}^{n \times n}$ is a clustering matrix for $X$ provided $\Xi_{ij} \neq 0$ if and only if $x_i$ and $x_j$ are in the same subspace.

Evidently, finding an actual clustering matrix from union of subspace data is challenging, especially in the presence of noise, but nonetheless there are various ways of doing so as the following theoretical results will show.

To begin, we describe two types of methods for finding clustering matrices: sparse optimization methods and direct matrix factorization methods. To begin, we present two optimization methods – Sparse Subspace Clustering (SSC) [8] and Low-rank Representation (LRR) [18] – the first of which seeks a representation $X = XZ$ with a sparse coefficient matrix $Z$, while the second seeks a spectrally sparse representation of the same form (i.e., rank $(Z)$ is small).

The Sparse Subspace Clustering problem is

\[ \min_{Z \in \mathbb{R}^{n \times n}} \|Z\|_1 \quad \text{subject to} \quad X = XZ. \]

The Low-Rank Representation problem is

\[ \min_{Z \in \mathbb{R}^{n \times n}} \|Z\|_* \quad \text{subject to} \quad X = XZ. \]

Here $\|Z\|_* = \sum \sigma_i(Z)$ is the nuclear norm, or equivalently the $\ell_1$ norm of the singular values of $Z$. 
The problems (1) and (2) are actually convex relaxations of the combinatorial optimization problems that more naturally describe both SSC and LRR, in which one desires to minimize \( \|Z\|_0 \) (the number of nonzero entries of \( Z \)) and rank \( (Z) \), respectively. The \( \ell_1 \)-norm and nuclear norm are the convex envelopes of the \( \ell_0-\)“norm” and rank (which is the \( \ell_0-\)“norm” of the singular values of \( Z \)), respectively.

In the presence of noise, both of these optimization problems have natural extensions, but we refer the interested reader to the references above for more information. However, for the reader’s convenience we mention the following which shows that both of these formulations yield a clustering matrix in the ideal case.

**Theorem 3.1** ([10, 18]). Let \( X \in \mathbb{R}^{m \times n} \) have columns drawn from a union of independent subspaces \( \mathcal{V} \) such that the data from each subspace is in general position. Let \( Z \) be the solution to either Sparse Subspace Clustering or Low-rank Representation optimization problems (1) or (2), respectively. Then \( Z \) is a clustering matrix for \( X \).

We now turn to methods which arise from directly trying to factorize the matrix \( X \). We begin by a fairly general result of Aldroubi et al. [3].

**Theorem 3.2** ([3, Theorem 2]). Let \( X \in \mathbb{R}^{m \times n} \) have columns drawn from a union of independent subspaces \( \mathcal{V} \) such that the data from each subspace is in general position. Let \( B \in \mathbb{R}^{m \times r} \) have columns which also lie in \( \mathcal{V} \) and such that the columns of \( B \) form a basis for the column space of \( X \). Then \( X = BP \) for some unique \( P \in \mathbb{R}^{r \times n} \), and \( \Xi := \text{abs}(P^T P)^{d_{\max}} \) is a clustering matrix for \( X \).

This theorem is not practically useful given that one must exactly choose a basis from the union of subspace data to yield the clustering matrix. However, it provides a useful theoretical framework from which one can build. In particular, it inspired a more general result below. To state this, we must first discuss CUR decompositions.

**Proposition 3.3.** Let \( X \in \mathbb{R}^{m \times n} \) have rank \( r \). Let \( I \subset [m] \), \( J \subset [n] \). with \( C = X(:, J) \), \( U = X(I, J) \), and \( R = X(I,:) \). If rank \( (U) = \text{rank} (X) \), then \( X = CU^T R \).

Proposition 3.3 is essentially folklore. For a history and characterization of CUR decompositions for low-rank matrices, the reader is encouraged to consult [15].

**Theorem 3.4** ([1, Theorem 2]). Let \( X \in \mathbb{R}^{m \times n} \) have columns drawn from a union of independent subspaces \( \mathcal{V} \) such that the data from each subspace is in general position. Let \( I \subset [m] \) and \( J \subset [n] \) be such that \( C = X(:, J) \), \( U = X(I, J) \), and \( R = X(I,:) \) yield a CUR decomposition of \( X \) (i.e., \( X = CU^T R \)). Then \( \Xi := \text{abs}((U^T R)^T U^T R)^{d_{\max}} \) is a clustering matrix for \( X \).

Interestingly, the CUR clustering matrix theorem above provides an overarching framework which encompasses Low-Rank Representation as well as the classical SVD-based clustering matrix method of Costeira and Kanade [6].

**Corollary 3.5.** Let \( X \in \mathbb{R}^{m \times n} \) have columns drawn from a union of independent subspaces \( \mathcal{V} \) such that the data from each subspace is in general position. If \( X = U \Sigma V^T \) is the compact SVD of \( X \), then \( S := \text{abs}(V^T V)^{d_{\max}} \) is a clustering matrix for \( X \).

**Remark 1.** The use of the compact SVD for subspace clustering was first considered by Costeira and Kanade [6] for the task of motion segmentation. They dub the matrix \( V^T V \) the shape interaction matrix. We note for the reader that this is not guaranteed to be a clustering matrix for \( X \); however it is almost surely a clustering matrix assuming data is drawn from each subspace uniformly at random (see [3] for precise statements to these effects). The matrix power \( d_{\max} \) fixes this gap, but is not typically advised in practice as matrix powers can inflate the effect of noise on the similarity matrix.

3.2. Sampling methods for CUR decompositions. There are various ways of selecting the row and column indices to form a CUR decomposition. We will not discuss them all here, but will focus on a range of random methods and one deterministic method.

One of the most common random sampling procedures for CUR decompositions is to form probability distributions over the rows and columns and sample from them with or without replacement. There are variants which sample according to Bernoulli trials on each column and row, but the theoretical guarantees (with respect to sampling order and approximation of the truncated SVD by CUR approximations) are typically worse in these cases. We focus on the three most common distributions used in the literature:
uniform, column/row length, and leverage scores. For column selection, the distributions are given as follows:

\begin{equation}
q_{\text{unif}}^j := \frac{1}{n}, \quad q_{\text{col}}^j := \frac{\|X(:,j)\|_2^2}{\|X\|_F^2}, \quad q_{\text{lev},k}^j := \frac{1}{k}\|V_k(j,:)\|_2^2.
\end{equation}

Row selection distributions are defined analogously, and denoted by \(p_{\text{unif}}^i\), \(p_{\text{row}}^i\), and \(p_{\text{lev},k}^i\).

It should be noted that the computation required to compute the distributions themselves increases sharply from left to right, given that there is no computational cost to computing the uniform distribution, whereas the leverage scores require \(O(mnk)\) flops to compute. On the other hand, the information used about the underlying matrix increases from left to right as well. It should thus be of no surprise that leverage score sampling typically yields the best results in theory [20] followed by column length and then uniform. However, there is a notable exception to the quality of uniform sampling: it is known to provide quality submatrices when \(X\) has small incoherence [5].

For deterministic column sampling, we consider the Discrete Empirical Interpolation Method (DEIM) which was originally considered by Gu and Eisenstat [14] in relation to rank-revealing QR, and subsequently for CUR decompositions by Sorensen and Embree [22]. We refer the readers to the latter reference for the complete algorithm, but essentially DEIM sampling first chooses the column corresponding to the index of the largest (in absolute value) entry of the first right singular vector, forms an oblique projector onto that index, subtracts the projection of the second singular vector from itself, and then repeats this process until the desired number of columns is chosen.

3.3. Noise Effects. In practice, we actually observe \(D = X + E\), where columns of \(X\) are drawn from a union of subspaces model \(\mathcal{U}\) and \(E\) is a matrix of noise. It is important to note that classical methods like the SVD-based method of [6] are insufficient to overcome additive noise even with small magnitude. To illustrate this, we show a simple toy example in Figure 1.

![Figure 1](image.png)

**Figure 1.** Here, the subspace data \(X\) is drawn uniformly from two random lines in \(\mathbb{R}^2\), and the noise \(E\) has i.i.d. \(\mathcal{N}(0, 10^{−2})\) entries. Data is ordered so that the first 100 points come from the first line, and the next 100 points from the second. The noisy data set is shown on the left, while a pure clustering matrix is shown in the center and the shape interaction matrix \(\text{abs}(V_2V_2^T)\) is shown on the right.

At first glance, the noisy clustering matrix on the right of Figure 1 appears sufficiently clear; however, recalling that the data is ordered, we notice that there are deep blue valleys near the edges of the top left and bottom right blocks. These indicate that the noise has caused points on opposite ends of the same line to be clustered differently. Ambiguity near the origin is understandable and perhaps unavoidable, but misclustering points far away on the same subspace is undesirable. The next section will discuss robust versions of the proposed clustering matrices discussed above.

3.4. Robust Similarity Matrices. Ji, Salzmann, and Li [17] propose a simple modification of the shape interaction matrix which is robust to noise. Inspired by this, Aldroubi et al. [1] proposed a robust CUR similarity matrix procedure which achieved the best performance to date on the Hopkins155 motion segmentation data set [24]. The algorithm proposed therein contained many parameters, and as it is the purpose of this work to explore the effect of some of these, we now describe the algorithm in detail.
CUR decompositions are well-known for their flexibility due to the fact that a low-rank matrix admits many possible CUR decompositions by choosing different index sets $I$ and $J$ to form the constituent matrices. This flexibility can be used to great advantage in the application of Theorem 3.4 when the data $X$ contains noise or outliers. The main idea, explored in [1], is to form $N$ noisy clustering matrices for $X$ from $N$ distinct CUR approximations followed by some sort of aggregation and thresholding procedure, whereupon spectral clustering is applied to this denoised clustering matrix to return the final cluster labels. We reproduce here a slightly generalized variant of this algorithm, which we call Robust CUR Similarity Matrix algorithm (or RCUR for short), below.

Algorithm 1 Robust CUR Similarity Matrix (RCUR)

Input: $D \in \mathbb{R}^{m \times n}$ with $D = X + E$ where columns of $X$ are from a union of linear subspaces $\mathcal{W} = \bigcup_{i=1}^{L} S_i$ and $E$ is noise, minimum and maximum rank parameters $(r_{\text{min}}, r_{\text{max}})$, probability distributions for each rank parameter $(\{p_i^{(r)}\}_{i=1}^{m}, \{q_j^{(r)}\}_{j=1}^{n})$, and size of row and column subsets to be chosen $(|I|, |J|)$ for each rank parameter

Output: Similarity matrix $\Xi \in \mathbb{R}^{n \times n}$ for $X$

1: for $r = r_{\text{min}} : r_{\text{max}}$
2:   for $i = 1 : N$
3:       Draw $I, J$ from $[m], [n]$ with (or without) replacement from probability distributions $\{p_i^{(r)}\}$ and $\{q_j^{(r)}\}$, respectively
4:       $U = X(I, J), R = X(I,:)$
5:       $Y = U^\top R$
6:       Normalize columns of $Y$ in $\ell_2$
7:       $\Xi_i = Y^\top Y$
8:   end for
9: $\Xi^{(r)} = \text{abs(median}(\Xi_1, \ldots, \Xi_N))$
10: $\Xi^{(r)} = \text{SoftThreshold}(\Xi^{(r)})$
11: Cluster Labels$(r) = \text{SpectralClustering}(\Xi^{(r)})$
12: end for
13: $r_{\text{best}} = \text{argmin}_r C(r) \setminus \text{as in (4)}$
14: Return: $\Xi^{(r_{\text{best}})}$

3.5. Algorithm Details. There are a few aspects of Algorithm 1 that merit further discussion. First, the cost function of a given clustering is defined as in [17] by

$$C(r) := \frac{\sum_{i=1}^{k} \text{Cut}(A_i^{(r)})}{|\lambda_{r+1}(L) - \lambda_r(L)|},$$

where $\{A_i^{(r)}\}$ give the clustering from Line 11, $\text{Cut}(A) := \sum_{i \in A, j \in A^c} w_{ij}$, and $\lambda_i(L)$ are the eigenvalues of the random walk graph Laplacian $L := I - D^{-1} \Xi$; here, $\Xi$ is considered to be the weight (adjacency) matrix of the graph implicitly described in Line 10, and $D$ is its degree matrix ($D_{ii} = \sum_j \Xi_{ij}$). The cost function (4) indicates the best clustering as the one which yields small cut number as well as large spectral gap in the graph Laplacian; the latter indicates the likelihood that the clustering corresponds to approximately $r$ distinct connected components of the graph.

Note that the size of the columns and row subsets drawn (i.e., $|I|$ and $|J|$) may be taken to depend upon the rank parameter $r$ in the for loop. This allows one to take into account the theoretical sampling orders established in the CUR decomposition literature. For instance, it is known that sampling $O(r \log r)$ columns and rows according to leverage score distributions of a rank $r$ matrix $X$ is sufficient to guarantee $X = CU^\top R$ with high probability [27]. However, since those results give only asymptotic sampling orders (the constants in the big-O notation are unknown), we don’t put too much emphasis on the sampling order. Instead, in our implementation, we select $\kappa r$ columns and/or rows for a prescribed $\kappa$. Numerical experiments in the sequel illustrate performance for a range of $\kappa$ values.
E. Pluribus Unum. The idea behind Line 9 of Algorithm 1 is illustrated by a toy example in Figure 2. Each $S_i$ may be a very noisy clustering matrix for $X$. However, aggregating them in some way (in this case we choose median for simplicity and robustness to outliers) can yield a candidate clustering matrix which is distinctly less noisy.

Figure 2. Here, the data $X$ and noise $E$ are as in Figure 1. The left and right column are noisy similarity matrices $\Xi$, as in Algorithm 1. They are combined by taking entrywise median and soft thresholding to yield the cleaner similarity matrix $\Xi$ in the middle.

The choice of the SoftThreshold function can be specified by the user. We have not found this to have an overly significant effect on the performance of Algorithm 1 in thorough experimentation. We do however advocate for a skewed thresholding function, and in our implementation, we take the effect of SoftThreshold($X$) to be entrywise $X_{ij}^\tau$, where $\tau > 1$ determines the behavior of the thresholding; this choice was based on the prior successes of [17, 1].

Since $\Xi(r)$ is likely noisy due to the noise in the data (e.g., as in Figure 1), we use Spectral Clustering to compute the final cluster labels. In particular, we use Normalized Spectral Clustering which utilizes the symmetric normalized graph Laplacian with $\Xi(r)$ as its weight matrix: that is, $L_{sym} := I - D^{-\frac{1}{2}} \Xi(r) D^{-\frac{1}{2}}$ where $D$ is the corresponding degree matrix as defined above. For further details, see [26], and note that normalized spectral clustering is also called normalized cuts, or NCut [21].

4. Experimental Results

In this section, we experimentally test the effect of using different sampling methods in Algorithm 1 when applied to real-world data. Motion segmentation and facial recognition are common applications for subspace clustering algorithms, and two benchmark datasets are Hopkins155 [24] and Yale Extended B [13]. In our experiments, we used the following sampling methods for columns and rows: Uniform (U), Leverage (Lev), Length (Len) and DEIM as described above, and selected $r$ rows and $\min(#\text{Columns}, \kappa r)$ columns, where $\kappa$ is an oversampling parameter and $r$ is the rank estimation parameter in the outer for loop of Algorithm 1. Informally, when we choose all columns, we say $\kappa = \infty$. In the experiments, we choose $\kappa \in \{1, 2, 5, \infty\}$.

For uniformity, every experiment for this paper was run on a 2016 Razer Blade 15 on Jupyter Notebooks with no GPU acceleration, enabling us to record the compute time per trial of each experiment. We note that experiments for this paper were done in Python, whereas those of [1] and many previous works were done in Matlab. Implementation differences in eigenvalue solvers and packages such as spectral clustering will lead to minor variations in clustering performance between different implementations. Thus the error
rates presented here may slightly vary from those in Matlab implementations. However, for a concrete comparison, we also ran the RSIM algorithm of [17] implemented in Python; RSIM typically yields the best performance on the given benchmarks, and is thus a faithful comparison for our method. We do not optimize all parameters here, but we execute the variants discussed herein consistently which allows for comparison of performance with respect to the parameters varied below. The Python code implementing our algorithm is available at https://github.com/reeshadarian/RCUR.

Figure 3. Preview image of a 2-motion (a) Checkerboard (b) Traffic (c) Articulated sequence from the Hopkins155 database

4.1. Motion Segmentation Data. Hopkins155 [24] is a commonly used dataset to test multi-body motion segmentation algorithms. The database consists of 155 videos of 39-550 motion-tracked points associated with an affine embedding which we use as the data matrix. The dataset is divided into checkerboard sequences, consisting of translations and rotations of rigid checkerboard patterns, traffic sequences, consisting of points belonging to motion-tracked vehicles, and articulated/non-rigid sequences, consisting of points belonging to human motion and other non-rigid objects such as cranes; see Figure 3 for example still images from Hopkins155. Checkerboard sequences have the least amount of tracking noise, followed by traffic and articulated sequences.

Following [17], we ran our algorithm on only the 2- and 3-motions sequences from each category. Since the labels were known a priori, we were able to calculate percent clustering error. To account for the random variables in our algorithm, the mean of the errors from ten trials of each video sequence was considered. The percent error values in Tables 1 and 4-6 are the averages of the mean errors pertaining to each type of sequence. For comparison we also ran the RSIM algorithm detailed in [17]. We refer our readers to [1] for a comparison of RCUR with Uniform sampling and other popular subspace clustering algorithms on the Hopkins155 dataset. In Table 1 and 4-6, the categories of Hopkins155 are of the form X# where the number 2 or 3 describes the number of motions tracked in the video sequence, and C = Checkerboard, T = Traffic, A = Articulated motion, and O = Overall (i.e., O2 is all 2-motion sequences from C2, T2, and A2) as described in [24]. Times in subsequent tables are per data matrix.

For most of the Hopkins155 data matrices, the rank r is essentially known from the analysis of Costeira and Kanade [6] to be at most 4 times the number of motions. In our experiments, we set r_min to be the number of motions, and r_max to be 4 times this number. In Algorithm 1, for each rank r ∈ [r_min, r_max], we use exactly r rows selected from the probability distribution (or DEIM) specified in the trial, and we select κr columns according to the specified method in Line 3 of Algorithm 1. The best overall results on Hopkins155 were obtained using Uniform sampling with κ = ∞, as shown in Table 1, though for some sequences (C3 and A3) Leverage score sampling and Length sampling performed the same or better on average. This result essentially mimics the corresponding observations of [1]. Results for other κ values are shown in Appendix A for completeness.

The good performance of using κ = ∞ comes at the expense of some extra computation time. The better performance may be attributed to the fact that utilizing all columns yields a noisy representation of the data in a frame dictionary with many elements, and the redundancy provided in the frame representation provides more robustness to noise.

Note from Table 1 that overall, Uniform sampling provides better accuracy, but this is not the case over all types of motion sequences. Indeed, Leverage score sampling achieves less error on the C3 sequences. The poor performance of Length sampling on Hopkins can be explained in the following way: the motions
| Category | Mean | Median |
|----------|------|--------|
|          | U    | Lev    | Len   | DEIM | RSIM | U    | Lev    | Len | DEIM | RSIM |
| C2       | 0.48 | 0.82   | 12.77 | 1.60 | 1.02 | 0.00 | 0.00   | 7.64 | 0.00 | 0.00 |
| T2       | 0.66 | 1.90   | 4.70  | 1.36 | 1.23 | 0.00 | 0.00   | 0.00 | 0.00 | 0.00 |
| O2       | 1.31 | 2.02   | 5.24  | 3.16 | 1.43 | 0.00 | 0.00   | 0.00 | 0.00 | 0.00 |
| A2       | 0.61 | 1.21   | 9.99  | 1.68 | 1.11 | 0.00 | 0.00   | 2.08 | 0.00 | 0.00 |
| C3       | 1.07 | **0.42** | 15.05 | 0.92 | 0.62 | 0.37 | 0.15   | 9.92  | 0.41 | 0.32 |
| T3       | **0.87** | 5.61  | 3.15  | 4.08 | 3.77 | 0.00 | 0.00   | 0.16 | 0.00 | 0.19 |
| A3       | 3.72 | 9.02   | 3.72  | 21.08| 18.95| 3.72 | 9.02   | 21.08 | 18.95| 18.95|
| O3       | **1.18** | 1.95   | 12.02 | 2.70 | 2.30 | 0.24 | 0.25   | 7.35  | 0.39 | 0.37 |

Table 1. % Classification Error on Hopkins155 for Algorithm 1 with \( \kappa = \infty \) and various sampling methods (U = Uniform, Lev = Leverage Score, Len = Column/Row Length, and DEIM) and RSIM for comparison (bolded values are best of each category).

Tracked in the video sequences actually result in affine subspaces rather than linear ones, and the matrix factorization methods are framed only for linear subspaces. However, to get around this issue, the points obtained from motion tracking are embedded in \( \mathbb{R}^4 \) in homogeneous coordinates. Consequently, Hopkins155 data matrices naturally have many all ones rows, which being distinctly larger in norm, are frequently chosen when sampling rows according to length sampling. We will see later that Length sampling is not always as bad as this for other datasets.

![Error Plot for Hopkins155 using Algorithm 1 with \( \kappa = \infty \) for (a) Uniform and Leverage, and (b) Length and DEIM sampling. RSIM errors are plotted for comparison.](image)
As can be seen from Figure 4a, RCUR with Uniform sampling typically performs better than the RSIM method, which on the whole performs a little better than the Leverage score sampling method. Deviation from this observation can be seen for the 3-motions Checkerboard and Articulated sequences. As noted before, the Checkerboard sequences are known to fit the union of subspaces model very well, which is demonstrated from the very low errors for all three methods. On the other hand, the Articulated sequences are known to fit the union of subspaces model poorly, which is reflected by the very high errors for all models. Even though Leverage score sampling performs much better than RSIM on average, it can be seen that the standard deviation for the former is rather large. The better performance in the mean errors is more likely due to the higher robustness to noise in the RCUR algorithm in general. Nevertheless, the main observation we draw is that Uniform sampling performs the best overall, while also taking the least time to run. We offer two possible explanations for this: first that the columns and rows of Hopkins155 have very low incoherence. That is, the quantities \( \mu_1(X) = \sqrt{m/k} \max_i \|U_k(i,:)\|_2 \) and \( \mu_2(X) = \sqrt{n/k} \max_i \|V_k(i,:)\|_2 \) are essentially constant; here \( U_k \) (respectively, \( V_k \)) are the first \( k \) left (respectively, right) singular vectors of \( X \). An additional reason may be that the Leverage score distributions have a rank parameter in them, which requires a good estimate for the rank of the data matrix; for Hopkins the rank is typically known, but it could be that the noise is sufficient enough to counteract this when performing leverage score sampling.

On the other hand, the Length and DEIM methods perform much poorer than RSIM, as can be seen from 4b. On the whole, DEIM sampling performs a little better than Length sampling. As noted previously, this appears to be a highly dataset-dependent phenomenon given that Hopkins155 matrices have all ones rows which hold no information. At worst, DEIM chooses one such row since any others will be discarded when the residuals are calculated in the DEIM algorithm. Length sampling does not guarantee this, and may choose many such rows, leading to significant error.

Figure 5 shows the effect of using different values of \( \kappa \) when performing Uniform sampling. As noted before, with more columns sampled, the redundancy of the representation increases, and the overall error goes down. It is evident from Figure 5b than the gain in accuracy from the \( \kappa = 5 \) to \( \kappa = \infty \) is relatively small. Unlike the Yale Extended B runs in the following section, the Hopkins155 data matrices are relatively small, so the difference in the number of columns actually selected for \( \kappa = 5 \) and \( \kappa = \infty \) may be negligible. This indicates that some consideration needs to be paid to the actual structure of the dataset when picking good values for \( \kappa \).

4.2. Facial Recognition. According to [4], facial images illuminated from different directions can be described approximately via a union of subspaces model with images of one face being well-approximated via a 9-dimensional subspace. To this end, we ran the RCUR algorithm on the Yale Extended B facial database [13] containing photos of 38 subjects, each under 64 lighting conditions (see Figure 6 for example images).
It is to be noted that since the dataset was heavily corrupted, some data points indicated by the creators of the database were discarded prior to experimentation. Following the procedure of [8], we divide the subjects into four groups (subjects 1 to 10, 11 to 20, 21 to 30, and 31 to 38). Within each group, we ran our experiments on all combinations of 2, 3, 5, 8, and 10 (where possible) subjects and aggregated the errors to report final statistics for each number of subjects. Due to the large number of combinations of 5 subjects, only 500 combinations were randomly sampled without replacement. Finally, to test the stability of RCUR for higher dimensions and number of subspaces, we ran the experiment on the entire dataset of 38 subjects. For comparison, we also ran the RSIM algorithm detailed in [17] for all number of subjects except for the entire 38 person dataset. The latter omission is due to the prohibitive time required to compute the SVD of the matrix arising from the full Yale dataset. Note that no statistics are presented in Table 2 for 38 subjects as there is only one data matrix for this number of subjects (as opposed to there being many combinations of 2 subjects, for example). We also note that the computation time for the trial on 38 subjects is error-prone, and thus is not reported. All results pertinent to this section can be found in Tables 2 and 7-9, and we aggregate the essential performance information in Figures 7 and 8.

![Sample images of subject 1 from the Yale Extended B database [13].](image)

For each trial in each experiment, the 192 × 168 pixel images were flattened into vectors of length 32256 and concatenated into a matrix whose columns correspond to facial images. As noted previously, the RCUR algorithm performs CUR decompositions based on a range of rank guesses; for the Yale data matrices, we estimate \( r_{\text{min}} \) and \( r_{\text{max}} \) to be 6 times the number of subjects and 10 times the number of subjects, respectively. We again used the Uniform, Leverage, Length and DEIM samplings, selecting a \( r \) rows and \( \min(\# \text{ Columns}, kr) \), where \( \kappa \in \{1, 2, 5, \infty\} \) is a parameter.

Similar to the experiments on Hopkins155, our best results for Yale were found using Uniform sampling with \( \kappa = \infty \) shown in Table 2. We again single out two illuminating sets of results. Among the values of \( \kappa \), \( \kappa = \infty \) was the best overall. We differentiate the DEIM method since it performed considerably poorer than the rest of the sampling methods. As can be seen from Figure 7a, RCUR with Uniform, Leverage, and Length sampling all perform better than the RSIM method. Among these, even though leverage score sampling performs well on 2- and 3-subject runs, it under-performs on the larger datasets. Uniform sampling, on the other hand, performs the best overall, while also taking the least time to run. These observations are in concert with the fact that the Yale Extended B data matrices also very low column-wise incoherence. On the other hand, DEIM sampling performs very poorly overall, as can be seen on Figure 7b. We find this surprising given that DEIM takes into account the singular vector information in a manner similar in spirit to leverage score sampling. It is possible that the poor performance of DEIM is due to poor rank estimation or inexactness of the union of subspaces model. In Figure 7b, we include the deterministic DEIM sampling to choose rows, and use all columns (i.e., \( \kappa = \infty \)). This sampling method performs much worse than most other subspace clustering methods on Yale, which is somewhat surprising. However, we note that using the shape interaction matrix based purely on the SVD of the data also performs poorly overall, so it may simply be that DEIM is too rigid to account for the effects of noise.

It should be noted that for smaller values of \( \kappa \), Leverage score sampling may perform better than Uniform sampling; see Appendix B. This is not unexpected given that Leverage scores use more information about the data matrix. However, the time required to run Algorithm 1 with Leverage scores for small \( \kappa \) is larger than
the time required to run Algorithm 1 with Uniform sampling for $\kappa = \infty$, so the benefit in performance of the former is mitigated by the time required. Table 3 shows a comparison of RCUR with Uniform sampling and $\kappa = \infty$ with the Shape Interaction Matrix (SIM) [6], Sparse Subspace Clustering (SSC) [9, 10], Low-Rank Representation (LRR and LRR-H) [18], Efficient Dense Subspace Clustering (EDSC and EDSC-H) [16], and RSIM. In general, RCUR performs significantly better overall.

| Subjects | Mean | Median |
|----------|------|--------|
| U, Lev, Len, DEIM, RSIM | U, Lev, Len, DEIM, RSIM |
| 2 | 1.55, 1.35 | 2.41 | 0.78, 0.78, 1.56, 9.38, 0.82 |
| 3 | 1.89, 1.93, 2.20, 16.95, 2.88 | 1.06, 1.08, 1.57, 12.80, 2.60 |
| 5 | 2.21, 2.92, 2.37, 18.76, 3.65 | 1.60, 2.22, 2.19, 15.19, 3.44 |
| 8 | 2.57, 4.29, 2.82, 20.87, 4.83 | 2.36, 3.52, 2.93, 20.28, 4.33 |
| 10 | 2.97, 4.05, 3.89, 22.49, 4.81 | 3.46, 3.91, 3.59, 25.16, 5.35 |
| 38 | 6.50, 6.84, 7.13, 32.19, - | - | - |

Table 3. % Classification Errors on Yale Extended B using various algorithms as well as Algorithm 1 with Uniform sampling and $\kappa = \infty$ (bolded values are best of each category).

| Methods | SIM | SSC | LRR | LRR-H | EDSC | EDSC-H | RSIM |
|---------|-----|-----|-----|-------|------|--------|------|
| 2-Subjects | Average | 8.10 | 1.86 | 9.52 | 2.54 | 5.42 | 2.65 | 1.99 | RCUR (U, $\kappa = \infty$) | 1.55 |
|          | Median | 6.25 | **0.00** | 5.47 | 0.78 | 4.69 | 1.56 | 0.79 | 0.78 |
| 3-Subjects | Average | 24.64 | 3.10 | 19.52 | 4.21 | 14.05 | 3.86 | 2.88 | **1.89** |
|          | Median | 16.67 | **1.04** | 14.58 | 2.60 | 8.33 | 3.13 | 2.60 | 1.06 |
| 5-Subjects | Average | 45.62 | 4.31 | 34.16 | 6.90 | 36.99 | 5.11 | 3.72 | **2.21** |
|          | Median | 48.13 | 2.50 | 35.00 | 5.63 | 30.63 | 3.75 | 3.48 | **1.60** |
| 8-Subjects | Average | 57.05 | 5.85 | 41.19 | 14.34 | 54.24 | 6.07 | 4.87 | **2.57** |
|          | Median | 55.96 | 4.49 | 43.75 | 14.34 | 48.73 | 4.88 | 4.53 | **2.36** |
| 10-Subjects | Average | 65.10 | 10.94 | 38.85 | 22.92 | 59.58 | 7.24 | 4.93 | **2.97** |
|          | Median | 64.06 | 5.63 | 41.09 | 23.59 | 50.47 | 6.09 | 5.16 | **3.46** |

Table 3. % Classification Errors on Yale Extended B using various algorithms as well as Algorithm 1 with Uniform sampling and $\kappa = \infty$ (bolded values are best of each category).

Our second set of results shown in Figure 8 correspond to Uniform sampling. As before, when $\kappa$ increases, the classification error goes down. Additionally, choosing $\kappa = 2$ yields a markedly improved performance, which indicates that even small oversampling factors can yield meaningful labels, and are likely to perform better if the dataset is not as noisy as Yale Extended B (cf. similar observations from the Hopkins155 trials in Figure 5a in which $\kappa = 2$ yields very good performance on checkerboard sequences). One advantage of using small values of $\kappa$ is that the process is fast and memory-efficient, and can viably be used if resources are limited or data matrices are massive. One other noteworthy point is that as can be seen from the zoomed plot on Figure 8b, even though $\kappa = \infty$ performs the best overall, the margin is not very large over choosing $\kappa = 5$, but the time for calculation approximately doubles. As a result, when resources are limited, using modest $\kappa$ is a viable compromise for some datasets.
One of the most interesting takeaways from Table 2 is that the random sampling variants of RCUR appear to scale quite well to higher-dimensional problems, as evidenced by the fact that the classification error for Uniform sampling grows slowly with respect to the number of subjects when compared with that of RSIM. Scalability of CUR decompositions has been explored by many works in the past, and is one of its primary benefits to computational applications.

5. Conclusion

The purpose of this paper was to better understand how various hyperparameters of the robust CUR similarity matrix algorithm (Algorithm 1) effect clustering performance on different datasets. To understand these better, we tested primarily on Hopkins155 and Yale Extended B data. We tested various column and row sampling methods including randomly sampling with replacement according to Uniform, Length, and Leverage score distributions, and deterministic sampling via DEIM. In the real applications, DEIM
performed more poorly than would be expected given the good theoretical results in [22]. On the other hand, the performance of random sampling appears to be somewhat more dependent on the structure of the data and the magnitude of the noise.

In our trials, Uniform sampling often performed better, but Leverage score sampling performed similarly or better for some types of data, and at times exhibited smaller standard deviation on certain groups of data. Consequently, it appears that typically Uniform sampling is adequate for forming CUR-based similarity matrices for subspace clustering applications, and given the ease of computation compared with Leverage score sampling, this is good news for practitioners. One possible explanation for the success of Uniform sampling is that the data matrices involved appear to have constant incoherence compared to the rank and problem size.

However, incoherence of data is not enough to guarantee success of clustering; the model must be accurate as well. Following some other works, we tested Algorithm 1 on the MNIST handwritted digits dataset, but the performance was poor (20% error on average). While this performance is comparable and often better than other subspace clustering methods applied to MNIST, it suggests that the dataset (which has very small $\mu_1$ and $\mu_2$ even for large matrices) does not fit the union of subspaces model. Indeed, one hypothesis is that it exhibits more of a union of nonlinear manifold structure, which is known to be a much more complicated problem (e.g., [9]). It would be interesting in the future to better understand the role of incoherence with respect to the success or failure of various subspace clustering algorithms.

As far as the other parameters we tested, we found that typically using all or a substantial proportion of the columns provides sufficient redundancy in the CUR representation to allow for good clustering performance. However, for larger data, it appears that modest values of the oversampling rate $\kappa$ can achieve good results.
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## Appendix A. Tables of other trials on Hopkins155

### Category

| Category | Mean | Median |
|----------|------|--------|
|          | U    | Lev    | Len  | DEIM | U    | Lev    | Len  | DEIM |
| C2       | 6.50 | 8.54   | 17.70| 30.99| 3.09 | 5.37   | 15.24| 30.85|
| T2       | 12.64| 12.44  | 15.11| 22.40| 2.24 | 7.77   | 10.29| 20.39|
| O2       | 17.89| 15.94  | 18.91| 21.00| 9.49 | 8.21   | 19.18| 17.71|
| A2       | 9.13 | 10.25  | 17.15| 27.85| 3.34 | 6.56   | 14.00| 28.89|
| C3       | 14.97| 20.45  | 18.11| 45.81| 13.56| 18.65  | 13.84| 47.05|
| T3       | 31.99| 32.63  | 20.99| 30.93| 27.97| 30.68  | 9.67 | 24.71|
| O3       | 20.08| 18.17  | 20.11| 47.71| 20.08| 18.17  | 20.11| 47.71|
| A3       | 18.67| 22.76  | 18.80| 42.94| 14.59| 20.53  | 13.38| 44.11|

### Category

| Category | Standard Deviation | Time (s) |
|----------|--------------------|----------|
|          | U       | Lev    | Len  | DEIM | U       | Lev    | Len  | DEIM |
| C2       | 8.25    | 8.88   | 15.35| 7.34 | 0.77    | 0.78   | 0.77 | 0.39 |
| T2       | 15.84   | 12.83  | 15.76| 11.30| 0.70    | 0.71   | 0.70 | 0.37 |
| O2       | 17.11   | 16.52  | 15.94| 9.33 | 0.46    | 0.47   | 0.46 | 0.24 |
| A2       | 12.27   | 11.19  | 15.57| 9.71 | 0.73    | 0.74   | 0.72 | 0.37 |
| C3       | 10.92   | 10.69  | 12.88| 6.58 | 2.45    | 2.47   | 2.50 | 1.24 |
| T3       | 15.77   | 13.12  | 14.96| 11.16| 1.66    | 1.68   | 1.66 | 0.85 |
| O3       | 19.81   | 17.37  | 20.11| 7.82 | 0.25    | 0.30   | 0.28 | 0.12 |
| A3       | 14.37   | 12.70  | 13.87| 9.84 | 2.17    | 2.19   | 2.21 | 1.10 |

### Table 4. % Classification Error on Hopkins155 for Algorithm 1 with $\kappa = 1$ under various sampling methods, (bolded values are best of each category).

| Category | Mean | Median |
|----------|------|--------|
|          | U    | Lev    | Len  | DEIM | U    | Lev    | Len  | DEIM |
| C2       | 0.75 | 1.82   | 14.37| 9.23 | 0.00 | 0.00   | 10.35| 6.48 |
| T2       | 2.60 | 2.28   | 9.11 | 9.51 | 0.00 | 0.00   | 4.43 | 9.37 |
| O2       | 7.37 | 1.82   | 17.11| 9.06 | 0.78 | 0.13   | 15.34| 8.72 |
| A2       | 1.83 | 1.94   | 13.26| 9.29 | 0.00 | 0.00   | 8.60 | 7.37 |
| C3       | 1.10 | 2.50   | 15.11| 18.75| 0.52 | 0.76   | 11.03| 19.40|
| T3       | 12.29| 8.20   | 13.10| 21.73| 3.47 | 7.55   | 9.43 | 22.57|
| O3       | 14.78| 10.85  | 7.50 | 19.33| 14.78| 10.85  | 7.50 | 19.33|
| A3       | 4.12 | 4.13   | 14.27| 19.38| 0.55 | 0.77   | 10.42| 22.01|

### Table 5. % Classification Error on Hopkins155 for Algorithm 1 with $\kappa = 2$ under various sampling methods, (bolded values are best of each category).

| Category | Standard Deviation | Time (s) |
|----------|--------------------|----------|
|          | U       | Lev    | Len  | DEIM | U       | Lev    | Len  | DEIM |
| C2       | 2.18    | 6.29   | 14.35| 8.68 | 1.01    | 0.81   | 0.73 | 0.37 |
| T2       | 6.12    | 7.11   | 11.03| 7.11 | 0.92    | 0.72   | 0.67 | 0.34 |
| O2       | 12.31   | 3.56   | 14.22| 6.69 | 0.60    | 0.49   | 0.44 | 0.23 |
| A2       | 5.51    | 6.33   | 13.80| 8.13 | 0.95    | 0.76   | 0.69 | 0.35 |
| C3       | 1.71    | 5.35   | 14.69| 7.75 | 2.56    | 2.54   | 2.33 | 1.11 |
| T3       | 13.52   | 9.09   | 12.48| 4.31 | 1.74    | 1.70   | 1.59 | 0.77 |
| O3       | 14.58   | 10.85  | 7.50 | 18.33| 0.28    | 0.32   | 0.26 | 0.14 |
| A3       | 8.80    | 7.25   | 14.07| 8.30 | 2.26    | 2.25   | 2.06 | 0.99 |
### Table 6. % Classification Error on Hopkins155 for Algorithm 1 with $\kappa = 5$ under various sampling methods, (bolded values are best of each category).

| Category | Mean | Median |
|----------|------|--------|
|          | U Lev Len DEIM | U Lev Len DEIM |
| C2       | 0.67 1.48 14.40 3.98 | 0.00 0.00 9.22 0.19 |
| T2       | 0.17 1.98 3.17 3.34 | 0.00 0.00 0.09 0.59 |
| O2       | 1.16 2.11 8.11 3.41 | 0.02 0.00 7.53 0.95 |
| A2       | 0.59 1.67 10.92 3.76 | 0.00 0.00 6.00 0.24 |
| C3       | 1.06 1.33 15.46 5.13 | 0.32 0.24 10.48 2.18 |
| T3       | 0.78 7.58 6.52 8.40 | 0.09 0.00 5.39 5.76 |
| O3       | 3.22 3.81 9.38 17.08 | 3.22 3.81 9.38 17.08 |
| A3       | 1.13 2.72 13.32 6.47 | 0.26 0.21 9.24 3.77 |

| Category | Standard Deviation | Time (s) |
|----------|-------------------|----------|
|          | U Lev Len DEIM | U Lev Len DEIM |
| C2       | 2.62 5.64 14.19 8.30 | 0.78 0.89 0.75 0.36 |
| T2       | 0.57 6.96 5.00 5.58 | 0.70 0.78 0.68 0.34 |
| O2       | 2.24 4.50 9.72 4.60 | 0.46 0.52 0.45 0.22 |
| A2       | 2.25 5.92 13.04 7.41 | 0.73 0.83 0.70 0.35 |
| C3       | 1.90 2.99 15.68 7.17 | 2.47 2.77 2.35 1.11 |
| T3       | 1.45 11.64 6.78 8.04 | 1.64 1.82 1.60 0.78 |
| O3       | 3.16 3.74 1.82 16.22 | 0.27 0.35 0.28 0.15 |
| A3       | 1.98 6.38 14.34 8.64 | 2.18 2.44 2.08 0.99 |

### Appendix B. Tables of other trials on Yale Extended B

### Table 7. % Classification Error on Yale Extended B for Algorithm 1 with $\kappa = 1$ under various sampling methods, (bolded values are best of each category).

| Subjects | Mean | Median |
|----------|------|--------|
|          | U Lev Len DEIM | U Lev Len DEIM |
| 2        | 36.98 29.22 38.69 47.22 | 36.98 29.22 38.69 47.22 |
| 3        | 50.83 42.55 53.88 62.26 | 50.83 42.55 53.88 62.26 |
| 5        | 66.42 58.74 67.17 76.12 | 66.42 58.74 67.17 76.12 |
| 8        | 76.72 70.59 76.81 84.75 | 76.72 70.59 76.81 84.75 |
| 10       | 80.40 76.07 80.23 87.24 | 80.40 76.07 80.23 87.24 |
| 38       | 91.30 91.01 91.84 95.07 | - - - - |

| Subjects | Standard Deviation | Time (s) |
|----------|-------------------|----------|
|          | U Lev Len DEIM | U Lev Len DEIM |
| 2        | 7.81 9.21 7.74 3.43 | 0.64 3.53 0.37 2.98 |
| 3        | 6.80 8.37 5.42 4.29 | 1.29 7.39 1.32 6.64 |
| 5        | 4.49 6.61 4.29 2.86 | 4.27 21.10 4.20 20.01 |
| 8        | 2.55 4.97 2.64 1.26 | 15.71 61.69 16.17 53.29 |
| 10       | 2.13 3.12 2.40 0.82 | 28.92 100.92 29.54 84.77 |
| 38       | - - - - | - - - - |
| Subjects | Mean | Median |
|---------|------|--------|
|         | U    | Lev   | Len   | DEIM | U    | Lev   | Len   | DEIM |
| 2       | 9.62 | 4.46  | 29.05 | 39.24 | 6.30 | 3.16  | 29.69 | 45.31 |
| 3       | 8.40 | 6.35  | 35.97 | 42.80 | 6.77 | 4.83  | 34.13 | 43.75 |
| 5       | 7.59 | 7.97  | 35.83 | 46.15 | 6.87 | 6.87  | 33.98 | 46.28 |
| 8       | 9.81 | 10.23 | 32.83 | 48.70 | 9.38 | 9.38  | 33.07 | 49.02 |
| 10      | 14.76| 10.58 | 33.33 | 49.36 | 11.98| 9.59  | 34.75 | 48.90 |
| 38      | 13.71| 13.84 | 20.38 | 52.57 | -    | -     | -     | -     |

Table 8. % Classification Error on Yale Extended B for Algorithm 1 with $\kappa = 2$ under various sampling methods, (bolded values are best of each category).

| Subjects | Standard Deviation | Time (s) |
|---------|-------------------|----------|
|         | U    | Lev   | Len   | DEIM | U    | Lev   | Len   | DEIM |
| 2       | 9.36 | 3.89  | 7.79  | 12.56 | 0.75 | 3.46  | 0.74  | 2.95  |
| 3       | 7.23 | 6.34  | 11.33 | 12.82 | 1.62 | 7.68  | 1.67  | 7.03  |
| 5       | 5.01 | 6.58  | 9.76  | 9.51  | 5.07 | 21.94 | 5.13  | 19.56 |
| 8       | 6.36 | 5.61  | 7.13  | 5.94  | 19.16| 63.80 | 18.15 | 55.69 |
| 10      | 7.23 | 4.65  | 3.99  | 3.80  | -    | -     | -     | -     |
| 38      | -    | -     | -     | -     | -    | -     | -     | -     |

Table 9. % Classification Error on Yale Extended B for Algorithm 1 with $\kappa = 5$ under various sampling methods, (bolded values are best of each category).