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ABSTRACT
Developing shopping experiences that delight the customer requires businesses to understand customer
taste. This work reports a method to learn the shopping preferences of frequent shoppers to an online
gift store by combining ideas from retail analytics and statistical learning with sparsity. Shopping
activity is represented as a bipartite graph. This graph is refined by applying sparsity-based statistical
learning methods. These methods are interpretable and reveal insights about customers’ preferences
as well as products driving revenue to the store.
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1 Introduction
Understanding customers’ preferences is important in the retail industry [1]. This understanding is used to personalize
the shopping experience for the customer. A recent survey [2] reports that a majority (eighty percent) of the customers
are dissatisfied with the personalization of the shopping experience. This work illustrates that ideas from retail analytics
and sparsity-based statistical learning methods [3] can be applied to learn these preferences. Statistical learning
methods can be applied to explanatory, descriptive, or predictive tasks [4]. The perspective in this work is explanation
and description as opposed to prediction. Insights about customer preferences are inferred by applying interpretable
models. A bipartite graph is commonly used to represent customer shopping behavior, with customers and store
inventory representing the bipartite sets. The incidence matrix of this graph captures the purchasing activities of the
customers shopping at the store. Matrix factorization applied to this graph yields representations of the vertex sets of
the bipartite graph in Euclidean space. These representations are called embeddings [4]. These representations permit
us to leverage a large body of machine learning and data analysis techniques that are available for data with a vector
space representation to data that has representation as a graph. Matrix factorization can be viewed through the lens of
dictionary learning. Dictionary learning determines a sparse basis for a matrix [5] [1]. In the context of this application,
this sparse basis yields insights about purchase behavior and customer preferences and is the characterization of
frequent shoppers. This characterization can be represented as a graph and stored in a graph database [6]. The embeddings
and the graph characterization can be used to support ad-hoc analytic queries about frequent shoppers as well as
developing applications such as recommendation systems. The data for this work comes from a real-world online store.
Significant preprocessing and analysis are required to develop the representation that yields the characterization and the
embeddings. The description of the data for this work is provided in section [2]. The methodology applied to develop
the characterization is discussed in section [3]. Research related to this work is discussed in section [4]. The relevant

1A variation, called the over-complete dictionary, where the opposite is true also exists. However, in this application, a sparser
basis is determined.
theoretical background is discussed in section 5. The results from applying the methodology are discussed in section 6. The conclusions from this study are discussed in 7.

2 Data Characterization and Problem Description

The data for this work comes from the UCI machine learning repository [6] and represents the line items of invoices of sale from an online store in the United Kingdom selling novelty gift items. A line-item captures the sale details associated with a single inventory item and the identity of a customer if the customer has registered with the store. Customers need not register to purchase at the store. The store serves both retail and wholesale customers. The data reflects a sample of transactions between December 2010 and December 2011 and reveals 4337 registered customers. Of these, 447 customers have made five or more retail purchases at the store. Most retail customers had made less than four purchases at the store. Retail customers who make five or more purchases at the store are determined to be frequent shoppers. This group has a shopping history at the store. The characterization of this group is developed in this work. The characterization of the other two groups, wholesale customers, and, customers who have made less than four purchases at the store, the infrequent shoppers, is not developed in this work.

The purchase activity of the frequent shopper group can be represented as a bipartite graph as shown in Figure 1. The incidence matrix of this graph captures the purchasing activity of the frequent shoppers. The edges of this graph are bi-directional. The incidence matrix captures the relationship between a customer and the store inventory. Each row of the matrix captures the purchases of a frequent shopper. This matrix is similar to the document-term incidence matrix encountered in information retrieval [7][8]. The columns of the incidence matrix are the store inventory items purchased by the frequent shopper group. If a customer has purchased an item, then the corresponding entry in the matrix contains the amount spent by the customer on the item. If a customer has not purchased an item, that entry has a 0 value. The frequent shopper group has purchased 2664 items. Since there are 447 frequent shoppers, the incidence matrix has dimensions of (447 x 2664). The entries of the incidence matrix are non-negative. In this work, matrix factorization is applied to develop a concise description of the purchase activity of frequent shoppers. This requires us to determine a suitable basis for this matrix. A preprocessing step, feature selection, can enhance the conciseness of the results.

The notion of Recency-Frequency-Monetary Value (RFM) is used in retail analytics to capture the value of a customer [6]. Recency, Frequency, and Monetary Value are attributes associated with a shopper. The Recency attribute captures the recency of a shopper’s visit to the store. The Frequency attribute captures the number of times the shopper has made purchases at the store. The Monetary Value captures the total amount of money spent by the shopper at the store. In this

\[ \text{RFM} = (\text{Recency}, \text{Frequency}, \text{Monetary Value}) \]

The edges from a customer represent his or her shopping activity at the store. Tracing the edges from an inventory item provides us the customers purchasing it.

---

1 The edges from a customer represent his or her shopping activity at the store. Tracing the edges from an inventory item provides us the customers purchasing it.

2 The edges from a customer represent his or her shopping activity at the store. Tracing the edges from an inventory item provides us the customers purchasing it.
work, this idea is applied to perform feature selection. Thus we eliminate purchase activity that is considered irrelevant. A derived attribute, RFM score, denoted by $\gamma_i$, is defined for the $i^{th}$ customer as in Equation (1).

$$\gamma_i = w_{\text{recency}} \text{Recency}_i + w_{\text{frequency}} \text{Frequency}_i + w_{\text{monetary value}} \text{Monetary Value}_i$$

where:

- $w_{\text{recency}}$: weight assigned to the Recency attribute
- $w_{\text{frequency}}$: weight assigned to the Frequency attribute
- $w_{\text{monetary value}}$: weight assigned to the Monetary Value attribute

The feature selection step yields a denser and smaller representation of a customer. The incidence matrix after the feature selection step represents the purchase activity of the frequent shoppers that account for customer value. Matrix factorization applied to this matrix yields vector representations of the customers and store inventory items. These vector representations called embeddings can be used for several novel applications, for example, examining the similarity of customers, searching for customers and inventory items in a database, etc. Viewing the factorization of the matrix as learning a sparse basis provides a useful perspective [9] [10]. This perspective yields insights into purchase behavior and customer preferences. This is discussed in section 5.3. The methodology used to perform feature selection and apply matrix factorization is discussed in section 3.

### 3 Methodology

Figure 2 is a schematic diagram. This process is fairly typical in data mining. The first step of the process is exploratory data analysis. As part of this step, the characteristics of the dataset are determined. This includes determining the types of attributes, the different types of populations in this dataset, and the characteristics of each population. As discussed in section 2 in this work, we are interested in the group of customers who have made five or more purchases at the store. This group is called the frequent shoppers group. The purchasing activities of this group have a representation as a bipartite graph. The incidence matrix of this representation is determined. A colab [11] notebook that provides a detailed implementation of the above steps is available at [12].

![Figure 2: Methodology to develop characterization of frequent shoppers.](image)

The incidence matrix is high dimensional. Since a typical customer purchases, a small set of inventory items, the row capturing the customer’s purchases has many zeros. The RFM score discussed in section 2 is used to select the features that capture the customer’s value. A linear model that regresses the customers’ value (RFM score) versus their purchases is used. In particular, a LASSO model is used for feature selection. The raw RFM scores are not distributed normally. Preprocessing the response to be normally distributed is a common preprocessing step in the development of linear models [13] (see section 5.1). A Box-Cox transformation [14] is used for this purpose. The details of developing the LASSO model are provided in section 5.2. The LASSO model provides us a smaller and denser customer representation. This representation uses a much smaller set of inventory items to capture the shopping activity of the frequent shoppers. This representation determines a bipartite graph that captures most of the customer value of the frequent shopper segment. The second step of the process applies matrix factorization to the incidence matrix of...
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this graph. Matrix factorization determines a Euclidean representation of the nodes of the bipartite graph representing customer purchase activity (after feature selection). This is achieved by factoring the matrix into a dictionary matrix and an affinity matrix. The details of the factorization and the interpretation of these matrices are provided in section 5.3. This section discusses a method to select the hyper-parameter associated with the Euclidean representation. Analysis of the results from matrix factorization is discussed in section 6. The relevant theoretical background is discussed in section 5.

4 Related Work

The data for this work has been analyzed by [15] by treating the Recency, Frequency and Monetary-value as the primary attributes that represent the customer. In contrast, this work represents a customer by his or her purchases. As results from this work will show, such a representation yields insights about customer taste and store inventory. In [15], the representation of the customer is clustered by K-Means [16]. Specific segments that are deemed as valuable are then profiled using a decision tree [17]. This work also takes a rigorous data analysis perspective before customer characterization [12]. Distinct populations of customers are defined. The scope of this work is limited to one of the identified populations, frequent shoppers. The analysis methodology is based on refining the characterization in stages using well-established ideas in statistical learning. In [15] clustering is used to identify groups with similar customer value. In this work, clustering is used to identify groups with similar shopping preferences. This work uses a density-based approach to clustering as opposed a distance-based clustering.

Real-world dataset present with noise. This refers to points that do not exhibit clustering tendency from a standpoint of distance. They are not close to a neighbor. However, because we pick a finite number of clusters, such points are assigned a cluster. As noted in [18], density-based approaches can identify datasets with noise. Results observed with this data indicate that noise was indeed present. In this work, feature selection based on customer value is performed before the matrix factorization step. Exploring supervised matrix factorization [19] [20] that can use the notion of customer value in selecting a sparse representation of a customer is an area of future work. Comparison of customer preferences identified in this work with other latent-factor models, such as Latent-Dirichlet Allocation [21], is an area of future work. Exploring graph reduction techniques, such as graph coarsening [22], to characterize the frequent shopper group is also an area of future work.

5 Theoretical Background

The theoretical background about the ideas discussed in section 3 are provided in this section. In the analysis, let \( n \) be the number of customers in the frequent shopper group and \( m \) be the number of items in the store inventory before feature selection. Results obtained using the ideas discussed in this section are reported in section 6. The LASSO and non-negative matrix factorization discussed in this section determine a sparse basis. The LASSO determines a sparse basis that is associated with the solution of a linear model. Matrix factorization determines a sparse basis that can be used to approximate a matrix. Seeking sparsity is a common theme in the solution of both these problems.

5.1 RFM score transformation

Transforming the RFM score to be normally distributed provides several advantages. Working with a normally distributed random variable permits us to analyze customer value distribution using the properties of a well-known distribution. Maximum likelihood properties based on the Normal distribution have been extensively studied for linear models. By transforming the RFM score to be normally distributed, we have a known framework for the evaluation of the theoretical properties of the model [13]. The Box-Cox transformation is used to transform the raw RFM score to a normally distributed value. In this work, the implementation of the Box-Cox transform in scikit-learn [23] is used. The Box-Cox transformation determines a constant, \( \lambda \), that transforms the raw RFM score of the \( i^{th} \) customer, \( \gamma_i \), to a value \( \gamma_i' \) using Equation 2.

\[
\gamma_i' = \gamma_i^\lambda = \begin{cases} 
(\gamma_i^\lambda - 1) / \lambda, & \text{for } \lambda \neq 0 \\
\log(\gamma_i), & \text{for } \lambda = 0
\end{cases}
\]

where:

- \( \gamma_i' \): is the Box-Cox transformation of the raw RFM score, \( \gamma_i \), of the \( i^{th} \) customer
- \( \lambda \): is a parameter determined from the Box-Cox transformation
A linear model is used to capture the relationship between the transformed RFM score of the \(i^{th}\) customer and their purchases of store inventory as described by Equation 3.

\[
\gamma'_i = \beta_0 + \beta_1 p_{i1} + \beta_2 p_{i2} + \ldots + \beta_m p_{im} + \epsilon_i \tag{3}
\]

where:
- \(p_{i1}, \ldots, p_{im}\): are the purchases of store inventory items 1 \ldots m by the \(i^{th}\) customer
- \(\epsilon_i\): are independent identically distributed errors from a normal distribution, \(N(0, \sigma^2)\).

A linear relationship between the transformed RFM score and customer purchases, as represented in Equation 3, is simple and interpretable. In matrix form, this relationship can be written as

\[
\gamma' = P \beta + \epsilon \tag{4}
\]

where:
- \(\gamma'\): is a \(n \times 1\) matrix of transformed customer RFM scores
- \(P\): is a \(n \times m\) matrix of customer purchases of store inventory
- \(\beta\): is a \(m \times 1\) matrix of linear model coefficients
- \(\epsilon\): is a \(n \times 1\) matrix of errors (from \(N(0, \sigma^2)\)).

However, this poses a problem. We have 447 customers \((n = 447)\) and 2664 inventory items \((m = 2664)\). This is an example of an underdetermined system. We have a linear system with more unknown’s \((\beta)\) than equations (number of customers).

Regularization is a technique to find solutions to an underdetermined system. The Least Absolute Shrinkage and Selection Operator (LASSO) [24] can be used for this purpose. The details of the LASSO are provided in section 5.2. When the predictor variables are drawn from a continuous distribution, the LASSO produces a unique solution (see [25]).

5.2 The Least Absolute Shrinkage and Selection Operator (LASSO)

The LASSO is a regression analysis method that can be used for regularization and feature selection with linear models. In this work, LASSO is used to incorporate regularization and feature selection into the linear model described by Equation 4. The LASSO determines a sparse set of coefficients for a linear model by minimizing the objective function shown in Equation 5. This formulation finds a \(\text{basis}\) that permits us to explain the variation in customer value with a small number of inventory elements. This approach is also called \(\text{basis pursuit}\) [26] in the literature. A detailed exposition of the LASSO that provides an excellent account of its formulation, solution and properties is available in [3].

\[
\min_{\beta \in \mathbb{R}^m} \|\gamma' - P \beta\| + \alpha \|\beta\| \tag{5}
\]

where:
- \(\gamma', P\) and \(\beta\): Are defined as in Equation 4
- \(\alpha\): is a regularization hyper-parameter.

A schematic illustration of the process used to perform feature selection using the LASSO model is shown in Figure 3. The details of each step of the process illustrated in Figure 3 are as follows.

1. Select Regularization Parameter, \(\alpha\): Applying the LASSO model for feature selection requires the selection of the regularization parameter, \(\alpha\). This is selected by considering a range of values of \(\alpha\) and picking the value that produces the lowest cross-validation error [27].

2. Select the number of features: Once the \(\alpha\) parameter has been selected, the LASSO model can be computed and used to perform feature selection. The LASSO solution drives the coefficients in the linear model, \(\beta\), to zero. The absolute value of the coefficient is a direct measure of its ability to explain customer value. An ordering of these coefficients in descending order provides a measure of feature importance of an item of inventory in explaining the customer value of the frequent shopper group. Many of these coefficients are very small and do not explain customer value. We only want those coefficients that can account for explaining a meaningful

\[\text{continuous random variables. The notion that these are continuous random variables is a reasonable one.}\]
amount of customer value. To determine the number of coefficients to select from the model, the following experimental procedure is used. A portion of the dataset is held out as a test set. The solution from the lasso is initially selected as the set of features to include in the model. A linear model is developed with these features and its performance on the test set is noted. The smallest coefficient is dropped and a model is developed with the trimmed feature set. The performance of the model on the test set is noted. This process of dropping the feature associated with the smallest coefficient is repeated and model performance is noted. We then plot the number of features included in the model versus test set performance. This plot reveals the optimal number of features to include in the model. The experimental procedure is described in Algorithm 1.

This procedure yields a set of $m'$ coefficients that can explain most of the value in the frequent shopper group. Results showed that $m' \ll m$. In other words, a small set of store inventory items account for most of the customer value. The details are discussed in section 6, the relevant fact is that such an experiment reveals that there diminishing returns to including a feature in terms of its ability to explain customer value. The above procedure gives us an experimental estimate of the number of store inventory items that contribute towards explaining customer value.

**Algorithm 1:** An experiment to select number of features from the LASSO solution

| **Input:** | The LASSO solution, $\beta_{\text{LASSO}}$, The hold-out test set |
| **Data:**  | The frequent customer training data |
| plot data = [] | /* Compute hold-out test error with LASSO solution */ |
| num_features = number of features in the LASSO solution | |
| fit_linear_model(num_features) | /* drop one feature */ |
| add_holout_error_to_plot_data() | plot_experiment_curve(plot data) |

3. Validate that the assumption of a linear model: We still need to assess if the proposed linear model for estimating customer value is a reasonable choice. This assessment is done by:

(a) Plotting the model estimates of customer value versus the actual customer value for the test set.
(b) Examining a probability-probability plot of the errors from the test set against a normal distribution to evaluate if normality of errors is a reasonable assumption.
A colab notebook that provides a detailed implementation of feature selection using the LASSO as illustrated in Figure 3 is available [28].

5.3 Non-Negative Matrix Factorization

Feature selection performed using the LASSO provides a small number of features, \( m' \) that can account for most of the customer value. The matrix representing customer purchases after feature selection, \( P' \), has fewer columns \( (m') \) than the original matrix of purchases, \( P \), which has \( m \) columns. The matrix \( P' \) is the incidence matrix of a bipartite graph that captures the purchasing activity of the frequent shopper group. It should be noted that the entries \( p_{ij} \) of \( P' \) represent the purchase of item \( j \) by customer \( i \). This is a strictly non-negative quantity. Non-negative matrix factorization can be used to factorize the matrix \( P' \) into factors \( W \) and \( H \) such that \( P' \approx WH \), as shown in Figure 4.

![Figure 4: Matrix factorization factors, number of customers (n), number of inventory items (m), latent dimension k.](image)

The matrix \( W \) of dimension \( n \times k \) is tall and narrow, the matrix \( H \) of dimension \( k \times m \), is shallow and wide. Matrix factorization approximates the purchase of the \( i^{\text{th}} \) customer as the product of two factors, a dictionary element \( h_{km} \) and an affinity element \( w_{ik} \), such that the purchases of the customer can be expressed as shown in Equation 6.

\[
p_i \approx w_{ik} \cdot h_{km}
\]

The dimension \( k \) is a hyper-parameter to the method and is determined through an imputation experiment. A third of the entries of the matrix \( P' \) are held out as a test set. A range of values, from 2 to 20, are used as candidate values for \( k \). For each value of \( k \), the mean square error (MSE) in predicting the entries of the test set is computed. The value of \( k \) that produces the lowest mean square error on the test set is selected as the optimal value of the latent dimension. We now present two perspectives of matrix factorization to motivate the essential aspects of the developing the solution.

1. A dictionary learning perspective: The matrix \( H \) represents a dictionary of purchases. It represents a basis for a latent space of dimension \( k \). The purchases of any customer \( i \) can be expressed as a linear combination of the elements of the dictionary, as expressed by Equation 6. Consequently, matrix factorization yields a dictionary of purchases that we can group the store inventory into and a matrix of customer affinities towards these dictionary elements. The dictionary elements and the affinities have vector space representations. The rows of the matrix \( W \), the affinity matrix, represent a \( k \) dimensional representation of the customer. The columns of the dictionary matrix \( H \) represent the \( k \) dimensional representation of the store inventory items. These representations can be used by applications such as similarity search [29]. By examining the rows of the matrix \( H \) the inventory items that dominate each of the \( k \) dictionary items can be determined. An entry \( h_{ij} \) of a dictionary element can be viewed as the contribution of the \( j^{\text{th}} \) inventory item to the \( i^{\text{th}} \) dictionary element. A high value implies that the \( j^{\text{th}} \) inventory item contributes strongly towards the \( i^{\text{th}} \) dictionary item. By examining the entries \( w_{ij} \) of \( H \) with a row-wise scan, we can identify the inventory items that dominate each dictionary element. Similary, an entry \( w_{ij} \) can be interpreted as the affinity that customer \( i \) has towards dictionary element \( j \). By examining the \( i^{\text{th}} \) row of \( W \), we can identify the preferences of the \( i^{\text{th}} \) customer towards the dictionary elements.

The problem of determining a non-negative matrix factorization is ill-posed. There can multiple factorizations for a given data matrix \( P' \). There have been several approaches to mitigate the non-uniqueness of the factorization by imposing different kinds of constraints, for example, using convexity [33] or sparsity [34]. The perspective in this work is explanation and description. Occam’s razor [35] [36] is applied in this work. We seek simple or sparse explanations. The sparsity constraint is imposed in the optimization model used to determine the factorization. This is discussed next.

---

[30] There elements of the dictionary are also called atoms [30] and parts [31] in the literature. Similarly, the affinity component is called activation [32] in the literature.
2. An optimization perspective: Non-negative matrix factorization applied to the matrix $P'$ requires us to determine matrices $H$ and $W$ such that $P' \approx WH$. These matrices are determined by framing matrix factorization as an optimization problem. In this work the implementation of matrix factorization in scikit-learn is used. This implementation uses a flexible cost function, called $\beta$ divergence, to compute the matrix factorization. This cost function is given by Equation 7. Regularization using a mix of both $\ell^1$ and $\ell^2$ penalties is possible with this implementation by supplying the algorithm with a ratio parameter, $\ell_{ratio}$. The sparsity constraint is imposed by the choice of the parameter $\alpha_m$. In this work, the $\ell_{ratio}$ and $\alpha_m$ parameters are selected by a grid search. A range of values for these parameters are considered as candidate choices. The set of values that minimized the imputation error in the experiment described above was used for developing the matrix factorization model.

$$\arg\min_{W \in \mathbb{R}^{n \times k}, H \in \mathbb{R}^{k \times m}} \begin{cases} \frac{1}{2}||P' - WH||_F + \alpha_m \ell_{ratio}^1 ||W||_{\ell^1} + \\ \alpha_m \ell_{ratio}^1 ||H||_{\ell^1} + \frac{1}{2} \alpha_m (1 - \ell_{ratio}^1) ||W||_{\text{Frob}}^2 + \\ \frac{1}{2} \alpha_m (1 - \ell_{ratio}^1) ||H||_{\text{Frob}}^2 \end{cases}$$

(7)

where:

- $P'$: is a matrix of purchases after feature selection, of size $n \times m'$
- $H$: is a dictionary matrix of purchases, of size $m' \times k$
- $W$: is a matrix of customer affinities, of size $n \times k$
- $\alpha_m$: is a constant that multiplies the regularization terms.
- $\ell_{ratio}$: a mixing parameter that specifies the ratio of $\ell^1$ and $\ell^2$ penalties to use with the optimization.
- $||W||_{\ell^1}, ||H||_{\ell^1}$: are element-wise $\ell^1$ norms, $\sum_{i,j} |w_{ij}|$ and $\sum_{i,j} |h_{ij}|$ of $W$ and $H$.
- $||W||_{\text{Frob}}^2, ||H||_{\text{Frob}}^2$: are Frobenius norms, $\sum_{i,j} w_{ij}^2$ and $\sum_{i,j} h_{ij}^2$ of $W$ and $H$.

A flow chart illustrating the process of applying matrix factorization to develop the embeddings of the frequent shopper graph and develop a profile of customer preferences is shown in Figure 5.
6 Results

This section presents the key results from applying the methodology discussed in section 3. The exploratory data analysis step identifies the frequent shopper group. The details of exploratory data analysis are available at [12]. The purchasing activities of the frequent shopper group have a representation as a bipartite graph. The incidence matrix of this graph is used to develop the characterization of the frequent shopper group. The incidence matrix developed from the raw data set provides a high-dimensional representation of the customer. A typical retail customer purchases a small number of inventory items. Therefore, most entries associated with the customer in the incidence matrix are zeros. Feature selection using the LASSO [24] is used to develop a denser representation of the customer as discussed in section 5.2. The results from this step are discussed in section 6.1. Matrix factorization provides a vector representation of the nodes of the frequent shopper graph, i.e., of customers and the store inventory. The results from the matrix factorization step are provided in section 6.2.
6.1 Feature Selection with the LASSO

A flow chart illustrating the steps involved in using the LASSO to perform feature selection is shown in Figure 3. A detailed implementation of this flowchart as a colab notebook is available at [28]. This section captures the salient results from executing the process depicted in Figure 3. The theoretical background is discussed in section 5.2. The parameters used for the process depicted in Figure 3 and results from the feature selection process are summarized in Table 1.

Table 1: Parameters and results from feature selection.

| FS Parameter/Result     | Value           |
|-------------------------|-----------------|
| RFM weights             | \( w_r = 0.15, \)\( w_f = 0.15, \)\( w_m = 0.7 \) |
| Regularization parameter, \( \alpha \) | 0.22            |
| \( R^2 \) (explained variance) | 0.855           |
| optimal number of features | 75              |
| training MSE            | 0.137           |
| test MSE                | 0.326           |

The LASSO drives the coefficients of the coefficients, \( \beta \), in Equation 5 to zero. Many of these coefficients are very small and do not contribute in a meaningful manner to explaining variance in customer value (\( \gamma' \)). The experiment described by Algorithm 1 is used to select those features that contribute to explaining the variation in customer value. The results from this experiment are shown in Figure 6.

Since a linear model is used, the magnitude of the coefficients, \( \beta \), is a direct indication of an inventory item in determining customer value. An inspection of Figure 6 shows that the first 50 features account for explaining most customer value. There are diminishing returns in including the inventory items associated with the coefficients after the 50\(^{th}\) coefficient in the representation of the customer. About 75 inventory items can explain about 86% of the variation in customer value. Therefore, purchases of these 75 store items are used to characterize customer behavior in subsequent analysis. The feature importance of the first 50 features is shown in Figure 7.

A description of the top ten items in terms of feature importance are shown in Table 2. It should be noted that the features in Table 2 are features that are determined important based on value (RFM score). These are the features that account for customer value in contrast to customer taste. The dictionary learned from matrix factorization, discussed in the next section, provides insights about customer taste.

The details of validating that the linear model assumption for customer value is a reasonable one are provided in section 5.2. The results of executing these steps are available in [28]. Results showed that a linear model captures the relationship between the customer value and their purchases accurately. A comparison of the error distribution from the model to a normal distribution showed that it is reasonable to assume that the errors from the model estimates follow a normal distribution.
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Figure 7: Feature importance of the first 50 features.

Table 2: Description of the top 10 items in feature importance.

| ITEM ID | Description                                      |
|---------|--------------------------------------------------|
| 20617   | FIRST CLASS PASSPORT COVER                       |
| 10002   | INFLATABLE POLITICAL GLOBE                       |
| 10133   | COLOURING PENCILS BROWN TUBE                     |
| 10135   | COLOURING PENCILS BROWN TUBE                     |
| 17012D  | ORIGAMI ROSE INCENSE/CANDLE SET                  |
| 10120   | DOGGY RUBBER                                     |
| 15039   | SANDALWOOD FAN                                   |
| 17084N  | FAIRY DREAMS INCENSE                             |
| 15056P  | EDWARDIAN PARASOL PINK                           |
| 10080   | GROOVY CACTUS INFLATABLE                         |

6.2 Matrix Factorization

The flow chart shown in Figure 5 illustrates the steps involved in applying matrix factorization to the purchase data after feature selection. The first step in the process is to determine an optimal value of the dimensionality, $k$, the hyperparameters, $\ell^1_{ratio}$ and $\alpha_m$, associated with computing the matrix factorization of the matrix $P'$. A range of values for these parameters were considered (see Figure 8 for the range of values) and the values that minimized the imputation error on the held out test set was used to develop the matrix factorization model. The results from this experiment are shown in Figure 8. The best set of parameters from the experiment are shown in Table 3. The implementation of the experiment is available as a colab notebook [11].

Table 3: Matrix Factorization Parameters

| NMF Parameter | Value |
|---------------|-------|
| $\ell^1_{ratio}$ | 0.1   |
| $\alpha_m$   | 1.0   |
| $k$           | 5     |

6.3 Profiling the Matrix Factorization Solution

Matrix factorization is applied to the incidence matrix with the latent dimension size, $k$, set to 5 based on the results from the experiment discussed in the previous section. Matrix factorization provides matrices $W$ and $H$. The interpretation
of these matrices is discussed in section[5]. The matrix $H$ is called the dictionary. The dictionary has 5 elements. The purchases of the $i^{th}$ customer, $p_i$, can be expressed in terms of his/her affinities towards the dictionary elements, as indicated by Equation[6]. This is illustrated in Figure[9] where each customer’s affinities towards the dictionary elements can be represented by a pyramid.

![Figure 9: Interpretation of Matrix Factorization.](image)

To determine the relative contribution of each inventory item to a dictionary element, we can normalize the rows of the matrix $H$ to be of unit length. This provides a quick view of the relative importance of the inventory items in a dictionary element. The results of this computation are shown in Figure[10].

![Figure 10](image)

A review of Figure[10] shows that each dictionary element is dominated by a small number of inventory items. Table[4] provides the description of the top 3 inventory for each of the five dictionary elements. The dictionary elements can overlap[5]. Note for example that the *christmas bunting* figures both the first and second dictionary elements in Table[4]. The reader may be tempted to compare Table[2] with Table[4]. It should be noted that dictionary learning is based on the objective function in Equation[7] and is *unsupervised* learning. In contrast, the feature importance shown in Table[2] is based on *supervised* learning with the objective function described in Equation[5]. These facts should be kept in mind when interpreting the results. The *customer-value* is not explicitly used in learning the dictionary representation. Exploring this is an area of future work, as discussed in section[4]. It is possible to select a specific basis (rather than learn it) when developing the matrix factorization solution. For example, if we like the set of dictionary elements learned in this work, we can apply it in future analysis to develop a solution with a new sample of data, see

---

5Formulations of non-negative matrix factorization that yield orthogonal basis are also possible.
In other words, incorporating prior knowledge about the dictionary is an option with non-negative matrix factorization. To the best of our knowledge, we did not find other work analyzing this data.

| Item_group | Item_ID | Description                                      |
|------------|---------|--------------------------------------------------|
| Item Group_0 | 11      | FELTCRAFT PRINCESS CHARLOTTE DOLL               |
| Item Group_0 | 26      | 6 RIBBONS RUSTIC CHARM                          |
| Item Group_0 | 27      | JUMBO BAG PINK POLKADOT                         |
| Item Group_1 | 30      | VINTAGE CHRISTMAS BUNTING                       |
| Item Group_1 | 48      | 3 DRAWER ANTIQUE WHITE WOOD CABINET             |
| Item Group_1 | 44      | JUMBO BAG VINTAGE LEAF                          |
| Item Group_2 | 27      | BLUE DINER WALL CLOCK                           |
| Item Group_2 | 30      | VINTAGE CHRISTMAS BUNTING                       |
| Item Group_2 | 41      | LUNCH BAG VINTAGE LEAF DESIGN                   |
| Item Group_3 | 74      | SCANDINAVIAN REDS RIBBONS                       |
| Item Group_3 | 57      | DOORMAT 3 SMILEY CATS                           |
| Item Group_3 | 54      | BOX OF VINTAGE JIGSAW BLOCKS                    |
| Item Group_4 | 0       | SPACEBOY GIFT WRAP                              |
| Item Group_4 | 39      | JUMBO BAG 50’S CHRISTMAS                        |
| Item Group_4 | 23      | POPCORN HOLDER                                  |

The rows of the matrix, $W$, represent the affinities of the customers towards the dictionary elements. By clustering the matrix $W$, we can see how preferences of the store customers towards the dictionary elements group together. The $\text{hdbscan}$ algorithm is used for this purpose. $\text{hdbscan}$ can discriminate between noise and clustering tendency. The algorithm requires us to specify the minimum number of points to consider aggregating into a cluster. Given the size of the frequent shopper group (447 customers), this is set to 5. $\text{hdbscan}$ produces 5 clusters in the data with a large noise cluster (338). One of these clusters, Cluster 3, is large, with 77 customers. There is a cluster with 14 elements - Cluster 2. There are three small clusters, Cluster 0, Cluster 4, and Cluster 1, each with 6 customers. A size distribution of the clusters is shown in Figure 11.

A review of the results from $\text{hdbscan}$ reveals there is a large group of customers (338) that we cannot assign a cluster to. This is the noise cluster. The purchase activity of this group does not show clustering tendencies. There is a smaller group of 109 customers whose purchasing activities show clear clustering tendencies. The cluster centroids of each of these clusters can be computed. Each centroid can then be normalized to unit length. An inspection of the coordinates of the normalized centroids reveals the affinities each cluster has to the dictionary elements. The results from such a computation are shown in Figure 12. Cluster 0 has a clear preference for the dictionary element tagged Item Group_1. Clusters 1 and Cluster 2 have a strong affinity to the dictionary element tagged Item Group_0. These clusters are over-lapping clusters that are characterized by a strong preference towards dictionary element Item Group_0 and slightly different and small affinities towards the other dictionary elements. Cluster 3, the large cluster, has affinities towards the other dictionary elements.

---

6The size of the smaller group with clustering tendencies is simply the difference between the size of the group and the size of the noise cluster.
for dictionary elements Item Group_1, Item Group_3 and Item Group_4. There is a strong preference for Item Group_4 in Cluster 3. Cluster 4 is characterized by affinity for dictionary element Item Group_4. Cluster 4 does not show strong affinities for Item Group_1 and Item Group_3. Overall, it is clear that the dictionary element, Item Group_4, is favored by a majority of customers with clear shopping preferences. The elements of this dictionary element, see Table 4, capture an important facet of the taste of the frequent shoppers. Ensuring the supply and availability of the inventory items that dominate dictionary element, Item Group_4, is important to keep store customers satisfied.

A graph is an excellent data model for this problem. Both the business problem and the results from its analysis have very elegant interpretations as graphs. The customer’s purchase activity could be modeled and interpreted using a bipartite graph. Similarly, the results from this analysis also have a natural interpretation as a bipartite graph. The bipartite graph capturing the purchase activity related to the small set of inventory items capturing customer value is one of the results from this analysis. The results from matrix factorization also have an interpretation as a bipartite graph with the customers and the dictionary elements forming the vertex sets. The matrix $W$ represents the edge weights between the customers and the dictionary vertex sets. These graphs can be stored in a Graph Database. For the storage, we used an ArangoDB graph database. The embeddings of the vertex sets can also be stored. This graph representation can be used to capture and query the characteristics of frequent shoppers to the store. For example, an analyst can query this graph to see if a customer is similar to another customer. The data for this work covers a particular period. Similar analyses performed for other periods produce similar results. An analyst can then query these graphs to see...
understand how customer preferences change over time. For example, an analyst could examine how dictionary profiles and customer cluster profiles change over time (see [37] for examples of such queries).

### 6.4 Discussion of Results

The feature selection models illustrate that a small set of 75 store inventory items (out of the 2664 items in the inventory) account for about 86% of the variation in customer value. Since a linear model was used, the elements of this set can be ordered based on their associated coefficients in the model. The first 50 of these elements account for most of the customer value explained by the linear model. Managing the inventory and restocking of these elements is critical from the standpoint of store operations. Matrix factorization groups these 75 inventory items into dictionary elements. Analysis of the grouping showed that each dictionary element is characterized by a small set of inventory items. The dictionary elements are not orthogonal. This implies that there can overlap between the items that characterize the dictionary elements. Formulations of non-negative matrix factorization that yield orthogonal bases are possible, for example, [41]. A customer’s purchase can be viewed in terms of affinity towards these dictionary elements (Equation 6). Clustering of customer affinities revealed that there is a rather large group whose tastes do not align with other customers. There is a small group of 109 customers whose taste aligns with other customers. A profile of the cluster centroids provided the preferences of each of these groups to the dictionary elements. The characterization of frequent shoppers developed in this work can be stored and analyzed as a graph in Graph database such as ArangoDB. The embeddings of the vertices of the graph are also stored as properties of graph nodes. These embeddings can be used to develop applications such as recommendation systems [42]. In summary, the methodology applied in this work provides embeddings, insights, and interpretable models!

### 7 Conclusion

This work uses sparsity-seeking models to develop the characterization of the frequent shoppers to a real-world online store. The models used were interpretable and yielded insights about frequent customers to the store. The theoretical properties of each of the methods applied are well established. Methods to apply these techniques to large datasets are also established. The perspective in this work is analysis as opposed to forecasting or prediction. To the best of our knowledge, there is no other work analyzing the group of frequent shoppers associated with this data from a shopping preferences perspective. The use of interpretable models permits us to identify a set of facts that form a baseline for future work on this data. Exploring supervised matrix factorization is an area of future work. A comparison of the results from this work to results from graph reduction approaches, such as coarsening, would be interesting. A comparison of the analytical techniques from the perspective of information provided, cost and computational characteristics etc. is an area for future work. Characterization of the wholesale shoppers and infrequent shoppers is also an area of future work.
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