Evidence of an Effect of Gaming Experience on Visuospatial Attention in Deaf but Not in Hearing Individuals
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Auditory cortex in congenitally deaf early sign language users reorganizes to support cognitive processing in the visual domain. However, evidence suggests that the potential benefits of this reorganization are largely unrealized. At the same time, there is growing evidence that experience of playing computer and console games improves visual cognition, in particular visuospatial attentional processes. In the present study, we investigated in a group of deaf early signers whether those who reported recently playing computer or console games (deaf gamers) had better visuospatial attentional control than those who reported not playing such games (deaf non-gamers), and whether any such effect was related to cognitive processing in the visual domain. Using a classic test of attentional control, the Eriksen Flanker task, we found that deaf gamers performed on a par with hearing controls, while the performance of deaf non-gamers was poorer. Among hearing controls there was no effect of gaming. This suggests that deaf gamers may have better visuospatial attentional control than deaf non-gamers, probably because they are less susceptible to parafoveal distractions.

Future work should examine the robustness of this potential gaming benefit and whether it is associated with neural plasticity in early deaf signers, as well as whether gaming intervention can improve visuospatial cognition in deaf people.
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INTRODUCTION

Without technical intervention, congenitally profoundly deaf individuals have little opportunity to process sound. As a result, auditory cortex reorganizes to process other types of information, including visual cognition (Cardin et al., 2013, 2018; Ding et al., 2015; Twomey et al., 2017; Holmer et al., 2019; for reviews, see Alencar et al., 2019; Cardin et al., 2020), possibly offering deaf individuals the potential to outperform their hearing peers in this domain (Cardin et al., 2018). However, deaf children sometimes have difficulty achieving expected performance in academic skills, such as reading and math (Qi and Mitchell, 2012), and may not realize their potential as adults (Rudner et al., 2016). Performance on some visuospatial tasks, in particular those tapping into visuospatial perception and attentional processes, have been shown to be altered in deaf individuals (for reviews, see Bavelier et al., 2006; Rudner et al., 2009). In hearing individuals,
Visuospatial perception and attention have been reported to shift as a function of gaming experience (for recent meta-analyses, see Wang et al., 2016; Bediou et al., 2018; also see, Kristjánsson, 2013; Powers et al., 2013, for critical reviews). One study has also reported improved inhibition control in deaf individuals after playing a first-person shooter game one hour per day for 16 weeks (Nagendra et al., 2017). The aim of the present, cross-sectional, study was to investigate the combined effect of deafness and naturally occurring gaming experience on visuospatial attention.

Changes driven by congenitally deafness seem to be limited specifically to attentionally demanding aspects of visuospatial processing (Bavelier et al., 2006). Visual processing is supported by dorsal and visual neural streams. The dorsal visual stream supports processing of “where” a stimulus is and how it moves while the ventral stream supports identification of “what” the stimulus is. Both “what” and “where” processing becomes attentionally demanding in the presence of task-irrelevant information. Armstrong et al. (2002) reported evidence of an influence of deafness on the function of the dorsal visual stream. Effects of deafness are manifested in altered processing of motion in the visual periphery (Bavelier et al., 2001; Armstrong et al., 2002; Bosworth and Dobkins, 2002; Fine et al., 2005) as well as some aspects of peripheral attention in deaf individuals (Bavelier et al., 2001; Proksch and Bavelier, 2002; Colmenero et al., 2004; Dye et al., 2007; Hauser et al., 2007). In addition, detection of changes outside foveal vision seems to be faster in deaf than in hearing individuals (Loke and Song, 1991; Chen et al., 2006; Dye et al., 2009), suggesting that stimuli outside the fovea are more likely to challenge attentional control in deaf populations, at least when those stimuli are of relevance to solving the task (Bavelier et al., 2006; Belanger and Rayner, 2015). For the ventral stream, Armstrong et al. (2002) showed no effect of deafness, whereas others showed altered effects of deafness in both ventral and dorsal streams (Weisberg et al., 2012; Samar and Berger, 2017). Because the dorsal stream is susceptible to effects of deafness, with increased attentional resources used for processing of stimuli in the periphery, deaf individuals might perform worse than hearing individuals on visual tasks where stimuli outside the fovea need to be suppressed.

Working memory, the active storage of representations for ongoing processing, and attentional control, the selection of stimulus to focus on in processing, limits performance on cognitive tasks (Oberauer, 2019). For the processing of stimulus-rich displays and subsequently presented stimuli, working memory is recruited and demands on attentional control are high. Although verbal working memory is similar for deaf and hearing individuals (Boula et al., 2004; Andin et al., 2013), deaf individuals have better visuospatial working memory than hearing peers when assessed on a dynamic sequence tapping task, such as the Corsi Block-Tapping Test (Wilson et al., 1997; Geraci et al., 2008; Lauro et al., 2014). Similar results have been shown with a card-pair matching task (Rudner et al., 2016). This behavioral advantage may well reflect enhanced dorsal stream processing. On a static visual working memory task, however, the performance of deaf individuals has been reported to be worse than for hearing individuals (Lauro et al., 2014). It is likely that this reflects compromised ventral stream processing (cf. Samar and Berger, 2017).

In the Flanker task (Eriksen and Eriksen, 1974), the participant needs to suppress static distractors presented outside the fovea while making a decision on a target stimulus presented in the center of the visual field. Thus, it is a task requiring visuospatial attentional control for selective monitoring of what is visually present (Dye et al., 2007; Unsworth et al., 2015). This means that the Flanker task probably taps both dorsal and ventral visual stream functions and this notion is supported by empirical data (Lange-Malecki and Treue, 2012; Perry and Fallah, 2014; McDermott et al., 2017). A slowing of performance on the task is typically observed as the incongruence between response selection for a target stimulus and flanking distractors increases (Eriksen and Eriksen, 1974; Rueda et al., 2004; Sladen et al., 2005; Dye et al., 2007), indicating a conflict in determining what the target is. The standard task typically has two response keys, corresponding to two different targets, and incongruence is achieved by presenting flanking stimuli that correspond to the non-target response key. In other trials, flanking stimuli are congruent with the target stimulus, which leads to faster responses. The difference in response times between incongruent and congruent trials is an indicator of visuospatial attentional control (Rueda et al., 2004), and with an increase in attentional allocation to stimuli outside the fovea in deaf individuals (Bavelier et al., 2006) as well as altered ventral stream processing (Weisberg et al., 2012; Samar and Berger, 2017), an incongruence effect is likely to be stronger for deaf compared to hearing individuals. Thus, despite superior performance on some tasks related to the dorsal stream, deaf individuals are more distracted by flanking stimuli in a Flanker task than hearing participants (Dye et al., 2007; Dye and Hauser, 2014), irrespective of sign language skill (Proksch and Bavelier, 2002; Dye et al., 2007; also see Bosworth and Dobkins, 2002; Dye et al., 2009). This does, however, align with the notion of changed ventral stream processing in deaf compared to hearing individuals shown in some studies, since the Flanker task poses a challenge in maintaining control of what (i.e., ventral) is presented on the screen, rather than where (i.e., dorsal) stimuli are located.

Visuospatial attentional control is a domain that has been reported to be improved by gaming experience (Wang et al., 2016; Bediou et al., 2018). In fact, a recent meta-analysis (Bediou et al., 2018), indicated robust effects of gaming experience on top-down attentional control tasks, including Flanker tasks. Greenwood and Parasuraman (2016) argue that in the initial stages of cognitive training the dorsal stream is recruited through a bottom-up process of distraction suppression, but as the need for distraction suppression is reduced with increasing skill, functional disconnection of the dorsal stream occurs. Thus, reduced load on dorsal stream function as a result of cognitive training may make attentional resources available for transfer to other tasks. Nagendra et al. (2017) reported improved performance of deaf individuals on a Stroop color-word task, as indexed by shorter response latency, after a video gaming intervention. In a Stroop color-word task, participants have to shield themselves from interference effects when the color and the word do not match (Scarpina and Tagini, 2017), in a manner...
analogous to the Flanker task. However, although the Stroop task is visual, interference effects are semantic-lexical rather than visuospatial.

Previous studies on hearing populations suggest that effects of gaming experience on visuospatial attention might be restricted to specific type of games. In particular, action video games (AVGs) have been suggested to be facilitative (Wang et al., 2016; Bediou et al., 2018). AVGs are described as fast paced, to rely on flexible use of visuospatial attention, and involve dealing with a multitude of objects on screen simultaneously. However, different criteria for labeling games are used in the literature, and what qualifies as an AVG and what does not, is not easily determined (see Bediou et al., 2018). Importantly, types of games other than AVGs have also been reported to improve cognition, and it has been suggested that specific changes in cognition are to be expected for specific type of games (i.e., near-transfer effects, Oei and Patterson, 2013). This notion is similar to the idea that differences in visuospatial attention between deaf and hearing individuals are specific and experience-based (Bavelier et al., 2006; Samar and Berger, 2017). Here, we wanted to investigate this association by comparing performance on a Flanker task of deaf individuals who report they play video or computer games, to those who report that they do not play such games.

In the present study, we predict the negative effect on response times of distracting stimuli in a Flanker task to be greater for deaf than hearing individuals (see e.g., Dye et al., 2007). However, as gaming experience has been shown to improve visuospatial attentional control (Bediou et al., 2018), and gamers are expected to show less interference from incongruent flammers than non-gamers, we predict that gamers will outperform non-gamers on the Flanker task.

**MATERIALS AND METHODS**

**Participants**

We included 16 early deaf (9 female) and 24 hearing (12 female) participants. All had normal or corrected-to-normal visual acuity and normal contrast sensitivity, as measured by Snellen chart (McGraw et al., 1995) and Pelli-Robson contrast sensitivity chart (Pelli and Robson, 1988), respectively. Due to recruitment constraints, deaf participants ($M = 35.1$, $SD = 7.6$, range 22–48) were on average almost 9 years older than the hearing participants ($M = 26.5$, $SD = 7.5$, range 19–40) and this difference was statistically significant, $t(22.2) = 3.44$, $p = 0.002$, $\epsilon = 0.64$. However, there was no statistically significant difference between groups in non-verbal cognitive ability, $t(12.3) = 0.91$, $p = 0.38$, $\epsilon = 0.25$, as measured on the Visual puzzles subset from WAIS-IV (Wechsler, 2008). All participants had completed at least high school (minimum of 12 years); six deaf and seven hearing participants had a university degree.

Deaf participants used Swedish Sign Language (Svenskt teckenspråk; STS) as their primary language. Nine were deaf from birth and the remaining seven were between 6 months and 3 years old when their deafness was confirmed. Five had deaf parents who signed with them from birth, and the rest started to learn sign language as soon as their deafness was discovered, and their parents started to use STS. For nine participants this was before the age of 3, and for one participant, this was in preschool years. One participant did not specify when they started using sign language.

**Gaming Experience**

To classify participants as a gamer or a non-gamer, participants answered a questionnaire (see Supplementary Appendix A; for similar procedures, see e.g. Rudner et al., 2015; Unsworth et al., 2015) on their gaming habits. Since the literature on gaming effects on visuospatial attention is limited to hearing populations, and we know little of whether reported effects generalize to deaf populations, assignment by self-report was applied instead of more extensive, and costly, longitudinal designs. Participants were asked how often (0 = Not at all, 1 = Less than once per week, 2 = One to three days per week, 3 = Four to six days per week, 4 = Every day, or 5 = Several times, every day) they had been playing computer and/or console games (including games on handheld consoles) during the last 6 months. We did not assess whether gaming intensity varied during this period, or if this period was a representative example of the individual’s general gaming pattern. Based on self-reported gaming experience, participants were then categorized as a gamer or a non-gamer. All participants who reported having played any type of game on a computer or console or both during the last six months were defined as gamers (i.e., response categories 1–5). All participants who reported not playing computer or console games at all during the last 6 months were defined as non-gamers (i.e., response category 0). Among hearing participants, 12 (2 female) were categorized as gamers and 10 (8 female) as a non-gamers (two female participants did not report gaming experience), and among deaf participants, there were 8 gamers (3 female) and 8 non-gamers (6 female). Of the deaf gamers, 4 reported playing only console games and 1 played only computer games, the rest played both, and of the hearing gamers, 5 played console games only, 3 only computer games, and the rest played both computer and console games. We did not make sub-groups based on the type of games participants played (see Supplementary Appendix B for a list of the games participants reported playing). This was partly due to the small sample size, but also because the previous literature on gaming effects almost exclusively include hearing populations.

**The Flanker Task**

In the Flanker task (Eriksen and Eriksen, 1974), participants had to decide whether a target stimulus, which was an arrow presented at the center of a computer screen (e.g., Dye et al., 2007; Unsworth et al., 2015), pointed left or right, and respond by pressing the corresponding button on the keyboard. Specifically, if the target stimulus was an arrow pointing left, the participant was instructed to press the left Shift key (marked with an arrow pointing to the left drawn on a piece of self-adhesive paper) and if the target stimulus was an arrow pointing right, the participant was instructed to press the right Shift key (marked with an arrow pointing to the right drawn on a piece of self-adhesive paper). In each trial, the target stimulus was flanked by two arrows on each side. Congruent trials had flammers pointing in the same
direction as the target (e.g., ←←←←←) and incongruent trials, in the opposite direction (e.g., ←←→←←). The participant was instructed to ignore the flanker arrows and respond to the direction of the target arrow. A trial began with a fixation point presented in the middle of the screen for 550 ms, which was immediately followed by a horizontal array, 8 cm wide, of five equally sized and equally spaced black arrows. The array remained on the screen for 2100 ms, after which the screen went blank for 800 ms before the start of the next trial. For an overview of the structure of the task, see Figure 1. The task was administered on a 12” laptop computer using presentation software DMDX version 5.1.4.2 (Forster and Forster, 2003) and the distance between the participant’s face and the screen was approximately 60 cm. Participants responded to 48 trials in total, with an equal number of congruent and incongruent trials. In half of the trials within each condition, the target pointed to the left, and in the other half to the right. The order of presentation was randomized for each participant. The dependent variable was average response time in ms on trials to which a correct response was given (both for congruent and incongruent trials).

Swedish Sign Language Sentence Repetition Test
To rule out inadequate sign language skills as an explanation for the results in the present study, deaf participants’ STS skill was assessed on the Swedish Sign Language Sentence Repetition Test (STS-SRT, Schönström, 2014a,b). The STS-SRT is an adaptation of an American Sign Language sentence repetition test (ASL-SRT, Hauser et al., 2008) used to measure global sign language fluency of deaf adults. The STS-SRT is a reliable and valid test of STS skills in adults who have used STS since childhood (Schönström, 2014b). The test consisted of 31 trials with filmed STS sentences produced by a deaf native signing man. Before testing started, participants practiced on three sentences to make sure that they had understood the procedure. On each trial in the actual test, the participants saw a video clip presented on a laptop (12’’ screen), and were given approximately 8 seconds to repeat the sentence before the next trial started. The front camera on the laptop was used to film responses. Responses were scored based on a guideline with instructions for each trial on a later occasion (Schönström, 2014b). For a response to be scored as correct, the participants had to reproduce the sentence exactly as it was performed. The dependent variable was number of correctly reproduced sentences (maximum = 31). Testing time was approximately 10 minutes.

Procedure
Participants were tested individually in a quiet room. Participants provided written informed consent before behavioral testing commenced. This study is part of a larger project and testing started with screening of visual acuity and visual contrast, before a cognitive test battery, including tests of episodic long-term memory, lip-reading ability, and phonological skill, in addition to the test of non-verbal cognitive ability (Visual puzzles, Wechsler, 2008), STS skill (STS-SRT, Schönström, 2014a) and the Flanker task reported here, was administered. Before the test battery was administered, participants performed one motor speed task and a physical matching task (Holmer et al., 2016) to become familiar with the set-up of the computerized testing. Testing took approximately 60 minutes in total. For deaf participants, an accredited STS interpreter was present during testing and provided verbatim translation of instructions. In a second part of the larger project, participants performed an fMRI experiment not reported here.

Statistical Analysis
First, descriptive statistics and frequencies for control and background variables were calculated, and the distribution of response times from the Flanker task were visually inspected. Due
RESULTS

Characteristics of Deaf and Hearing Gamers and Non-gamers

Descriptive statistics on background variables for deaf and hearing gamers and non-gamers are reported in Table 1. Deaf participants demonstrated proficiency in STS skills, as assessed on the STS-SRT (mean performance was on par with mean performance from a previously tested group, $M = 17.7$ och SD = 4.9, Schönström, 2014a,b). No statistically significant differences on any background variables were seen between deaf gamers and non-gamers: age, $t(6.6) = 0.00, p = 1.00, \epsilon = 0.00$, non-verbal cognitive ability, $t(8.7) = 2.08, p = 0.07, \epsilon = 0.61$, and STS skill, $t(10) = 0.67, p = 0.52, \epsilon = 0.31$. Similarly, hearing gamers and non-gamers did not differ on background variables: age, $t(8.7) = 0.00, p = 1.00, \epsilon = 0.07$, and visual puzzles, $t(11.6) = 0.26, p = 0.80, \epsilon = 0.13$. Thus, there were no underlying differences on background variables between gamers and non-gamers in either of the two groups.

To compare gaming habits of deaf and hearing gamers, ratings on how often they played computer respectively console games were compared. Groups reported similar gaming habits; for computer games, deaf gamers ($M = 0.63, SD = 0.74$) compared to hearing gamers ($M = 1.08, SD = 1.24$), $t(11.3) = 0.79, p = 0.45, \epsilon = 0.27$, and for console games, deaf gamers ($M = 1.50, SD = 1.00$) compared to hearing gamers ($M = 0.92, SD = 0.67$), $t(10.4) = 1.43, p = 0.18, \epsilon = 0.13$.

Flanker Task

As expected, deaf gamers ($M = 98\%$, $SD = 5.8$) and non-gamers ($M = 98\%, SD = 4.2$), as well as hearing gamers ($M = 99\%, SD = 1.4$, after exclusion of the participant who performed at chance level) and non-gamers ($M = 99\%, SD = 2.3$, after exclusion of the participant who performed at chance level) performed close to ceiling on accuracy on the Flanker task. Thus, response times for almost all trials were included in the analysis (see Table 2 for descriptive statistics). The mixed robust ANOVA for response times in Flanker showed a main effect of congruency, $Q = 74.1, p < 0.001, \epsilon = 0.32$, gaming, $Q = 5.40, p = 0.02, \epsilon = 0.41$, and of Group, $Q = 5.09, p = 0.02, \epsilon = 0.41$. Response time was faster for congruent ($M = 539 ms, SD = 110$) than incongruent ($M = 597, SD = 114$) trials, and gamers ($M = 541 ms, SD = 112$) responded faster than non-gamers ($M = 598 ms, SD = 102$), and hearing ($M = 557 ms, SD = 108$) responded faster than deaf ($M = 594 ms, SD = 108$). There was a statistically significant interaction between group and gaming, $Q = 8.89, p = 0.003$ (see Figure 2). Investigation of the confidence intervals for the group by gamer interaction, indicated that deaf gamers, 95% CI [475 ms, 562 ms], responded faster than deaf non-gamers, 95% CI [626 ms, 739 ms], and on par with hearing gamers, 95% CI [17.7 ms, 49.6 ms].

Descriptive statistics on background variables for deaf and hearing gamers and non-gamers.

| Variable       | Gamer (n = 8) | Non-gamer (n = 8) | Hearing |
|----------------|--------------|------------------|---------|
|                | M   | SD  | M   | SD  | M   | SD  | M   | SD  | M   | SD  |
| Age            | 34.9| 4.79| 35.4| 10.0|      |      |      |      |      |      |
| VP             | 12.8| 4.06| 9.63| 2.39|      |      |      |      |      |      |
| STS-SRT        | 16.8| 3.96| 18.6| 4.21|      |      |      |      |      |      |

VP = Visual puzzles, standardized score; STS-SRT = Swedish Sign Language-Sentence Reception Test, raw score.
CI [468 ms, 631 ms]. Hearing non-gamers, [486 ms, 573 ms], responded faster than deaf non-gamers, but no difference was observed in comparison to hearing gamers. Thus, the main effect of gaming experience was explained by a group-specific effect for deaf participants that eliminated any difference in processing efficiency across groups.

Besides the interaction between Group and Gaming, interactions were not statistically significant (all ps > 0.05). Thus, our predictions that deaf individuals are more distracted and that gamers are less distracted by incongruent flanking stimuli were not supported. Non-verbal cognitive ability, $r_{pb} = -0.21$, $p = 0.19$, and age, $r_{pb} = 0.23$, $p = 0.16$, were not associated with response time on the Flanker task, and it is thus unlikely that these variables strongly influenced the pattern of results.

### DISCUSSION

In the present study, we investigated the effect of naturally occurring gaming experience on visuospatial attentional control in early deaf signers. We predicted longer response times on the Flanker task for deaf compared to hearing participants and that this difference would be most apparent for incongruent trials. We also predicted that gamers would show less interference from flankers than non-gamers and outperform them on the Flanker task, especially for incongruent trials.

Our predictions were partially supported by the results. While both deaf and hearing groups had longer response times on incongruent than congruent trials, the deaf group did not show longer response times than the hearing group specifically on incongruent trials. Instead, the deaf group responded slower on both congruent and incongruent trials. Across groups, deaf non-gamers responded slower than hearing non-gamers, while there was no significant difference in performance between deaf gamers and hearing participants. Further, an effect of gaming was only observed in the deaf group, and we did not find evidence of a specific effect of gaming on incongruent trials.

Although there was a statistically significant main effect of group on performance on the Flanker task, this effect was explained by longer latencies for deaf non-gamers compared to the other participants. Deaf gamers performed similar to hearing participants. With enhanced visuospatial perception in deaf compared to hearing participants under some circumstances (Loke and Song, 1991; Chen et al., 2006; Dye et al., 2009), worse performance on tasks demanding control of visuospatial attention might seem contradictory. However, these seemingly contradictory findings might be explained by differences in ventral versus dorsal stream processing, and their relative contribution to the behavioral task (Samar and Berger, 2017). Proksch and Bavelier (2002) proposed that congenital deafness alters visuospatial attention in such a way that more attentional resources are used for processing stimuli outside central vision (also, see Bavelier et al., 2006). In a visuospatial perception task designed to invoke dorsal stream functions, this will lead to better ability to, e.g., detect stimuli in the periphery (e.g., Dye et al., 2009), but in a task that relies more on ventral stream processing, and suppression of dorsal stream elements, performance might be impaired (e.g., Dye et al., 2007). Like Lauro et al. (2014), here we used a static task that could be argued to rely on ventral stream processing, and in line with what Lauro et al. (2014) reported, we saw worse performance in deaf compared to hearing individuals. Thus, our results lend further behavioral support to the notion of potentially altered ventral stream processing in deaf populations (Weisberg et al., 2012; Samar and Berger, 2017). On the other hand, we did not find evidence that deaf participants are more distracted by incongruent flanking stimuli than hearing participants. In line with previous data (e.g., Dye et al., 2007), we reasoned that the effect of incongruency would become stronger as a consequence of the redistribution of visuospatial attention. It is likely that the small sample in combination with the complexity of the design might have been at play here. To maximize power and minimize bias due to potential non-normality in the data, robust methods were used in analysis. Although this was likely to

**TABLE 2 |** Response times (mean, median, and standard deviation) for deaf and hearing gamers and non-gamers on congruent and incongruent trials in the Flanker task.

| Trial type | Gamer (n = 8) | Non-gamer (n = 8) | Gamer (n = 12) | Non-gamer (n = 10) |
|------------|--------------|------------------|----------------|--------------------|
|            | M  | Mdn | SD  | M  | Mdn | SD  | M  | Mdn | SD  | M  | Mdn | SD  |
| Congruent  | 485 | 496 | 67  | 644| 633 | 33  | 528| 496 | 144 | 511| 498 | 64  |
| Incongruent| 553 | 536 | 61  | 720| 711 | 46  | 583| 554 | 132 | 551| 538 | 61  |

**FIGURE 2 |** Response time (in ms, y-axis) for gamers and non-gamers (x-axis) for deaf and hearing participants. Error bars represents 95% confidence intervals.
be the best analytic approach for the purposes of the present study, the results are still constrained by the available data. In addition to the limited amount of individuals, the Flanker task only included 24 congruent and 24 incongruent trials. This number of trials is similar to what others have used (i.e., 30 for each type in Unsworth et al., 2015), but more trials are likely to produce more stable estimates when averaging within individual, with reduced noise in the analysis as a result (Brysbaert, 2019). These factors: small sample, complex design, and small number of trials, are likely to have reduced the probability of detecting a group by congruency interaction. Thus, we cannot rule out the possibility that deaf individuals are more distracted by incongruent flanking stimuli in a Flanker task than hearing individuals.

Based on the present study we suggest that deaf individuals with recent gaming experience reveal a level of visuospatial attentional control similar to that revealed by hearing individuals in a task that presumably draws upon ventral stream processing. To our knowledge, only one previous study has investigated effects of gaming on cognition in a deaf population (on a Stroop color-word task, Nagendra et al., 2017), and that study also reported a positive effect. Our findings extend the results of Nagendra et al.’s (2017) study, by showing an effect of gaming in another executive domain. Importantly, the effect of gaming in the present study was not simply driven by sign language proficiency, since sign language skills did not differ between deaf gamers and non-gamers. Greenwood and Parasuraman (2016) argue that cognitive training leads to functional disconnection of the dorsal stream, releasing attentional resources for transfer to other tasks. Because a specific effect of gaming is found only for deaf individuals with potentially enhanced dorsal stream skills, one interpretation is that this group has more resources to transfer as a result of the cognitive training inherent in gaming. A potential group-specific effect of gaming experience in deaf individuals needs to be followed up in future work. In particular, combining behavioral and brain imaging measures will help us illuminate potential alterations in dorsal and/or ventral stream processing. Related to this, an effect should also be compared between congenitally deaf individuals and individuals with acquired deafness.

Previous studies in hearing individuals have reported effects of gaming on the kind of attentional control demanded by a Flanker task (Bediou et al., 2018). However, here we did not see any effect of gaming in the hearing group, and there was no significant interaction between gaming and congruency. Although it might be the case, as some argue, that gaming experience does not lead to any meaningful effects on cognitive functions in hearing individuals (Kristjánsson, 2013; Powers et al., 2013), the present study had some limitations that might explain why our results were not in line with our prediction. As already mentioned, statistical power was restricted due to the small sample size, another issue might be that our definition of a gamer was not as strict as definitions applied in previous studies in the literature (e.g., Bediou et al., 2018). Further, self-reported gaming habits during the last six months determined group assignment. In hearing individuals, there is evidence to suggest that gaming effects vary as a function of gaming genre (however, see a discussion on issues in defining genres in Bediou et al., 2018). In particular, action video games (AVGs) seem to have the most robust effects (Wang et al., 2016; Bediou et al., 2018). Gamers in the present study played a wide variety of games (see Supplementary Appendix B), ranging from simple puzzle games (not typically categorized as AVGs, e.g., Tetris) to first-person shooters (commonly categorized as AVGs, e.g., Counter-strike), and there was also variability in what type of platform they preferred for playing games (i.e., some played games on stationary consoles, others on a computer, and yet others on both these types of platforms). Self-report measures are convenient, but they do not always reflect actual behavior, and this is true also in the case of gaming experience (Kahn et al., 2014). Besides the potentially low correspondence to actual behavior, the temporal resolution of the self-report measure included here was coarse. It is possible that effects of video games on visuospatial attention are transient (similar to effects of gaming on attitudes, e.g., Sestir and Barthalow, 2010), which might have then influenced our results. As two examples, we do not know whether participants in one group had more recent gaming experience than the participants in the other group, or if participants had played for only a limited period during the time for which they reported their habits. Our approach was, however, intentional and motivated by a number of factors. Most importantly, we did not find any previous study on the effect of gaming experience on visuospatial attention in deaf individuals, but plenty of evidence to suggest that visuospatial processing differs between deaf and hearing individuals (Bavelier et al., 2006). Thus, we had little reason to assume that findings from hearing populations would be exactly the same for deaf individuals. However, since we did find an effect in deaf individuals, and saw that groups reported similar gaming habits, this could mean that effects of gaming experience on visuospatial attentional control are observed with a lower dose of exposure in this population. One explanation for this could be that the mechanisms are somewhat different across groups, and more malleable to visuospatial experience for deaf individuals. It is reasonable to assume that effects arising from gaming experience are constrained by baseline levels across tasks, and with different baselines in visuospatial attention across deaf and hearing populations, the pattern across groups is influenced by task selection. Oei and Patterson (2013) suggest that game characteristics constrain transfer, and here we propose that the characteristics of the gamer will produce similar constraints. It is thus important to further investigate the role of different types of gaming experiences in visuospatial perception, and visuospatial attention in particular, in deaf individuals. Experimental designs are a way forward, with active manipulation of gaming experience, although that might become more and more challenging with gaming turning into a mainstream leisure activity in society. As an alternative, using fine-grained correlational approach, for example, by following participants over a longer period of time and using active measures of gaming experience, such as ecological momentary assessment (Kirchner and Shiffman, 2008), might be useful in future studies. Also, the longevity of gaming effects on cognition is something that needs to be addressed in such work.
CONCLUSION

Visuospatial attention is altered by early deafness. The results of the present study show better visuospatial attentional control in deaf signers who play video games than those who do not. Gaming experience may help harness the changes in visuospatial attention displayed by deaf individuals for better attentional control. Thus, gaming might be a useful intervention for shielding deaf children from potential visuospatial distractions.
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