Boundary value problems for elliptic differential operators of first order

Christian Bär and Werner Ballmann

Abstract. We study boundary value problems for linear elliptic differential operators of order one. The underlying manifold may be noncompact, but the boundary is assumed to be compact. We require a symmetry property of the principal symbol of the operator along the boundary. This is satisfied by Dirac type operators, for instance.

We provide a self-contained introduction to (nonlocal) elliptic boundary conditions, boundary regularity of solutions, and index theory. In particular, we simplify and generalize the traditional theory of elliptic boundary value problems for Dirac type operators. We also prove a related decomposition theorem, a general version of Gromov and Lawson’s relative index theorem and a generalization of the cobordism theorem.
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1. Introduction

In their attempt to generalize Hirzebruch’s signature theorem to compact manifolds with boundary, Atiyah, Patodi, and Singer arrived at a boundary condition which is nonlocal in nature and involves the spectrum of an associated selfadjoint differential operator on the boundary. In fact, they obtained an index theorem for a certain class of first order elliptic differential operators on compact manifolds with boundary \([\text{APS}, \text{Theorem 3.10}]\). For the standard differential operators of first order encountered in Riemannian geometry, their assumption means that a sufficiently small collar about the boundary is cylindrical, that is, isometric to the Riemannian product of an interval times the boundary. In many applications, this is a completely satisfactory assumption. They also discuss the \(L^2\)-theory for the natural extension of the operator to the noncompact manifold which is obtained by extending the cylinder beyond the boundary to a one-sided infinite cylinder. The work of Atiyah, Patodi, and Singer lies at the heart of many investigations concerning boundary value problems and \(L^2\)-index theory for first order elliptic differential operators, and this includes the present article.

The original motivation for our present studies came from the relative index theorem of Gromov and Lawson, see \([\text{GL, Thm. 4.18}]\) or Theorem 1.21 below. After the decomposition theorem in \([\text{BW, Thm. 23.3}]\) and \([\text{BL1, Thm. 4.3}]\) was used in \([\text{BB1}]\) and \([\text{BB2}]\) to obtain index theorems for first order geometric differential operators on certain noncompact Riemannian manifolds, we observed that the decomposition theorem could also be used for a short proof of the relative index theorem. The drawback of this argument is, however, that the proof of the decomposition theorem in the above references \([\text{BW}]\) and \([\text{BL1}]\) involves a heavy technical machinery so that, as a whole, the proof of the relative index theorem would not be simplified. Therefore, our first objective is a simplification of the theory of boundary
value problems for (certain) first order elliptic differential operators, and the main result of this endeavor is formulated in Theorem 1.12 (together with Addendum 1.13) and Theorem 1.15 below. Another objective is the $L^2$-index theory for noncompact manifolds, see Theorem 1.18. We arrive, finally, at simple proofs of the decomposition and relative index theorems.

To formulate our main results, we start by fixing the setup for our investigations. We consider Hermitian vector bundles $E, F$ over a manifold $M$ with compact boundary $\partial M$ and a differential operator $D$ from $E$ to $F$. We do not equip $M$ with a Riemannian metric but we assume that $M$ is endowed with a smooth volume element $\mu$. Then functions can be integrated over $M$ and the spaces $L^2(M,E)$ and $L^2(M,F)$ of square-integrable sections of $E$ and $F$ are defined. By $D_{\text{cc}}$ we denote $D$, considered as an unbounded operator from $L^2(M,E)$ to $L^2(M,F)$ with domain $C^\infty_{\text{cc}}(M,E)$, the space of smooth sections of $E$ with compact support in the interior of $M$.

We denote by $D^*$ the formal adjoint of $D$. The maximal extension $D_{\text{max}}$ of $D$ is the adjoint of $D_{\text{cc}}$ in the sense of functional analysis. That is, $\text{dom}(D_{\text{max}})$ is the space of all $\Phi \in L^2(M,E)$ such that there is a section $\Psi \in L^2(M,F)$ with $(\Phi, D^* \Xi)_{L^2(M)} = (\Psi, \Xi)_{L^2(M)}$ for all $\Xi \in C^\infty_{\text{cc}}(M,F)$. Then we set $D_{\text{max}} \Phi := \Psi$. The graph norm $\| \cdot \|_{D_{\text{max}}}$ of $D_{\text{max}}$, defined by

$$
\| \Phi \|_{D_{\text{max}}}^2 := \| \Phi \|^2_{L^2(M)} + \| D_{\text{max}} \Phi \|^2_{L^2(M)},
$$

turns $\text{dom}(D_{\text{max}})$ into a Hilbert space. Clearly, $C^\infty_c(M,E) \subset \text{dom}(D_{\text{max}})$.

**Definition 1.1.** We say that $D$ is complete if the subspace of compactly supported sections in $\text{dom}(D_{\text{max}})$ is dense in $\text{dom}(D_{\text{max}})$ with respect to the graph norm of $D_{\text{max}}$.

By definition, completeness holds if $M$ is compact. In the noncompact case, completeness signifies that square integrability is a decent boundary condition at infinity for $D$. In practice, completeness can often be checked using the following theorem:

**Theorem 1.2.** Suppose that $M$ carries a complete Riemannian metric with respect to which the principal symbol $\sigma_D$ of $D$ satisfies an estimate

$$
|\sigma_D(\xi)| \leq C(\text{dist}(x, \partial M)) \cdot |\xi|
$$

for all $x \in M$ and $\xi \in T^*_xM$, where $C : [0, \infty) \to \mathbb{R}$ is a positive monotonically increasing continuous function with

$$
\int_0^\infty \frac{dr}{C(r)} = \infty.
$$

Then $D$ and $D^*$ are complete.

This theorem applies, for instance, if $C$ is a constant.

---

†Throughout the article, the indices $c$ and $\text{cc}$ indicate compact support in $M$ and in the interior of $M$, respectively. In the index at the end of the article, the reader finds much of the standard and all of the nonstandard notation.
Remark 1.3. Note that we do not assume that $\mu$ is the volume element induced by the Riemannian metric. In fact, the principal symbols of $D$ and $D^*$ do not depend on the choice of $\mu$, although $D^*$ does.

Fix a vector field $T$ of $M$ along $\partial M$ pointing into the interior of $M$ and let $\tau$ be the associated one-form along $\partial M$, that is, $\tau(T) = 1$ and $\tau|_{\partial M} = 0$. Set $\sigma_0 := \sigma_D(\tau)$. Note that $\sigma_0$ is invertible if $D$ is elliptic.

Definition 1.4. We say that $D$ is boundary symmetric (with respect to $T$) if $D$ is elliptic and

\[ \sigma_0(x)^{-1} \circ \sigma_D(\xi) : E_x \to E_x \quad \text{and} \quad \sigma_D(\xi) \circ \sigma_0(x)^{-1} : F_x \to F_x \]

are skew-Hermitian, for all $x \in \partial M$ and $\xi \in T^*_x \partial M$. Here we identify $\xi$ with its extension to $T_x M$ which satisfies $\xi(T) = 0$.

It is somewhat hidden in this definition, but will become clear in the text, that $D$ is boundary symmetric if and only if $D^*$ is boundary symmetric. Clearly, boundary symmetry of $D$ does not depend on the choice of $\mu$.

We will see in Lemma 4.1 that the boundary symmetry of $D$ implies existence of essentially selfadjoint elliptic first order differential operators $A$ on $E|_{\partial M}$ and $\tilde{A}$ on $F|_{\partial M}$ with symbols given by $\sigma_0^{-1} \circ \sigma_D$ and $(\sigma_D \circ \sigma_0^{-1})^*$, respectively. We will call such operators adapted (with respect to the choice of $T$). Note that we may add zero-order terms to adapted operators without violating the requirement on their principal symbols. Lemma 4.1 also shows that, in a collar about $\partial M$, $D$ and $D^*$ can be represented in the normal form

\[ D = \sigma_t \left( \frac{\partial}{\partial t} + A + R_t \right) \quad \text{and} \quad D^* = -\sigma_t^* \left( \frac{\partial}{\partial t} + \tilde{A} + \tilde{R}_t \right), \]

where $t$ is an inward coordinate in the collar with $\partial/\partial t = T$ along $\partial M = t^{-1}(0)$ and where, for $0 \leq t < r$,

(i) $\sigma(t, x) = \sigma_t(x) = \sigma_D( dt|_{(t,x)} )$ for all $x \in \partial M$;

(ii) $R_t$ and $\tilde{R}_t$ are differential operators of $E|_{\partial M}$ and $F|_{\partial M}$ of order at most one, respectively, whose coefficients depend smoothly on $t$ and such that $R_0$ and $\tilde{R}_0$ are of order zero.

Since $dt = \tau$ along $\partial M$, the notation $\sigma_t$ is in peace with the notation $\sigma_0 = \sigma_D(\tau)$ further up.

To put the normal form (2) into perspective, we mention that Atiyah, Patodi, and Singer consider the case where $\sigma$ does not depend on $t$ and where $R_t = \tilde{R}_t = 0$.

Standard Setup 1.5. Our standard setup, which we usually assume, is as follows:

- $M$ is a manifold with compact boundary $\partial M$ (possibly empty);
- $\mu$ is a smooth volume element on $M$;
• $E$ and $F$ are Hermitian vector bundles over $M$;
• $D$ is an elliptic differential operator from $E$ to $F$ of order one;
• $T$ is an interior vector field along $\partial M$;
• $D$ is boundary symmetric with respect to $T$;
• $A$ and $\tilde{A}$ are adapted differential operators on $E|_{\partial M}$ and $F|_{\partial M}$ for $D$ and $D^*$, respectively.

**Example 1.6.** Let $M$ be a Riemannian manifold with boundary and $\mu$ be the associated Riemannian volume element. Then Dirac type operators over $M$ are elliptic and boundary symmetric with respect to the interior unit normal field of $\partial M$, compare Example 4.3 (a).

For $I \subset \mathbb{R}$ and $s \in \mathbb{R}$, we denote by $H^s_I(A)$ the closed subspace of the Sobolev space $H^s(\partial M, E)$ spanned by the eigenspaces of $A$ with eigenvalue in $I$. We denote by $Q_I$ the (spectral) projection of $H^s(\partial M, E)$ onto $H^s_I(A)$ with kernel $H^s_{\mathbb{R}\setminus I}(A)$. For $a \in \mathbb{R}$, we let

$$H(a) := H^{1/2}_{(-\infty,a)}(A) \oplus H^{-1/2}_{[a,\infty)}(A).$$

Since, for any finite interval $I$, the space $H^s_I(A)$ is finite-dimensional and contained in $C^\infty(\partial M, E)$, different choices of $a$ lead to the same topological vector space.

**Theorem 1.7.** Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Then

1. $C^\infty_c(M, E)$ is dense in $\text{dom}(D_{\text{max}})$;
2. the trace map $\mathcal{R}$ on $C^\infty_c(M, E)$, $\mathcal{R}\Phi := \Phi|_{\partial M}$, extends to a surjective bounded linear map $\mathcal{R} : \text{dom}(D_{\text{max}}) \to \tilde{H}(\Phi)$;
3. $\Phi \in \text{dom}(D_{\text{max}})$ is in $H^{k+1}_{\text{loc}}(M, E)$ if and only if $D\Phi$ is in $H^k_{\text{loc}}(M, F)$ and $Q_{[a,\infty)}(\mathcal{R}\Phi)$ is in $H^{k+1/2}(\partial M, E)$, for any integer $k \geq 0$.

**Remarks 1.8.** (a) Completeness is irrelevant for Assertions (2) and (3), and a similar remark applies to the boundary regularity results below; compare Remark 3.5 below.

(b) In the case where $\partial M = \emptyset$, Assertion (1) of Theorem 1.7 says that $D_{\text{max}}$ is equal to the closure of $D_{\text{cc}}$. If $D$ is formally selfadjoint, i.e., if $D = D^*$, this means that $D$ is essentially selfadjoint.

(c) Assertion (2) of Theorem 1.7 implies that, as a topological vector space, $\tilde{H}(\Phi)$ does not depend on the choice of $A$ (as long as its symbol is given by $\sigma_0 \circ \sigma_D$). Carron pointed out to us a direct proof of this fact: If $A'$ is a further operator of the required kind, then the difference $\delta = Q_{[a,\infty)} - Q'_{[a,\infty)}$ of the corresponding spectral projections is a pseudo-differential operator of order $-1$, thus $\delta$ maps $H^{-1/2}(\partial M, E)$ to $H^{1/2}(\partial M, E)$. 
Theorem 1.7 implies that, for any closed subspace $B \subset \tilde{H}(A)$, the restriction $D_{B,\text{max}}$ of $D_{\text{max}}$ to
\begin{equation}
\text{dom}(D_{B,\text{max}}) := \{ \Phi \in \text{dom}(D_{\text{max}}) \mid \mathcal{A}(\Phi) \in B \}
\end{equation}
is a closed extension of $D_{\text{cc}}$. We will see in Proposition 7.2 that any closed operator between $D_{\text{cc}}$ and $D_{\text{max}}$ is of this form. In particular, the minimal extension $D_{\text{min}}$ of $D$, that is, the closure of $D_{\text{cc}}$, is given by the Dirichlet boundary condition, that is, by $D_{0,\text{max}}$. We arrive at the following

**Definition 1.9.** A boundary condition for $D$ is a closed subspace of $\tilde{H}(A)$.

As we already mentioned above, we have
\begin{equation}
D_{\text{cc}} \subset D_{\text{min}} \subset D_{B,\text{max}} \subset D_{\text{max}}
\end{equation}
for any boundary condition $B \subset \tilde{H}(A)$, explaining the terminology minimal and maximal extension.

We will see in Subsection 7.2 that, for any boundary condition $B$, the adjoint operator of $D_{B,\text{max}}$ is the closed extension $D_{B,\text{max}}^\ast$ of $D_{\text{cc}}^\ast$ with boundary condition
\begin{equation}
B^\text{ad} = \{ \psi \in \tilde{H}(\tilde{A}) \mid \beta(\varphi, \psi) = 0 \text{ for all } \varphi \in B \},
\end{equation}
where $\beta$ denotes the natural extension of the sesqui-linear form
\begin{equation}
\beta(\varphi, \psi) := (\sigma_0 \varphi, \psi)_{L^2(\partial M)}
\end{equation}
on $C^\infty(\partial M, E) \times C^\infty(\partial M, F)$ to $\tilde{H}(A) \times \tilde{H}(\tilde{A})$, compare Lemma 6.3.

**Definition 1.10.** A boundary condition $B$ is said to be

(i) **elliptic** if
\begin{align*}
\text{dom}(D_{B,\text{max}}) &\subset H^1_{\text{loc}}(M, E) \quad \text{and} \quad \text{dom}(D_{B,\text{max}}^\ast) \subset H^1_{\text{loc}}(M, F), \\
\text{dom}(D_{B,\text{max}}^\ast) &\subset H^k_{\text{loc}}(M, E) \quad \text{for all } \Phi \in \text{dom}(D_{B,\text{max}}), \Psi \in \text{dom}(D_{B,\text{max}}^\ast), \text{ and } 0 \leq k \leq m.
\end{align*}

(ii) **$m$-regular**, where $m \geq 0$ is an integer, if
\begin{align*}
D_{\text{max}} \Phi \in H^k_{\text{loc}}(M, F) \implies \Phi \in H^{k+1}_{\text{loc}}(M, E), \\
D_{\text{max}}^\ast \Psi \in H^k_{\text{loc}}(M, E) \implies \Psi \in H^{k+1}_{\text{loc}}(M, F)
\end{align*}
for all $\Phi \in \text{dom}(D_{B,\text{max}}), \Psi \in \text{dom}(D_{B,\text{max}}^\ast)$, and $0 \leq k \leq m$.

(iii) **$\infty$-regular** if it is $m$-regular for all integers $m \geq 0$.

We recall that the implications in (ii) hold in the interior of $M$ for all integers $k \geq 0$, by the standard interior regularity theory for elliptic differential operators.
Remarks 1.11. (a) By definition, we have $H^0_{\text{loc}}(M,E) = L^2_{\text{loc}}(M,E)$, and similarly for $F$. Hence a boundary condition is elliptic if and only if it is 0-regular.

(b) By Theorem 1.7, Remark 1.8, and the above, a boundary condition $B$ is elliptic if and only if

$$B \subset H^{1/2}(\partial M,E) \quad \text{and} \quad B^{\text{ad}} \subset H^{1/2}(\partial M,F).$$

To state our main theorem on boundary regularity, we introduce the notation $U_s := U \cap H^s(\partial M,E)$, for any $U \subset \bigcup_{s' \in \mathbb{R}} H^{s'}(\partial M,E)$ and $s \in \mathbb{R}$.

Theorem 1.12. Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Let $B \subset \tilde{H}(A)$ be a boundary condition. Then $B$ is elliptic if and only if, for some (and then any) $a \in \mathbb{R}$, there are $L^2$-orthogonal decompositions

$$L^2_{(-\infty,a)}(A) = V_- \oplus W_- \quad \text{and} \quad L^2_{[a,\infty)}(A) = V_+ \oplus W_+$$

such that

(i) $W_-$ and $W_+$ are finite-dimensional and contained in $H^{1/2}(\partial M,E)$;
(ii) there is a bounded linear map $g: V_- \to V_+$ with

$$g(V_-^{1/2}) \subset V_+^{1/2} \quad \text{and} \quad g^*(V_+^{1/2}) \subset V_-^{1/2}$$

such that

$$B = W_+ \oplus \{v + gv \mid v \in V_-^{1/2}\}.$$  

Addendum 1.13. Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Let $B$ be an elliptic boundary condition as in Theorem 1.12. Then

$$B^{\text{ad}} = (\sigma_0^{-1})^* \left( W_- \oplus \{v - g^*v \mid v \in V_+^{1/2}\} \right).$$

Remark 1.14. For boundary conditions $B$ and $B^{\text{ad}}$ as in Theorem 1.12 and Addendum 1.13, $\sigma_0^{-1}(B^{\text{ad}})$ is the $L^2$-orthogonal complement of $B$ in $H^{1/2}(\partial M,E)$, by the orthogonality of the decomposition (8), (9), and (10).

Theorem 1.15. Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Let $B$ be an elliptic boundary condition as in Theorem 1.12 and $m \geq 0$ be an integer. Then $B$ is $m$-regular if and only if

(i) $W_\pm \subset H^{m+1/2}(\partial M,E)$;
(ii) $g(V_-^{m+1/2}) \subset V_+^{m+1/2}$ and $g^*(V_+^{m+1/2}) \subset V_-^{m+1/2}$.

Examples 1.16. (a) The boundary condition

$$B_{\text{APS}} := H^{1/2}_{(-\infty,0)}(A)$$
of Atiyah, Patodi, and Singer is $\infty$-regular. More generally, given any $a \in \mathbb{R}$,

$$B(a) = H^{1/2}_{(-\infty,a)}(A)$$

is an $\infty$-regular boundary condition with

$$B(a)^{\text{ad}} = (\sigma_0^{-1})^* \left( H^{1/2}_{[a,\infty)}(A) \right).$$

Boundary conditions of this type are called generalized Atiyah-Patodi-Singer boundary conditions. From the point of view of Theorems 1.12, they are the most basic examples of elliptic or $\infty$-regular boundary conditions.

(b) Elliptic boundary value problems in the classical sense of Lopatinsky and Shapiro are $\infty$-regular, see Corollary 7.22.

(c) Chiral boundary conditions: Let $G$ be a chirality operator of $E$ along $\partial M$, that is, $G$ is a field of unitary involutions of $E$ along $\partial M$ which anti-commutes with all $\sigma_A(\xi)$, $\xi \in T^*\partial M$. Let $E^\pm$ be the subbundle of $E$ over $\partial M$ which consists of the eigenbundle of $G$ for the eigenvalue $\pm 1$. Then the (local) boundary condition requiring that $\mathcal{R}\Phi$ be a section of $E^\pm$ is $\infty$-regular, see Corollary 7.23.

Suppose for example that $M$ is Riemannian, that $D$ is a Dirac operator in the sense of Gromov and Lawson, and that $T$ is the interior unit normal vector field along $\partial M$. Then Clifford multiplication with $iT$ defines a field $G$ of involutions as above. This type of boundary condition goes under the name MIT bag condition. If $M$ is even dimensional, there is another choice for $G$, namely Clifford multiplication with the complex volume form, compare [LM, Ch. I, § 5].

(d) Transmission conditions: For convenience assume $\partial M = \emptyset$. Let $N$ be a closed and two-sided hypersurface in $M$. Cut $M$ along $N$ to obtain a manifold $M'$ whose boundary $\partial M'$ consists of two disjoint copies $N_1$ and $N_2$ of $N$. There are natural pull-backs $\mu'$, $E'$, $F'$, and $D'$ of $\mu$, $E$, $F$, and $D$ from $M$ to $M'$. Assume that there is an interior vector field $T$ along $N = N_1$ such that $D'$ is boundary symmetric with respect to $T$ along $N_1$. (If, for instance, $D$ is of Dirac type, we may choose $T$ to be the interior normal vector field of $M'$ along $N_1$.) Then $D'$ is also boundary symmetric with respect to the interior vector field $-T$ of $M'$ along $N = N_2$. The transmission condition

$$B := \left\{ (\varphi, \psi) \in H^{1/2}(N, E) \oplus H^{1/2}(N, E) \mid \varphi = \psi \right\}$$

reflects the fact that $H^1_{\text{loc}}$-sections of $E$ have a well-defined trace along $N$. The natural pull-back to $M'$ yields a 1-1 correspondence between $H^1_{\text{loc}}$-sections of $E$ and $H^1_{\text{loc}}$-sections of $E'$ with boundary values in $B$. This boundary condition is basic for the Fredholm theory of $D$ in the case where $M$ is noncompact. We will see in Example 7.28 that $B$ is an $\infty$-regular boundary condition for $D'$.
DEFINITION 1.17. We say that $D$ is coercive at infinity if there is a compact subset $K \subset M$ and a constant $C$ such that

\begin{equation}
\|\Phi\|_{L^2(M)} \leq C\|D\Phi\|_{L^2(M)},
\end{equation}

for all smooth sections $\Phi$ of $E$ with compact support in $M \setminus K$.

As for completeness, coercivity at infinity is automatic if $M$ is compact.

**Theorem 1.18.** Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Let $B \subset \tilde{H}(A)$ be an elliptic boundary condition.

Then $D$ is coercive at infinity if and only if $D_{B,\text{max}}$ has finite-dimensional kernel and closed image. In this case

$$
\text{ind } D_{B,\text{max}} = \dim \ker D_{B,\text{max}} - \dim \ker D_{B^\text{ad},\text{max}}
$$

$$
= \text{ind } D_{B(a)} + \dim W_+ - \dim W_- \in \mathbb{Z} \cup \{-\infty\},
$$

where we choose the representation of $B$ as in Theorem 1.12.

In particular, $D_{B,\text{max}}$ is a Fredholm operator if and only if $D$ and $D^*$ are coercive at infinity.

Given an elliptic or regular boundary condition $B$ as in Theorem 1.12 above, we obtain a continuous one-parameter family $B_s$, $1 \geq s \geq 0$, of elliptic or regular boundary conditions by substituting $sg$ for $g$. Then $B_1 = B$ and $B_0 = W_+ \oplus V_{1/2}$. The proof of the second index formula above relies on the constancy of $\text{ind } D_{B_t,\text{max}}$ under this deformation, given that $D$ is coercive at infinity. It is clear that, in $H^{1/2}_{(-\infty,0)}(A) \oplus H^{1/2}_{[0,\infty)}(A)$, any sum $W_- \oplus W_+$ of subspaces $W_-$ and $W_+$ of dimensions $k_- := \dim W_- < \infty$ and $k_+ := \dim W_+ < \infty$ can be deformed into any other such sum as long as the latter has the same pair of dimensions $k_-$ and $k_+$. We conclude that for fixed $a$, the pair $(k_-, k_+)$ of dimensions is a complete invariant† for the homotopy classes of elliptic boundary conditions, and similarly for regular boundary conditions.

Suppose now for convenience that $\partial M = \emptyset$ is empty, and let $M = M' \cup M''$ be a decomposition of $M$ into two pieces with common boundary $N = \partial M' = \partial M''$, a compact hypersurface. Let $E$ and $F$ be Hermitian vector bundles over $M$ and $D$ a first-order elliptic differential operator from $E$ to $F$. Denote by $E'$, $F'$, and $D'$ the restrictions of $E$, $F$, and $D$ to $M'$, and analogously for $M''$. Assume that $D'$ is boundary symmetric with respect to an interior normal field $T$ of $M'$ along $N$. Then $D''$ is boundary symmetric with respect to $-T$. Choose an adapted operator $A$ for $D'$ as in the Standard Setup 1.5. Then $-A$ is an adapted operator for $D''$ as in the Standard Setup 1.5 and will be our preferred choice. With respect to this choice, the boundary condition of Atiyah, Patodi, and Singer for $D''$ is given by

$$
H^{1/2}_{(-\infty,0)}(-A) = H^{1/2}_{(0,\infty)}(A).
$$

†The pair $(k_-, k_+)$ depends on the choice of $a$, though.
Theorem 1.19 (Decomposition Theorem). Let $M = M' \cup M''$ and notation be as above. Assume that $D'$ is boundary symmetric with respect to an interior normal field $T$ of $M'$ along $N$ and choose an adapted operator $A$ as above.

Then $D$ and $D^*$ are complete and coercive at infinity if and only if $D'$ and $D''$ and their formal adjoints are complete and coercive at infinity. In this case, $D_{\max}$, $D'_{B', \max}$, and $D''_{B'', \max}$ are Fredholm operators and their indices satisfy

$$\text{ind } D_{\max} = \text{ind } D'_{B', \max} + \text{ind } D''_{B'', \max},$$

where $B' = B(\alpha) = H^{1/2}_{(-\infty, \alpha)}(A)$ and $B'' = H^{1/2}_{[\alpha, \infty)}(A)$ or, more generally, where $B'$ is elliptic and $B''$ is the $L^2$-orthogonal complement of $B'$ in $H^{1/2}(A)$.

Definition 1.20. For $i = 1, 2$, let $M_i$ be manifolds, $E_i$ and $F_i$ Hermitian vector bundles over $M_i$, and $D_i : C^\infty(M_i, E_i) \to C^\infty(M_i, F_i)$ be differential operators. Let $K_1 \subset M_i$ be closed subsets. Then we say that $D_1$ outside $K_1$ agrees with $D_2$ outside $K_2$ if there is a diffeomorphism $f : M_1 \setminus K_1 \to M_2 \setminus K_2$ and smooth fiberwise linear isometries $\mathcal{I}_E : E_1|_{M_1 \setminus K_1} \to E_2|_{M_2 \setminus K_2}$ and $\mathcal{I}_F : F_1|_{M_1 \setminus K_1} \to F_2|_{M_2 \setminus K_2}$ such that

$$E_1|_{M_1 \setminus K_1} \xrightarrow{\mathcal{I}_E} E_2|_{M_2 \setminus K_2} \quad \quad F_1|_{M_1 \setminus K_1} \xrightarrow{\mathcal{I}_F} F_2|_{M_2 \setminus K_2}$$

commute and

$$(15) \quad \mathcal{I}_F \circ (D_1 \Phi) \circ f^{-1} = D_2(\mathcal{I}_E \circ \Phi \circ f^{-1})$$

for all smooth sections $\Phi$ of $E_1$ over $M_1 \setminus K_1$.

If $M_i$ are Riemannian and $D_i$ are Dirac type operators, then $f$ is necessarily an isometry because the principal symbol of a Dirac type operator determines the Riemannian metric on the underlying manifold via the Clifford relations (31) and (32).

To each Dirac type operator $D$ over $M$ there is an associated 1-density $\alpha_D$ on $M$, the index density, see [BGV, Ch. 4]. At any point $x \in M$ the value of $\alpha_D(x)$ can be computed in local coordinates from the coefficients of $D$ and their derivatives at $x$.

We are now ready to state a general version of Gromov and Lawson’s relative index theorem:

Theorem 1.21 (Relative Index Theorem). Let $M_1$ and $M_2$ be complete Riemannian manifolds without boundary. Let $D_i : C^\infty(M_i, E_i) \to C^\infty(M_i, F_i)$ be Dirac type operators which agree outside compact subsets $K_1 \subset M_1$ and $K_2 \subset M_2$. 
Then $D_{1,\text{max}}$ is a Fredholm operator if and only if $D_{2,\text{max}}$ is a Fredholm operator. In this case,

$$\text{ind } D_{1,\text{max}} - \text{ind } D_{2,\text{max}} = \int_{K_1} \alpha_{D_1} - \int_{K_2} \alpha_{D_2}.$$ 

The reason for the restriction to Dirac type operators in Theorem 1.21 is mostly for convenience. We need that the operators are boundary symmetric along an auxiliary hypersurface $N_i \subset M_i$. This is automatic for Dirac type operators. Moreover, we need the local version of the Atiyah-Singer index theorem.

Finally, we show

THEOREM 1.22 (Cobordism Theorem). Let $M$ be a complete and connected Riemannian manifold, $E \to M$ be a Hermitian vector bundle, and $D : C^\infty(M, E) \to C^\infty(M, E)$ be a formally selfadjoint differential operator of Dirac type. Let $A$ be an adapted boundary operator for $D$ with respect to the interior unit normal vector field, and let $E = E^+ \oplus E^-$ be the splitting into the eigensubbundles of the involution $i\sigma_0$ for the eigenvalues $\pm 1$. With
respect to this splitting, we write
\[ A = \begin{pmatrix} A_{++} & A^- \\ A^+ & A_{--} \end{pmatrix}. \]
Then, if \( D \) is coercive at infinity,
\[ \text{ind} A^+ = \text{ind} A^- = 0. \]

Originally, the cobordism theorem was formulated for compact manifolds \( M \) with boundary and showed the cobordism invariance of the index. This played an important role in the original proof of the Atiyah-Singer index theorem, compare e.g. [Pa, Ch. XVII] and [BW, Ch. 21]. In this case, one can also derive the cobordism invariance from Roe’s index theorem for partitioned manifolds [R, Hi]. We replace compactness of the bordism by the weaker assumption of coercivity of \( D \). Our proof is comparatively simple and makes no use of the Calderón projector.

**Bibliographical Notes:** Theorem 1.2 extends results of Wolf [Wo] and Chernoff [Ch] to operators which are not necessarily essentially self-adjoint and live on manifolds with possibly nonempty boundary. In the case where \( \sigma_D \) is uniformly bounded, our proof consists of an adaptation of the argument in the proof of Thm. II.5.7 in [LM]. The seemingly weaker assumption of Chernoff on the growth of \( \sigma_D \) as stated in 1.2 follows from an appropriate conformal change of the underlying Riemannian metric of the manifold, see Section 3.

Theorem 1.7 extends Propositions 2.30 and 5.7 of [BBC] (where the higher regularity part \( k > 0 \) is not discussed). The higher regularity parts of Theorem 1.7 and Theorem 1.15 generalize the Regularity Theorem 6.5 of [BL2]. Our proof is rather elementary. It is worth mentioning that one of the main points in [BBC] is the low regularity of the given data, whereas we assume throughout that the data are smooth.

In the articles [BF1], [BF2], and [BFO] of Booss-Bavnbek et al., the space \( \text{dom } D_{\text{max}}/\text{dom } D_{\text{min}} \) of abstract boundary values of \( D_{\text{max}} \) is investigated and identified with the space \( \tilde{H}(A) \) as in (3), see Proposition 7.15 of [BF2]. Conversely, it is immediate from Theorem 1.7 and Corollary 6.6 that \( \tilde{H}(A) \) is topologically isomorphic to \( \text{dom } D_{\text{max}}/\text{dom } D_{\text{min}} \).

A preliminary and unpublished version of our Theorem 1.12 was taken up in [BBC], where it is proved for Dirac operators in the sense of Gromov and Lawson. Conversely, the presentation and results in [BBC] have influenced our discussion. In particular, in the text we interchange definition and characterization of elliptic boundary conditions, compare Subsection 7.3. In contrast to [BBC], our arguments do not involve the Calderón projection and its regularity properties.

Similar, but more special boundary conditions have been considered in [BC]. The emphasis there lies on Dirac type operators with coefficients of low regularity. Interior and boundary regularity of solutions and certain Fredholm properties are derived.
The first part of Theorem 1.18 generalizes a result of Anghel [An, Thm. 2.1] to manifolds with boundary and operators which are not necessarily essentially selfadjoint. Variants of the index formulas in the second part of Theorem 1.18 are also contained in [BW] and [BBC]. Theorem 1.21 corresponds to Theorem 3.1 of [Ca]. At the cost of introducing a bit more of (elementary) functional analysis, we could replace our assumption on the Fredholmness by the weaker assumption of non-parabolicity used in [Ca].

There is a vast literature on elliptic boundary value problems based on pseudo-differential techniques, see e.g. [B, BLZ, G2, RS, S1, S2] and the references therein. Not all of the boundary conditions which we consider can be treated with pseudo-differential operators. Our main objective, however, is to provide a more elementary and simplified approach using standard functional analysis only. A further reference for an elementary approach to boundary value problems of Dirac type operators is [FS]; however, the proof of the main result in [FS], Theorem 4, is not complete.

Prerequisites: The reader should be familiar with basic differential geometric concepts such as manifolds and vector bundles. The functional analysis of Hilbert and Banach spaces, selfadjoint operators and their spectrum is assumed. From the field of partial differential equations, we only require knowledge about linear differential operators, principal symbols, and the standard interior elliptic regularity theory. No previous knowledge of boundary value problems is necessary.

Structure of the Article: Most of this is clear from the table of contents. We just give references to the places, where the results stated in the introduction are proved: Theorem 1.2 in Section 3, Theorem 1.7 in Section 6, Theorem 1.12 and Addendum 1.13 in Subsection 7.3, Theorem 1.15 in Subsection 7.4, Theorem 1.18 in Subsections 8.1 and 8.3, the decomposition and relative index theorems 1.19 and 1.21 in Subsection 8.4 and, finally, the cobordism theorem in Subsection 8.5.

2. Preliminaries

2.1. Measured manifolds. We will consider differential operators which live on manifolds with boundary (possibly empty). In general, the manifolds will not be Riemannian, but we will assume that they are equipped with a smooth volume element. By this we mean a nowhere-vanishing smooth one-density. If $M$ is oriented, this is essentially the same thing as a nowhere vanishing $n$-form, where $n = \dim(M)$. The volume element is needed to define the integral of functions over $M$.

Definition 2.1. A measured manifold is a pair consisting of a manifold $M$ (possibly with boundary) and a smooth volume element $\mu$ on $M$. 
Let $M$ be a manifold with nonempty boundary $\partial M$. Let $T$ be a smooth vector field on $M$ along $\partial M$ pointing into the interior of $M$. In particular, $T$ does not vanish anywhere.

At each $x \in \partial M$ there is a unique $\tau(x) \in T^*_x M$ such that

$$\langle \tau(x), T(x) \rangle = 1 \quad \text{and} \quad \tau(x)|_{\partial M} = 0.$$  

Here $\langle \cdot, \cdot \rangle$ denotes the natural evaluation of 1-forms on tangent vectors. We call $\tau$ the one-form associated to $T$.

If $\mu$ is a smooth volume element on $M$, then $\partial M$ inherits a smooth volume element $\nu$ such that along $\partial M$ we have $\mu = |\tau| \otimes \nu$, i.e.,

$$\nu(X_1, \ldots, X_{n-1}) = \mu(T, X_1, \ldots, X_{n-1})$$

for all vector fields $X_1, \ldots, X_{n-1}$ on $\partial M$. This turns $\partial M$ into a measured manifold.

**Remark 2.2.** If $M$ is a Riemannian manifold with boundary, then the Riemannian volume element $\mu$ turns $M$ canonically into a measured manifold. The natural choice for $T$ is the interior unit normal vector field along $\partial M$. The induced volume element $\nu$ on $\partial M$ then coincides with the volume element of the induced Riemannian metric on $\partial M$.

Conversely, given a smooth volume element $\mu$ on $M$ and an interior vector field $T$ along $\partial M$, one can always find a Riemannian metric on $M$ inducing $\mu$ and $T$ in this way.

**Notation 2.3.** Throughout this article we will write

$$Z_I := I \times \partial M$$

where $I \subset \mathbb{R}$ is any interval. We think of $Z_I$ as a cylinder over $\partial M$.

**Lemma 2.4.** Let $(M, \mu)$ be a measured manifold with compact boundary and let $\tau$ be the one-form associated to an interior vector field $T$. 
Then there is a neighborhood $U$ about $\partial M$ in $M$, a constant $r > 0$, and a diffeomorphism $\Psi = (t, \psi) : U \to Z_{[0, r)}$ such that

(i) $\partial M = t^{-1}(0)$,
(ii) $\psi|_{\partial M} = \text{id}_{\partial M}$,
(iii) $d\Psi(T) = \partial / \partial t$ along $\partial M$,
(iv) $\tau = dt$ along $\partial M$,
(v) $\Psi^*(\mu) = |dt| \otimes \nu$ on $Z_{[0, r)}$.

**Figure 3**

**Proof.** Extend $T$ to a smooth vector field $T_1$ without zeros in a neighborhood of $\partial M$ in $M$. Solve for a smooth real function $f$ on a possibly smaller neighborhood such that

(18) $0 = \text{div}(f \cdot T_1) = df(T_1) + f \cdot \text{div}(T_1)$

with $f|_{\partial M} = 1$. Note that the divergence is defined because $M$ carries a smooth volume element. Since (18) is an ordinary differential equation along the integral curves of $T_1$, there is a unique solution $f$.

The vector field $fT_1$ is a smooth extension of $T$, which we denote again by $T$. Let $\Phi$ be the flow of $T$. Since $\partial M$ is compact, there is a neighborhood $U$ of $\partial M$ in $M$ and an $r > 0$ such that

$Z_{[0, r)} \to U, \ (t, x) \mapsto \Phi_t(x),$

is a diffeomorphism. Let $\Psi$ be the inverse of this diffeomorphism. Properties (i), (ii), and (iii) are clear by construction and they imply (iv). Since $T$ is divergence free, its flow preserves $\mu$. This shows (v). □

**Definition 2.5.** A diffeomorphism as in Lemma 2.4 will be called **adapted to** $(M, \mu)$ and $T$. 

We will often identify a neighborhood $U$ of the boundary with the cylinder $Z_{[0,r)}$ using an adapted diffeomorphism. Property (v) is not really necessary in our reasoning below, but it simplifies the exposition.

### 2.2. Vector bundles and differential operators.

Let $(M,\mu)$ be a measured manifold (possibly with boundary) and $E \to M$ be a Hermitian vector bundle over $M$.

The space of smooth sections of $E$ is denoted by $C^\infty(M,E)$. Here smoothness means smoothness up to the boundary, i.e., in local coordinates all derivatives have continuous extensions to the boundary. Smooth sections with compact support form the space $C^\infty_c(M,E)$. Note that the support of $\Phi \in C^\infty_c(M,E)$ may intersect the boundary $\partial M$. The space of smooth sections with compact support contained in the interior of $M$ is denoted by $C^\infty_{cc}(M,E)$. Obviously, we have $C^\infty_{cc}(M,E) \subset C^\infty_c(M,E) \subset C^\infty(M,E)$.

The $L^2$-scalar product of $\Phi, \Psi \in C^\infty_c(M,E)$ is defined by

$$
(\Phi, \Psi)_{L^2(M)} := \int_M \langle \Phi, \Psi \rangle \, d\mu,
$$

the corresponding norm by

$$
\|\Phi\|_{L^2(M)}^2 = (\Phi, \Phi)_{L^2(M)} = \int_M |\Phi|^2 \, d\mu.
$$

Here $\langle \cdot, \cdot \rangle$ and $|\cdot|$ denote the Hermitian product and norm of $E$. The completion of $C^\infty_c(M,E)$ with respect to $\|\cdot\|_{L^2(M)}$ is denoted by $L^2(M,E)$. Its elements are called square integrable sections. An alternative, but equivalent, definition of $L^2(M,E)$ would be the space of all measurable sections with finite $L^2$-norm modulo sections vanishing almost everywhere. Measurable sections whose restrictions to compact subsets have finite $L^2$-norm are called locally square integrable. The space of locally square integrable sections modulo sections vanishing almost everywhere is denoted by $L^2_{\text{loc}}(M,E)$. If $M$ is compact, then, of course, $L^2(M,E) = L^2_{\text{loc}}(M,E)$. The $L^2$-norm and hence $L^2(M,E)$ depend on the volume element $\mu$, while $L^2_{\text{loc}}(M,E)$ does not because, over compact subsets of $M$, any two smooth volume elements on $M$ can be bounded by each other.

Let $E \to M$ and $F \to M$ be Hermitian vector bundles over $M$ and $D$ be a (linear) differential operator from $E$ to $F$. Associated with $D$, there is a unique differential operator

$$
D^* : C^\infty(M,F) \to C^\infty(M,E),
$$
called the formal adjoint of $D$, such that

$$
\int_M \langle D\Phi, \Psi \rangle \, d\mu = \int_M \langle \Phi, D^* \Psi \rangle \, d\mu.
$$
for all sections $\Phi \in C_c^\infty(M,E)$ and $\Psi \in C_c^\infty(M,F)$. Locally, $D^*$ is obtained from $D$ by integration by parts. Clearly, we have $D^{**} = D$.

Let $D_c$ and $D_{cc}$ be the operator $D$, considered as an unbounded operator on the Hilbert space $L^2(M,E)$ with domain $\text{dom}(D_c) = C_c^\infty(M,E)$ and $\text{dom}(D_{cc}) = C_{cc}^\infty(M,E)$, respectively, and similarly for $D^*$. Note that $\text{dom}(D_c)$ and $\text{dom}(D_{cc})$ are dense in $L^2(M,E)$ and that $\text{dom}(D_{cc})$ is contained in $\text{dom}(D_c)$. We write $D_{cc} \subset D_c$ to express the latter fact.

Suppose that, as additional data, we are given a Riemannian metric $g$ on $M$ and a Hermitian connection $\nabla$ on $E$. For any $\Phi \in C^\infty(M,E)$ and integer $k \geq 0$, we then get the $k$-th covariant derivative
\[
\nabla^k \Phi \in C^\infty(M, T^* M \otimes \cdots \otimes T^* M \otimes E),
\]
where both, the Levi-Civita connection of $g$ and $\nabla$, are used in the definition of the higher covariant derivatives of $\Phi$. Together with $g$, the Hermitian metric on $E$ induces a metric on $T^* M \otimes \cdots \otimes T^* M \otimes E$ so that we obtain the formal adjoint $(\nabla^k)^*$ of the differential operator $\nabla^k$.

For a section $\Phi \in L^2_{\text{loc}}(M,E)$, we call $\Psi = \nabla^k \Phi$ (instead of $\Psi = \nabla^k_{\text{max}} \Phi$). The space of $\Phi \in L^2_{\text{loc}}(M,E)$, whose weak covariant derivatives up to order $k$ exist in $L^2_{\text{loc}}(M,E)$, is denoted by $H^k_{\text{loc}}(M,E)$. We have the inclusions
\[
C^\infty(M,E) \subset H^k_{\text{loc}}(M,E) \subset H^{k-1}_{\text{loc}}(M,E) \subset \cdots \subset H^0_{\text{loc}}(M,E) = L^2_{\text{loc}}(M,E)
\]
and, by the Sobolev embedding theorem,
\[
\bigcap_{k=0}^\infty H^k_{\text{loc}}(M,E) = C^\infty(M,E).
\]
The space of $\Phi \in L^2(M,E)$, whose weak covariant derivatives up to order $k$ exist in $L^2(M,E)$, is denoted by $H^k(M,E)$. It is a Hilbert space with respect to the Sobolev norm $\| \cdot \|_{H^k(M)}$ defined by
\[
\| \Phi \|_{H^k(M)}^2 = \| \Phi \|_{L^2(M)}^2 + \| \nabla \Phi \|_{L^2(M)}^2 + \cdots + \| \nabla^k \Phi \|_{L^2(M)}^2.
\]
If $M$ is noncompact, then $H^k(M,E)$ depends on the choice of $g$ and $\nabla$ (given the smooth volume element $\mu$ and the Hermitian vector bundle $E$). If $M$ is compact, then any two $H^k$-norms (for the same $k$) are equivalent so that $H^k(M,E)$ is independent of these choices.

For $M$ compact (possibly with boundary), the Rellich embedding theorem [Au, Theorem 2.34, p. 55] says in particular that the embedding
\[
H^{k+1}(M,E) \hookrightarrow H^k(M,E)
\]
is compact; in other words, bounded sequences in $H^{k+1}(M, E)$ subconverge in $H^k(M, E)$.

We collect some of the spaces introduced so far in the following table:

| space of smooth sections | notation |
|--------------------------|----------|
| smooth sections          | $C^\infty(M, E)$ |
| smooth sections with compact support | $C^\infty_c(M, E)$ |
| smooth sections with compact support contained in the interior of $M$ | $C^\infty_{cc}(M, E)$ |
| square integrable sections | $L^2(M, E)$ |
| locally square integrable sections | $L^2_{loc}(M, E)$ |
| sections in $L^2_{loc}(M, E)$ with first $k$ weak derivatives in $L^2_{loc}(M, E)$ | $H^k_{loc}(M, E)$ |

We can restrict the bundle $E$ to $\partial M$ and consider the corresponding spaces such as $C^\infty(\partial M, E)$, $L^2(\partial M, E)$ etc. Further spaces of sections will be defined as needed.

Suppose from now on that $D$ is a differential operator from $E$ to $F$ of order one and denote the principal symbol of $D$ by $\sigma_D$. For any $x \in M$, $\sigma_D(x): T^*_x M \to \text{Hom}(E_x, F_x)$ is a linear map which is characterized by the property that

\[ D(f\Phi) = fD\Phi + \sigma_D(df)\Phi, \]

for all $f \in C^\infty(M)$ and $\Phi \in C^\infty(M, E)$. For all $\xi \in T^* M$, we have\(^\dagger\)

\[ \sigma_D^*(\xi) = -\sigma_D(\xi)^*. \]

Equation (19) holds if the supports of $\Phi$ and $\Psi$ are compact and contained in the interior of $M$. In case they meet the boundary, there is an additional boundary term involving the principal symbol of $D$:

**Lemma 2.6 (Green’s formula).** Let $(M, \mu)$ be a measured manifold with boundary and let $\tau$ be the one-form associated to an interior vector field. Then

\[
\int_M \langle D\Phi, \Psi \rangle d\mu - \int_M \langle \Phi, D^*\Psi \rangle d\mu = -\int_{\partial M} \langle \sigma_D(\tau)\Phi, \Psi \rangle d\nu
\]

for all $\Phi \in C^\infty(M, E)$ and $\Psi \in C^\infty(M, F)$ such that $\text{supp}(\Phi) \cap \text{supp}(\Psi)$ is compact.

**Proof.** Choose a Riemannian metric on $M$ inducing $\mu$ and $T$ as in Remark 2.2. Now the lemma follows from the standard Green’s formula for Riemannian manifolds, see e.g. [Ta, Prop. 9.1, p. 160].\(\square\)

\(^\dagger\)In order to get rid of the sign in (22), a factor $i$ is often included in the definition of the principal symbol.
We say that \( D \) is **elliptic** if \( \sigma_D(\xi) \) is invertible for each nonzero covector \( \xi \). It the boundary of \( M \) is empty and \( D \) is elliptic (of order one), then
\[
D_{\max}\Phi \in H^k_{\text{loc}}(M, F) \implies \Phi \in H^{k+1}_{\text{loc}}(M, E)
\]
for all \( \Phi \in \text{dom}(D_{\max}) \), by interior elliptic regularity theory, see e.g. [LM, Ch. III, § 5].

### 3. Completeness

Let \((M, \mu)\) be a measured manifold with compact boundary. Let \( E, F \to M \) be Hermitian vector bundles and \( D : C^\infty(M, E) \to C^\infty(M, F) \) be a differential operator of first order. We start by generalizing Equation (21) to Lipschitz functions and sections in the maximal domain of \( D \):

**Lemma 3.1.** Let \( \chi : M \to \mathbb{R} \) be a Lipschitz function with compact support and \( \Phi \in \text{dom}(D_{\max}) \). Then \( \chi \Phi \in \text{dom}(D_{\max}) \) and
\[
D_{\max}(\chi \Phi) = \sigma_D(d\chi)\Phi + \chi D_{\max}\Phi.
\]

**Proof.** Suppose \( \Psi \in H^1_{\text{loc}}(M, F) \) has compact support in the interior of \( M \). Let \( K \) be a compact subset in the interior of \( M \) which contains the support of \( \Psi \) in its interior. Then there is a sequence of \( \Psi_j \) in \( C^\infty_0(M, F) \) with supports in \( K \) which converge to \( \Psi \) in the \( H^1 \)-norm (over \( K \)). In particular, \( D^*\Psi \) is well defined and \( \lim_{n \to \infty} D^*\Psi_n = D^*\Psi \) with respect to the \( L^2 \)-norm. We conclude that, for any \( \Phi \in \text{dom}(D_{\max}) \),
\[
(\Phi, D^*\Psi) = \lim_{n \to \infty} (\Phi, D^*\Psi_n) = \lim_{n \to \infty} (D_{\max}\Phi, \Psi_n) = (D_{\max}\Phi, \Psi).
\]

Assume now that \( \chi : M \to \mathbb{R} \) is a Lipschitz function with compact support, and let \( \Phi \in \text{dom}(D_{\max}) \). For any \( \Psi \in C^\infty_0(M, F) \) we have \( \chi \Psi \in H^1_{\text{loc}}(M, F) \), the support of \( \chi \Psi \) is compact and contained in the interior of \( M \), and \( D^*(\chi \Psi) = \sigma_D^*(d\chi)\Psi + \chi D^*\Psi \) in \( L^2(M, F) \), as we see by approximating \( \chi \) in the \( H^1 \)-norm by smooth functions with compact support. Hence
\[
(\chi \Phi, D^*\Psi)_{L^2(M)} = (\Phi, D^*(\chi \Psi))_{L^2(M)}
= (\Phi, D^*(\chi \Psi) - \sigma_D^*(d\chi)\Psi)_{L^2(M)}
= (D_{\max}\Phi, \chi \Psi)_{L^2(M)} + (\sigma_D(d\chi)\Phi, \Psi)_{L^2(M)}
= (\chi D_{\max}\Phi + \sigma_D(d\chi)\Phi, \Psi)_{L^2(M)}.
\]

Recall from Definition 1.1 that \( D \) is complete if and only if the space of compactly supported sections in \( \text{dom}(D_{\max}) \) is dense in \( \text{dom}(D_{\max}) \).

**Remark 3.2.** If \( \partial M = \emptyset \) and \( D \) is elliptic, then \( D \) is complete if and only if the minimal and maximal extensions of \( D \) on \( C^\infty_c(M, E) = C^\infty_0(M, E) \) coincide. Namely, if the extensions coincide, then \( C^\infty_c(M, E) \) is dense in \( \text{dom}(D_{\max}) \). Conversely, since \( D \) is elliptic, \( \text{dom}(D_{\max}) \) is contained in \( H^1_{\text{loc}}(M, E) \), by interior elliptic regularity. Furthermore, any compactly
supported $H^1$-section can be approximated by smooth sections with support contained in a fixed compact domain in the $H^1$-norm and hence in the graph norm of $D$.

**Theorem 3.3.** Let $(M, \mu)$ be a measured manifold with compact boundary and $D : C^\infty(M, E) \to C^\infty(M, F)$ be a differential operator of first order. Suppose that there exists a constant $C > 0$ and a complete Riemannian metric on $M$ with respect to which

$$|\sigma_D(\xi)| \leq C |\xi|$$

for all $x \in M$ and $\xi \in T^*_xM$. Then $D$ and $D^*$ are complete.

**Proof of Theorem 3.3.** Let $r : M \to \mathbb{R}$ be the distance function from the boundary, $r(x) = \text{dist}(x, \partial M)$. Then $r$ is a Lipschitz function with Lipschitz constant 1. Choose $\rho \in C^\infty(\mathbb{R}, \mathbb{R})$ so that $0 \leq \rho \leq 1$, $\rho(t) = 0$ for $t \geq 2$, $\rho(t) = 1$ for $t \leq 1$, and $|\rho'| \leq 2$. Set

$$\chi_m(x) := \rho\left(\frac{r(x)}{m}\right).$$

Then $\chi_m$ is a Lipschitz function and we have almost everywhere

$$|d\chi_m(x)| \leq \frac{2}{m}.$$ 

Moreover, $\{\chi_m\}_m$ is a uniformly bounded sequence of functions converging pointwise to 1.

Now let $\Phi \in \text{dom}(D_{\text{max}})$. Then $\|\chi_m\Phi - \Phi\|_{L^2(M)} \to 0$ as $m \to \infty$ by Lebesgue’s theorem. Furthermore, $\chi_m\Phi$ has compact support and $\chi_m\Phi \in \text{dom}(D_{\text{max}})$ by Lemma 3.1. Since

$$\|D_{\text{max}}(\chi_m\Phi) - D_{\text{max}}\Phi\|_{L^2(M)}$$

$$\leq \|(1 - \chi_m)D_{\text{max}}\Phi\|_{L^2(M)} + \|\sigma_D(d\chi_m)\Phi\|_{L^2(M)}$$

$$= \|(1 - \chi_m)D_{\text{max}}\Phi\|_{L^2(M)} + \frac{2C}{m} \|\Phi\|_{L^2(M)} \to 0$$

as $m \to \infty$, we conclude that $\chi_m\Phi \to \Phi$ in the graph norm of $D_{\text{max}}$.

The same discussion applies to $D^*$ because $|\sigma_{D^*}(\xi)| = | - \sigma_D(\xi)^*| = |\sigma_D(\xi)|$, and the theorem is proved.

**Example 3.4.** If $D$ is of Dirac type with respect to a complete Riemannian metric, see Example 4.3 (a), then $D$ is complete. Namely, by the Clifford relations (31) we have $\sigma_D(\xi)^*\sigma_D(\xi) = |\xi|^2 \cdot \text{id}$ and hence $|\sigma_D(\xi)| = |\xi|$.

The assumption in Theorem 3.3 that the principal symbol of $D$ is uniformly bounded can be weakened to the condition considered by Chernoff in [Ch, Theorems 1.3 and 2.2]:
Proof of Theorem 1.2. Choose a smooth function $f : M \to \mathbb{R}$ with
\[ C(\text{dist}(x, \partial M)) \leq f(x) \leq 2C(\text{dist}(x, \partial M)) \]
for all $x \in M$. Let $g$ denote the complete Riemannian metric as in the assumptions of Theorem 1.2. Then $h := f^{-2}g$ is also complete because the $h$-length of a curve $c : [0, \infty) \to M$, starting in $\partial M$ and parametrized by arc-length with respect to $g$, is estimated by
\[ L_h(c) = \int_{0}^{\infty} \frac{|c'(t)|_g}{f(c(t))} \, dt \]
\[ \geq \frac{1}{2} \int_{0}^{\infty} \frac{|c'(t)|_g}{C(\text{dist}(c(t), \partial M))} \, dt \]
\[ \geq \frac{1}{2} \int_{0}^{\infty} \frac{1}{C(t)} \, dt \]
\[ = \infty. \]

With respect to $h$, the principal symbol $\sigma_D$ is uniformly bounded as required in Theorem 3.3. \qed

Remark 3.5. It will be convenient to assume further on that $D$ is complete. However, in questions concerning boundary regularity, assuming completeness is somewhat artificial because it is a property “at infinity”. But, in such questions, we can always pass to a complete differential operator on vector bundles over the cylinder $Z_{[0, \infty)}$ which coincides with the given operator in a neighborhood of the boundary. In this sense, assuming completeness causes no loss of generality when studying the operator near the boundary.

4. Normal form

Throughout this section, let $(M, \mu)$ be a given measured manifold with compact boundary. Let $T$ be an interior vector field along $\partial M$ and $\tau$ be the associated one-form. Identify a neighborhood $U$ of the boundary $\partial M$ with a cylinder $Z_{[0, r)}$ via an adapted diffeomorphism as in Lemma 2.4.

Let $E, F \to M$ be Hermitian vector bundles. Identify the restrictions of $E$ and $F$ to $Z_{[0, r)}$ as Hermitian vector bundles with the pull-back of their restriction to $\partial M$ with respect to the canonical projection onto $\partial M$ along the family of $t$-lines $(t, x)$, $0 \leq t < r$ and $x \in \partial M$. This can be achieved by using parallel transport along the $t$-lines with respect to Hermitian connections on $E$ and $F$. Then sections of $E$ and $F$ over $Z_{[0, r)}$ can be viewed as $t$-dependent sections of $E$ and $F$ over $\partial M$. Using this identification we have, by (v) of Lemma 2.4,
\[ \int_{Z_{[0, r)}} |\Phi(p)|^2 \, d\mu(p) = \int_{0}^{r} \int_{\partial M} |\Phi(t, x)|^2 \, d\nu(x) \, dt \]
for any $\Phi \in L^2(Z_{[0, r)}, E)$ or $\Phi \in L^2(Z_{[0, r)}, F)$. 

Let \( D : C^\infty(M, E) \to C^\infty(M, F) \) be an elliptic differential operator of first order and set
\[
\sigma := \sigma_D(dt).
\]
By (iv) of Lemma 2.4, we have \( \sigma_{(0,x)} = \sigma_D(\tau(x)) \) for each \( x \in \partial M \). Since \( D \) is elliptic, \( \sigma_{(t,x)} : E_x \to F_x \) is an isomorphism for each \((t,x) \in Z_{[0,r]}\). We usually suppress the \( x \)-dependence in the notation and write \( \sigma_t \) instead of \( \sigma_{(t,x)} \).

The main point about boundary symmetric operators as in Definition 1.4 is that, in coordinates adapted to \((M, \mu)\) and \( T \) as in Lemma 2.4, \( D \) and \( D^* \) admit good normal forms near the boundary:

**Lemma 4.1 (Normal form).** Let \( D : C^\infty(M, E) \to C^\infty(M, F) \) be an elliptic differential operator of first order. If \( D \) is boundary symmetric, then there are formally selfadjoint elliptic differential operators \( A : C^\infty(\partial M, E) \to C^\infty(\partial M, E) \) and \( \tilde{A} : C^\infty(\partial M, F) \to C^\infty(\partial M, F) \) such that, over \( Z_{[0,r]} \),
\[
D = \sigma_t \left( \frac{\partial}{\partial t} + A + R_t \right),
\]
\[
D^* = -\sigma^*_t \left( \frac{\partial}{\partial t} + \tilde{A} + \tilde{R}_t \right).
\]
The remainders
\[
R_t : C^\infty(\partial M, E) \to C^\infty(\partial M, E) \quad \text{and} \quad \tilde{R}_t : C^\infty(\partial M, F) \to C^\infty(\partial M, F)
\]
are families of differential operators of order at most one whose coefficients depend smoothly on \( t \in [0,r) \). They satisfy an estimate
\[
\|R_t \Phi\|_{L^2(\partial M)} \leq C \left( t \|A \Phi\|_{L^2(\partial M)} + \|\Phi\|_{L^2(\partial M)} \right),
\]
\[
\|\tilde{R}_t \Psi\|_{L^2(\partial M)} \leq C \left( t \|\tilde{A} \Psi\|_{L^2(\partial M)} + \|\Psi\|_{L^2(\partial M)} \right),
\]
for all \( \Phi \in C^\infty(\partial M, E) \) and \( \Psi \in C^\infty(\partial M, F) \).

**Proof.** For \( x \in \partial M \), identify \( T^*_x \partial M \) with the subspace of \( \xi \in T^*_x M \) such that \( \xi(T) = 0 \). In this sense, the principal symbol of the desired operator \( A \) is given by
\[
\sigma_A(\xi) = \sigma_0(x)^{-1} \circ \sigma_D(\xi),
\]
by (25), (27), and the definition of \( \sigma \). Since \( D \) is boundary symmetric, \( \sigma_0(x)^{-1} \circ \sigma_D(\xi) \) is skew-Hermitian for all \( x \in \partial M \) and \( \xi \in T^*_x \partial M \). Hence we can choose a formally selfadjoint differential operator \( A : C^\infty(\partial M, E) \to C^\infty(\partial M, E) \) of order one with principal symbol as required by (29). Since the principal symbol is composed of invertible symbols, \( A \) is elliptic.
Over $Z_{[0,r)}$, we have
\[ D = \sigma_t \left( \frac{\partial}{\partial t} + \mathcal{D}_t \right), \]
where $\mathcal{D}_t : C^\infty(\partial M, E) \to C^\infty(\partial M, E)$ is a family of elliptic differential operators of order one whose coefficients depend smoothly on $t \in [0, r)$. Hence
\[ R_t := \mathcal{D}_t - A \]
is a family of differential operators of order at most one whose coefficients depend smoothly on $t$. Since $\mathcal{R}_0$ and $A$ have the same principal symbol, $R_0$ is of order 0. Since $\partial M$ is a closed manifold, we conclude that
\[ \|R_t\Phi\|_{L^2(\partial M)} \leq C'(t\|\Phi\|_{H^1(\partial M)} + \|\Phi\|_{L^2(\partial M)}) \]
for some constant $C'$. Now $A$ is elliptic of order one. Hence, by standard elliptic estimates, the $H^1$-norm is bounded by the graph norm of $A$; that is, we have an estimate as claimed in (27). This finishes the proof of the assertions concerning $D$.

By (22), the principal symbol of the desired operator $\tilde{A}$ is given by
\begin{align*}
\sigma_{\tilde{A}}(\xi) &= \sigma_{D^*}(\tau(x))^{-1} \circ \sigma_{D^*}(\xi) \\
&= (\sigma_D(\tau(x))^*)^{-1} \circ \sigma_D(\xi)^* \\
&= (\sigma_0(x)^*)^{-1} \circ \sigma_D(\xi)^* \\
&= (\sigma_D(\xi) \circ \sigma_0(x)^{-1})^*,
\end{align*}
which is also skew-Hermitian. Thus the analogous arguments as above show the assertions concerning $D^*$. \qed

**Remarks 4.2.** (a) Conversely, it is immediate that an elliptic differential operator $D$ with a normal form as in Lemma 4.1 is boundary symmetric. In particular, $D$ is boundary symmetric if and only if $D^*$ is boundary symmetric. The latter is also obvious from Equation (22) (as we see from the end of the above proof).

(b) The operators $A$ and $\tilde{A}$ in Lemma 4.1 are not unique. One can add symmetric zero-order terms to them by paying with a corresponding change of the remainder-terms $R_t$ and $\tilde{R}_t$. Equations (27) and (28) will still be valid for the modified remainder terms.

We conclude this section with a few examples.

**Examples 4.3.** (a) (Dirac type operators) We say that the operator $D$ is of *Dirac type* if $M$ carries a Riemannian metric $\langle \cdot, \cdot \rangle$ such that the principal symbol of $D$ satisfies the Clifford relations
\begin{align*}
\sigma_D(\xi)^* \sigma_D(\eta) + \sigma_D(\eta)^* \sigma_D(\xi) &= 2 \langle \xi, \eta \rangle \cdot \text{id}_{E_x}, \\
\sigma_D(\xi) \sigma_D(\eta)^* + \sigma_D(\eta) \sigma_D(\xi)^* &= 2 \langle \xi, \eta \rangle \cdot \text{id}_{F_x}.
\end{align*}
for all \( x \in M \) and \( \xi, \eta \in T_x^* M \). They easily imply that \( D \) is elliptic and boundary symmetric with respect to the interior normal field of the given Riemannian metric. If \( D \) is of Dirac type, then so is \( D^* \).

The class of Dirac type operators contains in particular Dirac operators on Dirac bundles as in [LM, Ch. II, § 5]. The classical Dirac operator on a spin manifold is an important special case.

(b) A somewhat artificial example of a boundary symmetric operator which is not of Dirac type can be constructed as follows. Let \( g \) and \( g' \) be two Riemannian metrics on a manifold \( M \) with spin structure. Let \( D : C^\infty(M, E) \to C^\infty(M, F) \) and \( D' : C^\infty(M, E') \to C^\infty(M, F') \) be the corresponding Dirac operators acting on spinors. Assume that \( g \) and \( g' \) are conformal along the boundary, i.e., \( g' = fg \) for some smooth positive function \( f \) on \( \partial M \).

Let \( T \) be an interior normal vector field along \( \partial M \), perpendicular to \( \partial M \) for \( g \) and \( g' \). Then

\[
\begin{pmatrix} D & 0 \\ 0 & D' \end{pmatrix} + V : C^\infty(M, E \oplus E') \to C^\infty(M, F \oplus F')
\]

is boundary symmetric (with respect to \( T \)) but in general not of Dirac type. Here \( V \) may be an arbitrary zero-order term.

(c) More importantly, let \( D \) be a Dirac type operator. If one changes \( D \) in the interior of \( M \) in such a way that it remains an elliptic first-order operator, then \( D \) is still boundary symmetric.

5. The model operator

Throughout this section, assume the Standard Setup 1.5, identify a neighborhood \( U \) of the boundary \( \partial M \) with a cylinder \( Z_{[0, \infty)} \) via an adapted diffeomorphism as in Lemma 2.4, and fix a normal form for \( D \) and \( D^* \) as in Lemma 4.1. Consider \( A \) as an unbounded operator in the Hilbert space \( L^2(\partial M, E) \) with domain \( \text{dom}(A) = C^\infty(\partial M, E) \).

The model operator associated to \( D \) and \( A \) is the operator

\[
D_0 := \sigma_0 \left( \frac{\partial}{\partial t} + A \right)
\]

on the half-infinite cylinder \( Z_{[0, \infty)} \). Here \( \sigma_0(x) = \sigma_D(\tau(x)) \), compare Lemma 4.1. The coefficients of \( D_0 \) do not depend on \( t \). With respect to the product measure \( \mu_0 := dt \otimes \nu \) on \( Z_{[0, \infty)} \), we have

\[
D_0^* = -\sigma_0^* \left( \frac{\partial}{\partial t} - (\sigma_0^*)^{-1} A \sigma_0 \right) \quad \text{and} \quad (\sigma_0^{-1}D_0)^* = -\left( \frac{\partial}{\partial t} - A \right).
\]

We will keep the above setup and will use the abbreviation \( \Phi' := \partial \Phi / \partial t \).

**Lemma 5.1.** For any \( \Phi \in C^\infty_c(Z_{[0, \infty)}, E) \), we have

\[
\| \sigma_0^{-1}D_0 \Phi \|^2_{L^2(Z_{[0, \infty)}, E)} = \| \Phi' \|^2_{L^2(Z_{[0, \infty)})} + \| A \Phi \|^2_{L^2(Z_{[0, \infty)}, E)} - (A \Phi_0, \Phi_0)_{L^2(\partial M)},
\]

where \( \Phi_0 \) denotes the restriction of \( \Phi \) to \( \{0\} \times \partial M \).
Proof. We fix \( t \in [0, \infty) \) and integrate over \( \partial M \):
\[
\| \sigma_0^{-1} D_0 \Phi \|^2_{L^2(\partial M)} = (\Phi' + A \Phi, \Phi' + A \Phi)_{L^2(\partial M)} = \| \Phi' \|^2_{L^2(\partial M)} + \| A \Phi \|^2_{L^2(\partial M)} + (\Phi', A \Phi)_{L^2(\partial M)} + (A \Phi, \Phi')_{L^2(\partial M)} \]
\[
= \| \Phi' \|^2_{L^2(\partial M)} + \| A \Phi \|^2_{L^2(\partial M)} + (\Phi', A \Phi)_{L^2(\partial M)} + (A \Phi, \Phi')_{L^2(\partial M)} \]
Here we used that \( A \) is defined by functional calculus.
Now we integrate this identity with respect to \( t \) and that it is formally selfadjoint.
Now we integrate the last term gives a boundary contribution only for \( t = 0 \).

Lemma 5.2. There exist constants \( r, C > 0 \) such that
\[
\| (D - D_0) \Phi \|_{L^2(Z_{[0,r]})} \leq C(\rho \| D_0 \Phi \|_{L^2(Z_{[0,r]})} + \| \Phi \|_{L^2(Z_{[0,r]})})
\]
for all \( 0 < \rho < r \) and all \( \Phi \in C^\infty(Z_{[0,\infty)}, E) \) with support in \( Z_{[0,\rho]} \).

Proof. We have, by Lemma 4.1,
\[
D - D_0 = \sigma_t \left( \frac{\partial}{\partial t} + A + R_t \right) - \sigma_0 \left( \frac{\partial}{\partial t} + A \right) = (\sigma_t - \sigma_0) \sigma_0^{-1} D_0 + \sigma_t R_t.
\]
Since \( (\sigma_t - \sigma_0) \sigma_0^{-1} = O(t) \) and \( \sigma \) is uniformly bounded, it remains to estimate \( R_t \Phi \). By (27) it suffices to estimate
\[
t \| A \Phi \|_{L^2(\partial M)} = \| A(t \Phi) \|_{L^2(\partial M)}.
\]
Now \( t \Phi \) is in \( C^\infty_c(Z_{[0,\infty)}, E) \) and vanishes at \( t = 0 \). Therefore, by Lemma 5.1,
\[
\| \sigma_0^{-1} D_0(t \Phi) \|^2_{L^2(Z_{[0,\infty]})} = \| (t \Phi)' \|^2_{L^2(Z_{[0,\infty]})} + \| A(t \Phi) \|^2_{L^2(Z_{[0,\infty]})}.
\]
Hence
\[
\| A(t \Phi) \|_{L^2(\partial M)} \leq \| \sigma_0^{-1} D_0(t \Phi) \|_{L^2(Z_{[0,\infty]})} \]
\[
\leq C' \left( \| t D_0 \Phi \|_{L^2(Z_{[0,\infty]})} + \| \Phi \|_{L^2(Z_{[0,\infty]})} \right).
\]
The asserted inequality follows.

Since \( \partial M \) is compact without boundary, the minimal and maximal extensions of the operator \( A \) coincide. Hence \( A \) is essentially selfadjoint in the Hilbert space \( L^2(\partial M, E) \). For any \( s \in \mathbb{R} \), the positive operator \( (id + A^2)^{s/2} \) is defined by functional calculus.

Definition 5.3. For any \( s \in \mathbb{R} \), we define the Sobolev \( H^s \)-norm on \( C^\infty(\partial M, E) \) by
\[
\| \varphi \|_{H^s(\partial M)}^2 := \| (id + A^2)^{s/2} \varphi \|^2_{L^2(\partial M)}.
\]
We denote by $H^s(\partial M, E)$ the completion of $C^\infty(\partial M, E)$ with respect to this norm.

By standard elliptic estimates, this norm is equivalent to the Sobolev norms defined in (20) if $s \in \mathbb{N}$. It is a nice feature of Definition 5.3 that it makes sense for all $s \in \mathbb{R}$. The values $s = 1/2$ and $s = -1/2$ will be of particular importance. Let $-\infty \leftarrow \cdots \leq \lambda_{-2} \leq \lambda_{-1} \leq \lambda_0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \rightarrow +\infty$ be the spectrum of $A$ with each eigenvalue being repeated according to its (finite) multiplicity, and fix a corresponding $L^2$-orthonormal basis $\varphi_j, j \in \mathbb{Z}$, of eigensections of $A$. Then, for $\varphi = \sum_{j=-\infty}^{\infty} a_j \varphi_j$, one has

$$
\|\varphi\|^2_{H^s(\partial M)} = \sum_{j=-\infty}^{\infty} |a_j|^2 (1 + \lambda_j^2)^s.
$$

Facts 5.4. The following facts are basic in our considerations:

(i) $H^0(\partial M, E) = L^2(\partial M, E)$;
(ii) if $s < t$, then $\|\varphi\|_{H^s(\partial M)} \leq \|\varphi\|_{H^t(\partial M)}$ and, by the Rellich embedding theorem, the induced embedding $H^t(\partial M, E) \hookrightarrow H^s(\partial M, E)$ is compact;
(iii) by the Sobolev embedding theorem, $\bigcap_{s \in \mathbb{R}} H^s(\partial M, E) = C^\infty(\partial M, E)$;
(iv) for all $s \in \mathbb{R}$, the $L^2$-product $(\varphi, \psi) = \int_{\partial M} \langle \varphi, \psi \rangle \, d\nu$, where $\varphi, \psi \in C^\infty(\partial M, E)$, extends to a perfect pairing $H^s(\partial M, E) \times H^{-s}(\partial M, E) \rightarrow \mathbb{C}$ and therefore renders $H^s(\partial M, E)$ and $H^{-s}(\partial M, E)$ as pairwise dual;
(v) for all $k \geq 1$, the restriction map $\mathcal{R} : C^\infty_c(M, E) \rightarrow C^\infty(\partial M, E)$, $\mathcal{R}(\Phi) := \Phi|_{\partial M}$, extends by the trace theorem [Ad, Thm. 5.22] to a continuous linear map $\mathcal{R} : H^k_{\text{loc}}(M, E) \rightarrow H^{k-1/2}(\partial M, E)$.

For $I \subset \mathbb{R}$, let $Q_I$ be the spectral projection of the selfadjoint operator $A$,

$$
Q_I : \sum_{j=-\infty}^{\infty} a_j \varphi_j \mapsto \sum_{\lambda_j \in I} a_j \varphi_j.
$$

Then $Q_I$ is an orthogonal projection in $L^2(\partial M, E)$ and

$$
Q_I(H^s(\partial M, E)) \subset H^s(\partial M, E)
$$

for all $s \in \mathbb{R}$. In particular, $Q_I(C^\infty(\partial M, E)) \subset C^\infty(\partial M, E)$. We abbreviate $H^s_+(A) := Q_I(H^s(\partial M, E))$. 
Fix \( \Lambda \in \mathbb{R} \) and define
\[
\| \varphi \|^2_{\tilde{H}(A)} := \| Q_{(-\infty, \Lambda]} \varphi \|^2_{H^{1/2}(\partial M)} + \| Q_{(\Lambda, \infty)} \varphi \|^2_{H^{-1/2}(\partial M)}.
\]
This norm is, up to equivalence, independent of the choice of \( \Lambda \). Namely, if \( \Lambda_1 < \Lambda_2 \), then the corresponding \( \tilde{H} \)-norms coincide on the \( L^2 \)-orthogonal complement of \( Q_{[\Lambda_1, \Lambda_2]}(C^\infty(\partial M, E)) \). Now, the latter space is finite-dimensional so that any two norms on it are equivalent, hence the claim.

The completion of \( C^\infty(\partial M, E) \) with respect to \( \| \cdot \|_{\tilde{H}(A)} \) will be denoted \( \tilde{H}(A) \). In other words,\n\[
\tilde{H}(A) = H^{1/2}_{(-\infty, \Lambda]}(A) \oplus H^{-1/2}_{(\Lambda, \infty)}(A).
\]
Similarly, we set
\[
\hat{H}(A) := H^{-1/2}_{(-\infty, \Lambda]}(A) \oplus H^{1/2}_{(\Lambda, \infty)}(A).
\]

While \( H^s(\partial M, E) \) is independent of \( A \), the definitions of \( H^s_I(A) \), \( \tilde{H}(A) \), and \( \hat{H}(A) \) do depend on \( A \). We have
\[
\hat{H}(A) = \tilde{H}(-A).
\]
The \( L^2 \)-product on \( C^\infty(\partial M, E) \) uniquely extends to a perfect pairing
\[
\tilde{H}(A) \times \hat{H}(A) \to \mathbb{C}.
\]
Hence \( \hat{H}(A) \) is canonically isomorphic to the dual space of \( \tilde{H}(A) \) and conversely. Let
\[
H^{\text{fin}}(A) := \left\{ \varphi = \sum_{j=\infty}^\infty a_j \varphi_j \mathrel{\middle|} a_j = 0 \text{ for all but finitely many } j \right\}
\]
be the space of “finite Fourier series”. We have the inclusions
\[
H^{\text{fin}}(A) \subset C^\infty(\partial M, E)
\subset H^{1/2}(\partial M, E) \subset \left\{ \begin{array}{l} L^2(\partial M, E) \\ \hat{H}(A) \\ \tilde{H}(A) \end{array} \right\} \subset H^{-1/2}(\partial M, E).
\]
The space \( H^{\text{fin}}(A) \) is dense in any of these spaces. Sections \( \Phi \) in
\[
L^2(Z_{[0, \infty)}, E) = L^2([0, \infty), L^2(\partial M, E))
\]
can be developed in the basis \( (\varphi_j)_j \) with coefficients depending on \( t \),
\[
\Phi(t, x) = \sum_{j=-\infty}^\infty a_j(t) \varphi_j(x).
\]
We fix a constant \( r > 0 \) and a smooth cut-off function \( \chi : \mathbb{R} \to \mathbb{R} \) with
\[
\chi(t) = 1 \quad \text{for all } t \leq r/3 \quad \text{and} \quad \chi(t) = 0 \quad \text{for all } t \geq 2r/3.
\]
We define, for \( \varphi \in H^{\text{fin}}(A) \), a smooth section \( \mathcal{E}\varphi \) of \( E \) over \( Z_{[0, \infty)} \) by
\[
(\mathcal{E}\varphi)(t) := \chi(t) \cdot \exp(-t|A|)\varphi.
\]
In other words, for \( \varphi(x) = \sum_{j=-\infty}^{\infty} a_j \varphi_j(x) \) we have
\[
(\mathcal{E}\varphi)(t, x) = \chi(t) \sum_{j=-\infty}^{\infty} a_j \cdot \exp(-t|\lambda_j|) \cdot \varphi_j(x).
\]
We obtain a linear map \( \mathcal{E} : H^{\text{fin}}(A) \to C_\infty^c(Z_{[0, \infty)}, E) \).

**Lemma 5.5.** There is a constant \( C = C(\chi, A) > 0 \) such that
\[
\|\mathcal{E}\varphi\|^2_{D_0} \leq C\|\varphi\|^2_{\hat{H}(A)}
\]
for all \( \varphi \in H^{\text{fin}}(A) \).

**Proof.** Without loss of generality we choose \( \Lambda = 0 \) in (36), the definition of \( \hat{H}(A) \). Since the eigenspaces of \( A \) are pairwise \( L^2 \)-orthogonal, it suffices to consider the Fourier coefficients of \( \mathcal{E}\varphi \) separately. We see that
\[
D_0 \exp(-t|A|)Q_{(0, \infty)}\varphi = \sigma_0 \left( \frac{\partial}{\partial t} + A \right) \exp(-tA)Q_{(0, \infty)}\varphi = 0,
\]
and hence that
\[
D_0(\mathcal{E}Q_{(0, \infty)}\varphi) = \chi'\sigma_0 \exp(-tA)Q_{(0, \infty)}\varphi.
\]
It follows that the graph norm \( \|\mathcal{E}Q_{(0, \infty)}\varphi\|_{D_0} \) can be bounded from above by \( \|\exp(-tA)Q_{(0, \infty)}\varphi\|_{L^2(Z_{[0, r]})} \). Now there is some \( \varepsilon > 0 \) such that \( |\lambda| \geq \varepsilon > 0 \) for all nonzero eigenvalues \( \lambda \) of \( A \). Hence, for \( \varphi = \sum_j a_j \varphi_j \), we have
\[
\|\exp(-t|A|)Q_{(0, \infty)}\varphi\|^2_{L^2(Z_{[0, r]})} = \sum_{\lambda_j \geq \varepsilon} |a_j|^2 \int_0^r e^{-2t\lambda_j} dt
\]
\[
= \frac{1}{2} \sum_{\lambda_j \geq \varepsilon} |a_j|^2 \cdot \lambda_j^{-1} (1 - e^{-2r\lambda_j})
\]
\[
\leq \frac{1}{2} \sum_{\lambda_j \geq \varepsilon} |a_j|^2 \cdot \lambda_j^{-1}
\]
\[
\leq \frac{(1 + \varepsilon^{-2})^{1/2}}{2} \sum_{\lambda_j \geq \varepsilon} |a_j|^2 \cdot (1 + \lambda_j^2)^{-1/2}
\]
\[
= \frac{(1 + \varepsilon^{-2})^{1/2}}{2} \|Q_{(0, \infty)}\varphi\|^2_{H^{-1/2}(\partial M, E)}
\]
\[
= \frac{(1 + \varepsilon^{-2})^{1/2}}{2} \|Q_{(0, \infty)}\varphi\|^2_{\hat{H}(A)}.
\]
The claimed inequality for \( \| \mathcal{E} Q_{(0, \infty)} \varphi \|_{D_0}^2 \) follows. The estimate for \( \| \mathcal{E} Q_{(-\infty, 0]} \varphi \|_{D_0}^2 \) follows from similar considerations, where now

\[
(D_0 \exp(-t|A|)Q_{(-\infty, 0]} \varphi)(t) = 2\sigma_0 A \exp(-t|A|)Q_{(-\infty, 0]} \varphi
\]

and hence

\[
(D_0^\ast \mathcal{E} Q_{(-\infty, 0]} \varphi)(t) = \sigma_0 (2\chi A + \chi') \exp(tA)Q_{(-\infty, 0]} \varphi.
\]

Thus the graph norm \( \| \mathcal{E} Q_{(-\infty, 0]} \varphi \|_{D_0} \) can be bounded from above by

\[
\|(\text{id} + |A|) \exp(-t|A|)Q_{(-\infty, 0]} \varphi\|_{L^2(Z_{[0, r]})}.
\]

Now we have

\[
\|(\text{id} + |A|) \exp(-t|A|)Q_{(-\infty, 0]} \varphi\|_{L^2(Z_{[0, r]})}^2
\]

\[
= \sum_{\lambda_j \leq 0} \int_0^r |a_j|^2 (1 + |\lambda_j|)^2 e^{2t\lambda_j} dt
\]

\[
= r \sum_{\lambda_j = 0} |a_j|^2 + \frac{1}{2} \sum_{\lambda_j \leq -\varepsilon} |a_j|^2 (1 + |\lambda_j|)^2 |\lambda_j|^{-1} (1 - e^{2r\lambda_j})
\]

\[
\leq r \sum_{\lambda_j = 0} |a_j|^2 + \frac{1}{2} \sum_{\lambda_j \leq -\varepsilon} |a_j|^2 (1 + |\lambda_j|)^2 |\lambda_j|^{-1}
\]

\[
\leq r \sum_{\lambda_j = 0} |a_j|^2 + C_1(\varepsilon) \sum_{\lambda_j \leq -\varepsilon} |a_j|^2 (1 + |\lambda_j|^2)^{1/2}
\]

\[
\leq C_2(\varepsilon, r) \sum_{\lambda_j \leq 0} |a_j|^2 (1 + |\lambda_j|^2)^{1/2}
\]

\[
= C_2(\varepsilon, r) \| Q_{(-\infty, 0]} \varphi \|_{H^{1/2}(\partial M, E)}^2
\]

\[
= C_2(\varepsilon, r) \| Q_{(-\infty, 0]} \varphi \|_{\tilde{H}(A)}^2.
\]

**Remark 5.6.** With the same methods one can show that \( \| \mathcal{E} \varphi \|_{D_0} \) can also be bounded from below by \( \| \varphi \|_{\tilde{H}(A)} \).

### 6. The maximal domain

Throughout this Section, assume the Standard Setup 1.5, identify a neighborhood \( \mathcal{U} \) of the boundary \( \partial M \) with a cylinder \( Z_{[0, r]} \) via an adapted diffeomorphism as in Lemma 2.4, and fix a normal form for \( D \) and \( D^\ast \) as in Lemma 4.1. Assume furthermore that \( D \) and \( D^\ast \) are complete.
6.1. Regularity properties of the maximal domain. For some of our assertions concerning estimates over the cylinder \( Z_{[0,r]} \), it will be convenient to consider the operator \( \sigma^{-1}D \) instead of \( D \). Its formal adjoint is given by

\[
(\sigma^{-1}D)^* = -\left( \frac{\partial}{\partial t} - A - R_t^* \right)
\]

so that we can let \(-A\) take over the role of \( \tilde{A} \) in the normal form of \( \sigma^{-1}D \) as in Lemma 4.1. Then we have \( \tilde{H}(-A) = \tilde{H}(A) \).

**Lemma 6.1.** For \( \varphi \in H^\text{fin}(A) \), the section \( \mathcal{E}\varphi \) of \( E \) over \( Z_{[0,r]} \) belongs to the maximal domain of \( D \). Moreover, there is a constant \( C > 0 \) such that

\[
\|\mathcal{E}\varphi\|_D \leq C\|\varphi\|_{\tilde{H}(A)} \quad \text{and} \quad \|\mathcal{E}\varphi\|_{(\sigma^{-1}D)^*} \leq C\|\varphi\|_{\tilde{H}(A)}.
\]

**Proof.** The section \( \mathcal{E}\varphi \) belongs to the maximal domain of \( D \) because \( \mathcal{E}\varphi \in C_0^\infty(Z_{[0,r]}, E) \subset C_0^\infty(M, E) \subset \text{dom}(D_{\text{max}}) \). The first estimate has been shown in Lemma 5.5 with the model operator \( D_0 \) instead of \( D \). By the definition of \( D_0 \), we have

\[
\|D(\mathcal{E}\varphi)\|_{L^2(M)} = \|D(\mathcal{E}\varphi)\|_{L^2(Z_{[0,r]})}
\]

\[
\leq C_1 \cdot \|\sigma_0\sigma^{-1}D(\mathcal{E}\varphi)\|_{L^2(Z_{[0,r]})}
\]

\[
= C_1 \cdot \|(D_0 + \sigma_0 R_t)(\mathcal{E}\varphi)\|_{L^2(Z_{[0,r]})}
\]

\[
\leq C_1 \cdot \|D_0(\mathcal{E}\varphi)\|_{L^2(Z_{[0,r]})} + C_2 \cdot \|R_t(\mathcal{E}\varphi)\|_{L^2(Z_{[0,r]})}
\]

\[
\leq C_1 \cdot \|\mathcal{E}\varphi\|_{D_0} + C_2 \cdot \|R_t(\mathcal{E}\varphi)\|_{L^2(Z_{[0,r]})}.
\]

It remains to estimate \( \|R_t(\mathcal{E}\varphi)\|_{L^2(Z_{[0,r]})} \). By (27), we get

\[
\|R_t(\mathcal{E}\varphi)\|_{L^2(Z_{[0,r]})}^2
\]

\[
\leq C_3 \int_0^r \left( \|tA(\mathcal{E}\varphi)\|_{L^2(\partial M)}^2 + \|\mathcal{E}\varphi\|_{L^2(\partial M)}^2 \right) dt
\]

\[
= C_3 \int_0^r \chi(t)^2 \left( \|tA\exp(-t|A|)\varphi\|_{L^2(\partial M)}^2 + \|\exp(-t|A|)\varphi\|_{L^2(\partial M)}^2 \right) dt.
\]

If \( A\varphi_j = \lambda_j\varphi_j \), then we compute, substituting \( \tilde{t} = t \cdot |\lambda_j| \),

\[
\int_0^r \chi(t)^2 \left( \|tA\exp(-t|A|)\varphi_j\|_{L^2(\partial M)}^2 + \|\exp(-t|A|)\varphi_j\|_{L^2(\partial M)}^2 \right) dt
\]

\[
\leq \int_0^r \exp(-2t|\lambda_j|)(\tilde{t}^2|\lambda_j|^2 + 1)\|\varphi_j\|_{L^2(\partial M)}^2 dt
\]

\[
= \int_0^{r|\lambda_j|} \exp(-2\tilde{t})(\tilde{t}^2 + 1)\|\varphi_j\|_{L^2(\partial M)}^2 \frac{d\tilde{t}}{|\lambda_j|}.
\]
\[ \leq \frac{\| \varphi_j \|^2_{L^2(\partial M)}}{|\lambda_j|} \int_0^\infty \exp(-2 \tilde{t})(\tilde{t}^2 + 1) \, d\tilde{t} \]
\[ = \frac{3}{4} \cdot \| \lambda_j \|^{-1/2} \| \varphi_j \|^2_{L^2(\partial M)}. \]
Expanding \( \varphi \) in an orthonormal eigenbasis for \( A \), this shows
\[ \int_0^r \chi(t)^2 \left( \| tA \exp(-t|A|) \varphi \|^2_{L^2(\partial M)} + \| \exp(-t|A|) \varphi \|^2_{L^2(\partial M)} \right) \, dt \]
\[ \leq C_4 \| \varphi \|^2_{H^{-1/2}(\partial M)} \leq C_4 \| \varphi \|^2_{\tilde{H}(A)}. \]
This concludes the proof of the first inequality. For the proof of the second, we recall from (44) that \(-A\) is an adapted boundary operator for \((\sigma^{-1}D)^*\) and that \( \tilde{H}(-A) = \tilde{H}(A) \).

**Lemma 6.2.** There is a constant \( C > 0 \) such that, for all \( \Phi \in C^\infty_c(Z_{[0,r)}, E) \),
\[ \| \Phi \|_{\tilde{H}(A)} \leq C \| \Phi \|_D. \]

**Proof.** Since the pairing between \( \tilde{H}(A) \) and \( \tilde{H}(A) \) introduced in (40) is perfect and since \( H^{\text{fin}}(A) \) is dense in \( \tilde{H}(A) \), we have
\[ \| \Phi \|_{\tilde{H}(A)} = \sup \{ |(\Phi, \psi)| \mid \psi \in H^{\text{fin}}(A), \| \psi \|_{\tilde{H}(A)} = 1 \}. \]
Now Lemma 2.6 and Lemma 6.1 imply that, for any \( \psi \in H^{\text{fin}}(A) \) with \( \| \psi \|_{\tilde{H}(A)} = 1 \),
\[ |(\Phi, \psi)| = |(\sigma^{-1}D\Phi, \sigma^{-1}_0\psi)_{L^2(M)} - (\Phi, (\sigma^{-1}D)^*(\sigma^{-1}_0\psi))_{L^2(M)}| \]
\[ \leq \| \sigma^{-1}D\Phi \|_{L^2(M)} \| \sigma^{-1}_0\psi \|_{L^2(M)} + \| \Phi \|_{L^2(M)} \| (\sigma^{-1}D)^*(\sigma^{-1}_0\psi) \|_{L^2(M)} \]
\[ \leq C' \cdot \| \Phi \|_D \cdot \| \sigma^{-1}_0\psi \|_{(\sigma^{-1}D)^*} \]
\[ \leq C \cdot \| \Phi \|_D \cdot \| \psi \|_{\tilde{H}(A)} \]
\[ = C \cdot \| \Phi \|_D. \]

**Lemma 6.3.** Over \( \partial M \), the homomorphism field \( (\sigma_0^{-1})^* : E \to F \) induces an isomorphism \( \tilde{H}(A) \to \tilde{H}(\tilde{A}) \). Here \( \tilde{A} \) is an adapted boundary operator for \( D^* \). In particular, the sesquilinear form
\[ \beta : \tilde{H}(A) \times \tilde{H}(\tilde{A}) \to \mathbb{C}, \quad \beta(\varphi, \psi) := -(\sigma_0^{-1}\varphi, \psi), \]
is a perfect pairing of topological vector spaces.
PROOF. For \( \varphi \in C^\infty(\partial M, E) \), we have \((\sigma_0^{-1})^* \varphi \in C^\infty(\partial M, F)\) and

\[
\| (\sigma_0^{-1})^* \varphi \|_{\hat{H}(\hat{A})}^2 \leq C_1 \| (\sigma^{-1})^* \mathcal{E} \varphi \|_{\hat{D}^*}^2,
\]

\[
= C_1 (\| D^*(\sigma^{-1})^* \mathcal{E} \varphi \|_{L^2(Z_{[0, r]})}^2 + \| (\sigma^{-1})^* \mathcal{E} \varphi \|_{L^2(Z_{[0, r]})}^2)
\]

\[
\leq C_2 (\| (\sigma^{-1}) D^* \mathcal{E} \varphi \|_{L^2(Z_{[0, r]})}^2 + \| \mathcal{E} \varphi \|_{L^2(Z_{[0, r]})}^2)
\]

\[
= C_2 \| \mathcal{E} \varphi \|_{(\sigma^{-1} D)^*}^2
\]

\[
\leq C_3 \| \varphi \|_{\hat{H}(\hat{A})}^2
\]

by Lemmas 6.2 (for \( D^* \)) and 6.1, respectively.

Conversely, for \( \psi \in C^\infty(\partial M, F) \), we have \( \sigma_0^* \psi \in C^\infty(\partial M, E) \). Furthermore, if \( \mathcal{E} \) denotes the extension operator defined in (43) associated to the boundary operator \( \hat{A} \), we obtain

\[
\| \sigma_0^* \psi \|_{\hat{H}(\hat{A})}^2 = \| (\sigma^* \mathcal{E} \psi) |_{\partial M} \|_{\hat{H}(-A)}^2
\]

\[
\leq C_4 \| \sigma^* \mathcal{E} \psi \|_{(\sigma^{-1} D)^*}^2
\]

\[
= C_4 (\| (\sigma^{-1} D)^* \sigma^* \mathcal{E} \psi \|_{L^2(Z_{[0, r]})}^2 + \| \sigma^* \mathcal{E} \psi \|_{L^2(Z_{[0, r]})}^2)
\]

\[
\leq C_5 (\| D^* \mathcal{E} \psi \|_{L^2(Z_{[0, r]})}^2 + \| \mathcal{E} \psi \|_{L^2(Z_{[0, r]})}^2)
\]

\[
= C_5 \| \mathcal{E} \psi \|_{D^*}^2
\]

\[
\leq C_6 \| \psi \|_{\hat{H}(\hat{A})}^2
\]

by Lemma 6.2 applied to the operator \((\sigma^{-1} D)^*\) and Lemma 6.1 applied to the operator \( D^* \).

Since \( C^\infty(\partial M, E) \) and \( C^\infty(\partial M, F) \) are dense in \( \hat{H}(\hat{A}) \) and \( \hat{H}(\hat{A}) \), respectively, and since \((\sigma_0^*)^{-1} = (\sigma_0^{-1})^*\), we conclude that \((\sigma_0^{-1})^*\) induces a topological isomorphism between the Hilbert spaces \( \hat{H}(\hat{A}) \) and \( \hat{H}(\hat{A}) \) as asserted. The second claim is now an immediate consequence since the corresponding pairing between \( \hat{H}(\hat{A}) \) and \( \hat{H}(\hat{A}) \) is perfect. \( \square \)

Consider the intersection

\[
\text{(45) } H^1_D(M, E) := \text{dom}(D_{\text{max}}) \cap H^1_{\text{loc}}(E, F).
\]

The \( H^1_D \)-norm on \( H^1_D(M, E) \) is defined by

\[
\text{(46) } \| \Phi \|_{H^1_D(M)}^2 := \| \chi \Phi \|_{H^1(M)}^2 + \| \Phi \|_{L^2(M)}^2 + \| D \Phi \|_{L^2(M)}^2,
\]

where \( \chi \) is as in (42), and turns \( H^1_D(M, E) \) into a Hilbert space. Since the support of \( \chi \) as a function on \( M \) is compact, the specific choice of \( H^1 \)-norm is irrelevant and leads to equivalent \( H^1_D \)-norms. The \( H^1_D \)-norm is stronger than the graph norm for \( D \); it controls in addition \( H^1 \)-regularity near the boundary. The completeness of \( D \) is responsible for the following properties of \( H^1_D(M, E) \).
LEMMA 6.4. (i) $C_c^\infty(M, E)$ is dense in $H_D^1(M, E)$;
(ii) $C_c^\infty(M, E)$ is dense in $\{\Phi \in H_D^1(M, E) \mid \Phi|_{\partial M} = 0\}$.

PROOF. (i) We have to show that any given $\Phi \in H_D^1(M, E)$ can be approximated by compactly supported smooth sections in the $H_D^1$-norm. Let $\chi \in C_c^\infty(M, \mathbb{R})$ be the cut-off function used in the definition of $\| \cdot \|_{H_D^1(M)}$, that is, the function from (42). Choose a second cut-off function $\chi_2 \in C_c^\infty(M, \mathbb{R})$ with $\chi_2 \equiv 1$ on the support of $\chi$ and a third cut-off function $\chi_3 \in C_c^\infty(M, \mathbb{R})$ with $\chi_3 \equiv 1$ on the support of $\chi_2$.

Then $\chi_3 \Phi \in H_D^1(M, E)$ because $\Phi \in H_{\text{loc}}^1(M, E)$ and $\chi_3 \Phi$ has compact support. Therefore $\chi_3 \Phi$ can be approximated by smooth compactly supported sections in any $H^1$-norm, hence also in the $H_D^1$-norm.

It remains to approximate $(1 - \chi_3) \Phi \in H_D^1(M, E)$. Since $D$ is complete, there exists $\Phi_0 \in \text{dom}(D_{\text{max}})$ with compact support such that

$$\|(1 - \chi_3) \Phi - \Phi_0\|_D < \varepsilon$$

for any given $\varepsilon > 0$. Since $\chi_2$ vanishes on the support of $1 - \chi_3$, we have

$$\|(1 - \chi_3) \Phi - (1 - \chi_2) \Phi_0\|_{H_D^1(M)} = \|(1 - \chi_2)((1 - \chi_3) \Phi - \Phi_0)\|_{H_D^1(M)}$$

$$= \|(1 - \chi_2)((1 - \chi_3) \Phi - \Phi_0)\|_D$$

$$\leq C \cdot \|(1 - \chi_3) \Phi - \Phi_0\|_D$$

$$< C \cdot \varepsilon.$$

Hence it suffices to approximate $(1 - \chi_2) \Phi_0$. Since $(1 - \chi_2) \Phi_0$ has compact support, this is possible exactly like for $\chi_3 \Phi$.

(ii) Suppose that $\Phi \in H_D^1(M, E)$ vanishes along $\partial M$. We have to show that $\Phi$ can be approximated by sections from $C_c^\infty(M, E)$. As in the first part of the proof, we may assume that the support of $\Phi$ is contained in a neighborhood of $\partial M$, say in $Z_{r/2}$. For $n \in \mathbb{N}$ sufficiently large, define sections $\Phi_n$ of $E$ over $Z_{[0,r)}$ by

$$\Phi_n(t, x) = \begin{cases} 0 & \text{for } 0 \leq t \leq 1/n, \\ \Phi(t - 1/n, x) & \text{for } 1/n \leq t < r. \end{cases}$$

Then $\Phi_n$ has compact support in $Z_{[1/n, r)}$, $\Phi_n \in H^1(Z_{[0, r)}$, $E)$, and $\Phi_n \to \Phi$ in $H^1(Z_{[0, r)}$, $E)$, therefore also in $H_D^1(M, E)$. Since $\Phi_n$ has compact support
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in $Z_{(0,r)}$, it can be approximated in $H^1_D(M,E)$ by smooth sections of $E$ with compact support in $Z_{(0,r)}$.

\[ \square \]

**Lemma 6.5.** There is a constant $C > 0$ such that

\[ \| \Phi \|_D \leq \| \Phi \|_{H^1_D(M)} \leq C \| \Phi \|_D \]

for all $\Phi \in C^\infty_c(M,E)$ with $Q_{(0,\infty)}(\Phi|_{\partial M}) = 0$.

**Proof.** We show that the $H^1_D$-norm is bounded from above by the graph norm, the converse inequality being clear. We write $\Phi = \Phi_1 + \Phi_2$ where $\Phi_1 = \chi \Phi \in C^\infty_c(Z_{[0,r)}, E)$ and $\Phi_2 = (1-\chi) \Phi \in C^\infty_c(M,E)$ has support disjoint from $Z_{r/3}$. On the space of $\Phi_2$’s the graph norm and the $H^1_D$-norm are equivalent. Therefore we can assume that $\Phi = \Phi_1$ has compact support in the closure of $Z_{2r/3}$.

Since $Q_{(0,\infty)}\Phi|_{\partial M} = 0$, we have $(\Phi|_{\partial M}, A\Phi|_{\partial M})_{L^2(\partial M)} \leq 0$ and hence

\[ \| D_0 \Phi \|_{L^2(Z_{[0,r)})}^2 = \| \sigma_0(\Phi' + A\Phi) \|_{L^2(Z_{[0,r)})}^2 \]
\[ \geq C_1 \| \Phi' + A\Phi \|_{L^2(Z_{[0,r)})}^2 \]
\[ = C_1 \{ \| \Phi' \|_{L^2(Z_{[0,r)})}^2 + \| A\Phi \|_{L^2(Z_{[0,r)})}^2 \} \]
\[ \geq C_1 \{ \| \Phi' \|_{L^2(Z_{[0,r)})}^2 + \| A\Phi \|_{L^2(Z_{[0,r)})}^2 \} \]
\[ \geq C_1 \{ \| \Phi' \|_{L^2(Z_{[0,r)})}^2 + \| A\Phi \|_{L^2(Z_{[0,r)})}^2 \} \]

(47)

where we use Lemma 5.1 to pass from line 2 to line 3. Thus

\[ \| \Phi \|_{H^1_D(M)}^2 \leq C_2 \{ \| \Phi' \|_{L^2(Z_{[0,r)})}^2 + \| A\Phi \|_{L^2(Z_{[0,r)})}^2 \} \]
\[ \leq C_3 \{ \| \Phi' \|_{L^2(Z_{[0,r)})}^2 + \| D_0 \Phi \|_{L^2(Z_{[0,r)})}^2 \} \]
\[ \leq C_4 \| \Phi \|_{L^2}^2. \]

The first inequality follows from the ellipticity of $A$, the second from (47), and the third from Lemma 5.2.

\[ \square \]

**Corollary 6.6.** Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Then $\text{dom } D_{\text{min}} = \{ \Phi \in H^1_D(M,E) \mid \Phi|_{\partial M} = 0 \}$.

**Proof.** Sections in $C^\infty_c(M,E)$ vanish along $\partial M$, hence satisfy the boundary condition $Q_{(0,\infty)}(\Phi|_{\partial M}) = 0$ required in Lemma 6.5, and hence $\text{dom } D_{\text{min}}$ is contained in $\{ \Phi \in H^1_D(M,E) \mid \Phi|_{\partial M} = 0 \}$. Now Lemma 6.4 (ii) concludes the proof.

\[ \square \]

**Theorem 6.7.** Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Then we have:

(i) $C^\infty_c(M,E)$ is dense in $\text{dom } (D_{\text{max}})$ with respect to the graph norm.

(ii) The trace map $C^\infty_c(M,E) \to C^\infty(\partial M,E)$, $\Phi \mapsto \Phi|_{\partial M}$, extends uniquely to a surjective bounded linear map $\mathcal{R} : \text{dom } (D_{\text{max}}) \to \tilde{H}(A)$.

(iii) $H^1_D(M,E) = \{ \Phi \in \text{dom } (D_{\text{max}}) \mid \mathcal{R} \Phi \in H^{1/2}(\partial M,E) \}$. 
The corresponding statements hold for $\text{dom}((D^*)_{\max})$. Furthermore, for all sections $\Phi \in \text{dom}(D_{\max})$ and $\Psi \in \text{dom}((D^*)_{\max})$, we have

$$
(D_{\max}\Phi, \Psi)_{L^2(M)} - (\Phi, (D^*)_{\max}\Psi)_{L^2(M)} = - (\sigma_0 R\Phi, R\Psi)_{L^2(\partial M)}.
$$

**Proof.** (i) Extend $(M, \mu)$ smoothly to a larger measured manifold $(\tilde{M}, \tilde{\mu})$ with $\partial \tilde{M} = \emptyset$. Do it in such a way that $E$ and $F$ extend smoothly to Hermitian vector bundles $\tilde{E}$ and $\tilde{F}$ over $\tilde{M}$ and $D$ to an elliptic operator $\tilde{D} : C^\infty(\tilde{M}, E) \to C^\infty(\tilde{M}, \tilde{F})$. This is possible, since we may choose $\tilde{M} \setminus M$ to be diffeomorphic to the product $\partial M \times (-1, 0)$.

Let $D_c$ be $D$ with domain $\text{dom}(D_c) = C_c^\infty(M, E)$. We have to show that the closure of $D_c$ equals $D_{\max}$. Let $\Psi \in L^2(M, F)$ be in the domain of the adjoint operator $(D_c)^{\text{ad}}$. Extend $\Psi$ and $(D_c)^{\text{ad}} \Psi$ by the trivial section 0 on $\tilde{M} \setminus M$ to sections $\tilde{\Psi} \in L^2(\tilde{M}, \tilde{F})$ and $\tilde{\Xi} \in L^2(\tilde{M}, \tilde{E})$, respectively. Let $\tilde{\Phi} \in C_c^\infty(\tilde{M}, \tilde{E})$. Then the restriction $\Phi$ of $\tilde{\Phi}$ to $M$ is in $\text{dom}(D_c)$ and hence, since $\tilde{\Psi} = \tilde{\Xi} = 0$ on $\tilde{M} \setminus M$,

$$
(D\tilde{\Phi}, \tilde{\Psi})_{L^2(\tilde{M})} = (D_c\Phi, \Psi)_{L^2(M)}
$$

$$
= (\Phi, (D_c)^{\text{ad}} \Psi)_{L^2(M)}
$$

$$
= (\tilde{\Phi}, \tilde{\Xi})_{L^2(\tilde{M})}.
$$

Thus $\tilde{\Psi}$ is a weak solution of $D^* \tilde{\Phi} = \tilde{\Xi} \in L^2(\tilde{M}, \tilde{E})$. By interior elliptic regularity, $\tilde{\Psi} \in H^1_{\text{loc}}(\tilde{M}, \tilde{F})$. It follows that $\Psi$ is in $H^1_D(M, F)$ and that $\tilde{\Psi}_{|\partial M} = 0$. By Corollary 6.6, $\Psi \in \text{dom}((D^*)_{\min})$, the domain of the minimal extension of $(D^*)_{cc}$. Hence $(D_c)^{\text{ad}} \subset (D^*)_{\min}$, and therefore the closure $\overline{D_c}$ of $D_c$ satisfies

$$
\overline{D_c} = ((D_c)^{\text{ad}})^{\text{ad}} \supset ((D^*)_{\min})^{\text{ad}} = D_{\max} \supset \overline{D_c}.
$$

Thus $\overline{D_c} = D_{\max}$ as asserted.

(ii) By Lemma 6.2, the trace map $C_c^\infty(M, E) \to C^\infty(\partial M, E)$, $\Phi \mapsto \Phi_{|\partial M}$, extends to a bounded linear map $\text{dom}(D_{\max}) \to \tilde{H}(A)$. By (i), this extension is unique. By Lemma 6.1, the map $\mathcal{E} : H^{\text{fin}}(A) \to C_c^\infty(M, E)$ extends to a bounded linear map $\mathcal{E} : \tilde{H}(A) \to \text{dom}(D_{\max})$ with $R \circ \mathcal{E} = \text{id}$. This proves surjectivity.
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(iii) The inclusion $H^1_D(M,E) \subset \{ \Phi \in \text{dom}(D_{\max}) \mid \mathcal{R}\Phi \in H^{1/2}(\partial M) \}$ is clear from the definition of $H^1_D(M,E)$ and the standard trace theorem. To show the converse inclusion, let $\Phi \in \text{dom}(D_{\max})$ with $\mathcal{R}\Phi \in H^{1/2}(\partial M)$. Put $\varphi := Q_{(0,\infty)}\mathcal{R}\Phi \in H^{1/2}(\partial M)$. Expanding $\varphi$ with respect to an eigenbasis of $A$, one easily sees that $E\varphi \in H^1_D(M,E)$. In particular, $\Phi - E\varphi \in \text{dom}(D_{\max})$ and $Q_{(0,\infty)}(\Phi - E\varphi) = 0$. Now (i) and Lemma 6.5 imply $\Phi - E\varphi \in H^1_D(M,E)$. Thus

$$\Phi = E\varphi + (\Phi - E\varphi) \in H^1_D(M,E).$$

The asserted formula for integration by parts holds for all $\Phi, \Psi \in C^\infty_c(M,E)$, hence for all $\Phi \in \text{dom}(D_{\max})$ and all $\Psi \in \text{dom}((D^*)_{\max})$, by (i), (ii), and Lemma 6.3.

\[\square\]

6.2. Higher regularity. Fix $\rho > 0$. For $g \in L^2([0,\rho], \mathbb{C})$ and $t \in [0,\rho]$ set

\[(49) \quad (R_\lambda g)(t) := \begin{cases} 
\int_0^t g(s) e^{\lambda(s-t)} ds & \text{if } \lambda \geq 0, \\
-\int_t^\rho g(s) e^{\lambda(s-t)} ds & \text{if } \lambda < 0.
\end{cases}\]

For $\lambda > 0$, we compute for $f = R_\lambda g$:

$$\|f\|_{L^2([0,\rho])}^2 = \int_0^\rho \left| \int_0^t g(s) e^{\lambda(s-t)} ds \right|^2 dt$$

$$\leq \int_0^\rho \left( \int_0^t |g(s)|^2 e^{\lambda(s-t)} ds \right) \left( \int_0^t e^{\lambda(s-t)} ds \right) dt$$

$$\leq \frac{1}{\lambda} \int_0^\rho \int_0^t |g(s)|^2 e^{\lambda(s-t)} dt ds$$

$$= \frac{1}{\lambda^2} \int_0^\rho |g(s)|^2 ds$$

$$= \frac{1}{\lambda^2} \|g\|_{L^2([0,\rho])}^2.$$  

There is a similar computation in the case $\lambda < 0$. We obtain

\[(50) \quad \|f\|_{L^2([0,\rho])}^2 \leq \begin{cases} 
\frac{1}{\lambda^2} \|g\|_{L^2([0,\rho])}^2 & \text{for } \lambda \neq 0, \\
\frac{2^4}{\lambda^2} \|g\|_{L^2([0,\rho])}^2 & \text{for } \lambda = 0.
\end{cases}\]

Now $f$ satisfies

\[(51) \quad f' + \lambda f = g.\]

Hence

$$\|f'\|_{L^2([0,\rho])}^2 \leq \begin{cases} 
4\|g\|_{L^2([0,\rho])}^2 & \text{for } \lambda \neq 0, \\
\|g\|_{L^2([0,\rho])}^2 & \text{for } \lambda = 0.
\end{cases}$$
In conclusion, 

\[(52) \quad \|f\|_{H^1((0,\rho])}^2 \leq \begin{cases} 
(4 + \frac{1}{\lambda^2}) \|g\|_{L^2([0,\rho])}^2 & \text{for } \lambda \neq 0, \\
(1 + \frac{\rho^2}{\lambda^2}) \|g\|_{L^2([0,\rho])}^2 & \text{for } \lambda = 0.
\end{cases} \]

**Remarks 6.8.** (a) The above considerations are an adaption and small simplification of the corresponding discussion in [APS, Sec. 2].

(b) Note that the bound in (52) is independent of \(\rho\) for \(\lambda \neq 0\) and depends only on an upper bound on \(\lambda\) for \(\lambda = 0\).

From now on assume that \(\rho < r\) where \(r < \infty\) is as in Lemma 2.4. We apply the above discussion to sections of \(E\) over the cylinder \(Z_{[0,\rho]} = [0, \rho] \times \partial M\). We choose an orthonormal Hilbert basis of \(L^2(\partial M, E)\) consisting of eigensections \(\varphi_j\) of \(A\) with corresponding eigenvalues \(\lambda_j\) as in Section 5. For \(\Psi \in L^2(Z_{[0,\rho]}, F) = L^2([0, \rho], L^2(\partial M, F))\), 
\[\sigma_{0}^{-1} \Psi(t, x) = \sum_{j=-\infty}^{\infty} g_j(t) \varphi_j(x),\]
we set

\[(53) \quad S_0 \Psi := \sum_{j=-\infty}^{\infty} (R_{\lambda_j} g_j) \varphi_j.\]

Estimates (50) and (52) show that \(\Phi = S_0 \Psi\) satisfies

\[
\|\Phi\|_{H^1(Z_{[0,\rho]})}^2 \leq C_1 \left( \|\Phi\|_{L^2(Z_{[0,\rho]})}^2 + \|\Phi'\|_{L^2(Z_{[0,\rho]})}^2 + \|A\Phi\|_{L^2(Z_{[0,\rho]})}^2 \right) \\
= C_1 \sum_{j=-\infty}^{\infty} \left( \|R_{\lambda_j} g_j\|_{H^1([0,\rho])}^2 + \lambda_j^2 \|R_{\lambda_j} g_j\|_{L^2([0,\rho])}^2 \right) \\
\leq C_1 C_2 \sum_{j=-\infty}^{\infty} \|g_j\|_{L^2([0,\rho])}^2 \\
= C_1 C_2 \|\sigma_{0}^{-1} \Psi\|_{L^2(Z_{[0,\rho]})}^2 \\
\leq C_1 C_2 C_3 \|\Psi\|_{L^2(Z_{[0,\rho]})}^2.
\]

Here \(C_1\) depends on the specific choice of \(H^1\)-norm, \(C_2\) on \(r\) (which is an upper bound for \(\rho\)) and a lower bound for the modulus of the nonzero \(\lambda_j\), and \(C_3\) on an upper bound for \(\sigma_{0}^{-1}\). Differentiating (51) repeatedly, we get

\[(54) \quad \|\Phi\|_{H^{m+1}(Z_{[0,\rho]})}^2 \leq C_4 \|\Psi\|_{H^m(Z_{[0,\rho]})}^2,\]

where \(C_4\) depends on the specific choice of \(H^k\)-norms, on \(m\), on \(r\), on a lower bound for the nonzero \(|\lambda_j|\), and on an upper bound for the derivatives of order up to \(m\) of \(\sigma_{0}^{-1}\). By definition, \(C_4\) is a bound for \(S_0 : H^m(Z_{[0,\rho]}, F) \rightarrow H^{m+1}(Z_{[0,\rho]}, E)\).
Moreover, with the model operator $D_0$ as in (33), we have
\begin{equation}
D_0S_0\Psi = \Psi
\end{equation}
and, by definition, $S_0\Psi$ satisfies the boundary condition
\begin{equation}
Q_{[0,\infty)}(S_0\Psi)(0) = 0 \quad \text{and} \quad Q_{(-\infty,0)}(S_0\Psi)(\rho) = 0.
\end{equation}
By Theorem 6.7 (ii), the boundary values of elements in the maximal domain of $D_0$ over $Z_{[0,\rho]}$ constitute the space $\tilde{H}(A) \oplus \tilde{H}(A)$, where $\tilde{H}(A)$ is responsible for the left part of the boundary, $\{0\} \times \partial M$, and $\tilde{H}(A)$ for the right, $\{\rho\} \times \partial M$. Set
\begin{equation}
B_0 := H^{1/2}_{(-\infty,0)}(A) \oplus H^{1/2}_{[0,\infty)}(A)
\end{equation}
and, for $m \geq 1$,
\begin{equation}
H^m(Z_{[0,\rho]}, E; B_0) := \{ f \in H^m(Z_{[0,\rho]}, E) \mid (f(0), f(\rho)) \in B_0 \}.
\end{equation}
By (56), $S_0$ is a bounded operator $H^m(Z_{[0,\rho]}, F) \to H^{m+1}(Z_{[0,\rho]}, E; B_0)$.

**Proposition 6.9.** Let $S_0$ be as in (53) and $B_0$ as in (57). Then, for all $m \geq 0$, the model operator
\begin{equation}
D_0 : H^{m+1}(Z_{[0,\rho]}, E; B_0) \to H^m(Z_{[0,\rho]}, F)
\end{equation}
is an isomorphism with inverse $S_0$. Furthermore, for elements $\Phi$ in the maximal domain of $D_0$ satisfying $Q_{(-\infty,0)}(\Phi(\rho)) = 0$, we have
\begin{equation}
\Phi - S_0D_0\Phi = \exp(-tA)(Q_{[0,\infty)}\Phi(0)).
\end{equation}

**Proof.** Surjectivity of $D_0$ follows from (55) and (56). The Fourier coefficients $f_j$ of an element in the kernel of $D_0$ satisfy $f_j + \lambda_j f_j = 0$, thus the boundary condition $B_0$, i.e. $f_j(0) = 0$ or $f_j(\rho) = 0$, implies that they vanish. This shows injectivity and proves the first assertion.

Let $\Phi$ be in the maximal domain of $D_0$ with $Q_{(-\infty,0)}(\Phi(\rho)) = 0$. Since $D_0(\Phi - S_0D_0\Phi) = 0$, the Fourier coefficients $f_j$ of $\Phi - S_0D_0\Phi$ satisfy $f'_j + \lambda_j f_j = 0$. From $Q_{(-\infty,0)}(\Phi(\rho)) = 0$ and $Q_{(-\infty,0)}(S_0D_0\Phi(\rho)) = 0$ we have $f_j(\rho) = 0$ for all $\lambda_j < 0$. Hence $f_j \equiv 0$ whenever $\lambda_j < 0$. Thus
\begin{equation}
(\Phi - S_0D_0\Phi)(t, x) = \sum_{\lambda_j \geq 0} e^{-t\lambda_j} f_j(0) \varphi_j(x).
\end{equation}

On the other hand,
\begin{align*}
\exp(-tA)(Q_{[0,\infty)}\Phi(0)) &= \exp(-tA)(Q_{[0,\infty)}(\Phi - S_0D_0\Phi)(0)) \\
&= \exp(-tA)(\sum_{\lambda_j \geq 0} f_j(0) \varphi_j) \\
&= \sum_{\lambda_j \geq 0} e^{-t\lambda_j} f_j(0) \varphi_j.
\end{align*}

Equating (58) and (59) concludes the proof. \qed
We return from the model operator $D_0$ to the original operator $D$.

**Lemma 6.10.** Let $(M, \mu)$ be a measured manifold with compact boundary and let $D$ and $A$ be as in the Standard Setup 1.5. Let $m \geq 0$. If $\rho > 0$ is sufficiently small, then

(i) $D_0$ and $D$ have the same maximal domain when regarded as unbounded operators from $L^2(Z_{[0,\rho]}, E)$ to $L^2(Z_{[0,\rho]}, F)$.

(ii) $(D - \sigma_0 R_0) : H^{m+1}(Z_{[0,\rho]}, E; B_0) \to H^m(Z_{[0,\rho]}, F)$ is an isomorphism.

**Proof.** By Lemma 5.2, $D - D_0$ is relatively $D_0$-bounded with constant $C\rho$. For $\rho$ so small that $C\rho < 1$ the first assertion follows from [Ka, Thm. 1.1, p. 190].

If $\rho$ is small enough, we have by Lemma 4.1, for given $\varepsilon > 0$,

$$
\|(D_0 - (D - \sigma_0 R_0))((D)\|_{H^m(Z_{[0,\rho]}, E)} \leq \|\Phi\|_{H^{m+1}(Z_{[0,\rho]}, E)}
$$

for all $\Phi \in H^{m+1}(M, E)$. Since $\rho$ is small, the norm of the inverse $S_0 : H^m(Z_{[0,\rho]}, F) \to H^{m+1}(Z_{[0,\rho]}, E; B_0)$ of $D_0$ is bounded by a constant $C$ independent of $\rho$, see (54). Thus if $\varepsilon < 1/C$, then

$$(D - \sigma_0 R_0) : H^{m+1}(Z_{[0,\rho]}, E; B_0) \to H^m(Z_{[0,\rho]}, F)$$

is also an isomorphism. \(\Box\)

**Theorem 6.11.** Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Then, for any $m \geq 0$,

$$
\text{dom}(D_{\text{max}}) \cap H^{m+1}_{\text{loc}}(M, E) = \{\Phi \in \text{dom}(D_{\text{max}}) \mid D\Phi \in H^m_{\text{loc}}(M, F) \text{ and } Q_{[0,\infty]}(\mathcal{A}\Phi) \in H^{m+1/2}(\partial M, E)\}.
$$

**Proof.** The case $m = 0$ is assertion (iii) in Theorem 6.7, so that we may assume $m > 0$ in the following.

Clearly, if $\Phi \in \text{dom}(D_{\text{max}}) \cap H^{m+1}_{\text{loc}}(M, E)$, then $D\Phi \in H^m_{\text{loc}}(M, F)$ and $\mathcal{A}\Phi \in H^{m+1/2}(\partial M, E)$. A fortiori, $Q_{[0,\infty]}(\mathcal{A}\Phi) \in H^{m+1/2}(\partial M, E)$.

Conversely, let $\Phi \in \text{dom}(D_{\text{max}})$ satisfy $D\Phi \in H^m_{\text{loc}}(M, F)$ and $Q_{[0,\infty]}(\mathcal{A}\Phi) \in H^{m+1/2}(\partial M, E)$. By interior elliptic regularity, we may assume that $\Phi$ has support in $Z_{[0,\rho]}$, where $\rho$ is as in Lemma 6.10. By induction on $m$, we may also assume that $\Phi \in H^m_{\text{loc}}(M, E)$, and then $\sigma_0 R_0 \in H^m(Z_{[0,\rho]}, F)$.

Since now $\Phi|_{[\rho,\infty]} \times \partial M = 0$ and $\Phi$ is in the maximal domain of $D_0$ over $Z_{[0,\rho]}$ by Lemma 6.10 (i), we can apply Proposition 6.9 and get

$$
\Phi = S_0 D_0 \Phi + \exp(-tA)(Q_{[0,\infty]}(\mathcal{A}\Phi)) =: \Phi_0 + \Phi_1.
$$

Since $Q_{[0,\infty]}(\mathcal{A}\Phi) \in H^{m+1/2}(\partial M, E)$, we have $\Phi_1 \in H^{m+1}(Z_{[0,\rho]}, E)$. Furthermore, $\Phi_0 = S_0 D_0 \Phi \in H^1(Z_{[0,\rho]}, E; B_0)$ and

$$(D - \sigma_0 R_0)\Phi_0 = (D - \sigma_0 R_0)\Phi - (D - \sigma_0 R_0)\Phi_1 \in H^m(Z_{[0,\rho]}, F).$$
By Lemma 6.10 (ii) we have $\Phi_0 \in H^{m+1}(Z_{[0,\rho]}, E; B_0)$ and hence
$$\Phi = \Phi_0 + \Phi_1 \in H^{m+1}(Z_{[0,\rho]}, E).$$

7. Boundary value problems

Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete.

7.1. Boundary conditions. We will use the following notation. For any subset $U \subset \bigcup_{s' \in \mathbb{R}} H^{s'}(A)$ and any $s \in \mathbb{R}$, we let
$$U^s := U \cap H^s(A), \quad \hat{U} := U \cap \hat{H}(A), \quad \hat{U} := U \cap \hat{H}(A).$$

**Definition 7.1.** A closed linear subspace $B \subset \hat{H}(A)$ will be called a boundary condition for $D$.

Later we will study the equation $D\Phi = \Psi$ with given $\Psi \in L^2(M, F)$ subject to the boundary condition $\varphi := \mathcal{R}\Phi \in B$ for $\Phi \in \text{dom}(D_{\text{max}})$. This explains the terminology; compare also Proposition 7.2 below.

For a boundary condition $B \subset \hat{H}(A)$, we consider the operators $D_{B,\text{max}}$ and $D_B$ with domains
$$\text{dom}(D_{B,\text{max}}) = \{ \Phi \in \text{dom}(D_{\text{max}}) \mid \mathcal{R}\Phi \in B \},$$
$$\text{dom}(D_B) = \{ \Phi \in H^1_D(M, E) \mid \mathcal{R}\Phi \in B \} = \{ \Phi \in \text{dom}(D_{\text{max}}) \mid \mathcal{R}\Phi \in H^{1/2}(\partial M, E) \},$$
and similarly for the formal adjoint $D^*$. By (ii) of Theorem 6.7, $\text{dom}(D_{B,\text{max}})$ is a closed subspace of $\text{dom}(D_{\text{max}})$. Since the trace map extends to a bounded linear map $\mathcal{R} : H^1_D(M, E) \to H^{1/2}(\partial M, E)$ and $H^{1/2}(\partial M, E) \hookrightarrow \hat{H}(A)$ is a continuous embedding, $\text{dom}(D_B)$ is also a closed subspace of $H^1_D(M, E)$.

In particular, $D_{B,\text{max}}$ is a closed operator. Conversely, Proposition 1.50 of [BBC] reads as follows:

**Proposition 7.2.** Any closed extension of $D$ between $D_{cc}$ and $D_{\text{max}}$ is of the form $D_{B,\text{max}}$, where $B \subset \hat{H}(A)$ is a closed subspace.

**Proof.** Let $\tilde{D} \subset D_{\text{max}}$ be a closed extension of $D_{cc}$. Then $\tilde{D}$ extends the minimal closed extension $D_{\text{min}} = D_{0,\text{max}}$ of $D_{cc}$, that is,
$$\text{dom}(D_{\text{min}}) = \{ \Phi \in \text{dom}(D_{\text{max}}) \mid \mathcal{R}(\Phi) = 0 \} \subset \text{dom}(\tilde{D}),$$
compare Corollary 6.6. It follows that
$$\text{dom} \tilde{D} = \{ \Phi \in \text{dom}(D_{\text{max}}) \mid \mathcal{R}(\Phi) \in B \},$$
where $B \subset \hat{H}(A)$ is the space of all $\varphi$ such that there exists a $\Phi \in \text{dom} \tilde{D}$ with $\mathcal{R}(\Phi) = \varphi$. In particular, $\mathcal{E}(\varphi)$ is contained in $\text{dom} \tilde{D}$, for any $\varphi \in B$. Now let $(\varphi_j)$ be a sequence in $B$ converging to $\varphi$ in $\hat{H}(A)$. Then $(\mathcal{E}(\varphi_j))$ converges to $\mathcal{E}(\varphi)$ in $\text{dom}(D_{\text{max}})$, by Lemma 6.1. Since $\tilde{D}$ is closed, we have $\mathcal{E}(\varphi) \in \text{dom} \tilde{D}$. It follows that $\varphi \in B$ and hence that $B$ is closed in $\hat{H}(A).$ $\Box$
Lemma 7.3. Let \( B \) be a boundary condition. Then \( B \subset H^{1/2}(\partial M, E) \) if and only if \( D_B = D_{B,\max} \), and then there exists a constant \( C > 0 \) such that
\[
\|\Phi\|_{H^1_B(M)}^2 \leq C \cdot (\|\Phi\|_{L^2(M)}^2 + \|D\Phi\|_{L^2(M)}^2)
\]
for all \( \Phi \in \text{dom}(D_B) \).

Proof. If \( D_{B,\max} = D_B \) then \( B \subset H^{1/2}(\partial M, E) \) by (iii) of Theorem 6.7. Conversely, if \( B \subset H^{1/2}(\partial M, E) \), then
\[
\text{dom}(D_{B,\max}) = \{ \Phi \in \text{dom}(D_{max}) \mid \mathcal{R}\Phi \in B \}
\]
\[
\subset \{ \Phi \in \text{dom}(D_{max}) \mid \mathcal{R}\Phi \in H^{1/2}(\partial M, E) \}
\]
\[
= H^1_B(M, E),
\]
again by (iii) of Theorem 6.7, and therefore \( D_{B,\max} = D_B \).

Suppose now that \( D_{B,\max} = D_B \). Since \( \text{dom}(D_{B,\max}) \) is a closed subspace of \( \text{dom}(D_{max}) \) and \( \text{dom}(D_B) \) is a closed subspace of \( H^1_B(M, E) \), we conclude that the \( H^1_B \)-norm and the graph norm for \( D \) are equivalent on \( \text{dom}(D_{B,\max}) = \text{dom}(D_B) \). This shows the asserted inequality. \( \square \)

7.2. Adjoint boundary condition. For any boundary condition \( B \), we have \( D_{cc} \subset D_{B,\max} \). Hence the \( L^2 \)-adjoint operators satisfy
\[
(D_{B,\max})^{\text{ad}} \subset (D_{cc})^{\text{ad}} = (D^*)_{\max}.
\]
From (48), we conclude that
\[
\text{dom}((D_{B,\max})^{\text{ad}})
\]
\[
= \{ \Psi \in \text{dom}((D^*)_{\max}) \mid (\sigma_0 \mathcal{R}\Phi, \mathcal{R}\Psi) = 0 \text{ for all } \Phi \in \text{dom}(D_{B,\max}) \}.
\]
Now for any \( \varphi \in B \) there is a \( \Phi \in \text{dom}(D_{B,\max}) \) with \( \mathcal{R}\Phi = \varphi \). Therefore
\[
(D_{B,\max})^{\text{ad}} = (D^*)_{B^{\text{ad}},\max}
\]
with
\[
B^{\text{ad}} := \{ \psi \in \tilde{H}(\tilde{A}) \mid (\sigma_0 \varphi, \psi) = 0 \text{ for all } \varphi \in B \}.
\]
By Lemma 6.3, \( B^{\text{ad}} \) is a closed subspace of \( \tilde{H}(\tilde{A}) \). In other words, it is a boundary condition for \( D^* \).

Definition 7.4. We call \( B^{\text{ad}} \) the boundary condition adjoint to \( B \).

The perfect pairing between \( H^{1/2}(\partial M, E) \) and \( H^{-1/2}(\partial M, E) \) as in (iv) on page 26 and the analogous perfect pairing between \( \tilde{H}(\tilde{A}) \) and \( \tilde{H}(\tilde{A}) \) as in (40) coincide on the intersection \( H^{1/2}(\partial M, E) \times \tilde{H}(\tilde{A}) \). For a boundary condition \( B \) which is contained in \( H^{1/2}(\partial M, E) \), it follows that
\[
\sigma^*_0 (B^{\text{ad}}) = B^0 \cap \tilde{H}(\tilde{A})
\]
where the superscript 0 indicates the annihilator in \( H^{-1/2}(\partial M, F) \).
7.3. Elliptic boundary conditions.

**Definition 7.5.** A linear subspace $B \subset H^{1/2}(\partial M, E)$ is called an **elliptic boundary condition** for $A$ (or for $D$) if there is an $L^2$-orthogonal decomposition

$$L^2(\partial M, E) = V_- \oplus W_- \oplus V_+ \oplus W_+$$

such that

(i) $W_-$ and $W_+$ are finite-dimensional and contained in $H^{1/2}(\partial M, E)$;

(ii) $V_- \oplus W_- \subset L^2_{(-\infty,0)}(A)$ and $V_+ \oplus W_+ \subset L^2_{[a,\infty)}(A)$ for some $a \geq 0$;

(iii) there is a bounded (with respect to $\|\cdot\|_{L^2(\partial M)}$) linear map $g : V_- \to V_+$ with

$$g(V_1^{1/2}) \subset V_+^{1/2} \quad \text{and} \quad g^*(V_+^{1/2}) \subset V_-^{1/2}$$

such that

$$B = W_+ \oplus \{ v + gv \mid v \in V_-^{1/2} \}.$$ 

**Example 7.6.** If we put $V_- = L^2_{(-\infty,0)}(A)$, $V_+ = L^2_{[0,\infty)}(A)$, $W_- = W_+ = 0$, and $g = 0$, then we have

$$B = B_{APS} := H^{1/2}_{(-\infty,0)}(A).$$

This is the well-known **Atiyah-Patodi-Singer boundary condition** as introduced in [APS].

We will use the notation $\Gamma(g) := \{ v + gv \mid v \in V_- \}$ to denote the graph of $g$ and similarly for the restriction of $g$ to $V_-^{1/2}$, $\Gamma(g)^{1/2} := \{ v + gv \mid v \in V_-^{1/2} \}$.

**Lemma 7.7.** Let $B \subset H^{1/2}(\partial M, E)$ be an elliptic boundary condition. Then

$$V_- \oplus V_+ = \Gamma(g) \oplus \Gamma(-g^*),$$

where both decompositions are $L^2$-orthogonal.

**Proof.** The decomposition $V_- \oplus V_+$ is $L^2$-orthogonal by assumption. With respect to the splitting $V_- \oplus V_+$ we have

$$\Gamma(g) = \left\{ \begin{pmatrix} v_- \\ gv_- \end{pmatrix} \mid v_- \in V_- \right\} \quad \text{and} \quad \Gamma(-g^*) = \left\{ \begin{pmatrix} -g^*v_+ \\ v_+ \end{pmatrix} \mid v_+ \in V_+ \right\}.$$ 

By the definition of $g^*$, the decomposition on the right hand side is $L^2$-orthogonal. An arbitrary element of $\Gamma(g) + \Gamma(-g^*)$ is given by

$$\begin{pmatrix} v_- - g^*v_+ \\ gv_- + v_+ \end{pmatrix} = \begin{pmatrix} \text{id} & -g^* \\ g & \text{id} \end{pmatrix} \begin{pmatrix} v_- \\ v_+ \end{pmatrix}.$$ 

Since

$$\begin{pmatrix} \text{id} & g^* \\ -g & \text{id} \end{pmatrix} \begin{pmatrix} \text{id} & -g^* \\ g & \text{id} \end{pmatrix} = \begin{pmatrix} \text{id} & g^* \\ g & \text{id} \end{pmatrix} = \begin{pmatrix} \text{id} + g^*g & 0 \\ 0 & \text{id} + gg^* \end{pmatrix}$$
we see that \( \begin{pmatrix} \text{id} & -g^* \\ g & \text{id} \end{pmatrix} \) is an isomorphism with inverse
\[
\begin{pmatrix} \text{id} & g^* \\ -g & \text{id} \end{pmatrix} \begin{pmatrix} \text{id} + g^*g & 0 \\ 0 & \text{id} + gg^* \end{pmatrix}^{-1}.
\]

The decomposition follows. \( \square \)

**Remark 7.8.** With respect to the splitting \( V_+ \oplus V_- \), the orthogonal projection onto \( \Gamma(g) \) is given by
\[
\begin{pmatrix} \text{id} & -g^* \\ g & \text{id} \end{pmatrix} \begin{pmatrix} v_- \\ v_+ \end{pmatrix} \mapsto \begin{pmatrix} \text{id} & 0 \\ g & \text{id} \end{pmatrix} \begin{pmatrix} v_- \\ v_+ \end{pmatrix},
\]
hence by the matrix
\[
\begin{pmatrix} \text{id} & 0 \\ g & \text{id} \end{pmatrix} \begin{pmatrix} \text{id} & -g^* \\ g & \text{id} \end{pmatrix}^{-1}.
\]

**Lemma 7.9.** Let \( B \subset H^{1/2}(\partial M,E) \) be an elliptic boundary condition.

Then
(i) the spaces \( B, V_{1/2}^+, \text{ and } W_\pm \) are closed in \( H^{1/2}(\partial M,E) \) and
\[
H^{1/2}(\partial M,E) = V_{1/2}^+ \oplus W_- \oplus V_{1/2}^- \oplus W_+;
\]
(ii) the spaces \( V_{1/2}^\pm \) are dense in \( V_\pm \);
(iii) the map \( g \) restricts to a continuous (w. r. t. \( \| \cdot \|_{H^{1/2}(\partial M)} \)) linear map
\[
g : V_{1/2}^- \to V_{1/2}^+, \text{ and similarly for } g^*;
\]
(iv) the \( L^2 \)-orthogonal projections
\[
\pi_\pm : L^2(\partial M,E) \to V_\pm \subset L^2(\partial M,E)
\]
restrict to continuous projections
\[
\pi_{1/2}^\pm : H^{1/2}(\partial M,E) \to V_{1/2}^\pm \subset H^{1/2}(\partial M,E).
\]

**Proof.** We start by proving (iv). Since \( V_\pm \oplus W_\pm \subset L^2_{[-a,\infty)}(A) \) is the orthogonal complement of \( V_- \oplus W_- \) in \( L^2(\partial M,E) \), we have
\[
L^2_{(-\infty,-a)}(A) \subset V_- \oplus W_- \subset L^2_{(-\infty,a)}(A).
\]

Hence the orthogonal complement \( F \) of \( L^2_{(-\infty,-a)}(A) \) in \( V_- \oplus W_- \) is contained in \( L^2_{(-a,a)}(A) \). In particular, \( F \) is finite-dimensional and contained in \( H^{1/2}(\partial M,E) \). Thus the orthogonal projection \( \pi_F : L^2(\partial M,E) \to F \subset L^2(\partial M,E) \) restricts to a continuous projection \( H^{1/2}(\partial M,E) \to F \subset H^{1/2}(\partial M,E) \), and similarly for the orthogonal projection \( \pi_{W_-} \) onto \( W_- \).

Since the orthogonal projection \( \pi_- : L^2(\partial M,E) \to V_- \subset L^2(\partial M,E) \) is given by \( \pi_- = Q_{(-\infty,-a)} + \pi_F - \pi_{W_-} \), it restricts to a continuous projection \( H^{1/2}(\partial M,E) \to V_{1/2}^- \subset H^{1/2}(\partial M,E) \) as asserted. The case \( V_+ \) is analogous.
Clearly, (iv) implies (ii) and shows that \( V_{1/2}^+ \) is closed in \( H^{1/2}(\partial M, E) \). Since they are finite-dimensional, \( W_+ \) and \( W_- \) are also closed in \( H^{1/2}(\partial M, E) \). Moreover, we obtain the decomposition of \( H^{1/2}(\partial M, E) \) as asserted in (i).

We now show (iii). Let \( \varphi_j \to \varphi \) in \( V_{1/2}^- \) and \( g\varphi_j \to \psi \) in \( V_{1/2}^+ \) as \( j \to \infty \). Then \( \varphi_j \to \varphi \) in \( V_- \) and, since \( g \) is continuous on \( V_- \), \( g\varphi_j \to g\varphi \) in \( V_+ \). Thus \( \psi = g\varphi \). This shows that the graph \( \Gamma(g)^{1/2} \) of \( g : V_{1/2}^- \to V_{1/2}^+ \) is closed. The closed graph theorem implies (iii).

Since \( W_+ \) is closed in \( H^{1/2}(\partial M, E) \) and \( \Gamma(g)^{1/2} \) is closed in \( V_{1/2}^- + V_{1/2}^+ \), it follows that \( B \) is closed in \( H^{1/2}(\partial M, E) \) as well. This concludes the proof of (i) and of the lemma. \( \square \)

**Lemma 7.10.** Let \( B \subset H^{1/2}(\partial M, E) \) be an elliptic boundary condition. Then there exists a constant \( C > 0 \) such that

\[
\| \varphi \|_{H^{1/2}(\partial M)} \leq C \cdot \| \varphi \|_{\dot{H}(A)}
\]

for all \( \varphi \in B \).

Since we always have \( \| \cdot \|_{\dot{H}(A)} \leq \| \cdot \|_{H^{1/2}(\partial M)} \), Lemma 7.10 says that on \( B \) the \( H^{1/2} \) and \( \dot{H} \)-norms are equivalent. In particular, \( B \) is also closed in \( \dot{H}(A) \) and hence a boundary condition in the sense of Definition 7.1.

**Proof.** We apply Proposition A.3 with \( X = \dot{B} \) (with the \( H^{1/2} \)-norm), \( Y = H^{1/2}_{(-\infty, \Lambda]}(A) \), and \( Z = H^{-1/2}(\partial M, E) \). The linear map

\[
L : X = B \hookrightarrow H^{1/2}(\partial M, E) \xrightarrow{Q_{(-\infty, \Lambda]}} H^{1/2}_{(-\infty, \Lambda]}(A) = Y
\]

is bounded and the inclusion

\[
K : X = B \hookrightarrow H^{1/2}(\partial M, E) \hookrightarrow H^{-1/2}(\partial M, E) = Z
\]

is compact. Since \( K \) is injective, \( \ker K \cap \ker L = \{0\} \). We need to show that the kernel of \( L \) is finite-dimensional and that its range is closed. Then the implication (i) \( \Rightarrow \) (iv) of Proposition A.3 yields the desired inequality.

Without loss of generality we assume that \( \Lambda \geq a \), where \( \Lambda \) is as in (35) and \( a \) as in Definition 7.5. Let \( w + v + gv \in \ker(L) \), \( w \in W_+ \), \( v \in V_- \). Then

\[
0 = Q_{(-\infty, \Lambda]}(w + v + gv) = Q_{(-\infty, \Lambda]}(w) + v + Q_{[-a, \Lambda]}(gv),
\]

hence

\[
v = -Q_{(-\infty, \Lambda]}(w) - Q_{[-a, \Lambda]}(gv)
\]

\[
\in Q_{(-\infty, \Lambda]}(W_+) + Q_{[-a, \Lambda]}(H^{1/2}(\partial M, E)) =: F.
\]

Thus \( \ker(L) \subset W_+ + \Gamma(g|_F) \) which is finite-dimensional. Here \( \Gamma(g|_F) = \{x + gx \mid x \in F \} \) denotes the graph of \( g \) restricted to the finite-dimensional space \( F \).
The image of $L$ is given by
\[
\text{im}(L) = Q_{(-\infty, \Lambda]}(B) = \frac{Q_{(-\infty, \Lambda]}(W_+)}{\Gamma(Q_{(-\infty, \Lambda]} \circ g : V_{1/2}^{1/2} \to Y)}.
\]
which is closed because $g$ (and hence $Q_{(-\infty, \Lambda]} \circ g$) is $H^{1/2}$-bounded by Lemma 7.9(iii).

**Theorem 7.11.** Assume the Standard Setup 1.5. Then, for a linear subspace $B \subset H^{1/2}(\partial M, E)$, the following are equivalent:

(i) $B$ is closed in $\hat{H}(A)$ and $B^{\text{ad}} \subset H^{1/2}(\partial M, F)$.

(ii) For any $a \in \mathbb{R}$, we can choose orthogonal decompositions
\[
L^2_{(-\infty,a)}(A) = V_- \oplus W_- \quad \text{and} \quad L^2_{[a,\infty)}(A) = V_+ \oplus W_+
\]
and $g : V_- \to V_+$ as in Definition 7.5 such that
\[
B = W_+ \oplus \{ v + g v \mid v \in V_-^{1/2} \}.
\]

(iii) $B$ is an elliptic boundary condition.

Moreover, for an elliptic boundary condition $B$, the adjoint boundary condition $B^{\text{ad}} \subset \hat{H}(A) = (\sigma_0^*)^{-1}(\hat{H}(A))$ is also elliptic (for $D^*$) with
\[
\sigma_0^*(B^{\text{ad}}) = W_- \oplus \{ u - g^* u \mid u \in V_+^{1/2} \}.
\]

**Remark 7.12.** In [BBC], the point of departure for elliptic boundary conditions is Property (i). The equivalence between (i) and (ii) was already observed there. Since our setup is slightly different and more general, we repeat the argument.

**Proof.** It is trivial that (ii) implies (iii). We show that both (i) and the assertion on the adjoint boundary condition are implied by (iii). By Lemma 7.10, $B$ is closed in $\hat{H}(A)$. Denote the closure of $V_\pm$ with respect to $\| \cdot \|_{H^{-1/2}(\partial M)}$ by $V_\pm^{-1/2}$. Then we have
\[
\hat{H}(A) = V_-^{1/2} \oplus W_- \oplus V_+^{1/2} \oplus W_+.
\]

By (64), an element
\[
v_- + w_- + v_+ + w_+ \in V_-^{1/2} \oplus W_- \oplus V_+^{1/2} \oplus W_+
\]
lies in $\sigma_0^*(B^{\text{ad}})$ if and only if
\[
(\bar{w}_+ + \bar{v}_- + g\bar{v}_-, v_- + w_- + v_+ + w_+) = 0
\]
for all $\bar{w}_+ \in W_+, \bar{v}_- \in V_-^{1/2}$, i.e. if and only if
\[
(\bar{w}_+, w_+) + (\bar{v}_-, v_-) + (g\bar{v}_-, v_+) = 0
\]
for all $\tilde{w}_+ \in W_+, \tilde{v}_- \in V_{-}^{1/2}$, i.e., if and only if it is of the form

$$-g^* v_+ + w_- + v_+,$$

where $w_- \in W_-, v_+ \in V_{+}^{1/2}$.

Hence

$$\sigma_0^\epsilon(B^{\text{ad}}) = W_- \oplus \{ v_+ - g^* v_+ \mid v_+ \in V_{+}^{1/2} \}$$

as asserted. In particular, $B^{\text{ad}} \subset (\sigma_0^\epsilon)^{-1}(H^{1/2}(\partial M, E)) = H^{1/2}(\partial M, F)$.

It remains to show that (i) implies (ii). Fix $a \in \mathbb{R}$. Consider the spaces $W_+, V_{-}^{1/2}, V_{+}^{1/2}, V_+, \text{ and } V_{-}^{-1/2}$ as in Lemma 7.13 below. In particular,

$$B = W_+ \oplus \{ v + g v \mid v \in V_{-}^{1/2} \}.$$  \hfill (66)

By (64), $C := \sigma_0^\epsilon(B^{\text{ad}}) = B^0 \cap \tilde{H}(A)$. In particular, $C$ is closed in $\tilde{H}(A) = \tilde{H}(-A)$. By assumption, $C \subset H^{1/2}(\partial M, E)$, hence we can apply Lemma 7.13 with $-A$ instead of $A$ and $-a - \epsilon$ instead of $a$, where $\epsilon > 0$ is chosen so small that $A$ has no eigenvalues in $[a - \epsilon, a)$. We obtain subspaces

(a) $W_- = C \cap H_{(-\infty, a-\epsilon]}^{1/2}(-A) = C \cap H_{(-\infty, a-\epsilon]}^{1/2}(A) = C \cap H_{(-\infty, a]}^{1/2}(A)$;

(b) $U_{+}^{1/2} = Q_{[a, \infty)}(C)$;

(c) $U_{-}^{-1/2}$, the annihilator of $W_-$ in $H_{(-\infty, a]}^{1/2}(A)$;

(d) $U_{-} = U_{-}^{-1/2} \cap L^2(\partial M, E)$ and $U_{+}^{1/2} = U_{-}^{-1/2} \cap H^{1/2}(\partial M, E)$.

Moreover,

$$C = W_- \oplus \{ u + hu \mid u \in U_{+}^{1/2} \}.$$ \hfill (67)

We have

$$W_- = C \cap H_{(-\infty, a]}^{1/2}(A) = B^0 \cap \tilde{H}(A) \cap H_{(-\infty, a]}^{1/2}(A) = B^0 \cap \tilde{H}(A) \cap H_{(-\infty, a]}^{-1/2}(A),$$

where we use that $B^0 \cap \tilde{H}(A) \subset H^{1/2}(\partial M, E)$ to pass from the second to the third line. Now $\tilde{H}(A) \cap H_{(-\infty, a]}^{-1/2}(A) = H_{(-\infty, a]}^{-1/2}(A)$ by the definition of $\tilde{H}(A)$. We conclude that

$$W_- = B^0 \cap H_{(-\infty, a]}^{-1/2}(A)$$

$$= \{ x \in H_{(-\infty, a]}^{-1/2}(A) \mid (x, w + v + g v) = 0 \text{ for all } w \in W_+, v \in V_{-}^{1/2} \}$$

$$= \{ x \in H_{(-\infty, a]}^{-1/2}(A) \mid (x, v) = 0 \text{ for all } v \in V_{-}^{1/2} \}.$$  

Hence $W_-$ is the annihilator of $V_{-}^{1/2}$ in $H_{(-\infty, a]}^{-1/2}(A)$. By Lemma 7.13, $W_-$ is also the annihilator of $U_{-}^{1/2}$ in $H_{(-\infty, a]}^{-1/2}(A)$. Thus

$$U_{-}^{1/2} = V_{-}^{1/2}.$$
By interchanging the roles of $B$ and $C$, we also get
$$U_{+}^{1/2} = V_{+}^{1/2}.$$ We set
$$V_+ := U_+ \quad \text{and} \quad V_-^{1/2} := U_-^{1/2}$$ and get by Lemma 7.13 (iii)
$$H^{-1/2}(\partial M, E) = H_{(-\infty, a)}^{-1/2}(A) \oplus H_{[a, \infty)}^{-1/2}(A) = W_- \oplus V_-^{1/2} \oplus W_+ \oplus V_+^{1/2}$$ and similarly for $L^2(\partial M, E)$ and $H^{1/2}(\partial M, E)$.

It follows that the annihilators of $B$ and $C$ in $H^{-1/2}(\partial M, E)$ are given by
$$B^0 = W_- \oplus \{u - g'u \mid u \in V_-^{1/2}\},$$
$$C^0 = W_+ \oplus \{v - h'v \mid u \in V_-^{1/2}\},$$
where $g' : V_-^{1/2} \to V_+^{1/2}$ is the dual map of $g$ and similarly for $h$. Furthermore, we get that the restriction of $-h'$ to $V_-^{1/2}$ equals $g$ and the restriction of $-g'$ to $V_-^{1/2}$ coincides with $h$. By interpolation, $-h'$ restricts to a continuous linear map $V_- \to V_+$, again denoted by $g$, and $-g'$ restricts to $-g^*$. This shows that (i) implies (ii). □

**Lemma 7.13.** Let $B \subset \bar{H}(A)$ be a boundary condition which is contained in $H^{1/2}(\partial M, E)$. Let $a \in \mathbb{R}$. Define

(a) $W_+ := B \cap H_{[a, \infty)}^{1/2}(A);$ 
(b) $V_-^{1/2} := Q_{(-\infty, a)}(B);$ 
(c) $V_-^{1/2}$ to be the annihilator of $W_-$ in $H_{[a, \infty)}^{-1/2}(A);$ 
(d) $V_+ := V_-^{1/2} \cap L^2(\partial M, E)$ and $V_{+}^{1/2} := V_-^{1/2} \cap H^{1/2}(\partial M, E)$.

Then

(i) $W_+$ is finite-dimensional and equals the annihilator of $V_+^{1/2}$ in $H_{[a, \infty)}^{-1/2}(A);$ 
(ii) $V_-^{1/2}$ is a closed subspace of $H_{(-\infty, a)}^{1/2}(A);$ 
(iii) $H_{[a, \infty)}^{-1/2}(A) = W_+ \oplus V_-^{1/2},$ 
$L_{[a, \infty)}^2(A) = W_+ \oplus V_+,$ 
$H_{[a, \infty)}^{1/2}(A) = W_+ \oplus V_+^{1/2},$ where the second decomposition is $L^2$-orthogonal;

(iv) the perfect pairing between $H^{1/2}(\partial M, E)$ and $H^{-1/2}(\partial M, E)$ restricts to a perfect pairing between $V_-^{1/2}$ and $V_+^{-1/2}$;

(v) there exists a continuous linear map $g : V_-^{1/2} \to V_+^{1/2}$ such that
$$B = W_+ \oplus \{v + gv \mid v \in V_-^{1/2}\}.$$
PROOF. Since $B$ is closed in $\hat{H}(A)$ and contained in $H^{1/2}(\partial M, E)$, there is an estimate

$$\|\varphi\|_{H^{1/2}(\partial M)} \leq C\|\varphi\|_{\hat{H}(A)} \leq C'(\|Q_{(-\infty,a)}\varphi\|_{H^{1/2}(\partial M)} + \|Q_{[a,\infty)}\varphi\|_{H^{-1/2}(\partial M)})$$

for all $\varphi \in B$. Since $B \subset H^{1/2}(\partial M, E)$ is closed, the linear map

$$Q_{[a,\infty)} : B \rightarrow H^{1/2}_{[a,\infty)}(A) \hookrightarrow H^{-1/2}_{[a,\infty)}(A)$$

is compact by Rellich’s theorem. It follows from Proposition A.3 that (iv), and the second part of (i).

Since $W_+ \subset H^{1/2}_{[a,\infty)}(A)$ is finite-dimensional, Lemma A.4 implies (iii), (iv), and the second part of (i).

Let $G$ be the $L^2$-orthogonal complement of $W_+$ in $B$. Then $B = W_+ \oplus G$ and $Q_{(-\infty,a)} : G \rightarrow V_{-1/2}$ is an isomorphism. Compose its inverse $V_{-1/2} \rightarrow G$ with $Q_{[a,\infty)} : G \rightarrow H^{1/2}_{[a,\infty)}(A)$ to obtain a continuous linear map $g : V_{-1/2} \rightarrow H^{1/2}_{[a,\infty)}(A)$. Since $G$ is $L^2$-orthogonal to $W_+$ and since $V_+$ is the $L^2$-orthogonal complement of $W_+$ in $L^2_{[a,\infty)}(A)$ by (iii), the map $g$ takes values in $V_{+1/2}$. In conclusion,

$$B = W_+ \oplus \{v + gv \mid v \in V_{-1/2}\},$$

where $g$ is now considered as a continuous linear map $V_{-1/2} \rightarrow V_{+1/2}$. \hfill \Box

7.4. Boundary regularity.

LEMMA 7.14. Let $B \subset H^{1/2}(\partial M, E)$ be an elliptic boundary condition. Let $s \geq 1/2$. Then the following are equivalent:

(i) There exist $V_{\pm}$, $W_{\pm}$, and $g$ for $B$ as in Definition 7.5 such that $W_+ \subset H^s(\partial M, E)$ and $g(V_-) \subset V_+^s$.

(ii) For all $V_{\pm}$, $W_{\pm}$, and $g$ for $B$ as in Definition 7.5, we have that $W_+ \subset H^s(\partial M, E)$ and $g(V_-) \subset V_+^s$.

(iii) For all $\varphi \in B$ with $Q_{(-\infty,0)}(\varphi) \in H^s(\partial M, E)$, we have $\varphi \in H^s(\partial M, E)$.

PROOF. Clearly, (ii) implies (i). We show that (i) implies (iii). Let $V_{\pm}$, $W_{\pm}$, and $g$ be as in (i). Let $\varphi \in B$ with $Q_{(-\infty,0)}(\varphi) \in H^s(\partial M, E)$. We have to show $\varphi \in H^s(\partial M, E)$. Write $\varphi = w_+ + v_+ + gv_-$ with $w_+ \in W_+$ and $v_- \in V_-$. Since $V_+ \subset L^2_{[a,\infty)}(A)$ for some $a \geq 0$, we have

$$Q_{(-\infty,-a)}(\varphi) = Q_{(-\infty,-a)}(w_+ + v_-)$$
and thus, using \( V_- \subset L^2_{(-\infty,0)}(A) \),

\[
 v_- = Q_{(-\infty,0)}(v_-) \\
= Q_{(-\infty,-\alpha)}(v_-) + Q_{[-\alpha,0]}(v_-) \\
= Q_{(-\infty,-\alpha)}(\varphi) - Q_{(-\infty,-\alpha)}(w_+) + Q_{[-\alpha,0]}(v_-) \\
= Q_{(-\infty,0)}(\varphi) - Q_{[-\alpha,0]}(\varphi) - Q_{(-\infty,-\alpha)}(w_+) + Q_{[-\alpha,0]}(v_-).
\]

Since for bounded intervals \( I \) the projection \( Q_I \) takes values in smooth sections and since \( w_+ \in H^s(\partial M, E) \), all four terms on the right hand side are contained in \( H^s(\partial M, E) \). Hence \( v_- \in H^s(\partial M, E) \). By the assumption on \( g \), we also have \( gv_- \in H^s(\partial M, E) \) and therefore \( \varphi \in H^s(\partial M, E) \).

It remains to show that (iii) implies (ii). Let \( V_\pm, W_\pm \), and \( g \) be for \( B \) as in Definition 7.5. Since \( W_+ \subset L^2_{[-\alpha,\infty)}(A) \), we have for \( w_+ \in W_+ \) that

\[
 Q_{(-\infty,0)}(w_+) = Q_{[-\alpha,0]}(w_+) \in C^\infty(\partial M, E).
\]

By (iii), \( w_+ \in H^s(\partial M, E) \). Hence \( W_+ \subset H^s(\partial M, E) \).

Now let \( v_- \in V^s_- \). Then \( v_- + gv_- \in B \) and

\[
 Q_{(-\infty,0)}(v_- + gv_-) = Q_{(-\infty,0)}(v_-) + Q_{[-\alpha,0]}(gv_-) \in H^s(\partial M, E).
\]

Again by (iii), \( v_- + gv_- \in H^s(\partial M, E) \) and therefore \( gv_- \in H^s(\partial M, E) \). This shows \( g(V^s_-) \subset V^s_+ \). \hfill \Box

**Definition 7.15.** An elliptic boundary condition \( B \subset H^{1/2}(\partial M, E) \) is called \((s + 1/2)-regular\) if the assertions in Lemma 7.14 hold for \( B \) and for \( B^{ad} \). If \( B \) is \((s + 1/2)-regular\) for all \( s \geq 1/2 \), then \( B \) is called \( \infty\)-regular.

**Remarks 7.16.** (a) An elliptic boundary condition \( B \subset H^{1/2}(\partial M, E) \) is \((s + 1/2)-regular\) if and only if for some (or equivalently all) \( V_\pm, W_\pm \), and \( g \) as in Definition 7.5 we have \( W_+ \cup W_- \subset H^s(\partial M, E) \) and \( g(V^s_-) \subset V^s_+ \) as well as \( g^*(V^s_+) \subset V^s_- \). In this case, \( g \) and \( g^* \) are continuous with respect to the \( H^s \)-norm.

(b) If \( B \) is \((s + 1/2)-regular\), then so is \( B^{ad} \).

(c) By definition, every elliptic boundary condition is 1-regular. By interpolation one sees that if \( B \) is \((s + 1/2)-regular\), then \( B \) is also \( t\)-regular for all \( 1 \leq t \leq s + 1/2 \).

**Theorem 7.17** (Higher boundary regularity). Assume the Standard Setup 1.5 and that \( D \) and \( D^* \) are complete. Let \( m \in \mathbb{N} \) and \( B \subset H^{1/2}(\partial M, E) \) be an \( m\)-regular elliptic boundary condition for \( D \).

Then, for all \( 0 \leq k < m \) and \( \Phi \in \text{dom}(D^\max) \), we have

\[
\mathcal{A}(\Phi) \in B \quad \text{and} \quad D^\max \Phi \in H^k_{\text{loc}}(M, F) \quad \Longrightarrow \quad \Phi \in H^{k+1}_{\text{loc}}(M, E).
\]
PROOF. Since $B$ is an $m$-regular elliptic boundary condition, Theorem 7.11, Lemma 7.14, and (c) in Remark 7.16 above imply that we have an orthogonal decomposition

$$H_{(-\infty,0)}(A) = V_- \oplus W_- \quad \text{and} \quad H_{[0,\infty)}(A) = V_+ \oplus W_+$$

with $W_\pm \subset H^{m-1/2}(\partial M, E)$ of finite dimension and a bounded linear map $g : V_- \to V_+$ with $g(V_-^{k+1/2}) \subset V_+^{k+1/2}$ and $g^*(V_+^{k+1/2}) \subset V_-^{k+1/2}$ for all $0 \leq k < m$ such that

$$B = W_+ \oplus \{v + gv \mid v \in V_-^{1/2}\},$$

$$\sigma_0^*(B^{\ad}) = W_- \oplus \{u - g^*u \mid u \in V_+^{1/2}\}.$$  

It is no loss of generality to enlarge $B$ by extending $g$ along $W_-$ by 0. Hence we may assume that $V_- = H_{(-\infty,0)}(A)$ and $W_- = \{0\}$.

We identify a small collar about the boundary with $Z_{[0,\rho]} = [0, \rho] \times \partial M$, where $0 < \rho < r$ and $r$ is as in Lemma 2.4. Assume first that we have constant coefficients $D = D_0$ over $Z_{[0,\rho]}$.

At the “right end” $t = \rho$ we impose the boundary condition $B_\rho = H_{(0,\infty)}(A)$, at the “left end” $t = 0$ we impose $B$. Since $V_- = H_{(-\infty,0)}(A)$, we have for $\Phi$ with $\mathcal{R}(\Phi) = \Phi(0) \in B$, 

$$Q_{[0,\infty)}(\mathcal{R}(\Phi)) = gQ_{(-\infty,0)}(\mathcal{R}(\Phi)) + P_{W_+}(\mathcal{R}(\Phi)),$$

where $P_{W_+} : L^2(\partial M, E) \to W_+$ is the orthogonal projection. Using this and Proposition 6.9 one easily checks that the maps

$$\mathcal{F}_{B,0} : H^{k+1}(Z_{[0,\rho]}, E; B \oplus B_\rho) \to H^k(Z_{[0,\rho]}, F) \oplus W_+,$$

$$\mathcal{F}_{B,0}(\Phi) := (D_0\Phi, P_{W_+}\mathcal{R}(\Phi)),$$

and

$$\mathcal{G}_{B,0} : H^k(Z_{[0,\rho]}, F) \oplus W_+ \to H^{k+1}(Z_{[0,\rho]}, E; B \oplus B_\rho),$$

$$\mathcal{G}_{B,0}(\Psi, \varphi) := S_0\Psi + \exp(-tA)(gQ_{(-\infty,0)}(\mathcal{R}(S_0\Psi)) + \varphi),$$

are inverse to each other for all $k \in \mathbb{N}$. Hence $\mathcal{F}_{B,0}$ is an isomorphism for all $k \in \mathbb{N}$.

Passing now to variable coefficients, we compare with constant coefficients. We still let $B_\rho$ on the right side of $Z_{[0,\rho]}$ be defined with respect to $A$. Arguing as in the proof of Lemma 6.10, we find that

$$\mathcal{F}_B : H^{k+1}(Z_{[0,\rho]}, E; B \oplus B_\rho) \to H^k(Z_{[0,\rho]}, E) \oplus W_+,$$

$$\mathcal{F}_B(\Phi) := ((D - \sigma_0R_0)\Phi, P_{W_+}\mathcal{R}(\Phi)),$$

is also an isomorphism for $0 \leq k < m$ and $\rho$ small enough. Denote the inverse of $\mathcal{F}_B$ by $\mathcal{G}_B$.

Suppose now that $\mathcal{R}(\Phi) \in B$ and $D\Phi \in H^k_{\text{loc}}(M, F)$. We only need to show that $\Phi$ is $H^{k+1}$ near $\partial M$. Multiplying by a smooth cut-off function, we can assume that the support of $\Phi$ lies inside $Z_{[0,\rho]}$ and does not intersect
the right part of the boundary of $Z_{[0,\rho]}$. Then $\Phi \in H^1(Z_{[0,\rho]}, E; B \oplus B\rho)$ by Theorem 6.7 (iii) because $B \subset H^{1/2}(\partial M, E)$. By induction on $k$, we can also assume that $\Phi \in H^k(Z_{[0,\rho]}, E)$. Then

$$\mathcal{F}_B(\Phi) = ((D - \sigma_0 R_0)\Phi, P_{W_+} A(\Phi)) \in H^k(Z_{[0,\rho]}, F) \oplus W_+$$

and therefore

$$\Phi = \mathcal{G}_B(\mathcal{F}_B(\Phi)) \in H^{k+1}(Z_{[0,\rho]}, E; B \oplus B\rho).$$

□

**Corollary 7.18.** Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Let $B \subset H^{1/2}(\partial M, E)$ be an $\infty$-regular elliptic boundary condition for $D$.

Then each $\Phi \in \text{dom}(D_{\text{max}})$ with $D_{\text{max}}\Phi = 0$ and $A(\Phi) \in B$ is smooth up to the boundary.

**Proof.** By standard elliptic regularity theory, $\Phi$ is smooth in the interior of $M$. Theorem 7.17 shows that $\Phi \in H^{m}_{\text{loc}}(M, E)$ for all $m$. The Sobolev embedding theorem now implies that $\Phi$ is smooth up to the boundary. □

## 7.5. Local and pseudo-local boundary conditions.

**Definition 7.19.** We say that $B \subset H^{1/2}(\partial M, E)$ is a local boundary condition if there is a subbundle $E' \subset E|_{\partial M}$ such that

$$B = H^{1/2}(\partial M, E').$$

More generally, we call $B$ pseudo-local if there is a classical pseudo-differential operator $P$ of order 0 acting on sections of $E$ over $\partial M$ inducing an orthogonal projection on $L^2(\partial M, E)$ such that

$$B = P(H^{1/2}(\partial M, E)).$$

**Theorem 7.20.** Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Let $P$ be a classical pseudo-differential operator of order zero acting on section of $E$ over $\partial M$. Suppose that $P$ induces an orthogonal projection in $L^2(\partial M, E)$. Then the following are equivalent:

(i) $B = P(H^{1/2}(\partial M, E))$ is an elliptic boundary condition for $D$.

(ii) For some (and then all) $a \in \mathbb{R}$, $P - Q_{[a, \infty)} : L^2(\partial M, E) \to L^2(\partial M, E)$ is a Fredholm operator.

(iii) For some (and then all) $a \in \mathbb{R}$, $P - Q_{[a, \infty)} : L^2(\partial M, E) \to L^2(\partial M, E)$ is an elliptic classical pseudo-differential operator of order zero.

(iv) For all $\xi \in T^*_x \partial M \setminus \{0\}, x \in \partial M$, the principal symbol $\sigma_P(\xi) : E_x \to E_x$ restricts to an isomorphism from the sum of the eigenspaces to the negative eigenvalues of $i\sigma_A(\xi)$ onto its image $\sigma_P(\xi)(E_x)$. 

Remarks 7.21. (a) Variants of the equivalence of (i) with (ii) are contained in [Gi, pp. 75–77], [BL2, Thm. 5.6], and [BBC, Thm. 1.95]. A special case of the equivalence of (ii) with (iv) is contained in [BL2, Thm. 7.2].

(b) Not every elliptic boundary condition is pseudo-local, i.e., the orthogonal projection onto an elliptic boundary condition B is not always given by a pseudo-differential operator. For example, let \( V = L^2(-\infty, 0)(A) \), \( W_+ = 0 \), and \( g = 0 \). Choose \( \varphi \in H^{1/2}(\Omega) \) which is not smooth, put \( W_+ = \mathbb{C} \cdot \varphi \) and let \( V_+ \) be the orthogonal complement of \( W_+ \) in \( L^2_{(-\infty, \infty)}(A) \). Each eigensection for \( A \) to a positive eigenvalue which occurs in the spectral decomposition of \( \varphi \) is a smooth section which is mapped by \( P \) to a nontrivial multiple of \( \varphi \). If \( P \) were pseudo-differential it would map smooth sections to smooth sections.

Proof of Theorem 7.20. The equivalence of (ii) and (iii) follows from Theorems 19.5.1 and 19.5.2 in [Hö].

It is known that the spectral projection \( Q := Q_{[a, \infty)} \), \( a \in \mathbb{R} \), is a classical pseudo-differential operator of order zero and that its principal symbol \( i\sigma_Q(\xi) \), \( \xi \in T^*\partial M \setminus \{0\} \), is the orthogonal projection onto the sum of the eigenspaces of positive eigenvalues of \( i\sigma_A(\xi) \), see [APS, p. 48] together with [Se] or [BW, Prop. 14.2]. Both, \( i\sigma_P(\xi) \) and \( i\sigma_Q(\xi) \), are orthogonal projections. Hence \( i\sigma_{P-Q}(\xi) = i\sigma_P(\xi) - i\sigma_Q(\xi) \) is an isomorphism if and only if \( i\sigma_P(\xi) \) induces an isomorphism between its image and the orthogonal complement of the image of \( i\sigma_Q(\xi) \). This shows the equivalence of (iii) and (iv).

It remains to show the equivalence of (i) with the other conditions. We show that (iii) implies (i). We check the first characterization in Theorem 7.11. First we observe that if \( \varphi_j \in B \) converge in \( H^{1/2}(\partial M, E) \) to an element \( \varphi \), then \( \varphi_j = P(\varphi_j) \rightarrow P(\varphi) \in B \), hence \( B \) is closed in \( H^{1/2}(\partial M, E) \).

Since \( P - Q \) is elliptic of order zero, it has a parametrix \( R \), that is, \( R \) is a classical pseudo-differential operator of order zero such that \( R(P - Q) = \text{id} + S \), where \( S \) is a smoothing operator. For \( \varphi \in B \) we have

\[
\|\varphi\|_{H^{1/2}(\partial M)} \leq \|(\text{id} + S)\varphi\|_{H^{1/2}(\partial M)} + \|S\varphi\|_{H^{1/2}(\partial M)} = \|R(P - Q)\varphi\|_{H^{1/2}(\partial M)} + \|S\varphi\|_{H^{1/2}(\partial M)} \leq C_1 \cdot \left( \|(P - Q)\varphi\|_{H^{1/2}(\partial M)} + \|\varphi\|_{H^{-1/2}(\partial M)} \right) = C_1 \cdot \left( \|\text{id} - Q\varphi\|_{H^{1/2}(\partial M)} + \|\varphi\|_{H^{-1/2}(\partial M)} \right) \leq C_2 \cdot \|\varphi\|_{\tilde{H}(A)}.
\]

Thus the \( H^{1/2} \) and \( \tilde{H} \)-norms are equivalent on \( B \), hence \( B \) is closed in \( \tilde{H}(A) \).

Now let \( \psi \in \sigma_0^*(B^\text{ad}) \). Then \( \psi \in \tilde{H}(A) \), and we have for all \( \varphi \in H^{1/2}(A) \):

\[
0 = (P\varphi, \psi) = (\varphi, P\psi).
\]
Hence $P\psi = 0$ and thus $(P-Q)(\psi) = -Q(\psi) \in H^{1/2}(A)$ since $\psi \in \dot{H}(A)$. Therefore
\[
\psi = (\text{id} + S)\psi - S\psi = R(P-Q)\psi - S\psi \in H^{1/2}(\partial M, E).
\]
Thus $\sigma_0^*(B^{ad}) \subset H^{1/2}(\partial M, E)$. Hence $B^{ad} \subset H^{1/2}(\partial M, F)$ and (i) follows.

Finally, we show that (i) implies (ii). Let $L^2(\partial M, E) = V_- \oplus W_- \oplus V_+ \oplus W_+$ and $B = P(H^{1/2}(\partial M, E)) = W_+ \oplus \Gamma(g)^{1/2}$, hence $P(L^2(\partial M, E)) = W_+ \oplus \Gamma(g)$. Since the sum of a Fredholm operator and a finite-rank-operator is again a Fredholm operator and since $W_+$ and $W_-$ are finite-dimensional, we can assume without loss of generality that $W_+ = W_- = 0$. Let $a \in \mathbb{R}$ such that $V_- \subset L^2_{(-\infty,a]}(A)$ and $V_+ \subset L^2_{[a,\infty)}(A)$. Since $L^2_{[a,\infty)}(A)$ is finite-dimensional, we can furthermore assume that $a = 0$, $V_- = L^2_{(-\infty,0)}(A)$, and $V_+ = L^2_{[0,\infty)}(A)$. With respect to the splitting $L^2(\partial M, E) = V_- \oplus V_+$ we have
\[
Q = \begin{pmatrix} 0 & 0 \\ 0 & \text{id} \end{pmatrix}
\quad \text{and, by (65),} \quad P = \begin{pmatrix} \text{id} & 0 \\ g & 0 \end{pmatrix} \begin{pmatrix} \text{id} & -g^* \\ g & \text{id} \end{pmatrix}^{-1},
\]
hence
\[
P - Q = \begin{pmatrix} \text{id} & 0 \\ 0 & -\text{id} \end{pmatrix} \begin{pmatrix} \text{id} & -g^* \\ g & \text{id} \end{pmatrix}^{-1}
\]
is an isomorphism. \hfill \Box

**Corollary 7.22.** Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Let $E' \subset E|_{\partial M}$ be a subbundle and let $P : E|_{\partial M} \to E'$ be the fiberwise orthogonal projection.

If $(D, \text{id} - P)$ is an elliptic boundary value problem in the classical sense of Lopatinsky and Shapiro, then $B = H^{1/2}(\partial M, E')$ is a local elliptic boundary value condition in the sense of Definition 7.5.

**Proof.** We use a boundary defining function $t$ as in Lemma 2.4. Let $(D, \text{id} - P)$ be an elliptic boundary value problem in the classical sense of Lopatinsky and Shapiro, see e.g. [Gl, Sec. 1.9]. This means that the rank of $E'$ is half of that of $E$ and that, for any $x \in \partial M$, any $\eta \in T^*_x \partial M \setminus \{0\}$, and any $\varphi \in (E'_x)^\perp$, there is a unique solution $f : [0,\infty) \to E_x$ to the ordinary differential equation
\[
(69) \quad \left(i\sigma_A(\eta) + \frac{d}{dt}\right)f(t) = 0
\]
such that
\[
(id - P)f(0) = \varphi \quad \text{and} \quad \lim_{t \to \infty} f(t) = 0.
\]
Recall from Definition 1.4 that $i\sigma_A(\eta)$ is Hermitian, hence diagonalizable with real eigenvalues. The solution to (69) is given by $f(t) = \exp(-i\sigma_A(\eta))\varphi$. The condition $\lim_{t \to \infty} f(t) = 0$ is therefore equivalent to $\varphi$ lying in the sum
of the eigenspaces to the positive eigenvalues of $i\sigma_A(\eta)$. This shows criterion (iv) of Theorem 7.20. □

As a direct consequence of Theorem 7.20 (iv) we obtain

**Corollary 7.23.** Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Let $E|\partial M = E' \oplus E''$ be a decomposition such that $\sigma_A(\xi)$ interchanges $E'$ and $E''$ for all $\xi \in T^*\partial M$.

Then $B' := H^{1/2}(\partial M, E')$ and $B'' := H^{1/2}(\partial M, E'')$ are local elliptic boundary conditions for $D$. □

This corollary applies, in particular, if $A$ itself interchanges sections of $E'$ and $E''$.

Solutions to elliptic equations under pseudo-local elliptic boundary conditions have optimal regularity properties. Namely, we have

**Proposition 7.24.** Every pseudo-local elliptic boundary condition is $\infty$-regular.

**Proof.** Let $B$ be a pseudo-local elliptic boundary condition, and let $s \geq 1/2$. We show that $B$ is $(s + 1/2)$-regular by checking criterion (iii) of Lemma 7.14. Let $\varphi \in B$ with $Q_{(-\infty,0)}(\varphi) \in H^s(\partial M, E)$. Since $B$ is pseudo-local, there is a classical pseudo-differential operator $P$ of order 0 inducing an orthogonal projection on $L^2(\partial M, E)$ such that $B = P(H^{1/2}(\partial M, E))$ and such that $P - Q_{[0,\infty)} : L^2(\partial M, E) \to L^2(\partial M, E)$ is elliptic, see criterion (iii) in Theorem 7.20. Now, since $P\varphi = \varphi$,

$$(P - Q_{[0,\infty)})(\varphi) = \varphi - Q_{[0,\infty)}(\varphi) = Q_{(-\infty,0)}(\varphi) \in H^s(\partial M, E).$$

Ellipticity of $P - Q_{[0,\infty)}$ implies that $\varphi \in H^s(\partial M, E)$. □

### 7.6. Examples

We start with examples of well-known local boundary conditions of great geometric significance. They are all of the form described in Corollary 7.23.

**Example 7.25 (Differential forms).** Let $M$ carry a Riemannian metric $g$ and let

$$E = \bigoplus_{j=0}^n \Lambda^j T^* M \otimes_{\mathbb{R}} \mathbb{C} = \Lambda^* T^* M \otimes_{\mathbb{R}} \mathbb{C}$$

be the complexification of the sum of the form bundles over $M$. The operator is given by $D = d + d^*$, where $d$ denotes exterior differentiation and $d^*$ is its formal adjoint with respect to the volume element of $g$.

Let $T$ be the interior unit normal vector field along the boundary $\partial M$ and let $\tau$ be the associated unit conormal one-form. Then $\sigma_T$ is symmetric with respect to $T$ along the boundary. For each $x \in \partial M$ and $j$ we have a canonical identification

$$\Lambda^j T^*_x M = \Lambda^j T^*_x \partial M \oplus \tau(x) \wedge \Lambda^{j-1} T^*_x \partial M, \quad \varphi = (\varphi)^{\text{tan}} + \tau(x) \wedge (\varphi)^{\text{nor}}.$$

The local boundary condition corresponding to the subbundle \( E' := \Lambda^* M \otimes \mathbb{C} \subset E_{\partial M} \) is called the absolute boundary condition,
\[
B_{\text{abs}} = \{ \varphi \in H^{1/2}(\partial M, E) \mid (\varphi)_{\text{nor}} = 0 \},
\]
while \( E'' := \tau \wedge \Lambda^* \partial M \otimes \mathbb{C} \subset E_{\partial M} \) yields the relative boundary condition,
\[
B_{\text{rel}} = \{ \varphi \in H^{1/2}(\partial M, E) \mid (\varphi)_{\text{tan}} = 0 \}.
\]
Both boundary conditions are known to be elliptic in the classical sense, see e. g. [Gi, Lemma 4.1.1]. Indeed, for \( \xi \in T^* \partial M \), \( \sigma_D(\xi) \) leaves the subbundles \( E' \) and \( E'' \) invariant while \( \sigma_D(\tau) \) interchanges them. Hence, by (29), \( \sigma_A(\xi) \) interchanges \( E' \) and \( E'' \).

**Example 7.26 (Chirality conditions).** Let \( M \) be a Riemannian spin manifold and \( D \) be the Dirac operator acting on spinor fields, i.e., sections of the spinor bundle \( E = F = \Sigma M \). We say that a morphism \( G : \Sigma M |_{\partial M} \to \Sigma M |_{\partial M} \) is a boundary chirality operator if \( G \) is an orthogonal involution of \( E \) such that
\[
\sigma_D(\tau) \circ G = G \circ \sigma_D(\tau) \quad \text{and} \quad \sigma_D(\xi) \circ G = -G \circ \sigma_D(\xi), \quad \text{for all} \ \xi \in T^* \partial M.
\]
Now let \( G \) be a chirality operator of \( E \) as above and \( E' \) and \( E'' \) be the subbundles of \( E \) given by the \( \pm 1 \)-eigenspaces of \( G \). The displayed properties of \( G \) show that \( \sigma_A(\xi) = \sigma_D(\tau)^{-1} \circ \sigma_D(\xi) \) interchanges the two subbundles. Corollary 7.23 then implies that both subbundles give rise to local elliptic boundary conditions for \( D \).

For instance, Clifford multiplication with \( i \) times the exterior unit normal field yields a chirality operator along \( \partial M \). The resulting boundary condition is sometimes called the MIT-bag condition.

Chirality conditions have been used to show the positivity of the ADM mass on asymptotically flat manifolds [GHHP, He] (using an idea of Witten [Wi]). Eigenvalue estimates for the Dirac operator under selfadjoint chirality boundary conditions have been derived in [HMZ, HMR].

We now discuss examples of pseudo-local boundary conditions.

**Example 7.27 (Generalized Atiyah-Patodi-Singer boundary conditions).** In Example 7.6 we have seen that the Atiyah-Patodi-Singer boundary conditions are elliptic in the sense of Definition 7.5. More generally, fix \( a \in \mathbb{R} \) and put \( V_- = L^2_{(-\infty, a)}(A) \), \( V_+ = L^2_{[a, \infty)}(A) \), \( W_- = W_+ = 0 \), and \( g = 0 \). Then we have
\[
B = B(a) := H^{1/2}_{(-\infty, a)}(A).
\]
These elliptic boundary conditions are known as generalized Atiyah-Patodi-Singer boundary conditions. As remarked in the proof of Theorem 7.20 these boundary conditions are pseudo-local by [APS, p. 48] together with [Se] or by [BW, Prop. 14.2].
Example 7.28 (Transmission conditions). Let \((M, \mu)\) be a measured manifold. For the sake of simplicity, assume that the boundary of \(M\) is empty, even though this is not really necessary. Let \(N \subset M\) be a compact hypersurface with trivial normal bundle. Cut \(M\) along \(N\) to obtain a measured manifold \(M'\) with boundary. The boundary \(\partial M'\) consists of two copies \(N_1\) and \(N_2\) of \(N\). We may write \(M' = (M \setminus N) \cup N_1 \cup N_2\).

Let \(E, F \to M\) be Hermitian vector bundles and \(D : C^\infty(M, E) \to C^\infty(M, F)\) a linear elliptic differential operator of first order. We get induced bundles \(E' \to M'\) and \(F' \to M'\) and an elliptic operator \(D' : C^\infty(M', E') \to C^\infty(M', F')\). For \(\Phi \in H^1_{\text{loc}}(M, E)\) we get \(\Phi' \in H^1_{\text{loc}}(M', E')\) such that \(\Phi'|_{N_1} = \Phi'|_{N_2}\). We use this as a boundary condition for \(D'\) on \(M'\). We set \(B := \{(\varphi, \phi) \in H^{1/2}(N_1, E) \oplus H^{1/2}(N_2, E) \mid \varphi \in H^{1/2}(N, E)\}\).

Here we used the canonical identification \(H^{1/2}(N_1, E) = H^{1/2}(N_2, E) = H^{1/2}(N, E)\).

Now we assume that \(D'\) is boundary symmetric with respect to some interior vector field \(T\) along \(N = N_1\). This corresponds to a condition on the principal symbol of \(D\) along \(N\). It is satisfied e.g. if \(D\) is of Dirac type. Let \(A = A_0 \oplus -A_0\) be an adapted boundary operator for \(D'\). Here \(A_0\) is a selfadjoint
elliptic operator on $C^\infty(N, E) = C^\infty(N_1, E')$ and similarly $-A_0$ on $C^\infty(N, E) = C^\infty(N_2, E')$. The sign is due to the opposite relative orientations of $N_1$ and $N_2$ in $M'$.

To see that $B$ is an elliptic boundary condition, put

$$V_+ := L^2_{(0, \infty)}(A_0 \oplus -A_0) = L^2_{(0, \infty)}(A_0) \oplus L^2_{(-\infty, 0)}(A_0),$$

$$V_- := L^2_{(-\infty, 0)}(A_0 \oplus -A_0) = L^2_{(-\infty, 0)}(A_0) \oplus L^2_{(0, \infty)}(A_0),$$

$$W_+ := \{(\varphi, \varphi) \in \ker(A_0) \oplus \ker(A_0)\},$$

$$W_- := \{(\varphi, -\varphi) \in \ker(A_0) \oplus \ker(A_0)\},$$

and

$$g : V_+^{1/2} \to V_-^{1/2}, \quad g = \begin{pmatrix} 0 & \text{id} \\ \text{id} & 0 \end{pmatrix}.$$
Examples 8.3. (a) By definition, if $M$ is compact, then $D$ is coercive at infinity.

(b) Coercivity at infinity of a Dirac type operator $D : C^\infty(M, E) \to C^\infty(M, F)$ can be shown using a Weitzenböck formula. This is a formula of the form

$$D^*D = \nabla^*\nabla + \mathcal{K}$$

where $\nabla$ is a connection on $E$ and $\mathcal{K}$ is a symmetric endomorphism field on $E$. Now if, outside a compact subset $K \subset M$, all eigenvalues of $\mathcal{K}$ are bounded below by a constant $c > 0$, then we have, for all $\Phi \in C_0^\infty(M, E)$ with support disjoint from $K$,

$$\|D\Phi\|_{L^2(M)}^2 = \|\nabla\Phi\|_{L^2(M)}^2 + (\mathcal{K}\Phi, \Phi)_{L^2(M)} \geq c\|\Phi\|_{L^2(M)}^2.$$

Hence $D$ is coercive at infinity.

Lemma 8.4. The operator $D$ is coercive at infinity if and only if there is no sequence $(\Phi_n)$ in $C_0^\infty(M, E)$ such that

$$\|\Phi_n\|_{L^2(M)} = 1 \quad \text{and} \quad \lim_{n \to \infty} \|D\Phi_n\|_{L^2(M)} = 0$$

and such that, for any compact subset $K \subset M$, we have

$$\text{supp } \Phi_n \cap K = \emptyset$$

for all sufficiently large $n$.

Proof. Choose an exhaustion of $M$ by compact sets $K_1 \subset K_2 \subset \cdots \subset M$. If $D$ is not coercive at infinity, then for each $n$ there exists $\Phi_n$ with $\text{supp } \Phi_n \cap K_n = \emptyset$ and $\|\Phi_n\|_{L^2(M)} > n\|D\Phi_n\|_{L^2(M)}$. Normalizing $\Phi_n$, we obtain a sequence as in Lemma 8.4.

Conversely, a sequence as in Lemma 8.4 directly violates the condition in Definition 8.2.

Theorem 8.5. Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete. Let $B \subset H^{1/2}(\partial M, E)$ be an elliptic boundary condition for $D$.

Then $D$ is coercive at infinity if and only if

$$D_B : H^1_D(M, E; B) \to L^2(M, F)$$

has finite-dimensional kernel and closed image. In this case

$$\text{ind } D_B = \dim \ker D_B - \dim \ker (D^*)_{B^\text{eval}} \in \mathbb{Z} \cup \{-\infty\}.$$

Proof. Suppose first that $D$ is coercive at infinity. We want to apply Proposition A.3. Let $(\Phi_n)$ be a bounded sequence in $H^1_D(M, E; B)$ such that $D\Phi_n \to \Psi \in L^2(M, F)$. We have to show that $(\Phi_n)$ has a convergent subsequence in $H^1_D(M, E)$.

Passing to a subsequence if necessary, we can assume, by the Rellich embedding theorem, that there is a section $\Phi \in L^2_{\text{loc}}(M, E)$ such that $\Phi_n \to \Phi$ in $L^2_{\text{loc}}(M, E)$. Choose a compact subset $K \subset M$ and a constant $C$ as in
It follows that \((\Phi_n)\) are Fredholm operators with the same index as \(\Phi\) and \(\Phi_m\) in the \(D\) and \(C\) respectively. Since, on the other hand, \(\Phi_n - \Phi_m\) has finite-dimensional kernel and closed image.

Suppose now that \(D\) is not coercive at infinity. Let \((\Phi_n)\) be a sequence as in Lemma 8.4. By the assumption on the support of \(\Phi_n\), \(\Phi_n \to 0\) in \(L^2(M, E)\). Hence, \(\Phi_n\) converges in the graph norm of \(D\), and therefore in \(H^1_D(M, E)\). By the implication (iii) \(\Rightarrow\) (i) of Proposition A.3, \(D_B\) has finite-dimensional kernel and closed image.

The following corollary is immediate from Proposition A.1.

**Corollary 8.6.** Assume the Standard Setup 1.5 and that \(D\) and \(D^*\) are complete and coercive at infinity. Let \(B \subset H^{1/2}(\partial M, E)\) be an elliptic boundary condition for \(D\). Then

\[
D_B : H^1_D(M, E; B) \to L^2(M, F)
\]

is a Fredholm operator and

\[
\text{ind } D_B = \dim \ker D_B - \dim \ker(D^*)_{\text{B-ad}} \in \mathbb{Z}.
\]

The following corollary is immediate from Proposition A.1.

**Corollary 8.7.** Assume the Standard Setup 1.5 and that \(D\) and \(D^*\) are complete and coercive at infinity. Let \(B \subset H^{1/2}(\partial M, E)\) be an elliptic boundary condition for \(D\). Let \(\tilde{C}\) and \(C\) be closed complements of \(B\) in \(\tilde{H}(A)\) and in \(H^{1/2}(\partial M, E)\), respectively. Let \(\tilde{P} : \tilde{H}(A) \to \tilde{H}(A)\) and \(P : H^{1/2}(\partial M, E) \to H^{1/2}(\partial M, E)\) be the projections with kernel \(B\) and image \(\tilde{C}\) and \(C\), respectively. Then

\[
\tilde{L} : \text{dom}(D_{\text{max}}) \to L^2(M, F) \oplus \tilde{C}, \quad \tilde{L} \Phi = (D_{\text{max}} \Phi, \tilde{P} \mathcal{R} \Phi),
\]

and

\[
L : H^1_D(M, E) \to L^2(M, F) \oplus C, \quad L \Phi = (D \Phi, P \mathcal{R} \Phi),
\]

are Fredholm operators with the same index as \(D_{B, \text{max}} = D_B\).  

Corollary 8.8. Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete and coercive at infinity. Let $B_1 \subset B_2 \subset H^{1/2}(\partial M, E)$ be elliptic boundary conditions for $D$. Then \( \dim(B_2/B_1) \) is finite and

$$\text{ind}(D_{B_2}) = \text{ind}(D_{B_1}) + \dim(B_2/B_1).$$

Proof. Choose closed complements $C_1$ and $C_2$ in $H^{1/2}((\partial M, E))$ of $B_1$ and $B_2$, respectively, such that $C_2 \subset C_1$. Then we have the following commutative diagram:

$$
\begin{array}{ccc}
L^2(M, E) \oplus C_1 & \xrightarrow{(D,Q_1)} & H^1_D(M, E) \\
\downarrow \downarrow \downarrow \downarrow \downarrow & & \downarrow \downarrow \downarrow \downarrow \\
L^2(M, E) \oplus C_2 & \xleftarrow{(D,Q_2)} & H^1(M, E)
\end{array}
$$

where $Q_j$ is $\mathcal{R}$ composed with the projection onto $C_j$ as in Corollary 8.7 and $\pi : C_1 \to C_2$ is the projection. Since $(D, Q_1)$ and $(D, Q_2)$ are Fredholm operators, $\text{id} \oplus \pi$ is one too. In particular,

$$\dim(B_2/B_1) = \dim(C_1/C_2) = \text{ind}(\pi) = \text{ind}(\text{id} \oplus \pi)$$

is finite. Moreover,

$$\text{ind}(D_{B_1}) = \text{ind}(D, Q_1) = \text{ind}(D, Q_2) - \text{ind}(\text{id} \oplus \pi) = \text{ind}(D_{B_2}) - \dim(B_2/B_1).$$

Example 8.9. Assume the Standard Setup 1.5 and that $D$ and $D^*$ are complete and coercive at infinity. Then we have, for generalized Atiyah-Patodi-Singer boundary conditions $B(a)$ and $B(b)$ with $a < b$,

$$\text{ind} D_{B(b)} = \text{ind} D_{B(a)} + \dim L^2_{[a,b)}(A).$$

8.2. Deformations of boundary conditions.

Definition 8.10. A family of boundary conditions $B_s \subset H^{1/2}(\partial M, E)$, $0 \leq s \leq 1$, is called a continuous family of boundary conditions if there exist isomorphisms

$$k_s : B_0 \to B_s,$$

where $k_0 = \text{id}$ and where the map $[0,1] \to \mathcal{L}(B_0, H^{1/2}(\partial M, E))$, $s \mapsto k_s$, is continuous. Here $\mathcal{L}(B_0, H^{1/2}(\partial M, E))$ denotes the Banach space of bounded operators from $B_0$ to $H^{1/2}(\partial M, E)$ equipped with the operator norm.
The following auxiliary isomorphisms allow us to consider families of operators between fixed spaces, i.e., spaces independent of the deformation parameter. This will be useful since it will allow us to apply the standard fact that the index of a continuous family of Fredholm operators has constant index.

**Lemma 8.11.** The map

\[ J_E : H^1_D(M, E; 0) \oplus H^{1/2}(\partial M, E) \to H^1_D(M, E), \]

\[ J_E(\Phi, \varphi) = \Phi + \varphi, \]

is an isomorphism. If \( B \subset H^{1/2}(\partial M, E) \) is an elliptic boundary condition, then the restriction

\[ J_{E,B} : H^1_D(M, E; 0) \oplus B \to H^1_D(M, E; B) \]

is again an isomorphism.

**Proof.** For \( \varphi \in H^{1/2}(\partial M, E) \), we have \( \varphi \in \text{dom}(D_{\text{max}}) \) by Lemma 6.1. By Theorem 6.7 (iii), \( \varphi \in H^1_D(M, E) \). Thus \( J_E \) maps indeed to \( H^1_D(M, E) \).

The inverse map of \( J_E \) is given by

\[ K_E : H^1_D(M, E) \to H^1_D(M, E; 0) \oplus H^{1/2}(\partial M, E), \]

\[ K_E(\Psi) = (\Psi - \varphi, \varphi). \]

Clearly, \( J_E(\Phi, \varphi) \in H^1_D(M, E; B) \) if and only if

\[ \varphi = \mathcal{R}(J_E(\Phi, \varphi)) \in B. \]

Hence \( J_E \) restricts to an isomorphism between \( H^1_D(M, E; 0) \oplus B \) and \( H^1_D(M, E; B) \). \( \square \)

**Theorem 8.12.** Assume the Standard Setup 1.5 and that \( D \) and \( D^* \) are complete and coercive at infinity. Let \( B_s \) be a continuous family of elliptic boundary conditions for \( D \).

Then, for all \( 0 \leq s \leq 1 \),

\[ \text{ind } D_{B_s} = \text{ind } D_{B_0}. \]

**Proof.** Let the \( k_s : B_0 \to B_s \) be as in Definition 8.10. Consider the commutative diagram of isomorphisms:

\[
\begin{array}{ccc}
H^1_D(M, E; 0) \oplus B_0 & \xrightarrow{J_{E,B_0}} & H^1_D(M, E; B_0) \\
\downarrow \text{id} \oplus k_s & & \downarrow K_s \\
H^1_D(M, E; 0) \oplus B_s & \xrightarrow{J_{E,B_s}} & H^1_D(M, E; B_s),
\end{array}
\]

where \( K_s(\Psi) = \Psi + \varphi(k_s(\mathcal{R}(\Psi)) - \mathcal{R}(\Psi)) \). Then the composition

\[ H^1_D(M, E; B_0) \xrightarrow{K_s} H^1_D(M, E; B_s) \xrightarrow{D_{B_s}} L^2(M, F) \]
is a continuous family of operators. Here continuity refers to the operator norm in \( \mathcal{L}(H^1_0(M,E;B_0),L^2(M,F)) \). Thus the index of \( D_{B_s} \circ K_s \) is constant. Since \( K_s \) is an isomorphism, \( \text{ind}(D_{B_s}) = \text{ind}(D_{B_s} \circ K_s). \)

Example 8.13. Writing an elliptic boundary condition \( B_1 \) as in Definition 7.5, we let \( B_0 := W_+ \oplus V^{1/2}_- \) and obtain a continuous deformation by keeping \( V_\pm \) and \( W_\pm \) constant and replacing the map \( g : V_- \to V_+ \) by \( sg \), \( 0 \leq s \leq 1 \). In other words,

\[
k_s : B_0 \to B_s, \quad k_s(\varphi + \psi) = \varphi + \psi + sg\psi,
\]

where \( \varphi \in W_+ \) and \( \psi \in V_- \). This allows us to reduce index computations to the case \( g = 0 \).

8.3. Fredholm pairs. Recall the generalized Atiyah-Patodi-Singer boundary conditions \( B(a), a \in \mathbb{R} \), from Example 1.16 (a) or Example 7.27. The next result illustrates the central role of this kind of boundary condition.

Theorem 8.14. Assume the Standard Setup 1.5 and that \( D \) and \( D^* \) are complete and coercive at infinity.

Let \( B \subset H^{1/2}(\partial M,E) \) be an elliptic boundary condition for \( D \). Let \( V_\pm \) and \( W_\pm \) be for \( B \) as in Theorem 7.11 (ii). In other words, \( L^2_{(-\infty,a})(A) = V_- \oplus W_+ \) and \( B = W_+ \oplus \Gamma(g)^{1/2} \), where \( g : V_- \to V_+ \). Then we have

\[
\text{ind}(D_B) = \text{ind}(D_{B(a)}) + \dim W_+ - \dim W_-.
\]

Proof. As explained in Example 8.13, we can assume without loss of generality that \( g = 0 \), i.e., \( B = W_+ \oplus V^{1/2}_- \). Consider one further boundary condition,

\[
B' := W_- \oplus W_+ \oplus V^{1/2}_- = H^{1/2}_{(-\infty,a)}(A) \oplus W_+ = B(a) \oplus W_+.
\]

Applying Corollary 8.8 twice we conclude

\[
\text{ind}(D_B) = \text{ind}(D_{B'}) - \dim W_- = \text{ind}(D_{B(a)}) + \dim W_+ - \dim W_-.
\]

We recall the notion of Fredholm pairs of subspaces. Let \( H \) be a Hilbert space and let \( X, Y \subset H \) be closed subspaces. Then \( (X,Y) \) is called a Fredholm pair if \( X \cap Y \) is finite-dimensional and \( X + Y \) has finite codimension. In particular, \( X + Y \) is closed. Intuitively, constituting a Fredholm pair means that \( X \) and \( Y \) are complements in \( H \) up to finite-dimensional errors. The number

\[
\text{ind}(X,Y) := \dim(X \cap Y) - \dim(H/(X + Y)) \in \mathbb{Z}
\]

Note that, in general, the sum of two closed subspaces in a Hilbert space need not be closed.
is called the index of the pair \((X, Y)\). If \((X, Y)\) is a Fredholm pair, then the orthogonal complements also form a Fredholm pair \((X^\perp, Y^\perp)\) and one has

\[
\text{ind}(X^\perp, Y^\perp) = -\text{ind}(X, Y).
\]

See [Ka, Ch. IV, §4] for a detailed discussion. Under the assumptions of Theorem 8.14, the pair \((L^2_{[a,\infty]}, \tilde{B})\), where \(\tilde{B}\) denotes the \(L^2\)-closure of \(B\), is a Fredholm pair and the index formula says that

\[
\text{ind}(X^\perp, Y^\perp) = -\text{ind}(L^2_{[a,\infty]}, \tilde{B}) = -\text{ind}(L^2_{(-\infty,a)}, \tilde{B}^\perp).
\]

**Theorem 8.15.** Assume the Standard Setup 1.5 and that \(D\) and \(D^*\) are complete and coercive at infinity.

Let \(B_1, B_2 \subset H^{1/2}(\partial M, E)\) be elliptic boundary conditions for \(D\). Let \(g_1\) and \(g_2\) be maps for \(B_1\) and \(B_2\) respectively, as in Theorem 7.11 (ii) for the same number \(a \in \mathbb{R}\).

If the \(L^2\)-operator norms satisfy

\[
\|g_1\| \cdot \|g_2\| < 1,
\]

then the \(L^2\)-closures \((\tilde{B}_1, \tilde{B}_2^\perp)\) form a Fredholm pair in \(L^2(M, E)\) and

\[
\text{ind}(D_{\tilde{B}_1}) - \text{ind}(D_{\tilde{B}_2}) = \text{ind}(\tilde{B}_1, \tilde{B}_2^\perp).
\]

**Proof.** In the notation of Theorem 7.5 we have

\[
\tilde{B}_1 = W_{1,+} \oplus \Gamma(g_1)
\]

where \(g_1 : V_{1,-} \to V_{1,+}\) and, by Lemma 7.7,

\[
\tilde{B}_2^\perp = W_{2,-} \oplus \Gamma(-g_2^*).
\]

A general element of \(\tilde{B}_1 \cap \tilde{B}_2^\perp\) is therefore of the form

\[
w_{1,+} + w_{1,-} + g_1 v_{1,-} = w_{2,-} + v_{2,+} - g_2^*v_{2,+}
\]

where \(w_{1,+} \in W_{1,+}\), \(w_{2,-} \in W_{2,-}\), \(v_{1,-} \in V_{1,-}\), and \(v_{2,+} \in V_{2,+}\). Projecting to \(L^2_{(-\infty,a)}(A)\) and to \(L^2_{[a,\infty)}(A)\), we see that (76) is equivalent to the two equations

\[
\begin{align*}
v_{1,-} &= w_{2,-} - g_2^*v_{2,+}, \\
v_{2,+} &= w_{1,+} + g_1 v_{1,-}.
\end{align*}
\]

We claim that the linear map \(\tilde{B}_1 \cap \tilde{B}_2^\perp \to W_{1,+} \oplus W_{2,-}\) mapping the element in (76) to \((w_{1,+}, w_{2,-})\) is injective. Namely, if \(w_{1,+} = w_{2,-} = 0\), then (77) and (78) say

\[
v_{2,+} = g_1 v_{1,-} = -g_1 g_2^*v_{2,+},
\]

hence

\[
(id + g_1 g_2^*)v_{2,+} = 0.
\]
Here we have extended \( g_1 \) to \( L^2_{(-\infty, a)}(A) \) by setting it = 0 on \( W_{1,-} \) and similarly for \( g^*_2 \). Since

\[
\|g_1 g^*_2\| \leq \|g_1\| \cdot \|g^*_2\| = \|g_1\| \cdot \|g_2\| < 1,
\]

we see that \( \text{id} + g_1 g^*_2 \) is an isomorphism on \( L^2_{[a, \infty)}(A) \). Hence \( v_{2,+} = 0 \) and, by (77), also \( v_{1,-} = 0 \). This implies

\[
\dim(\bar{B}_1 \cap \bar{B}_2^\perp) \leq \dim(W_{1,+} \oplus W_{2,-}) < \infty.
\]

Next we show that \( \bar{B}_1 + \bar{B}_2^\perp \) is closed in \( L^2(M, E) \). Since \( W_{1,+} \) and \( W_{2,-} \) are finite-dimensional, it suffices to show that \( \Gamma(g_1) + \Gamma(-g^*_2) \) is closed. Let \( u_k + g_1 u_k + v_k - g^*_2 v_k \) converge in \( L^2(M, E) \) as \( k \to \infty \) with \( u_k \in V_{1,-} \) and \( v_k \in V_{2,+} \). Projecting onto \( L^2_{(-\infty, a)}(A) \) and onto \( L^2_{[a, \infty)}(A) \) we see that

\[
\begin{align*}
&u_k - g^*_2 v_k \to x_- \in L^2_{(-\infty, a)}(A) \quad \text{and} \\
v_k + g_1 u_k \to x_+ \in L^2_{[a, \infty)}(A).
\end{align*}
\]

From

\[
g_1(u_k - g^*_2 v_k) = v_k + g_1 u_k - (\text{id} + g_1 g^*_2) v_k
\]

we have

\[
v_k = (\text{id} + g_1 g^*_2)^{-1}(v_k + g_1 u_k - g_1(u_k - g^*_2 v_k)).
\]

This shows that \((v_k)\) converges with

\[
\lim_{k \to \infty} v_k = (\text{id} + g_1 g^*_2)^{-1}(x_+ - g_1 x_-).
\]

Then \((u_k)\) also converges and \( u_k + g_1 u_k + v_k - g^*_2 v_k \) converges to an element in \( \Gamma(g_1) + \Gamma(-g^*_2) \).

Now that we know that \( \bar{B}_1 + \bar{B}_2^\perp \) is closed, we compute

\[
\frac{L^2(M, E)}{\bar{B}_1 + \bar{B}_2^\perp} \cong (\bar{B}_1 + \bar{B}_2^\perp)^\perp = \bar{B}_1^\perp \cap B_2 \hookrightarrow W_{2,+} \oplus W_{1,-}.
\]

Hence \( \dim(L^2(M, E)/(\bar{B}_1 + \bar{B}_2^\perp)) < \infty \) and \( (\bar{B}_1, \bar{B}_2^\perp) \) is a Fredholm pair.

It remains to prove (75). If we replace \( g_1 \) and \( g_2 \) by \( sg_1 \) and \( sg_2 \), respectively, with \( s \in [0, 1] \), then (74) clearly remains valid, so that the corresponding boundary conditions form Fredholm pairs for all \( s \in [0, 1] \). Since the index of \( D \) subject to these boundary conditions remains constant by Theorem 8.12 and the index of the Fredholm pairs by [Ka, Thm. 4.30, p. 229], we may without loss of generality assume that \( g_1 = g_2 = 0 \).

In this case (77) and (78) tell us that

\[
\text{(80)} \quad \bar{B}_1 \cap \bar{B}_2^\perp = (W_{1,+} \cap V_{2,+}) \oplus (W_{2,-} \cap V_{1,-})
\]

and similarly

\[
\text{(81)} \quad \bar{B}_2 \cap \bar{B}_1^\perp = (W_{2,+} \cap V_{1,+}) \oplus (W_{1,-} \cap V_{2,-}).
\]
Let \( \tilde{\perp} \) denote the orthogonal complement in \( L^2_{(\infty,0)}(A) \) rather than in \( L^2(M,E) \). Then
\[
\dim(W_{2,-} \cap V_{1,-}) = \dim \left( \left( W_{2,-} + V_{1,-} \right) \tilde{\perp} \right) = \dim \left( (V_{2,-} + W_{1,-}) \tilde{\perp} \right) = \dim \left( \left( V_{2,-} \oplus \frac{W_{1,-} \cap V_{2,-}}{W_{1,-} \cap V_{2,-}} \right) \tilde{\perp} \right) = \dim(W_{2,-}) - \dim(W_{1,-}) + \dim(W_{1,-} \cap V_{2,-}).
\]
(82)

Similarly, one sees
\[
\dim(W_{2,+} \cap V_{1,+}) - \dim(W_{1,+} \cap V_{2,+}) = \dim(W_{2,+}) - \dim(W_{1,+}).
\]
(83)

Equations (80)–(83) combine to give
\[
\text{ind}(\bar{\cdot}B_1, \tilde{\cdot}B_2) = \dim(W_{1,+}) + \dim(W_{2,-}) - \dim(W_{1,-}) - \dim(W_{2,+}).
\]
(84)

Theorem 8.14 yields
\[
\text{ind } D_{B_1} = \text{ind } D_{B_{APS}} + \dim W_{1,+} - \dim W_{1,-}
\]
(85)

and
\[
\text{ind } D_{B_2} = \text{ind } D_{B_{APS}} + \dim W_{2,+} - \dim W_{2,-}.
\]
(86)

Subtracting (85) and (86) and inserting (84) concludes the proof. \( \Box \)

Remark 8.16. Assumption (74) is sharp. For instance, we can choose \( B_1 \) and \( B_2 \) such that they have the same \( W_\pm \) and \( V_\pm \), namely \( W_\pm = 0, V_- = L^2_{(-\infty,0)}(A), \) and \( V_+ = L^2_{(0,\infty)}(A) \). For \( g_1 \) we choose a unitary isomorphism \( g_1 : V_- \to V_+ \) which is also continuous with respect to the \( H^{1/2} \)-norm. For \( g_2 \) we choose \( g_2 = -g_1 \). Then
\[
\tilde{B}_2^+ = \Gamma(-g_2^*) = \Gamma(g_1^+) = \Gamma(g_1^{-1}) = \Gamma(g_1) = \tilde{B}_1.
\]

Thus \( (\tilde{B}_1, \tilde{B}_2^+) \) does not form a Fredholm pair. In this case, \( \|g_1\| = \|g_2\| = 1 \).

If one of the two boundary conditions is a generalized Atiyah-Patodi-Singer boundary condition \( B(b), b \in \mathbb{R} \), then the corresponding \( g \) vanishes so that assumption (74) holds without any restriction on the other boundary condition. In this case, Theorem 8.15 reduces to Theorem 8.14.
8.4. Relative index theory. Throughout this subsection, assume the
Standard Setup 1.5 and that $D$ and $D^*$ are complete and coercive at infinity.
For convenience assume also that $M$ is connected and $\partial M = \emptyset$.

For what follows, compare Example 7.28. Let $N$ be a closed and two-sided
hypersurface in $M$. Cut $M$ along $N$ to obtain a manifold $M'$, possibly
connected, whose boundary $\partial M'$ consists of two disjoint copies $N_1$ and $N_2$
of $N$, see Figure 6 on page 56. There are natural pull-backs $\mu'$, $E'$, $F'$, and
$D'$ of $\mu$, $E$, $F$, and $D$ from $M$ to $M'$. Assume that there is an interior vector
field $T$ along $N = N_1$ such that $D'$ is boundary symmetric with respect to $T$
along $N_1$. Then $D'$ is also boundary symmetric with respect to the interior
vector field $-T$ of $M'$ along $N = N_2$. Choose an adapted operator $A$ for $D'$
along $N_1$ as in the Standard Setup 1.5. Then $-A$ is an adapted operator for
$D'$ along $N_2$ as in the Standard Setup 1.5 and will be used in what follows.

**Theorem 8.17 (Splitting Theorem).** Let $M$, $M'$, and notation be as
above. Assume that $D'$ is boundary symmetric with respect to an interior
vector field $T$ of $M'$ along $N$ and choose an adapted operator $A$ as above.

Then, $D$ and $D^*$ are complete and coercive at infinity if and only if $D'$
and $(D')^*$ are complete and coercive at infinity. In this case, $D$ and $D'_{B_1 \oplus B_2}$
are Fredholm operators with

$$\text{ind } D = \text{ind } D'_{B_1 \oplus B_2},$$

where $B_1 = B(a) = H^{1/2}_{(-\infty, a)}(A)$ and $B_2 = H^{1/2}_{(a, \infty)}(A)$, considered as boundary
conditions along $N_1$ and $N_2$, respectively. More generally, we may choose any
elliptic boundary condition $B_1 \subset H^{1/2}(N, E)$ and its $L^2$-orthogonal comple-
ment $B_2 \subset H^{1/2}(N, E)$.

**Remarks 8.18.** (a) If $M$ is a complete Riemannian manifold and $D$
is of Dirac type, then $M'$ is also a complete Riemannian manifold and $D'$ is of
Dirac type as well. Completeness of the metrics implies completeness of $D$
and $D'$, see Example 3.4. Moreover, $D'$ is boundary symmetric with respect
to the interior unit normal field $T$ of $M'$ along $N$. Finally, if a curvature
condition as in Example 8.3 (b) ensures coercivity at infinity of $D$ and $D'$,
then the index formula of Theorem 8.17 applies.

(b) The Decomposition Theorem 1.19 is the special case of Theorem 8.17
where $N$ decomposes $M$ into two components, compare Remark 8.1.

**Proof of the Splitting Theorem 8.17.** The first assertion, namely
that $D$ and $D^*$ are complete and coercive at infinity if and only if $D'$ and
$(D')^*$ are complete and coercive at infinity, is immediate from Definition 1.1,
Definition 1.17 (resp. 8.2), and the compactness of $N$.

Assume now that $D$ and $D^*$ are complete and coercive at infinity. Then
$D$ and $D'_{B_1 \oplus B_2}$ are Fredholm operators, by what we just said and Theo-
rem 1.18.
Under the canonical identifications $E|_{N_1} = E|_N = E|_{N_2}$, the transmission condition from Example 7.28 reads

$$B = \{(\varphi, \psi) \in H^{1/2}(N_1, E) \oplus H^{1/2}(N_2, E) \mid \varphi = \psi\}. $$

Recall that $B$ is an elliptic boundary condition. Furthermore, with respect to the canonical pull-back of sections from $E$ to $E'$, we have

$$\text{dom } D = H^{1/2}_D(M, E) = H^1(M', E'; B) = \text{dom } D'_B$$

and

(87) \hspace{1cm} \text{ind } D = \text{ind } D'_B,

It follows from the discussion in Example 7.28 that $B$ is homotopic to the boundary condition $W_+ \oplus V^{1/2}_-$ (that is, $g = 0$) with

$$V_- = L^2_{(-\infty, 0)}(A) \oplus L^2_{(-\infty, 0)}(-A) = L^2_{(-\infty, 0)}(A) \oplus L^2_{(0, \infty)}(A)$$

$$W_+ = \{(\varphi, \varphi) \mid \varphi \in \ker A\}. $$

We note that here $V^{1/2}_- = B(0) = H^{1/2}_{(-\infty, 0)}(A) \oplus H^{1/2}_{(0, \infty)}(A)$, hence

$$\text{ind } D'_B = \text{ind } D'_B(0) + \dim W_+$$

(88) \hspace{1cm} = \text{ind } D'_B(0) + \dim \ker A$$

$$= \text{ind } D'_H^{1/2}_{(-\infty, 0)}(A) \oplus H^{1/2}_{(0, \infty)}(A)^{\perp}$$

by applying Corollary 8.8 twice. If $B_1$ is an elliptic boundary condition,

$$B_1 = W_{1,+} \oplus \Gamma(g)^{1/2},$$

where the notation is as in Theorem 1.12 with $a = 0$, then

$$B_2 = W_{1,-} \oplus \Gamma(-g^*)^{1/2}$$

is the $L^2$-orthogonal complement of $B_1$ in $H^{1/2}(N, E)$. By Example 8.13, we may assume that $g = 0$. Then

(89) \hspace{1cm} B_1 = W_{1,+} \oplus V^{1/2}_{1,-} \quad \text{and} \quad B_2 = W_{1,-} \oplus V^{1/2}_{1,+}

with

(90) \hspace{1cm} V^{1/2}_{1,-} \oplus W_{1,-} = H^{1/2}_{(-\infty, 0)}(A) \quad \text{and} \quad V^{1/2}_{1,+} \oplus W_{1,+} = H^{1/2}_{(0, \infty)}(A).

Applying Corollary 8.8 to (89) and (90), respectively, we get

$$\text{ind } D'_B(0) \oplus B_2 = \text{ind } D'_{V^{1/2}_{1,-} \oplus V^{1/2}_{1,+}} + \dim W_{1,+} + \dim W_{1,-}$$

(91) \hspace{1cm} \quad = \text{ind } D'_H^{1/2}_{(-\infty, 0)}(A) \oplus H^{1/2}_{(0, \infty)}(A)^{\perp}.$$

The claimed index formula is now immediate from (87), (88), and (91). \hfill \square
Let $M_1$ and $M_2$ be complete Riemannian manifolds without boundary. Let $D_i : C^\infty(M_i, E_i) \rightarrow C^\infty(M_i, F_i)$ be Dirac type operators which agree outside closed subsets $K_i \subset M_i$ and choose $f$ and $\mathcal{I}_E$ as in Definition 1.20. For $i = 1, 2$, choose a decomposition $M_i = M_i' \cup M_i''$ such that $N_i = M_i' \cap M_i''$ is a compact hypersurface in $M_i$, $K_i$ is contained in the interior of $M_i'$, $f(M_i'') = M_i''$, and $f(N_i) = N_2$. Denote the restriction of $D_i$ to $M_i'$ by $D_i'$.

The following result is a general version of the $\Phi$-relative index theorem of Gromov and Lawson [GL, Thm. 4.35].

**Theorem 8.19.** Under the above assumptions, let $B_1 \subset H^{1/2}(N_1, E_1)$ and $B_2 \subset H^{1/2}(N_2, E_2)$ be elliptic boundary conditions which correspond to each other under the identifications given by $f$ and $\mathcal{I}_E$ from Definition 1.20. Assume that $D_1$ and $D_2$ and their formal adjoints are coercive at infinity.

Then $D_1$, $D_2$, $D_{1,B_1}'$, and $D_{2,B_2}'$ are Fredholm operators such that
\[
\text{ind } D_1 - \text{ind } D_2 = \text{ind } D_{1,B_1}' - \text{ind } D_{2,B_2}'.
\]

**Proof.** The Decomposition Theorem implies that $D_1$, $D_2$, $D_{1,B_1}'$, and $D_{2,B_2}'$ are Fredholm operators.

Let $T$ be the normal vector field along $N_1$ pointing into $M_1'$. Since $D_1$ is of Dirac type, $D_1$ is boundary symmetric with respect to $T$. Let $A$ be an adapted operator on $E_1|_N$. By the Decomposition Theorem, we have
\[
(92) \quad \text{ind } D_1 = \text{ind } D_{1,B_1}' + \text{ind } D_{1,B_1}'',
\]
where $B' = B_1$ and $B''$ is the $L^2$-orthogonal complement of $B_1$ in $H^{1/2}(\partial M, E_1)$.

Use $f$ and $\mathcal{I}_E$ from Definition 1.20 to identify $M_1 \setminus K_1$ with $M_2 \setminus K_2$ and $E_1$ over $M_1 \setminus K_1$ with $E_2$ over $M_2 \setminus K_2$. Identify $N_1$ and $M_1''$ with their images $N_2$ and $M_2''$ under $f$. Then, with the same choice of $T$ and $A$ as above, we obtain a corresponding index formula
\[
(93) \quad \text{ind } D_2 = \text{ind } D_{2,B_2}' + \text{ind } D_{2,B_2}'',
\]
where $B' = B_2$ and $B''$ correspond to the above $B'$ and $B''$ under the chosen identifications. Now $\text{ind } D_{1,B_1}''' = \text{ind } D_{2,B_2}'''$ since $D_1$ outside $K_1$ agrees with $D_2$ outside $K_2$, and therefore the asserted formula follows by subtracting (93) from (92).

**Proof of the Relative Index Theorem 1.21.** The first assertion of Theorem 1.21, namely that $D_1$ is a Fredholm operator if and only if $D_2$ is a Fredholm operator, is immediate from Theorem 1.18 and the compactness of $K_1$ and $K_2$.

Assume now that $D_1$ and $D_2$ are Fredholm operators. Choose a compact hypersurface $N = N_1$ in $M_1 \setminus K_1$ which decomposes $M_1$ into $M_1' = M_1' \cup M_1''$, where $M_1'$ is compact and $K_1$ is contained in the interior of $M_1'$, and choose
a corresponding decomposition of \( M_2 \). Then we get
\[
\text{ind } D_1 - \text{ind } D_2 = \text{ind } D_1', \text{ind } B_1 - \text{ind } D_2', \text{ind } B_2,
\]
in the setup of and the index formula in by Theorem 8.19.

Now choose a compact Riemannian manifold \( X \) with boundary \( N \) equipped with a Dirac type operator such that gluing along \( N \) yields a smooth closed Riemannian manifold \( \tilde{M}_1 = M'_1 \cup_N X \) together with a smooth extension\footnote{Such an extension exists. The manifold \( X \) can be chosen to be diffeomorphic to \( M'_1 \), for instance.} \( \tilde{D}_1 \) of \( D_1 \). Since \( D_1 \) outside \( K_1 \) agrees with \( D_2 \) outside \( K_2 \), \( \tilde{M}_2 = M'_2 \cup_N X \) is also a smooth closed Riemannian manifold and comes with a smooth extension \( \tilde{D}_2 \) of \( D_2 \). As above, we get
\[
\text{ind } \tilde{D}_1 - \text{ind } \tilde{D}_2 = \text{ind } D_1', \text{ind } B_1 - \text{ind } D_2', \text{ind } B_2.
\]
Now, the Atiyah-Singer index theorem for Dirac type operators on closed manifolds gives
\[
\text{ind } \tilde{D}_i = \int_{\tilde{M}_i} \alpha_{\tilde{D}_i},
\]
where \( \alpha_{\tilde{D}_i} \) denotes the index density of \( \tilde{D}_i \). We apply (94) – (96), the fact that \( \alpha_{\tilde{D}_1} = \alpha_{\tilde{D}_2} \) on \( M_1 \setminus K_1 = M_2 \setminus K_2 \), and that \( \alpha_{\tilde{D}_i} = \alpha_{D_i} \) on \( K_i \), and obtain
\[
\text{ind } D_1 - \text{ind } D_2 = \int_{M_1} \alpha_{D_1} - \int_{M_2} \alpha_{D_2} = \int_{K_1} \alpha_{D_1} - \int_{K_2} \alpha_{D_2}.
\]

**Remark 8.20.** In Theorems 8.19 and 1.21, it is also possible to deal with the situation that \( M_1 \) and \( M_2 \) have compact boundary and elliptic boundary conditions \( B_1 \) and \( B_2 \) along their boundaries are given. One then chooses the hypersurface \( N = N_i \) such that it does not intersect the boundary of \( M_i \) and such that the boundary of \( M_i \) is contained in \( M'_i \). The same arguments as above yield
\[
\text{ind } D_{1,B_1} - \text{ind } D_{2,B_2} = \text{ind } D_{1,B_1 \oplus B'_1} - \text{ind } D_{2,B_2 \oplus B'_2},
\]
where \( B'_1 \) and \( B'_2 \) are elliptic boundary condition along \( N_1 \) and \( N_2 \) which correspond to each other under the identifications given by \( f \) and \( \mathcal{I}_E \) as in Definition 1.20.

Using Theorem 8.14, one can reduce to the case of Atiyah-Patodi-Singer boundary conditions. If the domains \( M'_1 \) are compact, one can then express the indices on the right hand side as integrals over the index densities plus boundary contributions. There are two kinds of boundary contribution: the
eta invariant of the adapted boundary operator and the boundary integral of the transgression form, compare [APS, Thm. 3.10] and [G1, Cor. 5.3].

Since the boundary contributions along $N_1$ and $N_2$ agree, they cancel each other when taking the difference $\text{ind} D'_{1,B_1 \oplus B_1'} - \text{ind} D'_{2,B_2 \oplus B_2'}$. This observation leads to another proof of the relative index formula (in the case where $\partial M_i = \emptyset$), not using the auxiliary manifold $X$, but the local index theorem for compact manifolds with boundary.

8.5. The cobordism theorem. Assume that $D : C^\infty(M, E) \to C^\infty(M, E)$ is a formally selfadjoint operator of Dirac type over a complete Riemannian manifold $M$ with compact boundary $\partial M$. Then $\sigma_D(\xi)$ is skew-Hermitian, for any $\xi \in T^*M$.

Let $\tau$ be the interior unit conormal field along $\partial M$. Then, by the Clifford relations (31) and (32), $i\sigma_0 = i\sigma_D(\tau)$ is a field of unitary involutions of $E|_{\partial M}$ which anticommutes with $\sigma_A(\xi) = \sigma^{-1}_0 \circ \sigma_D(\xi)$, for all $\xi \in T^*\partial M$. The eigenspaces of $i\sigma_0$ for the eigenvalues $\pm 1$ split $E|_{\partial M}$ into a sum of fiber-wise perpendicular subbundles $E^\pm$. By Corollary 7.23 and Proposition 7.24, $B^\pm := H^1/2(\partial M, E^\pm)$ are $\infty$-regular elliptic boundary conditions for $D$.

With respect to the splitting $E|_{\partial M} = E^+ \oplus E^-$, any adapted boundary operator takes the form

$$A = \begin{pmatrix} A^+ & A^- \\ A^+ & A^- \end{pmatrix}.$$  

Since the differential operators $A^\pm$ are elliptic of order one, they define Fredholm operators $A^\pm : H^1(\partial M, E^\pm) \to L^2(\partial M, E^\mp)$. The cobordism theorem is concerned with the index of these operators.

Since $\sigma_A(\xi)$ interchanges the bundles $E^+$ and $E^-$, the operators $A^+$ and $A^-$ are of order zero. Thus we may, without loss of generality, assume that $A^+ = A^- = 0$. Moreover, $Z = (A^-)^* - A^+$ is also of order zero. Since the addition of a zero order term does not change the index of an operator of order one, we may replace $A^+$ by $A^+ + Z$ and arrive at the normal form for $A$ which we use from now on,

$$A = \begin{pmatrix} 0 & A^- \\ A^+ & 0 \end{pmatrix},$$

where $(A^+)^* = A^-$. The adapted operator $A$ is still not uniquely determined by these requirements; we have the freedom to replace $A^+$ by $A^+ + V$ and $A^-$ by $A^- + V^*$, where $V : E^+ \to E^-$ is any zero-order term.

In the notation of Theorems 1.12 and 7.11, the boundary conditions $B^+$ and $B^-$ can be written as

$$B^+ = W_+ \oplus \Gamma(g)^{1/2} \quad \text{and} \quad B^- = W_- \oplus \Gamma(-g)^{1/2},$$

where

$$W_\pm = \ker A^\pm, \quad V_- = L^2_{(-\infty,0)}(A), \quad V_+ = L^2_{(0,\infty)}(A),$$
and \( gx = i\sigma_0 x \). Since \( \sigma_0^* = \sigma_0^{-1} = -\sigma_0 \), we have \( g^* = g \) and hence
\[
B^- = \sigma_0(B^-) = (\sigma_0^{-1})^*(B^-)
\]
is the adjoint boundary condition of \( B^+ \).

**Lemma 8.21.** Let \( A, B^+, \) and \( B^- \) be chosen as above and assume that each connected component of \( M \) has a nonempty boundary. Then
\[
\ker D_{B^+} = \ker D_{B^-} = 0.
\]

**Proof.** Let \( \Phi \in \ker D_{B^\pm, \text{max}} \). By (48), we have
\[
0 = (D_{\text{max}}\Phi, \Phi)_{L^2(M)} - (\Phi, D_{\text{max}}\Phi)_{L^2(M)}
\]
\[
= -\left(\sigma_0 R\Phi, R\Phi\right)_{L^2(\partial M)}
\]
\[
= \pm i\| R\Phi \|_{L^2(\partial M)}^2,
\]
and hence \( R\Phi = 0 \).

Now extend \( M, E, \) and \( D \) beyond the boundary \( \partial M \) to a larger manifold \( \tilde{M} \) (without boundary) equipped with a bundle \( \tilde{E} \) and Dirac type operator \( \tilde{D} \) as in the proof of Theorem 6.7. Moreover, extend \( \Phi \) to a section of \( \tilde{E} \) by setting \( \tilde{\Phi} = 0 \) on \( \tilde{M} \setminus M \). For any test section \( \Psi \in C_0^\infty(\tilde{M}, \tilde{E}) \) we have, again by (48),
\[
(\tilde{\Phi}, \tilde{D}^*\Psi)_{L^2(\tilde{M})} = (\Phi, D^*\Psi)_{L^2(M)}
\]
\[
= (D_{\text{max}}\Phi, \Psi)_{L^2(M)} + (\sigma_0 R\Phi, R\Psi)_{L^2(\partial M)}
\]
\[= 0.
\]
Thus \( \tilde{\Phi} \) is a weak (and, by elliptic regularity theory, smooth) solution of \( \tilde{D}\tilde{\Phi} = 0 \). Hence \( \tilde{\Phi} \) is a solution to the Laplace type equation \( \tilde{D}^2\tilde{\Phi} = 0 \) which vanishes on an nonempty open subset of \( \tilde{M} \). The unique continuation theorem of Aronszajn [Ar] implies \( \tilde{\Phi} = 0 \) and hence \( \Phi = 0 \).

We have
\[
(98) \quad \text{ind } A^+ = \dim W_+ - \dim W_- = -\text{ind } A^-,
\]
since \( A^- \) is the adjoint operator of \( A^+ \).

**Proof of Theorem 1.22.** By (62), \( D_{B^-} \) is the adjoint of \( D_{B^+} \). Lemma 8.21 therefore yields
\[
- \text{ind } D_{B^-} = \text{ind } D_{B^+} = \dim \ker D_{B^+} - \dim \ker D_{B^-} = 0.
\]
Without loss of generality we may assume \( g = 0 \), see Example 8.13. Then Corollary 8.8 yields
\[
\text{ind } D_{B^+} = \text{ind } D_{B^{\text{APS}}} + \dim W_+,
\]
\[
\text{ind } D_{B^-} = \text{ind } D_{B^{\text{APS}}} + \dim W_-.
\]
We obtain that \( \dim W_+ = \dim W_- \). Equation (98) concludes the proof. \( \square \)
Appendix A. Some functional analytic facts

We collect some functional analytic facts, which have been used in the main body of the text, and which are not easily found in the standard literature.

**Proposition A.1.** Let $H$ be a Hilbert space, let $E$ and $F$ be Banach spaces and let $L : H \to E$ and $P : H \to F$ be bounded linear maps. We assume that $P : H \to F$ is onto.

Then the following hold:

(i) The kernel of $L|_{\ker(P)} : \ker(P) \to E$ and the kernel of $L \oplus P : H \to E \oplus F$ have equal dimension.

(ii) The range of $L|_{\ker(P)} : \ker(P) \to E$ is closed if and only if the range of $L \oplus P : H \to E \oplus F$ is closed.

(iii) The cokernel of $L|_{\ker(P)} : \ker(P) \to E$ and the cokernel of $L \oplus P : H \to E \oplus F$ have equal dimension.

(iv) $L|_{\ker(P)} : \ker(P) \to E$ is Fredholm of index $k$ if and only if $L \oplus P : H \to E \oplus F$ is Fredholm of index $k$.

**Proof.** Write $L_1 := L|_{\ker(P)}$, $L_2 := L|_{\ker(P) \perp}$, and $P_2 := P|_{\ker(P) \perp}$. With respect to the splittings $H = \ker(P) \oplus \ker(P) \perp$ and $E \oplus F$ the operator $L \oplus P$ takes the matrix form

$$L \oplus P = \begin{pmatrix} L_1 & L_2 \\ 0 & P_2 \end{pmatrix}.$$ 

By the open mapping theorem $P_2 : \ker(P) \perp \to F$ is an isomorphism (with a bounded inverse), so that $egin{pmatrix} \mathrm{id}_{\ker(P)} & 0 \\ 0 & P_2^{-1} \end{pmatrix}$ is an isomorphism. Moreover, $egin{pmatrix} \mathrm{id}_E & -L_2P_2^{-1} \\ 0 & \mathrm{id}_F \end{pmatrix}$ is an isomorphism with inverse $egin{pmatrix} \mathrm{id}_E & L_2P_2^{-1} \\ 0 & \mathrm{id}_F \end{pmatrix}$. Therefore the kernel of $L \oplus P$ has the same dimension as the kernel of

$$
\begin{pmatrix} \mathrm{id}_E & -L_2P_2^{-1} \\ 0 & \mathrm{id}_F \end{pmatrix} \begin{pmatrix} L_1 & L_2 \\ 0 & P_2 \end{pmatrix} \begin{pmatrix} \mathrm{id}_{\ker(P)} & 0 \\ 0 & P_2^{-1} \end{pmatrix} = \begin{pmatrix} L_1 & 0 \\ 0 & \mathrm{id}_F \end{pmatrix}
$$

which is the same as the dimension of the kernel of $L_1$. The other statements follow similarly. □

**Remark A.2.** The proposition also holds and the proof works without change if $H$ is only a Banach space and one assumes that $\ker(P)$ has a closed complement.

**Proposition A.3.** Let $X$ and $Y$ be Banach spaces and $L : X \to Y$ be a bounded linear map. Then the following are equivalent:

(i) The operator $L$ has finite-dimensional kernel and closed image.
(ii) There is a Banach space \(Z\), a compact linear map \(K: X \to Z\), and a constant \(C\) such that
\[
\|x\|_X \leq C \cdot (\|Kx\|_Z + \|Lx\|_Y),
\]
for all \(x \in X\). In particular, \(\text{ker} \, K \cap \text{ker} \, L = \{0\}\).

(iii) Every bounded sequence \((x_n)\) in \(X\) such that \((Lx_n)\) converges in \(Y\) has a convergent subsequence in \(X\).
Moreover, these equivalent conditions imply

(iv) For any Banach space \(Z\) and compact linear map \(K: X \to Z\) such that \(\text{ker} \, K \cap \text{ker} \, L = \{0\}\), there is a constant \(C\) such that
\[
\|x\|_X \leq C(\|Kx\|_Z + \|Lx\|_Y)
\]
for all \(x \in X\).

The equivalence of (i) and (iii) is Proposition 19.1.3 in [Hö].

Proof of Proposition A.3. We show (i) \(\Rightarrow\) (ii). Assume (i). Since \(\text{ker} \, L\) is finite-dimensional, it has a closed complement \(U\) in \(X\). Since the image of \(L\) is closed, \(L|_U: U \to \text{im} \, L\) is an isomorphism of Banach spaces. Moreover, since \(U\) is closed and \(\text{ker} \, L\) is finite-dimensional, the projection \(K: X \to \text{ker} \, L\) along \(U\) is a compact operator. It follows that \(F: X \to \text{ker} \, L \oplus \text{im} \, L, \ Fx = (Kx, Lx)\), is an isomorphism of topological vector spaces, hence we have (ii) with \(Z = \text{ker} \, L\).

Next we show (ii) \(\Rightarrow\) (iii). Assume (ii), and let \(K\) be a compact linear map as assumed in (ii). Let \((x_n)\) be a bounded sequence in \(X\) such that \((Lx_n)\) converges in \(Y\). Since \(K\) is compact, we may assume, by passing to a subsequence if necessary, that \((Kx_n)\) converges in \(Z\). The estimate in (ii) then implies that \((x_n)\) is a Cauchy sequence in \(X\), hence (iii).

Now we show (iii) \(\Rightarrow\) (i). Assume (iii), and let \((x_n)\) be a bounded sequence in \(\text{ker} \, L\). Then \((x_n)\) subconverges in \(\text{ker} \, L\), by (iii). It follows that \(\text{dim ker} \, L < \infty\).

Let \(U\) be a complement of \(\text{ker} \, L\) in \(X\). Let \((x_n)\) be a sequence in \(X\) such that \(Lx_n \to y \in Y\). We have to show that \(y\) lies in the image of \(L\). For this, it is sufficient to show that \((x_n)\) subconverges. Without loss of generality we assume that \(x_n \in U\), for all \(n\).

If \(\|x_{n_k}\|_X \to \infty\) for some subsequence \((x_{n_k})\), then \(u_k := x_{n_k}/\|x_{n_k}\|_X\) has norm 1 and \(Lu_k \to 0\). By (iii), the sequence of \(u_k\) has a convergent subsequence. The limit \(u\) is a unit vector in \(U\) with \(Lu = 0\). This is a contradiction, because \(U\) is complementary to \(\text{ker} \, L\). Hence we may assume that the sequence of \((x_n)\) is bounded. But then it subconverges, by (iii).

Finally, we show (ii) \(\Rightarrow\) (iv). Assume (ii) and let \(K_0: X \to Z_0\) be a compact linear map as in (ii). Let \(K: X \to Z\) be any compact linear map such that \(\text{ker} \, K \cap \text{ker} \, L = \{0\}\). If the assertion does not hold, then there
is a sequence \((x_n)\) of unit vectors in \(X\) such that \(\|Kx_n\| + \|Lx_n\| \to 0\). This implies, in particular, that \(\|Lx_n\| \to 0\) and hence that \(\|K_0x_n\| \geq \delta\) for some \(\delta > 0\). Now \(K_0\) is compact, hence, up to passing to a subsequence, \((K_0x_n)\) is a Cauchy sequence. Since \(Lx_n \to 0\), this implies that \((x_n)\) is a Cauchy sequence, by (ii). If \(x := \lim x_n \in X\), then \(x\) is a unit vector with \(Kx = Lx = 0\). This contradicts \(\ker K \cap \ker L = \{0\}\). □

Lemma A.4. Let \(B_+\) and \(B_-\) be Banach spaces, let \((\cdot, \cdot): B_+ \times B_- \to \mathbb{C}\) be a perfect pairing. Let \(H\) be a Hilbert space and let there be continuous imbeddings \(B_+ \subset H \subset B_-\). Assume that the restriction of \((\cdot, \cdot)\) to \(B_+ \times H\) coincides with the restriction of the scalar product on \(H\).

Let \(W \subset B_+\) be a finite-dimensional subspace and let \(V_-\) be the annihilator of \(W\) in \(B_-\), i.e. \(V_- = \{x \in B_- \mid (w, x) = 0 \ \forall \ x \in W\}\). Put \(V_0 := V_- \cap H\) and \(V_+ := V_- \cap B_+\).

Then

\[ B_- = W \oplus V_- , \quad H = W \oplus V_0 , \quad B_+ = W \oplus V_+ . \]

Moreover, the second decomposition is orthogonal and \(W\) is the annihilator of \(V_+\) in \(B_-\). The pairing \((\cdot, \cdot)\) restricts to a perfect pairing of \(V_+\) and \(V_-\).

Proof. For \(w \in W \cap V_-\), we have \(0 = (w, w) = \|w\|^2_H\), thus \(w = 0\). This shows \(W \cap V_- = 0\) and hence also \(W \cap H = W \cap V_+ = 0\). Since the codimension of the annihilator of \(W\) in any space can at most be \(\dim(W)\) we conclude \(B_- = W \oplus V_-\) and similarly for \(H\) and \(B_+\).

Orthogonality of the second decomposition is clear because the restrictions of the pairing and of the scalar product coincide. Clearly, \(W\) is contained in the annihilator of \(V_+\) in \(B_-\). Conversely, let \(v = w + v_- \in B_- = W \oplus V_-\) be in the annihilator of \(V_+\). Then for all \(v_+ \in V_+\) we have \(0 = (v_+, w + v_-) = (v_+, v_-)\), thus \(v_- = 0\), i.e. \(v = w \in W\).

Nondegeneracy of the pairing of \(V_+\) and \(V_-\) also follows easily. □
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