CUBICAL MODELS OF HIGHER CATEGORIES WITHOUT CONNECTIONS
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ABSTRACT. We prove that each of the model structures for \((n\text{-trivial, saturated})\) comical sets on the category of marked cubical sets having only faces and degeneracies (without connections) is Quillen equivalent to the corresponding model structure for \((n\text{-trivial, saturated})\) complicial sets on the category of marked simplicial sets, as well as to the corresponding comical model structures on cubical sets with connections. As a consequence, we show that the cubical Joyal model structure on cubical sets without connections is equivalent to its analogues on cubical sets with connections and to the Joyal model structure on simplicial sets. We also show that any comical set without connections may be equipped with connections via lifting, and that this can be done compatibly on the domain and codomain of any fibration or cofibration of comical sets.

INTRODUCTION

In [DKLS20], cubical sets with connections were shown to model the homotopy theory of \((\infty, 1)\)-categories. Specifically, a cubical Joyal model structure was established on each of the categories \(c\text{Set}_0\), \(c\text{Set}_1\) and \(c\text{Set}_{01}\), respectively consisting of cubical sets with negative connections, positive connections, and both kinds of connections. Each of these model structures was shown to be Quillen equivalent, via triangulation, to the Joyal model structure on simplicial sets. Similar techniques were used in [DKM21] to show that the comical model structures on the categories \(c\text{Set}_0^+\), \(c\text{Set}_1^+\), and \(c\text{Set}_{01}^+\) of marked cubical sets with connections (meaning cubical sets with connections having markings on cubes of positive dimension), modelling \((\infty, n)\)-categories for all \(n \geq 0\) (including \(n = \infty\)), are equivalent to the corresponding complicial model structures on the category \(s\text{Set}^+\) of marked simplicial sets developed in [Ver08, OR20].

Minimal cubical sets, i.e. cubical sets having only faces and degeneracies, without connections, are also of interest. These are the cubical sets which were first studied by Kan [Kan55] prior to the introduction of simplicial sets. More recently, minimal cubical sets have been used to model the homotopy theory of \(\infty\)-groupoids, as in [Cis06, Jar06]. In [DKLS20] and [DKM21], versions of the cubical Joyal and comical model structures were established on the category \(c\text{Set}_0\) of minimal cubical sets and the category \(c\text{Set}_{0}^+\) of marked minimal cubical sets. However, these model structures were not shown to be equivalent to those with connections, or to their simplicial analogues.

In this paper, we will prove the following:

**Theorem** (cf. Theorems 2.1 and A.23). The triangulation adjunction \(T : c\text{Set}_0 \rightleftharpoons s\text{Set} : U\) defines a Quillen equivalence between the cubical Joyal model structure on \(c\text{Set}_0\) and the Joyal model structure on \(s\text{Set}\). Likewise, the marked triangulation adjunction \(T : c\text{Set}_0^+ \rightleftharpoons s\text{Set}^+ : U\) defines a Quillen equivalence between the each of the comical model structures on \(c\text{Set}_0^+\) and the corresponding complicial model structure on \(s\text{Set}^+\).
Among the convenient properties of the category of minimal cubical sets is its simple presentation, with its objects possessing fewer structure maps than in alternative categories of cubical sets. Moreover, the minimal cube category has a useful universal property: as shown in [GM03, Thm. 4.2], it is initial among strict monoidal categories equipped with an interval object, allowing for easy construction of co-cubical objects in such categories. On the other hand, cubical sets with connections are often easier to work with in homotopy-theoretic applications. For instance, the cube categories with connections, unlike the minimal cube category, are strict test categories [Mal09, BM17]. Similarly, all cubical groups with connections are Kan, but this does not hold for minimal cubical groups [Ton92].

Most relevantly to the present work, the techniques used in [DKLS20, DKM21] to prove Quillen equivalences of cubical models with their simplicial counterparts involve a functor from simplicial to cubical sets which can only be defined in the presence of connections. Thus we cannot simply adapt these techniques to the minimal cubical setting. Instead, we will compare $c\text{Set}_\emptyset$ with the three categories of marked cubical sets with connections, by means of adjoint triples $i_! \dashv i_* \dashv i_*$ induced by the inclusions of the relevant cube categories. We will also use this comparison to show that any fibrant minimal cubical set can be obtained from a cubical set with connections by forgetting the connection structure. We will focus primarily on proving the desired Quillen equivalences in the marked case; we will obtain the unmarked result as a corollary of this, by showing the cubical Joyal model structure to be equivalent to one of the comical model structures.

**Organization of the paper.** In Section 1, we introduce the four categories of marked cubical sets which will be our focus and the adjoint triples by which we will compare them, and review essential background. We also state or prove various technical lemmas about model categories and the combinatorics of cubical sets which will be of use in subsequent sections.

In Section 2, we prove the main theorem of the paper, Theorem 2.1, which states that the triangulation adjunction defines a Quillen equivalence between each of the comical model structures on $c\text{Set}_\emptyset$ and the corresponding complicial model structure on $s\text{Set}^+$. We do this via an extensive study of the adjoint triples $i_! \dashv i_* \dashv i_*$ between categories of marked cubical sets induced by the inclusions of the minimal cube category into the cube categories with connections, showing that each of these adjunctions is a Quillen equivalence. As part of our proof, we define the concept of a weak connection structure, an assignment of connections on the cubes of a marked minimal cubical set $X \in c\text{Set}_\emptyset$ which are compatible with the structure maps of $X$, but which are not required to satisfy the cubical identities for composition of connections. We describe techniques for constructing such structures on comical sets, the fibrant objects of the comical model structures, and show that they may be lifted along the fibrations of the comical model structures.

Section 3 is concerned with a question raised by the techniques used in Section 2, namely: to what extent is it meaningful to say that comical sets “have connections”? In this section we strengthen the definition of a weak connection structure to obtain that of a strong connection structure, and show that a marked minimal cubical set is isomorphic to the image under $i_*$ of a marked cubical set with connections if and only if it admits such a structure. Thus, a reasonable interpretation of the statement that a marked minimal cubical set $X$ “has connections” is that there exists a strong connection structure on $X$. We show that every comical set in $c\text{Set}_\emptyset$ admits a strong connection structure, and furthermore, that given a fibration or cofibration of comical sets $f : X \to Y$ in $c\text{Set}_\emptyset$, such structures can be chosen so as to be preserved by $f$. However, this cannot always be done when $f$ is an arbitrary map, or even an equivalence of comical sets.
Finally, in Appendix [A] we transfer the Quillen equivalences established in Section [2] to the model structures for \((\infty, 1)\)-categories established in [DKLS20]. Specifically, we obtain Quillen equivalences between the cubical Joyal model structures on the various categories of (unmarked) cubical sets considered in [DKLS20], and use the two-out-of-three property to show that the triangulation adjunction \(T : \text{cSet} \to \text{sSet} \) is a Quillen equivalence between the cubical Joyal and Joyal model structures. We likewise obtain a similar equivalence between the cubical marked model structure on the category \(\text{cSet}^\prime\) of cubical sets with marked edges and the marked model structure on the category \(\text{sSet}^\prime\) of simplicial sets with marked edges.
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1. Background

1.1. Model categories. Before focusing specifically on marked cubical sets, we consider some general model-categorical results and concepts which will be of use in the proofs that follow.

Definition 1.1. A class of pseudo-generating trivial cofibrations for a model category \(\mathcal{C}\) is a class of cofibrations \(S\) such that a map in \(\mathcal{C}\) with fibrant codomain is a fibration if and only if it has the right lifting property against \(S\).

Note that by [JT07, Prop. 7.15], if \(\mathcal{C}\) has a class of pseudo-generating trivial cofibrations \(S\), then to show that an adjunction \(\mathcal{C} \rightleftarrows \mathcal{D}\) is Quillen, it suffices to show that the left adjoint preserves cofibrations and sends the maps of \(S\) to trivial cofibrations.

We next consider some results which will be of use in identifying Quillen equivalences.

Proposition 1.2 ([Hov99 Cor. 1.3.16]). Let \(F : \mathcal{C} \rightleftarrows \mathcal{D} : U\) be a Quillen adjunction between model categories. Then the following are equivalent.

(i) \(F \dashv U\) is a Quillen equivalence.

(ii) \(F\) reflects weak equivalences between cofibrant objects and, for every fibrant \(Y\), the derived counit \(FUY \to Y\) is a weak equivalence.

(iii) \(U\) reflects weak equivalences between fibrant objects and, for every cofibrant \(X\), the derived unit \(X \to U(FX)\) is a weak equivalence.

Corollary 1.3. Let \(F : \mathcal{C} \rightleftarrows \mathcal{D} : U\) be a Quillen adjunction between model categories.

(i) If \(U\) preserves and reflects weak equivalences, then the adjunction is a Quillen equivalence if and only if, for all cofibrant \(X \in \mathcal{C}\), the unit \(X \to UFX\) is a weak equivalence.

(ii) If \(F\) preserves and reflects weak equivalences, then the adjunction is a Quillen equivalence if and only if, for all fibrant \(Y \in \mathcal{D}\), the counit \(FUY \to Y\) is a weak equivalence. \(\square\)

Proposition 1.4. Let \(F : \mathcal{C} \to \mathcal{D}\) and \(G : \mathcal{D} \to \mathcal{C}\) be a pair of left (resp. right) Quillen functors. If both composites \(GF : \mathcal{C} \to \mathcal{C}\) and \(FG : \mathcal{D} \to \mathcal{D}\) are related to the identities on the respective categories by zigzags of natural weak equivalences between left (resp. right) Quillen functors, then both \(F\) and \(G\) are left (resp. right) Quillen equivalences.
Proof. A natural weak equivalence between left or right Quillen functors between model categories gives rise to a natural isomorphism of their derived functors between homotopy categories. Moreover, the construction of the left or right derived functor is functorial up to natural isomorphism. Thus we obtain a natural isomorphism \( \text{Ho}(G \circ \text{Ho}F) \cong \text{Ho}(\text{Ho}(GF)) \cong \text{Ho}(\text{id}_C) \cong \text{id}_{\text{Ho}C} \), and likewise a natural isomorphism \( \text{Ho}(F \circ \text{Ho}G) \cong \text{id}_{\text{Ho}D} \). We thus see that the derived functors \( \text{Ho}F \) and \( \text{Ho}G \) are inverse equivalences of categories. \( \square \)

Next we prove a general lemma which we will use to verify that certain natural transformations of functors into model categories are in fact natural weak equivalences. The proof is a generalization of a standard argument which can be found, for instance, in the proof of [DKLS20, Prop. 6.21]. We begin by recalling a basic concept of Reedy category theory which plays a key role in this lemma.

**Definition 1.5.** For \( n \geq -1 \), a presheaf \( X \) on an EZ-Reedy category \( A \) is \( n \)-skeletal if \( X_a \) has no non-degenerate elements for all \( a \in A \) such that \( \deg(a) > n \). The \( n \)-skeleton of a presheaf \( X \) on \( A \) is its maximal \( n \)-skeletal subcomplex.

In particular, as the degree function on a Reedy category takes non-negative values, we may note that the only \((-1)\)-skeletal presheaf on any EZ-Reedy category is the empty presheaf.  

**Lemma 1.6.** Let \( A \) be an EZ-Reedy category, and let \( C \) denote a reflective subcategory of \( \text{Set}^{A^{\text{op}}} \). Denote the left adjoint of the inclusion \( C \hookrightarrow \text{Set}^{A^{\text{op}}} \) by \( L : \text{Set}^{A^{\text{op}}} \to C \). Let \( \eta : F \Rightarrow G \) be a natural transformation of functors from \( C \) into a model category \( M \). Suppose that the following criteria are satisfied:

(i) \( F \) and \( G \) preserve colimits.

(ii) the composites \( FL \) and \( GL \) send monomorphisms in \( \text{Set}^{A^{\text{op}}} \) to cofibrations in \( M \).

(iii) For some \( n \geq -1 \), for every object \( a \in A \) of degree less than or equal to \( n \), the component of \( \eta \) at the object \( L A(-, a) \) is a weak equivalence.

Then all components of \( \eta \) at the images under \( L \) of \( n \)-skeletal objects of \( \text{Set}^{A^{\text{op}}} \) are weak equivalences. Moreover, if assumption \( (iii) \) holds for all \( n \geq -1 \), then all components of \( \eta \) are weak equivalences.

**Proof.** We begin by considering the case in which \( C = \text{Set}^{A^{\text{op}}} \), so that \( L = \text{id} \). We proceed by induction on \( n \geq -1 \). For the base case \( n = -1 \), we recall that the only \((-1)\)-skeletal presheaf is the empty presheaf \( \emptyset \). Item \((i)\) implies that both \( F \) and \( G \) send \( \emptyset \) to the initial object of \( M \). Hence \( \eta_{\emptyset} \) is the identity on this object, which is indeed a weak equivalence.

Now suppose \((iii)\) is satisfied for some \( n \geq 0 \), and that the statement holds for all \(-1 \leq n' < n \).

Consider an \( n \)-skeletal \( X \in \text{Set}^{A^{\text{op}}} \). By [Isa11, Prop. 4.10], we have a pushout diagram in \( \text{Set}^{A^{\text{op}}} \):

\[
\begin{array}{ccc}
\prod_{A(-, a) \to X} \partial A(-, a) & \longrightarrow & \text{sk}_{n-1}X \\
\downarrow & & \downarrow \\
\prod_{A(-, a) \to X} A(-, a) & \longrightarrow & X
\end{array}
\]


where the coproducts are taken over all non-degenerate $A(-, a) \to X$ with $\deg(a) = n$, and $\partial A(-, a)$ denotes the $(n-1)$-skeleton of $A(-, a)$.

Applying $F$ and $G$ to this diagram and using assumption [i], we thus have the following diagram in $\mathcal{M}$:

\[
\begin{array}{ccc}
\bigcup_{A(-, a) \to X} F\partial A(-, a) & \to & F\sk_{n-1} X \\
\downarrow \eta & & \downarrow \eta \\
\bigcup_{A(-, a) \to X} G\partial A(-, a) & \to & G\sk_{n-1} X \\
\end{array}
\]

(Note that the component of $\eta$ at a coproduct is simply the map between coproducts induced by its components at each cofactor; this follows from assumption [i].) Assumptions [i] and [ii] imply that all objects in this diagram are cofibrant, thus we may apply the gluing lemma. We verify that its hypotheses are satisfied:

- The front and back faces are pushouts by assumption [i].
- The vertical maps are cofibrations by assumption [ii].
- The components of $\eta$ at $\sk_{n-1} X$ and each $\partial A(-, a)$ are weak equivalences by the induction hypothesis, while the components at the objects $A(-, a)$ are weak equivalences by assumption [iii]. Thus the back-to-front maps between the coproducts are weak equivalences as coproducts of weak equivalences between cofibrant objects.

Thus, by the gluing lemma, we see that $\eta_X : F X \to G X$ is a weak equivalence as well.

Now suppose [iii] holds for all $n$, and consider a general $X \in \text{Set}^{\mathcal{A}^{op}}$; we may express $X$ as the transfinite composite of the inclusions $\sk_n X \hookrightarrow \sk_{n+1} X$. We thus obtain a diagram in $\mathcal{M}$:

\[
\begin{array}{ccc}
F\sk_0 X & \to & F\sk_1 X & \to & \cdots & \to & F X \\
\downarrow \eta & & \downarrow \eta & & \downarrow \eta \\
G\sk_0 X & \to & G\sk_1 X & \to & \cdots & \to & G X \\
\end{array}
\]

By assumption [i], the top and bottom rows are transfinite compositions, and $\eta_X$ is the induced map between the colimit objects. Moreover, all the horizontal maps are cofibrations between cofibrant objects by assumptions [i] and [ii] thus these transfinite compositions are homotopy colimits. Since each component $\eta_{\sk_n X}$ is a weak equivalence, it thus follows that $\eta_X$ is a weak equivalence as well.
We now consider the general case of a reflective subcategory \( C \subseteq \text{Set}^{\text{op}} \). Assuming that \( F \) and \( G \) satisfy \((\text{i})\) through \((\text{iii})\) with respect to \( C \) for some \( n \), we may verify that the composites \( FL, GL \) and the natural transformation \( \eta \) satisfy \((\text{i})\) through \((\text{iii})\) with respect to \( \text{Set}^{\text{op}} \) viewed as a reflective subcategory of itself. For \((\text{i})\) this follows from the fact that \( L \) preserves colimits as a left adjoint, while for the other two assumptions it is trivial. It thus follows that \( \eta_{L,X} \) is a weak equivalence for every \( n \)-skeletal \( X \) in \( \text{Set}^{\text{op}} \). Similarly, if \((\text{i})\) and \((\text{ii})\) hold and \((\text{iii})\) holds for all \( n \), then \( \eta_{L,X} \) is a weak equivalence for all \( X \in \text{Set}^{\text{op}} \). But [GZ67, Prop. 1.3] implies that \( L \) is essentially surjective, hence all components of \( \eta \) are weak equivalences.

**Remark 1.7.** Although Lemma 1.6 is stated in significant generality, and we will indeed have use for this general result in Section 2, it is most readily applicable in the case where \( C = \text{Set}^{\text{op}} \) comes equipped with a model structure having monomorphisms as its cofibrations, and \( F \) and \( G \) are left Quillen functors; in this case assumptions \((\text{i})\) and \((\text{ii})\) are automatically satisfied.

1.2. Cubical sets without markings. We now turn our attention to some specific presheaf categories which will be central to our work. Cube categories, for our purposes, will mean subcategories of the category of posets whose objects are the interval posets \([1]^n, n \geq 0\), and whose morphisms are generated under composition by some or all of the following four classes of maps:

- **faces** \( \partial^n_{\alpha,\varepsilon} : [1]^{n-1} \to [1]^n \) for \( i = 1, \ldots, n \) and \( \varepsilon = 0, 1 \) given by:
  \[
  \partial^n_{\alpha,\varepsilon}(x_1, x_2, \ldots, x_{n-1}) = (x_1, x_2, \ldots, x_{i-1}, \varepsilon, x_i, \ldots, x_{n-1});
  \]

- **degeneracies** \( \sigma^n_i : [1]^n \to [1]^{n-1} \) for \( i = 1, 2, \ldots, n \) given by:
  \[
  \sigma^n_i(x_1, x_2, \ldots, x_n) = (x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n);
  \]

- **negative connections** \( \gamma^n_{i,0} : [1]^n \to [1]^{n-1} \) for \( i = 1, 2, \ldots, n-1 \) given by:
  \[
  \gamma^n_{i,0}(x_1, x_2, \ldots, x_n) = (x_1, x_2, \ldots, x_{i-1}, \max\{x_i, x_{i+1}\}, x_{i+2}, \ldots, x_n).\]

- **positive connections** \( \gamma^n_{i,1} : [1]^n \to [1]^{n-1} \) for \( i = 1, 2, \ldots, n-1 \) given by:
  \[
  \gamma^n_{i,1}(x_1, x_2, \ldots, x_n) = (x_1, x_2, \ldots, x_{i-1}, \min\{x_i, x_{i+1}\}, x_{i+2}, \ldots, x_n).
  \]

These maps obey the following **cubical identities**:

\[
\begin{align*}
\partial_j \circ \partial_{i,\varepsilon} &= \partial_{i+1,\varepsilon} \circ \partial_{j,\varepsilon'} \quad \text{for } j \leq i; \\
\sigma_i \sigma_j &= \sigma_j \sigma_{i+1} \quad \text{for } j \leq i; \\
\sigma_j \partial_{i,\varepsilon} &= \begin{cases} 
\partial_{i-1,\varepsilon} \sigma_j & \text{for } j < i; \\
\text{id} & \text{for } j = i; \\
\partial_{i,\varepsilon} \sigma_{j-1} & \text{for } j > i;
\end{cases} \\
\gamma_{j,\varepsilon} \sigma_j &= \begin{cases} 
\partial_{i-1,\varepsilon} \gamma_{j,\varepsilon'} & \text{for } j < i; \\
\text{id} & \text{for } j = i, \varepsilon = \varepsilon'; \\
\partial_{i,\varepsilon} \gamma_{j-1,\varepsilon'} & \text{for } j > i;
\end{cases} \\
\gamma_{j,\varepsilon} \gamma_{i,\varepsilon'} &= \begin{cases} 
\gamma_{i,\varepsilon} \gamma_{j+1,\varepsilon'} & \text{for } j > i; \\
\gamma_{i,\varepsilon} \gamma_{i+1,\varepsilon} & \text{for } j = i, \varepsilon' = \varepsilon; \\
\gamma_{i,\varepsilon} \gamma_{j+1,\varepsilon} & \text{for } j > i.
\end{cases}
\end{align*}
\]

For \( A \subseteq \{0, 1\} \), let \( \square_A \) denote the cube category with morphisms generated by faces, degeneracies, and connections \( \gamma_{i,\varepsilon} \) for \( \varepsilon \in A \). (We will often omit braces and commas in writing subsets of \( \{0, 1\} \) for the sake of readability.) We have thus defined four cube categories:
• $\square_{\emptyset}$, having only faces and degeneracies;
• $\square_0$, having faces, degeneracies, and negative connections;
• $\square_1$, having faces, degeneracies, and positive connections;
• $\square_{01}$, having faces, degeneracies, and both kinds of connections.

Other cube categories, such as the full subcategory of the category of posets on the objects $[1]^n$, have been studied elsewhere; see [BM17] for an overview. In this paper, however, we will concern ourselves only with the four cube categories described above; all references to cube categories here should be interpreted to refer only to these four, and our results should not be understood as applying to any others.

For each such $A$, let $\mathbf{cSet}_A$ denote the presheaf category $\mathbf{Set}^{\square_A^{\text{op}}}$. The representable presheaves in $\mathbf{cSet}_A$ will be denoted $\square_n^A$.

We adopt the convention of writing the action of cubical operators on the right. For instance, the $(1,0)$-face of an $n$-cube $x: \square_n^A \to X$ will be denoted $x\partial_{1,0}$. By a degenerate cube of a cubical set $X$, we will understand one that is in the image of either a degeneracy or a connection. A non-degenerate cube is one that is not degenerate.

We will occasionally represent cubical sets using pictures. In doing so, we will follow the conventions used in [DKLS20], in which $0$-cubes are represented as vertices, $1$-cubes as arrows, $2$-cubes as squares, and $3$-cubes as cubes.

For a $1$-cube $f$, we draw

$$x \xrightarrow{f} y$$

to indicate $x = f\partial_{1,0}$ and $y = f\partial_{1,1}$. For a $2$-cube $s$, we draw

$$\begin{array}{c}
x \\
\downarrow^h \\
\downarrow^f \\
z \\
\downarrow^g \\
\downarrow^k \\
y \\
\downarrow^y \\
\downarrow^w \\
w \\
\downarrow^w \\
\end{array}$$

to indicate $s\partial_{1,0} = f$, $s\partial_{1,1} = g$, $s\partial_{2,0} = h$, and $s\partial_{2,1} = k$.

As for the convention when drawing $3$-dimensional boxes, we use the following ordering of axes:

$$\begin{array}{c}
1 \\
\downarrow \\
2 \\
\downarrow \\
3 \\
\downarrow \\
\end{array}$$

For readability, we do not label $2$- and $3$-cubes. Similarly, if a specific $0$-cube is irrelevant for the argument or can be inferred from the context, we represent it by •, and we omit labels on edges whenever the label is not relevant for the argument.

Lastly, a degenerate $1$-cube $x\sigma_1$ on $x$ is represented by

$$\begin{array}{c}
x \\
\downarrow \\
x \\
\end{array}$$
while a 2- or 3-cube whose boundary agrees with that of a degenerate cube is assumed to be degenerate unless indicated otherwise. For instance, a 2-cube depicted as

\[
\begin{array}{ccc}
  x & \downarrow & x \\
  f & & f \\
  y & \downarrow & y
\end{array}
\]

represents \(f\sigma_1\).

The following result gives a standard form for maps in \(\square_{01}\), which specializes in evident ways to the subcategories \(\square_{\varnothing}, \square_0, \square_1\).

**Theorem 1.8** ([GM03, Thm. 5.1]). *Every map in the category \(\square_{01}\) can be factored uniquely as a composite*

\[
(\partial_{c_1,\varepsilon_1} \cdots \partial_{c_r,\varepsilon_r})(\gamma_{b_1,\varepsilon_1} \cdots \gamma_{b_q,\varepsilon_q})(\sigma_{a_1} \cdots \sigma_{a_p}),
\]

*where \(1 \leq a_1 < \ldots < a_p\), \(1 \leq b_1 \leq \ldots \leq b_q\), \(b_i < b_{i+1}\) if \(\varepsilon_i = \varepsilon_{i+1}\), and \(c_1 > \ldots > c_r \geq 1\).* □

**Corollary 1.9.** *A map in any cube category \(\square_A\) is a monomorphism if and only if its standard form contains only face maps, and an epimorphism if and only if its standard form contains only connection and degeneracy maps. In particular, every monomorphism in any cube category is contained in \(\square_{\varnothing}\).* □

In view of the result above, we will regularly have occasion to refer to composites of face maps, or to composites of face and degeneracy maps; in both of these cases, the terminology should be understood to include empty composites, defined to be identities, unless otherwise noted. In particular, when factoring a general map \(\phi\) as \(\phi_1 \ldots \phi_p\) or some similar expression, the case \(p = 0\) is understood as the case where \(\phi\) is an identity.

**Corollary 1.10.** *In any cube category \(\square_A\), each map has a unique factorization as an epimorphism followed by a monomorphism.* □

**Corollary 1.11.** *Each of the cube categories defined above admits the structure of an EZ-Reedy category, in which:*

- \(\deg([1]^n) = n\);
- \((\square_A)^+\) is generated under composition by the face maps;
- \((\square_A)^-\) is generated under composition by the degeneracy and connection maps.* □

Interpreting the standard definition of a skeletal presheaf in terms of this Reedy structure gives us a natural concept of a skeletal cubical set.

**Definition 1.12.** *For any \(A \subseteq \{0,1\}\) and \(n \geq -1\), a cubical set \(X \in \text{cSet}_A\) is \(n\)-skeletal if it has no non-degenerate cubes above dimension \(n\).*
From here until the end of this subsection, fix a specific \( A \subseteq \{0, 1\} \); all of our definitions and results will be valid for all choices of \( A \).

We now prove some combinatorial lemmas involving the standard forms of maps in \( \square_A \), which will be of use when proving our main results in Section 2.

**Lemma 1.13.** For any map \( \phi: [1]^m \to [1]^n \) in \( \square_A \) and any face map \( \partial_{i, \mu}: [1]^n \to [1]^{n+1} \), the standard form of the composite \( \partial_{i, \mu} \phi \) contains at least one face map.

**Proof.** Writing \( \phi \) in standard form as in the statement of Theorem 1.8, we may express \( \partial_{i, \mu} \phi \) as follows:

\[
\partial_{i, \mu} \phi = \partial_{i, \mu} \partial_{c_1, \varepsilon_1'} \ldots \partial_{c_r, \varepsilon_r'} \gamma_{b_1, \varepsilon_1} \ldots \gamma_{b_q, \varepsilon_q} \sigma_{a_1} \ldots \sigma_{a_p}
\]

Although the standard form of \( \phi \) might not contain any face maps, the string of faces \( \partial_{i, \mu} \partial_{c_1, \varepsilon_1'} \ldots \partial_{c_r, \varepsilon_r'} \) is necessarily non-empty, as it contains \( \partial_{i, \mu} \). By repeatedly applying the cubical identity for composition of face maps, we can rearrange this string into one whose indices are in strictly decreasing order; thus we obtain the standard form of \( \partial_{i, \mu} \phi \), containing at least one face map.

**Lemma 1.14.** Let \( \phi: [1]^m \to [1]^n \) and \( \psi: [1]^n \to [1]^k \) be maps in \( \square_A \), with \( \phi \) an epimorphism. Then we may characterize the standard form of the composite \( \psi \phi \) as follows:

- if the standard form of either \( \phi \) or \( \psi \) contains at least one degeneracy, then so does that of \( \psi \phi \);
- if neither of the standard forms of \( \phi \) and \( \psi \) contains a degeneracy, but at least one contains a connection, then that of \( \psi \phi \) contains at least one connection, but no degeneracies.

**Proof.** Writing \( \psi \) in standard form as \( \delta \psi' \), where \( \delta \) is a monomorphism and \( \psi' \) an epimorphism, we may note that the standard form of \( \psi \phi \) is the concatenation of that of \( \delta \) with that of \( \psi' \phi \); thus we may assume without loss of generality that \( \psi \) is an epimorphism.

We first consider the case where the standard forms of both \( \phi \) and \( \psi \) contain no degeneracies, with at least one containing a connection. Then \( \psi \phi \) is a composite of connections; by repeatedly applying the cubical identities for composition of connection maps, we may rewrite this composite into standard form. Thus we do indeed obtain a standard form of \( \psi \phi \) containing at least one connection, but no degeneracies.

Now consider the case where at least one of the standard forms of \( \phi \) and \( \psi \) contains a degeneracy. By repeatedly applying the cubical identities for composition of degeneracies with degeneracies and connections, the concatenation of these standard forms can be expressed as a string of such maps whose rightmost map is a degeneracy. Therefore, without loss of generality, we may assume that \( \phi = \phi' \sigma_i \) for some degeneracy \( \sigma_i: [1]^m \to [1]^{m-1} \) and some epimorphism \( \phi': [1]^{m-1} \to [1]^n \).

Writing \( \psi \phi' \) in standard form, we may express \( \psi \phi \) as follows:

\[
\psi \phi = \partial_{c_1, \varepsilon_1'} \ldots \partial_{c_r, \varepsilon_r'} \gamma_{b_1, \varepsilon_1} \ldots \gamma_{b_q, \varepsilon_q} \sigma_{a_1} \ldots \sigma_{a_p} \sigma_i
\]
Similarly to the proof of Lemma \([\ref{1.13}]\), the string of degeneracies \(\sigma_{a_1} \ldots \sigma_{a_r} \sigma_i\) is non-empty, as it contains at least the map \(\sigma_i\). Repeatedly applying the cubical identities for composition of degeneracies, we can rearrange this string into one whose indices are in strictly increasing order; thus we obtain the standard form of \(\psi \phi\), containing at least one degeneracy map. 

Many of our proofs will require detailed study of maps whose standard forms only contain connections; thus we now define some terminology and prove some results relating to such maps.

**Definition 1.15.** Let \(\phi\) be a (non-empty) composite of connection maps in \(\square_A\). The maximal index of \(\phi\) is the largest index of any connection map appearing in the standard form of \(\phi\).

For a map \(\phi\) written in standard form as \(\phi = \gamma_{i_1, \varepsilon_1} \ldots \gamma_{i_p, \varepsilon_p}\), the maximal index is simply \(i_p\); this follows from the definition of the standard form. If we are given an expression for a map \(\phi\) as a composite of connections, not necessarily written in standard form, then it may not be the case that the largest index appearing in this expression is in fact the maximal index of \(\phi\); however, the following result shows that it does give a lower bound on the maximal index of \(\phi\).

**Lemma 1.16.** Let \(\phi = \gamma_{i_1, \varepsilon_1} \ldots \gamma_{i_p, \varepsilon_p}\) be a (non-empty) composite of connection maps in \(\square_A\). Then the maximal index of \(\phi\) is greater than or equal to \(\max_k (i_k)\).

**Proof.** We proceed by induction on \(p\). In the base case \(p = 1\) we have \(\phi = \gamma_{i_1, \varepsilon_1}\), which is already written in standard form; thus the maximal index of \(\phi\) is \(i_1\), which is trivially equal to \(\max_k (i_k)\).

Now let \(p \geq 2\) and suppose the result holds for composites of \(p - 1\) connection maps, and let \(\phi\) be a composite of \(p\) connection maps. Let \(\psi = \gamma_{i_2, \varepsilon_2} \ldots \gamma_{i_p, \varepsilon_p}\); this is a composite of \(p - 1\) connections, so by the induction hypothesis, it may be written in standard form as \(\gamma_{j_1, \mu_1} \ldots \gamma_{j_{p-1}, \mu_{p-1}}\), where \(j_{p-1} \geq \max_k (i_k)\).

Let \(q\) be minimal such that either \(j_q > i_1 + q - 1\) or \(j_q = i_1 + q - 1\) and \(\mu_q = 1 - \varepsilon_1\); if no such \(q\) exists then \(q = p\). We will show that for all \(1 \leq r \leq q\) we have:

\[
\phi = \gamma_{j_1, \mu_1} \ldots \gamma_{j_{r-1}, \mu_{r-1}} \gamma_{j_1 + r - 1, \varepsilon_1} \gamma_{j_{r-1}, \mu_{r-1}} \ldots \gamma_{j_{p-1}}
\]

In the extreme cases \(r = 1\) and \(r = q\) we interpret this statement as \(\phi = \gamma_{i_1, \varepsilon_1} \gamma_{j_1, \mu_1} \ldots \gamma_{j_{p-1}, \mu_{p-1}}\) and \(\phi = \gamma_{j_1, \mu_1} \ldots \gamma_{j_{p-1}, \mu_{p-1}} \gamma_{i_1 + q - 1, \varepsilon_1}\), respectively. Thus the base case \(r = 1\) reduces to \(\phi = \gamma_{i_1, \varepsilon_1} \psi\), which is true by the definition of \(\psi\).

Now let \(2 \leq r \leq q\), and suppose the statement is true for \(r - 1\), i.e. that

\[
\phi = \gamma_{j_1, \mu_1} \ldots \gamma_{j_{r-1}, \mu_{r-1}} \gamma_{j_1 + r - 2, \varepsilon_1} \gamma_{j_{r-1}, \mu_{r-1}} \ldots \gamma_{j_{p-1}}
\]

By the minimality of \(q\), we have \(j_{r-1} \leq i_1 + r - 2\), with equality only if \(\mu_{r-1} = \varepsilon_1\). Thus we may apply the cubical identity for composition of connections to see that \(\gamma_{i_1 + r - 2, \varepsilon_1} \gamma_{j_{r-1}, \mu_{r-1}} = \gamma_{j_{r-1}, \mu_{r-1}} \gamma_{i_1 + r - 1, \varepsilon_1}\), thus proving the statement for \(r\).

By induction, we see that the statement is true for all \(1 \leq r \leq q\); in particular, the case \(r = q\) gives us

\[
\phi = \gamma_{j_1, \mu_1} \ldots \gamma_{j_{q-1}, \mu_{q-1}} \gamma_{i_1 + q - 1, \varepsilon_1} \gamma_{j_q, \mu_q} \ldots \gamma_{j_{p-1}}
\]

In fact, this is the standard form of \(\phi\). To see this, note that by our choice of \(q\) we have \(j_{q-1} \leq i_1 + q - 2 < i_1 + q - 1 \leq j_q\), and the last inequality is an equality only if \(\mu_q = 1 - \varepsilon_1\). The necessary
We define this monoidal product as follows: the assignment \( ([1]^n \times [1]^m) \mapsto [1]^{m+n} \) extends naturally to morphisms to define a functor \( \Box_A \times \Box_A \rightarrow \Box_A \). Postcomposing this functor with the Yoneda embedding, and taking the left Kan extension along the product of the Yoneda embedding with itself, we obtain a bifunctor \( \otimes: \text{cSet} \times \text{cSet} \rightarrow \text{cSet} \), which we call the geometric product.

\[
\begin{array}{ccc}
\Box_A \times \Box_A & \longrightarrow & \text{cSet}_A \\
\downarrow & & \downarrow \\
\text{cSet}_A \times \text{cSet}_A & \otimes & \text{cSet}_A
\end{array}
\]

This defines a non-symmetric, biclosed monoidal structure on \( \text{cSet}_A \), with the unit given by \( \Box_A^0 \).

**Proposition 1.17** ([DKLS20 Prop. 1.24]). Given cubical sets \( X, Y \in \text{cSet}_A \), we have the following description of their geometric product \( X \otimes Y \).

- For \( n \geq 0 \), the \( n \)-cubes in \( X \otimes Y \) are the formal products \( x \otimes y \) of pairs \( x \in X_k \) and \( y \in Y_\ell \) such that \( k + \ell = n \), subject to the identification \( (x\sigma_{k+1}) \otimes y = x \otimes (y\sigma_1) \).

- For \( x \in X_k \) and \( y \in Y_\ell \), the faces, degeneracies, and connections of the \((k + \ell)\)-cube \( x \otimes y \) are computed as follows:

\[
- (x \otimes y)\partial_{i,e} = \begin{cases} 
(x\partial_{i,e}) \otimes y & 1 \leq i \leq k \\
(x \otimes (y\gamma_{i-k,e})) & k + 1 \leq i \leq k + l
\end{cases}
\]

\[
- (x \otimes y)\sigma_i = \begin{cases} 
(x\sigma_i) \otimes y & 1 \leq i \leq k + 1 \\
x \otimes (y\sigma_{i-k}) & k + 1 \leq i \leq k + l + 1
\end{cases}
\]

\[
- (x \otimes y)\gamma_{i,e} = \begin{cases} 
(x\gamma_{i,e}) \otimes y & 1 \leq i \leq k \\
x \otimes (y\gamma_{i-k,e}) & k + 1 \leq i \leq k + l
\end{cases}
\]

In particular, an \( n \)-cube \( x \otimes y \) of \( X \otimes Y \) is non-degenerate exactly when both \( x \) and \( y \) are non-degenerate in \( X \) and \( Y \), respectively. \( \square \)

The restriction of the nerve functor defines a functor \( \Box_A \rightarrow \text{sSet} \); taking the left Kan extension of this functor along the Yoneda embedding, we obtain the triangulation functor \( T: \text{cSet}_A \rightarrow \text{sSet} \).
This functor has a right adjoint $U : \mathsf{sSet} \to \mathsf{cSet}_A$ given by $(UX)_n = \mathsf{sSet}((\Delta^1)^n, X)$. Intuitively, we think of triangulation as creating a simplicial set $TX$ from a cubical set $X$ by subdividing the cubes of $X$ into simplices.

1.3. Marked cubical sets. To model $(\infty, n)$-categories for general $n$, we make use of cubical sets which have some of their cubes marked, designating these cubes as equivalences. To define these objects precisely, for each $A \subseteq \{0, 1\}$ we introduce a new category $\square^+_A$, an enlargement of $\square_A$. The category $\square^+_A$ consists of objects of the form $[1]^n$ for $n \geq 0$, as well as objects $[1]^n_e$ for $n \geq 1$. The maps of $\square^+_A$ are generated by the generating maps of $\square_A$ and the following:

- $\varphi^n : [1]^n \to [1]^n_e$ for $n \geq 1$;
- $\zeta^n_i : [1]^n_e \to [1]^{n-1}$ for $n \geq 1, 1 \leq i \leq n$;
- $\xi^n_{i,\varepsilon} : [1]^n_e \to [1]^{n-1}$ for $n \geq 2, 1 \leq i \leq n - 1, \varepsilon \in A$

subject to the usual cubical identities, plus the following:

\[
\begin{align*}
\zeta_i \varphi & = \sigma_i; \\
\gamma_{j,\varepsilon} \zeta_i & = \gamma_{i,\varepsilon} \xi_{i+1,\varepsilon} & & \text{for } j > i; \\
\xi_{i,\varepsilon} \varphi & = \gamma_{i,\varepsilon}; \\
\delta_j \xi_{i,\varepsilon} & = \begin{cases} 
\gamma_{i-1,\varepsilon} \zeta_j & \text{for } j < i; \\
\gamma_i & \text{for } j = i; \\
\gamma_{i,\varepsilon} \xi_{j+1,\varepsilon} & \text{for } j > i.
\end{cases}
\end{align*}
\]

**Proposition 1.18** ([CRM20, Prop. 2.1]). Each category $\square^+_A$ is an EZ Reedy category with the Reedy structure defined as follows:

- $\deg([1]^0) = 0$, $\deg([1]^n) = 2n - 1$ for $n \geq 1$, and $\deg([1]^n_e) = 2n$ for $n \geq 1$;
- $(\square^+_A)^+_{\text{op}}$ is generated by the maps $\partial^n_{i,\varepsilon}$ and $\varphi^n$ under composition;
- $(\square^+_A)^-_{\text{op}}$ is generated by the maps $\sigma^n_i, \gamma^n_{i,\varepsilon}, \zeta^n_i, \xi^n_{i,\varepsilon}$ (as applicable) under composition. □

For the remainder of this subsection, fix a specific $A \subseteq \{0, 1\}$.

A *structurally marked cubical set* is a contravariant functor $X : (\square^+_A)^{\text{op}} \to \mathsf{Set}$ and a morphism of structurally marked cubical sets is a natural transformation of such functors. We will write $\mathsf{cSet}^{++}_A$ for the category of structurally marked cubical sets. The representable presheaf at the object $[1]^n$ will be denoted $\square^n_A$, as in $\mathsf{cSet}_A$, while the representable presheaf at the object $[1]^n_e$ will be denoted $\tilde{\square}^n_A$.

Structurally marked cubical sets should be thought of as cubical sets with (possibly multiple) labels on their cubes of positive dimension, called *markings*, such that each degenerate cube has, in...
A marked cubical set is a structurally marked cubical set in which each cube has at most one distinguished marking: for a cube of the form \( x\sigma \), this is \( x\zeta \), while for a cube of the form \( x\gamma_{n,\epsilon} \) this is \( x\xi_{n,\epsilon} \). Specifically, the image under \( X \) of the object \( [1]^{n} \) is thought of as the set of markings on \( n \)-cubes of \( X \), with an element \( x \in [1]^{n} \) being a marking on the \( n \)-cube \( x\varphi \). For \( n \geq 1 \), the underlying cubical set of \( \square_{A}^{n} \) is \( \square_{A}^{n} \), with a unique marking on the unique non-degenerate \( n \)-cube, while all other non-degenerate cubes are unmarked. When quantifying a statement over arbitrary \( \tilde{\text{X}} \) the underlying cubical set of \( \text{Im} \) that this may refer to \( \square_{A}^{n} \) for \( n \geq 0 \) or \( \square_{A}^{n} \) for \( n \geq 1 \). For \( n \geq 1 \), the \( n \)-marker is the entire map \( \square_{A}^{n} \to \square_{A}^{n} \) the image under the Yoneda embedding of the map \( \varphi: [1]^{n} \to [1]^{n} \) in \( \square_{A}^{+} \).

A marked cubical set is a structured naturally marked cubical set in which each cube has at most one marking. We write \( \text{cSet}_{A}^{+} \) for the category of marked cubical sets. Alternatively, we may view a marked cubical set as a pair \((X, eX)\) consisting of a cubical set \( X \) together with a set of marked cubes, i.e. a subset \( eX \subseteq \bigcup_{n \geq 1} X_{n} \) of cubes of positive dimension that includes all degenerate cubes, with a morphism of marked cubical sets being a map of cubical sets that preserves marked cubes.

The inclusion \( \text{cSet}_{A}^{+} \hookrightarrow \text{cSet}_{A}^{++} \) admits a left adjoint \( \text{Im}: \text{cSet}_{A}^{++} \to \text{cSet}_{A}^{+} \); for \( X \in \text{cSet}_{A}^{++} \) the underlying cubical set of \( \text{Im}X \) coincides with that of \( X \), with a cube of \( \text{Im}X \) being marked if and only if the corresponding cube of \( X \) has at least one marking. Thus \( \text{cSet}_{A}^{+} \) is a reflective subcategory of \( \text{cSet}_{A}^{++} \). We will primarily work with \( \text{cSet}_{A}^{+} \), referring to \( \text{cSet}_{A}^{++} \) only when it is necessary or convenient to do so in the process of studying \( \text{cSet}_{A}^{+} \), such as when applying Lemma 1.19.

Given \( X \in \text{cSet}_{A}^{+} \), we will occasionally denote its underlying cubical set by \( |X| \in \text{cSet}_{A} \). Note that this defines a functor \( | - | : \text{cSet}_{A}^{+} \to \text{cSet}_{A} \); this functor and its adjoints will be studied further in Appendix A.

Note that we have an embedding \( \square_{A}^{+} \hookrightarrow \text{cSet}_{A}^{+} \), given by the composite of the Yoneda embedding with the reflector \( \text{Im} \); this functor is fully faithful, as all representables are contained in \( \text{cSet}_{A}^{+} \).

**Definition 1.19.** For \( n \geq -1 \), a marked cubical set is \( n \)-skeletal if its underlying cubical set is \( n \)-skeletal (in the sense of Definition 1.12). The regular \( n \)-skeleton of a marked cubical set \( X \), denoted \( \text{sk}_{n}X \), is the regular subcomplex of \( X \) whose underlying cubical set is \( \text{sk}_{n}|X| \).

Note that this technically conflicts with Definition 1.12 when interpreted in terms of the Reedy structure [1.18]; this choice of terminology, however, has the advantage of corresponding intuitively to the dimensions of non-degenerate cubes in a marked cubical set, and will not cause any confusion or ambiguity in our proofs.

**Definition 1.20.** A map \( X \to Y \) in \( \text{cSet}_{A}^{+} \) is:

- **regular** if it creates markings, i.e. a cube \( x \) of \( X \) is marked if and only if \( f(x) \) is marked in \( Y \);
- **a regular subcomplex inclusion** if it is regular and a monomorphism;
- **entire** if its underlying cubical set map \( |X| \to |Y| \) is an isomorphism.

When representing marked cubical sets visually, we will label marked 1-cubes with a tilde. Marked 2-cubes will typically be labelled with tildes in their interiors. For instance, the following diagram represents a marked 2-cube whose \((2,0)\)-face is also marked.
In cases where it is not feasible to label marked cubes in illustrations, markings will simply be described in accompanying text.

We next study some convenient properties of the presheaf category $cSet^+_A$ which descend to its reflective subcategory $cSet^+_A$. We begin by noting that every marked cubical set is the colimit (in $cSet^+_A$) of its cubes and markings.

**Proposition 1.21.** Every object $X \in cSet^+_A$ may be constructed as

$$\text{colim}_{\square^n_{A,(e)} \rightarrow X} \square^n_{A,(e)}$$

where the symbol $\square^n_{A,(e)}$ represents an arbitrary representable marked cubical set, i.e. an arbitrary object of the form $\square^n_{A}$ or $\widetilde{\square}^n_{A}$, and the colimit is taken in $cSet^+_A$.

**Proof.** The analogous colimit construction in $cSet^{++}_A$ holds by a standard result about presheaf categories, and this colimit is preserved by the left adjoint functor $\text{Im}$. That the stated colimit construction holds in $cSet^+_A$ thus follows from the fact that both $X$ and all representables are contained in the full subcategory $cSet^{++}_A$ and that the composite $cSet^+ \hookrightarrow cSet^{++} \xrightarrow{\text{Im}} cSet^+_A$ is naturally isomorphic to the identity. □

The following result follows from a similar proof to the above, involving the standard construction of a monomorphism of presheaves on an EZ-Reedy category by skeletal induction.

**Proposition 1.22 ([CKM20, Prop. 2.10]).** The class of monomorphisms in $cSet^+_A$ is the saturation of the set of boundary inclusions $\partial\square^n_A \hookrightarrow \square^n_A$ for $n \geq 0$ and markers $\square^n_A \rightarrow \widetilde{\square}^n_A$ for $n \geq 1$. □

The following family of functors relate general marked cubical sets to those which are $n$-trivial for some $n$, i.e. those which have all of their cubes above dimension $n$ marked.

**Definition 1.23.** For $n \geq 0$, the $n$-trivialization functor $\tau_n : cSet^+_A \rightarrow cSet^+_A$ sends $X \in cSet^+_A$ to the marked cubical set $\tau_n X$ obtained by marking all cubes of $X$ of dimension greater than $n$.

In both cases, for a map $f : X \rightarrow Y$, the map $\tau_n f$ acts identically to $f$ on underlying cubical sets.

The geometric product of cubical sets admits a natural generalization to the marked case; we refer to this monoidal product as the lax Gray tensor product, as it is a realization in the marked cubical setting of the more general higher categorical concept of the Gray tensor product (see [CKM20] for further discussion of this).

**Definition 1.24.** For $X, Y \in cSet^+_A$, the lax Gray tensor product $X \otimes Y$ is defined as follows:
• The underlying cubical set of $X \otimes Y$ is $|X| \otimes |Y|$, i.e. the geometric product of the underlying cubical sets of $X$ and $Y$;

• A cube $x \otimes y$ is marked if either $x$ is marked in $X$ or $y$ is marked in $Y$.

As with the geometric product of unmarked cubical sets, this defines a non-symmetric, biclosed monoidal product $\otimes : \cSet^+_{\mathcal{A}} \times \cSet^+_{\mathcal{A}} \to \cSet^+_{\mathcal{A}}$, with $\Box^0_{\mathcal{A}}$ as its unit.

Marked cubical sets admit a family of model structures modelling $(\infty, n)$-categories for any $n \geq 0$, including $n = \infty$. We now introduce these model structures, and the terminology needed to describe them.

**Definition 1.25.** For $n \geq 1$, $1 \leq i \leq n$, and $\varepsilon \in \{0,1\}$, a monomorphism $\delta : [1]^m \to [1]^n$ in $\Box_{\mathcal{A}}$ defines a critical face of $\Box^n_{\mathcal{A}}$ with respect to the face $\partial_{i,\varepsilon}$ if the standard form of $\delta$ does not contain any of the following sets of face maps:

1. $\partial_{i,\varepsilon}$ or $\partial_{i,1-\varepsilon}$;
2. for some $j > i$, the face map $\partial_{j,\varepsilon}$, as well as $\partial_{k,1-\varepsilon}$ for all $j > k > i$;
3. for some $j < i$, the face map $\partial_{j,\varepsilon}$, as well as $\partial_{k,1-\varepsilon}$ for all $j < k < i$.

Note that if we specialize to the case $m = 1$ in the definition above, we obtain a unique critical edge of $\Box^n_{\mathcal{A}}$ with respect to $\partial_{i,\varepsilon}$, whose standard form is given by

$$\partial_{n-1-\varepsilon} \partial_{n-1-1-\varepsilon} \cdots \partial_{i+1,1-\varepsilon} \partial_{i+1,1-\varepsilon} \cdots \partial_{i,1-\varepsilon}$$

This coincides with the definition of the critical edge given in [DKLS20, Def. 1.21].

**Definition 1.26.** We define certain objects and maps which play key roles in the model structures to be introduced.

• For $n \geq 1$, $1 \leq i \leq n$, and $\varepsilon \in \{0,1\}$, the $(i,\varepsilon)$-comical cube, denoted $\Box^n_{A,i,\varepsilon}$, is the marked cubical set whose underlying cubical set is $\Box^n_{A}$, with all critical faces with respect to $\partial_{i,\varepsilon}$ marked. The $(i,\varepsilon)$-comical open box, denoted $\Box^n_{A,i,\varepsilon}$, is the regular subcomplex of $\Box^n_{A,i,\varepsilon}$ whose non-degenerate cubes consist of all faces of the $n$-cube other than the interior face $id_{[1]^n}$ and $\partial_{i,\varepsilon}$. The $(i,\varepsilon)$-comical open box inclusion is the regular subcomplex inclusion $\Box^n_{A,i,\varepsilon} \hookrightarrow \Box^n_{A,i,\varepsilon}$.

• For $n \geq 2$, $1 \leq i \leq n$, and $\varepsilon \in \{0,1\}$, the marked cubical set $(\Box^n_{A,i,\varepsilon})'$ is obtained from $\Box^n_{A,i,\varepsilon}$ by marking all $(n-1)$-dimensional faces except for $\partial_{i,\varepsilon}$. The $(i,\varepsilon)$-comical marking extension is the entire map $\Box^n_{A,i,\varepsilon} \to \tau_{n-2}\Box^n_{A,i,\varepsilon}$, i.e. the map which marks the remaining $(n-1)$-dimensional face.

• A map in $\cSet^+_{\mathcal{A}}$ is comical if it is in the saturation of the set of comical open box inclusions and comical marking extensions. A comical fibration is a map having the right lifting property with respect to all comical open box inclusions and comical marking extensions.
• The marked cubical set $L_A$ is depicted below:

```
• • •
• • •
• • •
```

The elementary Rezk map is the entire map $L_A \to \tau_0 L_A$, i.e. the entire map which marks the three unmarked edges of $L_A$. In general, a Rezk map is any map of the form $(\partial \Box^n_A \hookrightarrow \Box^n_A) \otimes (L_A \to \tau_0 L_A) \otimes (\partial \Box^n_A \hookrightarrow \Box^n_A)$, where $\otimes$ denotes the pushout product.

• For $n \geq 1$, the $n$-marker is the entire map $\Box^n_A \to \tilde{\Box}^n_A$ induced by the structure map $\varphi : [1]^n \to [1]^n_e$ in $\Box^+_A$.

• A comical set is a marked cubical set having the right lifting property with respect to comical open box inclusions and comical marking extensions. A comical set is saturated if it has the right lifting property with respect to all Rezk maps, and $n$-trivial, for $n \geq 0$, if it has the right lifting property with respect to all markers of dimension greater than $n$ (in other words, if all of its cubes of dimension greater than $n$ are marked).

**Remark 1.27.** Note that the definition of the Rezk maps given above differs from that used in [DKM21], in which there are four different elementary Rezk maps, denoted $L_{x,y} \to L'_{x,y}$ for $x, y \in \{1, 2\}$. Our elementary Rezk map $L_A \to \tau_0 L_A$ is denoted in that paper by $L_{1,2} \to L'_{1,2}$. The construction used here, however, provides a simpler set of pseudo-generating trivial cofibrations. That the model structures defined here coincide with those of [DKM21] follows from [DKM21, Thm. 2.17].

**Proposition 1.28.** For each $A \subseteq \{0, 1\}$, comical maps and comical fibrations form the left and right class, respectively, of a weak factorization system on $\text{cSet}^+_A$.

**Proof.** This follows from a standard application of the small object argument. $\square$

**Theorem 1.29.** Each category $\text{cSet}^+_A$ carries the following model structures:

1. The comical model structure in which
   - cofibrations are monomorphisms;
   - fibrant objects are comical sets;
   - fibrations with fibrant codomain are characterized by the right lifting property with respect to comical open box inclusions and comical marking extensions.

2. The saturated comical model structure in which
   - cofibrations are monomorphisms;
   - fibrant objects are saturated comical sets;
   - fibrations with fibrant codomain are characterized by the right lifting property with respect to comical open box inclusions, comical marking extensions, and the Rezk maps.
(iii) An $n$-trivial comical model structure for each $n \geq 0$, in which

- cofibrations are monomorphisms;
- fibrant objects are $n$-trivial comical sets;
- fibrations with fibrant codomain are characterized by the right lifting property with respect to comical open box inclusions, comical marking extensions, and markers $\Box^n_A \to \tilde{\Box}^m_A$ for $m > n$.

(iv) An $n$-trivial saturated comical model structure for each $n \geq 0$, in which

- cofibrations are monomorphisms;
- fibrant objects are $n$-trivial saturated comical sets;
- fibrations with fibrant codomain are characterized by the right lifting property with respect to comical open box inclusions, comical marking extensions, Rezk maps, and markings $\Box^n_A \to \tilde{\Box}^m_A$ for $m > n$.

Moreover, all of these model structures are monoidal with respect to the lax Gray tensor product.

Proof. The construction of the model structures, monoidality with respect to the lax Gray tensor product, and characterizations of fibrations with fibrant codomain in the unsaturated model structures are given by [DKM21, Thm. 2.7]. The characterizations of fibrations with fibrant codomain in the saturated model structures are given by [DKM21] Thm. 2.17.

Remark 1.30. When viewing comical sets as higher categories, $n$-cubes represent $n$-dimensional cells, with the marked cubes corresponding to equivalences. The four classes of pseudo-generating trivial cofibrations then have the following higher-categorical meanings.

- The 1-dimensional comical open box inclusions are the inclusions of endpoints into the marked interval; thus marked edges may be lifted along comical fibrations, analogous to the lifting of isomorphisms along isofibrations in 1-category theory.

- The $n$-dimensional $(i, \varepsilon)$-comical open box inclusions for $n \geq 2$ represent composition of $(n-1)$-dimensional cells, with the $(i, \varepsilon)$-face of the $(i, \varepsilon)$-comical cube representing the composite. They also ensure that every morphism presented by a marked edge has a left and right inverse, i.e., is an equivalence.

- Lifting against the comical marking extensions ensures that a composite of equivalences is again an equivalence.

- Lifting against the Rezk maps ensures that in a saturated comical set, all cubes which are invertible in a suitable sense are marked.

- Lifting against markers of dimension greater than $n$ ensures that in an $n$-trivial comical set, all cubes of dimension greater than $n$ are equivalences.

The categories of cubical sets with weak equivalences admit a natural simplicial analogue: we denote by $s\text{Set}^+$ the category of marked simplicial sets. Similarly to its cubical counterparts, this is a reflective subcategory of a presheaf category $s\text{Set}^{++}$, and its objects may be thought of as
simplicial sets in which some simplices of positive dimension, including all degenerate simplices, are marked, with morphisms being simplicial set maps which preserve markings. (Note that this differs from the category of marked simplicial sets defined in [Lur09]; the marked simplicial sets defined in that reference have markings only on their edges.)

As with its cubical counterparts, $\text{sSet}^+$ admits a family of model structures modeling $(\infty,n)$-categories for $n \geq 0$, including $n = \infty$ (the $(n\text{-trivial, saturated})$ complicial model structures). Each of these is defined analogously to its simplicial counterpart. Specifically, cofibrations in all cases are monomorphisms, with a set of pseudo-generating trivial cofibrations consisting of:

- horn inclusions with specified faces marked, representing composition and isofibration properties;
- entire maps representing the principle that a composite of marked simplices is again marked;
- in the saturated case, entire maps representing the principle that an invertible simplex is marked;
- in the $n$-trivial case, entire maps representing the principle that a simplex above dimension $n$ is marked.

A full description of the complicial model structures is beyond the scope of this paper, but may be found in [OR20].

We next recall the extension of the triangulation functor to marked cubical sets, first developed in [CKM20]. To describe this functor, we first need an explicit description of the simplices of $\boxed{T}_A = (\Delta^1)^n = N[1]^n$. For $r \geq 0$, observe that since $\Delta^r = N[r]$ and the nerve functor is fully faithful, $r$-simplices $\Delta^r \to (\Delta^1)^n$ can be identified with order-preserving maps $\phi: [r] \to [1]^n$. Such a map $\phi$ can be identified with a unique function $\{1, \ldots, n\} \to \{1, \ldots, r, \pm\infty\}$, defined as follows:

\[
i \mapsto \begin{cases} 
+\infty, & \pi_i \circ \phi(r) = 0, \\
p, & \pi_i \circ \phi(p - 1) = 0 \text{ and } \pi_i \circ \phi(p) = 1, \\
-\infty, & \pi_i \circ \phi(0) = 1.
\end{cases}
\]

Under this identification, a simplicial operator $\alpha: [q] \to [r]$ sends an $r$-simplex $\phi$ to the $q$-simplex $\alpha$ defined as follows:

\[
(\phi \alpha)(i) = \begin{cases} 
+\infty, & \phi(i) > \alpha(q), \\
p, & \alpha(p - 1) < \phi(i) \leq \alpha(p), \\
-\infty, & \phi(i) \leq \alpha(0).
\end{cases}
\]

We let $\iota_n$ denote the inclusion $\{1, \ldots, n\} \to \{1, \ldots, n, \pm\infty\}$, viewed as an $n$-simplex of $\Delta^n$.

**Definition 1.31.** We define the functor $T: \boxed{T}_A \to \text{sSet}^+$ as follows:

- $T[1]^n$ has $(\Delta^1)^n$ as its underlying simplicial set, with an $r$-simplex $\phi: \{1, \ldots, n\} \to \{1, \ldots, r, \pm\infty\}$ unmarked if and only if there exists a sequence $i_1 < \cdots < i_r$ in $\{1, \ldots, n\}$ such that $\phi(i_p) = p$ for all $p \in \{1, \ldots, r\}$;
- $T[1]_n^n$ is obtained from $T[1]^n$ by marking the $n$-simplex $\iota_n$. 
By left Kan extension, this definition extends to a colimit-preserving functor $T : cSet_{++} \to sSet^+$, with a right adjoint $U : sSet^+ \to cSet_{++}$. These restrict to an adjunction $T : cSet_{A,++} \simeq sSet^+ : U$.

From the definition, we can see that the only unmarked $n$-simplex of $T \square^n$ is $\iota_n$, while all $n$-simplices of $T \square^n$ are marked.

In [DKM21], triangulation was used to compare the (saturated, $n$-trivial) comical model structures on marked cubical sets with connections with the analogous complicial model structures on simplicial sets. Specifically, we have the following result, which establishes cubical sets with connections as models for $(\infty, 1)$-categories.

**Theorem 1.32 ([DKM21, Thm. 5.24]).** For $A \in \{0, 1, 01\}$, the adjunction $T : cSet_{++} \overset{\leftarrow}{\simeq} sSet^+ : U$ is a Quillen equivalence between the (saturated, $n$-trivial) comical model structure on $cSet_{++}$ and the (saturated, $n$-trivial) complicial model structure on $sSet^+$.

The methods of [DKM21] are not directly applicable to the category $cSet_{+}$, as they make use of a functor $Q : sSet^+ \to cSet_{+}$ which cannot be defined in the absence of connections. Thus we will extend Theorem 1.32 to $cSet_{+}$ via an alternate method; namely, we will establish Quillen equivalences between $cSet_{+}$ and the categories of cubical sets with connections which commute with triangulation, and apply the two-out-of-three property for Quillen equivalences.

### 1.4. Adjunctions induced by inclusions

We now focus on adjunctions relating our various categories of marked cubical sets. For $A \subseteq B \subseteq \{0, 1\}$, we have an inclusion $i : \square_{A,++} \hookrightarrow \square_{B,++}$; these inclusions form the following commuting diagram.

\[
\begin{array}{ccc}
\square^+_0 & \longrightarrow & \square^+_0 \\
\downarrow & & \downarrow \\
\square^+_1 & \longrightarrow & \square^+_1
\end{array}
\]

(*)

By pre-composition, each of these inclusions induces a functor $i^* : cSet_{B,++} \to cSet_{A,++}$. For $X \in cSet_{B,++}$ and $n \geq 0$, we have $(i^* X)_n = X_n$, with structure maps computed as in $X$, and markings likewise agreeing with those in $X$. However, if $A \neq B$, then some degenerate cubes of $X$ become non-degenerate in $i^* X$, namely those connections which are not in the image of any map in $\square_A$. From this description we can see that $i^*$ restricts to a functor $i^* : cSet_{B} \to cSet_{A}$. In the case where $A = B$ and, this functor is simply the identity.

From here until the end of this section, we fix a specific choice of $A \subseteq B \subseteq \{0, 1\}$.

The functor $i^* : cSet_{B,++} \to cSet_{A,++}$ has both a left and a right adjoint, given respectively by left and right Kan extension of presheaves along the inclusion $\square_A \hookrightarrow \square_B$. These functors restrict to define a left and right adjoint of $i^* : cSet_{B} \to cSet_{A}$. For our purposes, however, we will require more explicit descriptions of these adjoints, thus we will construct and characterize them directly.

**Proposition 1.33.** The functor $i^* : cSet_{B} \to cSet_{A}$ admits both a left and a right adjoint.

**Proof.** Both $cSet_{B,++}$ and $cSet_{A,++}$ are locally presentable, as full subcategories of presheaf categories; by the adjoint functor theorem, it thus suffices to show that $i^*$ preserves all (small) limits and
colimits. For \( i^*: \mathbf{cSet}_B^+ \to \mathbf{cSet}_A^+ \), this holds because limits and colimits in presheaf categories are computed objectwise.

Recall that, given a reflective subcategory \( C \) of a complete and cocomplete category \( D \), limits in \( C \) are computed in \( D \), while colimits in \( C \) are computed by applying the reflector to colimits in \( D \). It thus follows immediately that \( i^*: \mathbf{cSet}_B^+ \to \mathbf{cSet}_A^+ \) preserves limits, as limits in \( \mathbf{cSet}_A^+ \) and \( \mathbf{cSet}_B^+ \) are computed in the corresponding presheaf categories.

To show preservation of colimits, we first note that by the definition of the reflector \( \text{Im} \), the following diagram commutes:

\[
\begin{array}{ccc}
\mathbf{cSet}_B^+ & \xrightarrow{i^*} & \mathbf{cSet}_A^+ \\
\downarrow\text{Im} & & \downarrow\text{Im} \\
\mathbf{cSet}_B^+ & \xrightarrow{i^*} & \mathbf{cSet}_A^+
\end{array}
\]

Given a diagram \( F: J \to \mathbf{cSet}_A^+ \), let \( \text{colim}_+ F \) denote its colimit, and let \( \text{colim}_{++} F \) denote its colimit when considered as a diagram in \( \mathbf{cSet}_A^{++} \) (more precisely, the colimit of the composite \( J \xrightarrow{F} \mathbf{cSet}_B^+ \xrightarrow{i^*} \mathbf{cSet}_A^+ \)). Denote colimits in \( \mathbf{cSet}_B^+ \) and \( \mathbf{cSet}_B^{++} \) similarly. Then for all diagrams \( F \) in \( \mathbf{cSet}_A^+ \) or \( \mathbf{cSet}_B^+ \) we have \( \text{colim}_+ F = \text{Im} \text{colim}_{++} F \). Using the commutativity of the diagram above, and the fact that the functor \( i^* \) between presheaf categories preserves colimits, we can compute, for any diagram \( F: J \to \mathbf{cSet}_B^+ \):

\[
\text{colim}_+ i^* F = \text{Im} \text{colim}_{++} i^* F \\
= \text{Im} i^* \text{colim}_{++} F \\
= i^* \text{Im} \text{colim}_{++} F \\
= i^* \text{colim}_+ F
\]

Thus we see that \( i^*: \mathbf{cSet}_B^+ \to \mathbf{cSet}_A^+ \) preserves colimits. \( \square \)

Let \( i_l, i_r: \mathbf{cSet}_A^+ \to \mathbf{cSet}_B^+ \) denote the left and right adjoints of \( i^* \), respectively. We will focus primarily on the adjunction \( i_l \dashv i^* \); thus we let \( \eta \) and \( \epsilon \) denote the unit and counit of this adjunction. We will now characterize the functors \( i_l \) and \( i_r \) explicitly.

**Lemma 1.34.** For \( X \in \mathbf{cSet}_A^+ \), the object \( i_l X \in \mathbf{cSet}_B^+ \) is given by the colimit

\[
\text{colim} \overset{n}{\square}_{A,(e)}^{B,(e)} X
\]

Likewise, \( i_l \) sends each map in \( \mathbf{cSet}_A^+ \) to the induced map between colimits. In particular, for representable marked cubical sets we have a natural isomorphism \( i_l \overset{n}{\square}_{A,(e)}^{B,(e)} \cong \overset{n}{\square}_{B,(e)} \).
Proof. We begin by proving the special case of representable marked cubical sets, i.e. that \( i_! \Box^n_A, (e) = \Box^n_B, (e) \). For any \( X \in \text{cSet}^+_B \), we have a natural bijection as follows:

\[
\text{cSet}^+_B(i_! \Box^n_A, (e), X) \cong \text{cSet}^+_A(\Box^n_A, (e), i^*X) \\
\cong \text{cSet}^+_B(\Box^n_B, (e), X)
\]

Here the first isomorphism follows from the defining property of the adjunction \( i_! \vdash i^* \), while the second follows from the definition of \( i^* \).

By the Yoneda lemma, we thus obtain a natural isomorphism \( i_! \Box^n_A, (e) \cong \Box^n_B, (e) \). Thus we have proven the stated result in the special case of a representable marked cubical set; the general result then follows from this special case, together with Proposition 1.21 and the fact that \( i_! \) preserves colimits as a left adjoint.

We can improve this characterization to one which provides an explicit description of the cubes of \( i_!X \).

**Proposition 1.35.** For \( X \in \text{cSet}^+_A \), the object \( i_!X \) is obtained by freely adding the connections of \( \Box_B \) to \( X \). More precisely, for \( n \geq 0 \) the \( n \)-cubes of \( X \) consist of all expressions of the form \( x \phi \), where \( x \) is a non-degenerate \( m \)-cube of \( X \) for some \( m \leq n \) and \( \phi : [1]^m \to [1]^n \) is an epimorphism in \( \Box_B \). Such a cube is marked if either \( \phi \neq \text{id} \) or \( \phi = \text{id} \) and \( x \) is marked in \( X \). Structure maps are computed using the cubical identities and the structure maps of \( X \).

For a map \( f : X \to Y \) in \( \text{cSet}_B \), \( i_!f \) sends \( x \phi \) to \( (fx) \phi \).

**Proof.** For a (possibly degenerate) cube \( x : \Box^n_A \to X \), we have a map \( \Box^n_B \to i_!X \) in the colimit cone given by Lemma 1.34 we denote this cube of \( i_!X \) by \( x \text{id}_{[1]^m} \), or simply \( x \). It follows that for every map \( \phi : [1]^n \to [1]^m \) in \( \Box_B \) we have an \( n \)-cube \( x \phi \) in \( i_!X \), marked if \( \phi \) is a non-identity epimorphism, and that these assignments obey the cubical identities in the sense that for \( \psi : [1]^m \to [1]^k \) in \( \Box_B^n \) we have \( (x \phi) \psi = x(\phi \psi) \).

Next we will show that the structure maps of cubes of the forms defined above are consistent with those of \( X \). For \( x : \Box^n_A \to X \) and \( \phi : [1]^n \to [1]^m \) in \( \Box_A \), the composite \( \Box_B^n \to \Box_B^m \to i_!X \) is the map in the colimit cone corresponding to the cube \( x \phi \) of \( X \). In other words, the image of \( x \), viewed as a cube of \( i_!X \), under the structure map \( \phi \) is precisely the cube of \( i_!X \) corresponding to the cube \( x \phi \) of \( X \).

Now we note that by [DKLS21] Lem. 1.23, every map from a representable marked cubical set into \( i_!X \) factors through the colimit cone. In particular, for every \( y : \Box^n_B \to i_!X \), there is some \( x : \Box^n_A, (e) \to X \) such that there exists a commuting diagram as depicted below:

\[
\begin{array}{ccc}
\Box^n_B & \longrightarrow & \Box^n_B, (e) \\
\downarrow & & \\
i_!X \\
\end{array}
\]

For a map \( f : X \to Y \) in \( \text{cSet}_B \), \( i_!f \) sends \( x \phi \) to \( (fx) \phi \).
As every non-identity map into \([1]^m\) factors through \([1]^m\), we may assume that the representable \(\Box_B^{m,(e)}\) is \(\Box_B^n\) for some \(m \geq 0\). Thus we see that \(y = x\phi\) for some \(\phi: [1]^n \to [1]^m\) in \(\Box_B\); in other words, every cube of \(i_*X\) is of the form described above. Moreover, a cube of \(i_*X\) is non-degenerate if and only if it corresponds to a non-degenerate cube of \(X\); by the Eilenberg-Zilber lemma, it follows that the cubes of \(i_*X\) admit the unique form given in the statement.

It remains to be shown that the markings in \(i_*X\) are as described, i.e. that a non-degenerate cube \(x\) is marked in \(i_*X\) if and only if it is marked in \(X\). If \(x\) is marked in \(X\), i.e. the cube \(x: \Box_A^n \to X\) factors through \(\Box_A^n\), then it follows by Lemma 1.34 that the corresponding cube \(x: \Box_B^n \to i_*X\) factors through \(\Box_B^n\), so that \(x\) is marked in \(i_*X\) as well.

On the other hand, suppose that \(x\) is marked in \(i_*X\), i.e. that the map \(x: \Box_B^n \to i_*X\) factors through \(\Box_B^n\). Once again applying the fact that every map from a representable marked cubical set into \(i_*X\) factors through the colimit cone, for some map \(\Box_B^{m,(e)} \to i_*X\) in the colimit cone there exists a commuting diagram as below:

```
\[ \Box_B^n \xrightarrow{\psi} \Box_B^n \xrightarrow{\psi} \Box_B^{m,(e)} \]
\[ x \downarrow \quad \downarrow k \quad \downarrow \]
\[ i_*X \]
```

The only generating maps in \(\Box_B^n\) having \([1]^n\) as their domain are those of the form \(\zeta_i\) or \(\xi_{i,e}\); if \(\psi\) factors through such a map, then by the cubical identities, the composite \(\psi \phi\) factors through \(\sigma_i\) or \(\gamma_{i,e}\), contradicting the assumption that \(x\) is non-degenerate. It follows that \(\Box_B^{m,(e)} = \Box_B^n\) and \(\psi = \text{id}\). Thus the map \(\Box_B^n \to i_*X\) above is itself part of the colimit cone, implying that \(x: \Box_A^n \to X\) factors through \(\Box_A^n\).

Thus we have characterized the action of \(i_*\) on objects; its action on morphisms then follows from Lemma 1.34.

From the two results above, we obtain immediate characterizations of the unit and counit of the adjunction \(i_* \dashv i^*\).

**Corollary 1.36.** For \(A, B, \alpha\) as above:

- For \(X \in \text{cSet}_A^+\), \(i^*i_*X\) is obtained by freely adding the connections of \(\Box_B\) to \(X\), and then forgetting the additional structure maps. The unit \(\eta_X\) is the natural inclusion.

- For \(X \in \text{cSet}_B^+\), the \(n\)-cubes of \(i^*i_*X\) consist of all expressions of the form \(x\phi\), where \(x\) is an \(m\)-cube of \(X\) which is not in the image of any epimorphism in \(\Box_A\), and \(\phi: [1]^n \to [1]^m\) is an epimorphism in \(\text{cSet}_B^+\). The counit \(\epsilon: i^*i_*X \to X\) sends such a cube \(x\phi\) to the cube \(x\phi\) in \(X\), i.e. the image of \(X\) under \(\phi\) regarded as a structure map of \(X\).

Our characterization of the right adjoint \(i_*\) will be fairly basic for now; in Proposition 2.8 we will characterize it further in terms of the theory of weak connection structures to be developed in Section 2.
Proposition 1.37. For \( X \in \mathsf{cSet}_A^+ \), the object \( i_* X \in \mathsf{cSet}_B^+ \) is defined as follows:

- for \( n \geq 0 \), \((i_* X)_n = \mathsf{cSet}_A(i^* \Box^n_B, X)\), with structure maps induced by pre-composition;
- for \( n \geq 1 \), an \( n \)-cube of \( i_* X \) is marked if and only if the corresponding map \( i^* \Box^n_B \to X \) sends the \( n \)-cube \( \text{id}_{[1]^n} \) of \( i^* \Box^n_B \) to a marked cube of \( X \).

Proof. The characterization of \( n \)-cubes of \( i_* X \) follows from a standard argument involving the Yoneda lemma. Likewise, marked \( n \)-cubes of \( i_* X \) correspond to maps \( \Box^n_B \to i_* X \) which factor through \( \tilde{\Box}^n_B \); under the adjunction \( i^* \dashv i_* \) these correspond to maps \( i^* \tilde{\Box}^n_B \to X \) which factor through \( i^* \Box^n_B \). The given characterization of marked cubes thus follows from the fact that \( i^* \tilde{\Box}^n_B \) is obtained from \( i^* \Box^n_B \) by marking the \( n \)-cube \( \text{id}_{[1]^n} \).

Proposition 1.38. The functors \( i!, i^* : \mathsf{cSet}_A^+ \to \mathsf{cSet}_B^+ \) are monoidal with respect to the lax Gray tensor product.

Proof. For \( i^* \) this is immediate from Proposition 1.17 and the definition of the lax Gray tensor product. For \( i_! \), we note that \( i_! \) preserves colimits as a left adjoint, while \( \otimes \) similarly preserves colimits in each variable. Therefore, by Proposition 1.21, it suffices to show that this holds on representables, which can be verified using Lemma 1.34.

Next we study some of the basic interactions of \( i_! \) and \( i^* \) with the comical model structures.

Proposition 1.39. The functor \( i_! : \mathsf{cSet}_A^+ \to \mathsf{cSet}_B^+ \) sends each of the following maps in \( \mathsf{cSet}_A^+ \) to the corresponding map in \( \mathsf{cSet}_B^+ \):

- boundary inclusions;
- comical open box inclusions;
- comical marking extensions;
- Rezk maps;
- markers.

Proof. We first note that for each \( n \), the \( n \)-dimensional marker is the image under the Yoneda embedding of the map \( \varphi : \Box^n \to \Box^n \); the stated result for markers thus follows from Lemma 1.34. Furthermore, we may note that to show the stated result for Rezk maps, it suffices by Proposition 1.38 to prove it for the elementary Rezk map.

We next give the proof for boundary inclusions. For \( n \geq 0 \), the object \( \partial \Box^n_A \) is the coequalizer of the following diagram:

\[
\bigsqcup_{1 \leq j \leq i \leq n, \varepsilon, \varepsilon' \in \{0,1\}} \Box^{n-2}_{A} \xrightarrow{\partial_{A}^{i,j}} \bigsqcup_{1 \leq i \leq n, \varepsilon \in \{0,1\}} \Box^{n-1}_{A}
\]

Here one of the two maps between the coproducts acts on the component corresponding to a tuple \((i,j,\varepsilon,\varepsilon')\) as the composite \( t_{j,\varepsilon,\varepsilon'} \partial_{j,\varepsilon} \), where \( t_{j,\varepsilon,\varepsilon'} \) denotes the coproduct inclusion corresponding to the pair \((j,\varepsilon')\). Similarly, the other map acts on component \((i,j,\varepsilon,\varepsilon')\) as the composite \( t_{i+1,\varepsilon,\varepsilon'} \partial_{i+1,\varepsilon} \).
Taking the coequalizer thus amounts to taking one \((n-1)\)-cube for each face of \(\square^n\) and identifying their \((n-2)\)-dimensional faces according to the cubical identities.

The inclusion \(\partial \square^n A \to \square^n A\) is the map out of the coequalizer induced by the map \(\bigsqcup_{1 \leq i, \varepsilon \in \{0,1\}} \square_i^{-1} \to \square^n\) which acts on the \((i, \varepsilon)\)-component as the face map \(\partial_{i, \varepsilon}\). It thus follows from Lemma 1.34 and the fact that \(i!\) preserves colimits as a left adjoint that \(i!\) sends this map to the analogously defined map in \(\text{cSet}^+_B\), i.e. \(\partial \square^n B \to \square^n B\).

The proofs for inner, marked or comical open box inclusions, endpoint inclusions into \(K\), the saturation map, and the elementary Rezk map are similar to the above; in all of these cases, the maps in question may be explicitly defined in terms of colimits of representables, and these descriptions are identical in \(\text{cSet}^+_A\) and \(\text{cSet}^+_B\).

Corollary 1.40. The adjunction \(i_! : \text{cSet}^+_A \rightleftarrows \text{cSet}^+_B : i^*\) is Quillen with respect to the \((n\text{-trivial, saturated})\) comical model structure on \(\text{cSet}^+_A\) and the analogous model structure on \(\text{cSet}^+_B\).

Proof. It suffices to show that \(i!\) sends the generating cofibrations of \(\text{cSet}^+_A\) to cofibrations, and the pseudo-generating trivial cofibrations to trivial cofibrations. Both of these assertions follow from Proposition 1.39. \(\square\)

Corollary 1.41. A map \(f : X \to Y\) be a map in \(\text{cSet}^+_B\) is a fibration with fibrant codomain in the \((\text{saturated, } n\text{-trivial})\) comical model structure if and only if \(i^* f\) is a fibration with fibrant codomain in the corresponding model structure on \(\text{cSet}^+_A\). In particular, an object \(X \in \text{cSet}^+_B\) is fibrant if and only if \(i^* X\) is fibrant.

Proof. It suffices to show that a map \(f\) as in the statement has the right lifting property with respect to the pseudo-generating trivial cofibrations of \(\text{cSet}^+_B\) if and only if \(i^* f\) has the right lifting property with respect to those of \(\text{cSet}^+_A\); this is immediate from Proposition 1.39. \(\square\)

Lemma 1.42. The functor \(i^* : \text{cSet}^+_B \to \text{cSet}^+_A\) preserves and reflects monomorphisms.

Proof. This is immediate from the definition of \(i^*\), as for any map \(f\) in \(\text{cSet}^+_B\), the underlying set maps of \(f\) and \(i^* f\) coincide. \(\square\)

The interaction between the adjunctions \(i! \dashv i_*\) and triangulation will play a key role in establishing marked minimal cubical sets as a model for \((\infty, n)\)-category theory.

Proposition 1.43. The following diagram of adjunctions commutes:
Proof. By Proposition 1.21, it suffices to verify that the left adjoints $T$ and $T_1$ agree on representable presheaves; this is immediate from the definition of the triangulation functors.

Finally, we note the commutativity of the diagram (**) implies corresponding results for the induced adjunctions between categories of marked cubical sets, which we may summarize in the following commuting diagram of adjoint triples.

We will ultimately show that all of the adjunctions in this diagram are Quillen equivalences (assuming that the four categories of marked cubical sets depicted are equipped with analogous model structures); see Theorem 2.25.

2. Equivalence of comical and complicial model structures

2.1. Weak connection structures. This section is devoted to proving the following:

Theorem 2.1. The adjunction $T : \text{cSet}^+ \rightleftarrows \text{sSet}^+ : U$ is a Quillen equivalence between the (saturated, n-trivial) comical model structure on $\text{cSet}^+_A$ and the (saturated, n-trivial) complicial model structure on $\text{sSet}^+_B$.

Our proof will make use of an extensive study of connections in minimal comical sets, i.e. the construction of (generally non-degenerate) marked cubes in a comical set in $\text{cSet}^+_A$ which satisfy the face identities for connections. Specifically, these cubes will be studied via the framework of weak connection structures, which we now define.

Definition 2.2. Let $A \subseteq B \subseteq \{0,1\}$. Given a map $f : X \rightarrow Y$ in $\text{cSet}^+_A$, a weak connection structure on $f$ (with respect to $\Box_B$) is a map $\Gamma_f : i^*i_!X \rightarrow Y$ such that $\Gamma_f \circ \eta_X = f$, where $\eta$ denotes the unit of the adjunction $i : \text{cSet}^+_A \rightleftarrows \text{cSet}^+_B : i^*$. In the case where $f$ is the inclusion of a regular subcomplex $X \subseteq Y$ (including the case $X = Y$), we instead refer to a weak connection structure on $X$ or weak connection structure on $X$ in $Y$, and use the notation $\Gamma_X$. 
Remark 2.3. Note that there exist versions of the adjoint triple $i_t \dashv i^* \dashv i_*$ for the categories of cubical sets studied in [DKLS20], i.e. those without markings, or with markings only on edges. Thus we can analogously define weak connection structures in those settings, and all of the theory to be developed here and in Section 3 applies there as well. In particular, analogues of Theorem 2.1 hold for the cubical Joyal and cubical marked model structures; proving these results, by means of a Quillen equivalence with the saturated 1-trivial comical model structure, is the focus of Appendix A.

Given a map $f: X \to Y$ in $cSet^+_A$, a weak connection structure $\Gamma_f$, and a map $g: Y \to Z$, it is immediate from the definition that the composite $g \Gamma_f$ is a weak connection structure on $g f$. Likewise, given a map $h: W \to X$ in $cSet^+_A$, the composite $\Gamma_f \circ i^* i h$ is a weak connection structure on $f h$; this follows from the naturality of $\eta$.

Example 2.4. Given $A \subseteq B \subseteq \{0, 1\}$, $X \in cSet^+_A$, $Y \in cSet^+_B$, any map $f: i^* X \to Y$ in $cSet^+_B$ has a weak connection structure given by the composite $f \circ i^* \epsilon_X$, where $\epsilon$ denotes the counit of the adjunction $i_t: cSet_A \to cSet_B: i^*$. That this defines a weak connection structure is immediate from the triangle identities.

The concept of a weak connection structure is easiest to grasp intuitively in the case where $f$ is a regular subcomplex inclusion $X \to Y$. Then constructing a weak connection structure $\Gamma_X$ amounts to choosing, for each $m$-cube $x$ of $X$ and $\phi: [1]^m \to [1]^m$ in $\Box_B$, an $n$-cube $\Gamma_X(x \phi)$ in $Y$, marked if $\phi$ is not a monomorphism, in a manner compatible with the structure maps of $Y$; we may think of this as “defining connections in $Y$ on the cubes of $X$”, and denote $\Gamma_X(x \phi)$ by $x(\phi)$. Compatibility with the structure maps of $Y$ then means precisely that for each cube $x: \Box^n \to X$, we have $x(\text{id}_{[1]^n}) = x$, and for $\phi: [1]^m \to [1]^m$, $\psi: [1]^k \to [1]^m$ in $\Box_B$, if $\phi$ is in $\Box_A$ then we have $x(\phi) = x(\phi \psi)$, while if $\psi$ is in $\Box_A$ then we have $x(\phi) = x(\phi \psi)$. Note, however, that the analogous identity need not hold when neither map is in $\Box_A$; indeed, it may be that $x(\phi)$ is not contained in $X$, in which case the expression $x(\phi)(\psi)$ for $\psi$ in $\Box_B \setminus \Box_A$ is undefined. (Technically, if $x(\phi)$ is not in $X$ then $x(\phi)(\psi)$ should be undefined even if $\psi$ is in $\Box_A$, but for ease of notation, in this case we will define this to be the cube $x(\phi)(\psi) = x(\phi \psi)$ of $Y$.)

Even in the case where $x(\phi)$ happens to be in $X$, when viewed as a cube of $i^* \epsilon_X X$ it is distinct from the cube $x \phi$ arising from the freely-added structure maps of $i_t X$, and has its own set of free structure maps, which need not be mapped to the same cubes of $Y$ as the free structure maps of $x$. Thus, for instance, if we take $A = \emptyset$, $B = \{0\}$, and consider a case in which $x(\gamma_{1,0}) \in X$, then we also have a cube $x(\gamma_{1,0})(\gamma_{2,0})$ in $X$, which need not be equal to $x(\gamma_{1,0})(\gamma_{2,0})$. Likewise, neither of these cubes would necessarily be equal to $x(\gamma_{1,0})(\gamma_{1,0})$.

Another useful case to consider is that of a weak connection structure $\Gamma_x$ on an $n$-cube $x: \Box^n_A \to X$; similarly to the previous case, such a structure consists of a choice of an $m$-cube $x(\phi)$ in $X$ for each $\phi: [1]^m \to [1]^n$ in $\Box_B$, consistent with the structure maps of $X$. Here subtleties may arise if $x$ is not a monomorphism, for instance, if its faces are not distinct; given distinct non-degenerate $m$-cubes $d, d'$ of $\Box_A$, the free connections on $d$ and $d'$ in $i^* i_! \Box^n_A$ are distinct, and may thus be mapped to distinct cubes of $X$ by $\Gamma_x$ even if $x d = x d'$. For instance, in the case $A = \emptyset$, $B = \{0\}$, consider a 2-cube $x: \Box^2_B \to X$ such that $x \partial_{1,0} = x \partial_{1,1}$. The 2-cubes $x(\partial_{1,0} \gamma_{1,0})$ and $x(\partial_{1,1} \gamma_{1,0})$ may be distinct, although the cubical identities imply that their boundaries will coincide. Therefore, unlike in the case of a weak connection structure on $X \subseteq Y$, here we must think of $x(\partial_{1,0} \gamma_{1,0})$ not as “the image of $x \partial_{1,0}$ under $\gamma_{1,0}$”, but rather as “the image of $x$ under $\partial_{1,0} \gamma_{1,0}$”. For weak connection structures on cubes, any expression of the form $y(\phi)$ for $y \neq x$ is undefined.
Nevertheless, by pre-composition we do obtain weak connection structures on all of the chosen cubes \( x(\phi) \) for \( \phi: [1]^m \to [1]^n \) in \( \square_B \), including the faces and degeneracies of \( x \). To see how these are obtained, observe that \( x(\phi) \), by definition, is the image under \( \Gamma_X \) of \( \phi \) viewed as an \( m \)-cube of \( i^* \square_B^n \). In other words, \( x(\phi) \) corresponds to the composite \( \Gamma_x \circ \phi \), where \( \Gamma \) denotes the adjunct map \( \square_A^n \to i^* \square_A^n = i^* \square_A^m \) corresponding to \( \phi: \square_B^m \to \square_B^n \). By a standard result, \( \phi \) factors as \( i^* \phi \circ \eta \square_B^n \), as shown in the following diagram.

\[
\begin{array}{ccc}
\square_A^m & \xrightarrow{\eta} & \square_A^n \\
\downarrow \phi & & \downarrow \phi \\
X & \xrightarrow{\Gamma_x} & X \\
\end{array}
\]

We denote the composite \( \Gamma_x \circ i^* \phi \) by \( \phi^* \Gamma_x \). In the case where \( \phi \) is in \( \square_A \), this coincides with the weak connection structure obtained by the pre-composition method for more general maps described above; this follows from the naturality of \( \eta \) and the fact that in this case, the map \( \phi: \square_B^m \to \square_B^n \) is the image under \( i \) of \( \phi: \square_A^m \to \square_A^n \).

In view of the discussion above, we see that a minimal cubical set equipped with a weak connection structure does not behave precisely like a cubical set with connections, as we might have hoped. Thus we have chosen the notation \( x(\phi) \) for the image of a free connection \( x \phi \) under \( \Gamma_x \) to avoid any ambiguity which might arise from these counter-intuitive behaviours of weak connection structures.

Despite these issues, we are able to prove an analogue of the Eilenberg-Zilber lemma for weak connection structures. Our proof of this result will strongly resemble standard proofs of the Eilenberg-Zilber lemma for a general EZ-Reedy category, but additional care must be taken due to the issues discussed above.

**Definition 2.5.** Let \( X \hookrightarrow Y \) be a regular subcomplex inclusion in \( \text{cSet}_A^+ \) equipped with a weak connection structure \( \Gamma_X \) with respect to \( \square_B \). An \( m \)-cube \( x: \square_A^m \to Y \) in the image of \( \Gamma_X \) is **degenerate with respect to** \( \Gamma_X \) if it is equal to \( x'(\phi) \) for some \( x': \square_A^m \to X \) and some non-identity epimorphism \( \phi: [1]^m \to [1]^n \) in \( \square_B \), and **non-degenerate with respect to** \( \Gamma_X \) otherwise.

Note that the degenerate cubes of a (marked) cubical set \( X \) are automatically degenerate with respect to any weak connection structure on \( X \), as for any \( m \)-cube \( x \) and any \( \phi: [1]^m \to [1]^m \) in \( \square_A \) we have \( x(\phi) = x \phi \). Furthermore, note that being non-degenerate with respect to \( \Gamma_X \) implies \( x \) is contained in the subcomplex \( X \).

**Lemma 2.6.** Let \( X \hookrightarrow Y \) be a regular subcomplex inclusion in \( \text{cSet}_A^+ \) equipped with a weak connection structure \( \Gamma_X \) with respect to \( \square_B \), and let \( \phi: [1]^m \to [1]^n, \psi: [1]^k \to [1]^m \) be maps in \( \square_B \), with \( \phi \) factoring as \( \phi_1 \ldots \phi_p \) for some \( p \geq 0 \). Then there exist a monomorphism \( \delta: [1]^a \to [1]^n \) and an epimorphism \( \chi: [1]^k \to [1]^a \), factoring as \( \chi_1 \ldots \chi_q \) with each \( \chi_i \) an epimorphism, such that:

- \( x(\phi_1) \ldots (\phi_p)(\psi) = x(\chi_1) \ldots (\chi_q) \)
- \( \phi \psi = \delta \chi \)

**Proof.** We proceed by induction on \( p \). In the base case \( p = 0 \) we have \( \phi = \text{id} \). Applying Corollary 1.10 let \( \lambda \psi' \) be the epi-monic factorization of \( \psi \); then we see that \( x(\psi) = x(\lambda \psi') \). Thus we may set \( \delta = \lambda, \chi = \psi' \).
Now let \( p \geq 1 \), and suppose that the stated result holds for all \( 0 \leq p' \leq p - 1 \). Given \( x, \phi, \psi \) as in the statement, we may again let \( \lambda \psi' \) be the epi-monic factorization of \( \psi \); likewise, let \( \lambda' \phi' \) be the epi-monic factorization of \( \phi \). By Corollary \ref{cor:epimorphic_factorization}, \( \lambda \) is in \( \Box A \). Thus, using the induction hypothesis and the compatibility of \( \Gamma_X \) with the structure maps of \( \Box A \), we can compute:

\[
x(\phi_1) \ldots (\phi_p)(\psi) = x(\phi_1) \ldots (\phi_p)(\lambda\psi') = x(\phi_1) \ldots (\phi_p)(\lambda'\phi')(\psi') = x(\phi_1) \ldots (\phi_p)(\lambda'\phi')(\psi') = x(\phi_1) \ldots (\phi_p)(\lambda'\phi')(\psi')
\]

By the induction hypothesis, we may rewrite \( x(\phi_1) \ldots (\phi_p)(\psi) \) as \( x\delta(\rho_1) \ldots (\rho_p) \) for some monomorphism \( \delta \) and some epimorphisms \( \rho_1, \ldots, \rho_p \). Thus we see that \( x(\phi_1) \ldots (\phi_p)(\lambda'\phi')(\psi') = x\delta(\rho_1) \ldots (\rho_p)(\lambda'\phi')(\psi') \). Then each \( \rho_i \) is an epimorphism, as are \( \phi' \) and \( \psi' \), and so the same is true of their composite, which we denote \( \lambda' \). Moreover, by similar calculations to those shown above, we have \( \delta\chi = \phi\psi \). Therefore, by induction, the result holds for all \( p \).

\[\Box\]

**Proposition 2.7** (Eilenberg-Zilber lemma for weak connection structures). Let \( X \leftrightarrow Y \) be a regular subcomplex inclusion in \( \mathfrak{cSet}_A \) equipped with a weak connection structure \( \Gamma_X \) with respect to \( \Box B \). Then for every cube \( x: \Box^n_A \to Y \) in the image of \( \Gamma_X \), there exists a unique \( x': \Box^n_A \to X \) and a unique epimorphism \( \phi: [1]^m \to [1]^n \) such that \( x' \) is non-degenerate with respect to \( \Gamma_X \) and \( x = x'(\phi_1) \ldots (\phi_p) \) for some factorization \( \phi = \phi_1 \ldots \phi_p \).

**Proof.** To prove the existence of \( x' \) and \( \phi \), we proceed by induction on \( m \), the dimension of \( x \). In the base case \( m = 0 \), the fact that there are no non-identity epimorphisms in \( \Box B \) with domain \([1]^0\) implies that \( x \) is non-degenerate with respect to \( \Gamma_X \). Thus we may take \( x' = x, \phi = \text{id} \).

Now let \( m \geq 1 \), and suppose the statement holds for all \( m' \leq m \). If \( x \) is non-degenerate with respect to \( \Gamma_X \), then once again we may take \( x' = x, \phi = \text{id} \). Otherwise, by definition there exist some \( k < m \), some \( z: \Box^k_A \to X \), and some non-identity epimorphism \( \psi: [1]^m \to [1]^k \) such that \( x = z(\psi) \). By the induction hypothesis, there exist some \( k' \leq k \), some \( z': \Box^k_A \to X \), and some epimorphism \( \psi': [1]^k \to [1]^{k'} \) factoring as \( \psi_1 \ldots \psi_q \) such that \( z = z'(\psi'_1) \ldots (\psi'_q) \). Thus we may take \( x' = z' \) and \( \phi = \psi' \).

To show uniqueness of \( x' \) and \( \phi \), suppose that for some \( z: \Box^m_A \to X, z': \Box^m_A \to X \), both non-degenerate with respect to \( \Gamma \), and some epimorphisms \( \phi: [1]^m \to [1]^m \) factoring as \( \phi_1 \ldots \phi_p \), and \( \phi': [1]^m \to [1]^{m'} \) factoring as \( \phi'_1 \ldots \phi'_p \), the \( n \)-cubes \( z(\phi_1) \ldots (\phi_p) \) and \( z'(\phi'_1) \ldots (\phi'_p) \) are equal. We will show that \( z = z' \) and \( \phi = \phi' \).

Without loss of generality, assume \( m \leq m' \), so that \( p \geq p' \). By Corollary \ref{cor:epimorphic_factorization}, \( \phi' \) has a section \( \lambda \). By Lemma \ref{lem:section}, we have \( z'(\phi'_1) \ldots (\phi'_p) \lambda = z' \) (note \( \lambda \) is in \( \Box A \) by Corollary \ref{cor:epimorphic_factorization}). Likewise, if we let \( \delta \psi \) denote the epi-monic factorization of \( \psi \), then \( z(\phi_1) \ldots (\phi_p) \lambda = z\delta(\psi_1) \ldots (\psi_q) \) for some factorization of \( \psi \) into epimorphisms \( \psi_1 \ldots \psi_q \). By our assumption that \( z \) is non-degenerate with respect to \( \Gamma_X \), each \( \psi_i \) must be the identity, so that \( z' = z\delta \). Thus \( \delta \) is a monomorphism...
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[1]^{m'} \to [1]^m; our assumption that \( m \leq m' \) then implies that \( \delta \) is the identity, so that \( m = m' \) and \( z = z' \).

Furthermore, recalling that \( \delta \psi = \phi \lambda \), we see that \( \lambda \) is a section of \( \phi \). As our choice of \( \lambda \) was arbitrary, this implies that every section of \( \phi' \) is a section of \( \phi \). Moreover, since \( m = m' \) (and likewise \( p = p' \)), we may apply the same argument to see that every section of \( \phi \) is a section of \( \phi' \), so that the sets of sections of \( \phi \) and \( \phi' \) coincide; by Corollary 1.11 this implies \( \phi = \phi' \). \( \square \)

Finally, we note that weak connection structures can be used to describe the right adjoint \( i_* : \text{cSet}^+_A \to \text{cSet}^+_B \).

Proposition 2.8. For \( A \subseteq B \subseteq \{0,1\} \) and \( X \in \text{cSet}^+_A \), an \( n \)-cube in \( i_* X \) consists of an \( n \)-cube \( x: \Box^n_A \to X \), together with a weak connection structure \( \Gamma_x \) on \( x \); such a cube is marked if and only if \( x \) is marked. A structure map \( \phi: X_n \to X_m \) sends such a pair \( (x, \Gamma_x) \) to the pair \( (x(\phi), \phi^* \Gamma_x) \).

Proof. By Proposition 1.37, \( n \)-cubes \( \Box^n_B \to i_* X \) correspond to maps into \( X \) from \( i^* \Box^n_B = i^* i^! \Box^n_A \), with structure maps acting by pre-composition. Each such cube can be identified as a weak connection structure \( \Gamma_X \) on a unique \( n \)-cube of \( x \) by pre-composing with \( \eta \). By definition, the image of such a pair \( (x, \Gamma_x) \) under a structure map \( \phi \) is the composite \( i^* i^! \Box^n_A \xrightarrow{\eta^\phi} i^* i^! \Box^n_A \xrightarrow{\phi} X \), which this identification sends to the weak connection structure \( \phi^* \Gamma_X \) on \( x(\phi) \). The characterization of marked cubes then follows from Corollary 1.36, which shows that \( i^* i^! \Box^n_A \) is obtained from \( i^* i^! \Box^n_A \) by marking the cube id\([1]^n\). \( \square \)

2.2. Lifting weak connection structures. Our next goal is to prove the following result, which will play a key role in our proof of Theorem 2.1.

Proposition 2.9. For every \( X \in \text{cSet}^+_\emptyset \), the adjunction unit \( \eta: X \hookrightarrow i^* i_! X \) is a trivial cofibration in each of the (saturated, n-trivial) comical model structures.

Our proof of this result will involve showing that in \( \text{cSet}^+_\emptyset \), weak connection structures on cubes may be lifted along comical fibrations. Thus, from here until the end of Section 2.2 we will fix some non-empty subset \( A \subseteq \{0,1\} \) and study the adjunction \( i_! : \text{cSet}^+_\emptyset \to \text{cSet}^+_A \to i^* \).

In order for the proofs in this section to be applicable in full generality, we will essentially be working with \( A = \{0,1\} \), and one may keep this case in mind for the sake of concreteness. Note, however, that our proofs are equally valid for \( \text{cSet}^+_0 \) and \( \text{cSet}^+_1 \), and can also be read with either of these categories in mind; this simply results in certain cases of various case analyses becoming vacuous.

We begin with a result which, together with Lemma 1.6, will ultimately allow us to restrict our focus to the standard unmarked cubes.
Proposition 2.10. For all $A \subseteq \{0, 1\}$, $n \geq 1$, the unit map $\eta_{\square^n A}$ is the pushout of $\eta_{\square^n A}$ along the $n$-dimensional marker. In other words, the following diagram is a pushout:

\[
\begin{array}{ccc}
\square^n A & \to & \square^n A \\
\downarrow \quad \eta_{\square^n A} & & \downarrow \eta_{\square^n A} \\
\to i^* i_! \square^n A & \to & i^* i_! \square^n A
\end{array}
\]

Proof. By Corollary 1.36 it follows that $\eta_{\square^n A}$ has the same underlying cubical set map as $\eta_{\square^n A}$, with the marked cubes of $i^* i_! \square^n A$ being precisely $id_{[1]}^n$, the degenerate cubes, and the free connections; thus $id_{[1]}^n$ is the only unmarked cube of $i^* i_! \square^n A$ which is marked in $i^* i_! \square^n A$. It follows that the diagram given in the statement is a pushout. □

As our proof of Proposition 2.9 will be heavily combinatorial, we first present a simple example to convey the basic idea of the proof; this is essentially a marked and relative version of the proof of [DKLS20, Prop. 1.44].

Example 2.11. Let $f: X \to Y$ be a fibration in $cSet^+_\emptyset$, and suppose we are given a 1-cube $x: \square^1 \to X$ with vertices $x_0, x_1$, together with a weak connection structure (with respect to a cube category containing negative connections) $\Gamma_f(x)$ on $f(x)$ in $Y$. We wish to define a negative connection on $x$ in $X$ lying above the negative connection on $f(x)$ given by $\Gamma_f(x)$, i.e. to define a marked cube $x(\gamma_{1,0})$ as below, such that $f(x(\gamma_{1,0})) = f(x(\gamma_{1,0}))$.

\[
\begin{array}{ccc}
x_0 & \xrightarrow{x} & x_1 \\
\downarrow \quad \sim & & \downarrow \\
x_1 & \sim & x_1
\end{array}
\]

The $(1, 0), (1, 1),$ and $(2, 1)$-faces of this cube define a $(2, 0)$-comical open box in $X$, whose image in $Y$ has a marked filler given by $f(x(\gamma_{1,0}))$. Lifting this filler along $f$, we obtain the marked cube $x(\tilde{\gamma}_{1,0})$ depicted below:

\[
\begin{array}{ccc}
x_0 & \xrightarrow{x'} & x_1 \\
\downarrow \quad \sim & & \downarrow \\
x_1 & \sim & x_1
\end{array}
\]

This cube may not be a valid connection on $x$, as its $(2, 0)$-face is an arbitrary cube $x'$ obtained by lifting, which is not necessarily equal to $x$. Note, however, that the boundary of $x'$ coincides with that of $x$, and that $f(x') = f(x)$.

To “correct” $x(\tilde{\gamma}_{1,0})$ to a connection on $x$, we may consider the following three-dimensional $(1, 0)$-comical open box in $X$ (markings are omitted from the diagram for clarity, but all 2-cubes are
marked):

Here the top and back faces are equal to $x^r\gamma_{1,0}$, while the left face is missing. The image of this open box in $Y$ has a marked filler given by $f(x)(\gamma_{1,0}\partial_0)$, which we may lift along $f$. Thus we obtain a marked filler for the open box depicted above; we may define its $(1,0)$-face to be $x(\gamma_{1,0})$. Moreover, all faces of this filler other than $x(\gamma_{1,0})$ are marked; as $f$ has the right lifting property with respect to comical marking extensions, it follows that $x(\gamma_{1,0})$ is marked as well. By construction, the image of $x(\gamma_{1,0})$ under $f$ is the $(1,0)$-face of $f(x)(\gamma_{1,0}\partial_0)$, i.e. $f(x)(\gamma_{1,0})$.

Our next result allows us to easily identify comical open boxes when dealing with weak connection structures.

**Lemma 2.12.** For $1 \leq k \leq n$, $1 \leq i \leq n$, $\varepsilon \in \{0, 1\}$ let $\delta$ denote a monomorphism $[1]^k \to [1]^{n+1}$ which defines a critical face with respect to either $\partial_i,\varepsilon$ or $\partial_{i+1},\varepsilon$. Then the composite $\gamma_{i,\varepsilon}\delta: [1]^k \to [1]^m$ factors through a degeneracy or connection map $[1]^m \to [1]^{k-1}$.

**Proof.** We begin with the case where $\delta$ is critical with respect to $\partial_{b,\varepsilon}$; this implies that the standard form of $\delta$ does not contain $\partial_{b+1,\varepsilon}$, or any face map with index $i$. Denote the standard form of $\delta$ by $\partial_{a_1,\mu_1} \ldots \partial_{a_p,\mu_p} \partial_{b_1,\nu_1} \ldots \partial_{b_q,\nu_q}$, where $a_1 \geq \ldots \geq a_p > i$ and $i > b_1 > \ldots > b_q$.

For $r < p$ we have $a_r > a_p > i$, implying $a_r \geq i + 2$. Thus we may apply the cubical identities to compute:

$$\gamma_{i,\varepsilon}\delta = \gamma_{i,\varepsilon}\partial_{a_1,\mu_1} \ldots \partial_{a_p,\mu_p} \partial_{b_1,\nu_1} \ldots \partial_{b_q,\nu_q}$$

$$= \partial_{a_1-1,\mu_1} \ldots \partial_{a_p-1,\mu_p-1} \gamma_{i,\varepsilon}\partial_{a_p,\mu_p} \partial_{b_1,\nu_1} \ldots \partial_{b_q,\nu_q}$$

We first consider the case in which $a_p \geq i + 2$. Then we can compute:

$$\gamma_{i,\varepsilon}\delta = \partial_{a_1-1,\mu_1} \ldots \partial_{a_{p-1},\mu_{p-1}} \gamma_{i,\varepsilon}\partial_{a_p,\mu_p} \partial_{b_1,\nu_1} \ldots \partial_{b_q,\nu_q}$$

Now consider the case $a_p = i + 1$; then by assumption, we must have $\mu_p = 1 - \varepsilon$. Thus we may compute:
\[
\gamma_{i,\varepsilon} \delta = \partial_{a_1-1,\mu_1} \cdots \partial_{a_{p-1},a_{p-1},\mu_{p-1}} \gamma_{i,\varepsilon} \partial_{i+1,1-\varepsilon} \partial_{a_p,\mu_p} \partial_{b_1,\nu_1} \cdots \partial_{b_q,\nu_q} \\
= \partial_{a_1-1,\mu_1} \cdots \partial_{a_{p-1},a_{p-1},\mu_{p-1}} \partial_{i+1,1-\varepsilon} \sigma_i \partial_{a_p,\mu_p} \partial_{b_1,\nu_1} \cdots \partial_{b_q,\nu_q} \\
= \partial_{a_1-1,\mu_1} \cdots \partial_{a_{p-1},a_{p-1},\mu_{p-1}} \partial_{i+1-\varepsilon} \partial_{a_p,\mu_p} \partial_{b_1,\nu_1} \cdots \partial_{b_q,\nu_q} \sigma_{i-q}
\]

Next we consider the case in which \(\delta\) is critical with respect to \((i+1, \varepsilon)\). Here we will again express \(\delta\) in standard form as \(\partial_{a_1,\mu_1} \cdots \partial_{a_p,\mu_p} \partial_{b_1,\nu_1} \cdots \partial_{b_q,\nu_q}\), where now we have \(a_1 > \cdots > a_p > i+1\) and \(i+1 > b_1 > \cdots > b_q\). Similarly to the previous case, we can compute:

\[
\gamma_{i,\varepsilon} \delta = \gamma_{i,\varepsilon} \partial_{a_1,\mu_1} \cdots \partial_{a_p,\mu_p} \partial_{b_1,\nu_1} \cdots \partial_{b_q,\nu_q} \\
= \partial_{a_1-1,\mu_1} \cdots \partial_{a_{p-1},a_{p-1},\mu_{p-1}} \gamma_{i,\varepsilon} \partial_{b_1,\nu_1} \cdots \partial_{b_q,\nu_q}
\]

If \(b_1 < i\), then we may compute:

\[
\gamma_{i,\varepsilon} \delta = \partial_{a_1-1,\mu_1} \cdots \partial_{a_p-1,\mu_p} \gamma_{i,\varepsilon} \partial_{b_1,\nu_1} \cdots \partial_{b_q,\nu_q} \\
= \partial_{a_1-1,\mu_1} \cdots \partial_{a_{p-1},a_{p-1},\mu_{p-1}} \gamma_{i,\varepsilon} \partial_{b_1,\nu_1} \cdots \partial_{b_q,\nu_q} \partial_{1-i-q,\varepsilon}
\]

On the other hand, if \(b_1 = i\) then we must have \(\nu_1 = 1 - \varepsilon\), allowing us to compute:

\[
\gamma_{i,\varepsilon} \delta = \partial_{a_1-1,\mu_1} \cdots \partial_{a_p-1,\mu_p} \gamma_{i,\varepsilon} \partial_{1-1-\varepsilon} \partial_{b_1,\nu_1} \cdots \partial_{b_q,\nu_q} \\
= \partial_{a_1-1,\mu_1} \cdots \partial_{a_p-1,\mu_p} \partial_{i,\varepsilon} \partial_{b_1,\nu_1} \cdots \partial_{b_q,\nu_q} \partial_{1-i-q+1}
\]

Thus we see that \(\gamma_{i,\varepsilon} \delta\) factors through a connection or degeneracy in all cases. \(\square\)

Our proof of Proposition 2.13 will make extensive use of the standard form for maps in \(\square_A\); in fact, we will introduce a refinement of this standard form which emphasizes composites of connections with consecutive indices.

**Definition 2.13.** For \(n \geq 1, 1 \leq i \leq n, q \geq 0,\) and \(\varepsilon \in \{0,1\}\), the map \(\gamma_{i,q,\varepsilon} : [1]^{n+q} \to [1]^n\) in \(\square_A\) is defined to be the composite \(\gamma_{i,\varepsilon} \cdots \gamma_{i+q-1,\varepsilon}\). (In the case \(q = 0\) we interpret this expression as the identity.)

Viewing the maps in \(\square_A\) as poset maps, we see that \(\gamma_{i,q,0}\) sends an object \((a_1, \ldots, a_{n+q}) \in [1]^{n+q}\) to \((a_1, \ldots, a_{i-2}, \max(a_{i+q}, \ldots, a_{i+q+1}, \ldots, a_{n+q})) \in [1]^n\), and \(\gamma_{i,q,1}\) acts similarly, taking a minimum rather than a maximum.
Lemma 2.14. For \( n \geq 1, 1 \leq i \leq n, q \geq 1, \) and \( \varepsilon \in \{0, 1\}, \) the map \( \gamma_{i,q,\varepsilon} \) composes with face maps as follows:

\[
\gamma_{i,q,\varepsilon} \partial_{j,q} = \begin{cases} 
\partial_{j,q} \gamma_{i-1,q,\varepsilon} & \text{for } j < i; \\
\gamma_{i,q-1,\varepsilon} & \text{for } i \leq j \leq i + q, \varepsilon' = \varepsilon; \\
\gamma_{i-1} \gamma_{1,\varepsilon} \sigma_i \cdots \sigma_{i+q-1} & \text{for } i \leq j \leq i + q, \varepsilon' = 1 - \varepsilon; \\
\partial_{j-q,q} \gamma_{i,q,\varepsilon} & \text{for } j > i + q.
\end{cases}
\]

Proof. Immediate from the cubical identities. \( \square \)

Definition 2.15. Let \( \phi \colon [1]^{n+k} \to [1]^n \) be a (possibly empty) composite of connection maps in \( \square_n \). A tail form of \( \phi \) consists of a choice of \( p, q \geq 0 \) such that \( p + q = k \); together with a pair of maps \( \psi = \gamma_{i_1,\varepsilon_1} \cdots \gamma_{i_p,\varepsilon_p} \colon [1]^{n+p} \to [1]^n \) and \( \gamma_{i,q,\mu} \colon [1]^{n+p+q} \to [1]^{n+p} \), such that:

- \( \psi \gamma_{i,q,\mu} = \phi; \)
- \( \psi \gamma_{i,q,\mu} \) is a composite of \( \gamma_{i,q,\varepsilon} \)

A tail form is trivial if \( q = 0 \), and non-trivial otherwise.

Given a non-trivial tail form \( \phi = \psi \gamma_{i,q,\mu} \), we refer to the value \( q - 1 \) as the tail length of \( \phi \). Furthermore, we may note that the maximal index of \( \phi \) is \( j + q - 1 \).

Lemma 2.16. Every non-empty composite of connection maps has a unique non-trivial tail form.

Proof. This is immediate from Theorem 2.12; we may simply select the longest terminal segment with sequential indices and consistent sign (i.e. positive or negative) in the standard form of \( \phi \) given by that result, and group its maps together as \( \gamma_{i,q,\varepsilon} \).

Remark 2.17. In view of Lemma 2.16, the existence of trivial tail forms may seem like an unnecessary complication, leading one to wonder why we did not simply require \( q \geq 1 \) in Definition 2.15. The answer is that trivial tail forms will be important for bookkeeping purposes in the proof of Proposition 2.19.

We next consider the effect of face maps on tail forms.

Lemma 2.18. Given a non-trivial tail form \( \psi \gamma_{j,q,\mu} \) and a monomorphism \( \delta \colon [1]^k \to [1]^m \) which picks out a critical face with respect to \( \partial_{l,\varepsilon} \) for some \( j \leq l \leq j + q \), the composite \( \phi \delta \) factors through a face or degeneracy map \( [1]^k \to [1]^{k-1} \).

Proof. This follows from Lemma 2.14 together with the fact that for any \( j \leq l \leq j + q - 1 \), the map \( \gamma_{j,q,\varepsilon} \) factors as \( \gamma_{j,\varepsilon} \gamma_{l,\varepsilon} \cdots \gamma_{l,\varepsilon}, \) where \( \gamma_{l,\varepsilon} \) appears \( q - l + j \) times in the composite. \( \square \)

Lemma 2.19. Given a non-trivial tail form \( \psi \gamma_{j,q,\mu} \), where \( \psi \) is a composite of \( p \) connection maps, the faces \( \psi \gamma_{j,q,\mu} \partial_{k,\nu} \) may be characterized as follows. If \( j \leq k \leq j + q \) and \( \nu = \mu \), then \( \psi \gamma_{j,q,\mu} \partial_{k,\nu} = \psi \gamma_{j,q,\mu} \partial_{k,\varepsilon} \). Otherwise, one of the following holds:

(i) \( \psi \gamma_{j,q,\mu} \partial_{k,\varepsilon} \) is a composite of connection maps, and its maximal index is greater than or equal to \( j + q - 1 \), the maximal index of \( \psi \gamma_{j,q,\mu} \):
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(ii) \( \psi\gamma_{j,q,\mu}\partial_{k,\nu} \) is a composite of connection maps with maximal index \( j + q - 2 \), and its tail length is greater than or equal to \( q - 1 \), the tail length of \( \psi\gamma_{j,q,\mu} \);

(iii) the standard form of \( \psi\gamma_{j,q,\mu}\partial_{k,\nu} \) contains a face map;

(iv) the standard form of \( \psi\gamma_{j,q,\mu}\partial_{k,\nu} \) contains a degeneracy map.

Proof. If \( j \leq k \leq j + q \), then this is immediate from Lemma 2.14. So suppose that either \( k < j \) or \( k > j + q \); then by Lemma 2.14 it follows that \( \psi\gamma_{j,q,\mu}\partial_{k,\nu} = \psi\partial_{k',\nu}\gamma_{j',q,\mu} \), where either \( j' = j - 1 \) and \( k' = k \), or \( j' = j \) and \( k' = k - q \).

Consider the standard form of \( \psi\partial_{k',\nu}\gamma_{j',q,\mu} \). If this standard form contains a face or degeneracy, then the same is true of \( \psi\partial_{k',\nu}\gamma_{j',q,\mu} \) by Lemmas 1.13 and 1.14, thus it satisfies condition (iii) or condition (iv). Thus it remains only to consider the case in which the standard form of \( \psi\partial_{k',\nu}\gamma_{j',q,\mu} \) contains only connections. We now assume this to be the case, and write this standard form as \[ \gamma_{l_1,\alpha_1} \ldots \gamma_{l_r,\alpha_r}. \]

Thus \( \psi\gamma_{j,q,\mu}\partial_{k,\nu} = \gamma_{l_1,\alpha_1} \ldots \gamma_{l_r,\alpha_r}\gamma_{j',q,\mu}. \) If \( l_r < j' \), or \( l_r = j' \) and \( \alpha_r = 1 - \mu \), then this expression is in standard form; in this case, we see that the maximal index of this map is \( j' + q - 1 \geq j + q - 2 \), and its tail length is at least \( q - 1 \), so that it satisfies either condition (i) or condition (ii).

On the other hand, if \( l_r > j' \) or \( l_r = j' \) and \( \alpha_r = \mu \), then we may repeatedly apply the cubical identity for composition of connections to rewrite the expression above as \( \gamma_{l_1,\alpha_1} \ldots \gamma_{l_{r-1},\alpha_{r-1}}\gamma_{j',q,\mu}\gamma_{l_r+q,\alpha_r}. \) Therefore, by Lemma 2.16 the maximal index of \( \psi\gamma_{j,q,\mu}\partial_{k,\nu} \) is greater than or equal to \( l_r + q \geq j' + q \geq j + q - 1 \). Thus condition (i) holds.

We next introduce approximations of weak connection structures, a combinatorial tool which we will use in constructing weak connection structures on cubes in comical sets. These may be regarded as a generalization of the cubes which were constructed via lifting in Example 2.11.

Definition 2.20. Given \( X \in \text{cSet}_A^\Delta \) and \( x: \square^0_\partial \to X \) equipped with a weak connection structure \( \Gamma_x \), an approximation of \( \Gamma_x \) consists of an \( m \)-cube \( x(\psi\gamma_{j,q,\mu}) \) for each tail form expression \( \phi = \psi\gamma_{j,q,\mu} \) for a (possibly empty) composite of connection maps \([1]^m \to [1]^n\) in \( \square_A \), whose boundary is given as follows:

\[
x(\psi\gamma_{j,q,\mu})\partial_{l,\nu} = \begin{cases} 
x(\psi\gamma_{j,q-1,\mu}) & j + 1 \leq k \leq j + q \text{ and } \varepsilon = \mu \\
\text{otherwise} & \end{cases}
\]

and such that \( x(\psi\gamma_{j,q,\mu}) \) is marked if \( q \geq 0 \).

Note that in the case of a trivial tail form \( \psi\gamma_{j,0,\mu} \), the conditions on the boundary of \( x(\psi\gamma_{j,0,\mu}) \) given by the definition of an approximation reduce to the statement that it must coincide with the boundary of \( x(\psi) \). Furthermore, we may note that even though \( \gamma_{j,0,\mu} \) is equal to the identity regardless of the value of \( j \), the cubes \( x(\psi\gamma_{j,0,\mu}) \) may be distinct, and none of them need be equal to \( x(\psi) \).

Examples 2.21. To illustrate the concept of an approximation, we consider a few examples.

- Any weak connection structure on a cube can be regarded as an approximation of itself, by setting \( x(\psi\gamma_{j,q,\mu}) = x(\psi\gamma_{j,q,\mu}) \) for all tail forms \( \psi\gamma_{j,q,\mu} \).
Thus the stated result holds in this case.

Next we consider the case where $i' \leq i$ and these are equal by the cubical identities.

We now show that Definition 2.20 is consistent on intersections.

**Lemma 2.22.** The face assignments given by Definition 2.20 satisfy the cubical identity for composites of face maps.

**Proof.** We must show that for $i > i'$ and $\varepsilon, \varepsilon' \in \{0, 1\}$, we have $x(\psi\gamma_{j,q,\mu})\partial_{i,\varepsilon}\partial_{i',\varepsilon'} = x(\psi\gamma_{j,q,\mu})\partial_{i',\varepsilon'}\partial_{i-1,\varepsilon}$.

We proceed by case analysis.

The simplest case is when neither of the face maps $\partial_{i,\varepsilon}, \partial_{i',\varepsilon'}$ has its index between $j + 1$ and $j + q$; then we have

$$x(\psi\gamma_{j,q,\mu})\partial_{i,\varepsilon}\partial_{i',\varepsilon'} = x(\psi\gamma_{j,q,\mu})\partial_{i',\varepsilon'}\partial_{i-1,\varepsilon}$$

while

$$x(\psi\gamma_{j,q,\mu})\partial_{i',\varepsilon'}\partial_{i-1,\varepsilon} = x(\psi\gamma_{j,q,\mu})\partial_{i',\varepsilon'}\partial_{i-1,\varepsilon}$$

and these are equal by the cubical identities.

Next we consider the case where $j + 1 \leq i \leq j + q$ and $\varepsilon = \mu$, but the pair $(i', \varepsilon')$ does not satisfy the analogous criteria. Then we can compute:

$$x(\psi\gamma_{j,q,\mu})\partial_{i,\mu}\partial_{i',\varepsilon'} = x(\psi\gamma_{j,q-1,\mu})\partial_{i',\varepsilon'}$$

(To see how the second step is obtained, note that because $i' < i \leq j + q$, if $\varepsilon' = \mu$ then we must have $i' \leq j$ in order for our assumption on $(i', \varepsilon')$ to be satisfied.) Furthermore, we also have:

$$x(\psi\gamma_{j,q-1,\mu})\partial_{i',\varepsilon'}\partial_{i-1,\mu} = x(\psi\gamma_{j,q-1,\mu})\partial_{i',\varepsilon'}\partial_{i-1,\mu}$$

Thus the stated result holds in this case.
Now we will consider the case where $j + 1 \leq i' \leq j + q$ and $\varepsilon' = \mu$, but the corresponding statement does not hold for $(i, \varepsilon)$. Here we can compute:

$$x(\psi_{j+q, \mu}) \partial_{i, \varepsilon} \partial_{i', \mu} = x(\psi_{j+q, \mu} \partial_{i, \varepsilon}) \partial_{i', \mu}$$

$$= x(\psi_{j+q, \mu} \partial_{i, \varepsilon})$$

$$= x(\psi_{j+q-1, \mu} \partial_{i-1, \varepsilon})$$

And furthermore:

$$x(\psi_{j+q, \mu}) \partial_{i', \mu} \partial_{i-1, \varepsilon} = x(\psi_{j+q-1, \mu} \partial_{i-1, \varepsilon})$$

(In the second step, we have used the fact that if $\varepsilon = \mu$ then $i$ is not between $j + 1$ and $j + 1$, implying that $i - 1$ is not between $j + 1$ and $j + q - 1$.) Thus the result holds in this case as well.

Finally, we consider the case where $j + 1 \leq i' < i \leq j + q$ and $\varepsilon = \varepsilon' = \mu$. (Note that this can only occur if $q \geq 2$.) Then we can compute:

$$x(\psi_{j+q, \mu}) \partial_{i, \varepsilon} \partial_{i', \mu} = x(\psi_{j+q-1, \mu} \partial_{i', \mu})$$

$$= x(\psi_{j+q-2, \mu})$$

Here we have used the fact that $i' < i \leq j + q$, implying $i' \leq j + q - 1$. Furthermore, applying a similar argument to $i - 1$, we can compute:

$$x(\psi_{j+q, \mu}) \partial_{i', \mu} \partial_{i-1, \mu} = x(\psi_{j+q-1, \mu} \partial_{i-1, \mu})$$

$$= x(\psi_{j+q-2})$$

Thus we see that the statement holds in all cases.

The following lemma shows that cubes of approximations satisfy the same comicality properties as the corresponding connections.

**Lemma 2.23.** Let $x: \Box^n \rightarrow X$ denote an $m$-cube in a minimal marked cubical set, and $\psi_{j+q, \mu}$ a non-trivial tail-form of a map $\phi: [1]^n \rightarrow [1]^m$ in $\Box_A$. Suppose that $X$ contains cubes satisfying the identities and marking conditions defining all of the faces of $x(\psi_{j+q, \mu})$ prescribed by Definition 2.20, other than its $(k, \mu)$ face for some $j \leq k \leq j + q$. Then these faces define a $(k, \mu)$-comical open box in $X$.

**Proof.** That these faces define a $(k, \mu)$-open box follows from Lemma 2.22. To show that this open box is $(k, \mu)$-comical, we must show that for any map $\delta: [1]^n \rightarrow [1]^m$ defining a non-identity critical face with respect to $\partial_{k, \varepsilon}$, the $a$-cube $x(\psi_{j+q, \mu}) \delta$ is marked. We fix such a map $\delta$, and express $\delta$ in standard form as $\partial_{i_1, \varepsilon_1} \ldots \partial_{i_p, \varepsilon_p}$.

We first consider the case in which, for all $r$, we have $j + 1 \leq i_r \leq j + q$ and $\varepsilon_r = \mu$. By definition, a critical face with respect to $(k, \mu)$ cannot contain any face maps $\partial{k-1, \mu}$, $\partial{k, \mu}$, or $\partial{k+1, \mu}$. If $q = 1$ or $q = 2$, or $q = 3$ and $k = j + 2$, then this rules out all possible indices between $j + 1$ and $j + q$,
rendering this case vacuous as we have assumed \( \delta \) is not the identity. Otherwise, this implies that \( \delta \) is a composite of at most \( q - 2 \) face maps, and we can compute that \( x(\psi_{j; q, \mu})\delta = x(\psi_{j; q - \mu}) \), which is marked by assumption as \( q - r \geq 2 \).

Now consider the case where for some \( r \), either \( i_r \) is not between \( j + 1 \) and \( j + q \), or \( \varepsilon_r \neq \mu \). Then \( x(\psi_{j; q, \mu})\partial_{i_r, \varepsilon_r} = x(\psi_{j; q, \mu}\partial_{i_r, \varepsilon_r}) \); it follows that \( x(\psi_{j; q, \mu})\delta = x(\psi_{j; q, \mu}\delta) \). That this cube is marked follows from Lemma 2.18.

Approximations of weak connection structures play a key role in the proof of the following result, in which we lift a weak connection structure on a cube along a comical fibration, assuming that such a lift already exists for its boundary; our approach will generalize that of Example 2.11.

**Proposition 2.24.** For all \( n \geq 0 \), the inclusion \( \Box^n \cup q \Box^n \rightarrow i^* \Box^n_A \) is comical.

**Proof.** By Proposition 1.28 it suffices to show that a lift \( \Gamma_x \) exists in any diagram

\[
\begin{array}{ccc}
\Box^n \cup q \Box^n & \xrightarrow{i^* \partial \Box^n_A} & X \\
\downarrow & & \downarrow f \\
\Box^n_A & \xrightarrow{\Gamma_{fx}} & Y
\end{array}
\]

in which the map \( f : X \rightarrow Y \) is a comical fibration.

By the universal property of the pushout, we see that this diagram consists of an \( n \)-cube \( x : \Box^n \rightarrow X \), together with a weak connection structure \( \Gamma_{\partial x} \) on \( \partial x : \partial \Box^n \rightarrow X \), and an extension of the induced weak connection structure \( f\Gamma_{\partial x} \) on \( f\partial x \) to a weak connection structure \( \Gamma_{fx} \) on \( fx \); defining a lift amounts to extending \( \Gamma_{\partial x} \) to a weak connection structure \( \Gamma_x \) on \( x \) such that \( f\Gamma_x = \Gamma_{fx} \).

We will define \( \Gamma_x \) together with an approximation \( \widetilde{\Gamma_x} \), such that \( f \) sends \( \widetilde{\Gamma_x} \) to \( \Gamma_{fx} \) viewed as an approximation of itself. Specifically, we must define the images under \( \Gamma_x \) of the non-degenerate cubes of \( i^* \Box^n_A \) which are not part of \( i^* \partial \Box^n_A \). By Lemmas 1.13 and 1.14 these correspond to the maps \( \phi : [1]^{n+k} \rightarrow [1]^n \) in \( \Box_A \) for \( k \geq 0 \) whose standard forms consist of only connections, with no degeneracies or faces. By Lemma 2.16 we may identify such maps \( \phi \) with non-trivial tail forms \( \psi_{j; q, \mu} \).

We proceed by induction on the dimension of these cubes; or equivalently, on the value \( p + q \). Our induction hypothesis for \( p + q = k \) will be that we have defined the following cubes:

- \( x(\psi_{j; q, \mu}) \) for all tail forms such that \( p + q \leq k \);
- \( x(\psi_{j; q, \mu}) \) for all tail forms such that \( p + q \leq k + 1 \) and \( q \geq 2 \);
- \( x(\psi_{j; q, \mu}) \) for all tail forms with \( p = k - 1 \) and \( q \in \{0, 1\} \).

and that for all such cubes which we have defined, \( f(x(\psi_{j; q, \mu})) = f(x)(\psi_{j; q, \mu}) \) and \( f(x(\psi_{j; q, \mu})) = f(x)(\psi_{j; q, \mu}) \).

Note that by Lemma 2.16 for the first condition to be satisfied it suffices for it to hold for non-trivial tail forms. Note also that this condition implies that we have defined \( x(\phi) \) for all \( \phi : [1]^{n+k} \rightarrow [1]^n \) in \( \Box_A \).
As our base case we take \( k = 0 \). Here the first statement is trivial, as the only cases to consider are the cubes \( x(\gamma_{j,0},\mu) \); this reduces to \( x(\text{id}) \), which by definition must be equal to \( x \). The latter two statements are vacuous in this case.

Now let \( k \geq 1 \), and suppose that the induction hypothesis is satisfied for \( p + q = k - 1 \). For the induction hypothesis to be satisfied for \( p + q = k \), we must construct the cubes \( x(\psi_{\gamma_{j,q},\mu}) \) for all tail forms such that \( p + q \leq k \), the cubes \( x(\tilde{\gamma}_{j,q},\mu) \) for all tail forms such that \( p + q = k + 1 \) and \( q \geq 2 \), and the cubes \( x(\psi_{\tilde{\gamma}_{j,q},\mu}) \) for all tail forms with \( p = k - 1 \) and \( q \in \{0,1\} \). We begin with the latter construction.

Consider a tail form \( \psi_{\gamma_{j,1},\mu} \) where \( p = k - 1 \). By the definition of an approximation, the cube \( \psi_{\gamma_{j,1},\mu} \) must have the following faces:

\[
x(\psi_{\gamma_{j,1},\mu}) = \begin{cases} x(\psi_{\gamma_{j,0},\mu}) & r = j + 1 \text{ and } \varepsilon = \mu \\ x(\psi_{\gamma_{j,1},\mu}) & \text{otherwise} \end{cases}
\]

Thus the only missing face of \( x(\tilde{\gamma}_{j,1},\mu) \) is its \((j,1,\mu)\)-face; all others are equal to \( x(\phi') \) for some \( \phi' : [1]^{n+k-1} \to [1]^n \) and have thus been defined by the induction hypothesis. By Lemma 2.22, the faces of this cube which have already been defined form a \((j + 1,\mu)\)-comical open box in \( X \). Moreover, the image of this open box under \( f \) is the \((j + 1,\mu)\)-open box on \( f(x)(\tilde{\gamma}_{j,1},\mu) \).

Thus we may lift \( f(x)(\psi_{\gamma_{j,1},\mu}) \) along the naive fibration \( f \) to obtain a marked filler for this open box; we define this filler to be \( x(\psi_{\gamma_{j,1},\mu}) \), and its \((j + 1,\mu)\) face to be \( x(\tilde{\gamma}_{j,1},\mu) \) (it follows from Lemma 2.22 that \( x(\psi_{\gamma_{j,0},\mu}) \) has the correct faces). Then by construction, \( f \) sends \( x(\tilde{\gamma}_{j,1},\mu) \) to \( f(x)(\gamma_{j,1},\mu) \), and \( x(\tilde{\gamma}_{j,0},\mu) \) to \( f(x)(\gamma_{j,0},\mu) \).

Next we will concern ourselves with the first two constructions specified by the induction hypothesis: \( x(\psi_{\gamma_{j,q},\mu}) \) for all non-trivial tail forms such that \( p + q \leq k \), and \( x(\tilde{\gamma}_{j,q},\mu) \) for all tail forms such that \( p + q = k + 1 \) and \( q \geq 2 \). We first note that constructing all cubes of these two forms is equivalent to constructing \( x(\psi_{\gamma_{j,q},\mu}) \) and \( x(\tilde{\gamma}_{j,q},\mu) \) for all tail forms of the first form specified. Moreover, the assumption that the induction hypothesis is satisfied for \( k - 1 \) allows us to restrict our attention to the case in which \( p + q = k \).

We will now construct \( x(\psi_{\gamma_{j,q},\mu}) \) and \( x(\tilde{\gamma}_{j,q+1},\mu) \) for all such tail forms, working by a two-layered induction. We first induct downwards on the maximal index of \( \psi_{\gamma_{j,q},\mu} \), i.e. the value \( j + q - 1 \).

More precisely, for \( 0 \leq m \leq n + k \), our induction hypothesis on \( m \) will be that we have constructed \( x(\psi_{\gamma_{j,q},\mu}) \) and \( x(\tilde{\gamma}_{j,q+1},\mu) \) for all tail forms \( \psi_{\gamma_{j,q},\mu} \) with \( p + q = k \) and \( j + q - 1 > m \). In the base case \( m = n + k \) this statement is vacuous, as there are no connection maps \( [1]^{n+k} \to [1]^{n+k-1} \) with index greater than \( n + k \). For a given maximal index \( m \) satisfying the induction hypothesis, we proceed by induction on the value \( q \). For a given \( 0 \leq q \leq k \), our induction hypothesis will be that we have constructed the desired cubes for all tail forms \( \psi_{\gamma_{j,q},\mu} \) with \( p + q = k \), maximal index \( m \), and \( q' > q \); in the base case \( q = k \) this condition is vacuous, as there are no admissible values of \( q' \). Now fix some \( 1 \leq q \leq k \), and assume the induction hypothesis is satisfied for \( q \); to show that it holds for \( q - 1 \), we must construct the desired cubes for all tail forms \( \psi_{\gamma_{j,q},\mu} \) with \( p = k - q \).

By the definition of an approximation, the faces of \( x(\tilde{\gamma}_{j,q+1},\mu) \) must be as follows:

\[
x(\psi_{\tilde{\gamma}_{j,q+1},\mu}) = \begin{cases} x(\psi_{\gamma_{j,q},\mu}) & j + 1 \leq a \leq j + q + 1 \text{ and } \varepsilon = \mu \\ x(\psi_{\gamma_{j,q+1}\varepsilon}) & \text{otherwise} \end{cases}
\]
In particular, we must have \( x(\psi_{j; q+1, \mu}) \partial_{j, \mu} = x(\psi_{j; q, \mu}) \), which has not yet been constructed. On the other hand, we may analyze the other prescribed faces to show that they have already been constructed.

First consider faces of the form \( x(\psi_{j; q+1, 1}) \partial_{n, \varepsilon} \) where \( 1 \leq a \leq j, j + q + 2 \leq a \leq n + k \), or \( \varepsilon = 1 - \mu \). Note that \( \psi_{j; q+1, \mu} \) has maximal index \( m + 1 \) and tail length \( q \), both one greater than those of \( \psi_{j; q, \mu} \). Applying Lemma 2.19 we see that one of the following must hold:

(i) \( \psi_{j; q+1, 1, \mu} \partial_{n, \varepsilon} \) is a composite of connection maps whose maximal index is greater than or equal to \( m + 1 \);

(ii) \( \psi_{j; q+1, 0} \partial_{n, \varepsilon} \) is a composite of connection maps with maximal index \( m \) and tail length greater than or equal to \( q \);

(iii) the standard form of \( \psi_{j; q+1, 0} \partial_{n, \varepsilon} \) contains a face map;

(iv) the standard form of \( \psi_{j; q+1, 0} \partial_{n, \varepsilon} \) contains a degeneracy map.

In each of these cases, \( x(\psi_{j; q+1, 1}) \partial_{n, \varepsilon} \) has already been constructed, and \( f \) maps it to the corresponding face of \( f(x)(\psi_{j; q+1, \mu}) \). In case (i) this follows from the induction hypothesis on \( m \). In case (ii) it follows from the induction hypothesis on \( q \). In case (iii), \( x(\psi_{j; q+1, \mu}) \partial_{n, \varepsilon} \) exists as part of \( \Gamma_{\partial x} \), and is mapped to the corresponding face of \( f(x)(\psi_{j; q+1, \mu}) \) by assumption. Finally, in case (iv) \( x(\psi_{j; q+1, \mu}) \partial_{n, \varepsilon} \) is a degeneracy of some lower-dimensional cube, hence it has been defined and is mapped to the corresponding face of \( f(x)(\psi_{j; q+1, \mu}) \) by the induction hypothesis on \( k \).

Therefore, by Lemma 2.23 the faces of \( x(\psi_{j; q+1, 1}) \) which are already defined form a \((j, \mu)\)-comical open box in \( X \), which \( f \) maps to the \((j, \mu)\)-open box on \( f(x)(\psi_{j; q+1, \mu}) \). Thus we may lift \( f(x)(\psi_{j; q+1, \mu}) \) along \( f \) to obtain a marked filler for this open box. We define this filler to be \( x(\psi_{j; q+1, \mu}) \); by construction, we have \( f(x(\psi_{j; q+1, \mu})) = f(x)(\psi_{j; q+1, \mu}) \) and \( f(x(\psi_{j; q, \mu})) = f(x)(\psi_{j; q+1, \mu}) \partial_{j, \mu} = f(x)(\psi_{j; q, \mu}) \). That \( x(\psi_{j; q, \mu}) \) has the necessary faces follows from Lemma 2.22 Moreover, we may observe that all of its \((n + k - 1)\)-dimensional faces other than its \((j, \mu)\)-face are marked, as is the image of its \((j, \mu)\)-face under \( f \). Applying the right lifting property of \( f \) with respect to comical marking extensions, we thus see that \( x(\psi_{j; q+1, \mu}) \partial_{j, \mu} = x(\psi_{j; q, \mu}) \) is marked.

By induction on \( m \) and \( q \), we thus construct \( x(\psi_{j; q, \mu}) \) and \( x(\psi_{j; q+1, \mu}) \) for all tail forms with \( p + q = k \). By induction on \( k \), we may, in particular, define suitable marked cubes \( x(\psi_{j; q, \mu}) \) for all tail forms \( \psi_{j; q, \mu} \). By Lemma 2.26 we have thus defined \( x(\phi) \) for all composites of connection maps \( \phi \); in other words we have extended \( \Gamma_{\partial x} \) to a weak connection structure \( \Gamma_X \) lying over \( \Gamma_{fx} \), thereby constructing a lift in the given diagram, as desired.

Proof of Proposition 2.27 The components of the unit are monomorphisms by Corollary 1.36; it thus remains to be shown that they are weak equivalences. By Lemma 1.16 it suffices to prove this in the case where \( X \) is of the form \( \square^n_3 \) or \( \square^n_5 \). We proceed by induction on \( n \); in the base case \( n = 0 \), the only map to be considered is \( \eta_{\square^0_3} \), which is the identity on \( \square^0_3 \).
Now let \( n \geq 1 \) and suppose that all maps \( \eta_{\Box^n_A} \) and \( \eta_{\Box^n_B} \) with \( m \leq n - 1 \) are trivial cofibrations. By Lemma 1.6 it follows that the components of \( \eta \) at all \((n - 1)\)-skeletal objects of \( \text{cSet}_\Theta^+ \) are trivial cofibrations; in particular, this holds for \( \partial \Box^n_B \). Thus the pushout inclusion \( \Box^n_B \sqcup_{\partial \Box^n_B} i^* \partial \Box^n_A \) is a trivial cofibration, as a pushout of the trivial cofibration \( \eta_{\partial \Box^n_B} \) (recall that by Proposition 1.39 \( i_! \Box^n_B = \Box^n_A \), and similarly for the boundaries).

Furthermore, the inclusion \( \Box^n_B \sqcup_{\partial \Box^n_B} i^* \partial \Box^n_A \hookrightarrow i^* \Box^n_A \) is a trivial cofibration by Proposition 2.24. Thus the composite inclusion \( \Box^n_B \sqcup_{\partial \Box^n_B} i^* \partial \Box^n_A \) is a trivial cofibration as well. That \( \eta_{\Box^n_B} \) is a trivial cofibration follows by Proposition 2.10.

### 2.3. Quillen equivalences in the marked case.

Next we will prove the following:

**Theorem 2.25.** For all \( A \subseteq B \subseteq \{0, 1\} \), the adjunctions \( \iota_* : \text{cSet}_A^+ \rightleftarrows \text{cSet}_B^+ : i^* \) and \( i^* : \text{cSet}_B^+ \rightleftarrows \text{cSet}_A^+ : \iota_* \) are Quillen equivalences between the (saturated, n-trivial) comical model structures on \( \text{cSet}_A \) and \( \text{cSet}_B \).

The difficult combinatorial work involved in proving this result was done in the proof of Proposition 2.24; all that remains is some homotopical algebra involving the various adjunctions \( \iota_! \dashv \iota_* \) and \( i^* \dashv i_* \). Throughout the remainder of this section, fix a particular choice of one of the model structures of Theorem 1.29; we will assume that all categories of marked cubical sets are equipped with their respective versions of this model structure.

**Lemma 2.26.** For any \( A \subseteq \{0, 1\} \), the composite functor \( i^* \iota_! : \text{cSet}_A^+ \rightarrow \text{cSet}_B^+ \) induced by \( i : \Box_A^+ \hookrightarrow \Box_B^+ \) is left Quillen.

**Proof.** That \( i^* \iota_! \) preserves cofibrations follows from Corollary 1.44 and Lemma 1.42. To see that it preserves weak equivalences, let \( X \rightarrow Y \) be a weak equivalence in \( \text{cSet}_B^+ \). Then we have a commuting diagram:

\[
\begin{array}{ccc}
X & \xrightarrow{\sim} & Y \\
\eta \downarrow & & \downarrow \sim \\
i^* \iota_! X & \xrightarrow{\sim} & i^* \iota_! Y
\end{array}
\]

The top horizontal map is a weak equivalence by assumption, while the two vertical maps are weak equivalences by Proposition 2.10. Thus the bottom horizontal map is a weak equivalence by two-out-of-three.

**Proposition 2.27.** For every \( A \subseteq \{0, 1\} \), the adjunction \( i^* : \text{cSet}_A^+ \rightleftarrows \text{cSet}_B^+ : i_* \) is Quillen.


Proof. The functor $i^*$ preserves cofibrations by Lemma 1.42 so it suffices to show that $i^*$ sends the pseudo-generating trivial cofibrations to trivial cofibrations. It follows from Proposition 1.39 that each pseudo-generating trivial cofibration in $\text{cSet}_A^+$ is the image under $i_1$ of the corresponding map in $\text{cSet}_B^+$. Thus Lemma 2.26 implies that $i^*$ sends each such map to a trivial cofibration in $\text{cSet}_B^+$.

**Proposition 2.28.** For every $A \subseteq \{0, 1\}$ and $X \in \text{cSet}_A^+$, the counit map $\epsilon : i_1 i^* X \to X$, where $i_1 \dashv i^*$ is induced by $i : \boxtimes_A^+ \to \boxtimes_A^+$, is a weak equivalence.

Proof. By Lemma 1.6 it suffices to prove this statement in the case where $X$ is either $\square_A^n$ or $\bar{\square}_A^n$ for some $n \geq 0$. By Proposition 1.39 each of these objects is the image under $i_1$ of the corresponding object in $\text{cSet}_B^+$.

Thus it suffices to show that the components of $\epsilon$ at objects in the image of $i_1$ are weak equivalences. To this end, let $X = i_1 X_B$. It follows from the triangle identities that $i_1 \eta_{X_B}$ is a section of $\epsilon_X$. This section is a weak equivalence by Proposition 2.49 and Corollary 1.40, thus the same is true of $\epsilon_X$ by two-out-of-three.

**Proof of Theorem 2.25.** All adjunctions of the form $i_1 \dashv i^*$ are Quillen by Corollary 1.40. It remains to be shown that adjunctions of the form $i^* \dashv i_*$ are Quillen, and that all of these adjunctions are Quillen equivalences.

We first consider the case $A = \emptyset$. Here $i^* \dashv i_*$ is Quillen by Proposition 2.27. By Propositions 2.49 and 2.28 the unit and counit of the adjunction $i_1 \dashv i^*$ define natural weak equivalences $\eta : \text{id}_{\text{cSet}_B^+} \Rightarrow i^* i_1$ and $\epsilon : i_1 i^* \Rightarrow \text{id}_{\text{cSet}_B^+}$. That $i_1 \dashv i^*$ and $i^* \dashv i_*$ are Quillen equivalences thus follows from Proposition 1.39.

Next consider the case where $A \neq \emptyset$; in the only non-trivial such cases, i.e. those for which $A \subseteq B$, we have $B = \{0, 1\}$ and $A$ either $\{0\}$ or $\{1\}$. Here $i_1 \dashv i^*$ is a Quillen equivalence by Theorem 1.32 and Proposition 1.43 together with the two-out-of-three property for Quillen equivalences.

Next we will show that $i^* \dashv i_*$ is a Quillen adjunction. The functor $i^*$ preserves cofibrations by Lemma 1.42. To see that $i^*$ preserves weak equivalences, let $f$ be a weak equivalence in $\text{cSet}_{\{0\}}^+$. We wish to show that the image of $f$ under $i^* : \text{cSet}_{\{0\}}^+ \to \text{cSet}_A^+$ is a weak equivalence. We have shown that $i^* : \text{cSet}_A^+ \leftarrow \text{cSet}_{\{0\}}^+ : i_*$ is a Quillen equivalence; therefore, by Proposition 1.72 and the fact that all cubical sets are cofibrant, $i^* : \text{cSet}_A^+ \to \text{cSet}_{\{0\}}^+$ creates weak equivalences. Thus it suffices to show that the image of $f$ under the composite of $i^* : \text{cSet}_{\{0\}}^+ \to \text{cSet}_A^+$ with $i^* : \text{cSet}_A^+ \to \text{cSet}_{\{0\}}^+$ is a weak equivalence. But by the commutativity of the diagram (17) this composite is precisely $i^* : \text{cSet}_{\{0\}}^+ \to \text{cSet}_B^+$; thus it sends $f$ to a weak equivalence by Proposition 2.27. That $i^* \dashv i_*$ is a Quillen equivalence then follows from the commutativity of (17), together with two-out-of-three for Quillen equivalences.

**Corollary 2.29.** For all $A \subseteq B \subseteq \{0, 1\}$, the functors $i_* : \text{cSet}_A^+ \to \text{cSet}_B^+$ and $i^* : \text{cSet}_B^+ \to \text{cSet}_A^+$ preserve and reflect weak equivalences.

Proof. Because all marked cubical sets are cofibrant, this follows from Proposition 1.72 and Theorem 2.25.
This result allows us to show that analogues of Proposition 2.9 hold for all cube categories under consideration.

**Proposition 2.30.** For all $A \subseteq B \subseteq \{0, 1\}$, the unit of the adjunction $i_! i^* \vdash i^* i_!$ induced by $i : \square^+_A \hookrightarrow \square^+_B$ is a natural trivial cofibration.

**Proof.** Once again, that all components of the unit are monomorphisms follows from Corollary 1.36. To see that they are also weak equivalences, note that the adjunction $i_! i^*$ is a Quillen equivalence by Theorem 2.25, and the right adjoint $i^*$ preserves and reflects weak equivalences by Corollary 2.29. The stated result thus follows by Corollary 1.3. □

We have shown that each comical model structure on $\mathrm{cSet}^+_\emptyset$ is Quillen equivalent to its counterparts on $\mathrm{cSet}^+_0$, $\mathrm{cSet}^+_1$, and $\mathrm{cSet}^+_{01}$; it is then immediate that it is also Quillen equivalent to the corresponding complicial model structure on $\mathrm{sSet}^+$.

**Proof of Theorem 2.1.** This follows from Theorems 1.32 and 2.25 and Proposition 1.43, together with the two-out-of-three property for Quillen equivalences. □

Finally, we note that Proposition 2.30 allows us to easily construct weak connection structures on maps between comical sets, as we will see in Corollary 2.32. We will prove this result as a special case of the more general Lemma 2.31, which will have further use in Section 3.

**Lemma 2.31.** Let $A \subseteq B \subseteq \{0, 1\}$, and let $W \xrightarrow{j} X \xrightarrow{f} Y \xrightarrow{g} Z$ be a triple of maps in $\mathrm{cSet}^+_A$, with $j$ a monomorphism and $g$ a fibration. Suppose that the map $fj$ and the object $Z$ admit weak connection structures $\Gamma_{fj}, \Gamma_Z$ such that the following diagram commutes:

$$
\begin{array}{ccc}
i^* i_! W & \xrightarrow{i^* i_!} & i^* i_! Z \\
\downarrow \Gamma_{fj} & & \downarrow \Gamma_Z \\
Y & \xrightarrow{\Gamma_f} & Z
\end{array}
$$

Then $f$ admits a weak connection structure $\Gamma_f$, such that $\Gamma_f \circ i^* i_! = \Gamma_{fj}$ and the following diagram commutes:

$$
\begin{array}{ccc}
i^* i_! X & \xrightarrow{i^* i_!} & i^* i_! Z \\
\downarrow \Gamma_f & & \downarrow \Gamma_Z \\
Y & \xrightarrow{\Gamma_f} & Z
\end{array}
$$

**Proof.** By assumption, we have a diagram of the form:

$$
\begin{array}{ccc}
W & \xrightarrow{j} & X \\
\downarrow \eta_W & & \downarrow f \\
i^* i_! W & \xrightarrow{i^* i_!} & Y
\end{array}
$$

This defines a map from the pushout $i^*i_W \cup_W X$ into $Y$. Now consider the following diagram:

![Diagram]

The map $\eta_W$ is a trivial cofibration by Proposition 2.30, thus the same is true of its pushout $X \to i^*i_W \cup_W X$. Likewise, $\eta_X$ is a trivial cofibration, so $i^*i_W \cup_W X \to i^*i_X$ is a weak equivalence by two-out-of-three. Moreover, by Corollary 1.36 and the fact that $j$ is a monomorphism, we may observe that the underlying cubical sets of $i^*i_W$ and $X$ are subcomplexes of the underlying cubical set of $i^*i_X$, and their intersection is precisely the underlying cubical set of $W$. It follows that $i^*i_W \cup_W X \to i^*i_X$ is a monomorphism, making it a trivial cofibration.

Therefore, by the assumption that $g$ is a fibration, a lift $\Gamma_f$ exists in the following diagram:

![Diagram]

Pre-composing with the inclusions of $i^*i_W$ and $X$ into the pushout, the commutativity of the upper triangle implies that $\Gamma_f \eta_X = f$, so that $\Gamma_f$ is indeed a weak connection structure on $f$, and that $\Gamma_f \circ i^*i_j = \Gamma_j f$. Commutativity of the diagram given in the statement is precisely commutativity of the lower triangle. 

**Corollary 2.32.** Given $A \subseteq B \subseteq \{0,1\}$, every map in $\text{cSet}^+_A$ whose codomain is a comical set admits a weak connection structure with respect to $\Box_B$.

**Proof.** Given a map $X \to Y$ with $Y$ a comical set, apply Lemma 2.31 to the sequence of maps $\emptyset \to X \to Y \to \Box_B^A$; the hypotheses of Lemma 2.31 are trivially satisfied in this case. 

### 3. The essential image of $i^*$

In view of the results of Section 2, we might wish to conclude that “comical sets have all connections”, i.e. that the theory of comical sets is independent of our choice of cube category; up to homotopy this is certainly true, as can be seen from Theorem 2.25. Recall, however, that weak connection structures on comical sets do not behave exactly like connections: given a comical set $X \in \text{cSet}^+_A$ equipped with a weak connection structure with respect to $\Box_B$, it may not always be the case that $x(\phi)(\psi) = x(\phi \psi)$ for composable $\phi, \psi$ not contained in $\Box_A$.

In this section we will consider a method for remedying this issue, and investigate the extent to which the combinatorial theory of comical sets in $\text{cSet}^+_A$ is independent of $A$. We can make the statement that comical sets have all connections precise in a combinatorial sense by showing that for any $A \subseteq B \subseteq \{0,1\}$, all comical sets in $\text{cSet}^+_A$ are in the essential image of $i^* : \text{cSet}^+_B \to \text{cSet}^+_A$. 

In other words, given any comical set $X \in \cSet_+^A$, we can upgrade $X$ to a comical set in $\cSet_+^B$ by a suitable choice of connections on its cubes. However, we will see that for a map of comical sets $f: X \to Y$, it is not always possible to choose connections on $X$ and $Y$ in such a way that $f$ will respect these connections. Nevertheless, this can be done if $f$ is either a cofibration or a fibration.

Note that the results of this section may be viewed as a generalization of previously established results allowing the construction of connections in cubical Kan complexes and other cubical models of $\infty$-groupoids; see [BH77, Prop. 2] and [Ant02, Thm. 3.4].

For the sake of generality, we will work in the comical model structure on $\cSet_+^A$, with no assumptions of saturation or triviality; our results and proofs, however, generalize easily to the other model structures of Theorem 1.29. Moreover, they may similarly be adapted to the model structures for $(\infty, 1)$-categories on unmarked cubical sets and cubical sets with marked edges to be discussed in Appendix A.

To prove our desired results, we will strengthen the concept of a weak connection structure. For the remainder of this section, fix $A \subseteq B \subseteq \{0, 1\}$.

**Definition 3.1.** Let $X \in \cSet_+^A$. A **strong connection structure** on $X$ is a weak connection structure on $X$ such that for all $x: \square^3_3 \to X$ and all $\phi: [1]^m \to [1]^n$, $\psi: [1]^k \to [1]^m$ in $\square_B$ , we have $x(\phi)(\psi) = x(\phi\psi)$.

Recall from Examples 2.21 that for $X \in \cSet_+^B$, the image under $i^*$ of the counit of the adjunction $i_! \dashv i^*$ gives a weak connection structure on $i^*X$; this is a strong connection structure, as the connections of $X$ must satisfy $(x\phi)\psi = x(\phi\psi)$. Our next result shows that in fact, this class of examples encompasses all strong connection structures, up to isomorphism.

**Proposition 3.2.** Let $f: X \to Y$ be a map in $\cSet_+^A$. Then $f$ is isomorphic to the image under $i^*$ of a map $\overline{f}: \overline{X} \to \overline{Y}$ in $\cSet_+^B$ if and only if $X$ and $Y$ admit strong connection structures $\Gamma_X, \Gamma_Y$, such that the following diagram commutes:

\[
\begin{array}{ccc}
\Gamma_X & \xrightarrow{\overline{f}} & \Gamma_Y \\
\downarrow & & \downarrow \\
X & \xrightarrow{f} & Y
\end{array}
\]

Moreover, in this situation, $\Gamma_X$ and $\Gamma_Y$ are isomorphic to the images under $i^*$ of the components of the counit of $i_! \dashv i^*$ at $\overline{X}$ and $\overline{Y}$, respectively. That is to say, the following diagram commutes:
Proof. If \( f \) is in the image of \( i^* \) then we may take \( \Gamma_X \) and \( \Gamma_Y \) to be the images of the relevant components of the counit, and the isomorphisms to be identities.

On the other hand, suppose that \( X \) and \( Y \) admit strong connection structures such that the diagram \((†)\) commutes. Then we may define the object \( \overline{X} \in \text{cSet}_+ \) by setting \( \overline{X}_n = X_n \) for all \( n \), with markings as in \( X \); for \( x \in X_n \) and \( \phi: [1]^m \to [1]^n \) we set \( x\phi = x(\phi) \). That this assignment is well-defined, that it satisfies the cubical identities, and that the connections thus chosen are marked all follow from the definition of a strong connection structure. We define \( \overline{Y} \) similarly, and define \( \overline{f} \) to act identically to \( f \) in each dimension. That \( \overline{f} \) respects connections follows from the commutativity of the diagram \((†)\).

Then \( i^*\overline{X} \) and \( i^*\overline{Y} \) are elements of \( \text{cSet}_+ \) having the same sets of cubes in each dimension as \( X \) and \( Y \), respectively, with identical markings, and \( i^*\overline{f} \) is a morphism between them which acts identically to \( f \) on these sets of cubes. Thus we may define isomorphisms \( i^*\overline{X} \cong X, i^*\overline{Y} \cong Y \) by having them act as the identity in each dimension. That this defines a valid cubical set map follows from the fact that the maps of \( \square_A \) act identically on the cubes of \( X \) and \( \overline{X} \). This, in turn, follows from the definition of a weak connection structure: for any \( \phi: [1]^m \to [1]^n \) in \( \square_A \) and \( x: \square_n \to X \) we have \( x(\phi) = x\phi \).

To see that the diagram \((††)\) commutes, consider the action of \( i^*\epsilon \) on the cubes of \( i^*i^*\overline{X} \). By Corollary [1.3.6] for a general \( Z \in \text{cSet}_+ \), the cubes of \( i^*i^*Z \) are free connections \( z\phi \), where \( \phi \) is a map in \( \square_B \) and \( z \) a cube of \( Z \); then \( i^*\epsilon \) sends such a free connection to the cube \( z\phi \) of \( Z \), i.e. the image of \( z \) under \( \phi \) viewed as a structure map of \( Z \). For a cube \( x \) in \( X \), the image of \( x \) under \( \phi \), by definition, is the image of the free connection \( x\phi \) under \( \Gamma_X \). Thus the left and right faces of the diagram commute; commutativity of the remaining faces is trivial.

Our next lemma allows for the lifting of strong connection structures along fibrations of comical sets.

Lemma 3.3. Let \( X \hookrightarrow Y \) be a monomorphism and \( f: Y \to Z \) a fibration in \( \text{cSet}_+ \), with \( Y \) and \( Z \) comical sets. Suppose, moreover, that \( X \) and \( Z \) admit strong connection structures \( \Gamma_X, \Gamma_Z \) such
that the following diagram commutes:

\[
\begin{array}{c}
i^*i_X \rightarrow i^*i_Z \\
\Gamma_X \downarrow \Gamma_Z \\
X \rightarrow Z
\end{array}
\]

Then \( Y \) admits a strong connection structure \( \Gamma_Y \), such that the diagram above factors as:

\[
\begin{array}{c}
i^*i_X \rightarrow i^*i_Y \rightarrow i^*i_Z \\
\Gamma_X \rightarrow \Gamma_Y \rightarrow \Gamma_Z \\
X \rightarrow Y \rightarrow Z
\end{array}
\]

**Proof.** Proceeding by induction on \( n \geq -1 \), we will define a sequence of monomorphisms \( X \rightarrow Y^{-1} \rightarrow Y^0 \rightarrow \ldots \rightarrow Y \), such that for each \( n \):

- \( Y^n \) is a regular subcomplex of \( Y \);
- \( Y^n \) contains all cubes of \( Y \) of dimension less than or equal to \( n \);
- \( Y^n \) admits a strong connection structure \( \Gamma_{Y^n} \);
- the given diagram factors as:

\[
\begin{array}{c}
i^*i_X \rightarrow i^*i_{Y^{-1}} \rightarrow \ldots \rightarrow i^*i_{Y^n} \rightarrow i^*i_Y \rightarrow i^*i_Z \\
\Gamma_X \rightarrow \Gamma_{Y^{-1}} \rightarrow \ldots \rightarrow \Gamma_{Y^n} \rightarrow \Gamma_Z \\
X \rightarrow Y^{-1} \rightarrow \ldots \rightarrow Y^n \rightarrow Y \rightarrow Z
\end{array}
\]

For the base case, we define \( Y^{-1} \) to be the regular subcomplex of \( Y \) whose underlying cubical set is \( |X| \). We define \( \Gamma_{Y^{-1}} \) to act identically to \( \Gamma_X \) (more precisely, the underlying cubical set map of \( \Gamma_{Y^{-1}} : i^*i_{Y^{-1}} \rightarrow Y^{-1} \) coincides with that of \( \Gamma_X : i^*i_X \rightarrow X \)). Then the diagram given in the statement factors as:

\[
\begin{array}{c}
i^*i_X \rightarrow i^*i_{Y^{-1}} \rightarrow Y \rightarrow i^*i_Z \\
\Gamma_X \rightarrow \Gamma_{Y^{-1}} \rightarrow \Gamma_Z \\
X \rightarrow Y^{-1} \rightarrow Y \rightarrow Z
\end{array}
\]

Thus the induction hypothesis is satisfied for \( n = -1 \). Now let \( n \geq 0 \), and suppose that we have defined \( Y^{n'} \) satisfying the induction hypothesis for all \( n' < n \). We define \( W^n \) by the following pushout diagram:

\[
\begin{array}{c}
sk_n Y^{n-1} \rightarrow Y^{n-1} \\
\Gamma_{Y^{n-1}} \downarrow \Gamma_Y \\
sk_n Y \rightarrow W^n
\end{array}
\]

In other words, \( W^n \) is the regular subcomplex of \( Y \) generated by \( Y^{n-1} \), together with all \( n \)-cubes of \( Y \) which are not contained in \( Y^{n-1} \).
Composing $\Gamma_{Y^{n-1}}$ with the inclusion $Y^{n-1} \hookrightarrow Y$, we obtain a weak connection structure on this inclusion. This weak connection structure fits into the following diagram, which commutes by the induction hypothesis:

\[
\begin{array}{ccc}
 i^*Y^{n-1} & \xrightarrow{\Gamma_{Y^{n-1}}} & Y \\
 \downarrow & & \downarrow \phi \\
 i^*i_1Z & \xrightarrow{\Gamma_Z} & Z
\end{array}
\]

By assumption, $Y \rightarrow Z$ is a fibration, so we may apply Lemma 2.31 to the sequence of maps $Y^{n-1} \hookrightarrow W^n \hookrightarrow Y \rightarrow Z$. Thus we extend $\Gamma_{Y^{n-1}}$ to a map $\Gamma_{W^n} : i^*i_1W^n \rightarrow Y$ defining a weak connection structure on $W^n \hookrightarrow Y$, such that the following diagram commutes:

\[
\begin{array}{ccc}
 i^*i_1W^n & \xrightarrow{\Gamma_{W^n}} & i^*i_1Z \\
 \downarrow & & \downarrow \Gamma_Z \\
 Y & \xrightarrow{\Gamma_Y} & Z
\end{array}
\]

Now define $Y^n$ to be the regular subcomplex of $Y$ consisting of all cubes in the image of $\Gamma_{W^n}$. Then $W^n \subseteq Y^n \subseteq Y$, as every cube of $W^n$ is the image under $\Gamma_{W^n}$ of the corresponding cube in $i^*i_1W^n$. By definition, $\Gamma_{W^n}$ factors through $Y^n$; we will extend it to a weak connection structure $\Gamma_{Y^n} : i^*i_1Y^n \rightarrow Y^n$.

By Proposition 2.7, for every cube $y$ of $Y^n$, there exists a unique cube $w$, non-degenerate with respect to $\Gamma_{W^n}$, and a unique epimorphism $\phi$ in $\Box_B$ such that $y = w(\phi_1) \ldots (\phi_p)$ for some factorization of $\phi$ into a composite of epimorphisms $\phi_1 \ldots \phi_p$. By the construction of $W^n$, such a $w$ must either be contained in $Y^{n-1}$, or be a non-degenerate $n$-cube of $Y$, not contained in $Y^{n-1}$. In the former case, because $\Gamma_{Y^{n-1}}$ is a strong connection structure, we have $y = w(\phi)$.

To see that a similar result holds in the latter case, we assume $w$ is a non-degenerate $n$-cube not contained in $Y^{n-1}$, and proceed by induction on $p$. In the base cases $p = 0, p = 1$ we have $\phi = \text{id}, \phi = \phi_1$ respectively, so it is trivial that $y = w(\phi)$. Now let $p \geq 2$ and suppose this result holds for $p' < p$. Applying the induction hypothesis, we may rewrite $w(\phi_1) \ldots (\phi_p)$ as $w(\phi_1 \ldots \phi_{p-1})(\phi_p)$. If $\phi_p$ is in $\Box_A$, then we may further rewrite this as $w(\phi_1 \ldots \phi_{p-1}\phi_p) = w(\phi)$. On the other hand, if $\phi_p$ is not in $\Box_A$, then in order for this expression to be defined, $w(\phi_1 \ldots \phi_{p-1})$ must be a cube of $W^n$. If $w(\phi_1 \ldots \phi_{p-1})$ were contained in $Y^{n-1}$, then we could apply a section of $\phi_1 \ldots \phi_{p-1}$ to deduce that $w$ was also contained in $Y^{n-1}$, contradicting our assumption; it thus follows that $w(\phi_1 \ldots \phi_{p-1})$ is not contained in $Y^{n-1}$, and must therefore be contained in $\text{sk}_nY$. As $w(\phi_1 \ldots \phi_{p-1})$ is of dimension $n + p - 1 > n$, it follows that this cube is the image of some non-degenerate cube of $Y$ under an epimorphism in $\Box_A$. Our assumption that $w$ is non-degenerate and the uniqueness condition of Proposition 2.7 thus imply that $\phi_1 \ldots \phi_{p-1}$ is in $\Box_A$, allowing us to again see that $y = w(\phi_1 \ldots \phi_{p-1}\phi_p) = w(\phi)$.

Thus every $m$-cube of $Y^n$ is of the form $w(\phi)$ for some unique cube $w : \Box_A^m \rightarrow W^{n-1}$, non-degenerate with respect to $\Gamma_{W^n}$, and some unique epimorphism $\phi : [1]^m \rightarrow [1]^m$ of $\Box_B$. We define $\Gamma_{Y^n}$ as follows: for $w, \phi$ above and $\psi : [1]^k \rightarrow [1]^m$ in $\Box_B$, we set $w(\phi)(\psi) = w(\phi\psi)$. That this respects the structure maps of $Y$ follows from the corresponding fact for $\Gamma_{W^n}$. That it defines a strong connection structure and agrees with $\Gamma_{W^n}$ on $i^*i_1W^n$ is immediate from the definition and the fact that $\Gamma_{W^n}$ restricts to the strong connection structure $\Gamma_{Y^{n-1}}$ on $i^*i_1Y^{n-1}$. 

Lastly, we must prove the third point of the induction hypothesis; for this it suffices to show that each square of the following diagram commutes:

\[
\begin{array}{ccc}
i^*i_Y Y^{n-1} & \rightarrow & i^*i_Y Y^n \\
\Gamma_{Y_{n-1}} & \downarrow & \downarrow \Gamma_Y \\
Y^{n-1} & \rightarrow & Y^n
\end{array}
\]

Commutativity of the left-hand square follows from the fact that \(\Gamma_Y\) extends \(\Gamma_{W^n}\) by construction, and \(\Gamma_{W^n}\) in turn extends \(\Gamma_{Y^{n-1}}\).

To show commutativity of the right-hand square, recall that every cube of \(Y^n\) is of the form \(w(\phi)\) for some cube \(w\) of \(W^n\) and some epimorphism \(\phi\). Therefore, by Corollary 1.36, the cubes of \(i^*i_Y Y^n\) are formal connections \(x(\phi)\psi\). We can see that the top-right composite sends such a formal connection to the cube \(f(w(\phi))(\psi)\), while the left-bottom composite sends it to \(f(w(\phi)(\psi))\). Using the commutativity of the diagram (1) and the fact that both \(\Gamma_Y\) and \(\Gamma_Z\) are strong connection structures, we see that both of these expressions reduce to \(f(w)(\phi\psi)\).

Therefore, by induction, we obtain a natural transformation of sequential diagrams, depicted below:

\[
\begin{array}{ccc}
i^*i_Y X & \rightarrow & i^*i_Y Y^{-1} \\
\Gamma_X & \downarrow & \downarrow \Gamma_Y \\
X & \rightarrow & Y^{-1}
\end{array}
\]

Moreover, as each \(\Gamma_{Y^n}\) is a retraction of \(\eta_{Y^n}\), this is a retraction of the natural transformation of sequential diagrams induced by \(\eta\).

The colimit of the bottom sequence is the union of all regular subcomplexes \(Y^n\); as each \(Y^n\) contains the regular \(n\)-skeleton of \(Y\), this union is \(Y\) itself. Because both \(i^*\) and \(i^*_i\) preserve colimits as left adjoints, the colimit of the top sequence is \(i^*i_Y Y\). Let the induced map between colimits be denoted \(\Gamma_Y: i^*i_Y Y \rightarrow Y\); then the diagram given in the statement factors as specified. To see that \(\Gamma_Y\) is a weak connection structure on \(Y\), observe that since each \(\Gamma_{Y^n}\) is a retraction of \(\eta_{Y^n}\), the same is true of the induced maps between colimits, and the map between colimits induced by the \(\eta_{Y^n}\) is \(\eta_Y\) because both the identity functor and \(i^*i_Y\) preserve colimits. Finally, to see that \(\Gamma_Y\) is a strong connection structure, consider a cube in \(\eta\) of the form \(y(\phi)(\psi)\) for \(\phi, \psi\) in \(\square_B\). The cube \(Y\) must be contained in some \(Y^n\), implying \(y(\phi)(\psi) = y(\phi\psi)\) by the fact that \(\Gamma_{Y^n}\) is a strong connection structure. \(\square\)

Lemma 3.4 allows us to prove that \(i^*\) is essentially surjective on fibrations and cofibrations between comical sets; the proofs of both of these statements arise as special cases of this lemma.

**Proposition 3.4.** A map \(X \rightarrow Y\) in \(cSet_A^+\) is a fibration between comical sets if and only if it is isomorphic to the image under \(i^*\) of a fibration between comical sets in \(cSet_B^+\). In particular, an object \(X \in cSet_A^+\) is a comical set if and only if it is the image under \(i^*\) of a comical set in \(cSet_B^+\).

**Proof.** The “if” direction follows from Corollary 1.41. Now let \(X \rightarrow Y\) be a fibration of comical sets in \(cSet_A^+\). By Proposition 3.2 to show that \(X \rightarrow Y\) is in the essential image of \(i^*\), it suffices to
define strong connection structures $\Gamma_X, \Gamma_Y$ fitting into a commuting diagram

$$i^* i_! X \longrightarrow i^* i_! i^* Y$$

$$\begin{array}{c}
\Gamma_X \\
\downarrow \\
X
\end{array} \quad \begin{array}{c}
\Gamma_Y \\
\downarrow \\
Y
\end{array}$$

To construct $\Gamma_Y$, we may apply Lemma 3.3 to the sequence of maps $\emptyset \hookrightarrow Y \rightarrow \square^0_A$. The strong connection structure $\Gamma_Y$ then allows us to apply Lemma 3.3 to the sequence of maps $\emptyset \hookrightarrow X \rightarrow Y$, thereby defining $\Gamma_X$ such that the diagram above commutes. This shows that $f$ is isomorphic to $i^* f$ for some map $f$ in $\mathbf{cSet}_B^+$; that $f$ is itself a fibration between fibrant objects follows from Corollary 1.41. □

Proposition 3.5. A map $X \rightarrow Y$ in $\mathbf{cSet}^+_A$ is a cofibration between comical sets if and only if it is isomorphic to the image under $i^*$ of a cofibration between comical sets in $\mathbf{cSet}^+_B$.

Proof. The “if” direction follows from Lemma 1.42 and Corollary 1.41. Now let $X \hookrightarrow Y$ be a cofibration between comical sets in $\mathbf{cSet}^+_B$. Once again, by Proposition 3.2 to show that $X \rightarrow Y$ is in the essential image of $i^*$ it suffices to define strong connection structures $\Gamma_X, \Gamma_Y$ fitting into a commuting diagram

$$i^* i_! X \longrightarrow i^* i_! i^* Y$$

$$\begin{array}{c}
\Gamma_X \\
\downarrow \\
X
\end{array} \quad \begin{array}{c}
\Gamma_Y \\
\downarrow \\
Y
\end{array}$$

Here we first construct $\Gamma_X$ by applying Lemma 3.3 to the sequence of maps $\emptyset \hookrightarrow X \rightarrow \square^0_A$. We may then construct $\Gamma_Y$ such that the diagram commutes by applying Lemma 3.3 to the sequence of maps $X \hookrightarrow Y \rightarrow \square^0_A$. □

It is natural to ask whether Propositions 3.4 and 3.5 can be extended to show that all maps between comical sets are in the essential image of $i^*$. Failing this, we might at least hope to show that this is true for equivalences of comical sets. Even this, however, turns out not to be the case (except in the trivial case $A = B$), as we will now show. Specifically, we will prove the following:

Proposition 3.6. For any $A \subsetneq B \subseteq \{0, 1\}$, there exists an equivalence of comical sets in $\mathbf{cSet}_A$ which is not isomorphic to any map in the image of $i^* : \mathbf{cSet}_B^+ \rightarrow \mathbf{cSet}_A^+$. 

We will briefly describe some of the intuition behind the proof of this result. Given cubes $x, x'$ in a comical set $X \in \mathbf{cSet}_B^+$ and a map $\phi$ in $\square_B$, any map $f : X \rightarrow Y$ which identifies $x$ and $x'$ must also identify $x(\phi)$ and $x'(\phi)$. However, if $\phi$ is not in $\square_B$ then the analogous statement for a comical set in $\mathbf{cSet}_A^+$ equipped with a strong connection structure need not hold; $f$ may identify $x$ and $x'$ without identifying $x(\phi)$ and $x'(\phi)$. Thus it may not be possible to define strong connection structures on $X$ and $Y$ in a manner compatible with $f$. In the case where $f$ is a fibration this issue can be avoided, as the right lifting property of $f$ allows us to choose $x(\phi)$ and $x'(\phi)$ in such a way that they will be identified under $f$. On the other hand, in the case where $f$ is a cofibration the issue cannot arise, as a cofibration cannot identify distinct cubes at all.
Proof of Proposition 5.7. Let \( X \) be a comical set in \( \text{cSet}^+_A \) equipped with a cofibration \( x : \square_A^1 \otimes \square_A^1 \hookrightarrow X \); for instance, we may take \( X \) to be a fibrant replacement of \( \square_A^1 \otimes \square_A^1 \). This map corresponds to a marked 2-cube \( x \in X_2 \) whose faces are all distinct, such that the edges \( x\partial_{1,0} \) and \( x\partial_{1,1} \) are marked. Now let \( X' \) denote the pushout object defined by the following diagram:

\[
\begin{array}{ccc}
\square_A^1 \otimes \square_A^1 & \longrightarrow & X \\
\downarrow & & \downarrow \\
\square_A^1 & \longrightarrow & X'
\end{array}
\]

The left-hand map in this diagram is the projection map obtained by taking the lax Gray tensor product of the identity on \( \square_A^1 \) with the unique map \( \square_A^1 \to \square_A^0 \). Intuitively, the object \( X' \) is obtained from \( X \) by “collapsing the cube \( x \) down to an edge”. More precisely, it is the quotient of \( X \) obtained by identifying cubes in the image of the monomorphism \( x: \square_A^1 \otimes \square_A^1 \to X \) whenever they correspond to cubes of \( \square_A^1 \otimes \square_A^1 \) which are identified in \( \square_A^1 \). In particular, we may note that the quotient map \( X \to X' \) does not identify any cubes not in the image of \( x \).

The map \( \square_A^1 \to \square_A^0 \) is a weak equivalence, as a retraction of the one-dimensional comical open box inclusions, i.e. endpoint inclusions into the marked interval. It thus follows that \( \square_A^1 \otimes \square_A^1 \to \square_A^1 \) is a weak equivalence, by monoidality of the comical model structure. Thus the map \( X \to X' \) is a pushout of a weak equivalence along a cofibration. The comical model structure is left proper, as all objects are cofibrant; it thus follows that \( X \to X' \) is a weak equivalence.

Now let \( Y \) denote a fibrant replacement of \( X' \), with a trivial cofibration \( X' \hookrightarrow Y \). Then the composite map \( X \to Y \) is an equivalence of comical sets; denote this map by \( f \). As \( x\partial_{2,0} \) and \( x\partial_{2,1} \) are identified by the quotient map \( X \to X' \), we have, in particular, \( f(x\partial_{2,0}) = f(x\partial_{2,1}) \); denote this edge of \( Y \) by \( y \).

Now assume that \( X \) is equipped with a strong connection structure, and let \( \gamma_{1,\varepsilon} : [1]^2 \to [1] \) denote a connection map in \( \square_B \) which is not present in \( \square_A \). Consider the cubes \( x\partial_{2,0}(\gamma_{1,\varepsilon}), x\partial_{2,1}(\gamma_{1,\varepsilon}) \) provided by the strong connection structure on \( X \). As \( x\partial_{2,0} \) and \( x\partial_{2,1} \) are distinct, these cubes must be distinct as well. Moreover, neither is in the image of the map \( x \), as the fact that \( \gamma_{1,\varepsilon} \) is not in \( \square_A \) implies that there can be no 2-cubes \( \square_A^1 \to \square_A^1 \otimes \square_A^1 \) satisfying the face identities for connections on the non-degenerate edges of \( \square_A^1 \otimes \square_A^1 \). Thus the images of \( x\partial_{2,0}(\gamma_{1,\varepsilon}) \) and \( x\partial_{2,1}(\gamma_{1,\varepsilon}) \) in \( X' \) are distinct, and the same is true of the images of these cubes under the monomorphism \( X' \to Y \). Thus there can be no strong connection structure on \( Y \) such that both \( f(x\partial_{2,0}(\gamma_{1,\varepsilon})) \) and \( f(x\partial_{2,1}(\gamma_{1,\varepsilon})) \) are equal to \( y(\gamma_{1,\varepsilon}) \). By Proposition 5.2, it follows that \( f \) is not isomorphic to any map in the image of \( i^* \). \( \square \)

Proposition 5.6 may seem surprising in light of Propositions 5.3 and 5.5, given that any map in a model category can be factored as a composite of a cofibration with a fibration. We may note, however, that given such a composite \( X \hookrightarrow Y \to Z \), although \( X \to Y \) and \( Y \to Z \) are each isomorphic to the image under \( i^* \) of some map in \( \text{cSet}^+_B \), these maps in \( \text{cSet}^+_B \) may not themselves be composable. To put it another way, we may define connections on \( X \) and \( Y \) which \( X \hookrightarrow Y \) will respect, and we may separately define connections on \( Y \) and \( Z \) which \( Y \to Z \) will respect, but it may not be possible to perform these two procedures in such a way that the connections they define on \( Y \) coincide.
Appendix A. Models of \((\infty, 1)\)-categories

The theory of \((\infty, 1)\)-categories can also be modeled using unmarked cubical sets, or cubical sets with markings only on their edges; model structures suited to these purposes were constructed in [DKLS20]. As with the treatment of the comical model structures in [DKM21], versions of these model structures were constructed for cubical sets with and without connections, but only those with connections were shown to be Quillen equivalent to the analogous simplicial models. The results and proofs of the preceding sections generalize easily to these categories. One can, for instance, define weak connection structures on maps between unmarked cubical sets and use them to prove that the model structure on \(c\text{Set}_A\) constructed in [DKLS20] is Quillen equivalent to the Joyal model structure on \(s\text{Set}\). Alternatively, one can establish a Quillen equivalence between each of these model structures and the saturated 1-trivial comical model structure on the corresponding category of marked cubical sets, and derive the desired Quillen equivalences as a consequence of Theorem 2.1; it is this approach which we now pursue. Throughout this section, all categories of the form \(c\text{Set}^+\) will be assumed to be equipped with the saturated 1-trivial comical model structure unless otherwise specified.

A.1. The cubical Joyal and cubical marked model structures. We first recall the model structures for \((\infty, 1)\)-categories developed in [DKLS20], beginning with the cubical Joyal model structures on (unmarked) cubical sets. Recall that the critical edge of the \(n\)-cube \(\square^n_A\) with respect to a face \(\partial_i,\varepsilon\) is the unique edge which is a critical face with respect to \(\partial_i,\varepsilon\) in the sense of Definition 1.25, i.e. the edge \(\partial_{n,1-\varepsilon} \ldots \partial_{i+1,1-\varepsilon} \partial_{i-1,1-\varepsilon} \ldots \partial_{1,1-\varepsilon} : [1] \to [1]^n\).

Definition A.1. For \(A \subseteq \{0, 1\}\), we define certain objects and maps which play a key role in the development of the cubical Joyal model structure on \(c\text{Set}_A\).

- For \(n \geq 2\), \(1 \leq i \leq n, \varepsilon \in \{0, 1\}\), the \((i, \varepsilon)\)-inner cube, denoted \(\hat{\square}^n_{A,i,\varepsilon}\), is the quotient of \(\square^n_A\) in which the critical edge with respect to \(\partial_i,\varepsilon\) is made degenerate. The \((i, \varepsilon)\)-inner open box, denoted \(\hat{\sqcap}^n_{A,i,\varepsilon}\), is the subcomplex of \(\hat{\square}^n_{A,i,\varepsilon}\) whose non-degenerate cubes consist of all faces of the \(n\)-cube other than the interior face \(id_{[1]^n}\) and \(\partial_{i,\varepsilon}\). The \((i, \varepsilon)\)-inner open box inclusion is the inclusion \(\hat{\sqcap}^n_{A,i,\varepsilon} \hookrightarrow \hat{\square}^n_{A,i,\varepsilon}\).
- The invertible interval \(K\) is the cubical set depicted below:

- A cubical quasicategory is a cubical set \(X\) having the right lifting property with respect to all inner open box inclusions.

Theorem A.2 ([DKLS20]). Each category \(c\text{Set}_A\) carries a model structure in which:

- The cofibrations are the monomorphisms;
- The fibrant objects are the cubical quasicategories;
- A map with fibrant codomain is a fibration if and only if it has the right lifting property with respect to all inner open box inclusions and endpoint inclusions \(\square^0_A \to K\).
Moreover, this model structure is monoidal with respect to the geometric product.

Proof. The existence of the model structure and characterization of the cofibrations are given by [DKLS20, Thm. 4.2]. Monoidality is given by [DKLS20, Cor. 4.11], while the characterizations of fibrant objects and fibrations with fibrant codomain is given by [DKLS20, Thm. 4.16]. □

For each category of cubical sets, the model structure of Theorem A.2 is referred to as the **cubical Joyal model structure**.

When viewing cubical quasicategories as \((\infty, 1)\)-categories, filling of open boxes represents composition of higher morphisms, and invertible 1-morphisms are represented by edges which factor through \(K\).

**Definition A.3.** The homotopy category \(\text{Ho}X\) of a cubical quasicategory \(X\) is defined as follows:

- the objects of \(\text{Ho}X\) are the 0-cubes of \(X\);
- for \(x_0, x_1 : \Box_A^0 \to X\), morphisms \(x_0 \to x_1\) in \(\text{Ho}X\) are equivalence classes of edges from \(x_0\) to \(x_1\), subject to the relation \(f \sim g\) if there is a 2-cube in \(X\) as depicted below:

\[
\begin{array}{ccc}
  x_0 & \xrightarrow{f} & x_1 \\
\end{array}
\]

\[
\begin{array}{ccc}
  x_0 & \xrightarrow{g} & x_1 \\
\end{array}
\]

- the identity map on \(x \in X_0\) is given by \(x\sigma_1\);
- composition of \(f : x \to y\) and \(g : y \to z\) is given by open box filling, as depicted below:

\[
\begin{array}{ccc}
  x & \xrightarrow{gf} & z \\
\end{array}
\]

\[
\begin{array}{ccc}
  f & \xrightarrow{g} & z \\
\end{array}
\]

That these data define a category is proven in [DKLS20, Lem. 2.20].

It is also useful to model \((\infty, 1)\)-categories using cubical sets with markings on edges, but not on cubes of higher dimension, analogous to the model structure on simplicial sets with markings on edges developed in [Lur09].

**Definition A.4.** For \(A \subseteq \{0, 1\}\), the category \(\text{cSet}'_A\) of cubical sets with weak equivalences is defined as follows:

- An object in \(\text{cSet}'_A\) consists of a cubical set \(X \in \text{cSet}_A\), together with a set of marked edges \(X_\varepsilon \subseteq X_1\) including all degenerate edges.
- Morphisms in \(\text{cSet}'_A\) are cubical set maps which preserve marked edges.
As in the marked case, we will use the notation $|X|$ for the underlying cubical set of $X \in \text{cSet}'_A$, and taking the underlying cubical set defines a functor $|-| : \text{cSet}'_A \to \text{cSet}_A$. Likewise, we may take the underlying cubical set with weak equivalences of a marked cubical set by forgetting the markings on its cubes of dimension greater than 1. Thus we obtain a functor $|-| : \text{cSet}^+_A \to \text{cSet}'_A$; when using this notation we will rely on context to distinguish whether the underlying cubical set or cubical set with weak equivalences is meant.

As in the marked case, a map of cubical sets with weak equivalences is regular if it creates markings, and entire if the underlying cubical set map is an isomorphism.

The geometric product can be adapted to the setting of cubical sets with weak equivalences. Recall (cf. Proposition 1.17) that for $X,Y \in \text{cSet}_A$, an edge of $X \otimes Y$ consists of either an edge of $X$ and a vertex of $Y$, or a vertex of $X$ and an edge of $Y$.

**Definition A.5.** For $X,Y \in \text{cSet}'_A$, the geometric product $X \otimes Y \in \text{cSet}'_A$ has as its underlying cubical set the geometric product $|X| \otimes |Y|$, with an edge $x \otimes y$ marked if either $x$ is a marked edge of $X$ or $y$ is a marked edge of $Y$.

As with the geometric product on $\text{cSet}_A$ and the lax Gray tensor product on $\text{cSet}^+_A$, this defines a biclosed monoidal product on $\text{cSet}'_A$ with unit object $\Box^0_A$.

Comparing the definitions of the monoidal products on $\text{cSet}_A$, $\text{cSet}'_A$, and $\text{cSet}^+_A$, we obtain the following result.

**Proposition A.6.** The functors $|-| : \text{cSet}^+_A \to \text{cSet}'_A$, $|-| : \text{cSet}'_A \to \text{cSet}_A$ are monoidal with respect to the geometric products on $\text{cSet}_A$ and $\text{cSet}'_A$ and the lax Gray tensor product on $\text{cSet}^+_A$. □

One can similarly define a category of simplicial sets with weak equivalences $\text{sSet}'$, whose objects are simplicial sets with markings on edges. Note that $\text{sSet}'$ is more commonly referred to as the category of marked simplicial sets (notably in [Lur09]), and likewise $\text{cSet}'_A$ is referred to in [DKLS20] as the category of marked cubical sets. We have adopted the present terminology in order to avoid confusion with the categories $\text{sSet}^+$ and $\text{cSet}^+_A$.

The category $\text{sSet}'$ admits a model structure, the *marked model structure*, which models the theory of $(\infty,1)$-categories. A complete description of this model structure is beyond the scope of this paper, but can be found in [Lur09 Sec. 3.1], where it arises from a more general model structure on slice categories $\text{sSet}' \downarrow X$ by taking $X = \Delta^0$.

We can adapt the definition of the triangulation adjunction to the setting of cubical and simplicial sets with weak equivalences, using the fact that for a cubical set $X$, the edges of $X$ are in bijection with the edges of $TX$.

**Definition A.7.** For $X \in \text{cSet}'$, we define $TX \in \text{sSet}'$ as follows:

- The underlying simplicial set of $TX$ is $T|X|$, the triangulation of the underlying cubical set of $X$;
- An edge of $TX$ is marked if and only if the corresponding edge of $X$ is marked.
This definition naturally extends to morphisms, and implies an analogous definition for the right adjoint $U: \mathbf{sSet}' \to \mathbf{cSet}'$.

**Definition A.8.** For $A \subseteq \{0, 1\}$, we define certain objects and maps which play a key role in the model structure on $\mathbf{cSet}'_A$.

- For $n \geq 1$, $1 \leq i \leq n, \varepsilon \in \{0, 1\}$, the $(i, \varepsilon)$-marked cube, denoted $\square^i_{A, i, \varepsilon}$, is obtained from $\square^n_A$ by marking the critical edge. The $(i, \varepsilon)$-marked open box, denoted $\ominus^i_{A, i, \varepsilon}$, is the regular subcomplex of $\square^i_{A, i, \varepsilon}$ whose non-degenerate cubes consist of all faces of the $n$-cube other than the interior face $\text{id}_{[1]^n}$ and $\partial_{i, \varepsilon}$. The $(i, \varepsilon)$-marked open box inclusion is the regular subcomplex inclusion $\square^i_{A, i, \varepsilon} \hookrightarrow \ominus^i_{A, i, \varepsilon}$.

- Let $K'$ denote the cubical set with weak equivalences whose underlying cubical set is the invertible interval $K \in \mathbf{cSet}$, with the middle edge marked. The saturation map is the entire map $K \to K'$.

- For each of the four faces of the square, the three-out-of-four map associated to that face is the inclusion of $\square^2_A$ with all but that face marked into $\square^2_A$ with all faces marked.

- A marked cubical quasicategory is a cubical set with weak equivalences having the right lifting property with respect to the marked open box fillings and the saturation map.

**Theorem A.9 ([DKLS20]).** For any $A \subseteq \{0, 1\}$, the category $\mathbf{cSet}'_A$ carries a model structure in which:

- The cofibrations are the monomorphisms;
- A map with fibrant codomain is a fibration if and only if it has the right lifting property with respect to the marked open box inclusions, the saturation map, and the three-out-of-four maps;
- The fibrant objects are the marked cubical quasicategories.

Moreover, this model structure is monoidal with respect to the geometric product.

**Proof.** The existence of the model structure and characterization of the cofibrations are given by [DKLS20 Thm. 2.44]. The characterizations of fibrant objects and fibrations with fibrant codomain are given by [DKLS20 Lem. 2.6 & Prop. 2.50]. Monoidality is given by [DKLS20 Cor. 2.49]. \(\square\)

As in comical sets, marked edges in marked cubical quasicategories are thought of as equivalences. This following result validates this intuition.

**Proposition A.10.** In a marked cubical quasicategory $X$, an edge $f: \square^1 \to X$ is marked if and only if the corresponding morphism in the homotopy category of the cubical quasicategory $|X|$ is an isomorphism.

**Proof.** By [DKLS20 Lem. 2.5], the marked edges of $X$ are precisely those which factor through $K$. That these are precisely the edges corresponding to isomorphisms in $\text{Ho}X$ follows from [DKLS20 Lem. 2.21]. \(\square\)
A.2. **Marking adjunctions.** The forgetful functors \( | - | : \text{cSet}_A \to \text{cSet}_A^+ \) and \( | - | : \text{cSet}_A' \to \text{cSet}_A \) each admit a left and a right adjoint; in fact, in each case the right adjoint to \( | - | \) admits a further right adjoint, forming an adjoint quadruple. We now describe these functors.

**Definition A.11.** For \( A \subseteq \{0, 1\} \), we have the following functors relating the categories \( \text{cSet}_A, \text{cSet}_A', \) and \( \text{cSet}_A^+ \):

- The **minimal marking** functor \( (-)^{\flat} : \text{cSet}_A \to \text{cSet}_A' \) sends \( X \in \text{cSet}_A \) to \( X^\flat \in \text{cSet}_A' \), having \( X \) as its underlying cubical set, with only degenerate edges marked.
- The **minimal marking** functor \( (-)^{\flat} : \text{cSet}_A' \to \text{cSet}_A^+ \) sends \( X \in \text{cSet}_A' \) to \( X^{\flat} \in \text{cSet}_A^+ \), having \( X \) as its underlying cubical set with weak equivalences, with the only marked cubes of dimension greater than 1 being the degenerate ones.
- The **maximal marking** functor \( (-)^{\sharp} : \text{cSet}_A \to \text{cSet}_A' \) sends \( X \in \text{cSet}_A \) to \( X^{\sharp} \in \text{cSet}_A' \), having \( X \) as its underlying cubical set, with all edges marked.
- The **maximal marking** functor \( (-)^{\sharp} : \text{cSet}_A' \to \text{cSet}_A^+ \) sends \( X \in \text{cSet}_A' \) to \( X^{\sharp} \in \text{cSet}_A^+ \), having \( X \) as its underlying cubical set with weak equivalences, with all cubes of dimension greater than 1 marked.
- The \( \infty \)-groupoid core functor \( c : \text{cSet}_A' \to \text{cSet}_A \) sends \( X \in \text{cSet}_A' \) to \( cX \in \text{cSet}_A \), defined by \((cX)_n = \text{cSet}_A'((-\Box_n^A)^{\sharp}, X)\). More intuitively, \( cX \) is obtained by taking the largest regular subcomplex of \( X \) in which all edges are marked, and then forgetting the markings.
- The \( (\infty,1) \)-core functor \( c : \text{cSet}_A^+ \to \text{cSet}_A' \) is given by \((cX)_n = \text{cSet}_A^+((-\Box_n^A)^{\sharp}, X)\). More intuitively, \( cX \) is obtained by taking the largest regular subcomplex of \( X \) in which all cubes of dimension greater than 1 are marked, and then forgetting the markings on these higher-dimensional cubes.

In all cases, \( X^{\flat} \to Y^{\flat} \) and \( X^{\sharp} \to Y^{\sharp} \) act identically to \( X \to Y \) on underlying cubical sets, while \( c \) acts on morphisms by post-composition.

In keeping with our use of the notation \( | - | \) for the forgetful functor \( \text{cSet}_A^+ \to \text{cSet}_A \), we will also use the notations \( (-)^{\flat}, (-)^{\sharp}, c \) for the composite functors \( \text{cSet}_A \to \text{cSet}_A', \text{cSet}_A' \to \text{cSet}_A \).

A basic analysis of the definitions shows:

**Proposition A.12.** For each pair of categories \( (\text{cSet}_A, \text{cSet}_A'), (\text{cSet}_A', \text{cSet}_A^+) \), the forgetful functor \( | - | \) and the functors of Definition A.11 form an adjoint quadruple \( (-)^{\flat} \dashv | - | \dashv (-)^{\sharp} \dashv c \).

We have similar families of adjoint quadruples \( (-)^{\flat} \dashv | - | \dashv (-)^{\sharp} \dashv c \) relating \( \text{sSet} \) and \( \text{sSet}' \), and likewise \( \text{sSet}' \) and \( \text{sSet}^+ \); each of these functors is defined analogously to its cubical counterpart.

Our goal is now to show that these models of \( (\infty,1) \)-categories are equivalent to each other, and to the saturated 1-trivial conical and complicial model structures. We begin by recalling established comparisons of the Joyal and marked model structures, in both the simplicial and cubical cases.

**Proposition A.13.** The adjunction \( (-)^{\flat} : \text{sSet} \rightleftarrows \text{sSet}' : | - | \) defines a Quillen equivalence between the Joyal model structure on \( \text{sSet} \) and the marked model structure on \( \text{sSet}' \).
Proof. This is a special case of [Lur09, Thm. 3.1.5.1(A0)], taking $S = \Delta^0$ in the statement of that result.

Proposition A.14 ([DKLS20, Prop. 4.3]). For each $A \subseteq \{0, 1\}$, the adjunction $(-)^\flat : \text{cSet}_A \rightleftarrows \text{cSet}_A^\flat : |-|$ defines a Quillen equivalence between the cubical Joyal model structure on $\text{cSet}_A$ and the cubical marked model structure on $\text{cSet}_A^\flat$.

In both the simplicial and cubical cases we may note that, of the three adjunctions forming the adjoint quadruple $(-)^\flat \dashv |-| \dashv (-)^\sharp \dashv c$, only the minimal marking adjunction forms a Quillen equivalence between the Joyal and marked model structures. To see this, we may note that the functor $|-|$ is not left Quillen, as the inclusion of an endpoint into the marked interval is a trivial cofibration while its underlying simplicial (resp. cubical) set map is not. On the other hand, while the adjunction $(-)^\sharp \dashv c$ is Quillen in both cases, it is not a Quillen equivalence in either. To see this, we may note that the maximal marking of an endpoint inclusion into the unmarked interval is an endpoint inclusion into the marked interval. Thus the left adjoint $(-)^\sharp$ does not reflect weak equivalences; as all objects in these model categories are cofibrant, Proposition 1.2 thus implies that the adjunction is not a Quillen equivalence.

Next we consider comparisons between $\text{cSet}_A^\flat$ and $\text{cSet}_A^+$; here we will show that all three adjunctions in the adjoint quadruple are Quillen equivalences. In the course of this analysis, we will have considerable use for the following result.

Lemma A.15. For $A \subseteq \{0, 1\}$ and $n \geq 0$, let $X \to Y$ be an entire map in $\text{cSet}_A^+$, such that for all $m \leq n$, an $m$-simplex is marked in $Y$ if and only if it is marked in $X$. Then $X \to Y$ is a trivial cofibration in the (saturated) $n$-trivial comical model structure on $\text{cSet}_A^+$.

Proof. We can express the map $X \to Y$ as a pushout of markers, as in the following diagram:

\[
\begin{array}{ccc}
\coprod_{X \in Y \setminus eX} \square^m & \to & X \\
\downarrow & & \downarrow \\
\coprod_{X \in Y \setminus eX} \square^m & \to & Y \\
\end{array}
\]

Where the coproducts are taken over all unmarked cubes of $X$ which are marked in $Y$, and the map between coproducts acts as the marker on each component. By assumption, each of these cubes is of dimension greater than $n$; thus we see that the map between coproducts is a trivial cofibration, hence the same is true of its pushout $X \to Y$.

Corollary A.16. For $A \subseteq \{0, 1\}$, there is a natural transformation $m : (-)^\flat \Rightarrow (-)^\sharp$ of functors from $\text{cSet}_A^\flat$ to $\text{cSet}_A^+$, which acts as the identity on underlying cubical sets, and whose components are all trivial cofibrations in the (saturated) 1-trivial comical model structure.

Proof. The existence of the natural transformation $m$ follows from the fact that for any $X \in \text{cSet}_A^\flat$, the marked cubical sets $X^\flat$ and $X^\sharp$ have the same underlying cubical set, namely that of $X$, with every marked cube of $X^\flat$ being marked in $X^\sharp$ as well. That its components are trivial cofibrations
in the (saturated) 1-trivial comical model structure follows from Lemma A.15, together with the fact that $X^\flat$ and $X^\sharp$ have the same marked 1-cubes, namely those of $X$.

Proposition A.17. For $A \subseteq \{0,1\}$, the adjunction $(-)^\sharp : c\text{Set}_A' \leftarrow c\text{Set}_A : (-)^\flat$ is a Quillen adjunction between the marked model structure on $c\text{Set}_A'$ and the saturated 1-trivial comical model structure on $c\text{Set}_A^\flat$.

Proof. That $(-)^\flat$ preserves cofibrations follows from the fact that for any map $f$ in $c\text{Set}_A'$, the underlying cubical set maps of $f$ and $f^\sharp$ coincide. It thus suffices to show that $(-)^\sharp$ sends the pseudo-generating trivial cofibrations of $c\text{Set}_A'$ to trivial cofibrations.

We first note that in the maximal marking of a marked open box $\boxtimes_{A,i,\varepsilon}^n$, the non-degenerate marked cubes consist of the critical edge, together with all faces of dimension greater than 1. In particular, this implies that all critical faces are marked. The object $(\boxtimes_{A,i,\varepsilon}^n)^\sharp$ is obtained from $(\boxtimes_{A,i,\varepsilon}^n)^\flat$ by adding a marked filler for the interior, together with the $(i,\varepsilon)$-face, which is marked if $n \geq 3$. Thus, in the case $n = 2$, the image under $(-)^\sharp$ of a marked open box inclusion $\boxtimes_{A,i,\varepsilon}^2 \hookrightarrow \Box_{A,i,\varepsilon}$ is a pushout of a comical open box inclusion. In the case $n \geq 3$, it is a composite consisting of a pushout of a comical open box inclusion (adding the marked interior $n$-cube and the $(i,\varepsilon)$-face) followed by a pushout of a comical marking extension (marking the $(i,\varepsilon)$-face). Thus this map is a trivial cofibration.

Similar analyses show that $(-)^\sharp$ sends the saturation map to a pushout of the elementary Rezk map, while the three-out-of-four maps are sent to two-dimensional comical marking extensions.

Proposition A.18. The adjunction $|-| : c\text{Set}_A^\flat \leftarrow c\text{Set}_A' : (-)^\sharp$ is Quillen.

Proof. That the left adjoint $|-|$ preserves cofibrations, i.e. monomorphisms, follows from the fact that it preserves underlying cubical set maps. It thus suffices to show that $|-|$ sends the pseudo-generating trivial cofibrations of $c\text{Set}_A^\flat$ to trivial cofibrations. We first note the following:

- the image under $|-|$ of a comical open box inclusion is a marked open box inclusion;
- the image under $|-|$ of a comical marking extension $(\Box_{A,i,\varepsilon}^2)^\prime \to \tau_0 \Box_{A,i,\varepsilon}^2$ is a three-out-of-four map;
- for $n \geq 2$, the image under $|-|$ of a comical marking extension $(\Box_{A,i,\varepsilon}^n)^\prime \to \tau_{n-2} \Box_{A,i,\varepsilon}^n$ is an identity;
- for $n \geq 2$, the image under $|-|$ of the $n$-marker

It remains to be shown that $|-|$ sends the Rezk maps to trivial cofibrations. By Proposition A.6 and the monoidality of the cubical marked model structure, it suffices to show that the image of the elementary Rezk map $L \to L'$ under $|-|$ is a trivial cofibration. As $|L| \to |L'|$ is a cofibration, it suffices to show that it has the left lifting property with respect to all fibrations between fibrant objects. Furthermore, as $|L| \to |L'|$ is entire, and hence an epimorphism, to prove that it has this left lifting property it suffices to show that it has the left lifting property with respect to all marked cubical quasicategories. To this end, consider a diagram as depicted below, with $X$ a marked cubical quasicategory:
Proposition A.19. For $A \subseteq \{0,1\}$, the Quillen adjunctions $|−| \dashv (−)^{♭}$ and $(−)^{♭} \dashv (−)^{♯}$ are Quillen equivalences between the cubical marked model structure on $cSet_A'$ and the saturated 1-trivial comical model structure on $cSet_A^+$.

Proof. We first note that the composite $|−| \circ (−)^{♭}$ is the identity on $cSet_A'$, as $(−)^{♭}$ adds markings on all cubes of dimension at least 2, while $|−|$ forgets such markings. Now we consider the composite $(−)^{♭} \circ |−|$. Given $X \in cSet_A^+$, the marked cubical set $|X|^♭$ is obtained from $X$ by marking all of its cubes of dimension at least 2; the unit $X \to |X|^♭$ is the unique entire map between these objects. This map is a trivial cofibration by Lemma A.15. That the two adjunctions are Quillen equivalences thus follows from Proposition 1.4. □

Proposition A.20. For $A \subseteq \{0,1\}$, the adjunction $cSet_A : (−)^{♭} \rightleftarrows cSet_A^+ : (−)^{♯}$ defines a Quillen equivalence between the marked model structure on $cSet_A'$ and the saturated 1-trivial comical model structure on $cSet_A^+$. □

By similar reasoning, we obtain an adjoint quadruple of Quillen equivalences between $sSet'$ and $sSet^+$. Proposition A.21. Each adjunction in the adjoint quadruple $(−)^{♭} \dashv |−| \dashv (−)^{♭} \dashv (−)^{♯}$ defines a Quillen equivalence between the marked model structure on $sSet'$ and the saturated 1-trivial complicial model structure on $sSet^+$. □
We will not record the proof of this result in full, as it is effectively identical to the preceding set of proofs for the cubical case. The only substantial difference is that when showing that $|−| : s\text{Set}^+ \to s\text{Set}'$ sends the simplicial analogues of the Rezk maps (the saturation extensions of [OR20, Def. 1.19(4)]) to weak equivalences, one one cannot appeal to monoidality as was done in the proof of Proposition [A.18]; it is easy to show, however, that each such map is sent to a pushout of a simplicial analogue of the saturation map.

Using the Quillen equivalence results above, we can obtain analogues of Theorem 2.1 for unmarked cubical sets and cubical sets with weak equivalences; in particular, these results generalize [DKLS20, Thm. 6.1] to the case of cubical sets without connections.

**Theorem A.22.** For each $A \subseteq \{0, 1\}$, the adjunction $T : c\text{Set}'_A \rightleftarrows \text{sSet}' : U$ is a Quillen equivalence between the cubical marked model structure on $c\text{Set}'_A$ and the marked model structure on $\text{sSet}'$.

**Proof.** We begin by considering the following diagram of adjunctions:

$$
\begin{array}{cccc}
\text{cSet}'_A & \cong & \text{cSet}^+ & \cong \\
\downarrow & & \downarrow & \\
\text{sSet}' & \cong & \text{sSet}^+ & \cong \\
\end{array}
$$

To see that this diagram commutes, it suffices to verify that the diagram of left adjoints commutes on representable objects in $c\text{Set}'_A$. For the marked 1-cube $\square_A^1$, we may note that both $T \circ (−)^2$ and $(−)^2 \circ T$ send this object to the marked simplicial set $\Delta^1$. For the unmarked cubes $\square_A^n, n \geq 0$ in $c\text{Set}'_A$, we may note that $T\square_A^n$ has no non-degenerate marked edges, and this is likewise true for the image of $\square_A^n \in c\text{Set}^+_A$ under the marked triangulation functor. Thus $(T\square_A^n)^2 = T((\square_A^n)^2)$, as both of these are obtained from the unmarked simplicial set $(\Delta^1)^n$ by marking all non-degenerate simplices of dimension at least 2, but no edges.

We now show that $T : c\text{Set}'_A \rightleftarrows \text{sSet}' : U$ is a Quillen adjunction. That $T$ preserves cofibrations follows from the analogous fact for the unmarked triangulation functor $T : c\text{Set}_A \to \text{sSet}$. To see that $T$ creates weak equivalences, let $f$ denote a trivial cofibration in $c\text{Set}'_A$. Note that the top, right, and bottom adjunctions in this diagram are Quillen equivalences by Theorem 2.1 and Propositions A.19 and A.21.

Applying Proposition 1.2 to the adjunction $(−)^2 : \text{sSet}' \rightleftarrows \text{sSet}^+ : c$, we see that the cofibration $Tf$ is trivial if and only if $(Tf)^2$ is a weak equivalence. By the commutativity of the diagram above, this map is equal to $T(f)^2$, which is a trivial cofibration as the image of the trivial cofibration $f$ under the left Quillen functor $T \circ (−)^2$.

Thus the adjunction $T : c\text{Set}'_A \rightleftarrows \text{sSet}' : U$ is indeed Quillen; that it is a Quillen equivalence then follows from the commutativity of the diagram above and the two-out-of-three property for Quillen equivalences. □
**Theorem A.23.** For each \( A \subseteq \{0, 1\} \), the adjunction \( T : \text{cSet}_A \rightleftarrows \text{sSet} : U \) is a Quillen equivalence between the cubical Joyal model structure on \( \text{cSet}_A \) and the Joyal model structure on \( \text{sSet} \).

**Proof.** The adjunction \( T : \text{cSet}_A \rightleftarrows \text{sSet} \) is Quillen by [DKLS20, Prop. 4.28]. To see that it is a Quillen equivalence, consider the following diagram of adjunctions:

\[
\begin{array}{ccc}
\text{cSet}_A & \xrightarrow{(-)^p} & \text{cSet}'_A \\
| & T \downarrow & | \\
\text{sSet} & \xleftarrow{T} & \text{sSet}'
\end{array}
\]

Once again, to see that this diagram commutes it suffices to verify that the composites of left adjoints agree on representables; for this, we note that both \( T \circ (-)^p \) and \( (-)^p \circ T \) send each \( \Box_A^n \) to the simplicial set \( (\Delta^1)^n \) equipped with its minimal marking. That \( T : \text{cSet}_A \rightleftarrows \text{sSet} \) is a Quillen equivalence thus follows from Propositions A.20 and A.21 together with the two-out-of-three property for Quillen equivalences. \( \square \)

We can also use two-out-of-three for Quillen equivalences to show that the analogues of the adjoint triples \( i_! \dashv i^* \vdash i_* \) for unmarked cubical sets and cubical sets with weak equivalences are composed of Quillen equivalences.

For each \( A \subseteq B \subseteq \{0, 1\} \), the inclusion \( i : \Box_A \hookrightarrow \Box_B \) induces a functor \( i^* : \text{cSet}_B \to \text{cSet}_A \) (resp. \( i^* : \text{cSet}'_B \to \text{cSet}'_A \)). As in the case of marked cubical sets, this functor admits both a right and a left adjoint, which admit descriptions analogous to Propositions 1.36 and 1.37. Specifically:

- for \( X \in \text{cSet}_A \), the object \( i_! X \) is obtained by freely adding the connections of \( \Box_B \) to \( X \);
- for \( X \in \text{cSet}_A \) and \( n \geq 0 \), \( (i_! X)_n = \text{cSet}'_A(i^* \Box_B^n, X) \);
- for \( X \in \text{cSet}'_A \), the object \( i_* X \) is obtained by freely adding the connections of \( \Box_B \) to \( X \), with the marked edges being precisely those of \( X \);
- for \( X \in \text{cSet}'_A \) and \( n \geq 0 \), \( (i_* X)_n = \text{cSet}'_A(i^* \Box_B^n, X) \) with an edge marked if and only if it sends \( \text{id}_{[1]} \) to a marked edge of \( X \).

**Proposition A.24.** For any \( A \subseteq B \subseteq \{0, 1\} \), the adjunctions \( i_! \dashv i^* \) and \( i^* \vdash i_* \) induced by the inclusion \( \Box_A \hookrightarrow \Box_B \) are Quillen equivalences between the cubical Joyal model structures on \( \text{cSet}_A \) and \( \text{cSet}_B \) (resp. cubical marked model structures on \( \text{cSet}'_A \) and \( \text{cSet}'_B \)).
Proof. Consider the following diagram of adjoint triples:

\[
\begin{array}{c}
\text{cSet}_A^+ \xrightarrow{i_!} cSet \xleftarrow{i_*} \text{cSet}_B^+ \\
\text{cSet}_A \xrightarrow{i!} \xleftarrow{i^*} \text{cSet}_B \\
\text{cSet}_A' \xrightarrow{i_!} cSet \xleftarrow{i_*} \text{cSet}_B' \\
\text{cSet}_A' \xrightarrow{i!} \xleftarrow{i^*} \text{cSet}_B'
\end{array}
\]

To see that the diagram commutes, it suffices to observe that the middle functors in each of the two squares satisfy \(i^* \circ |−| = |−| \circ i^*\); this is immediate from the definitions.

Next we show that the adjunctions \(i_! \dashv i^*\) and \(i^* \dashv i_*\) for cubical sets with weak equivalences are Quillen. For \(i_! \dashv i^*\), an argument similar to the proof of Corollary 1.40 shows that \(i_!\) sends each of the generating cofibrations and pseudo-generating trivial cofibrations of \(cSet_A\) to the corresponding map in \(cSet_B\). For \(i^* \dashv i_*\), we may note that \(i^*: cSet_B' \to cSet_A'\) is equal to the composite \(|−| \circ i^* \circ (−)^♯\) (where \(i^*\) here denotes the functor \(cSet_A^+ \to cSet_B^+\)); as each of these functors is left Quillen, the same is true of their composite.

Finally, we note that each of the adjoint triples of the form \((−)^♯ \dashv |−| \dashv (−)^♭\) depicted above is composed of Quillen adjunctions by Propositions A.19 and A.20 as is the adjoint triple \(i_! \dashv i^* \dashv i_*\) between \(cSet_A\) and \(cSet_B\) by Theorem 2.25. It follows that all remaining adjunctions in the diagram are Quillen equivalences by two-out-of-three. \(\square\)
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