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Abstract

Deeper and wider CNNs are known to provide improved performance for deep learning tasks. However, most such networks have poor performance gain per parameter increase. In this paper, we investigate whether the gain observed in deeper models is purely due to the addition of more optimization parameters or whether the physical size of the network as well plays a role. Further, we present a novel rescaling strategy for CNNs based on learnable repetition of its parameters. Based on this strategy, we rescale CNNs without changing their parameter count, and show that learnable sharing of weights itself can provide significant boost in the performance of any given model without changing its parameter count. We show that small base networks when rescaled, can provide performance comparable to deeper networks with significantly reduced model size.

Our repetition strategy scales well for large datasets (e.g., ImageNet). Moreover, it tends to learn important features that help the model to generalize well across tasks. For example, backbone network of a RepeatNet model scaled on the task of image classification is shown to work well as an encoder for the task of segmentation. The relevance of learnable repetitions weight sharing is further highlighted through the example of group-equivariant CNNs. We show that the significant improvements obtained with group-equivariant CNNs over the regular CNNs on classification problems could only partly due to the added equivariance property, and part of it comes from the learnable repetition of network weights. For Rot-MNIST dataset, we show that up to 40% of the relative gain reported by state-of-the-art methods for rotation equivariance could actually be due to just the learnt repetition of weights.

1. Introduction

One of the major reasons for the popularity of deep learning-based models is their ability to easily adapt to different problems, ranging from simple input to output mapping to those involving extremely complex underlying distributions. A recent popular strategy to improve such models is to employ a base model and scale it in size, thereby improving its discriminative power. Due to largely increased number of parameters, such approaches have been able to achieve state-of-the-art (SOTA) performance on popular benchmark datasets such as CIFAR10/100 [13] and ImageNet [5].

A common way to scale up CNNs is to make its layers wider or the network itself deeper. For example, VGG [22] increases the model depth through stacking multiple layers together. However, vanishing gradients [8] harm the performance of such stacked models due to which going deeper beyond a certain limit produces adverse affects on performance. Residual Networks (ResNets) [10] overcome the outlined issue through adding residual connections for better gradient flow, thus enabling the construction of even deeper models. Wide ResNets [28] take the orthogonal direction of making the layers wider through scaling the number of channels in each convolutional layer by a variable parameter. This approach brings in significant boost in the performance of the models. Most current SOTA models in the field of computer vision now use compound scaling which involves uniformly scaling up the width, depth and resolution of the models [24].

It is evident from the developments outlined above that the deeper and wider models exhibit stronger discriminative power and can better extract the rich feature representations contained in images. Thus it is of major interest to identify whether such gains are actually due to the increased optimization parameters or whether part of it is due to the physical size of the scaled model. The answer being latter would imply that if we can design a mechanism to upscale the model, we might be able to improve its performance to some extent even without the need of increased optimization parameters. In this paper, we investigate the importance of network scaling at fixed parameter count. To this end, we first demonstrate that a well-drafted scaling policy of an existing architecture can already improve its performance for the same number of optimization parameters. Referred henceforth as ‘RepeatNet’, our scaling
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strategy is based on the principle that transformed version of the learned weights from one part of the network, when used again in another part, results in scaled-up architectures that improve the model performance. For example, a VGG4 model trained for CIFAR-100 dataset, when scaled up using the simplest linear variant of RepeatNet to match the physical size of VGG11, shows a massive absolute improvement of approximately 19%.

We explore two ways of scaling the network architecture: depth scaling and width scaling by repeating different projections of some set of filters. While the linear projections can be used to effectively scale the depth of an existing network, it is degenerate for width scaling (later discussed in Section 3.3). For more efficient and universal scaling of the existing CNN models, we further propose two nonlinear scaling strategies (s-RepeatNet and f-RepeatNet) that overcome the limitations of the linear scaling. Our s-RepeatNet approach draws inspiration from the way nonlinear activation functions improve the representation capability of the networks. It adapts the popular swish activation function [20] to create transformed variants of the learned weights that can be effectively deployed in other parts of the network. The f-RepeatNet variant learns sign flipping of the repeated weights, with optimization objective similar to BiRealNet [17] to increase the representation capability of the scaled models.

The efficacy of RepeatNet is demonstrated on several popular CNN architectures and benchmark datasets. We show that RepeatNet provides significant boost in performance with negligible increase of network parameters compared to the respective base models. Another important aspect of deep learning models is their transferability across different tasks. In this regard, we also train scaled-up CNN architectures on ImageNet dataset [5] for the task of classification, and show that the trained backbone performs well for the downstream tasks. We show that pre-trained scaled up versions of ResNet-18 model when used as an encoder for the segmentation model, achieves an increase of more than 5% in the mIOU metric on PASCAL-VOC dataset [6].

We further demonstrate using a popular example from the field of deep learning (rotation-equivariant CNN or RE-CNN [26]) that ignoring the impact of repetition of weights can lead to erroneous conclusions when comparing different models. While several variants exists, we focus on the RE-CNN model presented in [26]. Their strategy uses steerable filters [3] that compute orientation dependent responses for multiple orientations efficiently through sharing of weights [27] [26]. It is very common to compare the performance of RE-CNNs and other similar models with regular CNNs for the same number of optimization parameters. However, since RE-CNNs employ weight sharing, the realized parameter set and eventually the FLOPs are higher during inference time when compared with an equivalent CNN model. This raises the question whether the gain in performance observed with RE-CNN on datasets such as Rot-MNIST [14] is purely due to the induced property of rotation equivariance of the model, or whether part of it is due to repetition of weights. We address this concern later in the paper.

To summarize, the contributions of this paper can be outlined as follows.

- We demonstrate through numerical experiments that the gain observed in model performance due to the use of increased number of optimization weights could partly be accounted to scaling up of the physical size of the network itself.
- For efficient sharing of weights across the network, we present RepeatNet, a learnable filter transformation strategy that can be used to effectively scale CNNs along the width and depth dimensions. For increased flexibility of representations in weight sharing, we present two nonlinear transformation strategies (s-RepeatNet and f-RepeatNet).
- We demonstrate through experiments on popular CNN architectures and datasets (including ImageNet) that RepeatNet-scaled architectures achieve significant boost in performance. Moreover, we demonstrate that features obtained from RepeatNet generalize well across tasks - the backbone of a RepeatNet architecture designed for classification can also be used for segmentation tasks.
- Understanding the influence of weight sharing in a network is important, and we demonstrate through a popular example that ignoring the impact of network scaling can lead to erroneous conclusions in deep learning studies.

2. Related Works

Scaling the network is one among the most popular ways to improve the performance of CNN models. Several previous works have addressed this aspect in the past. For example, VGG architectures [22] are scaled by increasing the depth of the architecture. Another class of architectures is WideResNet [28] that are scaled by making the network wider. Recent works have shown that a more efficient strategy to scale up a network is to grow along depth as well as its width. Referred as EfficientNets [24], such models use a mix of depth, width and resolution scaling, and are shown to have a much better performance per parameter ratio in comparison to ResNets.

The interplay of parameter and model physical size in model’s performance is also visible in the field of pruning. For deep learning models, several works have shown that most often the networks are overparameterized, and it is
possible to achieve similar performance with reduced number of parameters \cite{16, 27, 15, 4}. A sub-class of pruning, referred as unstructured pruning reduces the number of parameters required to define an architecture, but it still preserves the model size \cite{23, 9, 19, 18}. Unstructured pruning strategies have been shown to work well, which also indicates that beyond the number of parameters, the physical size of the model as well plays role in controlling its performance. However, a clear understanding on this aspect is still missing. Nevertheless, such approaches do not harness the improvements brought in through repetition of the parameters. These approaches are orthogonal to our repetition strategy, and we believe that these could be combined with our repetition approach presented in this paper.

Scaling up a network through weight sharing is another popular approach that is frequently adopted. ShaResNet shares the weights of convolutional layers between residual blocks in ResNets operating at the same spatial scale \cite{1}. Similarly, DACNNs share the same kernel weights across blocks in ResNets operating at the same spatial scale \cite{1}. Unstructured pruning strategies have been shown to work well, which also indicates that beyond the number of parameters, the physical size of the model as well plays role in controlling its performance. However, a clear understanding on this aspect is still missing. Nevertheless, such approaches do not harness the improvements brought in through repetition of the parameters. These approaches are orthogonal to our repetition strategy, and we believe that these could be combined with our repetition approach presented in this paper.

3. Methodology

In this section, we first present the core principles of the trainable filter repetitions. We then explain the procedure to scale any neural network based on this principle.

3.1. Filter Repetition

In simple terms, our filter repetition approach involves taking a parent filter set from a particular convolutional layer and transforming it to different child sets through multiple repetitions across the input and output channel dimensions. Same child filter used at different parts of the network can have adverse effects on the performance, especially because of the varying receptive field at different depths. To circumvent this issue and improve the learning capability of the model, each child filter set can be passed through a learnable transformation function.

Let $\mathcal{F} \in \mathbb{R}^{k \times k \times m \times n}$ denote a filter block, comprising a set of convolutional filters of size $k \times k$, where $m$ and $n$ correspond to the number of input and output channels, respectively. We define filter repetition as the mapping $\mathcal{F}_p \xrightarrow{\psi_\beta} \mathcal{F}_c$, where $\mathcal{F}_p$ and $\mathcal{F}_c$ denote the parent and child filter blocks, respectively, and $\psi_\beta$ is a learnable nonlinear transformation function. In this setting, the weights in the parent block are trainable and learnt during the training process. The weights of the child block $\mathcal{F}_c$ depend on $\mathcal{F}_p$ as well as an additional parameter set $\beta$. Note that $\beta$ is generally a very small set of parameters or a set of boolean variables, and the added memory burden is negligible. For example, for one of the configurations proposed in this paper, length of this parameter set is 2 for every mapping.

Fig. 1 provides a schematic representation of how these repetitions are performed. Here, the trainable filter block $\mathcal{F}_p \in \mathbb{R}^{k \times k \times m \times n}$ is mapped to another larger block of dimensions $k \times k \times \tilde{m} \times \tilde{n}$. We propose to define network architectures such that $\tilde{m}$ and $\tilde{n}$ are integer multiples of $m$ and $n$, respectively. We define these multiplicities as $\gamma_1 = \frac{\tilde{m}}{m}$ and $\gamma_2 = \frac{\tilde{n}}{n}$, thereby implying $\gamma_1 \times \gamma_2$ repetitions in Fig. 1. Let $\mathcal{F}_{c,i}$ denote the $i$th child filter block to be mapped with one of the repetitions. In simple terms, the goal is then to fill the entire set of weights in $\mathcal{F}_{c,i}$ using a dedicated parameter set $\beta_i$ and the parent set $\mathcal{F}_p$.

Since the diversity across a set of child blocks obtained from a single parent depends heavily on the respective $\beta$ set, the choice of this mapping function needs to be made cautiously. We show later in this paper that with a proper choice of $\psi_\beta$, a large network (e.g., VGG11) can be expressed using only a very small fraction of its parameters at the expense of limited drop in performance of the model.

3.2. Network Scaling

Repetition of weights can be used to scale the existing CNN networks in two different ways: width scaling and depth scaling. Details related to these are provided below.

**Width scaling.** This scaling strategy involves increasing the number of filters through performing repetitions within the same convolutional layer. This is equivalent to having a smaller parent filter set, repeating it multiple times and concatenating all the repetitions to form the filters for a certain convolutional layer. This effectively allows a smaller convolutional layer to take in a larger number of input channels and return a larger number of output channels at the same time. Networks scaled this way are wider than their original counterparts with almost the same number of parameters.

**Depth scaling.** In this strategy, repetitions are performed across different convolutional layers of the network. An entire convolutional layer constitutes the parent set and it is repeated to generated child sets where each child filter set itself forms a different convolutional layer of the network. Parent filter set is itself a convolutional layer which is repeated accordingly to form multiple child set, each of which is then used as a convolutional layer of the network. Networks scaled through this strategy are much deeper than
their original counterparts with almost the same number of parameters which effectively increases the receptive field of the network.

3.3. Learnable Filter Transformation

**Linear projections.** A simple yet effective way of scaling the existing networks is to directly use the parents filters at multiple child locations, thereby setting \( F_{c,i} = F_p \). However, the scope of this strategy is limited to depth scaling, and it cannot be used to make networks wider.

In general, expressing an entire filter block \( F_c \) with another parent block \( F_p \) is expected to limit the representation capability of the resultant weights. However, due to the nonlinear activations applied on the feature output at very hidden layer, the linear projects are expected to help in depth scaling of the network to some extent. We show later through experiments that for some cases, even the linear scaling boosts model performance significantly.

However, linear scaling cannot be used to effectively make networks wider. Repeating the weights within the same filter block is equivalent to concatenating the output feature map with its exact copies, thereby adding no useful information.

**Nonlinear filter transformation.** To overcome the limitation of linear repetition, we employ learnable transformations functions that remove the correlation between the filter sets and increase the diversity across the filter sets obtained from repetition. We propose two different ways to build learnable nonlinear repetitions:

**s-RepeatNet.** This strategy relies on a nonlinear projection that differentiates the outputs of two different child filter sets. The transformation function \( \psi_\beta(x) \) is defined as

\[
\psi_\beta(x) = \frac{\beta_1 x}{1 + e^{\beta_2 x}},
\]

where \( \beta = \{\beta_1, \beta_2\} \) is the pair of additional parameters to be learnt for each repetition. Further, the term \( x \) is used to denote every element of the parent filter set \( F_p \). The above transformation function is inspired by the swish activation function [20], with the addition of the extra parameter \( \beta_1 \). Without this parameter, only a very limited set of projections can be learnt. Adding \( \beta_1 \) alleviates this restriction and adds extra flexibility for the repeated kernels to independently scale themselves. The parameter set \( \beta \) is also treated as the normal trainable parameters of the network similar to the filters, and these are also updated iteratively through back-propagation.

As outlined earlier, a total of \( \gamma_1 \times \gamma_2 \) repetitions of a parent filter set occur. This would lead to the negligible addition of only \( 2 \times \gamma_1 \times \gamma_2 \) extra training parameters.

**f-RepeatNet.** This strategy is similar to the linear projections, but with the addition of a learnable sign-flipping function. The motivation for using this flip function comes from the findings presented in [12]. The gist of our approach is that new child filters can be created from parent weights through learning to flip signs in different parts of the parent filter block. This would imply that \( F_{c,i} = B_i \odot F_p \), where \( B_i \in \{0, 1\}^{k \times k \times m \times n} \) is the boolean mask matrix used to create the \( F_{c,i} \), and \( \odot \) denotes the elementwise multiplication operation. A value of 1 denotes that the corresponding weight parameter in \( F_p \) needs to be multiplied by \(-1\) when substituting in \( F_{c,i} \); 0 denotes otherwise. Note that although the size of this matrix is equal to \( F_{c,i} \) in terms of number of parameters, it stores only single-bit information which leads to drastic reduction in model size. To jointly learn sign-flippings along with the model parameters using gradient descent methods, we use the optimization paradigm as proposed in BiRealNet [17].

4. Experiments

In this section, we conduct various sets of numerical experiments to demonstrate the contribution of model’s physical size in its performance. The first set uses repeated width scaling to increase model’s width while maintaining the parameters. The second set shows a similar setup but to assess the importance of depth in the model. Next, we also study the transferability of our scaled model architectures on the downstream task of semantic segmentation. We also show an example problem from the domain of group equivariant CNNs [227], where our experiments reveal that the performance gains claimed to be obtained from inducing group-equivariance could partly be due to the repetition of weights leading to its scale-up.
Table 1: Performance scores obtained on the classification task of various datasets using the base ResNet-16 model, the scaled up versions obtained using RepeatNet as well as the dense counterparts. Dense networks are the full-precision fully trainable networks with same network architecture as the corresponding RepeatNet model. Here, ‘Rel. Cont.’ denotes the fraction of improvement that the RepeatNet model obtains over the base model compared to the equivalent dense model.

4.1. Rescaling Network Architectures

We demonstrate the efficacy of RepeatNet for depth and width scaling on VGG [22] and ResNet [10] models, respectively on CIFAR-10, CIFAR-100, Tiny-ImageNet and ImageNet datasets. All the models are trained using stochastic gradient descent method with an initial learning of 0.1, a momentum value of 0.9 and weight decay of 1e-3. For models trained on CIFAR-10 and CIFAR-100 datasets, we use 160 epochs and the learning rate is decayed by a factor of 0.1 after 80 and 120 epochs. Further, model are trained on Tiny-ImageNet and ImageNet datasets for 90 epochs and the learning rate is decayed by a factor of 0.1 after every 30 epochs.

**Width Scaling.** We study the influence of width scaling on two different ResNet models. Using RepeatNet, we scale the base ResNet models on CIFAR-10, CIFAR-100, TinyImageNet and ImageNet datasets. Architectures are made wider through repetitions while ensuring that the model size is still preserved. Table 1 reports performance scores for repetitions applied on ResNet-16 model for CIFAR and TinyImageNet datasets. We report scores for the base model (no scaling) as well as the various RepeatNet strategies discussed earlier. We scale the network by factors of 2×, 4× and 8×. A general observation is that scaling the networks and making them wider improves its performance. Interestingly, we have observed on the TinyImageNet dataset that around 80% of the performance gain can be achieved by f-RepeatNet at 8× scaling than what would have been obtained using the dense counterpart. For other cases as well, we see significant improvements at 8× scaling. An exception is the linear scaling approach where for some instances, it is observed that the performance drops slightly compared to the corresponding base model.

The efficacy of our RepeatNet strategy is better demonstrated through applicability on the large-scale ImageNet-1k dataset. Table 2 shows the performance values for the ResNet-18 architecture obtained on this dataset. Similar to the previous experiments, we observe that models made wider using RepeatNet delivered significantly im-

| Method         | Scale factor | CIFAR-10 Acc. (%) | Rel. Cont. (%) | CIFAR-100 Acc. (%) | Rel. Cont. (%) | Tiny ImageNet Acc. (%) | Rel. Cont. (%) |
|----------------|--------------|-------------------|----------------|-------------------|----------------|------------------------|----------------|
| Dense          | 1×           | 91.19             | -              | 63.35             | -              | 47.37                  | -              |
|                | 2×           | 93.60             | -              | 72.45             | -              | 55.72                  | -              |
|                | 4×           | 94.91             | -              | 77.64             | -              | 59.94                  | -              |
|                | 8×           | 95.69             | -              | 80.19             | -              | 62.89                  | -              |
| Linear         | 2×           | -2.49             | 63.12          | 93.53             | -2.53          | 46.35                  | -8.11          |
|                | 4×           | 91.50             | 8.33           | 63.33             | -0.14          | 49.55                  | 17.34          |
|                | 8×           | 91.46             | 6.00           | 62.65             | -4.16          | 50.52                  | 20.30          |
| s-RepeatNet    | 2×           | 91.70             | 21.16          | 63.65             | 3.30           | 48.53                  | 13.89          |
|                | 4×           | 91.72             | 14.25          | 65.42             | 14.49          | 49.55                  | 17.34          |
|                | 8×           | 92.13             | 20.89          | 66.70             | 19.89          | 50.52                  | 20.30          |
| f-RepeatNet    | 2×           | 91.08             | 2.69           | 65.14             | 10.09          | 50.40                  | 36.29          |
|                | 4×           | 92.67             | 39.78          | 70.81             | 52.20          | 56.80                  | 75.02          |
|                | 8×           | 93.18             | 44.22          | 75.24             | 70.61          | 60.05                  | 81.70          |

Table 2: Performance scores obtained on the task of classification of ImageNet samples obtained using ResNet-18, its RepeatNet variants as well as the corresponding dense scaled-up models. Here, ‘Rel. Cont.’ denotes the relative contribution of RepeatNet and can be interpreted as the gain obtained by using RepeatNet normalized by the total gain observed by the corresponding dense architecture.
Table 3: Performance scores for the task of segmentation on Pascal-VOC dataset obtained using encoders from the base ResNet-18 models, its scaled up variants obtained with RepeatNet as well as the corresponding dense counterparts. Here, the memory requirements of RepeatNet models are the same as the base model, while those for the dense models scale by the corresponding ‘Scale factor’ term.

| Method    | Scale factor | mIOU (%) | Acc. (%) |
|-----------|--------------|----------|----------|
| Dense     | 1×           | 59.5     | 89.4     |
|           | 2×           | 64.7     | 91.0     |
|           | 4×           | 68.0     | 91.8     |
| f-RepeatNet | 2×           | 62.1     | 90.2     |
|           | 4×           | 64.5     | 90.7     |

Table 4: Quantitative assessment of Relative Contribution (Rel. Cont.) in accuracy observed purely due to learned repetition of weights presented as a percentage of overall gain observed when using rotation-equivariant CNNs instead of vanilla CNNs for the task of classification of the rot-MNIST digits. Note that the RepeatNet models are chosen such that the inference FLOPs are approximately similar to the respective RE-CNN model. The model denoted with ‘✓’ indicates the vanilla CNN model with number of training parameters equal to the RE-CNN models and is used as a baseline to evaluate the performance gains for other models.

| Rot-Equivariant CNN | s-RepeatNet |
|---------------------|-------------|
| Group | Acc. (%) | Used | Acc. (%) | Rel. Cont. (%) |
| -     | -       | ✓    | 92.6     | -           |
| C4    | 96.5    | ✓    | 93.2     | 15.4        |
| C8    | 96.8    | ✓    | 94.4     | 42.9        |
| C16   | 96.3    | ✓    | 93.5     | 24.3        |

For all the cases, a common U-Net architecture with a 4 layer decoder is used. We apply 1x1 convolutions as skip connections between encoder and decoder to map wide activations of the encoder to their normal counterparts as input to the decoder. This allows for a fair comparison as all the models have exactly similar decoder network.

Table 3 shows the results of segmentation performance obtained using the base ResNet-18 model as well as the RepeatNet variants. To highlight the significance of the performance gains obtained with RepeatNet, we also report scores obtained with the dense architectures for every scaled up architecture obtained with RepeatNet. We see that RepeatNet architectures obtained with 2× and 4× scaling improve the mean IoU scores of the base model by 2.6% and 5%, respectively. This accounts for 50% and 58.8% of the total improvements obtained with the corresponding dense architectures. However, it is important to note that while the model size of the RepeatNet architectures is approximately the same as the base model, it becomes ~ 4× and ~ 16× for the respective 2× and 4× scaled dense architectures. Clearly, the improvements reported in Table 3 show that the RepeatNet architectures are transferable across tasks.

For qualitative analysis, we also show in Fig. 3 a few randomly chosen image samples from Pascal-VOC dataset. For these samples, we show the ground-truth masks, those predicted using ResNet-18 model, results of RepeatNet-scaled variants as well as those with the dense counterparts. First observation is that the segmentation results improve for the scaled up networks, be it the RepeatNet models or the dense ones. Moreover, the results of RepeatNet seem visually similar to those obtained with the dense networks at same scale.

4.2. Rescaling Transferability

Due to the lack of enough training samples on a downstream task, and the limited computational budget available, model weights trained on one task are often used as initialization for some other task. For example, various segmentation models use encoders that are extracted from the backbone of classification models trained on ImageNet or other large-scale datasets. We study here whether the architectures obtained after scaling with RepeatNet are also transferable to other downstream tasks. We train ResNet-18 model for the classification task on ImageNet-1k and use the backbone as an encoder for a segmentation model. Segmentation performance is evaluated on the Pascal-VOC dataset. We perform 2× and 4× width scaling of the base architecture and compare with the respective dense counterpart.

1Unlike the standard VGG networks, our models have only one fully-connected layer at the end.
4.3. Role in Group-Equivariant Networks

In the experiments above, we have shown that it is possible to improve the performance of any existing CNN model through scaling up its architecture using RepeatNet. This also implies that for deep learning problems where sharing of weights occurs, it is important that network scaling is also taken into consideration while deducing conclusions. In this regard, we consider here an example problem from the domain of group-equivariant CNNs. We particularly focus on Rotation-Equivariant Steerable CNN, referred further as RE-CNN. This approach induces rotation-equivariance into the CNN architecture through restricting the choice of weights of the network to be built from the combination of a certain class of basis functions, e.g., Gaussian radial basis.

We conduct here an experiment with RE-CNN to analyze whether the gain in performance observed on rot-MNIST dataset is purely due to the inbuilt property of rotation equivariance of the model, or whether part of it is due to repetition of weights. Note that while we particularly focus on rotation-equivariant models in this paper, the idea holds for other transformation groups as well. For RE-CNN, we use steerable filter CNN\footnote{Rotation equivariant CNN is implemented in this paper using the e2cnn python library available at \url{https://github.com/QUVA-Lab/e2cnn}.} implementation as described in \cite{e2cnn} and experiment with rotation groups of 4, 8 and 16. The choice of model architecture is the same as described in \cite{e2cnn}, except that the number of channels in each convolutional layer are reduced by a factor of 2.
Performance scores for these models are reported in Table 4. Further, we use the baseline vanilla CNN model with the same number of optimization parameters and upscale its size to create three s-RepeatNet variants that are equivalent to the three RE-CNN models in terms of the inference FLOPs. Training as well as testing are performed on the random MNIST dataset. For the training of all models, we follow the training strategy as described in [29].

From Table 4 we see that both, RE-CNN as well as RepeatNet models improve the classification performance compared to the baseline. Interestingly, with RepeatNet scaling, up to 42.9% of the gain is already observed than what is obtained with RE-CNN. Given that weight sharing already improves the performance, it is implied that part of the performance gain in RE-CNN could actually be due to the implicit weight sharing and the resultant scaling involved in its formulation. Clearly, it would be unfair to make a comparison between RE-CNN and vanilla CNN at the same number of optimization parameters. We argue that any such comparison should only be performed at fixed number of FLOPs.

### 5. Discussion

In this paper, we presented RepeatNet, a novel strategy to scale CNNs and make them deeper and wider without adding extra optimization parameters to the model. We demonstrated through numerical experiments that our strategy of scaling models using learnable nonlinear transformation functions can significantly improve the performance of the existing models. The results presented in the study reveal that performance gained from scaled networks is only partly due to the addition of extra parameters, and part of it comes from the increased physical size of the model itself. The relevance of these insights is further supported from the observations on group-equivariant CNNs, where we showed that up to 40% of the performance gain credited to the implicit property of group equivariance in the model, could actually be due to just weight sharing.

While we have reported massive absolute improvements with network scaling, the significance of these results can only be validated based on the error observed in the performance across multiple runs. In this regard, we performed 10 runs for several variants of RepeatNet for ResNet-16 model on the Tiny-ImageNet dataset. Table 5 reports the details of the different runs including mean accuracy score and the deviation. We observe that the deviations in mean accuracy scores are very small for the base model (1×) as well as its RepeatNet variants. The maximum is reported for s-RepeatNet with a standard deviation score of 0.80. However, compared to the difference in accuracy scores for the base model and the RepeatNet variants, it is clear that the deviation is small, especially for our s-RepeatNet and f-RepeatNet models. This demonstrates that the improvements gained by RepeatNet are significant. In future, it would be of interest to conduct a similar study on other experiments as well.

#### Limitations.

We have shown that scaling networks using RepeatNet leads to improved model performance. However, there are are several limitations as well. First, there is still some gap in performance scores between RepeatNet and the respective dense implementations. We believe that with more improved nonlinear projection strategies, this gap can be narrowed down further. We further speculate that a hybrid of depth and width scaling might work better that both of these individually, however, this has not been explored, and it could be a future direction to explore further.
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