Collinear factorization violation and effective field theory
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The factorization of amplitudes into hard, soft and collinear parts is known to be violated in situations where incoming particles are collinear to outgoing ones. This result was first derived by studying limits where noncollinear particles become collinear. We show that through an effective field theory framework with Glauber operators, these factorization-violating effects can be reproduced from an amplitude that is factorized before the splitting occurs. We confirm results at one loop, through single Glauber exchange, and at two loops, through double Glauber exchange. To approach the calculation, we begin by reviewing the importance of Glauber scaling for factorization. We show that for any situation where initial-state and final-state particles are not collinear, the Glauber contribution is entirely contained in the soft contribution. The contributions coming from Glauber operators are necessarily nonanalytic functions of external momentum, with the nonanalyticity arising from the rapidity regulator. The nonanalyticity is critical so that Glauber operators can both preserve factorization when it holds and produce factorization-violating effects when they are present.
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I. INTRODUCTION

That scattering cross sections factorize is critical to the predictive power of quantum field theory at particle colliders. At proton colliders, such as the Large Hadron Collider currently running at CERN, factorization allows a cross section to be computed by a convolution of separate components: a hard part, sensitive only to the net momenta going into particular directions; a soft part, describing the distribution of radiation of parametrically lower energy than going into the hard collision; a collinear part, describing the branching of partons into sets of partons going in nearly the same direction; parton distribution functions, describing the probability of finding a parton with a given fraction of the proton’s energy; and fragmentation functions, describing the probability of a quark or gluon to transition into a given color-neutral baryon or meson. Then each of these components can be computed or measured separately.

While the above qualitative description of factorization certainly holds to some extent, it is sometimes violated. The violation might contribute only a phase to the amplitude and therefore cancel at the cross-section level, or it might contribute to the magnitude of the amplitude and have observable consequences. An example of such a consequence is the appearance of superleading logarithms [1–3]. These are contributions to a cross section in a region with no hard particles that scale like $\alpha^m\ln^n x$ with $m > n$ for some observable $x$. The prediction from factorization is that only soft radiation should be relevant in the region (since it has no hard particles) and soft contributions scale at most like $\alpha^n \ln^n x$. In this paper, we progress towards understanding when factorization fails by connecting different approaches to factorization violation.

To begin, it is important to be precise about what is meant by factorization. There are certain situations where factorization has been proven to hold. For example, amplitudes of quarks and gluons in quantum chromodynamics (QCD) are known to factorize when all the particles are in the final state. Suppose we have a state of going particles $\langle X \rangle = \langle X_s \rangle \langle X_1 \rangle \cdots \langle X_N \rangle$ comprising quarks or gluons, all of which are either soft, in $\langle X_s \rangle$, or collinear to one of $N$ sectors, in $\langle X_1 \rangle$ through $\langle X_N \rangle$. By soft, we mean the energies of these particles are all small compared to a scale $Q$ associated with the energy of the particles: $E_{soft} \leq \lambda_i \lambda_j < 1$. By collinear to a direction $n_j^\mu$ we mean that the projection on $n_j^\mu$ of any momentum $p^\mu$ in the $\langle X_j \rangle$ sector is small, $p \cdot n_j \leq \lambda_j Q$ with $\lambda_j < 1$. In such a situation, the amplitude for producing $\langle X \rangle$ in full QCD is equal at leading power to the amplitude for producing $\langle X \rangle$ through a product of matrix elements [4,5]:

$$\langle X | \phi^\ast \cdots \phi | 0 \rangle \cong C(S_{ij}) \langle X_s | \phi^\ast W_1 | 0 \rangle \cdots \langle X_N | W_N^\ast \phi | 0 \rangle \langle X_1 | Y_1^\ast \cdots Y_N | 0 \rangle.$$  \hspace{1cm} (1)

The objects $W_j$ and $Y_j$ are collinear and soft Wilson lines (path ordered exponentials of gluon fields). The difference between $W_j$ and $Y_j$ is that the $W_j$ represent the radiation from all the noncollinear sectors and hence point away from the $j$ direction while the $Y_j$ represent sources for eikonal radiation and point along the $j$ direction. The
function $C(S_{ij})$ is an infrared-finite Wilson coefficient depending only on the net momenta going into each collinear sector.

The symbol $\equiv$ means that the two sides of Eq. (1) are equal at leading power. In particular, the infrared divergences (soft and collinear) agree on both sides and the finite parts agree to leading order in $\lambda_j$ to leading order in each of the $\lambda_j$. The amplitude level equivalence implies that and if one computes some infrared safe observable, such as the sum of the masses $\tau = \sum n_j^2$ of all the jets in an event, then all of the singular parts of the observable distribution will also agree (any term which is singular as $\tau \to 0$). The operator $O = \phi^* \cdots \phi$ is chosen to be a local operator made from scalar fields, for simplicity, but a similar formula holds for gauge-invariant operators made from quarks or gluons, or for scattering amplitudes. A more general version of this formula, including spin and color indices, and the full factorization proof can be found in [5].

In Eq. (1) all the fields are those of full QCD: ordinary quarks and gluons. This formula is closely related to factorization in soft-collinear effective theory (SCET) [6–10]. In SCET, only leading power interactions among fields are kept in the SCET Lagrangian, making the Feynman rules more complicated than those in QCD. Also in SCET, the soft-collinear overlap is removed through a diagram-by-diagram zero-bin subtraction procedure [11], rather than through operator-level subtractions, as in Eq. (1). The two formulations are equivalent, and also equivalent to factorization formulas in traditional QCD [12].

In the derivation of Eq. (1) in [5], which is similar to traditional factorization proofs [13–16], it is essential that the eikonal approximation can be used. The eikonal approximation amounts to equating the limit where momenta are soft ($k^\mu \to 0$) with the limit where the energies of all the collinear particles are large ($Q \to \infty$). The $Q \to \infty$ limit allows collinear particles to be replaced by classical sources (Wilson lines) so that the soft radiation is insensitive to the structure of the collinear sector. The subtlety is that there are regions of virtual momenta phase space in which all of the components are soft, $k^\mu \ll Q$, but $Q$ is still relevant. For example, $k^\mu \to 0$ holding $Q = k^2_\perp / k_0$ fixed is not possible after the eikonal limit ($Q \to \infty$) has been taken. It is phase space regions associated with limits like this that are dangerous for factorization, as we will review.

In Sec. III we show that the only time the Glauber scaling subtlety might spoil amplitude-level factorization is when there are initial states collinear to final states. This is of course a well-known result, but it is helpful to revisit the derivation to set the stage for investigations into factorization violation. If we explicitly avoid such configurations, the factorization formula in Eq. (1) has a natural generalization. Let $|X| = \{|X_1, \ldots, X_N|\}$ be the collinear sectors of the final state and $|Z| = \{|Z_{N+1}, \ldots, Z_M|\}$ be the collinear sectors of the initial state, and let $\langle X_s \rangle$ and $\langle Z_s \rangle$ be the soft particles in the initial and final states respectively. We assume no two sectors are collinear. Note that this is not a strong requirement—for any set of external momenta, one can always define the threshold $\lambda_j$ for collinearity to be so small that each momentum is in its own sector (the only time this cannot be done is if two momenta are exactly proportional). Then Eq. (1) generalizes to

$$
\langle X|\phi^* \cdots \phi|Y \rangle \equiv C(S_{ij}) \frac{\langle X_1|\phi^* W_{1}|0 \rangle \cdots}{\langle 0|Y_1^\dagger W_{1}|0 \rangle}\times\frac{\langle 0|W_{1}^\dagger \phi Z_{M}|0 \rangle}{\langle 0|W_{N}^\dagger Y_{N}|0 \rangle}\langle X_s|Y_{1}^\dagger \cdots Y_{N}|Z_s \rangle.
$$

This is a nontrivial generalization of Eq. (1). It requires the Glauber gluon contributions to be identical on both sides, even when there are initial states involved.

The reason the factorization formula in Eq. (2) holds is because for hard scattering with no initial state collinear to any final state, the Glauber contribution is always contained in the eikonal contribution. This containment holds in QCD when contours can be deformed out of the Glauber region into the eikonal region (where the eikonal approximation can be used). That is, it holds when there is no pinch in the Glauber region. We review these observations in Sec. III. That the eikonal limit contains the Glauber contribution is often assumed to study Glauber effects through matrix elements of Wilson lines (see e.g. [17]), so it is important to understand when it holds.

In the context of soft-collinear effective theory, being able to deform contours from the Glauber region into the eikonal region is closely related to the “soft-Glauber correspondence” or the “Cheshire Glauber” discussed in [18]. To be clear, the soft-Glauber correspondence is a statement about when Glauber operators in SCET reproduce the Glauber limit of soft graphs in SCET. One expects that the soft-Glauber correspondence holds if there is no pinch in the Glauber region; however this has not been shown. Indeed, it is not even a precise statement, since the pinches are properties of graphs in QCD and the soft-Glauber correspondence refers to SCET. One goal of our analysis is to clarify the relationship between Glauber operators in SCET and pinches in QCD.

A corollary of Eq. (2) is that infrared divergences of purely virtual graphs in full QCD, including all Glauber
contributions, are exactly reproduced by the factorized expression. Factorization violation can only show up in graphs with emissions, that is, in relating an amplitude to one with an additional collinear or soft particle. In particular, when there are collinear emissions, it is known that factorization does not hold. To be precise, amplitude-level splittings are often described through an operator $\text{Sp}$ which acts on an $n$-body matrix element $[\mathcal{M}]$ turning it into a matrix element with $n + 1$ partons $|\mathcal{M}\rangle$:

$$|\mathcal{M}\rangle = \text{Sp} \cdot [\mathcal{M}].$$

In a $1 \rightarrow 2$ splitting a parton with momentum $P^\mu$ splits into two partons with momenta $p_1^\mu$ and $p_2^\mu$ with $P^\mu \equiv p_1^\mu + p_2^\mu$. Factorization implies that this splitting function $\text{Sp}$ should depend only on the momenta and colors of particles collinear to the $P^\mu$ direction. This requirement, called “strict factorization,” was shown by Catani et al. to be violated in certain situations [19]. In particular, when $p_1^\mu$ is incoming, $p_2^\mu$ is outgoing, there is another incoming colored particle with some momentum $p_3^\mu$ not collinear to $P^\mu$, and another outgoing colored particle with momentum $p_j^\mu$ not collinear to $p_2^\mu$; then $\text{Sp}$ can depend on the color of the $p_3^\mu$ and $p_j^\mu$ partons.

We review this calculation of strict factorization violation in Sec. V. The approach of [19], and also [20], is to calculate $\text{Sp}$ by taking the limit of a matrix element with $n + 1$ directions as it reduces to a matrix element with $n$ directions. Then $\text{Sp}$ can be deduced from known results about IR singularities of $n + 1$ parton matrix elements. In other words, one calculates $\text{Sp}$ by turning $|\mathcal{M}\rangle$ into $[\mathcal{M}]$.

The necessity of using $n + 1$-body matrix elements to calculate $\text{Sp}$ is a little counterintuitive. Since the splitting originates from $[\mathcal{M}]$ it seems one should not need information about a general $n + 1$-body matrix element $|\mathcal{M}\rangle$ to deduce it. Indeed, for timelike splittings (as in $e^+e^- \rightarrow \text{hadrons}$), one can start from a factorized expression, like in Eq. (1), and calculate $\text{Sp}$ from within the collinear sector of $[\mathcal{M}]$. This calculation is done at leading order explicitly in [4]. In this paper we show that one can still calculate $\text{Sp}$ from $[\mathcal{M}]$ when strict factorization is violated, through the inclusion of Glauber operators in the effective theory.

It is natural to propose including Glauber modes [21–24] into SCET. However, since Glauber gluons have transverse components much larger than their energies, they cannot be represented by on-shell fields in a Lagrangian, like soft and collinear modes are. Recently, a framework to incorporate Glauber contributions into SCET was proposed by Rothstein and Stewart [18]. The Glauber gluons are introduced not through new on-shell fields, but as potential interactions among preexisting collinear and soft fields. We briefly review this approach in Sec. IV D. One of the main new results of this paper is the direct calculation of one-loop and (partial) two-loop factorization violating contributions to $\text{Sp}$ in Secs. VI and VII with the SCET Glauber formalism. The calculations are highly nontrivial, depending critically on the effective field theory interactions and the rapidity regulator. They therefore provide a satisfying cross-check on both SCET and the factorization-violating splitting amplitudes in [19,20].

Stepping back from the technical calculations, we make some general observations about properties that the Glauber operator contributions in SCET must have. For example, they must not spoil factorization when factorization holds (as for all outgoing particles). This forces the Glauber contributions to be nonanalytic functions of external momentum. It is impressive that this required nonanalyticity is exactly produced through the Glauber operators with the nonanalytic rapidity regulator. We summarize some of the features of the SCET calculations that allow this to work in Sec. VIII.

In this paper, we use the convention that all momenta are outgoing, so that incoming momenta $p^\mu$ have negative energy, $p^0 < 0$. With this convention $p_1 \cdot p_2 < 0$ for a spacelike splitting (one incoming and one outgoing) and $p_1 \cdot p_2 > 0$ for a timelike splitting (both incoming or both outgoing). It also means energy fractions $z = \frac{E_2}{E_1 + E_2}$ will be negative for spacelike splittings and positive for timelike splittings. In Sec. II, we review the various modes appearing in hard-soft-collinear factorization of scattering amplitudes, and their scaling. In Sec. III, we show that for large-angle hard scattering, the effects of Glauber exchange are contained in the eikonal limit. Therefore the amplitude-level factorization formula is not modified. In Sec. IV, we discuss several approaches to isolating the Glauber contribution. In Sec. V, we summarize known results about factorization violation for timelike splitting. We review the connection between imaginary terms in one-loop graphs and factorization violation, and how the factorization-violating splitting amplitude is derived from the infrared structure of $n + 1$-parton amplitudes in QCD. In Sec. VI, we compute the one-loop Glauber contributions to timelike splitting amplitudes that are not contained in the soft contributions using SCET. Both the IR-divergent and the IR-finite contributions to the one-loop factorization-violating effects are reproduced. In Sec. VII, we compute the contributions to two-loop factorization violation in timelike splittings involving double Glauber exchange. These contributions exactly reproduce the real part of the two-loop splitting amplitude from [19]. We summarize some rather remarkable nonanalytic properties of the Glauber contributions in Sec. VIII and summarize our results in Sec. IX.

II. ELEMENTS OF FACTORIZATION AND GLAUBER SCALING

Glauber gluons play a central role in understanding violations of factorization, so we devote this section to
explaining their origin and relevance. Our goal here is to clarify the concepts of scaling, the relationship between soft and Glauber regions of momentum space, and the reasons that Glauber gluons can spoil factorization.

Broadly speaking, the goal of factorization is to write some scattering amplitude $\mathcal{M}$, which is a function of lightlike external momenta $p_1 \cdots p_n$, as

$$|\mathcal{M}(p_1, \ldots, p_n)| \approx |\mathcal{M}_{\text{factorized}}(p_1, \ldots, p_n)| \quad (4)$$

where $|\mathcal{M}_{\text{factorized}}|$ is simpler in some way. Here the symbol $\approx$ implies that the two are not exactly equal, but equal up to parametrically small power corrections in some function of the momenta (e.g. in $\lambda = p_1 \cdot p_2 / Q^2$ with $Q$ the center of mass energy).

A necessary condition for Eq. (4) to hold is that the infrared divergences agree on both sides. Since factorization involves writing an amplitude as products of simpler amplitudes, each of which contains some subset of the infrared divergences, a first step to understanding factorization is to classify infrared divergences.

Classifying the infrared divergences amounts to the following consideration. Take a given Feynman diagram written as an integral over various loop momenta $k_{\mu}^*$. We associate the given values $k_{\mu,0}$ of these momenta to an infrared divergence if the integral is infinite when integrated in an infinitesimal compact volume around $k_{\mu,0}$. The singularity requires a pole in the integration region, so at least one of the propagators must go on shell within this volume. More precisely, the pole must be on the integration contour at $\epsilon = 0$ ($\epsilon$ here refers to the $i\epsilon$ in the Feynman propagator). However, at small finite $\epsilon$, the poles are necessarily off the contour of integration, so the singularity only occurs if there are two coalescing poles on different sides of the contour, or a pole at the end point of the contour. This condition is often described as saying that the integration contour cannot be deformed away from the singular region, so that the singularity becomes pinched on the integration contour as $\epsilon \to 0$. This necessary condition is encoded in the Landau equations [25]. For a theory with massless particles with external momenta $p_j^{\mu}$, the Landau equations imply that the possible values for the infrared singular regions of integration are either soft, $k_{\mu,0}^* = 0$ exactly, or collinear $k_{\mu,0}^* = zp_j^{\mu}$ for some $z$ and some $p_j^{\mu}$. Thus, we say that the pinch surface for a theory with massless particles comprises the soft region ($k_i = 0$) and regions collinear to the direction of each external momentum.

The Landau equations are derived using only the denominators in a Feynman diagram. It can certainly happen that the numerator structure makes the diagram infrared finite even though the contour is pinched according to the denominators. In addition, whether a diagram is divergent or not can depend on gauge. So the Landau conditions give a necessary but not sufficient condition for a singularity.

Although knowing the pinch surface, that is, the exactly singular region of loop momenta, is a good start, this surface does not immediately tell us anything about factorization. It does however refine the problem: to match the infrared divergences of a given amplitude, it is enough to match the integral in all the regions around the pinch surface. Thus it inspires us to look for a factorized expression by Taylor expanding the integrand around the pinch surface.

To expand around the $k_i^\mu = 0$ part of the pinch surface, we can equivalently expand around the limit where all of the external momenta become infinitely energetic ($|p_j^0| \to \infty$). Generically, this lets us replace a propagator involving a loop momentum $k^\mu$ and an external lightlike momentum $p^\mu$ as

$$\frac{1}{(p + k)^2 + i\epsilon} \to \frac{1}{2p \cdot k + i\epsilon}. \quad (5)$$

This replacement is known as taking the eikonal limit. Treating the momentum $p^\mu$ as infinite allows us to ignore the recoil of $p^\mu$ when $k^\mu$ is emitted, so that $p^\mu$ is essentially a classical background source. This approximation is at the heart of all factorization proofs.

The subtlety where Glauber scaling comes in is that in taking the eikonal limit, in deriving Eq. (5), it is not enough to have $k^\mu \ll Q$ for all components of $k^\mu$, where $Q = p^0$ is the external particle’s energy. Rather, we must also have $k^\mu \ll p \cdot k$. To appreciate the difference between these two limits, rather than taking the limit, as in Eq. (5), let us write the propagator as its eikonal version plus a remainder:

$$\frac{1}{(p + k)^2 + i\epsilon} = \frac{1}{2p \cdot k + i\epsilon} - \frac{k^2}{((p + k)^2 + i\epsilon)(2p \cdot k + i\epsilon)}. \quad (6)$$

This exact relation lets us write a diagram in the full theory as the sum of diagrams, each of which represents an explicit integral with the original propagator replaced by one of these two terms. The first term generates the soft part $\langle X_s | Y_1 \cdots Y_N | 0 \rangle$ of factorized expressions like Eq. (1), and the second term generates collinear parts. Factorization holds only if the collinear parts do not have infrared divergences associated with soft singularities.

Scaling arguments are powerful tools for determining whether soft singularities are present. The replacement in Eq. (5) amounts to taking $k^2 / k \cdot p \to 0$. One can apply this limit by rescaling all the loop momenta as $k_i^\mu \to k_i^\mu / k \kappa$ and keeping the leading terms as $\kappa \to 0$. This guarantees that the remaining integral, that is, the difference between the original integral and the one with this replacement, must scale like $\kappa^n$ with $n > 0$. 
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Let us call this type of scaling, where all the components of all the loop momenta scale the same way, “eikonal scaling.” We could take \( k^\mu \to k^2 k^\mu \), which we call “ultrasoft scaling,” or \( k^\mu \to \kappa k^\mu \), which we call “soft scaling.” Soft and ultrasoft scaling are both examples of eikonal scaling and equivalent for determining whether an integral is superficially divergent. To see this, consider changing variables from \( k^\mu \) to \( \{ \kappa, \Omega \} \), with \( \kappa \) the radial variable and \( \Omega \) representing generically some angular variables. Then a diagram which scales like \( \kappa^\mu \) transforms to a \( \int d\Omega \int \kappa^{\mu-1} dk \) integral which is divergent near \( \kappa = 0 \) if and only if \( n \leq 0 \). Using ultrasoft rather than soft scaling would have the diagram scale like \( \kappa^{2n} \) which is still divergent under the same conditions.

Next, we must ask whether a diagram could still be divergent when integrated around the \( k^\mu = 0 \) pinch surface even if it is power-counting finite under eikonal scaling. After transforming \( k^\mu \) to \( \{ \kappa, \Omega \} \), such a divergence could come from the angular integrals over the \( \Omega \)’s. A sufficient condition to guarantee infrared finiteness is if the integral scales like \( \kappa^\mu \) with \( n > 0 \) under any possible scalings of the different components of \( k^\mu \) [5].

To examine this possibility, let us go to light-cone coordinates. We can decompose an arbitrary momentum \( k^\mu \) with respect to two given lightlike momenta \( p^\mu \) and \( q^\mu \) as

\[
k^\mu = \frac{1}{Q} k^- p^\mu + \frac{1}{Q} k^+ q^\mu + k^\perp
\]

where

\[
k^- = \frac{2}{Q} \mathbf{k} \cdot \mathbf{q}, \quad k^+ = \frac{2}{Q} \mathbf{k} \cdot \mathbf{p}
\]

with \( Q^2 = 2 p \cdot q \). We also often use the 2-vector perpendicular component \( \mathbf{k}^\perp \) with \( \mathbf{k}^\perp_1 = -(k^\perp)^2 \). Then Eq. (6) becomes (ignoring the \( i \varepsilon \) prescription temporarily)

\[
\frac{1}{(p+k)^2} = \frac{1}{Q k^+} \left[ 1 - \frac{k^+ k^- - \mathbf{k}^\perp \cdot \mathbf{k}^\perp}{Q k^+ + k^+ k^- - \mathbf{k}^\perp \cdot \mathbf{k}^\perp} \right].
\]

Under ultrasoft (eikonal) scaling,

\[
(k^+, k^-, \mathbf{k}^\perp) \to (k^2 k^+, k^2 k^-, \kappa \mathbf{k}^\perp),
\]

and the second term on the right in Eq. (9) is suppressed by a factor of \( k^2 \) with respect to the first term. Since diagrams are at most logarithmically divergent, the strongest a divergence can be is \( \kappa^0 \), and therefore integrals involving the second term are finite under eikonal scaling [5].

What other scalings can we consider? We need to send \( k^\mu \to 0 \), so let us normalize \( k^+ \to k^2 k^+ \). Then we can generally write \( k^- \to k^{2a} k^- \) and \( \mathbf{k}^\perp \to \kappa^2 \mathbf{k}^\perp \) with \( a > 0 \) and \( b > 0 \). The second term then scales like

\[
\frac{k^+ k^- - \mathbf{k}^\perp \cdot \mathbf{k}^\perp}{Q k^+ + k^+ k^- - \mathbf{k}^\perp \cdot \mathbf{k}^\perp} \to \frac{k^2 + 2a k^+ k^- - \kappa^{2a} \mathbf{k}^\perp \cdot \mathbf{k}^\perp}{\kappa^2 Q k^+ + \kappa^{2a} k^+ k^- - \kappa^{2b} \mathbf{k}^\perp \cdot \mathbf{k}^\perp}.
\]

Now, if \( b > 1 \), then the \( \mathbf{k}^\perp \) terms in the denominator can be neglected and the integral scales like \( \kappa^{(2a, 2b-2)} \). However, since \( a > 0 \) (so that we approach the soft pinch), this term is power-counting finite. Thus we must have \( b \leq 1 \). For \( b \leq 1 \), the \( \mathbf{k}^\perp \) term dominates both numerator and denominator and this term scales like \( \kappa^0 \). The scaling is independent of \( a \) and \( b \) (for \( b \leq 1 \)) so we can take \( a = 2 \) and \( b = 1 \) to represent this case. Thus the only possible approach to \( k^\mu = 0 \) which is not automatically infrared finite is

\[
(k^+, k^-, \mathbf{k}^\perp) \to (k^2 k^+, k^2 k^-, k \mathbf{k}^\perp).
\]

This is known as “Glauber scaling.” It is the only possible scaling towards the \( k^\mu = 0 \) pinch under which the substitution in Eq. (6) might not leave an infrared-finite remainder. gluons with momenta that have Glauber scaling are often called “Glauber gluons.” These gluons are space-like and purely virtual: as \( \kappa \to 0 \) they approach the soft singularity from a direction in which \( k^2 < 0 \), in contrast with soft or collinear gluons, which can have \( k^2 = 0 \) for finite \( \kappa \).

As an aside, note that we are taking \( a > 0 \) and \( b > 0 \) so that we zoom in on the soft region of the pinch surface. If we take \( a = 0 \), then the numerator and denominator of Eq. (11) both scale the same way and there is no additional suppression. However, if \( a = 0 \) then \( k^\mu \) remains finite as \( \kappa \to 0 \). In fact, it approaches the direction \( p^\mu \) of the line that we are expanding around [as in Eq. (9)]. Thus this is collinear scaling. We can represent this scaling with \( b = 1 \) so that under collinear scaling

\[
(k^+, k^-, \mathbf{k}^\perp) \to (k^2 k^+, k^2 k^-, k \mathbf{k}^\perp).
\]

That the expansion in Eq. (9) does not improve the convergence under collinear scaling is neither surprising nor a problem. That collinear singularities are completely reproduced in the factorized expression was shown in [5].

### III. GLAUBER CONTAINMENT IN HARD SCATTERING

In this section, we will show that, for scattering amplitudes, singularities associated with Glauber scaling are already contained in the soft factor when no incoming momentum is collinear to an outgoing momentum. Because of the simplicity of the pinch surface with massless external particles, all of the relevant issues already appear at one loop in a vertex correction graph. Thus we begin with the one-loop example, and then work out the general argument.
A. One-loop example

The example we will study in great detail is the Sudakov form factor in scalar QED:

\[ I_{\text{full}} = \int \frac{d^4k}{(2\pi)^4} \frac{(2p_1 - k)_{\mu}}{((p_1 - k)^2 + i\varepsilon)k^2 + i\varepsilon} (2p_2 + k)^{\nu} \Pi_{\mu\nu}(k) \]

Here, \( i\Pi_{\mu\nu} \) is the numerator of the photon propagator. In Feynman gauge, \( i\Pi_{\mu\nu} = -ig_{\mu\nu} \). While Feynman gauge can be very efficient for calculations, physical gauges are often better for understanding factorization. In physical gauges, such as the light-cone gauge, the numerator \( \Pi_{\mu\nu} \) represents a sum over physical polarizations and ghosts decouple. In light-cone gauge

\[ \Pi^{\mu\nu}(k) = -g^{\mu\nu} + \frac{r^\mu k^\nu + r^\nu k^\mu}{r \cdot k} \]  

with \( r^\mu \) a reference lightlike four-vector. Note that \( r_\mu \Pi^{\mu\nu} = 0 \) and \( k_\mu \Pi^{\mu\nu} = \frac{i}{2} g^{\nu\sigma} r^\sigma \).

According to the Landau equations, which ignore the numerator structure, a necessary condition for a singularity is that all of the propagators go on shell at once. This can happen when \( k^\mu = z p_1^\mu \) for some \( z \), \( k^\mu = z p_2^\mu \) for some \( z \) or when \( k^\mu = 0 \). Under ultrasoft scaling, the integration measure scales like \( \kappa^8 \) and the denominator factors scale like \( \kappa^2 \) and \( \kappa^4 \) respectively. The numerator scales like \( \kappa^0 \) in either Feynman gauge or light-cone gauge; thus this integral is soft sensitive. Under collinear scaling, the measure scales like \( \kappa^4 \) and the denominator factors scale like \( \kappa^2 \), \( \kappa^2 \) and \( \kappa^0 \) respectively. Thus, in Feynman gauge where \( \Pi^{\mu\nu} \sim \kappa^0 \), the graph is collinear sensitive. However in light-cone gauge, since \( k_\mu \Pi^{\mu\nu} \sim \frac{i}{2} r^\sigma g^{\nu\sigma} \) and \( k^\mu \sim p_1^\mu \) on the collinear pinch surface, there is extra suppression. Thus this graph is actually collinear finite in physical gauges. (In general, graphs which involve lines connecting different collinear sectors are collinear finite in physical gauges according to Lemma 3 of [5].) Thus for this graph, integrations around the collinear regions of the pinch surface, \( k^\mu = z p_1^\mu \) and \( k^\mu = z p_2^\mu \) for \( z \neq 0 \), are finite.

To study the singularity structure of this diagram, it is useful to go to light-cone coordinates with respect to \( p_1^\mu \) and \( p_2^\mu \), with \( k^+ = 2k \cdot p_2/Q, k^- = 2k \cdot p_1/Q \), and \( Q^2 = 2p_1 \cdot p_2 \): \[ I_{\text{full}} = \frac{1}{(2\pi)^4} \int \frac{dk^+ dk^- d^2k_\perp}{[Q + k^+ k^- - k_\perp^2 + i\varepsilon]} \frac{1}{[Q - k^+ k^- + k_\perp^2 + i\varepsilon]} \]

\[ \times \frac{(2p_1 - k)^\mu}{[Q + k^+ k^- - k_\perp^2 + i\varepsilon]}(2p_2 + k)^\nu \Pi_{\mu\nu}(k) \]

\[ \frac{1}{[Q + k^+ k^- - k_\perp^2 + i\varepsilon]}(2p_2 + k)^\nu \Pi_{\mu\nu}(k) \]

The denominator has zeros in the complex plane at

\[ k^- = -\frac{k_\perp^2}{Q - k^+} + ie \quad k^- = -\frac{k_\perp^2}{Q + k^+} \]

\[ k^- = -\frac{k_\perp^2}{Q - k^+} - ie \quad k^- = -\frac{k_\perp^2}{Q + k^+} \]

These are on the same side of the real axis unless \( 0 < k^+ < Q \). Thus the integral vanishes outside of this range and we can restrict \( 0 \leq k^+ \leq Q \). This configuration is shown on the left side of Fig. 1. Looking at the poles in the \( k^- \) plane shows that we must also have \(-Q \leq k^- \leq 0\).

Since we are only interested here in the soft pinch surface, we can restrict the integration region so that all components of \( k^\mu \) have magnitude less than \( Q \). We also take \( \Pi^{\mu\nu} = -g^{\mu\nu} \), since the other terms in light-cone gauge do not affect the power counting around the soft pinch surface. Then,

\[ I_{\text{full}} \approx -i2Q^2 g_{\perp}^2 \int_{-Q}^{Q} \frac{dk^+ dk^- d^2k_\perp}{2(2\pi)^4} \frac{1}{[Qk^- - k_\perp^2 + i\varepsilon]} \frac{1}{[Qk^+ - k_\perp^2 + i\varepsilon]} \]

\[ \times \frac{1}{[Qk^+ - k_\perp^2 + i\varepsilon]} \frac{1}{[Qk^+ - k_\perp^2 + i\varepsilon]} \]

Here, \( \approx \) means we are restricting the integral to the soft pinch surface, with \( k \ll 1 \). This has poles in the complex \( k^- \) plane at

\[ k^- = -\frac{k_\perp^2}{Q} + ie, \quad k^- = -\frac{k_\perp^2}{Q} - ie \]

The third pole from the original integral in Eq. (17) has moved off to \( k^- = -\infty - ie \).

The dangerous Glauber region is shown as the hatched area that nearly touches the pole at \( k^- = -\frac{k_\perp^2}{Q} + ie \). The integration contour (the real \( k^- \) line) goes right through
this region. To avoid this region, we note that since $k^+ < \kappa Q$, the pole at $k^- = \frac{k_\perp^2}{k^+} - ie$ is parametrically far away from the Glauber region. Thus we can deform the contour downward into the complex plane avoiding the Glauber region explicitly. For example, we could move onto the arc with $|k^-| = \frac{k_\perp^2}{Qx}$. This arc avoids the Glauber region without crossing the non-Glauber pole. Once the contour is out of the Glauber region, we can use eikonal scaling $\frac{k_\perp^2}{Q^2} \ll k^- Q$ to simplify the integrand. Then we can deform the contour back. Note that we can do this deformation for any $k^+$ and $\vec{k}_\perp$. We can then do the same manipulation for the $k^+$ integral to justify dropping $\vec{k}_\perp^2 \ll k^- Q$. The result is

$$I_{\text{soft}} = -2iQ^2 g_s^2 \int_{-\kappa Q}^{\kappa Q} \frac{dk^- dk^+ d^2 k_\perp}{2(2\pi)^4} \frac{1}{-Qk^- + ie} \times \frac{1}{|k^- k^+ - k_\perp^2 + ie|} \frac{1}{[Qk^+ + ie]} \quad (20)$$

That this integral is IR finite is easy to see—the $k^2$ pole is canceled by the expansion and the remaining poles in the $k^+$ plane (or $k^-$ plane) are on the same side of the real axis and so the integral vanishes. A more general argument is that once the contour is deformed out of the Glauber region, the new term suppresses the IR divergent part of the amplitude in the entire integration region. Thus the

which is the same integral we would get from taking the eikonal limit of $I_{\text{full}}$. Thus all of the soft singularities of $I_{\text{full}}$, including those from the Glauber region (the hatched region), are contained in $I_{\text{soft}}$.

One can also confirm directly that the Glauber region is contained in the soft integral through direct calculation. In pure dimensional regularization, $I_{\text{soft}}$ is scaleless and vanishes. The UV and IR divergences can be separated using a photon mass and a rapidity regulator, as in Eq. (10.3) of [18]. There it is shown that the imaginary part of the soft amplitude agrees with the Glauber contribution. In pure dimensional regularization, the imaginary part of the soft (or Glauber) contribution is in Eq. (37) below.

An implication of the contour deformation argument is that all the integrals coming from the use of the second (not eikonal) term in the replacement in Eq. (6) (diagrams with all-blue lines, in the language of [5]) are completely IR finite. For example, performing this replacement on the $p_2$ line results in

$$I_{\text{remain}} = 2iQ^2 g_s^2 \int_{-\kappa Q}^{\kappa Q} \frac{d^4 k}{(2\pi)^4} \frac{1}{-Qk^- - k_\perp^2 + ie} \frac{1}{[Qk^+ + ie]} \frac{k^- k^+ - k_\perp^2 - i\epsilon}{k^2 + i\epsilon} \quad (21)$$

amplitude is power-counting finite (scaling like $\kappa^n$ with $n > 0$), as it would be under eikonal scaling without the contour deformation.

**B. Spacelike example**

Next, let us look at a diagram with a particle in the initial state and one in the final state:
Recall our convention that the incoming momentum, $p_1^\mu$, is treated as outgoing with negative energy. Let us assume that $p_1^\mu$ and $p_2^\mu$ are not proportional to each other. Then we define $Q^2 = -2 p_1 \cdot p_2 > 0$. As $Q$ is the only scale in the problem, we zoom in on the soft singularity again by applying $k^\mu \ll Q$. We can go to light-cone coordinates in the $p_1^\mu$, $p_2^\mu$ frame, as before. The integral then becomes

$$I_{\text{SL full}} \cong 2iQ^2g_s^2 \int_{-\infty}^{\infty} \frac{dk^-}{2(2\pi)^2} \frac{d^2k_\perp}{[Qk^- - k_\perp^2 + i\epsilon]} \frac{1}{[k^- k^+ - k_\perp^2 + i\epsilon]}.$$  

Now the poles are at

$$k^- = \frac{k_\perp^2}{Q} - i\epsilon, \quad k^+ = \frac{k_\perp^2}{k^+} - \text{sign}(k^+)i\epsilon.$$  

As in the spacelike case, one pole is in the Glauber region, but the other is not. Thus we can deform the contour away from the Glauber region and justify the eikonal expansion here as well. As it happens (see Sec.IV below), the Glauber contribution to this integral exactly vanishes. But the point is that the Glauber contribution is contained in the eikonal limit for either timelike or spacelike kinematics, whether or not it happens to vanish.

$$P_{\text{full}}^{\text{SL}} \cong 2iQ^2g_s^2 \int \frac{dk^- dk^+ d^2k_\perp}{(2\pi)^4} \frac{1}{Qk^- - k_\perp^2 + i\epsilon} \frac{1}{[k^- k^+ - k_\perp^2 + i\epsilon]}.$$  

The only time a problem can arise is if an incoming momentum and an outgoing momentum are collinear. For example, consider a configuration like this:
If $p_1^\mu$ and $p_2^\mu$ are collinear then $2p_1 \cdot k = -Q_1 k^{-}$ and $2p_2 \cdot k = Q_2 k^{-}$ for two energies $Q_1$ and $Q_2$ and the same light-cone component $k^{-}$ is in both products. Moreover $Q_1 \geq Q_2$ by momentum conservation. Then

$$I \cong \int_{-\kappa Q}^{\kappa Q} \frac{d^4k}{(2\pi)^4} \frac{1}{(Q_2k^- - k_1^- + i\epsilon)} \frac{1}{[Q_1k^- - k_2^- + i\epsilon]} \frac{1}{[k^- + k^+ + i\epsilon]} \cdots$$

(27)

This type of diagram has poles at

$$k^- = \frac{k_1^-}{Q_2} - i\epsilon, \quad k^- = -\frac{k_1^-}{Q_1 - Q_2} + i\epsilon, \quad k^- = \frac{k_1^-}{k^+} - i\epsilon.$$  

(28)

The first two poles, coming from the two collinear propagators, are on opposite sides of the real axis and not parametrically separated so one cannot deform the contour out of the Glauber region. Therefore one cannot justify dropping $k_1^\perp \ll Q_1 k^-$ in the integrand since such a modification may miss infrared divergences.

From this example, we see that for the Glauber region to deserve special concern, we need to have the momentum $k^\mu$ flowing in opposite directions through two lines that are collinear to each other. Thus a graph like Eq. (22) is not problematic, even if $p_1^\mu$ and $p_2^\mu$ are proportional. Graphs in which the two collinear lines that the loop momenta runs through are in the same final-state sector are also not problematic—the collinear sector in the factorized expression is the same as in full QCD so all of the singularities are necessarily reproduced in this region.

So far, we have considered only virtual graphs. Equivalently, we assumed that each sector has one particle, with no two momenta proportional to each other. We can weaken this requirement and allow for multiple particles in each sector. For particles with momenta $p^\mu$ and $q^\mu$ to be in the same collinear sector, we require $p \cdot q < \lambda^2 Q^2$ with $Q$ a hard scale (e.g. the center of mass energy). The parameter $\lambda$ is presumed to be small and the factorization formula is supposed to hold to leading power in $\lambda$. Soft external particles can have energies up to $\lambda^2 Q$. The effect of having multiple collinear particles in a sector or soft particles is to make some lines in diagrams like Eq. (25) off shell, so that $p^2 = \lambda^2 Q^2$. For $\lambda = 0$, these lines would be massless and the graph would be infrared divergent; however, at finite $\lambda$, the IR divergence is regulated. That is, a graph which would be logarithmically divergent may now be finite proportional to $\ln \lambda$. In this way, the factorization formula which reproduces the infrared singularities at $\lambda = 0$ also reproduces the amplitude to leading power in $\lambda$ when there are soft particles or multiple collinear particles.

The key point is that adding soft or collinear particles does not invalidate the argument that justifies the eikonal approximation. On the pinch surface, which characterizes both the IR divergences and the leading power behavior at small $\lambda$, the contours can always be deformed out of the Glauber region. When a graph only involves particles in a single collinear sector with only outgoing (or only incoming) particles, there can be Glauber singularities; however these graphs are identical in the factorized and full theory amplitudes, and so factorization still holds. Thus factorization holds for arbitrary soft and collinear sectors, as long as no final-state particles are collinear to any initial-state particles.

D. Summary

In this section, we analyzed when the eikonal approximation can be trusted to reproduce all the soft singularities of an amplitude in full QCD. This is important because using the eikonal approximation is crucial to proving factorization formulas like Eq. (1). We found that the eikonal approximation can be used in any situation in which no incoming and outgoing particles are collinear. Thus Eq. (1) can be generalized. Take any initial state $|Z \rangle = |Z_1 \rangle \cdots |Z_M \rangle |Z_s \rangle$, with the momenta in $|Z_j \rangle$ all collinear to a direction $n_j$ and all the momenta in $|Z_s \rangle$ soft, and any final state $\langle X \rangle = \langle X_1 \rangle \cdots \langle X_N \rangle |X_s \rangle$, with similar definitions, and assuming no initial-state direction is collinear to any final-state direction, then to leading power in $\lambda$

$$\langle X | \phi^* \cdots \phi | Z \rangle \cong_{\text{IR}} C(S_{ij}) \frac{\langle X_1 | \phi^* W_1 | 0 \rangle}{\langle 0 | Y_1^\dagger W_1 | 0 \rangle} \cdots$$

$$\times \frac{\langle 0 | W_N^* \phi | Z_N \rangle}{\langle 0 | W_N^* Y_N | 0 \rangle} \langle X_1 | Y_1^\dagger \cdots Y_N | Z_s \rangle.$$  

(29)
Since $\lambda$ is arbitrary, a corollary is that for all virtual diagrams for hard scattering in which no final-state and initial-state momenta are proportional, the complete IR divergences of the full graphs in QCD, including any coming from the Glauber region, are exactly reproduced by the factorized expressions. Another corollary is that all possible violations of factorization are associated with situations where initial-state and final-state momenta are collinear.

**IV. ISOLATING THE GLAUBER CONTRIBUTION**

We have seen that most of the time, singularities associated with Glauber scaling are automatically contained in the expansion around zero momentum, using homogeneous, eikonal scaling. Factorization violation is associated with situations where this containment fails, so that the eikonal limit does not reproduce all of the soft singularities. To clarify the role that Glauber gluons play in amplitude-level factorization, it may be helpful to isolate their contributions. In this section, we explore some approaches to identifying the Glauber contribution and we explore the connection between the Glauber limit and the imaginary part of amplitudes.

In this section we will mostly be concerned, once again, with the one-loop vertex correction diagram in scalar QED, Eq. (14):

$$I_{\text{full}} = \int \frac{d^4k}{(2\pi)^4} \frac{1}{[-Qk^- - k^2 \perp + i\epsilon] [k^- k^+ - k^2 \perp + i\epsilon] [Qk^+ - k^2 \perp + i\epsilon]}$$

We have ignored the numerator structure because it is irrelevant to our discussion. The following analysis is very similar for QCD.

In QED, the amplitude in $4 - 2\epsilon$ dimensions is

$$I_{\text{full}} = \frac{\alpha_s}{2\pi} \left( \frac{\mu^2}{-2 p_1 \cdot p_2 - i\epsilon} \right) \left( \frac{1}{\epsilon^2} + \text{finite} \right).$$

This is an analytic function of $p_1 \cdot p_2$ with a branch cut when $p_1 \cdot p_2 > 0$. Expanding around $\epsilon = 0$ gives

$$I_{\text{full}} = \frac{\alpha_s}{2\pi} \left( \frac{1}{\epsilon^2} - \frac{1}{\epsilon} \ln \frac{-2 p_1 \cdot p_2 - i\epsilon}{\mu^2} + \text{finite} \right).$$

This has an imaginary part if and only if $p_1 \cdot p_2 > 0$. The Glauber contribution produces only the imaginary part of this result, as we will now see in a number of different ways.

**A. Method of regions**

According to the method of regions, we can isolate the Glauber contribution by assuming $k^+ \sim k^2$, $k^2 \sim k$ and expanding the integrand to leading order in $k$. This gives

$$I_{\text{Glauber}} = -i2Q^2 g_s^2 \int \frac{d^4k}{(2\pi)^4} \frac{1}{[-Qk^- - k^2 \perp + i\epsilon]} \frac{1}{[Qk^+ - k^2 \perp + i\epsilon]}$$

In this form, one cannot integrate over $k^-$ and $k^+$ using Cauchy’s theorem since the integrand does not die off fast enough as $k^+ \to \infty$. Changing to $k^- = k_0 - k_z$ and $k^+ = k_0 + k_z$ gives

$$I_{\text{Glauber}} = -i2Q^2 g_s^2 \int \frac{d^4k}{(2\pi)^4} \frac{1}{[-Qk_0 + Qk_z - k^2 \perp + i\epsilon]} \frac{1}{[k_0 + Qk_z - k^2 \perp + i\epsilon]}.$$

Ordinarily, the $k^2$ term is quadratic in $k_0$ and $k_z$ so using $k^\perp$ is simpler, but in the Glauber limit the transverse components dominate so there is no advantage.

For timelike separation (both outgoing) as written, the poles in the $k_0$ plane are at $k_0 = \mp k^\perp/Q \pm k_z \pm i\epsilon$. Closing the $k_0$ contour downwards to pick up the $k_0 = k^\perp/Q - k_z - i\epsilon$ pole results in an integral which is divergent at large $|k_z|$. This divergence can be regulated by a rapidity regulator. Following Ref. [18], we use the $\eta$ regulator of Ref. [26]. Adding also a small mass $m$ to regulate the infrared singularity and working in $d = 4 - 2\epsilon$ dimensions to regulate the UV divergence gives

$$I_{\text{Glauber}} = -2Qg_s^2\mu^{d-4} \int \frac{d^{d-2}k_\perp}{(2\pi)^{d-1}} \frac{\nu^{2\eta}}{[2k^\perp]^\eta} \frac{1}{[2Qk_z - 2k^\perp + i\epsilon][k^\perp + m^2 + i\epsilon]}$$

In this form, one can integrate over $k^\perp$ and $k_z$ using Cauchy’s theorem since the integrand does not die off.
Note that the result is independent of $\eta$ (see also Appendix B.2 of [18]). Essentially, adding the $[2k_\perp]^2$ term allows us to do the $k_\perp$ integral. The imaginary part of the full soft graph with these regulators is identical [18], confirming that the Glauber is contained in the soft.

If we also use dimensional regularization to regulate IR, the integral would be scaleless and vanish. We then deduce that in pure dimensional regularization

$$I_{\text{Glauber}} = \frac{\alpha_s}{2\pi} (-i\pi) \left( \frac{1}{\epsilon_{\text{UV}}} - \frac{1}{\epsilon_{\text{IR}}} \right).$$

Thus the Glauber contribution is IR divergent and purely imaginary.

Note that if $p_1^2$ were incoming, then the $Qk^\perp$ term would flip sign and the poles in the $k_0$ plane would be at $k_0 = -k^2_\perp/Q \pm k_\perp + i\epsilon$. Since both poles are above the integration contour, we can close the contour downwards, giving zero. In other words, the Glauber limit with space-like separation gives zero for this diagram.

Thus we find that the Glauber limit gives zero in the spacelike case ($p_1 \cdot p_2 < 0$) and a purely imaginary number in the timelike case ($p_1 \cdot p_2 > 0$). Since the amplitude is zero in a compact region of $p_1 \cdot p_2$, it cannot be an analytic function of $p_1 \cdot p_2$ without vanishing completely. The nonanalyticity comes from the rapidity regulator, since $[2k_\perp]^2$ is a nonanalytic function. This nonanalyticity is therefore unavoidable if the Glauber contribution is to give only the imaginary part of the amplitude.

### B. Cut-based approach

Yet another way to study Glauber gluon is through discontinuity of scattering amplitudes. This is natural from the viewpoint that Glauber gluon is associated with the imaginary part of scattering amplitudes at lowest order.

Using Cutkosky’s cutting rule, the s-channel discontinuity of Eq. (30) can be written as

$$\text{Disc,} \ I_{\text{full}} = i(-2\pi i)^2 g_\gamma^2 \int \frac{dk^-dk^+d^2k_\perp}{(2\pi)^4} \delta((p_1 - k)^2)$$

$$\times \theta((p_1 - k)^0) \delta((p_2 + k)^2) \theta((p_2 + k)^0)$$

$$\times \frac{(2p_1 - k)^\nu \Pi_{\mu\nu}(k)(2p_2 + k)^\rho}{[k^-k^+ - k^2_\perp + i\epsilon]}$$

(38)

where the only possible cut is through the top and bottom line in the vertex diagram. We shall see that at this order, the Glauber contribution is given by the forward limit of the discontinuity, $k_\perp \ll Q$. The on-shell conditions of $p_1 - k$ and $p_2 + k$ automatically enforce the Glauber scaling, $k^\perp \sim k^\perp \sim k^2_\perp/Q$. In the forward limit, the two-body phase space measure becomes

$$i(-2\pi i)^2 g_\gamma^2 \int \frac{dk^-dk^+d^2k_\perp}{(2\pi)^4} \delta((p_1 - k)^2) \theta((p_1 - k)^0)$$

$$\times \delta((p_2 + k)^2) \theta(p_2 + k)^0 \rightarrow -i\alpha_s \frac{g_\gamma^2}{2Q^2} \int d^2k_\perp \frac{2Q^2}{k^2_\perp - i\epsilon}$$

(39)

and the matrix element to the right of the cut becomes the forward scattering amplitude

$$\frac{2(p_1 - k)^\nu \Pi_{\mu\nu}(k)(2p_2 + k)^\rho}{[k^-k^2 - k^2_\perp + i\epsilon]} \rightarrow \frac{2Q^2}{k^2_\perp - i\epsilon}.$$

(40)

The one-loop Glauber contribution is thus given by

$$I_{\text{Glauber}} \equiv \lim_{k_\perp \rightarrow 0} \text{Disc,} \ I_{\text{full}} = -i\alpha_s \frac{g_\gamma^2}{2\pi^2} \int \frac{d^2k_\perp}{k^2_\perp}$$

(41)

in agreement with the other definition of the Glauber contribution [Eq. (36) after the $k_\perp$ integral is done]. It is interesting to note that defining the Glauber contribution in this way avoids the use of the rapidity regulator in intermediate steps of the calculation. This is comforting, as the result should be regulator independent.

Isolating the Glauber contribution in momentum space at one-loop level with this approach was introduced in [27], and a similar cutting prescription in position space was explored more in [17]. The idea is similar to the s-channel unitarity approach for extracting the Regge trajectory of scattering amplitudes [28]. However, it should be noted that only at one-loop level can one identify the leading term in the $\epsilon$ expansion of the Glauber contribution with a discontinuity. At higher loops, there is no direct relation anymore. For example, at two loops, the double Glauber exchange contributes $(i\pi)^2 = -2\pi^2$, which is real and has no discontinuity.

### C. Position space

One can interpret Eq. (41) as describing a potential $\hat{V}(k) \sim \frac{g_\gamma^2}{k^2_\perp}$ between the two outgoing particles. After Fourier transforming, the potential $V(x) \sim g_\gamma^2 \ln |x_\perp|$ depends only on the transverse separation $x_\perp$ between the particles. Like the Coulomb potential, $V(r) \sim \frac{g_\gamma^2}{r}$, the Glauber potential is time independent, but unlike the Coulomb potential, the Glauber potential additionally does not depend on the longitudinal separation $x_\perp$ [18].

Since the Glauber contribution is contained in the soft contribution for this graph, we can simplify the calculation from one in full QCD by taking the energies of $p_1^\mu$ and $p_2^\mu$ to infinity. Following [17], to regulate some of the divergence, we also take $p_1^\mu$ and $p_2^\rho$ timelike. Thus we write $p_1^\mu = Q_1 n_1^\mu$ and $p_2^\rho = Q_2 n_2^\rho$ with $n_1^2 = n_2^2 = 1$. The integral then becomes
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The amplitude in Eq. (44) is the soft amplitude, from which we can see that an imaginary part can only come from times and directions that are lightlike separated. That is, the Glauber contribution is purely imaginary at one loop implies that it will necessarily cancel in cross section calculations at next-to-leading order. More generally, the one-loop Glauber contribution exponentiates into a phase which cancels in cross sections to all orders. This exponentiation comes about in the same way that the exponentiation of the Coulomb phase comes about. One way to see it is by computing the energy of a moving charge in the potential of another moving charge, either classically or in quantum mechanics [30] or by mapping to AdS [29]. These considerations also lead to the shockwave picture of Glauber exchange in forward scattering [18]. As exponentiation of the Glauber phase corresponds very closely to Abelian exponentiation, it naturally is also limited in the non-Abelian theory. For example, irreducible two-loop contributions or beyond with both Glauber and soft/collinear loops present may not exponentiate.

D. Effective field theory Glauber operator

We have seen that taking the Glauber limit of the integrand, according to the method of regions, gives a result which is purely imaginary and nonvanishing only in the timelike case. The effective field theory (EFT) approach tries to write down a Lagrangian whose Feynman rules generate the integral so that one no longer has to take limits of integrands. This Lagrangian can be derived by matching (writing down all possible operators consistent with symmetries and working out their coefficients to agree with QCD) or by performing a multipole expansion in the classical theory, keeping the leading interactions according to some specified scalings. In general, there is not a one-to-one correspondence between diagrams in the effective theory and diagrams in QCD, even after those diagrams are expanded according to some scaling. For example, EFT operators often include Wilson lines for gauge invariance. These Wilson lines represent the leading power contribution of many diagrams in QCD.

The effective field theory that isolates the infrared singular regions of QCD is called “soft-collinear effective theory” [6–10] (see [31] for a review). If a process involves hard directions $p_1^\mu$ and $p_2^\mu$, then in SCET collinear fields denoted by $\xi_j$ are introduced in the $p_1^\mu$ and $p_2^\mu$ direction. These fields have labels fixing the large and perpendicular components of their momenta, with the dynamics determined by fluctuations around these parametrically large components. The extension of SCET to include Glauber contributions was recently achieved in [18]. The prescription is to add Glauber operators to the Lagrangian for each pair of directions in the theory. For example, in QED we would add
\[ \mathcal{O}_{G12}^{QED} = 8\pi\alpha \left[ \frac{\tilde{\xi}_1^0 \cdot \tilde{\xi}_2^0}{2} \right] \frac{1}{P_\perp^2} \left[ \frac{\xi_1^0 \cdot \xi_2^0}{2} \right]. \]  

(46)

Here \( P_\perp \) is an operator which picks out the \( \perp \) component of the collinear fields in which it acts. In QCD, the operator is significantly more complicated [18]:

\[
\mathcal{O}_{G12}^{QCD} = 8\pi\alpha_s \left[ \frac{\tilde{\xi}_1^1 W_1^1 T^A W_1^\dagger_1}{2} \right] \frac{1}{P_\perp^2} 
\times \left[ \frac{P_{\perp \mu}^Y \mathcal{Y}_1^1 Y_2^2 P_{\perp \nu}^Y - g P_{\perp \mu}^Y B_1^2 \mathcal{Y}_1^1 Y_2^2 - g Y_1^1 Y_2^2 B_2^2 \mathcal{Y}_1^1 P_{\perp \nu} - g B_1^2 \mathcal{Y}_1^1 Y_2^2 B_2^2 \mathcal{Y}_1^1 P_{\perp \nu} - i g^2 n_2^0 n_2^0 Y_1^1 Y_2^2 G_{\mu \nu} \mathcal{Y}_1^1 Y_2^2 \right]^{AB}
\times \frac{1}{P_\perp^2} \left[ \frac{\tilde{\xi}_2^2 W_2^2 T^B W_2^\dagger_2}{2} \right].
\]  

(47)

The additional terms involve collinear Wilson lines \( W_j \), soft Wilson lines \( \mathcal{Y}_j \) in the adjoint representation, soft gluon fields \( B_{\perp \mu} \), and soft gluon field strengths \( \tilde{G}_{\mu \nu}^S \). For definitions of all of these objects, see [18]. The collinear Wilson lines are necessary to ensure collinear gauge invariance. The terms on the second line all involve soft fields and are separately soft gauge invariant. The variety of terms in this expression is determined by matching amplitudes in SCET and in full QCD. Although one might imagine their coefficients get corrected order by order in perturbation theory through this matching, it seems that in fact they do not; remarkably this operator appears to not receive any corrections and is not renormalized.

\[ I_{G12} = \leftarrow k \uparrow p_1 \rightarrow p_2 \]

\[ \cong -i2Q^2 g_s^2 \int \frac{d^4k}{(2\pi)^4} \frac{1}{[-Qk^- - k_\perp^2 + i\varepsilon][-\tilde{k}_\perp^2 + i\varepsilon]} \frac{1}{[Qk^+ - \tilde{k}_\perp^2 + i\varepsilon]} \]  

(48)

This is identical to the Glauber limit of the original diagram, in Eq. (30).

Just adding this operator to the SCET Lagrangian with no other modification will lead to overcounting. As we already observed, in most situations the Glauber contribution is contained in the soft diagrams. The resolution proposed in [18] is to subtract off the overlap, diagram by diagram. The viewpoint of Rothstein and Stewart [18] is that the Glauber mode is a separate mode from the soft. Thus the true soft contribution, \( S \), meaning soft without Glauber, should be defined as the naive soft contribution \( \tilde{S} \) (including the Glauber) with its Glauber limit \( S^{(G)} \) subtracted: \( S = \tilde{S} - S^{(G)} \). This subtraction is done using the zero-bin subtraction method [11]—subtract from the soft diagram its limit where only the terms to leading power in Glauber scaling are kept. For those cases where the soft-Glauber contribution is identical to the Glauber contribution, which includes active-active and active-spectator interactions [18], the result is the same as using the naive soft graph only.

V. FACTORIZATION VIOLATION IN COLLINEAR SPLITTINGS

As observed in Sec. III C, the only time hard-soft-collinear factorization can break down is in situations where an incoming particle is collinear to an outgoing...
one, the spacelike collinear limit. In fact, it is known that in the spacelike limit, amplitude-level factorization is violated [19]. We now proceed to reproduce and discuss this important result.

Collinear factorization implies that the matrix element $|\mathcal{M}|$ for an amplitude with $m$ particles collinear to a particular direction is related to the amplitude $|\overline{\mathcal{M}}|$ with only one particle collinear to that direction. For simplicity, we consider here only the case with $m = 1$, describing $1 \to 2$ collinear splittings. Let us say there are $n$ total particles in $|\mathcal{M}|$, of which only $p^μ_1$ is collinear to $p^μ_1$. In this case, the splitting function $\mathbf{Sp}$ is defined as

$$|\mathcal{M}(p_1, \ldots, p_n)| \equiv \mathbf{Sp}(p_1, p_2; p_3, \ldots, p_n) \cdot |\overline{\mathcal{M}}(p, p_3, \ldots, p_n)|.$$  

(49)

Here, $p^μ \equiv p^μ_1 + p^μ_2$, meaning $P^μ$ is an on-shell momentum ($P^2 = 0$) which is equal to the sum of the two momenta that split, up to power corrections in $\lambda^2 = 2p_1 \cdot p_2/Q^2$, with $Q$ the center-of-mass energy or some other hard scale. The object $\mathbf{Sp}$ is an (amplitude-level) splitting function, or splitting amplitude. The matrix elements should be thought of as vectors in color space and $\mathbf{Sp}$ as an operator acting on these vectors.

Equation (49), which has the splitting function depending on all the momenta, is called “generalized collinear factorization” [19]. Even generalized factorization is nontrivial. The nontrivial part is that the splitting function is universal, independent of the short-distance physics encoded in the matrix element $|\overline{\mathcal{M}}|$. Generalized factorization is not terribly useful for computing cross sections. For example, since generalized splitting amplitudes depend on all the hard directions and colors in the processes, they do not allow us to use the semiclassical parton-shower simulation method to generate jet substructure to all orders. The parton shower can be justified when the $\mathbf{Sp}$ depends only on the momenta $p_1^α$ and $p_2^α$ in the relevant collinear sector. $\mathbf{Sp} = \mathbf{Sp}(p_1, p_2)$, and only on the color $T_1$ in that sector. When $\mathbf{Sp}$ has this special form, we say, following [19], that strict collinear factorization holds.

Using results from the previous sections, we first confirm that strict factorization holds when there are zero or one colored particles in the initial state. We then discuss the case with two or more initial-state particles where strict factorization may fail. We review the calculation of the one-loop factorization-violating effect in the IR-divergent part of $\mathbf{Sp}$ from [19] and summarize other results from QCD. In the next sections we will reproduce these results from SCET with Glauber operators.

A. Strict factorization

Let us start with the situation where $p^α_1$ is the momentum of an outgoing quark, $p^α_2$ is the momentum of an outgoing gluon and none of the other $n - 2$ momenta are collinear to $p^α_1$ and $p^α_2$. We also take our matrix elements to be of operators with $n - 1$ fields, e.g. $O = \bar{\psi}_1 \ldots \psi_{n-1}$. In this situation, the hard-soft-collinear factorization formula in Eq. (2) holds for $|\overline{\mathcal{M}}|$ and for $|\mathcal{M}|$. We can write

$$|\overline{\mathcal{M}}| \equiv \frac{\langle p | \bar{\psi} W_1 | 0 \rangle}{\text{tr} \langle 0 | Y W_1 | 0 \rangle} \cdot |\overline{\mathcal{M}}_{\text{rest}}|,$$

$$|\mathcal{M}| \equiv \frac{\langle p_1, p_2 | \bar{\psi} W_1 | 0 \rangle}{\text{tr} \langle 0 | Y W_1 | 0 \rangle} \cdot |\mathcal{M}_{\text{rest}}|.$$  

(50)

Here, spin and color indices are suppressed (see Sec. 12 of [5] for more details) and $\text{tr}$ indicates a color trace. $|\mathcal{M}_{\text{rest}}|$ represents the product of the Wilson coefficient with the matrix element of soft Wilson lines and the collinear matrix elements involving momenta in other directions. Critically, the form of $|\mathcal{M}_{\text{rest}}|$ is identical for both factorization formulas. Thus the splitting function is the ratio of the two:

$$\mathbf{Sp} = \frac{\langle p_1, p_2 | \bar{\psi} W_1 | 0 \rangle}{\langle p | \bar{\psi} W_1 | 0 \rangle}.$$  

(51)

To be explicit, at tree level, the splitting function for a right-handed quark and a negative helicity gluon can be derived in this way [5]:

$$\mathbf{Sp}^0_{R-}(p_1, p_2) = g_t \frac{\sqrt{2}}{|p_2 p_1|} \frac{z}{\sqrt{1 - z}} T_1,$$

(52)

which agrees with the well-known tree-level QCD splitting amplitudes [32]. Derivations for other amplitude-level splitting functions in this way can be found in [5].

Note that in this case (both $p^α_1$ and $p^α_2$ outgoing), the splitting function depends only on these two momenta and also only on the net color in the 1 direction. This is what is referred to as strict factorization.

B. Strict factorization violation from $\pi \pi/e$ terms

Next, let us consider a general process where $p^α_1$ and $p^α_2$ are to become collinear and the other momenta point in generic directions. We do not yet specify which particles are incoming or outgoing and want to see what sufficient conditions are for strict factorization to be violated.

Since $p^α_1$ or $p^α_2$ may be incoming, we cannot assume the hard-soft-collinear factorization formula in Eq. (2) is correct at leading power in $\lambda^2 = p_1 \cdot p_2/Q^2$. However, as long as $p^α_1$ and $p^α_2$ are not pointing in exactly the same direction (so $\lambda \neq 0$), then the factorization formula guarantees that all of the infrared divergences of the full theory are reproduced in the factorized expression. That is, the Glauber contribution is contained in the soft except at the exceptional point in phase space where $p^α_1 \propto p^α_2$. This is very powerful, as we can then
determine the IR divergences of $|\mathcal{M}|$ and $\bar{\mathcal{M}}$ separately and then explore the limit where $p_{1i}^{\mu}$ becomes collinear to $p_{12}^{\mu}$ [19].

Consider the matrix element $\bar{\mathcal{M}}$ of a hard operator with $n - 1$ fields. $|\mathcal{M}|$ is the matrix element before the emission, where the parton in the 1 direction has momentum $P^{\mu} \approx p_{1i}^{\mu} + p_{12}^{\mu}$:

$$|\mathcal{M}| = \sum_{i} T_{i}^{(12)} \cdot X = (T_{i}^{1} + T_{i}^{2}) \cdot X. \quad (12)$$

The color associated with $P^{\mu}$ we write as (12). This means that the color operator acts as the sum of the color operators for $p_{1i}^{\mu}$ and $p_{12}^{\mu}$: $T_{i}^{(12)} \cdot X = (T_{i}^{1} + T_{i}^{2}) \cdot X$.

Now, as long as $p_{1i}^{\mu}$ and $p_{12}^{\mu}$ are not proportional, nothing stops us from treating them as separate hard directions. Then $|\mathcal{M}|$ is also given by a matrix element of a local operator whose infrared divergences are reproduced by the factorized expression

$$|\mathcal{M}|^{G1} = \sum_{i < j} T_{i} \cdot T_{j} \frac{\alpha_{s} i \pi}{2 \pi} \epsilon \cdot |\mathcal{M}^{0}\rangle \quad (55)$$

where $G1$ stands for the one-loop Glauber contribution to $|\mathcal{M}|$ and $|\mathcal{M}^{0}\rangle$ is $|\mathcal{M}|$ to lowest order in $g_{s}$. We have neglected the UV pole in Eq. (55). Although we draw the contribution as a dotted red line, as in the SCET approach, all we are using here is that the Glauber contribution is identified with the imaginary part at one loop which follows from any method of computation. The one-loop Glauber corrections to $|\mathcal{M}|$ are given by the same formula, but summed over the $n - 1$ partons.

Let us first consider the case where all the particles are outgoing or all incoming. To simplify the expression we can use color conservation, $\sum_{j} T_{j} = 0$ and $T_{i} \cdot T_{j} = C_{i}$, where $C_{i}$ is the group Casimir (a number not an operator). We then find

$$|\mathcal{M}^{G1}\rangle = \frac{\alpha_{s} i \pi}{2 \pi} \epsilon \sum_{i=1}^{n} T_{i} \cdot (-T_{i}) \cdot |\mathcal{M}^{0}\rangle = -\frac{\alpha_{s} i \pi}{4 \pi} \epsilon \sum_{i=1}^{n} C_{i} \cdot |\mathcal{M}^{0}\rangle \quad \text{(all outgoing).} \quad (56)$$

For $|\bar{\mathcal{M}}|$ we have

$$|\bar{\mathcal{M}}| = \sum_{i} \bar{T}_{i} \cdot \bar{T}_{j} \frac{\alpha_{s} i \pi}{2 \pi} \epsilon \cdot |\bar{\mathcal{M}}^{0}\rangle \quad (53)$$

For strict factorization to hold, these two expressions should be related by a splitting function $\text{Sp}$ that depends only on the $(12)$ system, independent of the rest of the process.

Let us now look at the one-loop corrections to $|\bar{\mathcal{M}}|$ and $|\mathcal{M}|$. In particular, we are interested in the Glauber contribution since that is where factorization violation might come from. The Glauber contribution is contained in the soft contribution and at one loop is purely imaginary, as shown in Sec. IV. Indeed, at one loop the Glauber contribution is particularly simple: it gives a factor of $\frac{\alpha_{s} i \pi}{4 \pi} \epsilon \cdot |\bar{\mathcal{M}}^{0}\rangle$, as in Eq. (37), if the two lines the loop connects are both outgoing or both incoming. Here we keeps the IR poles only as the UV poles will be renormalized away. In QCD, one gets this one-loop contribution multiplied by a group theory factor of $T_{i} \cdot T_{j}$. For example, a gluon connecting lines 1 and 3 gives

$$|\mathcal{M}^{G1}\rangle = \frac{\alpha_{s} i \pi}{4 \pi} \epsilon \left[ -T_{(12)} \cdot T_{(12)} + \sum_{i=3}^{n} T_{i} \cdot T_{i} \right] \cdot |\bar{\mathcal{M}}^{0}\rangle = -\frac{\alpha_{s} i \pi}{4 \pi} \epsilon \left[ C_{(12)} + \sum_{i=3}^{n} C_{i} \right] \cdot |\bar{\mathcal{M}}^{0}\rangle. \quad (57)$$

The splitting function has to reproduce the ratio of these two. Thus

$$i \text{Im} \text{Sp}^{1} = \frac{\alpha_{s} i \pi}{4 \pi} \epsilon \left[ C_{(12)} - C_{1} - C_{2} \right] \cdot \text{Sp}^{0} + \text{finite terms} \quad \text{(all outgoing).} \quad (58)$$

This color factor only depends on the colors of the particles in the 12 sector, independent of the rest of the event, consistent with strict collinear factorization.

Next, suppose that $p_{1i}^{\mu}$ is in the initial state but all other particles are in the final state. Then there is no Glauber contribution from anything connecting to $p_{1i}^{\mu}$ nor from anything connecting to $P^{\mu} = p_{1(12)}^{\mu}$ in the case of $|\bar{\mathcal{M}}|$. With this arrangement,
\[
|M^{(1)}| = \frac{\alpha_s\, i\pi}{4\pi\, e} \sum_{i=2}^{n} T_i \cdot (T_i - T_1) \cdot |M^0|
\]
\[
= -\frac{\alpha_s\, i\pi}{4\pi\, e} \left[ -C_1 + \sum_{i=2}^{n} C_i \right] \cdot |M^0| \quad \text{(one incoming)}
\]  
(59)

where \( \sum_{i=2}^{n} T_i = -T_1 \) has been used twice. Similarly,
\[
|\overline{M}^{(1)}| = \frac{\alpha_s\, i\pi}{2\pi\, e} \left[ T_1 \cdot T_3 + \frac{1}{2} \sum_{i=2,k,n} T_i \cdot (T_i - T_1 - T_3) \right] \cdot |M^0|
\]
\[
= -\frac{\alpha_s\, i\pi}{2\pi\, e} \left[ 2T_1 \cdot T_3 + \frac{1}{2} C_1 + \frac{1}{2} C_3 - \frac{1}{2} C_2 - \frac{1}{2} \sum_{i=4}^{n} C_i \right] \cdot |M^0| \quad \text{(1 and 3 incoming)}.
\]  
(60)

The matrix element \(|\overline{M}|\), correspondingly, has (12) and 3 incoming. Its one-loop Glauber contribution is
\[
|\overline{M}^{(1)}| = \frac{\alpha_s\, i\pi}{2\pi\, e} \left[ 2T_{(12)} \cdot T_3 + \frac{1}{2} C_{(12)} + \frac{1}{2} C_3 - \frac{1}{2} \sum_{i=4}^{n} C_i \right] \cdot |M^0|.
\]  
(64)

So we find
\[
Sp^{1,\text{nonfac.}} = iImSp^1
\]
\[
= \frac{\alpha_s\, i\pi}{4\pi\, e} \left[ -C_{(12)} + C_1 - C_2 - 4T_2 \cdot T_3 \right] \cdot Sp^0
\]
\[+ \text{finite terms} \quad \text{(1 and 3 incoming)}\]  
(65)

where \( Sp^{\text{nonfac.}} \) denotes strict-factorization-violating contributions. This form indicates a violation of strict collinear factorization: the splitting function depends on the color of particles in the matrix element other than those involved in the splitting (\( T_3 \) in this case). The result in Eq. (65) was first derived in Ref. [19] by examining IR singularities of full QCD amplitudes [33–35] in different kinematical regions. The authors of Ref. [19] also derived the one-loop finite part and the two-loop IR singular part of factorization-violating splitting amplitudes, as we discuss next.

Thus, with one incoming colored particle
\[
\text{iIm}Sp^1 = \frac{\alpha_s\, i\pi}{4\pi\, e} \left[ -C_{(12)} + C_1 - C_2 \right] \cdot Sp^0
\]
\[+ \text{finite terms} \quad \text{(one incoming)}\]  
(61)

Although this splitting function is different from the all-outgoing case, Eq. (58), both depend only on the colors of the particles in the 12 sector. Thus with one incoming particle, we cannot conclude that strict collinear factorization is violated.

Now suppose \( p_1^\mu \) and another particle, \( p_2^\mu \), are both in the initial state, with \( p_1^\mu \) still generic (not collinear to any other direction). For \( M \), which has \( p_2^\mu \) outgoing, we get

\[
|M^{(1)}| = \frac{\alpha_s\, i\pi}{2\pi\, e} \left[ 2T_1 \cdot T_3 + \frac{1}{2} C_1 + \frac{1}{2} C_3 - \frac{1}{2} C_2 - \frac{1}{2} \sum_{i=4}^{n} C_i \right] \cdot |M^0|
\]  
(62)

\[
= \frac{\alpha_s\, i\pi}{2\pi\, e} \left[ 2T_1 \cdot T_3 + \frac{1}{2} C_1 + \frac{1}{2} C_3 - \frac{1}{2} C_2 - \frac{1}{2} \sum_{i=4}^{n} C_i \right] \cdot |M^0| \quad \text{(1 and 3 incoming)}.
\]  
(63)

C. Strict-factorization violation from full QCD

Next, we summarize some known additional results about factorization violation from full QCD, including the one-loop finite parts and the two-loop divergent parts of \( Sp^{\text{nonfac.}} \).

The IR divergent part of a one-loop amplitude is defined relative to the tree-level amplitude as
\[
|M^{(1)}| = I^{(1)}(\epsilon)|M^0| + |M^{1,\text{fin}}|
\]  
(66)

where \( |M^{1,\text{fin}}| \) is a finite, analytic function of the momenta. The general expression for \( I^{(1)}(\epsilon) \) follows from Eq. (32) with the appropriate sum over pairs of external legs to which the virtual gluon can attach and appropriate color factors. The \( 1/\epsilon^2 \) poles are color diagonal. Using color conservation to simplify the result, an amplitude in QCD with \( n \) external partons with colors \( T_j \) has IR divergences given by [33]
\[
I^{(1)}(\epsilon) = -\frac{\alpha_s}{2\pi\, 2} \left[ -\sum_{i=1}^{n} \left( C_i \frac{\gamma_i}{\epsilon} + \gamma_j \right) - \frac{1}{\epsilon} \sum_{i\neq j} T_i \cdot T_j \ln \frac{-s_{ij} - i\epsilon}{\mu^2} \right].
\]  
(67)

Here \( \gamma_i \) is the regular (noncusp) anomalous dimension:
\[
\gamma_q = 3C_F/2 \quad \text{for quarks and} \quad \gamma_g = \beta_0 = \frac{1}{6} C_A - \frac{2}{3} T_F n_f \quad \text{for gluons.}
\]  

Although anomalous dimensions are usually associated with UV divergences, they appear in this expression because they can be extracted using properties
of scaleless integrals in dimensional regularization, in which the UV and IR divergences cancel [34].

We are interested here in the order-by-order expansion of the splitting amplitudes. We write
\[ |\mathcal{M}^0 + \mathcal{M}^1 + \cdots \| \equiv (\mathbf{Sp}^0 + \mathbf{Sp}^1 + \cdots ) |\mathcal{M}^0 + \mathcal{M}^1 + \cdots \|. \]  

(68)

So that \[ |\mathcal{M}^0(\mathbf{Sp}^0 |\mathcal{M}^0)\] at tree level, \[ |\mathcal{M}^1(\mathbf{Sp}^0 |\mathcal{M}^1)\] at one loop, and so on. It can be helpful to separate out the divergent parts of the splitting function too. We define

\[
\mathbf{I}^1_c = \frac{\alpha_s}{2\pi^2} \left[ \frac{C_{1(2)} - C_1 - C_2}{e^2} - \gamma_{1(2)} - \gamma_1 - \gamma_2 \right] - \frac{2}{e} T_1 \cdot T_2 \ln \frac{-s_{12} - ie}{\mu^2} 
- \frac{2}{e} \sum_{j=3}^n \left( T_1 \cdot T_j \ln \frac{-s_{1j} - ie}{\mu^2} + T_2 \cdot T_j \ln \frac{-s_{2j} - ie}{\mu^2} - T_{(12)} \cdot T_j \ln \frac{-s_{(12)j} - ie}{\mu^2} \right). 
\]

(71)

The factorization violation in \( \mathbf{Sp}^1 \) is contained in the imaginary part of \( \mathbf{I}^1_c \). Explicitly, when there are two incoming momenta,

\[
\text{Im} \mathbf{I}^1_c = \frac{\alpha_s}{4\pi} \frac{i\pi}{e} \left[ -C_{1(2)} + C_1 - C_2 - 4T_2 \cdot T_3 \right] \quad (1 \text{ and } 3 \text{ incoming}) 
\]

(72)

in agreement with Eq. (65).

The same approach can be used to extract the finite parts of the one-loop splitting functions. The expression for \( \mathbf{I}^1_c \) from [19], including terms that are IR finite, is

\[
\mathbf{I}^1_c = c_{\Gamma} \left( \frac{-s_{12} - ie}{\mu^2} \right) - \frac{\alpha_s}{2\pi^2} \left[ \frac{C_{1(2)} - C_1 - C_2}{e^2} + \gamma_{1(2)} - \gamma_1 - \gamma_2 + \beta_0 \right] 
+ \frac{2}{e} \sum_{j=3}^n T_1 \cdot T_j f(e, 1 - z) + \sum_{j=3}^n T_2 \cdot T_j f(e, z - ie, z) \right] \}
\]

(73)

where \( c_{\Gamma} \equiv \frac{\Gamma(1+e)^2(1-e)}{4\pi e^2} \frac{\Gamma(1-2e)}{\Gamma(1-2e)} \). The function \( f(e, z) \) is a hypergeometric function, defined by

\[
f(e, 1/x) = \frac{1}{e} \left[ z F_1(1, 1; 1 - e; 1 - x) - 1 \right] 
= \ln x - e \text{Li}_2(1 - x) + O(e^2). 
\]

(74)

The convention taken is that \( 1 - z > 0 \). This can be assumed for timelike or spacelike splittings without loss of generality since \( z + (1 - z) = 1 \) (i.e. \( z \) can still be positive or negative). Thus the \( f(e, 1 - z) \) factor in Eq. (73) is real and unambiguous. The function \( f(e, z) \) has a cut for negative real \( z \), i.e. for spacelike splittings. Writing \( f(e, z - ie, z - ie, z) \) in Eq. (73) makes the result well defined. In particular, the imaginary part of the function is determined by the sign of \( p_j \cdot p_2 \). This dependence of the analytic continuation on the momentum \( p_j \)

obstructs the reduction of Eq. (73) to a form that obeys strict factorization.

To see the factorization-violating part of the \( e^0 \) term, we can use

\[
\text{Im}\text{Li}_2 \left( 1 - \frac{1}{z} + ie \right) = \pm \pi \ln \left( 1 - \frac{1}{z} + ie \right). 
\]

(75)

Then the factorization violating contribution is seen to be

\[
\mathbf{Sp}^{1,\text{nonfac}} = i \text{Im}\mathbf{Sp}^1 
= c_{\Gamma} \frac{\alpha_s}{4\pi} \left( \frac{1}{e} + \ln \frac{z - 1}{z} + \ln \frac{e^2}{s_{12}} \right) 
\times [-4T_2 \cdot T_3] \mathbf{Sp}^0 + \cdots \quad (1 \text{ and } 3 \text{ incoming}) 
\]

(76)

where the \( \cdots \) include terms that do not violate strict factorization, such as the \( C_1 \) and \( C_2 \) terms in Eq. (72).
The factorization-violating IR-divergent part of the two-loop splitting function is also presented in [19]. The two-loop splitting amplitude can be written as

\[
\mathbf{S} \mathbf{p}^2 = \left[ \Delta_C^2(e) + \frac{1}{2} (\mathbf{1}_L^2) \right] \cdot \mathbf{S} \mathbf{p}^0 + \frac{1}{\epsilon} \text{terms} + \text{finite}
\]  

(77)

where

\[
\Delta_C^2(e) = \left( \frac{\alpha_s}{2\pi} \right)^2 \left( -s_{12} - i\epsilon \right) \frac{-2\epsilon f_{abc}}{\mu^2} \sum_{i=1,2} \sum_{j,k=3}^n T_i^a T_j^b T_k^c \Theta(-z_i) \text{sign}(s_{ij}) \Theta(-s_{jk})
\]

\[
\times \ln \left( -\frac{s_{ip}s_{kp}z_i z_2}{s_{jk}s_{12}} - i\epsilon \right) \left[ -\frac{1}{2\epsilon^2} + \frac{1}{\epsilon} \ln \left( \frac{-z_i}{1 - z_i} \right) \right].
\]  

(78)

This contribution is nonvanishing only if the amplitude involves both incoming and outgoing colored partons. The most important part of this two-loop splitting function is the real component, since it can contribute to the cross section. The real part contained in the anti-Hermitian combination of \(\Delta_C^2(e)\) is

\[
\frac{1}{2} (\Delta_C^2(e) - \Delta_C^2\,^\dagger(e)) = -i \frac{\alpha_s^2}{4} \left( -s_{12} - i\epsilon \right) \frac{-2\epsilon f_{abc}}{\mu^2} \sum_{i=1,2} \sum_{j,k=3}^n T_i^a T_j^b T_k^c \Theta(-z_i) \text{sign}(s_{ij}) \Theta(-s_{jk}) \times \left[ -\frac{1}{2\epsilon^2} + \frac{1}{\epsilon} \ln \left( \frac{-z_i}{1 - z_i} \right) \right].
\]  

(79)

In a representation where the \(T_j^a\) are purely imaginary, this contribution is purely real.

VI. FACTORIZATION VIOLATION FROM SCET

We have seen that splitting functions violate strict factorization starting at one loop. The condition for strict-factorization violation is that there be more than one colored particle in both the initial and final states. In such a situation the amplitude for producing a final-state particle collinear to one of the initial-state particles (a spacelike splitting) depends on the colors and momenta of particles not collinear to it. The factorization-violating contribution was derived in [19,20] by taking limits of the full \(n+1\)-body matrix elements in QCD. We reviewed the procedure for the one-loop IR divergent part and discussed the extension to also include the finite part and to two loops.

In SCET the IR divergences of both \(|\mathcal{M}|\) and \(|\bar{\mathcal{M}}|\) agree with full QCD, so the derivation of Eq. (71), which encodes one-loop factorization violation, could be done in SCET by taking limits of \(n+1\) amplitudes, as in QCD. Note that all the IR divergences of QCD are reproduced in SCET without any special consideration of the Glauber contribution (i.e. because Glauber modes are contained in soft modes for hard scattering, as discussed in Sec. III). However, SCET should also be able to produce the splitting functions using an effective field theory constructed using only the \(n\) collinear directions of \(|\mathcal{M}|\), i.e. not by taking the limit of an effective field theory with \(n+1\) collinear directions. In that case, we do need the Glauber operators. What we would like to know is whether the generalized splitting function can be derived without knowing features of the full \(n+1\)-body amplitudes by the addition of Glauber operators to SCET.

A. Tree-level splitting amplitudes in SCET

To begin, let us discuss how a splitting amplitude would be calculated in SCET with soft and collinear modes, but no Glauber operators. SCET without Glauber can produce the strict-factorization-preserving splitting amplitude \(\mathbf{S} \mathbf{p}^\text{fact}\), but not the factorization-violating parts in \(\mathbf{S} \mathbf{p}^\text{fact}\). Recall our notation that \(P^\mu \equiv p_1^\mu + p_2^\mu\) is the mother parton momentum. We take \(P^\mu\) and the daughter momentum \(p_1^\mu\) to be incoming and \(p_2^\mu\) to be outgoing. The strictly factorizing splitting amplitude is then as in Eq. (51):

\[
\mathbf{S} \mathbf{p}^\text{fact} = \frac{\langle p_2 | W_{\bar{\psi}\psi}^\dagger | p_1 \rangle}{\langle 0 | W_{\bar{\psi}\psi}^\dagger | P \rangle}.
\]  

(80)

Here \(\bar{\psi}\) is an ordinary Dirac fermion and \(W_{\bar{\psi}\psi}\) is a collinear Wilson line pointing in a direction \(\mu\) not collinear to \(P^\mu\). In the traditional formulation of SCET \(\bar{\psi}\) carries a label specifying the large and perpendicular components of its momentum, and the interactions of \(\psi\) with collinear gluons are power expanded. However it is simpler to use the full QCD Feynman rules as we do here.

The tree-level splitting amplitudes are easily computed from Eq. (80) (see [4]).
The first diagram has the gluon coming off the fermion from a Lagrangian interaction; the second diagram has the gluon coming out of the Wilson line. These graphs evaluate to

\[
\langle p_2 | W_1^\dagger \psi | p_1 \rangle_{\text{tree}} = g_s T_1 \left[ \frac{r \cdot \epsilon}{r \cdot p_2 - (p_1 + p_2)^2} \right] v(p_1),
\]

(82)

The dependence on the Wilson line direction \( r^\mu \) drops out for physical polarizations. The result is [4]

\[
S_{p_0}^{R-} = g_s \frac{\sqrt{2}}{|p_2 p_1|} \frac{z}{1 - z} T_1, \quad S_{p_0}^{R+} = g_s \frac{\sqrt{2}}{|p_1 p_2|} \frac{1}{\sqrt{1 - z}} T_1.
\]

(83)

\( S_{p_0}^{R_+} \) are related to \( S_{p_0}^{R+} \) by parity conjugation. Here \( R \) and \( L \) refer to the spin of the fermion (right or left) and \( \pm \) refer to the helicities of the emitted gluon. These tree-level splitting functions hold for any kinematical configuration, as strict factorization holds at tree level.

In Eq. (82), we used QCD Feynman rules, as is appropriate for evaluating the splitting function defined in Eq. (80). This is based on the reformulation of SCET in [4] and [5]. In traditional SCET, the splitting function is computed from \( \langle p_2 | W_1^\dagger \xi_n | p_1 \rangle \) with \( \xi_n \) a collinear quark; i.e., one whose interactions are truncated to leading power. The denominator in Eq. (80) is replaced by the diagram-level zero-bin subtraction procedure outlined in [11]. The SCET Feynman rules [36] then give

\[
\langle p_2 | W_1^\dagger \xi_n | p_1 \rangle_{\text{tree}} = -g_s T_1 \left[ \frac{\hat{\epsilon}_n \cdot (p_1 + p_2)}{2 (p_1 + p_2)^2} \right] \left( \frac{\hat{n} \cdot \epsilon + \hat{n} \cdot (p_1 + p_2)}{\hat{n} \cdot (p_1 + p_2)} \right) v(p_1),
\]

(84)

where \( p_1^\mu \propto n^\mu \) has been used and the Wilson line direction \( r^\mu \) is set to \( n^\mu \). Simplifying this expression for the various helicity/spin combinations gives the same splitting functions as in Eq. (83).

To compute the one-loop corrections to \( S_{p_0}^{\text{fact}} \) we need to evaluate Eq. (80) to next order. Noncollinear sectors encapsulated by the Wilson lines. Evaluating the relevant graphs should produce a result equivalent to known results about one-loop splitting amplitudes from full QCD. This calculation has not been done in SCET, to our knowledge, and would certainly be an interesting check on the formalism that we leave to future work.

**B. Factorization-violating contributions**

To compute the contributions to the generalized splitting function that violate strict factorization, we obviously cannot start from the factorized expression Eq. (2) which leads to Eq. (80). The advantages of writing a factorized expression as in Eq. (2) include first, that it involves only QCD fields and the familiar QCD Feynman rules, and second, that the soft-collinear overlap is removed through an operator matrix element. The inclusion of Glauber effects has so far only been formulated in the traditional presentation of SCET [18], with collinear and soft fields and their associated SCET Feynman rules and with the overlap removed by a diagram-by-diagram zero-bin subtraction procedure. In this approach, one writes matrix elements in the effective theory as one big operator product:

\[
|\mathcal{M}| \cong C(S_{ij}) \langle p_2; \ldots X_N; X_i | \psi^* W_i Y_1 \ldots W_N Y_N \psi | p_1; X_3 \rangle.
\]

(85)

Similarly,

\[
|\overline{\mathcal{M}}| \cong C(S_{ij}) \langle \ldots X_N; X_i | \psi^* W_i Y_1 \ldots W_N Y_N \psi | P; X_3 \rangle.
\]

(86)

The generalized splitting function can be computed as the ratio of these matrix elements using SCET Feynman rules and appropriate zero-bin subtractions.

As indicated in Sec. IV D, Glauber effects are included in SCET through the addition of potential operators that couple pairwise all possible fields in all possible collinear sectors. These operators are schematically of the form

\[
O_G \sim \bar{\psi} \gamma_\mu \frac{1}{P_\perp} \psi \gamma_\nu J, \quad \text{as in Eq. (46),}
\]

with a plethora of terms in QCD, as in Eq. (47). There are different operators coupling quarks to quarks, gluons to gluons and quarks to gluons. See [18] for all the details.

Most of the time, the effects of these Glauber operators are identical to the effects of the Glauber limit of the soft diagrams [connecting the soft Wilson lines \( Y_j \) in Eq. (85)]. Thus one must either subtract the overlap, as is done in [18], or more simply compute the full soft graphs without the soft-Glauber subtraction, and not bother including the Glauber operator contribution when it is not needed.
Thus for example, the following graphs contribute to $|\mathcal{M}|$:

\[
I_{Sa} = \quad , \quad I_{Ga} = \quad \text{(87)}
\]

Here the horizontal gluon with a line through it is a collinear emission, the vertical gluon is soft, and the dots are Glauber. Since the Glauber limit of $I_{Sa}$ gives exactly $I_{Ga}$, we can simply compute $I_{Sa}$ without zero-bin subtracting and not include $I_{Ga}$. Moreover, $I_{Sa}$ gives the same result as the analogous contribution to $|\mathcal{M}|$; thus we can ignore both of these graphs when computing the one-loop splitting amplitude.

The Glauber graphs that cannot be ignored are those for which there is not a corresponding soft graph. In SCET, the interactions of soft gluons with collinear fields are completely removed from the Lagrangian; they only come from the Wilson lines in Eqs. (85) and (86). These can be drawn coming out of the blob, since that represents the operator containing the Wilson lines, or slightly shifted away from the blob, as in the diagrams in Eq. (87). Thus graphs like

\[
I_{Gb} = \quad , \quad I_{Gb} = \quad \text{(88)}
\]

give identical Glauber contributions to $|\mathcal{M}|$. We can therefore ignore both due to the soft-Glauber zero-bin subtractions. Note that while the soft graph factorizes into the product of a soft matrix element and a collinear emission, the Glauber graph does not factorize. Thus we cannot claim that $I_{Gb}$ is identical to the contribution from the analogous graph contributing to $|\mathcal{M}|$. Instead, we need to look at the graphs contributing to $|\mathcal{M}|$:

\[
\tilde{I}_{Gb} = \quad , \quad \tilde{I}_{Gb} = \quad \text{(89)}
\]

These have identical Glauber contributions and can be dropped by the zero-bin subtraction.

The Glauber graphs that have no corresponding soft graph are

\[
P_{Gc}^{j} = \quad , \quad P_{Gd}^{j} = \quad \text{(90)}
\]

The upper Glauber vertex in $I_{Gc}^{j}$ comes from the expansion of the collinear Wilson line in the quark-quark Glauber operator connecting the 1 and $j$ directions. One must consider these three graphs for any direction $j = 3 \ldots N$.

To evaluate $I_{Gc}^{j}$, we first note that the collinear Wilson line direction $n_{\mu}^{j}$ can be anything not collinear to the $p_{\mu}^{j}$ direction. We can therefore choose a basis of polarization vectors $e_{\pm}(p_{2})$ for the outgoing collinear gluon with momentum $p_{2}$ so that $t_{1} \cdot e_{\pm} = 0$. Doing so makes graph $I_{Gc}^{j} = 0$ for any $j$.

Next, we turn to $I_{Gd}^{j}$. In position space, this graph describes a Glauber exchange that takes place earlier in time than the collinear emission. That is, the emission interrupts the Glauber loop. In such a situation, a general argument as given in [18] is that the graph must vanish. We can also see it directly from the integral itself. Working in light-cone coordinates, $p_{1}' = -\frac{1}{2}Qn^{\mu}$ and $p_{2}' = \frac{1}{2}p_{2}^{\mu}n^{\mu} + \frac{1}{2}p_{2}^{\mu}\bar{n}^{\mu} + p_{2,\perp}^{\mu}$. For $j \geq 3$, we have $p_{j}' = \frac{1}{2}Q_{j}n_{j}^{\mu}$ (for outgoing $p_{j}$) or $p_{j}' = -\frac{1}{2}Q_{j}n_{j}^{\mu}$ (for incoming $p_{j}$). And we decompose the Glauber momentum $k^{\mu}$ with respect to $n^\mu$ and $n_{j}^\mu$ so that for each diagram $k^{-} = n \cdot k$, $k^{+} = n_{j} \cdot k$. This gives

\[
I_{Gd}^{j} = \quad , \quad I_{Ge}^{j} = \quad \text{(90)}
\]
COLLINEAR FACTORIZATION VIOLATION AND …

with the \( \cdots \) at the end representing the numerator and spin structure that are irrelevant here. Here the \( \mp \) sign denotes either outgoing (-) or incoming (+) \( p_j \). We note that only two propagators depend on \( k^- \), and both of the corresponding poles in the complex \( k^- \) plane are below the real \( k^- \) axis. Thus we can close the \( k^- \) contour downward and the integral vanishes.\(^3\)

Note that if there were no emission, the graph would reduce to the Glauber vertex correction in Eq. (30) which

\[
I^1_{\text{Gd}} = k_\perp \rightarrow p_j
\]

\[
g_s^2 \int \frac{d^4k}{(2\pi)^4} \frac{1}{k_\perp^2} \frac{n \cdot n_j}{2} \frac{\mp 1}{Q_j k^+ - k_\perp^2 + i\varepsilon} \frac{1}{\mp Q_j k^- + k_\perp^2 + i\varepsilon} 
\]

\[ \times Qk^- - k_\perp^2 + i\varepsilon \]  \[ Qk^- - (k_\perp + p_{2,\perp})^2 - Qp_{2,\perp}^2 + i\varepsilon \] \[
\times \cdots \]

\[
I^2_{\text{Gd}} \Rightarrow
\]

\[
I^2_{\text{Gd}} = \frac{1}{2} g_s^3 (T_2 \cdot T_j) T_1 \overline{\mathcal{M}}^0 \int \frac{d^4k}{(2\pi)^4} \frac{1}{|2k^2|^n} \frac{n \cdot n_j}{2} \frac{\mp 1}{k^2 - \delta_2 + i\varepsilon} \frac{1}{k^2 - \delta_1 + i\varepsilon} \epsilon_\mu(p_2) 
\]

\[
N^\mu(p_1, p_2, k) = \frac{\gamma'}{2} v(p_1) 
\]

\[
\gamma_\perp' = \gamma' - \frac{1}{2} \frac{\gamma'}{n_\mu} - \frac{1}{2} \frac{\gamma'}{n_\mu}.
\]

where \( \gamma'_i \) are the perpendicular components of \( \gamma' \), projected out as with a four-vector: \( \gamma'_\perp = \gamma' - \frac{1}{2} \gamma' n_\mu - \frac{1}{2} \gamma' n_\mu \). In the

\[ \text{numerator expression, the } \# \text{ and } \#^\dagger \text{ factors at the beginning and the end project onto the collinear spinors. The part in bracket comes from expanding the QCD vertex at leading power, according to the SCET Feynman rules, using the vertex coming from the quark-gluon Glauber operator, and simplifying. That this numerator factor depends only on } k^\mu_2 \text{, not on } k^\mu_1 \text{ or } k^- \text{, greatly simplifies the calculation. This simplification comes from keeping only the leading-power interactions, as in SCET.} \]

To evaluate this graph we first write \( k^\pm = k^0 \pm k^z \) and perform the \( k^0 \) integration by contours. The poles at \( k^0 = k^z + \delta_2 - i\varepsilon \) and \( k^0 = k^z + \delta_1 + i\varepsilon \) pinch the contour in the Glauber region [37]. If we take \( p_{j,\perp} \) to be outgoing [upper signs in Eq. (92)], then the pole from the first propagator is at \( k^0 = k^z - \delta_2 - i\varepsilon \). We then close the contour downwards, setting \( k^0 = k^z + \delta_2 \), so that \( k^- = \delta_2 \) and \( k^+ = 2k^z + \delta_2 \). This gives

\[
I^2_{\text{Ge}} = -2 g_s^3 (T_2 \cdot T_j) T_1 \overline{\mathcal{M}}^0 \int \frac{d^{d-2}k_{z}}{(2\pi)^{d-1}} \frac{N^\mu}{|k_\perp^2|} \frac{1}{\delta_1 - \delta_2} \epsilon_\mu(p_2) 
\]

\[
\times \int dk^z \frac{1}{|2k^2|^n - 2k^z - \delta_2 - \delta_1 + i\varepsilon}.
\]  

\[ \text{This argument only works if the integral is convergent, which requires the rapidity regulator. See the longer discussion in Sec. VIII.} \]

\[ \text{056005-21} \]
The $k^\perp$ integral is straightforward to evaluate [see Eq. (B.4) of [18]]:

\[
\int_{-\infty}^{\infty} \frac{dk^\perp}{2\pi} \frac{1}{\left(2k^\perp\right)^3} \frac{1}{2k^z + 2\Delta + i\epsilon} = \frac{1}{4\pi} \frac{1}{\left(2\pi\right)^3} \frac{1}{\sin(\pi\eta)} (-i\Delta)^{-2\eta} \quad (96)
\]

Note that the $k^\perp$ integral cares only about the discontinuity of $\int \left(2k^\perp - \delta_2 - \Delta + i\epsilon\right)^{-1}$, which is independent of the values of $\delta_2$ and $\Delta$. Even though the result is independent of $\eta$ as $\eta \to 0$, one still needs the rapidity regulator to make the integral well defined. Indeed, the rapidity regulator imparts critical nonanalyticity, allowing the graph to vanish for $p_j^\perp$ incoming but not for $p_j^\perp$ outgoing.

If the noncollinear leg $p_j^\perp$ that the Glauber gluon connects to is incoming [the + sign in Eq. (92)], then the pole from the first propagator is at $k^0 = -k^z + \delta_j - i\epsilon$. We then close the contour upwards, setting $k^0 = k^z + \delta_1$, so that $k^- = \delta_1$ and $k^+ = 2k^z + \delta_1$. This gives

\[
P_{Ge}^3 = 2g_1^2 \left(T_2 \cdot T_1\right) T_1 \left(M_0^0 \right) \int \frac{dk^\perp}{2\pi} \frac{1}{\left(2k^\perp\right)^3} \frac{1}{k^\perp - \delta_2} \epsilon_\mu(p_2) \quad (98)
\]

Compared to Eq. (95), we have a relative minus sign from the integrand. The result is the same as Eq. (95) with a – out front; that is,

\[
P_{Ge}^j = \mp \frac{2}{2} g_1^2 \left(T_2 \cdot T_j\right) T_1 \left(M_0^0 \right) \int \frac{dk^\perp}{2\pi} \frac{1}{\left(2k^\perp\right)^3} \frac{1}{k^\perp - \delta_j + i\epsilon} \quad (99)
\]

Here the $\mp$ sign denotes either outgoing (–) or incoming (+) $p_j$. The $k^\perp$ integral is regulated in $d - 2 = 2 - 2c$ dimensions:

\[
\mu^{d-2} \int \frac{d^d k^\perp}{(2\pi)^d} \frac{P^\perp_2 + k^\perp}{\left(2k^\perp\right)^3} \frac{1}{\left(k^\perp\right)^2} = \frac{1}{4\pi} \frac{1}{\left(2\pi\right)^3} \frac{1}{p^2_\perp} \left(4\pi\mu^2\right)^e \Gamma(-e)\Gamma(1 + e) \quad (100)
\]

Putting things together, this diagram is

\[
P_{Ge}^j = \pm \frac{\alpha_s}{2\pi} \frac{4\pi\epsilon^{-\epsilon} \mu^2}{p^2_\perp} \left(\frac{\ln \left(-e\right)}{\epsilon} + O(\epsilon)\right) \left(T_2 \cdot T_j\right) T_1 \left(M_0^0 \right) \quad (101)
\]

where the (+) sign corresponds to $p_j^\perp$ outgoing (incoming). Using the on-shell condition, $p_{2,\perp} \cdot e = -\frac{1}{2} p_{2,\perp}^\perp n \cdot e - \frac{1}{2} p_{2,\perp}^\perp n \cdot e^\perp = -\frac{1}{2} p_{2,\perp}^\perp n \cdot e$, we recognize the spin structure in Eq. (101) to be the same as the tree-level splitting amplitude, as in Eq. (84). Thus,

\[
P_{Ge}^j = \pm \frac{\alpha_s}{2\pi} \frac{4\pi\epsilon^{-\epsilon} \mu^2}{p^2_\perp} \left(\frac{\ln \left(-e\right)}{\epsilon} + O(\epsilon)\right) \left(T_2 \cdot T_j\right) S_{p_0} \cdot M_0^0 \quad (102)
\]

Recall that

\[
\frac{z}{1 - z} = \frac{p^\perp_2}{p^\perp_1}, \quad (104)
\]

so we have $p^\perp_2 = (-2p_1 \cdot p_2) / (z - 1)$, and

\[
P_{Ge}^j = \pm \frac{\alpha_s}{2\pi} \frac{4\pi\epsilon^{-\epsilon} \mu^2}{p^2_\perp} \left(\frac{\ln \left(-e\right)}{\epsilon} + O(\epsilon)\right) \left(T_2 \cdot T_j\right) S_{p_0} \cdot M_0^0. \quad (105)
\]

Summing over all $j$, and letting $p_3$ be an incoming parton, we then get

\[
S_{p_3}^{\text{nonfac.}} = \frac{\alpha_s}{2\pi} \frac{4\pi\epsilon^{-\epsilon} \mu^2}{p^2_\perp} \left(\frac{\ln \left(-e\right)}{\epsilon} + O(\epsilon)\right) \left(-T_2 \cdot T_3 + \sum_{j=3} \left(T_2 \cdot T_j\right) S_{p_0}\right. \quad (106)
\]

\[
= \pm \frac{\alpha_s}{2\pi} \frac{4\pi\epsilon^{-\epsilon} \mu^2}{p^2_\perp} \left(\frac{\ln \left(-e\right)}{\epsilon} + O(\epsilon)\right) \left(-T_2 \cdot T_3 + \sum_{j=3} \left(T_2 \cdot T_j\right) S_{p_0}\right. \quad (107)
\]
where the \( \cdots \) respects strict factorization. This reproduces both the singular and the finite parts of the one-loop factorization-violating splitting function, as in Eq. (76).

VII. TWO-LOOP FACTORIZATION VIOLATION FROM SCET

In SCET, the two-loop splitting function comes from expanding the ratio of \( |\mathcal{M}| \) to \( |\tilde{\mathcal{M}}| \) as in Eqs. (85) and (86) to two-loop order. Physical effects of factorization violation must occur at the cross-section level; thus the most important effect we are looking for is a real contribution to \( \text{Sp}^2,\text{nonfac} \). We will therefore focus on isolating this real part, which should match Eq. (79). Factorization-violating effects at two loops will necessarily involve insertions of the Glauber operator, and at two loops there can be one or two exchanged Glauber gluons.

Not all two-loop diagrams involving Glauber gluons can contribute to factorization violation. For example, none of the diagrams in Fig. 2 is relevant. Figures 2(a) and 2(b) describe Glauber exchange right next to the hard interaction. For these graphs, as at one loop, the Glauber is contained in the soft contribution and does not generate factorization violation. Diagrams like Fig. 2(c) with a disconnected soft loop cancel with the product of a one-loop Glauber exchange and a one-loop soft contribution. Figure 2(d) is an example of a diagram with collinear loops in the \( n_j \) sector, with \( j \neq 1 \). Since the flow of Glauber momentum follows the direction of energy flow in the \( n_j \)-collinear propagators, the \( n_j \)-component of Glauber momentum is not pinched. Thus the Glauber contribution is contained in the soft contribution, or, more physically, the Glauber contribution acts coherently on the \( n_j \)-collinear fields. The sum of such diagrams will cancel with the product of the one-loop Glauber contribution and the one-loop collinear contribution. It is not hard to see that loop corrections due to interactions between fields in the non-collinear sectors do not contribute to the factorization-violating part of the splitting amplitude.

Two-loop diagrams that can contribute to factorization violation must involve color exchange between the daughter gluon and hard noncollinear partons. They can be categorized as double Glauber exchange, Glauber-soft mixing and Glauber-collinear mixing diagrams. The splitting amplitude is thus given by

\[ \text{Sp}^2,\text{nonfac} = |\mathcal{M}|^{(\text{double Glauber})} - \text{Sp}^1,\text{nonfac} 
+ |\mathcal{M}|^{(\text{Glauber loops})} + |\mathcal{M}|^{(\text{Glauber-soft})} + |\mathcal{M}|^{(\text{Glauber-coll})} 
- \text{Sp}^1,\text{nonfac} 
+ |\mathcal{M}|^{(\text{n}_j,\text{-coll loops})}. \]  

The first term on the right-hand side of Eq. (108) corresponds to double Glauber diagrams, with examples given in Figs. 4 and 5. Since each Glauber subloop produces a factor of \( (i\pi) \), these terms are purely real. Similar to the one-loop Glauber diagrams, we expect that double Glauber diagrams to be rapidity finite and have no logarithmic dependence on the momenta of noncollinear partons. The second term in Eq. (108) takes away the one-loop factorization-breaking effect. The second line of Eq. (108) comes from Glauber-soft and Glauber-collinear diagrams that violate factorization. Representative diagrams for each set are shown in Fig. 3. These diagrams have highly nontrivial kinematic dependence on all external partons and involve two-loop multileg loop integrals with rapidity divergences. A full explicit calculation of these diagrams is beyond the scope of our paper. In the following section we will carry out the calculation of double Glauber diagrams and show that the first line of Eq. (108) reproduces the leading pole of the real part of \( \text{Sp}^2,\text{nonfac} \).

A. Double Glauber diagrams

In this section, we give explicit results for double Glauber exchange diagrams that can violate strict factorization. To evaluate the diagrams, we use the rapidity-regularization scheme given in [18], which adds a convergence factor of \( \frac{1}{|\kappa_j|} \) to the integrand for both Glauber...
momenta. We refer to $p_1$ and $p_2$ as collinear partons and all other partons as noncollinear. We discuss and summarize the calculation here, leaving the details of some representative calculations to the Appendix.

All of the relevant double Glauber diagrams have at least one Glauber attached to the $p_2$ gluon. Diagrams where neither Glauber attaches to $p_2$ either vanish or are contained in $|\mathcal{M}^1|_\text{Glauber}$ loops. None of the relevant diagrams has Glauber gluons attached to $p_1$; when the Glauber gluon attaches to $p_1$, the Glauber loop is interrupted by the real emission and the diagram will vanish (just as $I_{jGd} = 0$ in Sec. VI B). The relevant diagrams can be divided into two categories, those involving two hard-collinear directions (Fig. 4), and those involving three hard-collinear directions (Fig. 5).

We will start with diagrams in Fig. 4 involving two hard-collinear directions. These can either have two Glauber vertices on $p_2$ and two on a noncollinear parton $p_j$ or they can have one Glauber vertex on $p_2$, one on the internal collinear line labeled as $p_{(12)}$, and the other two on $p_j$.

Figures 4(a) and 4(b) describe Glauber exchange with outgoing noncollinear partons. Figure 4(a) has two parallel Glauber rungs which can be ordered in time. We find

$$
\left(109\right) \quad I_{jGd} = \frac{1}{2!} \left(\frac{\alpha_s}{2\pi}\right)^2 \left(i\pi\right)^2 \left(\frac{4\pi\mu^2}{p_{2\perp}^2}\right)^{2\epsilon} \frac{[\Gamma(1 - \epsilon)]^2}{\Gamma(1 - 3\epsilon)}
$$

The $1/2!$ is a symmetry factor coming from the time ordering of the two Glaubers. Figure 4(b) has two crossed Glauber rungs such that the ordering of the Glauber vertices in light-cone time is the opposite on each line. The integral vanishes since all poles lie on the same side of the $k^0$-complex contour:

![Fig. 4. Double Glauber exchange diagrams that involve two collinear sectors.](image)

![Fig. 5. Double Glauber diagrams involving three collinear sectors.](image)
The sum of these two diagrams gives

\[ \text{double pole } \frac{1}{2!} (\mathbf{T}_2 \cdot \mathbf{T}_j)^2 \mathbf{Sp}^0 \mathbf{M}^0 \left( \frac{\alpha_s}{2\pi} \right)^2 (i\pi)^2 \frac{1}{\epsilon^2} \]  

(111)

Note that this is exactly half of the one-loop Glauber exchange diagram squared [see Eq. (103)]. This contribution must be summed over all outgoing legs \( j \).

Figures 4(c) and 4(d) describe Glauber exchanges between \( p_2 \) and the other incoming parton \( p_3 \):

\[ (\mathbf{T}_2^b \mathbf{T}_3^c)(\mathbf{T}_3^c \mathbf{T}_3^b) \mathbf{Sp}^0 \mathbf{M}^0 \]

\[ \times \frac{1}{2!} \left( \frac{\alpha_s}{2\pi} \right)^2 (i\pi)^2 \left( \frac{4\pi\mu^2}{p_{2,\perp}^2} \right)^{2\epsilon} \frac{\Gamma(1 - \epsilon)\Gamma(1 + 2\epsilon)}{\Gamma(1 - 3\epsilon)} \]  

(112)

Compared with Fig. 4(a), the order of color generators switches on the noncollinear leg. Similar to Fig. 4(b), the cross Glauber graph vanishes:

\[ \cdot = 0 \]  

(113)

Now we write \((\mathbf{T}_2^b \mathbf{T}_3^c)(\mathbf{T}_3^c \mathbf{T}_3^b) + C_A \mathbf{T}_2 \cdot \mathbf{T}_3\) and focus on the leading pole. The sum of these two diagrams is

\[ \text{double pole } \frac{1}{2!} \left[ (\mathbf{T}_2 \cdot \mathbf{T}_3)^2 + C_A \mathbf{T}_2 \cdot \mathbf{T}_3 \right] \mathbf{Sp}^0 \mathbf{M}^0 \left( \frac{\alpha_s}{2\pi} \right)^2 (i\pi)^2 \frac{1}{\epsilon^2} \]  

(114)

Note that this result is similar to half the square of the leading pole from the corresponding one-loop diagram; it contains, however, an additional \( C_A \) term that comes from switching the order of color generators as compared to Fig. 4(a).

So far we considered diagrams with two Glauber vertices on \( p_2 \). Now we move on to diagrams with one Glauber vertex on \( p_2 \) and the other on the internal collinear line, namely \( p_{(12)} \). The diagram where a Glauber completes a loop connecting \( p_{(12)} \) to a noncollinear parton \( p_j \) looks like the vertex diagram \( I_{\text{Glauber}} \) discussed in Sec. IV. It vanishes if \( p_j \) is outgoing such that \( p_{(12)} \cdot p_j < 0 \). When \( p_j \) is incoming, we can write down two such diagrams Figs. 4(e) and 4(f); both are nonvanishing and they only differ in color structure:
where $\frac{1}{\epsilon}$ is associated with the IR divergence. Using the color conservation relation, $T_{(12)} = -T_3 - ... - T_m$, we can write the sum of these two diagrams as

$$\begin{align*}
\left( T_2^b \right) \left( T_3^b T_3^\epsilon \right) \text{Sp}^0 \left( -T_{(12)}^c \right) \mathcal{M}^0 & = \frac{1}{2!} \left( \frac{\alpha_s}{2\pi} \right)^2 (i\pi)^2 \left( \frac{4\pi \mu^2}{p_{2,\perp}^2} \right)^{2\epsilon} \Gamma(-\epsilon) \frac{\Gamma(1-\epsilon)\Gamma(1+\epsilon)}{\Gamma(1-2\epsilon)} \left( \frac{1}{c_{\text{UV}}} - \frac{1}{\epsilon} \right) \\
\text{and} & \\
\left( T_2^b \right) \left( T_3^b T_3^\epsilon \right) \text{Sp}^0 \left( -T_{(12)}^c \right) \mathcal{M}^0 & = \frac{1}{2!} \left( \frac{\alpha_s}{2\pi} \right)^2 (i\pi)^2 \left( \frac{4\pi \mu^2}{p_{2,\perp}^2} \right)^{2\epsilon} \Gamma(-\epsilon) \frac{\Gamma(1-\epsilon)\Gamma(1+\epsilon)}{\Gamma(1-2\epsilon)} \left( \frac{1}{c_{\text{UV}}} - \frac{1}{\epsilon} \right)
\end{align*}$$

The first line in Eq. (117) will be removed by the corresponding term in $\text{Sp}^{(1)\text{nonfac.}} \mathcal{M}_{\text{Glauber loops}}^1$ in Eq. (108).

Now we turn to the diagrams with three different collinear directions, as shown in Fig. 5. Here we omitted diagrams where four Glauber vertices are on different legs, since those diagrams trivially factorize into the product of two one-loop results, which are contained in $\text{Sp}^{(1)\text{non fac.}} \mathcal{M}_{\text{Glauber loop}}^1$. Therefore we focus on diagrams where two Glauber vertices are on the same leg. In the first line of Fig. 5 are diagrams with two Glauber vertices on $p_2$. Diagrams in the second line have only one Glauber vertex on $p_2$.

First consider diagrams in the first line with two Glaubers exchanged between $p_2$ and two noncollinear partons $p_i$ and $p_j$, with $i \neq j$ and $(i, j = 3, ..., m)$. One immediate concern is that with three directions one cannot choose light-cone coordinates aligned with all of them. Fortunately, this is not a problem for Glauber graphs—at leading power in the Glauber expansion the $k_\perp$ components dominate over the projection of $k^\mu$ on any light-cone direction. Thus we can choose one light-cone direction $n_{1\mu}^\text{c}$ aligned with the collinear $p_1^\mu$ direction and the other $n_{2\mu}^\text{c}$ aligned with any other direction and the calculation is basically the same as if there are only two directions involved. More details of the decomposition are given in the Appendix. The result is
In Fig. 5(b) the Glauber vertices on the outgoing gluon line are switched. The $k^-$ integral then vanishes since all three poles are on the same side of the contour:

\[
\begin{array}{c}
\text{\textbullet} = 0
\end{array}
\]  

(118)

The sum of the two diagrams is

\[
\begin{array}{c}
\text{\textbullet} + \text{\textbullet = double pole}
\end{array}
\]

(119)

\[
\left(-\frac{1}{2}(T_2 \cdot T_j)(T_2 \cdot T_k) \frac{i}{2} f_{abc} T^a T^b T^c_j\right) \text{Sp}^0 \mathcal{M}^0 \left(\frac{\alpha_s}{2\pi}\right)^2 (i\pi)^2 \frac{1}{\epsilon^2}
\]

We have broken up the color factor into terms that are symmetric and antisymmetric under $3 \leftrightarrow j$. The first term can be identified with the cross terms coming from the exponentiation of the sum of $I_{Ge}^k$ and $I_{Ge}^l$ computed in Sec. VI B.

Graphs with two outgoing legs as in Fig. 5(c) are similar with an extra factor of 1/2 from the time ordering:

\[
\begin{array}{c}
\text{\textbullet = } \frac{1}{2!}\left((T_2 \cdot T_j)(T_2 \cdot T_k)\right) \text{Sp}^0 \mathcal{M}^0
\end{array}
\]

\[
\times \left(\frac{\alpha_s}{2\pi}\right)^2 (i\pi)^2 \left(\frac{4\pi\mu^2}{P_{2,\perp}^2}\right)^{2\epsilon} \left[\Gamma(-\epsilon)\right]^2 \frac{\Gamma(1-\epsilon)\Gamma(1+2\epsilon)}{\Gamma(1-3\epsilon)}
\]  

(120)

Figure 5(d) can be obtained from Fig. 5(c) by switching $j$ and $k$:

\[
\begin{array}{c}
\text{\textbullet} + \text{\textbullet = double pole}
\end{array}
\]

(121)

\[
\frac{1}{2!}\left((T_2 \cdot T_j)(T_2 \cdot T_k) + (T_2 \cdot T_k)(T_2 \cdot T_j)\right) \text{Sp}^0 \mathcal{M}^0 \times \left(\frac{\alpha_s}{2\pi}\right)^2 (i\pi)^2 \frac{1}{\epsilon^2}
\]

These diagrams produce the cross term from the exponentiation of $I_{Ge}^k$ and $I_{Ge}^l$.  
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The remaining diagrams on the second line of Fig. 5 can be computed in the same way. We find for the sum

\[
\sum_{\text{double pole}} \left( \left( T_2 \cdot T_j \right) + \left( T_2 \cdot T_k \right) \right) \mathcal{S} p^0 (T_j \cdot T_k) \overline{\mathcal{M}}^0 \left( \frac{\alpha_s^2}{2\pi} \right) (i \pi)^2 \frac{1}{\epsilon^2}
\]

The sum of these last four diagrams will cancel the corresponding terms in the contribution \( \mathcal{S} p^0, \text{nonfac.} \mathcal{M}^0 \) to Eq. (108).

Let us summarize and put together the results for double Glauber diagrams in Figs. 4 and 5. As expected, these diagrams have no explicit dependence on the momenta of noncollinear partons. They are only sensitive to the physical scale associated with the splitting. All the nonvanishing double Glauber graphs have a ladder-type topology, where two vertical rungs represent Glauber interactions ordered in time:

\[
\text{Fig. 4} + \text{Fig. 5} - \mathcal{S} p^0, \text{nonfac.} \mathcal{M}^0 \text{Glauber loops} = \left\{ \frac{1}{2} \left( -T_2 \cdot T_3 + \sum_{j=4}^{m} T_2 \cdot T_j \right)^2 + \sum_{j=4}^{m} i f_{abc} T_2 T_3 T_j \right\}
\]

\[
\times \mathcal{S} p^0, \mathcal{M}^0 \left( \frac{\alpha_s^2}{2\pi} \right) (i \pi)^2 \left( \frac{4\pi\mu^2}{P^2_{\perp}} \right)^{2\epsilon} \left( \frac{1}{\epsilon_{UV}} - \frac{1}{\epsilon} \right)
\]

\[
\mathcal{S} p^0, \text{nonfac.} \mathcal{M}^0 \text{Glauber loops} \equiv \left\{ \frac{1}{2} \left[ \frac{\alpha_s}{2\pi} i \pi \left( -T_2 \cdot T_3 + \sum_{j=4}^{m} T_2 \cdot T_j \right) \right] - \frac{\alpha_s^2}{4\pi} \sum_{j=4}^{m} i f_{abc} T_2 T_3 T_j \right\} \mathcal{S} p^0, \mathcal{M}^0.
\]

The first term in Eq. (124) comes directly from exponentiating the one-loop Glauber phase given by Eq. (106). The second term with a purely non-Abelian color structure \( i f_{abc} T_2 T_3 T_j \) corresponds to the anti-Hermitian part of \( \Delta_C^2(e) \) shown in Eq. (79). Thus we find that the real part of the \( 1/\epsilon^2 \) IR poles in \( \mathcal{S} p^0, \text{nonfac.} \) at two loops from [19] are exactly reproduced by SCET. The subleading terms and the imaginary part of \( \mathcal{S} p^0, \text{nonfac.} \) at two loops involve graphs other than the double Glauber ones. We leave the complete computation of \( \mathcal{S} p^0, \text{nonfac.} \) at two loops to future work.

VIII. ANALYTIC PROPERTIES OF GLAUBER GLUONS IN SCET

We have shown that SCET with the addition of Glauber operators as proposed in [18] reproduces known results about factorization-violating contributions to splitting amplitudes from QCD. For the effective theory to be consistent it is critical that the Glauber operators do not destroy factorization in situations where it is supposed to hold.

SCET graphs involving Glauber gluons have unusual properties compared to graphs in QCD. For example, the form-factor graph vanishes if \( p_1 \cdot p_2 < 0 \) but is nonzero if \( p_1 \cdot p_2 > 0 \):

\[
= \frac{\alpha_s}{2\pi} \frac{p_1}{\epsilon_{\text{IR}}},
\]

\[
= \frac{\alpha_s i \pi}{2\pi} \frac{p_1}{\epsilon_{\text{IR}}},
\]

\[
\mathcal{S} p^0, \text{nonfac.} \mathcal{M}^0 \text{Glauber loops} \equiv 0.
\]
This implies in particular that the Glauber graph is not an analytic function of the external momenta. The nonanalyticity comes about through the nonanalytic rapidity regulator. This regulator is an essential part of the definition of SCET with Glaubers.

Glauber gluons have an intimate connection to soft gluons. For example, the amplitudes in Eq. (125) are exactly the imaginary part of the corresponding soft graphs. More generally, the Glauber region corresponds to a particular approach to the soft singularity: \( k^\mu \to 0 \) with \( k^\perp \ll \frac{\mu}{Q} \) for a hard scale \( Q \). Thus, Glauber gluons can be understood by studying the region around the soft pinch, as we did in Sec. III. In that section, we showed that when factorization holds, Glauber gluons can be safely ignored. More precisely, we showed that when there is no pinch in the Glauber region the eikonal approximation can be justified to reproduce the complete soft singularity. While these observations about pinched contours are useful for studying factorization in QCD, they do not immediately translate to observations about graphs involving Glauber operator insertions in SCET.

In SCET, when the Glauber operator contribution is entirely contained in the soft contribution, the soft-Glauber correspondence is said to hold \cite{18}. When the soft-Glauber correspondence holds, the Glauber contributions can be completely ignored due to the zero-bin subtraction. More precisely, in \cite{18}, Rothstein and Stewart called a soft graph in SCET without its Glauber subtraction a “naïve” soft graph, denoted by \( \tilde{S} \). Then the “pure” soft contribution \( S \) is the naive soft contribution with its Glauber limit subtracted off: \( S = \tilde{S} - S^{(G)} \). The pure soft graphs have nice properties, such as that they are independent of the direction of the soft Wilson lines; all of the unusual properties of the Glauber-gluon graphs, such as the nonanalytic behavior of Eq. (125) and the necessity of a rapidity regulator, are eliminated by this subtraction. When the soft-Glauber correspondence holds, \( S^{(G)} = G \).

What we would like to be true is that, in momenta configurations for which there is no Glauber pinch in QCD, the soft-Glauber correspondence holds. This is not easy to show, since there is not a one-to-one correspondence between the Glauber limit of graphs in QCD (via the method of regions) and graphs in SCET with Glauber operator insertions. Thus, the check that Glauber operators do not destroy factorization in SCET is nontrivial. Here, we provide a general argument for why it should be true in general.

To study factorization-violating effects of Glauber gluons, it is not particularly useful to subtract off the Glauber limit of each soft graph and add it back in through a pure Glauber contribution. The graphs in Eq. (125) are irrelevant to factorization violation since there is no pinch in the Glauber region for either kinematic configuration. Instead, we want to start with factorization in SCET without Glaubers, and look at what new effects adding Glaubers will have. That is, we would like to consider \( G_{\text{nonfac}} = G - G_{\text{fact}} \) where \( G \) refers to any graph with Glaubers and \( G_{\text{fact}} \) are the Glauber graphs that double count contributions from the factorized expression in SCET without Glaubers.

A critical property that \( G_{\text{nonfac}} \) must have is that it does not spoil factorization in situations where factorization is supposed to hold. For example, consider the canonical Glauber pinch graph as in Eq. (25). We suppose there are two collinear momenta \( p_1 \parallel p_2 \) and want to look at how the contribution changes when \( p_2^\mu \) goes from incoming to outgoing:

\[
S(p_1)\propto k_1^+ - k_1^- \sim 0 \quad \neq 0 \quad (126)
\]

In the configuration on the left, \( p_1 \cdot p_2 > 0 \), there is no Glauber pinch, and factorization should hold. For this graph, there is no corresponding soft graph for the Glauber to be contained in.\(^4\) Thus the graph on the left must vanish or else factorization would be violated. The right graph, with \( p_1 \cdot p_2 < 0 \), must reproduce known factorization-violating results from QCD (as we have shown it does). Note that the corresponding graphs in QCD are analytic functions of momenta and generically do not vanish for either sign of \( p_1 \cdot p_2 \).

The remarkable nonanalytic property of the diagrams in Eq. (126) as a function of \( p_2^\mu \) is achieved through a conspiracy of the power expansion in SCET and the rapidity regulator. The power expansion sequesters all of the \( k^+ \) and \( k^- \) dependence:

\(^4\)Soft graphs are only sensitive to the net momenta in the collinear sector. The soft graph with a gluon exchanged from the \( p_1 \) sector has a Glauber limit given by the graph where the Glauber connects between the two legs closest to the hard vertex, as in Eq. (88).
As indicated in the figure, the power expansion lets us drop certain components of the loop momentum \( k^\mu \) on each leg that it flows through. The propagator for the red, dotted Glauber leg, with momentum \( k^\mu \), only depends on the largest component, which is \( k_\perp \) according to Glauber scaling. This propagator has been absorbed into the \( f(k_\perp, p_i) \) function in the numerator. Similarly, the \( k^+ \) component is dropped when \( k^\mu \) is added to \( p_2^\mu \) or \( p_2^\mu \) and the \( k^- \) component is dropped when \( k^\mu \) is added to whatever momentum \( q^\mu \) flows into the hard vertex from the rest of the diagram. Note that this momentum \( q^\mu \) must be lightlike or there is no pinch and the entire diagram is not infrared sensitive and can be dropped at leading power. The leading power expansion also forces both the locations of the poles \( \delta_i \) and the numerator to depend only on the largest components of \( k^\mu \), namely \( k_\perp \). That is, \( \delta_1, \delta_2, \delta_j \) and \( f \) depend only on \( k_\perp \) and components of the external momenta \( p_i \), but not on \( k^+ \) or \( k^- \). An explicit example is given in Eq. (92).

In the case where \( p_2^\mu \) is incoming the diagram has the same form but the \( \delta_2 \) pole crosses the real axis. That is, we make the replacement \( \delta_2 + i\epsilon \to \delta_2 - i\epsilon \) in Eq. (127). This flip removes the pinch from the Glauber region. In fact, it naively seems that since both the poles in the \( k^+ \) plane are on the same side of the axis, then Eq. (127) vanishes, as we expect for \( p_2^\mu \) incoming. Unfortunately, things are not that simple: if the integral vanishes for \( p_2^\mu \) incoming and is an analytic function of momenta, then it must also vanish for \( p_2^\mu \) outgoing. In fact, we cannot conclude that it vanishes simply because the \( k^- \) integral seems to give zero. The problem is that the power expansion has made the \( k^- \) integral infinite. Although \( k^- \) has nothing to do with the pinch in \( k^+ \) in the Glauber region, we need to regulate the whole integral to make the calculation well defined.

After adding a factor of \( |k_\perp|^{-\eta} \) from the rapidity regulator it is natural to change variables from \((k^-, k^+)\) to \((k^-, k_z)\). Doing the \( k^- \) integral in Eq. (127) then gives

\[
\int \frac{dk_\perp d^2k_\perp}{(2\pi)^3} \frac{1}{|k_\perp|^{\eta} 2k_z + \delta_1(k_\perp) - \delta_j(k_\perp) - i\epsilon} \frac{1}{\delta_1(k_\perp) - \delta_j(k_\perp) \neq 0.}
\]

For the spacelike splitting case, the \( k^- \) poles are on the same side of the real axis and the integral gives zero.

This one-loop example is all that is required to show that the Glauber operator contributions do not destroy factorization for timelike splittings in general. In the \( n \)-loop case, the infrared sensitive region has all the loop momenta near the pinch surface. Thus we can focus on a single loop, over a momentum \( k^\mu \), with the other momenta placed on the pinch surface \((k^\mu_i = 0 \text{ or } k^\mu_j \text{ proportional to some external momentum})\). For timelike splittings, the energies and large light-cone components of all the momenta in each collinear sector have the same sign. This places all the poles in \( k^- \) on the same side of the real axis. Therefore, once the integral is regulated with the rapidity regulator, the integral over \( k^- \) will give zero just as in the one-loop case.

In this way, the Glauber contribution with the rapidity regulator remarkably produces diagrams with the right properties: they vanish when factorization holds but contribute when factorization is violated. If a QCD diagram does not have a pinch in the Glauber region, then the corresponding diagram with Glauber gluon exchange in SCET with a rapidity regulator will vanish. This is a nontrivial consistency check on the SCET-Glauber formulation, requiring both the power expansion and the rapidity regulator. It is only possible because Glauber contributions in SCET are nonanalytic functions of external momenta.

The above arguments suggest that there may be a way to identify the contribution from operators in SCET with properties of amplitudes computed in QCD. Since the Glauber contributions are nonanalytic and vanish when \( p_2^\mu \to -p_2^\mu \), we might identify the Glauber contribution as \( G = \mathcal{M}(p_2, p_j) - \mathcal{M}(-p_2, p_j) \). At one-loop order, this is equivalent to half the discontinuity across the cut on the real \( p_2 \cdot p_j \) axis. Beyond one loop, taking the discontinuity across the cut can only reproduce the imaginary part of the amplitude, not terms like \((i\epsilon)^2\) coming from double Glauber exchange; flipping the sign of \( p_2 \) could get all of the multi-Glauber effects correct. It would certainly be interesting to investigate the connection between Glauber contributions in SCET and the analyticity of QCD amplitudes in greater detail.
IX. SUMMARY AND CONCLUSIONS

In this paper we have studied factorization violation in collinear splittings from the effective field theory point of view. The first few sections of the paper discussed situations where factorization holds. In particular, the importance of Glauber scaling was reviewed. We discussed how factorization requires application of the eikonal approximation to preserve all of the singularities in a small ball around the soft pinch surface. This requirement fails when there is a pinch in the Glauber region. Understanding the interplay among factorization, the eikonal approximation, and Glauber pinches allowed us to extend the precise amplitude-level formulation of factorization developed in [4,5,38] to situations where there are colored particles in the initial state. In particular, as long as no incoming direction and outgoing direction are collinear, strict factorization holds. This result, although implicit in much of the early literature on factorization, has never been stated explicitly or proven to our knowledge, so we include it here for completeness. Understanding where and why factorization does hold is a firm starting point for an analysis of factorization violation.

Regarding factorization violation, it had been shown from full QCD that in spacelike splittings (as in initial-state radiation) the splitting amplitude is different from timelike splittings (as in final-state radiation) [19,20]. In particular, for spacelike splittings, strict factorization is violated, in that the collinear splitting amplitude depends on the colors and kinematics of noncollinear partons. These results were derived in QCD by looking at the IR divergences of amplitudes with \( n + m \) well-separated partons and taking the limit where \( m \) of the partons become collinear. We showed that these results can be reproduced using SCET with the inclusion of Glauber operators as proposed in [18]. In particular, we confirmed the divergent and finite factorization-violating terms at one loop and the leading real divergent part at two loops, for \( m = 1 \). These calculations are nontrivial in SCET and require careful use of the rapidity regulator and the power expansion.

In the SCET approach, the splitting is computed from emissions off an amplitude with \( n \) collinear sectors, rather than by taking limits of \( m + n \) parton amplitudes. This conceptual difference might be advantageous in studying physical implications of factorization violation, for example, by sequestering factorization-violating effects to certain operator matrix elements. However, this is not yet possible as it is not clear how the Glauber contributions in SCET can be disentangled from the factorization-preserving soft and collinear contributions.

In [18] it was shown that much of the time the contribution from Glauber operators is identical to the Glauber limit of the soft contribution. This equivalence, \( G = S^{(G)} \) was called the “soft-Glauber correspondence” in [18]. It is important to understand when the soft-Glauber correspondence holds, as the soft-Glauber overlap (as well as the collinear-Glauber overlap) must be zero-bin subtracted to avoid overcounting. Unfortunately, it seems very hard to establish the soft-Glauber correspondence to all orders. Some examples and suggestive general arguments were given in [18]. In this paper, we connected the soft-Glauber correspondence (a feature of SCET) to situations in which integration contours can be deformed out of the Glauber region into the eikonal region in full QCD. When this deformation is possible, as in situations where no incoming parton is collinear to an outgoing parton, the soft-Glauber correspondence must hold.

One intriguing feature of the SCET-Glauber contributions is that they produce necessarily nonanalytic functions of external momentum. Nonanalyticity is critical for the Glauber contributions both to vanish when a momentum is outgoing (\( E > 0 \)) and to not vanish when a momentum is incoming (\( E < 0 \)). In QCD, amplitudes are analytic functions of momenta (up to poles and branch cuts) but in SCET they are not. An example of how this works is the one-loop Sudakov form factor, where QCD gives a \( \frac{1}{2} \ln(p_1 \cdot p_2 - i\epsilon) \) term, which is analytic, while the Glauber contribution gives just the discontinuity of this result, \( -i\epsilon \theta(p_1 \cdot p_2) \), which is nonanalytic. For this form factor, the Glauber contribution is not factorization violating, as the soft-Glauber correspondence holds, but the same nonanalyticity is critical in factorization-violating cases. Indeed, the one-loop one-emission Glauber graphs are also nonanalytic functions of a momentum \( p_2 \), as they must vanish when \( p_2 \) is outgoing (so as not to spoil factorization when it holds) and reproduce factorization-violating results from QCD when \( p_2 \) is incoming. The SCET formalism achieves this through a combination of the power expansion, which sequesters all the dependence on certain momentum components into certain parts of the Feynman diagrams so that Glauber graphs can exactly vanish when factorization holds, and the rapidity regulator, which is nonanalytic.

These observations, summarized in Sec. VIII, suggest that the factorization-violating Glauber contributions may be identified with a sort of generalized discontinuity of the QCD amplitude: they reproduce the difference between \( |M(p_2, p_1)| \) and \( |M(-p_2, p_1)| \). Another corollary of these observations is that the rapidity divergences in the Glauber graphs must be regulated with a nonanalytic regulator. The nonanalyticity is helpful, in that it allows for the Glauber graphs to isolate the factorization-violating effects, but it also makes computing Glauber contributions beyond one-loop order more challenging than for graphs where dimensional regularization can be used.
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APPENDIX: DOUBLE GLAUBER INTEGRALS

In the appendix we give more details of some representative two-loop double Glauher exchange diagrams. First consider Fig. 4(c) with two parallel Glauher rungs between \( p_2 \) and \( p_3 \):

\[ \text{Fig. 4(c) = } \]

\[ = 4g_0^2 (T_2^b T_3^b) (T_3^b T_4^b) T_1 \mathcal{M}^0 \int \frac{d^d \ell}{(2\pi)^d} \frac{d^d k}{(2\pi)^d} |2(\ell_z - k_z)|\eta|2k_z|\eta N_\mu(p_1, p_2, \ell_\perp) \epsilon_\mu(p_2) \frac{1}{(\ell_\perp - k_\perp)^2} \frac{1}{k_\perp^2} \]

\[ \times \frac{1}{k_\perp - \delta_1 + i \epsilon (\ell^+ - k^+) - \delta_2 + i \epsilon \ell^- - \delta_3 + i \epsilon - \ell^- - \delta_1 + i \epsilon} \]

\[ = 4g_0^2 (T_2^b T_3^b) (T_3^b T_4^b) T_1 \mathcal{M}^0 \int \frac{d^d \ell^c}{2\pi} \frac{d^d k^c}{2\pi} |2(\ell_z - k_z)|\eta|2k_z|\eta N_\mu(p_1, p_2, \ell_\perp) \epsilon_\mu(p_2) \frac{1}{(\ell_\perp - k_\perp)^2} \frac{1}{k_\perp^2} \frac{1}{\delta_2 - \delta_1} \]

\[ \times \frac{1}{2(\ell^c - k^c) - \delta_1 - \delta_2 - \delta_3 + i \epsilon 2 \ell^c - \delta_1 - \delta_3 + i \epsilon} \]

where

\[ \delta_1 = \frac{(\vec{p}_{2,1} + \vec{\ell}_\perp)^2}{Q - p_{2,1}^z} - p_{2,1}^z, \quad \delta_2 = \frac{(\vec{p}_{2,1} + \vec{\ell}_\perp)^2}{p_{2,1}^z} - p_{2,1}^z, \quad \delta'_2 = \frac{(\vec{p}_{2,1} + \vec{k}_\perp)^2}{Q - p_{2,1}^z} - p_{2,1}^z, \]

\[ \delta_3 = \frac{\vec{\ell}_\perp}{Q_3}, \quad \delta_3' = \frac{(\vec{\ell}_\perp - \vec{k}_\perp)^2}{Q_3}, \quad N_\mu(p_1, p_2, l) = \frac{1}{2} \left[ \frac{2(p_{2,1} + \vec{\ell}_\perp)^\mu}{p_{2,1}^z} + \frac{(p_{2,1} + \vec{f}_l)^\mu}{-Q + p_{2,1}^z} \right] \frac{1}{2} t_\nu(p_1). \]

The \( \ell^c \) and \( k^c \) integrals can be conveniently carried out in position space. After Fourier transforming the light-cone propagators, the integral becomes integrals of light-cone coordinates \( x \) and \( y \),

\[ \text{Fig.4(c) = } 4g_0^2 (T_2^b T_3^b) (T_3^b T_4^b) T_1 \mathcal{M}^0 \left[ -\frac{2\epsilon_\perp \mu}{p_{2,1}^z} - \frac{\gamma_{\perp, \mu} d_\perp}{Q - p_{2,1}^z} \right] v_n(p_1) \]

\[ \times \frac{p_{2,1}^z (Q - p_{2,1}^z)}{Q} \int \frac{d^d \ell^c}{(2\pi)^d} \frac{d^d k^c}{(2\pi)^d} \left( \frac{\ell_{2,1}^\perp + \ell_\perp^\mu}{(\ell_{2,1}^\perp + \ell_\perp^\mu)(\ell_{2,1}^\perp - k_\perp^\mu)^2} \frac{1}{k_\perp^2} \right) \]

\[ \times \frac{1}{4} \left( \frac{\eta}{2} \right)^2 \int dx dy (x - y) \theta(y) \frac{1}{|x|^{1 + \eta} |y|^{1 + \eta}} e^{-i(x - y)(\delta_1' + \delta_2' + \delta_3)/2 - i y (\delta_1 + \delta_3)/2} \]

\[ = (i)^2 g_0^2 (T_2^b T_3^b) (T_3^b T_4^b) T_1 \mathcal{M}^0 \left[ -\frac{2\epsilon_\perp \mu}{p_{2,1}^z} - \frac{\gamma_{\perp, \mu} d_\perp}{Q - p_{2,1}^z} \right] v_n(p_1) \]

\[ \times \frac{p_{2,1}^z (Q - p_{2,1}^z)}{Q} \left( \frac{2\pi)^d \frac{d^d \ell^c}{(2\pi)^d} \frac{d^d k^c}{(2\pi)^d} \left( \frac{\ell_{2,1}^\perp + \ell_\perp^\mu}{(\ell_{2,1}^\perp + \ell_\perp^\mu)(\ell_{2,1}^\perp - k_\perp^\mu)^2} \frac{1}{k_\perp^2} \right) \times \frac{1}{4 \times 2!} (1 + O(\eta)) \right] \]
where $\kappa_\eta = 2^\eta \Gamma(1-\eta) \sin(\pi \eta/2)/(\pi \eta/2) = 1 + \mathcal{O}(\eta)$. The effective diagram with the $\eta$-regulator preserves the physical property of Glauber interactions: they are instantaneous Coulomb interactions that are ordered in time. The $\theta$-functions in Eq. (A5) guarantee that the Glauber exchanges take place at light-cone time $-x < -y < 0$, both earlier than the hard interaction. Time ordering between the two Glaubers produces a $1/2!$ symmetry factor.

The $\ell^\perp$, $k^\perp$ integral contains a $1/e^2$ divergence,

$$
\mu^{2(4-d)} \int \frac{d^{d-2} \ell^\perp d^{d-2} k^\perp}{(2\pi)^d} \frac{1}{(p_{2\perp}^\perp + \ell^\perp)^2 (\ell^\perp - k^\perp)^2} = \left( \frac{1}{4\pi} \right)^2 \frac{p^\perp_{2\perp}}{p^\perp_{2\perp}} \left( \frac{4\pi \mu_2^2}{p^\perp_{2\perp}} \right)^2 \Gamma(-\epsilon) [\Gamma(1-\epsilon)]^2 \frac{\Gamma(1-\epsilon)\Gamma(1+2\epsilon)}{\Gamma(1-3\epsilon)} = \left( \frac{1}{4\pi} \right)^2 \frac{p^\perp_{2\perp}}{p^\perp_{2\perp}} \left( \frac{4\pi e^{-\epsilon} \mu_2^2}{p^\perp_{2\perp}} \right)^2 \frac{\Gamma(-\epsilon)}{\Gamma(1-3\epsilon)} \frac{1}{(x^2 - \mu_2^2) + \mathcal{O}(\epsilon)} \quad (A7)
$$

As expected, the two-loop Glauber diagram has the same spin structure as the tree-level diagram, and thus proportional to the $\mathcal{S} p^0$,

$$
\text{Fig. 4(c)} = \frac{1}{2^2!} \left( \frac{ig_2^2}{2} \right)^2 g_1(T_i^b T_j^b)(T_i^a T_j^a) T_i^a \mathcal{M}^0 \left[ -\frac{2\epsilon_{\perp\mu}}{p^2} - \frac{\gamma_{\perp\mu} \gamma_5^\perp}{Q - p^2} \right] v_n(p_1)
$$

$$
\times \frac{p^\perp_1 (Q - p^\perp_2)}{Q} \frac{p^\perp_2}{p^\perp_{2\perp}} \left( \frac{1}{4\pi} \right)^2 \frac{4\pi \mu_2^2}{p^\perp_{2\perp}} \frac{\Gamma(-\epsilon)}{\Gamma(1-3\epsilon)} \frac{\Gamma(1-\epsilon)\Gamma(1+2\epsilon)}{\Gamma(1-3\epsilon)} = (T_i^b T_j^b)(T_i^a T_j^a) \mathcal{S} p^0 \mathcal{M}^0 \frac{1}{2^2!} (\frac{\alpha_s}{2\pi})^2 (i\pi)^2 \frac{4\pi \mu^2}{p^\perp_{2\perp}} \frac{\Gamma(-\epsilon)}{\Gamma(1-3\epsilon)} \frac{\Gamma(1-\epsilon)\Gamma(1+2\epsilon)}{\Gamma(1-3\epsilon)} \quad (A8)
$$

Next we consider diagrams with two Glauber gluons exchanged between $p_2^\perp$ and two noncollinear partons $p_i^\perp$ and $p_j^\perp$ ($i, j = 3, \ldots, m$). In these diagrams we insert Glauber operators $\mathcal{O}_{n_1} \frac{1}{p^\perp_{1\perp}} \mathcal{O}_{n_1}$ and $\mathcal{O}_{n_1} \frac{1}{p^\perp_{2\perp}} \mathcal{O}_{n_1}$, where $n^\perp_{i}$ and $n^\perp_{j}$ are not generically related to $n^\perp_{i}$. Strictly speaking, the transverse label momentum $p^\perp_{1\perp}$ should be replaced by $\mathcal{P}^\perp_{ij}$ to extract the components of a four-vector in the plane transverse to $n^\perp_{i}$ and $n^\perp_{j}$ in Minkowski space. Take $1)^{[i]}$ and $1)^{[j]}$ to be an orthogonal basis in the transverse plane with respect to $n^\perp_{i}$ and $n^\perp_{j}$. Bases with different choices of light-cone directions can be related through the following equations:

$$
\begin{align*}
1)^{[j]} & = 1)^{[i]} \frac{\bar{i}^2 [ji]}{\bar{i}^2 [ij]} + 1)^{[i]} \\
\bar{i}^2 [ij] & = 1)^{[i]} \frac{\bar{i}^2 [ij]}{\bar{i}^2 [ij]} + i)^{[i]} \\
\end{align*} \quad (A9)
$$

Projecting a four-vector $p^\perp$ onto transverse direction $1)^{[j]}$ and $j)^{[1]}$, we have

$$
p^\perp_{ij} = \frac{n_1 \cdot p}{n_1 \cdot n_j} (n_j)^{\perp\mu} + (n_i)^{\perp\mu}. \quad (A10)
$$

If $p^\perp$ has collinear or Glauber scaling, $(n_1 \cdot p) \sim \lambda^2$ while $p^\perp_{ij} \sim \lambda$; then at leading power we can drop $(n_1 \cdot p)$ with respect to $p^\perp$. Thus,

$$
p^\perp_{ij} \approx p^\perp_{ij}, \quad (p^\perp \text{ Glauber or collinear to } n^\perp_{i}). \quad (A11)
$$

The operator $\mathcal{P}^2_{ij}$ sandwiched between $\mathcal{O}_{n_i}$ and $\mathcal{O}_{n_j}$ will pull out the virtuality of the exchanged Glauber gluon, which takes the same form no matter what light-cone coordinates we choose.

We will show the explicit calculation of Figs. 5(a) and 5(c) in the following. In Fig. 5(a), one Glauber connecting parton $p_2$ and an incoming parton $p_3$ has virtual momentum $\ell - k$; the other Glauber with virtual momentum $k$ connects $p_2$ and outgoing parton $p_j$. As we argued above, at leading power both Glaubers can be treated in the same way as those exchanged between back-to-back jets. The integrand is the following, where the propagators still depend linearly on the light-cone components of loop momenta:
These factors are inserted at the operator level to guarantee the RPI-III invariance of the SCETG Lagrangian so that after integrating over \( p_2 \) and changing integration variables, the result is twice the parallel box diagrams in Fig. 4.

\[
\int d\ell \, d\ell' \, dk = \frac{1}{\kappa_{ij}^{ij}} \int d\ell'' \, dk'' \, dk_{ij} \, d\ell''_1 \, d\ell''_2 \, k_{ij} \quad \text{(A15)}
\]

After the change of integration variables, the \( \kappa_{ij} \) terms drop out and the integrand looks independent of the direction of \( p_j \). After integrating over \( \ell'' \) and \( k'' \), each collinear propagator depends linearly on \( k_{ij}^{ij} \). Hence we can easily transform into position space:

\[
\text{Fig. 5(a)} = 4g_5^2(T_j^0 T_j^0)(-T_j^0)T_j^0 T_j^0 \int \frac{d\ell''_1}{(2\pi)^d} \frac{d\ell''_2}{(2\pi)^d} \frac{dk_{ij}}{(2\pi)^d} N^\mu(p_1, p_2, \ell''_1) \frac{1}{(\ell''_1 - k''_1)^2} \frac{1}{k_{ij}^{ij} \delta_2 - \delta_1}
\]

\[
= 4g_5^2(T_j^0 T_j^0)(-T_j^0)T_j^0 T_j^0 \int \frac{d\ell''_1}{(2\pi)^d} \frac{d\ell''_2}{(2\pi)^d} \frac{dk_{ij}}{(2\pi)^d} N^\mu(p_1, p_2, \ell''_1) \frac{1}{(\ell''_1 - k''_1)^2} \frac{1}{k_{ij}^{ij} \delta_2 - \delta_1}
\]

The position-space picture describes Glauber exchange before and after the hard interaction, taking place at light-cone time \(-x\) and \(-y\) with \(-x < 0 < y\). The integration region is the quarter \((x, y)\)-plane. At \( O(\eta^3) \), the \( dx \) and \( dy \) integrals are symmetric, the result being twice the parallel box diagrams in Fig. 4.
Here the $\theta$-functions ensure that both Glaubers are produced after the hard interaction with a particular ordering. The time ordering between the two Glaubers gives a $\frac{1}{2!}$ symmetry factor:

$$
\text{Fig. 5(c)} = \frac{1}{2!} (T_2 \cdot T_3) (T_2 \cdot T_4) \mathcal{M}^{0} \left( \frac{\alpha_s}{2\pi} \right)^2 (i\pi)^2 \left( \frac{4\pi\mu^2}{p_{2\perp}^2} \right)^{2\epsilon} \frac{\Gamma(-\epsilon)^2}{\Gamma(1-\epsilon)} \frac{\Gamma(1+2\epsilon)}{\Gamma(1-3\epsilon)}. 
$$  
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