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Abstract

Recently intrinsic ferromagnetism in two-dimensional (2D) van der Waals materials was discovered (Huang et al 2017 Nature 546 270–3; Gong et al 2017 Nature 546 265–9; O’Hara et al 2018 Nano Lett. 18 3125–31). A monolayer of Chromium triiodide ($\text{CrI}_3$) is ferromagnetic while a bilayer structure was reported to be anti-ferromagnetic, moreover an external electric field changes its magnetic phase (Jiang et al 2018 Nat. Mater. 17 406–10). We have studied the two found in nature stackings of $\text{CrI}_3$ bilayers and found that indeed the magnetic phase of one of them can be tuned by an external electric field while the other remains ferromagnetic. We simulate those results with \textit{ab initio} calculations and explain them with a simple model based on a rigid shift of the bands associated with different spins. The model can be applied to similar van der Waals stacked insulating bilayer anti-ferromagnets.
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Two of the materials are monolayers based on Chromiun atoms, the monolayers were obtained by mechanical exfoliation. One of them is the trihalide $\text{CrI}_3$ and the other a monolayer of $\text{Cr}_2\text{Ge}_2\text{Te}_6$, their Curie temperature is around 45 K, too low for most applications but their discovery certainly proved that intrinsic long-range magnetic order can exist in two dimensions. Moreover thin films of $\text{MnSe}_2$ obtained by molecular beam epitaxy also showed intrinsic ferromagnetism but at room temperature [3] and it was also reported strong ferromagnetic order that persist above room temperature for monolayer $\text{VSe}_2$, a material that is paramagnetic in the bulk [5]. These finding are for obvious reasons quite appealing and more proposals of 2D magnetic materials have come out recently [6, 7].

One of the reason for the excitement is the relative ease with which two van der Waals materials can be stacked together, that opens a window with endless possibilities in search of wanted properties. In fact magneto optical circular dichroism measurements of two coupled monolayers of Chromiun triiodide done in [1] reveals that the system is anti-ferromagnetic. Each layer is a ferromagnet with magnetic moments pointing, perpendicular to the layer plane, but in opposite directions. Nonetheless a recent experimental result [4] reveals that an external electric field changes the magnetic state of the bilayer structure, they were able to change the system from an anti-ferromagnetic (AFM) phase to a ferromagnetic (FM) and vice versa.

The electric field control of magnetism has lower energy consumption than current methods in the industry which are based on magnetic fields or electric currents. Understanding the physics behind this kind of control of two dimensional magnetic materials has become a very active line of research [8–13] due to the impact it might have in the industry.

This behavior, known as magneto-electric effect was suggested and measured [14–16] coincidently in a Chromium anti ferromagnetic crystal ($\text{Cr}_2\text{O}_3$). It was observed that an external electric field induces a magnetization [17, 18], and by the way later in the same system it was found the inverse, a magnetic field induces a polarization [19].

In Chromium triiodide the $\text{Cr}^{3+}$ ions are arranged in a honeycomb network surrounded by six $\text{I}^-$ ions each of them bonded to two $\text{Cr}$ atoms. The slabs are stacked with van der Waals forces between them. Two possible stacks have been found in nature, it has been studied that at low temperatures the stacking of $\text{CrI}_3$ layers is rhombohedral (R3) while for temperatures above 220 K is monoclinic (C2/m) [20]. We will call the rhombohedral stacking, IT and the monoclinic, HT following the notation of [12]. In figure 1 we show the two crystallographic phases.
Recent theoretical calculations show that the bilayer LT (rhomboedral) phase remains ferromagnetic while the HT phase becomes an anti-ferromagnet [12, 13, 21]. This dependence on the stacking of the magnetic phase is quite fascinating and reveals that the crystallographic phase measured in [4] is the HT phase albeit it was measured below the transition temperature.

In this article we studied both stacking of Chromium triiodide monolayers and found with ab initio calculations that the rhomboedral (LT) ferromagnetic phase is quite robust and an external electric field cannot modify its magnetic phase, however in the monoclinic (HT) structure the external field induce a phase transition from AFM to FM.

We explain both cases using a simple model of a rigid shift of the energy bands associated with each of the spins. This shift is produced by the external electric field. Our ab initio calculations and a toy model reveal that upon the application of the external field the AFM phase gets energy faster than the FM, and for a certain value occurs a magnetic transition in the HT stacking. In the LT stacking, which was in a FM state the external field will strengthen the state. We expect this behavior to be similar in any van der Waals bilayer insulating anti-ferromagnet with opposite magnetization in each layer.

All our calculation were done with density functional theory with quantum espresso (QE) [22] and corroborated with VASP [23]. In QE the structures were relaxed with projector augmented wave (PAW) pseudopotential [24] and PBE exchange correlation functional [25], the van der Waals interactions were included for all bilayer structures [26]. On-site Coulomb interaction to the Cr d orbitals was considered with an effective U value of 2.0 eV. A grid of $6 \times 6 \times 1$ of kpoints were used to relax the structures and a finer grid of up to $16 \times 16 \times 1$ to obtain the total energies, band structures and projected density of states, with a convergence threshold of $10^{-8}$ eV.

We reproduced previous results for monolayer CrI$_3$. Our ab initio calculations reveal an energy difference $E_{\text{AFM}} - E_{\text{FM}}$ of 21 meV/Cr atom. This difference makes the FM state in monolayer CrI$_3$ quite robust, and the experimental evidence [1] confirms that the intralayer ferromagnetism of the bulk system is preserved upon exfoliation. The local magnetic moment of the Cr atoms calculated with QE and VASP is $m \approx 3 \mu_B$. The calculation of the magnetic anisotropy energy (MAE) results in an easy axis perpendicular to the plane with a value of 0.7 meV. These results are in agreement with some previous calculations [10, 27]. The value of the MAE is close to the ones obtained for different Fe slabs [28].

Such a high out-of-plane MAE indicates that the magnetic properties of CrI$_3$ monolayers will be preserved in CrI$_3$ bilayer systems; where we have two possible interlayer magnetic coupling between the CrI$_3$ monolayers, i.e. FM and AFM. Hereafter we will present the total energy results obtained by using the QE code; however the same trend was observed by using the VASP code. We found that, (i) the energy difference between the two crystallographic phases is only 2 meV/Cr atom, being more stable at zero temperature the LT, (ii) the LT stacking exhibits an energetic preference for the FM state, $E_{\text{AFM}} - E_{\text{FM}} = 3.9$ meV/Cr atom; whereas (iii) in the HT stacking the AFM phase becomes slightly more favorable, $E_{\text{AFM}} - E_{\text{FM}} = -0.17$ meV/Cr atom. It is worth noting that not only the Cr atoms are magnetized, but also the I atoms present net magnetic moment, $\sim 0.2 \mu_B$/I-atom. For instance, in (i) the I atoms, separated by the vdW interface between the CrI$_3$ monolayers, present FM coupling, Cr$^\uparrow$-I$^\downarrow$/Cr$^\downarrow$; while in (ii) those interface atoms are characterized by an AFM configuration, Cr$^\uparrow$-I$^\downarrow$/I$^\downarrow$/Cr$^\downarrow$. Thus, revealing that the interface geometries, of the LT and HT stackings play an important role on the energetic stability of the (ground state) FM and AFM phases in CrI$_3$ bilayer systems.
After corroborating some previous results we concentrate on the effect of the external electric field (EF) on the electronic structure/magnetic phase of the bilayer structures. We found that the EF promotes ferromagnetism in both structures. In the LT stacking, which is FM at zero field, applying an external field makes the difference in energy between FM and AFM phases larger, see figure 2(a), while the HT stacking, which is AFM at zero field, the external EF makes the energy of the FM phase lower than the AFM; this might result in a reversal of the magnetization, it happens for a value around 0.16 V Å⁻¹. This result is in agreement with measurements done in [4] although the value we obtain is slightly larger than the one they employed to reverse magnetization in bilayer CrI₃.

Both values are quite large but it seems that encapsulation of the bilayer CrI₃ in hexagonal boron nitride prevents any structural damage and made possible to apply such a large field. It is relevant to point out that we have checked, relaxing the structure, that an external electric field does not alter significantly the atoms position.

We will try now to explain this behavior and it will be our main result. To explain the magnetization reversal for the HT phase a first idea suggested in [4] would be that a flow of electrons from one layer to the other, would create an imbalance in the number of electrons per layer. The electrons arriving to a layer, with a different magnetic moment will align their spins due to the strong intralayer exchange coupling and at the end the system will get a net magnetization. We did calculations of the charge transfer and obtain for an EF of 0.25 V Å⁻¹ a net charge transfer Δρ = 1.94(1.73) × 10¹³ cm⁻² between the two layers for FM (AFM) phase, giving rise to a charge density redistribution along the bilayer system; for instance, at the interface region (I atoms) we have Δρ = ±1.06(1.24) × 10¹³ cm⁻², and it increases to ±3.07(3.04) × 10¹³ cm⁻² at the edge iodine layers; meanwhile the net charge density of the Cr atoms are slightly modified. The problem with that approach is that the charge is redistributed mainly between the I atoms, there are some changes in I atoms magnetic moment but their magnitudes are small in comparison with Cr magnetic moments, moreover the amount of charge transfer even if it were between Cr atoms would not be able to explain the resulting magnetization in experimental results [4].

Let’s look now at the total density of states(DOS) and the projected DOS(PDOS) on the Cr atoms for the HT structure. In figures 3(a) and (b) we show the two phases AFM and FM respectively. We separate the PDOS on Cr atoms on each layer on purpose. When an external EF is applied (figures 3(c)-AFM and (d)-FM phase) one notice a shift of the PDOS on Cr atoms, with slight changes in the shape of the curve, the shift is different in each layer or in Cr atoms belonging to different layers.

The EF is applied perpendicular to the layers and it will introduce an additional energy to the system, different on each layer. The system will move then their energy levels (bands) in a way to minimize its energy. In the FM phase the bands associated with the minority spins (bands below the 0 level of DOS in figure 3) will shift more while in the AFM phase there is no other choice to the system that to move any of the two bands.

As a result the energy in the AFM systems increases faster than in the FM. To validate our point we calculate the energy of the bands for each phase previous and after turning on the EF from the following expression:

\[
E = \int_{-\infty}^{\infty} \varepsilon g(\varepsilon) d\varepsilon
\]

where \(g(\varepsilon)\) is the DOS or total density of states(DOS) and \(\varepsilon_F\) is the Fermi energy, which was obtained integrating the DOS in energy until the correct number of electrons in the system is obtained. This magnitude plus other terms associated with the energy of the ions, core electrons, etc should give us the total energy of the system, as we only need differences these other terms should be equal for both phases and they cancel each other. The results are in complete agreement with what we obtained before, the HT system prefers to be AFM at zero field but for large values of the EF there is a phase change. We further explore this and starting from the zero field DOS (figures 3(a)
and (b)) we rigidly shifted by a $\Delta$ one of the bands as explained before, the minority spin bands for the FM and the bands from one of the layer for the AFM phase, we calculate for each configuration the bands energy and compute the energy difference between phases as a function of $\Delta$. The Fermi level is recalculated for each value of $\Delta$. The results are the red dots in figure 2 which are in excellent agreement with \textit{ab initio} calculations. This behavior is quite general and we expect it should be valid for any bilayer insulating anti-ferro-magnet when the spins are in opposite directions in each layer.

Before explaining in detail our model we remark that in the AFM phase with an external EF (figure 3(c)) a small doping will turn the system ferrimagnetic since the conduction bands are no longer symmetric, that would explain some results of a remnant magnetization in the AFM phase without an external magnetic field [34, 35].

We show now with a toy model how general the above arguments are, it will also clarify more the idea. We will simulate the DOS using a simple function with some parameters to have 8 electrons in total. In the AFM phase it would be 4 electrons in each band. The external EF will shift one of the bands by a $\Delta$ as it is shown in figures 4(a) and (b).

This rigid shift in energy does not affect the magnetic phase, there are still 4 electrons in each DOS. Therefore no magnetic moment appears, however the shift causes that the total band energy increases, the Fermi level increases also. The total band energy is given by the following expression: $E_{\text{AFM}}(\Delta) = \int_{0}^{1+\Delta} \epsilon \left( D_{\uparrow \downarrow}^{\text{AFM}}(\epsilon) + D_{\downarrow \uparrow}^{\text{AFM}}(\epsilon) \right) d\epsilon$, where $D_{\uparrow \downarrow}^{\text{AFM}}(\epsilon)$ are the DOS for spins up and down respectively for a given energy $\epsilon$. Now we model the FM phase by using the same shape for the DOS functions but with different parameters in such a way to conserve the total number of electrons (8 electrons), but now there are 5.5 and 2.5 electrons in the majority and minority bands respectively. As in the AFM case, the external EF also causes a relative shift, $\Delta$, in energy between the majority and minority DOS. Figure 4(c) shows a pictorial representation for the FM case. We have a similar expression for the band energy for the FM phase $E_{\text{FM}}(\Delta) = \int_{0}^{1.02+\Delta} \epsilon \left( D_{\uparrow \downarrow}^{\text{FM}}(\epsilon) + D_{\downarrow \uparrow}^{\text{FM}}(\epsilon) \right) d\epsilon$, where we have included an extra 0.02 in the upper integration limit. We did that to mimic a system where at zero EF the AFM phase would be more stable than the FM, to do that we augmented the width of the FM bands by 2%, the differences between the band energies calculated for the two phases gives that the AFM is more stable by 0.08 au(arbitrary units). In figure 5 we show the energy difference between the FM phase and the AFM phase as a function of the energy shift $\Delta$. We observe that both, the band energies of the AFM and FM phases increase with $\Delta$, but the energy of the AFM phase increases faster than that of the FM phase.

This behavior has the following explanation: in the FM phase the energy shift, caused by the external EF, moves the minority bands toward higher energies, and not the majority ones, because the minority bands contain less electrons (2.5 in this case), therefore the increase in energy is minimized. On the other hand, in the AFM phase, the shift of any DOS (majority or minority) is equivalent because both bands contain

Figure 3. Total DOS (shaded region), and projected DOS on the Cr-3d orbitals of different layers ($\text{Cr}_{\text{top}}$ and $\text{Cr}_{\text{bottom}}$) for the HT structure. In (a) and (c) the AFM phase with $E = 0$ and $E = 0.25$ V $\text{Å}^{-1}$ respectively. In (b) and (d) the same for the FM phase. The Fermi level is set to zero.

\[ E_{\text{AFM}}(\Delta) = \int_{0}^{1+\Delta} \epsilon \left( D_{\uparrow \downarrow}^{\text{AFM}}(\epsilon) + D_{\downarrow \uparrow}^{\text{AFM}}(\epsilon) \right) d\epsilon, \]
the same number of electrons. Therefore the increase in energy is faster for the AFM phase, the slope shown in figure 5, there is then a crossing of the curves for a certain value of $\Delta$, thus explaining the AFM to FM transition with electric field.

The same model explains the behavior of the LT crystallographic structure. In figure 5 the dashed blue line correspond to the AFM state and the black line to the FM state of the LT structure. At $\Delta = 0$ the FM phase is more stable and increasing $\Delta$ will only makes the difference in energy between phases larger, it explains why the LT-FM phase of CrI$_3$ monolayer it is so robust under an external EF.

This model does not rely on any particular electronic structure, it will work for any material, in which the minority and majority bands are affected by an EF with a rigid shift of energy bands. The system should be AFM at EF = 0 and the difference in energy must be enough for the EF to reverse the phase. For instance in a bilayer AFM structure made of VSe$_2$ FM monolayers [29], the external EF shift the bands associated with one of the spins and the system becomes half metallic. The structure however remains AFM because the energy difference between the two phases is too large.

This shift of the energy bands under an external EF is quite common in van der Waals bilayer materials, for instance in bilayer graphene the system opens a gap and the bands are shifted away from the Fermi level [30], in bilayer MoS$_2$ [31] the bands associated with different spins move separately, in bilayer InSe it is possible to identify the bands associated with different layers by its movement [32], etc.

This effect is quite general and one way to express it in a simple case would be a $2 \times 2$ Hamiltonian when you add different mass terms in the diagonal, it will open or move the band gap. The stacking also plays an important role when two FM monolayers are coupled, the van der Waals interaction is small and also the exchange interlayer coupling. We showed that some changes on the electronic structure on the interface atoms might result in one magnetic phase or the other.
We expect that more materials displaying magneto-electric effect will appear. The search should be in AFM bulk crystals that might be FM in the monolayer limit. Possible candidates are the recent proposal of monolayer oxaalides CrOX (X = Cl,Br) which are expected to be FM while the bulk materials are AFM \cite{33} or transition-metal dihydride like CrH$_2$ \cite{6}.

In summary we have studied the effect of the electric field on the magnetic phases of bilayer CrI$_3$, our \textit{ab initio} calculations reveal that there is a phase transition in the HT structure from AFM to FM for a certain value of the external EF while the LT structure remains in the HT state. We developed a simple model based on a rigid shift of the bands that clearly explains why, under an external EF, a transitions occurs in the HT structure and not in the LT structure. This model can be applied to similar bilayer AFM structures with opposite directions of magnetic moments in each layer.
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