Scale Invariant Domain Generalization Image Recapture Detection
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Abstract. Recapturing and rebroadcasting of images are common attack methods in insurance frauds and face identification spoofing, and an increasing number of detection techniques were introduced to handle this problem. However, most of them ignored the domain generalization scenario and scale variances, with an inferior performance on domain shift situations, and normally were exacerbated by intra-domain and inter-domain scale variances. In this paper, we propose a scale alignment domain generalization framework (SADG) to address these challenges. First, an adversarial domain discriminator is exploited to minimize the discrepancies of image representation distributions among different domains. Meanwhile, we exploit triplet loss as a local constraint to achieve a clearer decision boundary. Moreover, a scale alignment loss is introduced as a global relationship regularization to force the image representations of the same class across different scales to be undistinguishable. Experimental results on four databases and comparison with state-of-the-art approaches show that better performance can be achieved using our framework.
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1 Introduction

Digital images can now be easily obtained by cameras and distributed over the Internet. Modifications including recapturing are direct threats to image credibility at present. Thus, images as evidence require rigorous validation on the originality to be dependable testimonies [2]. According to [4], human beings have difficulty discriminating between recaptured and original images. To this end, recapture detection forensics are required to exclude recapture frauds. In recapture detection tasks, wavelets statistical distributions [2,7,21], texture distribution [4] are exploited as detection features. According to [13], texture distribution is considered to be a solid method in this task. Physical traits, such as specularity, blurriness and chromaticity [9,14,15] are also considered as an effective discriminative cue. DCT coefficients [24,29], quality [27] and gray level co-occurrence matrix (GLCM) [3] are also modeled. Besides, neural network
methods [11, 13, 25] are proposed to further enhance the detection accuracy. However, after compression on a recaptured image, the consequent deformation of texture feature patterns decreases the classification accuracy [10, 17, 19]. Besides, in order to build a robust recapture detection system, different datasets are collected for model training, which causes domain shift effects on properties of input images, including scale, illumination and color [23]. Therefore, the distribution biases introduced by the dataset collection process is a practical challenge in recapture detection tasks. All of the above methods achieve successful performance only on single domain scenarios. Therefore, as is illustrated in Figure 1, cross domain recapture detection task is proposed to learn a shared feature space which preserves the most generalized classification cues and is robust with intra-domain and inter-domain scale variances.

Domain generalization (DG) methods are direct solutions for this task. Here a domain D = \{Y, P_X\} is defined by a feature space Y and a marginal distribution P_X [18], and each single database is considered an independent domain in this paper. In a similar task, face-antispoofing, DG methods such as MADDG [20] and SSDG [12] achieve promising performance in multi-domain scenarios. However, these DG methods are highly customized and consequently not applicable for recapture detection. Firstly, the recaptured images are only obtained from screens, thus recaptured features can be aggregated in feature space across different domains. Furthermore, the global relationship [6] such as scale variances can be exploited to enhance the discriminability of the representations.

In this paper, as is illustrated in the left part of Figure 1 the shared feature space is learned from source domains. This paper makes the following contributions: (1) We introduce a competition between feature generator and domain discriminator for domain generalization; (2) In training phase the scale alignment (SA) operations are performed in each category across all source domains.
to aggregate the embedded features of different scale levels but the same capture category; (3) To improve the local representation compactness and further enhance the discriminability of generalized features, a triplet mining strategy is incorporated in the framework.

2 Method

2.1 Overview

This framework consists of three modules, i.e. (1) a domain discriminator competing with feature generator; (2) a global scale alignment loss on the classification outputs of large and small scales, alongside the cross-entropy loss; (3) a triplet loss applied to the feature space as a local constraint. Details are described in the following sections.

2.2 Adversarial Learning

Suppose we have $N$ domains $\mathcal{D} = \{\mathcal{D}_1, \mathcal{D}_2, ..., \mathcal{D}_N\}$ and corresponding labels $\mathcal{Y} = \{Y_1, Y_2, ..., Y_N\}$. There are $C = 2$ categories in each domain, where $Y = 0/1$ represents single capture/recapture. Our goal is to generalize from $\mathcal{D}$ and $\mathcal{Y}$ to unseen target domain $\mathcal{D}_{N+1}$. Here labels in target domain are not necessary for practical purposes. In recapture detection tasks, we postulate that common discriminative cues exist in both categories in sight of the identical nature of data collection in each domain and each class. To this end, we introduce adversarial learning method to the embedded feature space to exploit generalized differentiation information and minimize distribution bias of any specific source domain.
For a feature generator $G$, network input $X_r$ (recaptured images) and $X_s$ (single captured images) are transformed into embedded features $F_r$ and $F_s$:

$$F_r = G(X_r), \quad F_s = G(X_s) \quad (1)$$

A domain discriminator $D$ is applied on $F_r$ and $F_s$ to determine their corresponding source domain:

$$d_r = D(F_r), \quad d_s = D(F_s) \quad (2)$$

There is a competition between domain discriminator $D$ and feature generator $G$, where $G$ is trained to fool $D$ to make domain label indistinguishable from the shared discriminative feature space. Domain discriminator and feature generator are trained simultaneously and adversarially across all of source domains and categories in the training phase. Furthermore, in order to optimize domain discriminator and feature generator in the same backpropagation step, a gradient reverse layer (GRL) \cite{8, 12} is inserted between them. The task of domain discriminator is effectively a multiclass classification, thus we utilize cross-entropy loss to measure the performance of $G$ and $D$:

$$\min_D \max_G \mathcal{L}_{Ada}(X, Y_D; G, D) = -\mathbb{E}_{x, y \sim X, Y_D} \sum_{n=1}^{N} \mathbb{I}[n = y] \log D(G(x)) \quad (3)$$

where $Y_D$ is a set of domain labels.

### 2.3 Scale Alignment Clustering

Images from different domains or even the same domain have different scales \cite{17}, which adversely affects the generalization performance. Inspired by the global class alignment objective in MASF \cite{6}, we propose to introduce a scale alignment objective to the distribution of classification outputs and structure the feature space by an explicit regularization. Our preliminary experiments demonstrated that scale relationship is better represented in the classification outputs than in the feature space, therefore, scale alignment is performed on task network outputs, which is different from \cite{6}. For each class $c$, the concept of scale is modeled by $s_c^{(j)}$ for large scale and $s_c^{(js)}$ for small scale:

$$s_c^{(j)} = T(G(x_c^{(j)})), \quad s_c^{(js)} = T(G(x_c^{(js)})) \quad (4)$$

where $T$ and $G$ represents task network and feature generator, and $j$ is the index of the image from the synthesized training dataset. We define scale alignment loss on the distribution of $s_c^{(j)}$ and $s_c^{(js)}$:

$$\min_{G, T} \mathcal{L}_{SA}(G, T; \mathbb{D}_r, \mathbb{D}_s) = \frac{1}{C} \sum_{c=1}^{C} \frac{1}{N} \sum_{j=1}^{N} \frac{1}{2} [D_{KL}(s_c^{(j)} \parallel s_c^{(js)}) \quad (5)$$

where $D_{KL}(p||q) = \sum_r p_r \log \frac{p_r}{q_r}$ and symmetric Kullback-Leibler (KL) divergence is $\frac{1}{2} [D_{KL}(p||q) + D_{KL}(q||p)]$. The discrepancy between distributions of $s_c^{(j)}$ and $s_c^{(js)}$ are measured by symmetric KL divergence across two classes.
2.4 Triplet Mining

To hold local feature compactness \[5\] in the feature space, we insert a triplet loss to aggregate intra-class samples and separate inter-class samples for a clearer decision boundary. Triplet mining is also introduced by Jia et al. \[12\] and Shao et al. \[20\] with a view to structure the feature space. However, in recapture detection context, images are recaptured only from screens, thus in contrast we enforce feature compactness in both classes regardless of domain or scale. Specifically, we assume there are three source domains in training phase. In a triplet mining procedure, recaptured and single captured images are recollected from all source domains.

The two objectives in triplet mining are: pull apart recapture samples from single capture samples, and aggregate each class respectively. In the backpropagation step, feature generator \(G\) is optimized by:

\[
\min_G \mathcal{L}_{DA,Trip}(G; X_r, X_s) = \sum_{\forall y_a = y_p, y_a \neq y_n} \left[ \|G(x_a^i) - G(x_p^j)\|_2^2 - \|G(x_a^i) - G(x_n^j)\|_2^2 + \alpha \right] + \sum_{\forall y_a = y_p, y_a \neq y_n} \left[ \|G(x_a^i) - G(x_p^j)\|_2^2 - \|G(x_a^i) - G(x_n^j)\|_2^2 + \alpha \right] + \alpha
\]

where \(G\) denotes the feature generator, superscripts \(a\) and \(n\) represents different classes and \(a\) and \(p\) samples stem from the same class. Subscripts \(i\) and \(j\) indicates there is no restriction on domain or scale of samples. \(\alpha\) represents a pre-defined positive parameter. Finally, samples from different domains or scales but the same category are forced to be more compact in the feature space.

2.5 Scale Invariant Domain Generalization

We formulate the integrated framework into an optimization objective as follow:

\[
\mathcal{L}_{SADG} = \mathcal{L}_{Cls} + \lambda_1 \mathcal{L}_{Ada} + \lambda_2 \mathcal{L}_{DA,Trip} + \lambda_3 \mathcal{L}_{SA}
\]

where \(\mathcal{L}_{Cls}\) is a task-specific loss function. Because recapture detection is a classification task, the framework is optimized by cross-entropy loss, denoted by \(\mathcal{L}_{Cls}\). \(\lambda_1, \lambda_2\) and \(\lambda_3\) are pre-defined parameters to balance four losses. As is illustrated in Figure 2 this framework is trained in an end-to-end manner in the training phase. After training, \(G\) achieves a more generalized feature space, which is robust with domain shift and scale variances.

3 Experiments

3.1 Experimental Settings

Dataset: Four recapture detection datasets are collected to simulate real-life scenarios and evaluate our proposed method against other baseline methods.
Our selected datasets are BJTU-IIS [15] (B for short), ICL-COMMSP [16, 22] (I for short), mturk [1] (M for short) and NTU-ROSE [4, 11] (N for short), and the number of recapture/single capture images and recapture devices are shown in Table 1. These datasets are collected for different purposes, specifically,

Table 1. Four experimental datasets.

| Dataset | Recapture Device Count | Recaptured Image Count | Single Captured Image Count |
|---------|------------------------|------------------------|----------------------------|
| B       | 2                      | 706                    | 636                        |
| I       | 8                      | 1440                   | 905                        |
| M       | 119                    | 1369                   | 1368                       |
| N       | 9                      | 2776                   | 2712                       |

B is for evaluation on high resolution images; images in I are controlled by distance between camera and screen; images in N are captured in a lighting controlled room; and for M, the aim was to crowd-source the collection of images. The contents, illumination, scales and resolution of pictures are different across datasets or within a single dataset.

Implementation Details Our work is implemented using Pytorch as a framework. The images are cropped $256 \times 256 \times 3$ off, in a RGB color space. ResNet-18 is exploited as backbone of feature generator. In order to achieve a better generalization performance, the Adam optimizer learning rate is set to $1e^{-4}$, and batch size is 8 for each domain. So the total batch size is 24 in a 3 source domains case, and 16 in a limited source experiment. We set the hyperparameters $\lambda_1$, $\lambda_2$ and $\lambda_3$ in Equation 7 to be 0.1, 0.2 and 0.1, respectively. Each time one domain is chosen as target, and remaining three domains are source domains. Thus, there are four experimental tasks in total.

3.2 Experimental Comparison

Baseline Methods We compare our proposed SADG framework with several state-of-the-art recapture detection methods, multi-scale learning methods and domain generalization algorithms: Multi-scale LBP (MS-LBP) [4], Choi-CNN [5], Multi-scale CNN (MS-CNN) [17], mturk [1], MADDG [20], SSDG [12]. The MS-LBP and MS-CNN are multi-scale methods, Choi-CNN and mturk are deep learning methods for recapture detection. MADDG and SSDG are two algorithms for face anti-spoofing task, and we compare these two methods with SADG because no recapture detection methods pay attention to domain generalization to our best knowledge.

Comparison Results As is shown in Table 2 and 3, our algorithm outperforms all compared state-of-the-art methods except the HTER in experiment I&M&N to B, with only 0.01% behind SSDG. By subsampling, the scale variances are
amplified in target domains. From these two tables, we can see that scale variances are crucial to detection performance. In the second column of Table 1, the recapture device counts are significantly different. Furthermore, the variation of scale and resolution are larger in M than in B, and thus all of the methods performs better in experiment I&M&N to B than in experiment B&I&N to M, but SADG is better than all other methods, which demonstrates the effectiveness of our scale alignment loss and domain generalization strategy. As is shown in Figure 3 and Figure 4, when compared with traditional methods, the proposed method performs better because other methods pay no attention on domain shift and cannot achieve a generalized feature space. Moreover, although SSDG and MADDG are domain generalization methods, neither of them focuses on the scale variances, either within a single domain or among different domains. The domain shift affects introduced by scale variances can be addressed by adversarial learning, but scale variances also exists in a single domain. This was resolved by global alignment and clustering operations of SADG in a pairwise manner.

Table 2. Comparison with state-of-the-art methods on four recapture detection domain generalization experiments with original and subsampled scales.

| Method  | B&I&M to N | B&I&N to M | B&M&N to I | I&M&N to B |
|---------|------------|------------|------------|------------|
|         | HTER (%)   | AUC (%)    | HTER (%)   | AUC (%)    | HTER (%)   | AUC (%)    | HTER (%)   | AUC (%)    |
| MS-LBP [14] | 33.07      | 69.85      | 39.50      | 81.08      | 20.56      | 87.25      |
| Choi-CNN [3]  | 24.87      | 73.60      | 47.70      | 71.60      | 37.99      | 87.20      | 30.39      | 73.47      |
| MS-CNN [17]   | 32.50      | 74.43      | 28.59      | 70.90      | 38.91      | 72.35      | 15.00      | 85.72      |
| mturk [1]      | 32.81      | 74.43      | 35.16      | 69.32      | 36.88      | 73.72      | 18.25      | 85.88      |
| MADDG [20]    | 19.74      | 88.39      | 26.15      | 81.72      | 20.40      | 87.64      | 18.25      | 89.40      |
| SSDG [12]     | 20.06      | 88.41      | 22.37      | 83.67      | 18.43      | 90.59      | 15.12      | 90.48      |
| Ours(SADG)    | 15.95      | 90.28      | 22.20      | 85.60      | 15.93      | 92.03      | 15.13      | 91.65      |
Fig. 4. ROC curves for two recapture detection domain generalization experiments.

Table 3. Comparison with state-of-the-art methods on domain generalization experiments with original scale.

| Method  | B&I&M to N | B&I&M to M | B&M&N to I | I&M&N to B |
|---------|------------|------------|------------|------------|
|         | HTER(%)    | AUC(%)     | HTER(%)    | AUC(%)     | HTER(%)    | AUC(%)     | HTER(%)    | AUC(%)     |
| MADDG [20] | 18.75      | 90.06      | 10.85      | 96.09      | 14.64      | 93.32      | 12.99      | 94.17      |
| SSDG [12]  | 16.61      | 91.58      | 12.66      | 94.93      | 12.17      | 93.84      | 11.02      | 94.85      |
| Ours (SADG) | 16.45      | 91.42      | 10.03      | 96.14      | 11.18      | 95.28      | 8.55       | 94.85      |

3.3 Discussion

Ablation Study Because every component, adversarial learning, triplet mining and scale alignment clustering in SADG framework are independent from domain settings, we conduct ablation study on the aforementioned four sets of domain generalization experiments, eliminating effects of one component each time. SADG wo/ad denotes the SADG framework without adversarial learning, where we disengage GRL and domain discriminator from the backpropagation procedure. This specific network does not explicitly exploit the shared information in feature space. SADG wo/trip denotes the SADG framework without triplet mining, where the effects of triplet loss are canceled. In this case, the framework does not utilize local clustering objective as a regularization. SADG wo/sa denotes the SADG framework without scale alignment clustering, where the global relationship alignment between different scales are removed from feature space.

Table 4 shows the performance of every incomplete SADG framework degrades on each set of domain generalization experiments. As expected, this result verifies
Table 4. Ablation study on the effectiveness of three components in the framework.

| Method          | B&I&M to N  | B&I&N to M  | B&MkN to I | I&MkN to B  |
|-----------------|------------|------------|------------|------------|
|                 | HTER(%)    | AUC(%)     | HTER(%)    | AUC(%)     | HTER(%)    | AUC(%)     | HTER(%)    | AUC(%)     |
| SADG wo/ad      | 21.05      | 87.73      | 25.49      | 82.16      | 23.87      | 83.23      | 15.46      | 92.66      |
| SADG wo/trip    | 24.18      | 83.17      | 25.16      | 82.92      | 23.84      | 85.58      | 16.77      | 91.63      |
| SADG wo/sa      | 18.75      | 88.27      | 23.25      | 84.15      | 17.59      | 90.69      | 15.46      | 91.88      |
| Ours (SADG)     | 15.95      | 90.28      | 22.20      | 85.60      | 15.93      | 92.03      | 15.13      | 91.65      |

that each component in SADG advances the performance simultaneously by global and local alignment and clustering operations, and that the intact version of proposed scheme achieves the finest performance.

Table 5. Comparison with other scale alignment strategies on domain generalization.

| Method          | B&I&M to N  | B&I&N to M  | B&MkN to I | I&MkN to B  |
|-----------------|------------|------------|------------|------------|
|                 | HTER(%)    | AUC(%)     | HTER(%)    | AUC(%)     | HTER(%)    | AUC(%)     | HTER(%)    | AUC(%)     |
| feature-SADG    | 18.43      | 85.98      | 23.68      | 83.16      | 16.93      | 91.44      | 15.12      | 91.87      |
| task-SADG       | 16.94      | 87.76      | 23.85      | 83.37      | 16.45      | 91.15      | 17.43      | 87.39      |
| Ours (SADG)     | 15.95      | 90.28      | 22.20      | 85.60      | 15.93      | 92.03      | 15.13      | 91.65      |

Stages Comparison According to MASF [6], the concept of a class is represented by the average of embedded features in the feature space. However, our preliminary experiments indicated that KL divergence output alignment strategy is better in scale alignment. There is also an average strategy deployed on task network classification score. We conduct an extensive study on these different strategies. The first strategy is a feature scale alignment. Following the work of [6], the large \((l)\) scale concept of class \(c\) is:

\[
\bar{z}_c^{(l)} = \frac{1}{N_l^c} \sum_{n: y_n^{(l)}=c} G(x_n^{(l)}) \tag{8}
\]

where \(G\) is the feature generator. And we can define soft label distribution and loss as such:

\[
s_c^{(l)} = \text{softmax}(T(\bar{z}_c^{(l)})) \tag{9}
\]

\[
\mathcal{L}_{SA} = \frac{1}{C} \sum_{c=1}^{C} \frac{1}{2} [D_{KL}(s_c^{(l)}\|s_c^{(s)}) + D_{KL}(s_c^{(s)}\|s_c^{(l)})] \tag{10}
\]

where \(l\) and \(s\) indicate large scale and small scale respectively. The second strategy is a task network classification score alignment. The average classification score of large scale and scale alignment loss as such:

\[
s_c^{(l)} = \frac{1}{N} \sum_{j=1}^{N} s_c^{(j)} \tag{11}
\]
\[ L'_{SA} = \frac{1}{C} \sum_{c=1}^{C} \frac{1}{2} [D_{KL}(\bar{s}^{(l)} || \bar{s}^{(s)}) + D_{KL}(\bar{s}^{(s)} || \bar{s}^{(l)})] \]  \hspace{1cm} (12)

The third strategy is the KL divergence output alignment described in Equations 4 and 5. Here the KL divergence is calculated in a pairwise manner.

Table 5 shows that the last strategy outperforms the other two strategies except for the I&M&N to B experiment, where the proposed method is 0.01% behind the feature scale alignment method. Therefore, our KL divergence alignment strategy is the robustest method.

Table 6. Comparison with state-of-the-art methods on limited source domains for recapture detection.

| Method       | M&N to B | M&N to I |
|--------------|----------|----------|
|              | HTER(%)  | AUC(%)   | HTER(%)  | AUC(%)   |
| MS-LBP [4]   | 24.83    | 83.15    | 36.33    | 81.58    |
| Choi-CNN [5] | 45.70    | 81.30    | 48.05    | 72.24    |
| MS-CNN [17]  | 24.34    | 83.48    | 30.13    | 76.95    |
| SSDG [12]    | 22.03    | 85.38    | 23.93    | 84.08    |
| Ours(SADG)   | 18.56    | 88.81    | 22.94    | 84.31    |

Limited Source Domains We further conduct experimental comparison in a limited source scenario (e.g. only two source domains are available), which is a normal case in real-life practices. The scale variance between mturk (M for short) and NTU-ROSE (N for short) is more significant than that of the other two domains, thus we choose M and N as source domains and the remaining two as target domains. In Table 5, our proposed method outperforms other methods significantly. When compared with Table 2, our proposed method performs better by exploiting the scale variance information. Therefore, our method achieves more generalized feature space even in a extremely limited source scenario.

3.4 Conclusion

To address two challenges, scale variances and domain shift, we propose a scale alignment domain generalization framework (SADG). Different from existing recapture detection methods, our SADG framework exploits generalized discriminative information in shared feature space. Moreover, we apply global and local regularization on the embedded features. Specifically, the global relationship between different scales is aligned and utilized for optimization. Meanwhile, triplet loss is also incorporated as a further constraint for class clustering and a clearer decision boundary. Extensive experiments on public databases validate the effectiveness of our proposed method and prove that our SADG framework achieves state-of-the-art results in domain generalization recapture detection.
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