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Abstract

Aim Over the past two decades, innovations in small-animal positron emission tomography (PET) have reached an impressive level, which has brought countless opportunities to explore the major puzzles in biomedical research. It is a given that pairing information coming from different imaging modalities renders unprecedented knowledge and provides a great insight into various facets of biological systems, such as anatomy, function, physiology, and metabolism in animal models of human diseases, which are difficult to be beaten by standalone PET scanners. The development of bimodal and tri-modal imaging platforms with advanced software solutions dedicated for quantitative studies in small-animals has spurred academic and industrial interest. However, it is undisputed that the potential success of these scanners in filling the translational gap between human and animal findings, hinges to a great extent upon optimization and standardization of relevant parameters and acquisition protocols, which is often overlooked.

Methods This article reviews the trends till 2020 in the field of preclinical PET imaging with emphasize on image reconstruction and quantitative corrections implemented on state-of-the-heart hybrid systems. First, the challenges, limitations, and benefits offered by multi-modality imaging systems are described and then, the most commonly used strategies, as well as novel techniques for image reconstruction and image corrections (attenuation, scattering, normalization, motion, and partial volume effect) are presented. The advantages and disadvantages of different methods are also discussed. We also briefly touch upon the factors that should be considered for reliable kinetic modeling and absolute quantitation in preclinical small animal research.

Conclusions Multi-modality imaging has attracted a lot of research, particularly in the preclinical portfolio. Nevertheless, more research is still needed to optimize the conceptual design, reach the limits of quantitative imaging and implement standardized protocols for small-animal studies. Without any doubt, exploring the potential advantages of combined imaging units providing optimal image quality and reliable tools for quantification of biological parameters through standardized imaging protocols is one of the goals of translational research.
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Introduction

As one of the most ubiquitous and versatile tools in investigations involving laboratory animals, preclinical PET scanners are gaining more ground and growing tremendously in various fields of biomedical research [1]. To tackle the difficulties faced by stand-alone PET scanners, particularly in the context of quantitative imaging capabilities, most of the recent advances focused on the development of multi-modality imaging units to provide unparalleled understanding of the various facets of biological systems, such as anatomy, function, physiology, and metabolism in animal models of human disease [2]. This has spurred academic and industrial interest in developing bimodal and tri-modal imaging systems supported with advanced software solutions to enable quantitative studies in small-animals. However, it is undisputed that the potential success of these scanners in filling the translational gap between human and animal findings hinges to a great extent upon optimization and standardization of the relevant parameters and acquisition protocols which is often overlooked. In this review, state-of-the-art multimodality imaging systems dedicated for murine studies are described. Special attention is paid to reconstruction methods and quantitative corrections as applied to hybrid preclinical PET scanners. The advantages and drawbacks of the different approaches are also discussed. We also briefly touch upon the factors that should be considered for reliable kinetic modeling and absolute quantification in preclinical studies.

Multimodality imaging: challenges, benefits and pitfalls

The introduction of multi-modality imaging systems opens up a new avenue in healthcare to improve interpretation accuracy by correlating anatomical, functional and morphological information extracted from different imaging units. The majority of small-animal imaging devices were developed as stand-alone PET scanners with many of them being upgradable to multi-modality imaging platforms to tailor the system to different high-level task-based applications. These platforms combine PET scanners with other modalities, such as CT (e.g. IRIS [3], G8 [4], GNEXT [5], NanoScan PET/CT [6], Bruker PET/CT Si78 [7]), SPECT (e.g. VECTor [8, 9], YAP(S)PET [10]), X-ray (e.g. G4 [11]), MRI (e.g. NanoScan PET/MRI [12], MRS-PET [13], Bruker PET inline [7]) or optical imaging (OI) (e.g. VECTor®CT [9]). In addition, a number of commercial tri-modality PET/SPECT/CT systems were also available on the market, including Siemens Inveon [14], Gamma Medica Triumph, MILabs VECTor®CT [9], Bruker Albira [7, 15] and Mediso NanoScan [16]. Beyond dual- and tri-modality units, MILabs VECTor platform extends its usage and applications by combining four imaging modalities PET/SPECT/OI/CT with different strengths and capabilities in a single device [9].

Multimodality imaging is achievable by translating a dedicated animal bed through separate units, docking models or fully integrated platforms. Among all combinations, PET/CT scanners are the most straightforward and reliable hybrid designs available in the preclinical market. Besides providing a high-resolution anatomical reference for PET images, CT enables object-specific quantitative corrections which is the unbeatable advantage of the PET/CT over other integration modes. Apart from numerous benefits offered by combined units, there are still several challenges lying in merging different modalities in a single platform, the most important being is the cross-modal registration of several datasets to ensure precise spatial consistency in different parts of the animal’s body. Scanners with off-line image registration are more prone to positioning and motion errors caused during the translation, attachment and detachment of the animal chamber between separate units. Therefore, designing portable and fully compatible animal beds equipped with fiducial markers could be a promising solution for neat alignment in such designs. To this end, most of the marketed scanners are supplied with specific animal supports. A prime example of this are the MOLECUBES series [17], commercialized as three individual imaging units for SPECT (γ-CUBE), PET (β-CUBE) and CT(X-CUBE) in small footprints; any offline combination of PET, SPECT and CT are all feasible via a multi-modal special chamber that is well-suited to each of the scanners [18]. Capillary cells filled with radioactivity are used as registration aids to derive transformation matrices among the three scanners. In the SOFIE G8 PET/CT, a 3D fillable grid was implemented to generate a more accurate transmission matrix [4]. Dedicated chambers were also adopted in other integrated platforms, such as the Mediso NanoScan families [16]. This company provides a range of in-line multi-modality solutions as well as a variety of specific MultiCell imaging chambers compatible with mouse, rat, rabbit and multiple rodent chambers to obtain a higher throughput [16]. Some of these dedicated animal assemblies are shown in Fig. 1.

A number of coplanar preclinical PET/CT scanners combining partial-ring PET with CT to perform simultaneous PET/CT imaging were also developed. The first coplanar design comprising a mini-focal X-ray tube and amorphous selenium flat panel X-ray detector and LSO-based planar detector modules coupled to PS-PMTs was developed by Goertzen et al. for simultaneous mouse imaging [19]. Another design is the ClearPET/XPAD prototype model
[20] combining the ClearPET LSO/LuYAP phoswich detection modules with the XPAD3 hybrid pixel X-ray detector together placed on a rotating gantry and sharing the same FOV. The PET detector modules were shielded with 150 μm lead to decrease the effect of low-energy X-ray photons while preserving enough detection capability to detect 511 keV photons [20]. Other coplanar designs like VrPET/CT [21] and rPET-1 [22] were also commercialized. Besides seamless co-registration, fast workflow, and high throughput, simultaneous multimodality imaging permits the screening of abrupt alterations in the biological status of the body just with a single dose of anesthetic agents.

Another revolution in preclinical imaging arena emerged by combining PET and MR imaging modalities inspired by successful applications of PET/CT combination. The preclinical applications of PET/MRI imagers in different fields, including neurology, cardiology and oncology were comprehensively reviewed by Judenhofer and Cherry [23]. There are several unique advantages offered by PET/MRI workflows, including lack of ionizing radiation, superb soft-tissue contrast, highly flexible MRI sequences and multiparametric nature of this imaging modality, providing functional along with anatomical information suitable for motion and partial volume effect (PVE) compensation, which are difficult or even impossible to achieve with other combined devices. However, the integration of PET and MRI technologies is technically more challenging in comparison to other hybrid units [24, 25]. Unlike CT, MRI fails to provide an accurate attenuation map for quantitative corrections in PET. Since the attenuation effect is not critical in small-animals imaging, it has been shown that a dual-compartment segmentation-based method gives promising results using the NanoScan PET/MRI preclinical scanner [12]. The second problem is inter-modality interference between PET and MRI components, which limits the performance of PET system in the presence of MRI magnetic fields and vice versa. So far, efforts have been focused on addressing this issue through various strategies, including designing PET/MRI systems using long optical fibers to keep the PMTs/electronics far away from the MR magnetic field [26], shielding the PMTs/electronic or modifying MRI subcomponents and devising MRI-compatible readout electronics [7]. The first concept was pursued by several vendors, including the NanoScan PET/MRI [12], Bruker’s PET inline scanners [7] and PET clip-on from MR Solutions [27]. The NanoScan PET/MR utilizes LYSO/PSPMT detectors placed linearly with a 3 T cryogen-free magnet or 1 T permanent magnet. PET/MRI inline composed of monolithic LYSO/SiPM detectors (known as Si detectors) compatible with a great range of MRI scanners. Another unique design belongs to PET clip-on from MR Solutions which could be attached to either MRI or CT units. Contrary to PET/CT scanners performed commonly in sequential configurations, PET/MRI can be aligned in either sequential or simultaneous modes. The sequential mode simplifies the technical integration of the systems on the one hand while increasing the co-registration uncertainty on the other. Commercially marketed PET inserts along with inline PET/MRI scanners are shown in Fig. 2.
Rapid advancements in readout electronics and the introduction of MR-compatible photodiodes (e.g., solid-state avalanche photodiodes (APDs), analog/digital Silicon PMTs—SiPMs) facilitate the commercialization and availability of fully integrated PET/MRI technology as reviewed recently by Lee et al. [28]. Among the available hybrid imaging systems, simultaneous PET/MRI inserts occupied major interest in preclinical trials owing to their ultra-compact configuration, easy installation and relatively lower design cost [7, 28–36]. MR Solutions offers an innovative PET insert compatible with MRI up to 9.4 T, for which the PET ring is made up of dual-layered LSO crystals read out by SiPMs [13]. Another compact and unique detector arrangement belongs to MADPET4 which allows fitting within a 7 T Agilent-Bruker BioSpec 70/30 MRI scanner [34]. The insert incorporated dual-layered LYSO arrays with one-to-one coupling to SiPMs. A similar design based on dual-layered LYSO/SiPM detector blocks was reported by Goertzen et al., which is capable to operate inside high-field MRI systems, such as 70/20 and 94/20 models of the Bruker BioSpec [30] and introduced to the market as Cubresa’s NuPET in-bore PET [38]. In 2019, Cubresa introduced a new member of the NuPET family, designed specifically for non-human primate imaging, which could be used within clinical scanners [38].

Hyperion II is a highly integrable PET/MRI insert thanks to its fully digital design using SiPMs in which the digital signals are directly produced within the microcells [35]. Compared to other inserts, Hyperion II has a larger bore diameter (209 mm) and axial length (96.6 mm) with submillimeter crystal dimensions and minimum interference between PET and MRI sub-units [35]. Bruker recently offered commercial PET inserts with continuous crystals and SiPM readout compatible with high-field MRI systems up to 15.2 T [7]. The PET component of Bruker’s inserts features the same technical specifications mentioned above for PET inline unit.

MRI-compatible HALO 3.0 (bore size ~ 75 mm) and HALO 2.5 (bore size ~ 65 mm) inserts for rodent imaging are now commercially available from Inviscan SAS. These inserts are produced in 40 and 80 mm axial extensions with 5% peak sensitivity (with 80 mm AFOV) and 1.1 mm spatial resolution [41]. Technical specifications of PET/MRI scanners designed for preclinical research are summarized in Table 1.

Combining two functional imaging techniques, such as PET/SPECT and PET/OI, is one of the, if not the most important, trends toward hybrid imagers which traces its roots to the successful fusion of anatomical/functional images. The YAP(S)PET was the first commercial unit that enabled concurrent PET/SPECT through four rotating detector heads based on YAP:Ce matrices [10]. For hybrid imaging, one detection pair detects annihilation photons in coincidence mode while the second enables single-photon emission.
acquisition by means of lead collimators. Another joint PET/SPECT platform with stationary full-ring gantry was developed by MILabs. The scanner termed VECTor is the only one in the market today that shares the same detector modules to capture single photons emanating from either PET or SPECT tracers by incorporating clusters of pin-holes with small acceptance angles placed on each detection head [8]. It is also possible to derive information-rich PET/SPECT/Optical images through an upgraded version of the VECTor by adding MILabs’ dedicated optical imaging unit on the VECTor platform [9]. Few research groups reported on devising PET/OI hybrid scanners [42–44]. OPET is the first prototype developed at the University of California Los Angeles (UCLA) for simultaneous PET and Bioluminescence imaging [45]. OPET is composed of six detection modules based on BGO crystals coupled to a multi-channel PMT forming a 35-mm ring diameter. The scintillation arrays are used as optical fibers to guide bioluminescence photons toward photosensors.

### Overview of advanced image reconstruction techniques

Advances in image reconstruction are often accompanied by the burst of incremental innovations in hardware components and scanner architecture, which is mainly invigorated by demands for higher image quality and more accurate quantitative analysis. Image quality achieved in PET imaging is dictated by a number of attributes, including scanner performance, injected dose, acquisition parameters and reconstruction algorithm. However, the role of animal handling and preparation cannot be underestimated in preclinical setting [46].

There are two general classes of algorithms used to estimate the three-dimensional (3D) distribution of radiolabeled compounds from the coincidence events detected by a PET scanner, namely (1) analytical and (2) statistically iterative reconstruction methods [47, 48]. Filtered
backprojection (FBP) was the most popular mathematical framework during the early developments of nuclear medicine instrumentation, which is based on analytical inversion formula that overlooks the inherent uncertainties in PET imaging, including the stochastic nature of PET data, positron decay process, the adverse effects of attenuation, Compton scattering, random events and the photon detection chain. As such, the produced images suffered from less than optimal noise properties and quantitative inaccuracy. The 3D reprojection (3DRP) algorithm was widely adopted for fully 3D PET image reconstruction [49]. Even though analytic methods are very fast, easy to implement and straightforward, the noisy nature of the final image stimulated the substitution of these strategies by more efficient iterative statistical techniques. Of all iterative algorithms proposed for PET imaging, Maximum Likelihood Expectation Maximization (MLEM) [50], its accelerated version called Ordered Subsets Expectation Maximization algorithm (OSEM) [51] and maximum a posteriori (MAP) [52] gained widespread acceptance and have been used for image reconstruction on preclinical PET scanners. Even though 3D reconstruction guarantees better resolution in the axial direction, a number of companies have also implemented 3D to 2D rebinning methods (e.g., SSRB [53], FORE [54], MSRB [55], FORE-X [56], FORE-J [57], AFORE [58]) followed by 2D reconstruction when fast reconstruction was desired [54]. For small axial extensions (axial fan angle ≤ 20°), the results of 2D methods might be promising but seem to fail for larger AFOVs owing to uncertainties associated with rebinning methods [58, 60].

The slow convergence rate associated with MLEM algorithms led to the emergence of block iterative methods, such as OSEM in emission tomography. However, increasing the number of subsets in OSEM to achieve full convergence results in noisy images. The problem is conventionally addressed by early termination of the algorithm or post-smoothing, which in turn compromises the quantitative accuracy of the resultant image. Whilst most scanners are operated with MLEM or OSEM, significant efforts were devoted to developing more advanced algorithms [52].

One of the most attractive and frequently used algorithms in preclinical PET studies is penalized maximum likelihood (PML) or MAP which produces fairly uniform images without incrementing sharp features and jeopardizing the final image when using a high number of iterations. The amount of smoothing in the MAP algorithm is heavily managed through the regularizing effect of a prior term [52]. Incorporating structural side-information available on hybrid systems as a prior within the MAP framework results in images with improved noise properties, higher spatial resolution and better edge-preservation. This could be achieved for example by utilizing higher priors within the boundaries defined by a segmented CT or MR image [61], or increasing the smoothing among adjacent voxels with approximately similar CT or MRI intensities [62].

Other regularized methods incorporating relaxation parameters to control image noise, such as row action maximum likelihood algorithm (3D-RAMLA), have been adopted and incorporated in the early generation of preclinical PET scanners, such as the Mosaic HP [68]. The modified version of RAMLA with an improved convergence rate, called dynamic RAMLA or DRAMA, has been introduced by Tanaka and colleagues and extended for various applications [69]. This algorithm is used as the main reconstruction method on the ClairvivoPET small animal scanner [60]. DRAMA utilizes a subset-dependent relaxation parameter regarding system geometry to suppress noise amplification in each subset. Image quality measurements on the ClairvivoPET scanner indicate that one pass DRAMA results in lower noise and higher RC values in contrast to other methods [60]. The uniformity achieved by list-DRAMA with the ClairvivoPET scanner was threefold better than the one achieved by the FBP algorithm. In the realm of commercially available state-of-the-art preclinical PET scanners, the Tera-Tomo reconstruction package adapted to Mediso NanoScan family is one of the notable examples employing a tunable regularization approach using a total variation (TV) term in 3D OSEM reconstruction to generate more uniform images compared to other preclinical PET scanners [6, 12]. In addition, it should be emphasized that other physical effects, such as positron decay, attenuation, scattering, and detector response are all incorporated in the Tera-Tomo engine as well. The effect of these factors on image quality will be discussed in the following sections below.

Recently, the impetus grows to seek other types of regularized EM methods with more adaptive subsettings like Statistically Regulated EM (StatREM), Pixel-based OSEM (POSEM) and Count-Regulated OSEM (CROSEM) [70, 71]. These types of algorithms, extensively used in SPECT, lead to improved spatial resolution in high-count regions while reducing the noise level in low-count regions by incorporating wise statistical tests in the reconstruction chain. POSEM was adopted on the MIlabs VECTor, a simultaneous SPECT/PET scanner with a different design concept [8, 72].

Optimizing image reconstruction parameters for different imaging scenarios is one of the most important tasks following PET scanner performance evaluation using International standards. Factors reported to be influencing image quality have been explored in few studies [58, 73]. These evaluations emphasized that achieving the desired image quality and quantitative accuracy requires the optimization of reconstruction algorithms and tuning the post-processing parameters depending on the imaging tasks.
Resolution recovery image reconstruction

A number of compounding factors impair the spatial resolution in PET imaging. These are of utmost importance in preclinical studies owing to small and tiny structures within the rodents. Although the spatial resolution is considered during the conceptual design of preclinical PET devices (e.g., by incorporating minuscule detector elements with depth-of-interaction (r) capability, one-to-one crystal-to-SiPM coupling, etc.), other contributory factors should be considered within the reconstruction process to fully exploit advantages of the hardware.

As mentioned earlier, major benefits can be achieved through iterative reconstruction scheme owing to their capability in modeling the physics of PET imaging within the so-called system response matrix (SRM) through resolution recovery image reconstruction [74]. Moreover, quantitative corrections including normalization, attenuation, scattering, random, as well as motion, can be modelled within the reconstruction framework to preserve the statistical properties of the data in a more efficient manner. Therefore, the accuracy of the system model is the most crucial factor in iterative reconstruction underpinning the quality of PET images by defining the most realistic relation between acquired projection data and reconstructed images [75]. Surveys such as that the one conducted by Wang et al. showed that incorporating the system model into the 3D OSEM algorithm improves the recovered spatial resolution by a factor of 20% on the dedicated small animal Argus PET scanner [76]. 3D OSEM reconstruction incorporating detector response modeling considering both depth of interaction and scattering within the crystals in the NanoScan PET/CT and PET/MRI scanners translated into obvious improvements and higher signal-noise-ratio (SNR) compared to approximate methods that ignore intercrystal scattering [12, 77].

In this vein, one could combine all resolution degrading factors in a unified detection probability matrix (P) or model them separately in a factorized fashion to tackle the excessive cost and computational burden [78]. Typically, the SRM is decomposed into several components [52]:

\[ P = P_{\text{att}} \cdot P_{\text{norm}} \cdot P_{\text{positron}} \cdot P_{\text{detector}} \cdot P_{\text{geo}}, \]

\[ P \in \mathbb{R}^{M \times N} \] is the detection probability matrix defining the probability of a photon emitted from voxel n being detected in detector pair m. \( P_{\text{att}} \) and \( P_{\text{norm}} \in \mathbb{R}^{M \times M} \) are diagonal matrices including attenuation and normalization coefficients, respectively. \( P_{\text{positron}} \in \mathbb{R}^{N \times N} \) represents the positron range effects. Annihilation pair non-collinearity, penetration and inter-crystal scattering are all included in \( P_{\text{detector}} \in \mathbb{R}^{M \times M} \). \( P_{\text{detector}} \) is also called the sinogram blurring matrix. Lastly, the geometric relation between voxel n and detector pair m is modeled in \( P_{\text{geo}} \in \mathbb{R}^{M \times N} \), where \( P_{\text{geo}} \) as the core ingredient in the system matrix. This may be calculated through Siddon, accelerated Siddon, trilinear interpolation, angle sub-tended, Wu-anti-aliased or other techniques [75].

Different strategies were followed for modeling the detector response function, including experimental (direct) methods, Monte-Carlo (MC)-based system modeling and analytical approaches. These methods have also been applied on current preclinical PET devices. A comprehensive review about system modeling in iterative image reconstruction is given by Iriarte et al. [75]. Briefly, in direct measurements, the overall system response model is determined through scanning of a precisely aligned small point source or a line source at each voxel position [79]. Although the method is elaborate and lengthy, it derives the most accurate SRM by considering the real scanner’s geometry [79]. One may estimate an approximate SRM from a sampled set of point source measurements. For example, in the MiniEXPLORER II designed for whole-body large animal imaging, the SRM is extracted by scanning a point source through a 3D robotic stage at 6862 transaxial positions at the central slice of the scanner [80].

It should be noted that the choice of the appropriate method to be used for SRM modeling is strongly influenced by the scanner geometry and design complexity. Since the dimensions of the SRM depend directly upon the number of detector pairs and image dimensions, in the majority of state-of-the-art high-resolution preclinical PET scanners consisting of a large number of small detectors and incorporating finer reconstruction grids, MC simulations and hybrid methods are becoming more prevalent. To this end, several strategies were adopted to decrease the simulation time and SRM dimensions by taking into account the sparseness and possible geometrical symmetries. For the first-generation Sherbrooke small-animal PET, a compression factor of 512 was achieved by exploiting the 512 symmetries both in the axial and transaxial directions [81]. Considering the cylindrical symmetries of the MADPET-II scanner, 72 cylindrical symmetries were reported [82]. Recently, a general algorithm called symmetry search algorithm was proposed to automatically depict the geometrical symmetries in various scanners, leading to higher compression factors compared to conventional methods [83].

One of the most distinctive approaches to compress the prohibitive size of the SRM with multi-layered crystals with DOI capability was suggested by Li et al., in which the DOI information from all layers was summarized in a smaller virtual ring around the object, leading to a drastic reduction in SRM dimension by a factor of \( 2 \times 10^4 \) [84].

MC generated SRM has also been in use by a number of major preclinical PET instrumentation vendors to achieve a uniform and homogeneous spatial resolution across the FOV. Accurate SRM modeling through MC simulations has been shown to eliminate parallax errors toward the edge of the FOV in the Trans-PET scanner [85]. In the MADPET4
small-animal PET insert with dual-layered LYSO detectors, MC-based SRM results in highly uniform spatial resolution all over the transaxial FOV [34]. In the Tera-Tomo reconstruction engine, MC generated SRM implemented on graphics processing units (GPU) resulted in noticeable improvement of noise properties and increased the homogeneity of the SNR phantom [16]. In contrast, in the YAP(S) PET [10] and IRIS-PET [3], a hybrid method was employed to derive the SRM where Siddon-based multi-ray tracing with Gaussian integration weights were utilized to calculate the geometric matrix and crystal depth effect, while intercrystal scattering was modeled through simulations [86]. The analytical multi-ray tracing approach was also applied on the MRS-PET insert [13]. For MILabs’ VECTor, a somewhat different methodology was followed for generating the system response function for the particular pinhole collimation geometry of the system [72]. The scanner employs clustered pinhole collimators on three NaI(Tl) detectors configured in a triangular fashion enabling simultaneous SPECT and PET imaging acquisition modes based on single photon detection. For SPECT reconstruction, a set of experimental measurements using a point source was used to derive the system matrix owing to uniform absorption of low-energy photons on the detector surface. Conversely, the reconstruction of pinhole PET images utilizes a depth-dependent system matrix generated by taking into account the attenuation of photons in the pinhole collimator and crystal. The results of phantom studies indicated a good recovery by including variable DOI during iterative reconstruction [72].

It has amply been pinpointed that image quality and quantitative accuracy in the new generation preclinical PET scanners with submillimetric spatial resolution are likely to be deteriorated by positron range [59, 87, 88]. The effect becomes more relevant for high-energy positron-emitters with long positron range (> 1 mm), such as $^{13}$N, $^{15}$O, $^{68}$Ga, $^{66}$Ga, $^{82}$Rb and $^{124}$I. Higher SORs and smaller RCs were reported for high-energy radioisotopes [89]. Different strategies were assessed to recover the resolution loss caused by the positron range effect. Overall, positron blurring kernel (obtained through analytic calculations or MC modelling) could be (1) handled in the forward projection of the reconstruction algorithm or (2) accurately modelled in the SRM as shown in Eq. 1 [90, 91]. The former was investigated by Gonzalez et al. [92] on the Argus PET scanner and the latter was deployed on the MicroPET-R4 scanner [93]. In both studies, clear improvements in image quality and quantitative accuracy following positron range correction were reported.

Moreover, it has been demonstrated that positron range effect depends significantly upon the physical properties of the medium and surrounding tissues. This has spurred the interest towards more accurate methods like CT-based tissue-dependent spatially-variant models which ultimately render artifact-free images, improved quality and better tumor delineation when using high-energy radioisotopes such as $^{68}$Ga [87, 94].

In this context, particular attention should be paid to positron range correction on simultaneous PET/MRI systems where the effect of magnetic field on the positron distribution is measurable. As reported in a number of studies, the Lorentz force generated in the presence of magnetic field limits the positron trajectories in the transaxial plane, consequently improving in-plane spatial resolution [90, 95]. Since this is not the case in the axial direction, this phenomenon results in a non-isotropic positron range effect or so-called shine-through artifact. Hence considerable attention should be paid to modeling the non-uniform positron range-effect in PET/MRI systems, particularly for high-energy positron emitters [96].

### 4D Image reconstruction methods

With the emergence of dynamic PET data acquisition which provides a great insight into dynamics processes underlying the tracer distribution, the focus of attention shifted toward 4D iterative reconstruction methods [63, 64]. Information about tracer kinetics could be gathered through a sequence of contiguous PET frames. To obtain the desired pharmacokinetic parameters, one would like to reconstruct the 2D or 3D activity distribution in each frame separately and then estimate the functional parameter by fitting a suitable model to the time–activity curve (TAC) in each voxel or region-of-interest (ROI). This method is referred to as indirect kinetic parameter estimation. The main drawback associated with conventional 3D indirect reconstruction is the limited number of counts in each frame, which ultimately introduces a great level of bias in kinetic parameters derived from noisy TACs, particularly when voxel-wise methods are applied. This issue is more pronounced for short-lived radioisotopes as well as small-animal studies where high temporal resolution is needed to handle fast biological timescales of rodents compared to humans [97]. Alternatively, if the kinetic parameters are extracted directly from PET raw data or sinograms and then modeled within the reconstruction task, better noise properties are expected. These direct parametric image reconstruction methods offer prodigious advantages in terms of noise reduction and quantitative accuracy. However, this approach is more sophisticated compared to indirect methods, particularly for nonlinear and complex kinetic models [98]. A broad range of algorithms was deployed in the context of 4D image reconstruction, which were well categorized and covered in previous reviews by Reader et al. and Rahmim et al. [63, 64]. However, much research in this area has focused on using 4D spatiotemporal basis functions or scaling 3D spatial basis
functions with a linear or nonlinear temporal basis functions. Several models were suggested and examined in this vein as comprehensively discussed in [63]. For example, simple basis functions, such as rectangular, wavelet, spline basis functions or physiologically meaningful models like Patlak, Logan, decaying exponential or spectral analysis were used.

Albeit, the feasibility of the 4D reconstruction has been extensively studied in clinical studies, far too little attention has been paid to the quantitative performance of these methods in preclinical research setting. Cheng et al. evaluated the impact of direct and indirect reconstruction methods on the quantification of tumor hypoxia from dynamic \(^{18}\)F-FMISO PET scanning [99]. A better correlation was found for kinetic parameters extracted from direct reconstruction methods (including Patlak graphical model within the OSEM algorithm) using immunohistological assays as physiological reference. Moreover, direct strategies with multi-tracer kinetic models have led to promising results in separating signals of \(^{18}\)F-FLT and \(^{18}\)F-FDG from a single mouse dynamic scan [100].

Another category of 4D or higher dimensional image reconstruction belongs to iterative algorithms including motion compensation to avoid further resolution degradation and artifacts generated by cardiac and respiratory motion [101, 102]. The problem of physiological motion is more pronounced for small structures and high-resolution preclinical scanners in which the spatial resolution of the scanner is lower than the motion’s amplitude [103, 104]. Motion-induced inconsistencies in PET imaging could be addressed in two distinct ways: (1) separately reconstructing the gated frames (each frame corresponds to the average or sum of all events in the same phase of the cardiac or respiratory cycle) or (2) implementing motion correction in the iterative reconstruction framework as a unified paradigm. The latter offers an elegant solution with unprecedented advantages in terms of SNR.

Marked enhancements in visual image quality and quantitative parameters were reported following motion correction in small animal studies. For the first time, simultaneous cardiac and respiratory gating in mice PET imaging was reported on the microPET scanner with an overall 1 µl volume resolution. Clear improvements in cardiac images and ejection fraction estimation were reported with cardiac gating, while the effect of respiratory gating was not notable [105]. Similar results were achieved through cardiac gating in conjunction with respiratory gating for mice cardiac scans on the preclinical quadHIDAC scanner [106]. This latter study proved that cardiac-gated FDG images of the mouse heart led to better quantification (smaller wall-thickness, wall-to-wall-separation, and blood-heart-ratio) in comparison to ungated cardiac images while the effect of the respiratory gating was negligible owing to small respiratory amplitude in comparison to the PET scanners’ spatial resolution [106]. A novel respiratory gating method was proposed by Todica et al. in which the alterations in the amplitude of the ECG signal and heart-beat variations during the breathing cycle of the rat heart scan have been detected and utilized as respiratory triggered signal to improve quantitative values [107]. Herraiz et al. proposed a data-driven approach for automatic gating in small animal cardiac imaging which involves analyzing the count-rate variation of the heart in the frequency domain [94].

More accurate and robust motion correction using high-resolution anatomical images is gaining more ground following the commercialization of hybrid scanners with submillimetric spatial resolution [108, 109]. Preliminary work on MRI-based motion correction in simultaneous PET/MRI was undertaken by Chun et al. [110]. In the proposed method, displacement fields were estimated from tagged MRI using non-rigid registration methods and then embedded into the SRM. The method was used to reconstruct data collected from scanning a phantom, rabbit and non-human primate. Compared to conventional gating methods, the incorporation of MRI-based motion compensation within an iterative framework resulted in higher SNR and substantially improved lesion detectability [110]. Noteworthy, in addition to motion-induced blurring, another major source of uncertainty is the deformation of the attenuation map during respiratory motion, which should be compensated considering the different respiratory phases. Motion-compensated 4D PET reconstruction incorporating motion information and proper attenuation map derived from 4D cone-beam CT in small-animal imaging resulted in smaller errors in tumor volume and standard uptake value (SUV) quantification [111]. In a work similar to Chun et al., the attenuation map of the animal is deformed based on the measured motion field through tagged MRI acquisition and a motion-dependent attenuation map incorporated in the PET reconstruction model [112]. This technique provided higher contrast and the same level of noise in comparison to uncorrected images.

Undoubtedly, the most important issue in this section is linked to imaging conscious or freely moving animals. Routinely, small animal PET imaging is carried out under anesthesia to reduce the likelihood of animal motion during image acquisition. It is well-established that imaging awake and unrestrained animals can provide richer information in brain studies in the absence of anesthesia which might change the brain physiology. To the best of our knowledge, two different mechanisms were adapted to scan awake rodents: (1) The first approach utilize dedicated wearable brain rings and (2) the second compensates gross body motion by the aid of motion tracking devices. Such a design concept was depicted in Fig. 3. Due to the rapid movements of small-animals, motion tracking is more challenging particularly when the animal is agitated and not calm. Zhou et al. deployed an optical motion tracking
system along with two check-board markers to obtain the transformation matrix which are to be used for correcting and rebinning the uncorrected LORs before reconstruction [113]. Likewise, Kyme et al. developed marker-based and marker-less motion correction techniques in awake animal imaging and optimized the motion tracking parameters in typical preclinical scenario [114–116]. In a further study by Zhou et al. a dedicated enclosure was devised for imaging freely moving animals and the tracking system was used to capture brain movements of the animal within the chamber [117]. Miranda et al. evaluated the feasibility of marker-less motion tracking using the projected structure stereo camera [118]. It was then demonstrated that motion tracking performs well for gross motion compensation but this procedure alone does not eliminate motion-induced blurring due to the rapid movements of the animal. To compensate for the residual motion error due to the finite frame rate of the tracking system, deconvolution techniques were also implemented [119, 120]. In the most recent paper with Kyme et al., a novel concept, called open-field PET, is introduced [121]. The technique includes advanced motion estimation using optical motion tracking, motion-compensated image reconstruction, a dedicated animal chamber controlled with a 6-axis robotic arm and a special protocol for delivery of the desired tracer/drug to the animal in conscious state.

### Advances in quantitative small animal PET imaging

#### Normalization

Most of the current interest in biomedical sciences and drug development portfolio is centered around quantification of tracer uptake in the animal body. To realize the full advantages of PET imaging in providing quantitative information, a number of corrections must be performed before or within the reconstruction procedure. These include normalization, random smoothing, attenuation, scattering, dead-time, decay compensation, motion correction and scanner calibration. Normalization is the prime correction in PET scanners which cancels out the high-frequency variations reflecting sensitivity variability and geometric factors among different LORs joining opposite crystals. Three common normalization techniques were implemented on preclinical PET scanners: (1) direct normalization, (2) component-based and (3) self-normalization. In the case of the direct method, the normalization coefficient (NC) for each LOR is inversely proportional to the number of counts acquired by scanning a homogeneous and well-centered cylindrical phantom for several hours. Component-based normalization (CBN) is a well-established approach applied in small-animal PET scanners owing to sufficient statistical accuracy. CBN is based on determining and calculating factors affecting LORs sensitivity, such as intrinsic detector efficiencies, block-related parameters, geometrical factors, and time and spatial misalignments separately. Normalization factors could be calculated using a rotating source, uniform plane source, as well as a uniform cylindrical phantom. Self-normalization is another option where the NCs are extracted solely from the PET emission data without the need for extra normalization measurements [122–124]. In this method, it is assumed that the count distribution in an arbitrary PET scan is the product of two distinct components. The low-frequency component is related to activity distribution within the scanned object, whereas the high-frequency component reflects efficiency variations of the scintillation detectors. Hence, by removing the object-dependent count distribution, one could obtain NCs from the emission count map. In a method proposed by Zhang et al., the low-frequency component is derived through three different algorithms (a low-pass filter, local average filter and surface-fitting). The detector efficiency map is then obtained by normalizing the total detector counts with the object-dependent distribution [124]. As for clinical scanners, regular normalization is essential to guarantee accurate and artifact-free measurements in small-animal studies [125].
Strategies for attenuation correction

Notwithstanding the deleterious effects of attenuation and scattering are less significant in small rodents compared to clinical imaging, compensating these errors is a prerequisite for quantitative small-animal imaging. Even though photon attenuation is often neglected in small-animal imaging (particularly in mice), it has received much attention in recent years, particularly with the emergence of combined imaging units tailored for laboratory animal studies. A number of studies investigated the importance of photon attenuation in preclinical setting [126–133]. In a study by D’Ambrosio et al., a 20% SUV underestimation in uncorrected PET images of the nude mouse was reported [130]. These findings were confirmed by another study which reported recovery of tracer uptake of 20% for mice and 40% for rat-sized phantoms following attenuation correction [126]. Likewise, Hayakawa and colleagues assessed the impact of attenuation in cardiac rat imaging and observed an approximate loss of 44% in tracer uptake recovery in obese rats [133].

So far, various approaches have been examined to achieve attenuation-corrected PET images. These techniques fall into two general categories: (1) transmission-less and (2) transmission-based methods [129]. Transmission-based methods rely on an external source (radionuclide source or X-rays) to provide object-specific attenuation map, whereas transmission-less methods estimate uses the emission image of the object to delineate the internal organs boundaries and external body contour followed by assignment of appropriate attenuation coefficients to different tissue classes. Undoubtedly, the most simplified transmission-less method is uniform AC, in which a uniform attenuation coefficient is assigned to a cylinder mimicking the contour of the animal body or the object under study. This method was reported to lead to an overestimation of attenuation coefficients [129, 130].

CT is likely the most appropriate method available today on combined PET/CT systems and is often considered the gold standard technique for assessing alternative techniques. Despite the well-established advantages of providing detailed structural information with lower statistical noise in shorter scan time, there are several issues associated with CT-based methods, such as exposure of the animal to ionizing radiation, potential CT artifacts and sensitivity to co-registration inaccuracies. Furthermore, it is worth bearing in mind that energy scaling is mandatory when using CT or transmission source with energies other than 511 keV, such as 137Cs which emits a gamma ray at 662 keV. Various strategies were devised to convert CT values to attenuation coefficients at 511 keV, including scaling, segmentation, hybrid, bilinear scaling and dual-energy decomposition techniques. The implementation of CT-based AC involved a number of steps summarized in Fig. 4. Prasad et al. implemented CT-based AC on the FLEX Triumph PET/CT and assessed the accuracy of bilinear and quadratic energy-mapping techniques on quantitative analysis of mice and rat PET images [127]. No significant difference was observed between both methods for soft tissues, while small improvements were observed for high-atomic number regions, such as bone when using the quadratic energy scaling [127].

On the early generation standalone PET scanners, such as the microPET-P4, R4 and focus120, a customized rotating 68Ge source was implemented for either normalization or attenuation correction, which enabled transmission scanning in single or coincidence mode. Similarly, a number of commercial preclinical PET scanners used a 137Cs transmission source (e.g. ClairvivoPET [134] and Eplus-60 [135]) or 57Co (e.g. Inveon DPET) [136]. The most important limitation associated with external transmission sources is the noisy nature of the transmission images propagates to attenuation-corrected PET images. Around 4% increase in image noise was observed after implementing radionuclide transmission-based AC using a 68Ge point source on a rat-like phantom [129]. Chow et al. studied the influence of acquisition parameters, including the activity and radius of 68Ge point source, acquisition mode and scan time on noise properties of attenuation-corrected images acquired by the microPET-P4 scanner [128]. They reported marked improvements in SNR of the corrected images when using a higher activity transmission source with smaller rotation radius and single acquisition mode. However, activities higher than 2 mci result in significant artifacts generated by dead-time of the detectors [128].

Nai et al. investigated different approaches for attenuation correction for the ClairvivoPET scanner, including uniform fitting of a cylindrical contour for AC, segmented emission-based and segmented transmission-based AC using a 137Cs source [137]. The uniform cylindrical method outperformed the other techniques for the cylindrical phantom but failed for non-uniform objects like animals. In addition, it was shown that the performance of the emission-based method is highly dependent on the administered radiotracer [137].

D’Ambrosio et al. investigated the performance of CT-based and segmented emission-based AC on the eXplore Vista PET scanner using various phantoms and rodent studies [126]. The accuracy of each method was then evaluated for different radiotracers, including 18F-FDG, 11C-acetate, 68Ga-chloride and 18F-NaF. For phantom studies, the discrepancy between two AC methods was negligible while the accuracy of emission-based method was poor for specific radiotracers, such as 18F-NaF [126].

For the PETbox prototype, two transmission-less methods were adopted and tested using a simulation study [138]. Two VGA video cameras were mounted on top and lateral side of the scanner. The coronal and sagittal views of the object captured by the cameras were replicated and
the intersection between these replicated images used to generate a 3D volumetric representation of the scanned subject. This simplified method led to 30% quantification bias in the lungs and 10–18% in other organs. The quantification bias decreased to 3% through masking the 3D image in the axial direction.

One should note that although transmission-based methods are preferred owing to their higher accuracy, transmission-less strategies are more simple and straightforward to use, less lengthy and more robust to animal motion and registration accuracy. Hence, transmission-less AC is still of interest in preclinical setting, particularly on standalone scanners, prototype models or PET/MRI systems not equipped with transmission sources or CT.

Attenuation correction in PET/MRI is more challenging [25, 139]. Although, different strategies are being used on clinical systems, including MRI-based segmentation followed by assignment of predefined attenuation coefficients to segmented regions, atlas-based pseudo-CT generation, matching through smoothing the CT images using a Gaussian filter, (5) forward projection of the attenuation map to get attenuation correction factors, (6) multiply the PET sinograms with corresponding attenuation sinograms to obtain corrected PET images. All the steps shown in Fig. 4 are implemented on Xtrim-PET scanner [192].

Regarding the small contribution of photon attenuation in small-animal imaging, transmission-less or atlas-based AC methods seem to be the best candidates for preclinical examinations. Since, transmission-less methods ignore the animal bed or other equipment and accessories within the FOV, the use of pre-calculated attenuation maps for animal housing and coils in conjunction with transmission-less methods should provide acceptable accuracy in rodent studies on PET/MRI systems [142].

**Scatter correction techniques**

Similar to attenuation, Compton scattering is the other central issue in emission tomography that should be addressed to enable quantitative PET analysis. Attenuation compensation without scatter correction (SC) leads to overestimation of tracer uptake within internal organs. The impact of
AC and AC/SC on quantification of tracer uptake in the rat brain was thoroughly investigated by Yu and colleagues [143]. Following AC/SC, $^{18}$F-FDG uptake increased in the cerebellum and occipital cortex whereas it decreased in the frontal cortex. In simulation studies carried out by Konik et al., scatter fractions of 4–18% were obtained for different diameters of the whole-body mouse (MOBY) voxelized phantom [131, 144].

Compton scattered events could be generated from either the object or PET scanner’s material. The main source of scattering in small animal studies seems to be induced by the scanner’s gantry [145, 146]. Relatively larger SFs are reported for scanners with smaller detection rings, larger axial FOVs and dual-layered detector schemes operating with wider energy windows [147]. Intercrystal scattering is another source of scattered photons, which depends upon the crystal density and detector size. As recently demonstrated by Zhang et al., intercrystal scattering becomes significant by increasing the detector size and scintillator density [148].

During the past decade, scanning multiple rodents in one session geared more attention in translational research. Besides high statistical accuracy, imaging several objects simultaneously is more efficient in terms of time, cost and throughput, particularly when using short-lived radioisotopes [149]. However, this is at the cost of higher attenuation, scattering and much pronounced parallax errors. In a simulation study carried out by Prasad and Zaidi, ~36% and ~60% increase in SF was obtained when scanning 3 and 5 MOBY phantoms, respectively, using a 250–650 keV energy window [150], indicating that scatter compensation is of paramount importance for high-throughput quantitative studies. It seems that the new generation of hybrid scanners with advanced correction techniques and dedicated animal chambers will pave the way for simultaneous multi-animal imaging [149].

Various strategies were suggested for Compton scatter correction in small-animal PET imaging, including tail-fitting, multiple-energy windows, convolution subtraction and simulation-based methods including those based on Monte-Carlo or analytical calculations. The former includes Gaussian or quadratic polynomials fitting of the tails of the projection data, which are then subtracted from the total acquired events. Tail-fitting approaches are fast, simple and account for out-of-field scatter as well as Lutetium background radiation. Nevertheless, these techniques are less accurate for correcting scatter within the object since it follows the shape of the curve that best fits the data out of the object boundaries. Multispectral scatter correction methods are among the most promising techniques in SPECT imaging. Improvements in detector technology and energy resolution of PET scanners facilitate the application of these methods in PET studies [151–154]. These approaches are based on estimating the scatter ratio in the photopeak window using the information lying in adjacent energy windows. Although the method accounts for scatter within the object, it fails to recover scattered events generated outside the object boundaries. To tackle this issue, convolution-subtraction methods were introduced to segregate the scattered photons originating from the object, scanner gantry and the detector using the response function extracted from a line source placed at different locations within the scanner’s FOV [146, 155]. Although Monte-Carlo simulation provides a more accurate estimate of the distribution of scattered events [156, 157], the majority of PET scanners implement model-based analytical approaches, such as single scatter simulation (SSS), owing to its computational efficiency [158–161].

Model-based methods compute the distribution of single-scattered events using the object’s emission and transmission images and then estimate multiple-scattering through a convolution of the estimated single-scattered events with a Gaussian kernel. Prasad and Zaidi compared the scattered profiles of various objects assessed using the SSS algorithm and Monte-Carlo modeling and found a good agreement between the two methods in animal studies [150]. The results of this study indicated the reliability of the SSS algorithm for single and multiple rodents imaging. Comprehensive reviews and comparative assessments of scatter compensation techniques could be found in previous publications by Zaidi and Koral [162–164].

Machine learning methods are witnessed to be much easier and faster than Monte Carlo-based methods and the SSS algorithm in estimating multiple scattered events occurring in PET [140]. These approaches require training to predict the overall scatter contribution or could be used in conjunction with other methods. For instance, one could use the SSS algorithm to compute single-scattered photons followed by estimating multiple-scatter using a trained neural network [140]. However, further investigation is needed to evaluate the accuracy and reliability of these methods for scatter compensation of PET data in preclinical setting. In closing this section, it should be noted that similar methods are implemented on both clinical and preclinical imaging systems to compensate for physical degrading factors. However, the method of choice strongly depends upon the imaging task, object properties, scanner geometry and the radionuclide used.

**Partial volume effect correction**

Despite the fast pace of innovation in PET instrumentation and the availability of high-resolution scanners, the quantitative accuracy in PET imaging is negatively influenced by the limited resolution of the scanner [165]. The partial volume effect leads to cross-contamination of tracer uptake among adjacent tissues (spill-over), ultimately leading to substantial quantification bias, particularly in small structures. It is well
known that intricate and tiny structures with approximately twice smaller than PET’s spatial resolution (such as the fine details in the brain, the myocardial wall and small tumors or metastasis) are more prone to PVE induced errors [166, 167]. Moreover, other factors, including the background activity, shape and compactness of the structures as well as reconstruction parameters and voxel size, are of paramount importance in the context of PVE.

In response to these concerns, PVE has been addressed through various compensation strategies that could be implemented in both preclinical and clinical emission tomography [168]. In brief, PVE-correction methods could be employed (1) for a particular region-of-interest (region-based (RB) methods) or (2) implemented on the voxel level creating PVE-corrected images (voxel-based (VB) methods).

The simplest RB-technique employs pre-calculated RCs defined as the ratio between the measured and the actual activity concentration. RCs are commonly derived experimentally by scanning a phantom containing spheres of various size surrounded by different levels of activity in the background. The correction procedure consists in choosing the appropriate RC to implement in PET studies depending on objects of similar size and background ratio. Albeit the method is pretty simple and efficient for spherical lesions lying in a homogenous background, it performs poorly in cases with non-uniform tracer uptake or background, which is the case in brain imaging. The geometric transfer matrix (GTM) is an alternative RB PVE-correction method, which requires co-registered high-resolution anatomical images to efficiently segment adjacent regions to several uniform ROIs and finally obtain the signal spread fraction corresponding to each segment. Atlas-based GTM methods have also been investigated on standalone preclinical PET scanners [169].

In comparison to RB methods, VB PVE-correction techniques yield fully PVE-corrected PET images at the voxel level but tend to be more sensitive to noise. Compared to deconvolution-based image restoration, resolution modeling during image reconstruction is more time-consuming but generates more accurate PVE-corrected images with superior noise performance [170]. Moreover, simultaneous implementation of post-reconstruction methods and reconstruction-based methods has shown promising performance in small-animal imaging [171].

Another PVE-correction method that entails structural information was proposed by Bouisson et al. [172]. This multiresolution technique utilizes high-frequency information of MRI or CT images decomposed using the wavelet transform to correct the low-frequency information in emission images.

It is also worth mentioning that most of the reliable PVE-correction approaches are hitherto based on detailed morphological information, which further emphasizes the synergistic strength of hybrid systems toward improved quantification. These methods are more prone to artifacts arising from inaccurate co-registration or where there is a mismatch between the anatomical and functional patterns, thus limiting their practical utility.

**Tracer kinetic modeling**

Semi-quantitative analysis of PET findings in small rodent studies are conventionally performed using simple image-derived PET metrics from statistic images at a certain time point after tracer injection, including the SUV, percent of injected dose per gram (%ID/g), tumor-to-muscle (or reference tissue) ratios as well as fractional uptake rate (FUR). The limitations of these metrics were reported in previous studies carried out on small laboratory animals [173]. Absolute quantitation in PET imaging is possible through the prism of tracer kinetic modelling, which is being fueled in murine studies by the rapid evolution, and great availability of dedicated high-resolution PET scanners. The mathematical framework linking the measured PET data and the physiological parameters of interest (e.g., metabolic rate of the glucose, blood flow, binding potential) reflecting the tracer behavior in vivo is referred to as the tracer kinetic model, which is doable through compartment modeling.

Compartment modeling is the most frequently used mathematical model to describe a time-variant system through measuring the response of the system to an input function (impulse or Dirac delta function) over time [174]. Therefore, one could model the desired biological system as a single compartment or a combination of several components within which the kinetic states of the tracer are assumed to be equal. The transition of the tracer between the different compartments over time is referred to as rate constant or parameters of the model that could be assessed by means of time activity curves.

Since the measured data in PET imaging are highly affected by inaccuracies from different origins, the derivation of a model relevant to physiological parameters of interest involves several attributes that should be taken into account, including but not limited to, animal preparation, injected activity and mass effect, blood sampling, anesthesia, PET scanner characteristics and the applied corrections.

In quantitative PET imaging, the activity concentration in the arterial blood over a period of time serves as the input function (IF). This can be obtained by serial drawing of blood using manual or automatic blood sampling methods [175]. Although manual sampling is the gold standard technique in human studies, it proved to be the most challenging step in murine studies owing to the intricate vessels and limited blood volume (e.g., ~1.5 ml for a 25 gr mouse and ~25 ml for a 400 gr rat) [176, 177]. Hence, efforts focused on deriving the IF using alternative strategies, such as β-probes (microfluidic chips), which are being used for...
direct detection of positrons prior to its annihilation with an electron. As such, it must be in direct contact with the blood to measure the signal emanating from radioactive sources [178, 179]. To minimize the amount of blood loss in previous approaches, arteriovenous-shunt/counter techniques were also proposed in which a catheter is placed in the femoral artery as well as the femoral vein. The blood driven from the artery goes through a coincidence probe and then goes back to the vein [180]. Owing to their invasive nature, these methods are rarely implemented in research studies.

An alternative methodology is image-derived IF. In this method, the IF is extracted from the blood pool voxels in dynamic PET images by defining ROIs on the left ventricular, left atrium or the major vessels, like the ascending aorta [181]. Although the method is non-invasive, it is highly influenced by uncertainties linked to image reconstruction, PVE, motion, scatter, the temporal resolution of the scanner and ROI definition. Hence, for robust and successful measurements, reliable corrections combined with anatomical information should be implemented [169]. As indicated by Evan et al., the GTM-based PV-correction by means of high-resolution MRI information improves the quantitative reliability of TAC curves and image-derived IF in mice heart [182].

Noteworthy, other non-invasive approaches such as reference tissue models, population-based input functions as well as accumulated activity in the bladder or liver have been optimized to derive the IF for small rodents [183–186]. More recently, Kuttner et al. explored two machine learning methods based on Gaussian processes and long short-term memory to estimate the IF from PET/CT images of mice [187]. The IF generated by both models showed good agreement with the image-derived reference arterial IF generated through fitting a well-established model to vena cava and left ventricle of mice PET scan [187].

Another constraint in quantitative small animal PET imaging is related to anesthesia and preconditioning which dramatically alter the kinetic data and confound the final outcome, particularly in neuroimaging or when the muscle tissue serves as reference uptake region [188]. As discussed in the previous section, a dedicated setting and scanning protocol for awake animal imaging was recently suggested, which is applicable to any imaging device [121].

The role of animal handling, preparation and preconditioning is also addressed in the first section. Goetz et al. noticed that optimal heating increases tracer uptake/clearance rate in BALB/c nude mice injected with $^{18}$F-Tetrafluoroborate and $^{18}$F-FDG [189]. The influence of dietary regime and blood glucose level on $^{18}$F-FDG kinetics was also examined in C57BL/6 mice revealing that $^{18}$F-FDG uptake rate in different organs depends directly upon the dietary conditions [190]. Regarding the differences in the number of receptors between animals and humans, special attention should be paid to the specific activity of the tracer and amount of injected activity to avoid receptor saturation. In addition to all mentioned factors, the elementary essential role of calibration (dose-calibrator, cross-calibration and all other laboratory instruments being used during the experiments) should not be underestimated.

Last but not least, obtaining comparable, accurate and reproducible results that could be translated to clinical applications is unthinkable without identification, optimization and standardization of factors affecting the outcome.

**Summary and future directions**

Multi-modality imaging has attracted substantial interest, particularly in the preclinical portfolio. Nevertheless, further research and development efforts still need to be performed to take the full advantage of the quantitative capabilities of small-animal imaging. To this end, achieving optimal image quality and quantitative accuracy involves careful consideration of image acquisition and reconstruction parameters, which need to be standardized for various imaging tasks taking into account the PET scanner’s technical specifications, the object under study and properties of the radiotracer, particularly when translation to the clinic is the ultimate goal. Although innovations in hardware are always desired, the new-generation hybrid preclinical scanners will rely on the development of more advanced and modern software solutions for image reconstruction, quantitative corrections, analysis and processing. Automated quantitative solutions, such as atlas-guided techniques will become more popular with the aim of standardizing and minimizing variations across preclinical imaging research facilities [191]. This trend is supported and intensified by ongoing improvements in computational power and increasing role of artificial intelligence and deep learning in biomedical imaging research.
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