Abstract

Existing supervised models for text clustering find it difficult to directly optimize for clustering results. This is because clustering is a discrete process and it is difficult to estimate meaningful gradient of any discrete function that can drive gradient based optimization algorithms. So, existing supervised clustering algorithms indirectly optimize for some continuous function that approximates the clustering process. We propose a scalable training strategy that directly optimizes for a discrete clustering metric. We train a BERT-based embedding model using our method and evaluate it on two publicly available datasets. We show that our method outperforms another BERT-based embedding model employing Triplet loss and other unsupervised baselines. This suggests that optimizing directly for the clustering outcome indeed yields better representations suitable for clustering.

1 Introduction

Text clustering is a well-studied problem which finds its application in a wide range of tasks: organizing documents in cluster-based information retrieval (Cutting et al., 2017; Mei and Chen, 2014), representation of search results (Scaiella et al., 2012; Navigli and Crisafulli, 2010), analyzing different opinions about a subject (Tsirakis et al., 2017) among many others. Each of these applications may focus on text contents of different granularities (e.g. words, sentences, passages, articles) but all of them follow a common high-level approach to clustering: represent the documents in form of vectors and then cluster them based on vector similarities. Although clustering is typically employed in an unsupervised setting, many semi-supervised deep learning models have been proposed recently. Many of these approaches formulate this as a representation space learning problem (Yang et al., 2017) that projects initial document vectors into a latent vector space which is more suitable for the clustering task and generate clusters similar to some ground truth. However, most of these algorithms do not directly optimize for a clustering evaluation metric during training. Instead, they optimize for a different criterion that approximates the global clustering error. Semi-supervised clustering approaches (Basu et al., 2002) cast the clustering problem into binary classification by learning pairwise constraints extracted from the available training examples: must-links for sample pairs sharing the same cluster and cannot-links for different clusters. However, clustering problems with numerous small clusters produce only a few must-links among all possible links, leading to highly unbalanced training data. Consequently, the trained model is biased towards predicting cannot-links. Learning triplet-based constraints (Dor et al., 2018) that combine a positive and a negative sample in a single triplet, mitigate such bias towards negative samples. However, the sample complexity (Bartlett, 1998) (number of samples required to cover all interactions in a dataset) grows more rapidly compared to paired samples. Also, such approximation of the original clustering problem may lead to unsatisfactory results because the optimization criterion does not always correspond with the clustering quality. These observations motivate us to hypothesize the following:

1. Instead of learning to solve some approximation of the original clustering problem, we need to directly optimize for a clustering evaluation metric in order to train a model specialized for clustering.

2. Instead of sample-pairs in case of pairwise constraints or triplets in case of Triplet-loss, we can make efficient and scalable use of the available training data by presenting all inter-
actions between a set of data points as a single clustering sample. This way the training approach neither suffers from unbalanced data nor from sample complexity.

To test our hypotheses, we propose an alternative training strategy that directly draws its supervision signal from an evaluation metric that measures clustering quality to train a representation model for text documents. During training, it consumes a complete clustering example of a set of data points as a single training sample in form of an interaction matrix. Due to this, we experiment with clustering datasets containing numerous small clustering examples instead of a single instance of a large clustering problem.

It is challenging to derive training signals directly from the clustering ground truth or a clustering evaluation metric because the clustering process is discrete. In other words, a function that estimates the clustering quality of a random partition of the input data is not continuous and hence non-differentiable. As most supervised algorithms rely on gradient-based optimization algorithms, it is difficult for them to orchestrate a useful training process without proper gradient. So far some continuous approximation of the clustering problem is used as discussed earlier to bypass the core optimization issue. Recently a novel gradient approximation method, blackbox backpropagation (Vlastelica et al., 2019) is proposed for combinatorial problems that finds solution in a discrete space. We leverage their findings by molding the clustering problem into a combinatorial problem. This allows us to derive meaningful gradients out of the clustering process and to train a representation model by directly optimizing for a clustering evaluation metric.

Our contribution: We make the following contributions through this work.

1. We develop a new training strategy for supervised clustering that directly obtains its supervision signal from optimizing a clustering metric. We utilize recently proposed blackbox backpropagation technique to derive gradients from discrete clustering results that drives the training process.

2. We use our training strategy to train a BERT-based (Devlin et al., 2018) representation model suitable for topical clustering. To support the training mechanism, we design a loss function that effectively optimizes a clustering evaluation metric.

3. We empirically show that our method is more efficient in terms of training time and utilizing available training examples when compared to existing supervised clustering methods. The resulting representation model achieves better clustering results than other strong baseline models.

2 Related Work

Traditionally, text clustering is achieved by employing a distance-based clustering algorithm (e.g. KMeans) on vector representations of documents such as TF-IDF (Jones, 1972). Recent works focus on learning text representations suitable for clustering (Chen, 2017; Xu et al., 2017; Hadifar et al., 2019). Alternatively, they explore different similarity metrics between the vectors that govern the clustering algorithm through pairwise binary constraints (Basu et al., 2002; Kulis et al., 2009). In this work, we focus on the former – representation learning of documents, suitable for text clustering.

Deep clustering (Min et al., 2018) is an active field of research that utilizes recent advancements of deep learning techniques to improve supervised clustering. The primary focus is to learn a suitable representation space that optimizes some clustering criterion (e.g. cluster assignment loss) along with a representation criterion (e.g. reconstruction loss) (Xie et al., 2016; Li et al., 2018; Ghasedi Dizaji et al., 2017; Jiang et al., 2016). It has also been shown that clustering criterions alone are sufficient to train such representation space (Yang et al., 2016). However, none of these approaches attempt to receive direct supervision from a clustering evaluation metric. Motivated by earlier works that learn a representation model under pairwise binary constraints, Chang et al. (2017) envisions the clustering task as a binary classification task of paired data samples and achieves state-of-the-art results on multiple image clustering datasets. Reimers and Gurevych (2019) propose Sentence-BERT which trains a BERT-based sentence embedding model by employing Triplet loss (Dor et al., 2018) that uses triples of sentences as training samples where exactly two of them are from the same section of Wikipedia. Although both
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1The source code is available at https://github.com/nihilistsumo/Blackbox_clustering
of these approaches are supervised, each training sample only consists of a fraction of the whole clustering instance. Hence, during training, these methods mostly ignore the overall relationships between multiple data samples and how they form clusters.

The main hindrance of drawing a supervision signal directly from a clustering evaluation metric is the combinatorial nature of the clustering problem. Some research introduce differentiable building blocks for special cases of combinatorial algorithms such as satisfiability (SAT) problems (Wang et al., 2019). Wilder et al. (2019) use a differentiable variant of the K-means algorithm to approximate a harder combinatorial problem (e.g. graph optimization). Such relaxations of the original combinatorial problem may lead to sub-optimal results. Recently, Vlastelica et al. (2019) proposed a novel technique of differentiating combinatorial solvers as a blackbox without any relaxation that allows us to use an optimal combinatorial algorithm as a component of a deep representation learning model and optimize it end-to-end. We give a brief background of their approach in the following section.

**Blackbox backpropagation.** In their approach to optimize for a combinatorial function Vlastelica et al. (2019) formalize combinatorial solvers as a mapping function between continuous input, $w \in W \subseteq \mathbb{R}^N$ and discrete output, $\hat{y} \in Y$ as $w \mapsto \hat{y}$ such that the output $\hat{y} = \arg \min_{y \in Y} c(w, y)$ where $c$ is the cost that the solver tries to minimize. Here $W$ is the $N$-dimensional continuous input space and $Y$ is a finite set of all possible solutions. For a linear cost function $c$, a continuous interpolation of the original cost function is constructed and the gradient of this interpolation is used during backpropagation. The closeness of the interpolation to the original function is controlled by a single hyperparameter, $\lambda$. In our work, we extend this approach for clustering framework to draw the supervision signals directly from the clustering results and learn our model parameters.

### 3 Methodology

Our text clustering method works in two steps: 1. Train a text representation model directly from example clusters of text snippets, 2. Cluster the trained embedding vectors using hierarchical agglomerative clustering (HAC). Our primary contribution lies in the training strategy of step 1 which we refer here as Clustering Optimization as Blackbox (COB). We describe COB in the following sections.

#### 3.1 Overall Approach

Supervised text clustering is a combinatorial problem. Let $\mathcal{P}$ be a set of $N$ documents and $Y$ be the set of all possible $k$-partitions of set $\mathcal{P}$. Also let $V_\phi$ be a representation model with trainable parameters $\phi$. We obtain the set of representation vectors $V_\phi(\mathcal{P})$ for each of the documents in set $\mathcal{P}$ using the model, $V_\phi$. Based on the Euclidean distances between representation vectors in $V_\phi(\mathcal{P})$, a clustering algorithm chooses a particular $k$-partition $\hat{y} \in Y$ that minimizes some linear cost function $c(V_\phi(\mathcal{P}), y)$ e.g. intra-cluster distances for HAC. Hence the clustering process can be expressed as the following mapping:

$$V_\phi(\mathcal{P}) \mapsto \hat{y} \text{ such that } \hat{y} = \arg \min_{y \in Y} c(V_\phi(\mathcal{P}), y)$$

The clustering ground truth $y^* \in Y$ is the correct $k$-partition of set $\mathcal{P}$. The training process of COB is governed by a loss function $\mathcal{L}(y^*, \hat{y})$ that optimizes a clustering evaluation metric.

However, we want to emphasize here that the minimization of the cost function $c(V_\phi(\mathcal{P}), y)$ takes place inside the clustering algorithm and remains opaque for our supervised model. As a result, COB is not dependent on the exact clustering algorithm we choose. In this work however, we choose to use HAC as our clustering algorithm. We optimize for RAND index in this work but our method can be applied to optimize for other clustering evaluation metrics as well (e.g. purity).

#### 3.2 Optimizing for RAND index

Our goal is to train the representation model, $V_\phi$, such that the resulting clusters maximize a clustering evaluation metric of our choice. In this work, we focus on optimizing for RAND index, a widely used clustering metric, which measures the similarity between the generated clusters and the clustering ground truth. If $y^* \in Y$ be the ground truth partition or the ideal clustering of $\mathcal{P}$, then the clustering quality of a candidate cluster $\hat{y}$ is expressed in terms of RAND index (RI):

$$RI = \frac{\text{No. of unordered data pairs that agrees between } y^* \text{ and } \hat{y}}{\binom{n}{2}}$$

where $n =$ total number of data samples.
Table 1: Description of variables used in Figure 1.

| Variable | Description |
|----------|-------------|
| $P$      | Set of documents to be clustered |
| $V_\phi$ | Embedding model with trainable parameters $\phi$ |
| $V_\phi(P)$ | Representation vectors of $P$ obtained using $V_\phi$ |
| $D$      | Pairwise distance matrix of vectors in $V_\phi(P)$ |
| $A$      | Adjacency matrix denoting clustering result |
| $T$      | Adjacency matrix denoting ground truth clusters |

3.3 COB Training Loop

Figure 1 and Table 1 present the overall training approach. The focus of the training loop is to train the representation model $V_\phi$. First, the set of representation vectors $V_\phi(P)$ is obtained for all documents in set $P$. Then we encode the input to the clustering algorithm as a square symmetric matrix $D$ with pairwise Euclidean distance scores between vectors in $V_\phi(P)$.

$$D_{ij} = \|V_\phi(p_i) - V_\phi(p_j)\|_2 \quad \text{where} \quad p_i, p_j \in P$$

The solution to the clustering problem is expressed in the form of an adjacency matrix $A$ such that

$$A_{ij} = 1 \text{ if } i, j \text{ share same cluster and } 0 \text{ otherwise}$$

We denote the adjacency matrix of the clustering ground truth as $T$. Now, we can express $RI$ using the following form:

$$RI = 1 - \frac{\sum_{ij} |A_{ij} - T_{ij}|}{2\binom{n}{2}} \quad \text{see Appendix}$$

It is clear from the above equation that if we want to maximize $RI$, we need to minimize the difference between $A$ and $T$. Intuitively, if we are able to produce ideal clustering results, then $A$ and $T$ would be identical, meaning $A - T$ is a zero matrix. Hence, we define our loss function $L$ as the sum of $A - T$. Formally:

$$L = \sum_{ij} |A_{ij} - T_{ij}|$$

The backward pass of this training loop involves estimating the gradient of the loss $L$ with respect to the distance matrix $D$, the input to the clustering algorithm. This is achieved using blackbox backpropagation technique and the resulting gradient is used to drive a gradient descent algorithm for training the representation model $V_\phi$.

3.4 Regularization

The purpose of any clustering algorithm is to identify groups of similar data points. By optimizing for a clustering metric such as $RI$, we learn a notion of similarity that most likely yields the ground truth clusters when used in HAC. However, we want to encourage a large margin between similar and dissimilar data points. This is achieved when the loss function encourages inter-cluster distances to increase and intra-cluster distances to decrease.

While this is part of the optimization process within the clustering algorithm, it is opaque during neural network training, due to the blackbox optimization technique. The clustering evaluation metric does not encourage a margin that is larger than necessary. Hence we incorporate a measure of intra versus inter-cluster distance as a regularizer in our optimization criterion as described below.

$$L_r = L + r \cdot [\text{mean intra-cluster distance} - \text{mean inter-cluster distance}]$$

$$= L + r \cdot \left[ \frac{\sum_{ij} D_{ij} T_{ij}}{\sum_{ij} T_{ij}} - \frac{\sum_{ij} D_{ij}(1 - T_{ij})}{\sum_{ij}(1 - T_{ij})} \right]$$

where $r$ is the regularization constant

The regularization constant $r$ controls how much emphasis is placed on increasing the margin between similar and dissimilar data points versus optimizing the clustering evaluation metric.
Table 2: Dataset statistics: $N =$ total no. of documents, $C =$ total no. of clustering instances, $n =$ average number of documents per clustering instance, $k =$ average number of clusters per clustering instance.

| Dataset       | N     | C     | n   | k (coarse) | k (fine) |
|---------------|-------|-------|-----|------------|----------|
| 20NG train    | 11314 | 226   | 50  | 18         |          |
| 20NG test     | 7532  | 150   | 50  | 18         |          |
| CAR train     | 6.8M  | 597K  | 11  | 3.84       | 5.04     |
| CAR test      | 6K    | 126   | 47  | 7.78       | 17.16    |

4 Experimental Results

In this section, we describe the datasets used for our experiments, discuss our evaluation paradigm and present experimental results that demonstrate efficacy of the representation model trained using our proposed training strategy over our baseline models.

4.1 Datasets

To evaluate our proposed approach, we use two publicly available datasets: 20 newsgroups (20NG) and TREC Complex Answer Retrieval (CAR). As discussed earlier, for our proposed method, each training example consists of the ideal clustering of a set of documents. To produce enough such training samples, we choose to train and evaluate on multiple smaller clustering instances instead of a single but large clustering instance. We note that it will not make any difference in the way our baseline model is trained because they consume the training data in form of triples (SBERT Triplet), as long as we ensure that all models are trained on the same set of clustering examples. We take the following approach to construct such clustering benchmarks from the datasets (detailed statistics are presented in Table 2):

20NG dataset is a widely used public collection of 18846 documents, each categorized into any one of twenty topics. To convert this to a clustering benchmark, both train and test split of 20NG dataset is randomly grouped into sets of 50 documents along with their topic labels, resulting in 226 and 150 clustering instances respectively. Each set of 50 documents represents a single instance of clustering problem.

CAR dataset (version 2.0 year 1) is a large collection of Wikipedia articles. Each article consists of text passages about a topic, segmented into hierarchical subtopics using sections. The CAR dataset provides both in form of top-level (coarse) and hierarchical (fine-grained) benchmarks. We train and evaluate our models on both flavors of the dataset.

Figure 2: Coarse and fine-grained clustering benchmarks from CAR dataset.
gies. For the embedding model, we use Sentence-BERT (Reimers and Gurevych, 2019), a recent BERT-based embedding model. Finally, macro-average performance on all clustering instances on the test sets are reported with statistical significance testing. We use three clustering evaluation metrics, RAND index (RI), Adjusted RAND index (ARI) and Normalized Mutual Information (NMI).

**Compared methods.** In this section we discuss all the methods which are compared in our experiments. All methods are trained until no significant improvement is observed on the validation set. For each method, models are saved on regular interval and we use the best model found during training in terms of validation ARI score to evaluate on the test set.

**SBERT COB.** We train Sentence-BERT with our proposed training strategy and refer the obtained model as **SBERT COB.**

**SBERT Triplet.** To compare our approach with a strong supervised baseline, we train Sentence-BERT with Triplet loss function (Dor et al., 2018). It is designed to generate document representations that capture topical similarities. Here, each training example consists of two similar \((d, d^+)\) and one dissimilar \((d^-)\) documents. Triplet loss trains the document representation model \(V_{trip}\) so that the Euclidean distance between the similar pair of representations \(||V_{trip}(d) - V_{trip}(d^+)||_2\) is less than the negative pair \(||V_{trip}(d) - V_{trip}(d^-)||_2\) by at least a margin \(\epsilon\).

\[
\mathcal{L}_{triplet} = \max(0, ||V_{trip}(d) - V_{trip}(d^+)||_2 - ||V_{trip}(d) - V_{trip}(d^-)||_2 + \epsilon)
\]

**Unsupervised baselines.** To compare the performances of unsupervised clustering approaches for our use cases, we also include:

1. **SBERT raw**, the pre-trained Sentence-BERT model without any finetuning and
2. **TFIDF** with cosine similarity as a more canonical approach.

### 4.3 Hyperparameter Optimization

The interpolation parameter \(\lambda\) (Section 2) and regularization constant \(r\) (Section 3.4) are two hyperparameters we have to tune in SBERT COB. We use Optuna (Akiba et al., 2019), a recently proposed hyperparameter optimization framework, to search for optimum \(\lambda, r\) pair in terms of validation performance for each dataset. Table 3 presents the optimum hyperparameter values used for our experiments.

| Dataset     | \(\lambda\) | \(r\)  |
|-------------|--------------|--------|
| NG20        | 90.0         | 1.0    |
| CAR coarse  | 47.0         | 3.8    |
| CAR fine-grained | 103.0 | 0.3    |

### 4.4 Clustering Evaluation

Here we present details of all the experiments carried out and discuss the results. All experiments are executed on a single NVIDIA Titan XP GPU with 12GB memory. For all the SBERT models, we use uncased DistilBERT (Sanh et al., 2019) as the underlying BERT embedding model.

#### 4.4.1 Experiment 1: 20NG

We train SBERT COB and other supervised methods using 80% of the train split of 20NG dataset and the remainder is held out for validation. Table 4 presents the performance on the test set evaluated using mean RI, ARI and NMI.

| Method          | RI   | ARI  | NMI  |
|-----------------|------|------|------|
| SBERT COB       | 0.925 | 0.233 ▲ | 0.725 ▲ |
| SBERT Triplet*  | 0.924 | 0.223 | 0.721 |
| SBERT raw       | 0.754▼ | 0.041▼ | 0.582▼ |
| TFIDF           | 0.624▼ | 0.008▼ | 0.506▼ |

We observe that our proposed method SBERT COB outperforms all other baselines in terms of RI, ARI and NMI. For ARI and NMI, the improvement is statistically significant in terms of paired t-test with \(\alpha = 0.05\) carried out with respect to the best performing baseline, SBERT Triplet. Both TFIDF and SBERT raw fail to obtain meaningful clusters, demonstrating the efficacy of supervised representation models in clustering context.

#### 4.4.2 Experiment 2: CAR

Due to large size of the CAR training split (\(train.v2.0\)), it is impractical to train SBERT Triplet with all possible triplets in the training set.
Table 5: Dataset statistics: $N$, $C$, $n$, $k$ denotes the same as Table 2, $t$ denotes the total number of available triples to train SBERT Triplet method.

| Subset | $N$  | $C$  | $k$ (coarse) | $t$ (coarse) | $k$ (fine) | $t$ (fine) |
|--------|------|------|--------------|--------------|-----------|-----------|
| $n=30$ | 71K  | 2.4K | 5.97         | 10.64        | 8.6M      | 5.8M      |
| $n=35$ | 56K  | 1.6K | 6.27         | 12.17        | 9.3M      | 5.9M      |
| $n=40$ | 50K  | 1.2K | 6.73         | 13.62        | 10.8M     | 6.5M      |

Figure 3: Comparison between SBERT COB and SBERT Triplet in terms of total training time.

Instead, we compare the supervised models trained on three smaller subsets of the training dataset. Each subset contains articles with exactly $n$ passages where $n = 30, 35$ and $40$. However, they are always evaluated on the same CAR test set. These values of $n$ are chosen so that we obtain reasonable numbers of training samples while their statistics remain close to the CAR test set on which we are evaluating. Table 5 presents statistics about these three training subsets.

We report the coarse and fine-grained clustering performance in Table 6 and Table 7 respectively. For both coarse and fine-grained clustering, we observe that for each of the training splits ($n = 30, 35, 40$), our proposed method SBERT COB consistently performs better than the best performing baseline, SBERT Triplet ($n = 30$) in terms of both ARI and NMI. As expected, clustering performance in terms of RI score mostly correlates with ARI score. The only exception is SBERT Triplet trained on $n = 40$ for fine-grained clustering. However, we also observe overall decrease in ARI scores for all methods in case of fine-grained clustering. This is expected as fine-grained clustering is a harder problem largely due to fewer passage pairs sharing a cluster. Note that RI and NMI measures are only comparable within table because unlike ARI, it is not adjusted for chance.

### 4.4.3 Experiment 3: Training Convergence

Existing methods for learning clustering representation spaces, focus solely on classifying individual pairs as similar or different, and hence ignore to which extent other data points already form clusters. The key difference in our work is that we learn the representation space to directly optimize for the clustering evaluation metric, which is based on the clustering results of HAC when used with pairwise Euclidean distances. This allows the model to reach convergence much faster, leading to reduced overall training time, when compared to other methods.
that uses only a sub-sample of each clustering example (e.g. Triplets). This is particularly helpful in scenarios when we want to regularly update our model to incorporate new training examples.

To demonstrate this we present Figure 5 that compares the time taken to reach convergence during training of SBERT Triplet and SBERT COB on 20NG dataset and CAR dataset (coarse $n = 35$) respectively. For both the datasets, SBERT COB is able to converge at least five times sooner than SBERT Triplet, leading to much faster overall training time. Moreover, for NG20 dataset each epoch of SBERT COB is about 100 times faster than SBERT Triplet. This leads to decrease in overall training time even though SBERT COB takes many more epochs to converge than SBERT Triplet. We observe similar training behaviour for CAR dataset.

4.5 Qualitative Evaluation

Here, we demonstrate efficacy of SBERT COB over SBERT Triplet ($n = 35$) through visual comparison of clustering results from the CAR dataset. Principle Component Analysis (PCA) is used to transform the representation vectors into 3D vectors which are then visualized as points in 3D vector space. Figure 4 compares the results obtained for four articles from CAR test split.

For articles Anti-slavery International and Hybrid Electric Vehicle, SBERT COB is able to clearly identify clusters of different topics and projects them in different regions of the embedding space. On the contrary, it is difficult to find any clear cluster boundaries in the SBERT Triplet representation space which is also reflected in the ARI scores obtained by the methods. For the article Coffee Preparation, both the methods perform poorly in terms of ARI scores. But in case of SBERT COB we see a tendency to separate dissimilar passages. SBERT Triplet projects almost all the passages in a dense region except for a few outlier passages. For the article Hot Chocolate, SBERT Triplet obtains numerous small clusters of similar passages. As ARI metric is based on sample-pairs, SBERT Triplet obtains better ARI score even though it does not achieve clear groupings of similar elements.

It is clear from the examples that SBERT COB provides better global clustering quality than SBERT Triplet. This is expected because unlike SBERT Triplet, SBERT COB observes the relationships between all passages in a clustering instance at once to directly optimize for RAND index. Hence, SBERT COB is able to make better global clustering decisions than other pair-based methods.

4.6 Quadratic Scaling of SBERT COB

As SBERT COB learns from all possible interactions of data points in a clustering instance at once, it requires all the adjacency matrices in a batch of clustering samples to fit in memory. Thus the space complexity increases quadratically with the size of each clustering instance. Hence, the batch size is kept small to allow training with a limited GPU memory. However, even with batch size of 1, SBERT COB is observed to obtain superior results.
in terms of training speed and clustering performance as reported earlier.

5 Conclusion

In this work, we propose an alternative training strategy to train a representation model, for clustering. Our training strategy, COB (Clustering Optimization as Blackbox), directly optimizes the RAND index, a clustering evaluation metric. Using our method, we train SBERT COB, a BERT-based text representation model. We empirically show that SBERT COB significantly outperforms other supervised and unsupervised text embedding model on two separate datasets in terms of RI, ARI and NMI, indicating better cluster quality. Visual representations of the resulting vectors also confirm that SBERT COB learns to holistically distinguish clusters of different topics. Moreover, each epoch in SBERT COB training loop is about 100 times faster when compared to SBERT Triplet, our best performing baseline method. This leads to a significant decrease in overall training time even though SBERT COB requires more iterations to converge than SBERT Triplet. This makes SBERT COB suitable for applications that require clustering models to be updated on a regular basis as new training samples become available. Lastly, although we have conducted experiments with a specific clustering algorithm (HAC) and a clustering metric to optimize (RAND index), our model is independent of the particular choice of algorithm or the metric.
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A Relation between RAND index and Adjacency matrix

Given a set of $n$ data points $\mathcal{P}$, let us compare two clustering results of $\mathcal{P}$, $C_T$ and $C_A$, in terms of RAND index. We know that RAND index is expressed as:

$$RI = \frac{a + b}{\binom{n}{2}}$$

where $a =$ number of pairs that share the same cluster both in $C_T$ and $C_A$

and $b =$ number of pairs that are from different clusters both in $C_T$ and $C_A$

Now we can express any clustering result $C_M$ in form of an adjacency matrix $M$ where $M_{ij} = 1$ if the $i$, $j$-th data points in $\mathcal{P}$ share the same cluster in $C_M$ and $M_{ij} = 0$ otherwise. We represent the clustering results $C_T$ and $C_A$ with such adjacency matrices $T$ and $A$ respectively. Also, the difference matrix of $A,T$ denoted as $|A - T|$ indicates the ordered pairs that do not agree between $A$ and $T$. In other words, $|A_{ij} - T_{ij}| = 1$ denotes that the $i$, $j$-th data points do not agree between $A$ and $T$. Now, we can express RAND index in terms of $A$ and $T$ as follows:
\[ RI = \frac{a + b}{\binom{n}{2}} \]
\[ = \frac{\text{No. of agreements between } C_T, C_A}{\binom{n}{2}} \]
\[ = \frac{\text{No. of unordered pairs in } P \text{ that agrees between } C_T, C_A}{\binom{n}{2}} \]
\[ = \frac{\text{No. of ordered pairs in } P \text{ that agrees between } C_T, C_A}{\binom{n}{2}} \]
\[ = \frac{2(\binom{n}{2})}{2(\binom{n}{2})} - \sum_{ij} |A_{ij} - T_{ij}| \]
\[ = \frac{2(\binom{n}{2})}{2(\binom{n}{2})} - \sum_{ij} |A_{ij} - T_{ij}| \]
\[ = 1 - \frac{\sum_{ij} |A_{ij} - T_{ij}|}{2(\binom{n}{2})} \]

**B Comparison of Epoch Time**

Figure 5 shows the mean epoch time of SBERT Triplet and SBERT COB on 20NG dataset and CAR dataset (coarse \( n = 35 \)) respectively.