Microservice architecture design for autograder using distributed architecture
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Abstract. An autograder is a system for grading student code submission so the lecturer and student can get the result immediately after code has been submitted. This system using distributed architecture which uses multiple backends as a grader in purpose to reduce execution time caused by the queue. This system needs some components to make it work. Based on distributed architecture applied in this system design, the components need to be separated and run independently but still running their respective orchestras. In this paper, we propose a microservice architecture design to determine components that might be needed by autograder to complete its purpose and run well.

1. Introduction

Autograder is used to grade student submission based on execution results and compare it with some test cases so the lecturer can know student’s grades immediately after this process is done [1]. In a monolithic architecture, all this routine mostly stuck on code execution and it creates more delay between request and result because another request must be waiting in the queue until the previous request finished to grade. But in distributed architecture [2], it used more than one backend to execute code and grade the result so it will shorten queue and waiting time.

One of the applications of distributed architecture is microservice. Microservice allows components to run independently and minimize coupling between components [3]. Microservice also makes it easier to maintain and deploy each component with a low impact on another component [4]. In autograder, microservice can be used to separate the backend with other components like user interface or database. Load balancer will also be an independent component for orchestrating grader backends. By using microservice, autograder can deploy more backends independently as needed so it can adapt to the number of requests based on the number of users or the severity of the task assigned, and also adapt to the different programming language used in the task. In the future, if autograder add more feature, it just needs to deploy new component and modify some components so another component that does not require changes will not be impacted.

2. Methodology

We use observation methodology by observing some information about microservice gathered from websites and papers [5]. As a result, we got the technique to design microservice for autograder. We observe four topics as basic knowledge of microservice architecture:
• We observe best practices in microservice so we know about what important thing in microservice [6,7].
• Since autograder use monolithic architecture, we observed about how to migrate from a monolithic application to microservice [8,9].
• We observe about quality attributes in microservice architecture [10,11].
• Since we try to migrate from monolithic to microservice, we observe about how to build an application using microservice [12-15].

3. Result and discussion

3.1. Distributed architecture of Autograder
In this architecture, autograder use multiple backends to execute codes and grade results [2]. All backends managed by load balancer for orchestrating requests to prevent colliding between requests. It applying multiple backends so it can execute more than one code at a time and reduce delay caused by the long queue.

![Figure 1. Autograder with distributed architecture [2].](image)

As seen in Figure 1, multiple backends that contain code executor and grader work behind the load balancer. This load balancer will determine which backend will receive the request based on its internal queuing system. It also manages all grading results and sends the result to the application portal so the lecturer and student can know the grades.

3.2. Autograder components
Based on Figure 1, there are four main components of autograder:
- Application portal. This component is used by the lecturer and student. The lecturer can create courses and give assignments to students. Students can send submission based on assignments. Both can see the grades in this portal.
- Load balancer. This component responsibility is orchestrating requests from the application portal and distribute it to all available backends. It must describe how requests will be queued, how to choose idle backend, and how to manage responses from multiple backends.
- Code executor. This component is used for executing the student’s submission. It will execute the submission using some input test cases that already determined by the lecturer while making the assignment.
- Grader. This component will compare execution results with output test cases. It also grades student’s submission based on the value determined by the lecturer for every test case passed.

Based on four autograder main components, we determine seven components needed by autograder to run properly:
- User interface. This component will be used for showing all features to lecturers and students.
- Application backend. This component needed as an engine for user interface to make it work properly.
- Database. This component will store all data related to autograder.
- Volume. This component will store all files related to autograder.
- Load balancer. This component will orchestrate backends and manage all requests and responses.
- Code executor. This component will execute student submission with the input test cases.
- Grader. This component will grade the execution result by comparing it with output test cases.

### 3.3. Microservice architecture of Autograder

Based on autograder components, we propose a design for autograder using microservice architecture:

![Microservice architecture design of Autograder](image)

As seen in Figure 2, the user interface will communicate with the application backend to send user requests or showing data needed by users. Application backend will read or save data to the database like user data, assignment data, and course data. When students send a submission, the application backend will store submission data to the database and save submission files in the volume. Application backend also communicates with the load balancer by sending information that a new request is ready. Load balancer will manage the queue of requests since there will be more than one student send submission at the same time. Load balancer also manages to which backend the request will be sent based on the idle status of backend. If all backends are not idle, load balancer will hold requests to stay in queue until there is an idle backend ready to grade. When backend ready to grade, load balancer will give information to code executor about which submission must be executed. Load balancer also gives information about which test case must be included while doing execution. Code executor will load submission and test cases from volume and execute code until it shows results. Code executor will send information about test cases to grader along with execution result so grader can load the right output test cases from volume. Grader will compare execution result with output test case and determined value per test case passed by the lecturer. After the grader finishes grading, the result will be sent to load balancer and load balancer will forward it to application backend and show the result in user interface. Note that autograder can use more than one backend in a distributed architecture. But in microservice, components can run independently so it described as one component in the design.

We have done a preliminary test to see the difference by using microservice. With the same number of backends, the result shows it not affect performance. But the main purpose of using microservice is to make it easier to deploy new components, like backend or new feature. Without
microservice, we need to shut down all components before adding more backend. But with microservice, we just need to deploy some backend and register these new backends to load balancer.

4. Conclusion
In microservice architecture, all components can run independently. Autograder backend must be separated and multiplied so using microservice will support its purpose to grade student submission using multiple backends. The main key of fast grading is the queuing method in the load balancer and orchestrating multiple backends based on request and queue. By using microservice, autograder can add more backend and feature without lost its service. This proposed architecture is based on best practices. Testing is only limited to show it can deploy new components without impacting all autograder service. Perhaps in the future, it will be applied and tested in autograder.
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