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Abstract: Among the members of biometric identifiers, the palmprint and the palmvein have received significant attention due to their stability, uniqueness, and non-intrusiveness. In this paper, we investigate the problem of palmprint/palmvein recognition and propose a Deep Convolutional Neural Network (DCNN) based scheme, namely PalmR\textsubscript{CNN} (short for palmprint/palmvein recognition using CNNs). The effectiveness and efficiency of PalmR\textsubscript{CNN} have been verified through extensive experiments conducted on benchmark datasets. In addition, though substantial effort has been devoted to palmvein recognition, it is still quite difficult for the researchers to know the potential discriminating capability of the contactless palmvein. One of the root reasons is that a large-scale and publicly available dataset comprising high-quality, contactless palmvein images is still lacking. To this end, a user-friendly acquisition device for collecting high quality contactless palmvein images is at first designed and developed in this work. Then, a large-scale palmvein image dataset is established, comprising 12,000 images acquired from 600 different palms in two separate collection sessions. The collected dataset now is publicly available.
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1. Introduction

Recently, personal authentication has become a vital and highly demanding technique which is the foundation of many applications, such as security access systems, time attendance systems, and forensics science [1]. Propelled by the needs of the aforementioned applications, personal identity authentication has become a topic of great concern. In order to solve such problems effectively, biometric-based methods, such as fingerprints [2,3], faces [4–9], irises [10–13] and palmprints [14], have drawn increasing attention recently because of their convenience, safety and high accuracy. Among these biometric identifiers, the palmprint and the palmvein have received massive investigations due to their uniqueness, non-intrusiveness and reliability.

The palmprint (as illustrated in Figure 1a) is a skin pattern on the inner palm surface which comprises mainly two kinds of physiological features: the ridge and valley structures like the fingerprint and the discontinuities in the epidermal ridge patterns [15]. A palmprint image has many unique features that can be used for recognition, such as principal lines, wrinkles, valleys, ridges and minutiae points. As a biometric feature, it can offer highly distinctive and robust information. The palmvein (as illustrated in Figure 1b) is the dark lines of palms which will appear through the irradiation of near-infrared (NIR) light, and it has validity in the living body and can be explored for anti-counterfeiting.
Actually, researchers have exhaustively investigated the problem of the palmprint/palmvein recognition in last decades. The majority of methods in this field can be classified into three categories, line-like feature extraction, subspace feature learning and texture-based coding. However, their results are unsatisfactory and have much room to improve. Different from these hand-crafted methods, deep convolutional neural networks (DCNN) can learn higher-level features from massive training samples via a deep architecture, and it can capture the representation for the task-specific knowledge. Considering this point, we propose a DCNN-based scheme for the problem of palmprint/palmvein recognition, namely \textit{PalmR}$_{\text{CNN}}$ (short for palmprint and palmvein recognition using CNNs), which can further extract the deep and valuable information from the input image. The effectiveness and efficiency of \textit{PalmR}$_{\text{CNN}}$ have been validated through experiments performed on benchmark datasets.

1.1. Palmprint/Palmvein Recognition Methods

In this section, considering that the palmprint and the palmvein recognition often adopt similar solutions, we will review some representative work in the field of palmprint recognition. The process of palmprint recognition usually consists of the following stages: the acquisition of images, region of interest (ROI) extraction, feature extraction and feature classification (for the problem of identification) or distance measurement (for the problem of verification). The acquisition of images requires a certain hardware and software foundation, and we will introduce the palmvein acquisition device we developed in detail in Section 4. The key technology lies in the stage of feature extraction. The majority of these methods can be categorized into three classes: line-like feature extraction, subspace feature learning and texture-based coding. These three categories are not mutually exclusive and their combinations are also possible.

Palmprints usually have three principal lines: the heart line, the head line and the life line. These three kinds of lines change little over one’s lifetime. Their appearance and locations on the palm are the most significant physiological traits for palmprint-based personal authentication systems. Wrinkles are much thinner than principal lines and also are much more irregular. Creases are minute features that spread over the whole palm, just as the ridges do in a fingerprint. Line-based methods either develop novel edge detectors or use off-the-shelf ones to find palm-lines [16–18]. Shu et al. [19] proposed a way to extract features based on principle lines, which uses 12 line detection operators to detect palmprint lines in all directions and approximate them with straight line segments. Then, the features of the palmprint, like the end points, intercepts, and angles of the straight-line segments are extracted. Wu et al. [20] used the Canny edge operator [21] to extract palm-lines and then the directions of the edge points were fed into four membership functions representing four different directions. In their later work, Wu et al. [22] proposed a method of using the derivative of a Gaussian to extract the lines of palmprint images. Boles et al. resorted to Sobel operators to build binary edge maps [23] and then utilized the Hough transform to obtain the parameters of six lines.
with the largest densities in the accumulator array for matching. However, these principal lines based feature extraction methods have been proved to be insufficient because of their sparse nature and the possibility of highly similar palm-lines of different individuals.

Subspace-based approaches are sometimes referred to as appearance-based approaches. They typically resorted to the principal component analysis (PCA), the linear discriminant analysis (LDA) and the independent component analysis (ICA) [24–26]. These methods can capture the global characteristics of a palmprint image by projecting it to the most discriminative dimensions. In [25], Lu et al. proposed the EigenPalm method for dimensionality reduction, which globally projects palmprint images to a lower dimensional space defined by PCA. On seeing that PCA takes more palmprint representation into account instead of the discriminating information of palmprints, Wu et al. [26] proposed a FisherPalm method using LDA dimensionality reduction on the basis of PCA. The LDA method considers both the intra-class divergence and the inter-class divergence, and it can calculate the optimal projection matrix by maximizing the inter-class divergence and minimizing the intra-class divergence. Besides, Jiang et al. [27] fused PCA and LDA features together, and Wang et al. [28] applied the Kernel Fisher discriminant analysis method. In general, subspace-based methods do not depend on any prior knowledge about palmprints. However, these methods have not been proven to be useful in representing palmprint images and demonstrate a low accuracy compared to the state-of-the-art techniques. The underlying cause is that subspaces learned from misaligned palmprints cannot generate an accurate representation for each individual.

Different from the two kinds of methods aforementioned, texture-based coding methods can learn more stable features. Usually, such a method first filters the palmprint image and encodes the responses, and then the feature is stored in the form of bit codes. For matching, they use binary ‘AND’ or ‘XOR’ to calculate the similarity of two code maps. The most typical method belonging to this category is Kong et al.’s approach [29]. This method adopted a 2D Gabor filter to convolve the palmprint image and then encoded the real and imaginary responses. In addition, Kong et al. also investigated a series of methods to confirm the advantage of the texture-based coding approaches [30].

Besides, there are also some approaches that are difficult to be categorized, such as [31,32], because they integrate various different processing methods together to extract palmprint features.

1.2. Palmvein Benchmark Datasets Publicly Available

In the past decades, researchers have established several contactless palmvein benchmark datasets and made them publicly available. In [33], Kabacinski et al. collected a palmvein dataset (CIE vein dataset). Its images were taken from 100 hands in three separate sessions. The time interval between two acquisition sessions was at least one week. In each session, there were four palmvein images. Volunteers were asked to put their hand on the device to cover the acquisition window, and they had to make their fingers coincident with the lines of the device. In total, there are altogether 1200 (100 × 3 × 4) palmvein images in Kabacinski et al.’s dataset. The resolution of these palmvein images is 1280 × 960. Hao et al. [34] also collected a contactless palmvein dataset, and these images were captured from 200 palms in two separate sessions. The time interval between the first and second acquisition sessions was about one month. In each session, there were three samples. Each sample includes six palm images captured under six different spectrums, 460 nm, 630 nm, 700 nm, 850 nm, 940 nm, and white light, respectively. So, there are altogether 7200 (200 × 2 × 3 × 6) palm images in Hao et al.’s dataset. Among them, 4800 images are palmprint images (those taken under visible spectrums) and the other 2400 ones are palmvein images (those taken under IR spectrums). The resolution of these palmvein images is 768 × 576. Ferrer et al. [35] constructed a contactless palmvein dataset, which consists of 10 different acquisitions from 102 persons within two single sessions. The time interval between two acquisition sessions was at least one week. A total of 1020 images were taken from the users’ right hands. The resolution of these palmvein images is 640 × 480. In Section 5, information of these publicly available dataset along with our newly established dataset are summarized in Table 1.
The remainder of this paper is organized as follows. Our motivations and contributions are given in Section 2. A DCNN-based palmprint/palmvein recognition scheme is presented in Section 3. We will introduce our newly designed contactless palmvein acquisition device in Section 4. Section 5 presents the experimental results. Finally, our conclusions are presented in Section 6.

Table 1. Contactless Palmvein Benchmark Datasets.

| Datasets          | Number of Palms | Number of Sessions | Number of Images | Resolution       | Time Interval of Acquisition |
|-------------------|------------------|--------------------|------------------|------------------|-----------------------------|
| Kabacinski et al. | 100              | 3                  | 1200             | 1280 × 960       | One week                    |
| Hao et al.        | 200              | 2                  | 2400             | 768 × 576        | One month                   |
| Ferrer et al.     | 102              | 1                  | 1020             | 640 × 480        | One week                    |
| Our dataset       | 600              | 2                  | 12,000           | 800 × 600        | Two months                  |

2. Our Motivations and Contributions

Through the literature survey, it can be found that for contactless palmprint and palmvein recognition, a large room deserving further studies still exists in at least two aspects.

Firstly, though many techniques have been proposed for extracting palmprint/palmvein features, nearly all these methods are based on low-level features, such as principal lines and textures detected by some algorithms. In fact, these features are generally unstable and unrepresentative. For example, the approach based on line-like features does not make the most use of the palm’s discriminant information. The texture-based approach also has its inherent drawback in that it depends on the specific encoding method. Recently, with the development of deep learning technologies, massive fields have adopted the latest deep learning technology and have made breakthrough progress. Compared with the traditional models, these deep models can learn rich features with deeper expression. Since the 2012 ImageNet competition winning entry “AlexNet” proposed by Krizhevsky et al. [36], DCNN-based solutions have been successfully applied to a large variety of computer vision tasks, for example object-detection, segmentation, human pose estimation, and video classification. Particularly, DCNN-based models have also been explored in the field of biometrics, such as the models proposed for face recognition [6,7] and the models proposed for iris recognition [12,13]. The aforementioned examples are just a few of the applications in which DCNNs have been very successfully explored. There have been a great deal of thoughts for improving AlexNet’s performance. Among them, two ideas proposed recently are quite eminent: residual connections introduced by He et al. in [37] and Inception architecture [38]. In [37], He et al. pointed out that residual connections are of paramount importance for training very deep models. In addition, there have been a series of updates to the Inception structure in [39–41]. Especially in [41], Szegedy et al. combined the Inception structure with the Residual connections. In this paper, we modify Inception_ResNet_v1 and successfully apply it in solving the problem of palmprint/palmvein recognition.

Secondly, palmvein benchmark datasets are indispensable for researchers to devise high-efficient recognition algorithms. An outstanding palmvein benchmark dataset is expected to be set up which comprises many classes and a large number of samples collected from at least two separate sessions. Unfortunately, a dataset like this is still absent for contactless palmvein.

In this paper, we try to fill the aforementioned research gaps to some extent and our contributions made can be briefly summarized as follows.

(1) A DCNN-based approach for contactless palmprint/palmvein recognition, namely \( \text{PalmR}_{CNN} \), is proposed. It can extract more stable and representative features. Its superiority over the traditional methods has been corroborated in our experiments.

(2) We have developed a novel device for capturing high-quality contactless palmvein images. With the developed device as the acquisition tool, a large-scale contactless palmvein dataset is established. Our
dataset is larger in scale than all the existing benchmark datasets for contactless palmveins. The dataset now is publicly available at http://sse.tongji.edu.cn/linzhang/contactlesspalmvein/index.htm.

3. PalmRCNN: A DCNN-Based Approach for Palmprint/Palmvein Recognition

PalmRCNN is a universal scheme that can be applied for palmprint recognition and palmvein recognition both. For convenience, we will describe our approach only using palmprint images for illustration. Identical operations can be applied to palmvein images. The overview of our PalmRCNN scheme is depicted in Figure 2. This scheme mainly includes three parts, our modified Inception_ResNet_v1, the identification approach, and the verification approach.

Figure 2. The overview of the PalmRCNN structure. The top row is the structure used for training modified Inception_ResNet_v1. The input of our network is the ROI of the palmprint image. A stem (comprising a seven-layer network structure, six convolutions and one pooling operation) is used to extract shallow features. Then, we use three Inception modules and two Reduction modules to deepen the network. Finally, we join the center loss with the softmax loss to make the features learned by the network more representative. The middle row is the flowchart for palmprint identification. We first extract the ROI. An SVM (Support Vector Machine) classifier is applied in the final classification phase due to its efficacy. The third row is the flowchart for palmprint verification. Firstly, we need to extract the ROIs from the two palmprint images. Then, we extract their features using the trained network. Finally, by calculating the matching distance between the two feature vectors, the decision can be made.

In this paper, we use a modified Inception_ResNet_v1 network. Specifically, we use some data to train the network model, and then use it as a feature extractor. More details about the network will be presented in Section 3.2. The second part is identification. Identification is to classify an input image into a large number of identity classes, while verification is to determine whether a pair of images belong to the same identity or not. In this article, we pre-process the dataset, extract the ROI, then we use the trained network model to extract the features. Next, we use half of the data to train an SVM classifier, and the other half can be used for test. For the problem of palmprint verification, we also pre-process the input palmprint image and use the ROI detection algorithm to extract the ROI of the palmprint image. Then, the trained modified Inception_ResNet_v1 is used to extract the features vectors. Finally, the Euclidean distance between the two feature vectors is regarded as their matching distance. Through the above brief introduction, it can be found that the content of the scheme mainly contains three aspects: ROI extraction, modified Inception_ResNet_v1, and identification/verification.
3.1. ROI Extraction

Taking the global geometric transformation between two palmprint images into account, the alignment of palmprint images is necessary and critical. ROI extraction is used to align different palmprint images for feature extraction. Usually, ROI extraction algorithms set up a local coordinate system based on the key points between fingers. In this paper, for ROI extraction, we resort to the approach proposed in [42]. This algorithm has good robustness to the translation, rotation and scaling variations of contactless palmprint images. Figure 3a illustrates the key points detected on the palmprint image and Figure 3b shows the extracted ROI. From each original palmprint image, a 160 × 160 ROI sub-image is extracted. The later feature extraction and classification steps are actually performed on these ROIs.

![Figure 3. Illustration of ROI extraction. (a) The key points detected on the palmprint; (b) The extracted ROI.](image)

3.2. Modified Inception_ResNet_v1

For feature extraction, we propose a new DCNN by modifying Inception_ResNet_v1. We divide the network into two parts to analyze. In the first half of this network, it is a seven-layer stem structure (as shown in Table 2) comprising traditional convolution and maxpooling operations. In Table 2, we give a detailed list of parameter configurations for the stem structure. After one stem, the output is of the dimension 17 × 17 × 256. The second half of the network comprises three Inception-ResNet structures, two Reduction structures, and a pooling layer.

| Type of Layer | Number of Filter | Feature Map size | Kernel Size | Stride | Padding |
|---------------|------------------|------------------|-------------|--------|---------|
| Image input layer | - | 160 × 160 × 1 | - | - | - |
| Conv-1 | 32 | 79 × 79 × 32 | 3 × 3 | 2 × 2 | 0 × 0 |
| Conv-2 | 32 | 77 × 77 × 32 | 3 × 3 | 1 × 1 | 0 × 0 |
| Conv-3 | 64 | 77 × 77 × 64 | 3 × 3 | 1 × 1 | 1 × 1 |
| Max-pool | - | 38 × 38 × 64 | 3 × 3 | 2 × 2 | 0 × 0 |
| Conv-4 | 80 | 38 × 38 × 80 | 1 × 1 | 1 × 1 | 0 × 0 |
| Conv-5 | 192 | 36 × 36 × 192 | 3 × 3 | 1 × 1 | 0 × 0 |
| Conv-5 | 256 | 17 × 17 × 256 | 3 × 3 | 2 × 2 | 0 × 0 |

3.2.1. Inception-ResNet Modules

The Inception-ResNet modules combine Inception architecture with residual connections. Inception-ResNet is a most important module used to deepen the network. Very deep CNNs are critical to the largest improvement in image recognition performance. Especially, the Inception architecture has showed satisfactory performance with relatively low computational cost compared to other deep structures. Meanwhile, the residual connection also has achieved a great success in the image
recognition field due to that it can speed up network convergence. So, it is an extremely worthwhile
direction to combine the Inception architecture with residual connections together. In this paper,
for different stages in the network, the Inception architecture and residual connections are designed as
three different modules, Inception_ResNet_A (as shown in Figure 4a), Inception_ResNet_B (as shown
in Figure 4b) and Inception_ResNet_C (as shown in Figure 4c). All three modules use a residual
connection, so the size of the output to these modules is the same as the input size. In other words,
the feature map size after stem is $17 \times 17 \times 256$, which is also the input size for Inception_ResNet_A.
The feature map size of Inception_ResNet_A’s outputs is also $17 \times 17 \times 256$.

3.2.2. Reduction Modules

As the number of the Inception_ResNet module increased, the network becomes more complex
and the computational complexity is increased at the same time. In order to solve this problem,
it is important to use $1 \times 1$ convolutions to reduce the dimensionality. This method can reduce the
number of filters and the model complexity without losing the ability to represent model features.
Our modified Inception_ResNet_v1 network mainly contains two kinds of Reduction modules,
Reduction_A (as shown in Figure 5a) and Reduction_B (as shown in Figure 5b). The input dimension
for the module Reduction_A is $17 \times 17 \times 256$ and its output is of the size $8 \times 8 \times 896$, which is also
the dimension of module Inception_ResNet_B’s inputs. The input to module Reduction_B is of the
dimension $8 \times 8 \times 896$ and the output is of the dimension $3 \times 3 \times 1792$, which is the dimension of
module Inception_ResNet_C’s inputs. After Inception_ResNet_C, there is an average Pooling layer,
the output of which is a 1792-dimensional vector. Finally, after a fully connected layer we can get a
128-dimensional feature vector, which represents the input image being examined. It needs to be noted
that in order to enhance the discriminative power of learned features, we combine the Softmax loss and
the Center loss as the total loss. The center loss can learn a center for features extracted from each class
and can penalize the distances between features and their associated class centers (Wen et al. gives a
detailed description of the advantages of center loss and the necessity of using it in [43]). By adjusting
the hyper parameters of network, including Batch_Size (number of images to process in a batch),
Weight_Decay (L2 weight regularization) and $\lambda$ (control the weight of center loss), we obtain the final
model. This final model will serve as a feature extractor for subsequent experiments.
**3.3. Identification and Verification**

We utilize the trained modified Inception_ResNet_v1 model as our feature extractor. In this way, each ROI can be represented as a 128-dimensional feature vector.

For identification, a given test sample needs to be classified into one of the classes in the training set. To solve such a problem, we train an SVM classifier which takes feature vectors extracted by modified Inception_ResNet_v1 as data samples.

For verification, we need to determine whether the two given images belong to the same palm. When solving such a problem, we regard the Euclidean distance between their feature vectors as the matching distance.

**4. Contactless Palmvein Acquisition Device**

Good tools are prerequisite to the successful execution of a job. With the aim to study the potential discriminating power of the contactless palmvein images, a novel contactless palmvein acquisition device is designed and developed in this work. Figure 6a shows its 3D CAD model and Figure 6b shows its internal mechanical structure. This device can be seen as two parts. The lower part has a CCD camera, a ring near infrared LED light source, a lens, a power regulator, and an industrial computer. The top cover on the lower part of the housing has a square “imaging hole” of the size 230 mm × 230 mm centered on the optical axis of the lens. The upper part of the housing is wedge-shaped and a thin LCD with a touch screen is mounted on it. This device’s overall height is about 950 mm. For palmvein image collection, the subject needs to place their palm over the “imaging hole”. The subject can adjust the posture of the palm by observing the camera’s video stream from the LCD in real-time. The intensity of the LED light can be modulated by its power modulator. We carefully adjusted the position and brightness of the LEDs to make the quality of the captured images as high as possible.

Compared to the existing palmvein image acquisition devices, our newly designed one has the following merits. First, it is user-friendly. Since our device is designed in accordance with ergonomics, the user will feel comfortable when using it. Second, due to that we carefully adjust the parameters of the imaging sensor, the lens and the near infrared LED, the captured palmvein images can have quite high quality. Third, using our device, the acquired palmvein image has a simple background since it is taken against the dark back surface of the LCD. A simple background can simplify the later data preprocessing steps and consequently can boost the system’s overall robustness. By the developed device, a large-scale contactless palmvein image dataset has been established, whose details can be found in Section 5.1.
Figure 6. (a) is the 3D CAD model of our contactless palmvein acquisition device and (b) shows its internal structure.

5. Experiments

5.1. A Large-Scale Palmvein Benchmark Dataset

With the self-developed palmvein image acquisition device, we have at first collected a large-scale contactless palmvein image dataset. Since the developed device can be used straightforwardly, the only instruction given to the subjects taking part in the data collection is that they need to stretch their hands naturally to make the finger gaps observed on the screen. We collected contactless palmvein images of 300 volunteers, including 192 males and 108 females. All volunteers were from Tongji University, Shanghai, China. We collected images in two separate sessions. The average time interval between the first and second acquisition sessions was about two months. In each session, 10 palmvein images from each palm were captured from each volunteer and in this way 6000 palmvein images were acquired from 600 palms. In total, there are altogether 12,000 (300 × 2 × 10 × 2) high-quality contactless palmvein images in our dataset. In Figure 7, typical palmvein images from Kabacinski et al.’s dataset [33], Hao et al.’s dataset [34], and our dataset are shown.

Figure 7. The top row shows exemplary images in the dataset of Kabacinski et al. [33]. The middle row shows exemplary images in the dataset of Hao et al. [34]. The third row shows exemplary images in the dataset we collected.
Information about the publicly available datasets and our newly established one is summarized in Table 1. In Table 1, it can be seen that our dataset is the largest one in scale. In addition, the image quality of our dataset is actually better than that of the existing datasets. Hence, it can serve as a better benchmark for researchers to develop more advanced contactless palmvein recognition approaches.

5.2. Experiments for Palmprint Recognition

The implementation of our approach is based on Tensorflow with an NVIDIA GTX 980Ti GPU (NVIDIA, Santa Clara, CA, USA). Tongji University Contactless Palmprint Dataset [42] used in our experiments is a publicly available one. The resolution of these images is 800 × 600. The ROIs have also been provided by [42]. In all, a total of 600 palms (300 left palms and 300 right palms) were collected. There are altogether 12,000 contactless palmprint images.

We partitioned the palmprint dataset into two parts. The first part had 7200 palmprint images (360 palms, 20 palmprint images for each palm), and the second part had 4800 palmprint images (240 palms, 20 palmprint images for each palm). We used the data in the first part to train our modified Inception_ResNet_v1 network. By adjusting the hyper parameters of network, including Batch_Size, Weight_Decay and $\lambda$, we obtain the final model by comparing the accuracy of the model using various hyper parameters. We found that the model is better for the verification problem when we increase the hyper parameter $\lambda$, while its performance on the classification problem is worse. This phenomenon shows that adding center loss with a certain weight can reduce the intra-class distance of each class. For each identification method, the parameters are empirically tuned in a greedy manner and the tuning criterion was that parameter configurations that could lead to a higher recognition rate would be preferred. In our experiment, in order to ensure that the performance of identification and verification of the results are satisfactory, key hyper parameters are set as follows, Batch_Size = 24, Weight_Decay = 5 × 10^{-4}, $\lambda$ = 0. This final model serves as a feature extractor for our subsequent experiments of palmprint identification and verification.

(1) Palmprint identification: Identification is a process of comparing one image against many images in the registration dataset. We partitioned the second part of the data into two subsets, the training subset and test subset. Each subset has 2400 palmprint images (240 palms, 10 palmprint images for each palm). We used the training subset to train an SVM classifier, and the test subset to test the classifier’s performance. Recognition accuracy and the “precision-recall” rate can be calculated to evaluate the efficacy of our method for the task of palmprint identification. We compare our result with the other state-of-the-art methods in this field and the results are reported in Table 3. Our approach can classify all the 2400 palmprint images correctly, which demonstrates that the features learned by our modified Inception_ResNet_v1 are highly representative.

| Method          | Accuracy | Precision | Recall |
|-----------------|----------|-----------|--------|
| Liang et al. [44] | 96.63%   | 96.86%    | 96.63% |
| Li et al. [45]   | 95.48%   | 95.83%    | 95.48% |
| Zhang et al. [42]| 98.78%   | 98.95%    | 98.78% |
| Wu et al. [26]   | 99.20%   | 99.50%    | 99.20% |
| Ours             | 100.00%  | 100.00%   | 100.00%|

(2) Palmprint verification: Palmprint verification is actually a procedure of one-to-one matching, answering the question of whether the two palmprint images being compared are from the same palm or not. In this experiment, we used the test subset. There are a total of 2400 palmprint images (120 palms, 20 palmprint images for each palm) in this test subset. For genuine matching, the two palmprint images belong to the same palm and come from different sessions. In the actual implementation of the code, we use the flag ‘F’ to represent the data of the first session and the flag ‘S’ to represent the data of the second session. In total, there are altogether 12,000 (120 × 10 × 10) genuine matchings in our
verification experiment. For impostor matching, the two palmprint images belong to different palms and come from different sessions. There are altogether 1,428,000 \((120 \times 10 \times 10 \times (120 - 1))\) impostor matchings in our experiment. The distance distribution of genuine and impostor matchings of our method is demonstrated in Figure 8a while Figure 8b shows the ROC (receiver operating characteristic) curve. In Figure 8b, the horizontal coordinate is false positive rate (FPR), and the vertical coordinate is true positive rate (TPR). The equal error rate (EER), a point where the false accept rate (FAR) is equal to the false reject rate (FRR), is utilized to evaluate the performance of verification algorithms. Table 4 shows the comparison of our method with the other competitors. It can be observed that our scheme can achieve a lower EER than the methods employed for comparison.

**Table 4. EERs for Palmprint Verification.**

| Method          | EER  |
|-----------------|------|
| Pang et al. [46] | 6.46%|
| Wu et al. [47]  | 3.37%|
| Li et al. [48]  | 4.50%|
| Ours            | 2.74%|

![Figure 8. (a,b) are the matching distance distribution and the ROC curve, respectively, of our proposed method PalmR\textsubscript{CNN} when being applied for palmprint verification.](image)

### 5.3. Experiments for Palmvein Recognition

In the experiment of palmvein identification and verification, we used the data we collected in Section 5.1. We partitioned the dataset into two parts: the first comprised has 7200 palmvein images (360 palms, 20 palmvein images for each palm), and the second part comprised 4800 palmvein images (240 palms, 20 palmvein images for each palm). In order to make the neural network model suitable for the palmvein problem, we need to fine-tune the model trained for palmprint recognition. For this purpose, we used the data in the first part to fine-tune modified Inception \_ResNet\_v1. Key hyper parameters were set as follows: Batch Size = 24, Weight Decay = \(5 \times 10^{-4}\), \(\lambda = 0\). This final model serves as the feature extractor for our subsequent experiments of palmvein identification and verification.

For the problem of palmvein identification, we partitioned the second part of the data into two parts, the training subset and the test subset. Each subset had 2400 palmvein images (240 palms, 10 palmprint images for each palm). We used the training subset to train an SVM classifier and used the test subset to test the classifier’s performance. Comparisons with the other methods are shown in Table 5. It can be observed that our network correctly classifies all 2400 palmvein images.

For the problem of verification, we used the palmvein data of the test set (comprising 2400 palmvein images and each palm contains 20 palmvein images). There are altogether 12,000 \((120 \times 10 \times 10)\) genuine matchings and 1,428,000 \((120 \times 10 \times 10 \times (120 - 1))\) impostor matchings. The distance distribution of
genuine and impostor matchings for our method is illustrated in Figure 9a while Figure 9b shows the ROC curve. Comparisons with the other competitors are shown in Table 6, from which it can be seen that a lower EER can be obtained by using our scheme.

| Method                   | Accuracy | Precision | Recall |
|--------------------------|----------|-----------|--------|
| Mirmohamadsadeghi et al. [49] | 97.20%   | 97.51%    | 97.20% |
| Zhang et al. [50]        | 98.80%   | 98.83%    | 98.80% |
| Lee et al. [51]          | 99.18%   | 99.47%    | 99.18% |
| Ours                     | 100.00%  | 100.00%   | 100.00%|

Table 6. EERs for Palmvein Verification.

| Method   | EER  |
|----------|------|
| Pan et al. [52] | 4.00% |
| Kang et al. [53] | 2.36% |
| Ours     | 2.30% |

Figure 9. (a,b) are the matching distance distribution and the ROC curve, respectively, of our proposed method PalmR_{CNN} when being applied for palmvein verification.

6. Conclusions

In this paper, we studied the problem of palmprint/palmvein recognition and proposed a DCNN-based scheme, namely PalmR_{CNN}, which is the first exploration of DCNN in the contactless palmprint/palmvein recognition field. At the feature extraction stage, we applied modified Inception_ResNet_v1 to extract deeper valuable features, which can be further used for identification or verification. For identification, we train an SVM classifier which takes feature vectors extracted by modified Inception_ResNet_v1 network as data samples. For verification, we regard the Euclidean distance between the feature vectors of the two examined palms as their matching distance. In addition, we have designed and developed a new contactless palmvein acquisition device which is use-friendly and can collect high-quality palmvein images. Using this device, we established the largest publicly available palmvein dataset, which comprises 12,000 palmvein images acquired from 600 different palms. The superiority of our proposed palmprint/palmvein recognition scheme PalmR_{CNN} over the other competitors was corroborated by thorough experiments conducted on benchmark datasets. In the future, we will take one step into the research of combining palmprint and palmvein together for further improving the recognition accuracy.
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