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Abstract

This paper develops a novel method, based on hidden Markov models, to forecast earthquakes and applies the method to mainshock seismic activity in southern California and western Nevada. The forecasts are of the probability of a mainshock within one, five, and ten days in the entire study region or in specific subregions and are based on the observations available at the forecast time, namely the interevent times and locations of the previous mainshocks and the elapsed time since the most recent one. Hidden Markov models have been applied to many problems, including earthquake classification; this is the first application to earthquake forecasting.
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1 Introduction

In this paper, we develop a general method for forecasting future observations, given past observations, when the observations arise from a hidden Markov model. We then formulate a hidden Markov model for mainshock seismic activity in southern California and western Nevada and use the model to devise waiting time forecasts for this region, and to make (retroactively) daily forecasts for the period between June 1982 and December 2008 (more than nine thousand forecasts). Model parameters were estimated using data in the region from February 1932 through July 1964.

For each forecast we used the data known at the forecast time to estimate the probability of a mainshock earthquake of magnitude at least 4.0 within 24 hours in the study region. Five and ten day forecasts were also computed. The forecasts were then compared to the observed occurrence of earthquakes. The goal was to develop a method to identify times when there is a heightened probability of a mainshock in the region. We also extended the model and forecasts to include location as well as interevent time.

A hidden Markov model (HMM) consists of two random sequences $X_1, X_2, \ldots$ and $Y_1, Y_2, \ldots$ The first is called the state sequence and the second the observation sequence. The state sequence is unknown (hidden), while the observation sequence is seen. The state sequence is a Markov chain. At each time $t$, the observation $Y_t$ depends on the state of the system— that is, the value of $X_t$. The distribution of $Y_t$ is determined by a probability density function whose parameters depend on the value of $X_t$.

Hidden Markov models were developed by Baum and colleagues (Baum et al., 1966, 1970, 1972) and saw early use in speech recognition (Rabiner, 1989), but have been used for a variety of applications, including modeling ion channels (Fredkin and Rice, 1992a, 1992b) and modeling genetic sequences (Durbin et al., 1998; Clote and Backhofen, 2000). They have recently begun appearing in seismological studies (Granat and Donnellan, 2002; Beyreuther et al., 2008; Chambers et al., 2003; Ebel et al., 2007; Wu, 2010); this paper fills in the details of the forecasting methodology outlined in Ebel et al. (2007) and applies it for the first time. Tsapanos (2001) used a Markov model with states corresponding to six geographic regions, to forecast the locations of large earthquakes in South America.

The states in our first application correspond to a tendency for a shorter or longer waiting time from the previous mainshock; location is included in the second application. Given a state, the interevent time distribution was taken to be exponential, with a mean determined by that state.

In Section 2, we review HMM’s, including algorithms for estimating model parameters. In Section 3, we develop the methodology for constructing post-event and scheduled forecasts of the probability of an earthquake within a given time period in the study region, as well as confidence intervals for the waiting time. In Section 2.2 and Section 3, we assume state-specific exponential distributions for the interevent times, but this could be generalized to other types of distributions. Section 4 applies the methodology to the data from southern California and western Nevada. Section 5 extends the model and forecasts to include location as well as interevent time and Section 6 is a summary and discussion. Details on the derivations are contained in the appendix.
2 Hidden Markov Models

We assume that \( S \), the set of states, is finite and \((X_1, X_2, \ldots)\) is a Markov chain with transition probability matrix \( A = \{a_{rs}, r, s \in S\} \). That is, the distribution of \( X_t \), conditional on previous values of the process, depends only on \( X_{t-1} \) and the one-step transition probabilities are given by \( A: P(X_t = s | X_{t-1} = s_{t-1}, \ldots, X_1 = s_1) = P(X_t = s | X_{t-1} = s) \) and \( P(X_t = s | X_{t-1} = r) = a_{rs} \).

The observations can be discrete or continuous random variables. We assume the distribution of the observation \( Y_t \) at time \( t \), knowing the system is in state \( s \), is determined by a probability density function \( p_s(y) = P(Y_t = y | X_t = s) \). We use this notation for continuous as well as discrete observation variables; in the continuous case, the density is the derivative of the cumulative distribution function: \( p_s(y) = \frac{d}{dy}P(Y_t \leq y | X_t = s) \). We further assume that, conditional on \( X_t, Y_t \) is independent of the state and observation variables at all other times—that is,

\[
P(Y_t = y | X_t = s, X_{t'}, Y_{t''}) = P(Y_t = y | X_t = s) \text{ for all } t', t'' \neq t.
\]

An induction argument and summing over all values of intermediate states easily establishes that, knowing the state at time \( t \), the distribution of \( Y_{t+k} \) is independent of the state and observation variables at times preceding \( t \):

\[
P(Y_{t+k} = y | X_t = s, X_t', Y_{t''}) = P(Y_{t+k} = y | X_t = s) \text{ for all } k \geq 0 \text{ and } t', t'' \leq t.
\]

Let \( \pi = (\pi_s, s \in S) \) denote the initial distribution of the Markov chain: \( \pi_s = P(X_1 = s) \). Let \( \Theta \) be the collection of parameters in the HMM; these consist of the transition probabilities, the initial distribution vector, and the state-specific distribution parameters. In the following, we assume the state and observation sequences are of length \( L \). For observations \( y_1, \ldots, y_t \), we abbreviate \( P(Y_1 = y_1, \ldots, Y_t = y_t) \) by \( P(y_1, \ldots, y_t) \). Finally, the complete set of observations \( y_1, \ldots, y_L \) will be denoted \( O \) to simplify notation. Thus, \( P(O) \) is the likelihood of the observations under the HMM with parameter set \( \Theta \).

2.1 Known parameters

Our estimation and forecasting techniques utilize the so-called forward and backward variables, \( f_{s}(t) \) and \( b_{s}(t) \), respectively. At time \( t \) and state \( s \), the forward variable \( f_{s}(t) \) represents the joint probability of the observations up to time \( t \) and being in state \( s \) at that time: \( f_{s}(t) = P(y_1, \ldots, y_t, X_t = s) \). The backward variable at time \( t \) and state \( s \) gives the joint probability of the future observations conditional on being in state \( s \) at time \( t \): \( b_{s}(t) = P(y_{t+1}, \ldots, y_L | X_t = s) \).

Assume the collection of parameters \( \Theta \) is known; then a well-known method (Rabiner, 1989) exists for efficiently calculating the forward and backward variables for each time \( t = 1, \ldots, L \) and state \( s \in S \) via the forward and backward equations, a set of initializations and recursions. Namely, for all states \( s \) and times \( 1 \leq t \leq L - 1 \),

\[
f_{s}(1) = p_{s}(y_1)\pi_{s}, \quad f_{s}(t + 1) = \sum_{r \in S} f_{r}(t)a_{rs}p_{s}(y_{t+1}), \tag{3}
\]

\[
b_{s}(L) = 1, \quad b_{s}(t) = \sum_{r \in S} p_{r}(y_{t+1})b_{r}(t + 1)a_{sr}. \tag{4}
\]
As a first application, we note that the likelihood of the observations up to time \( t \), \( y_1, \ldots, y_t \), is easily computed from the forward variables: \( P(y_1, \ldots, y_t) = \sum_{s \in S} P(X_t = s, y_1, \ldots, y_t) \), so that

\[
P(y_1, \ldots, y_t) = \sum_{s \in S} f_s(t), \quad t = 1, \ldots, L.
\] (5)

In particular,

\[
P(O) = \sum_{s \in S} f_s(L).
\] (6)

### 2.2 Estimating parameters

For parameter estimation and forecast evaluation, we used separate portions of a catalog of 1300 earthquakes that occurred in southern California and western Nevada, from February, 1932 through December, 2008. This is the collection of all magnitude 4 or larger mainshock earthquakes; foreshocks and aftershocks were removed from the complete catalog using the method of Gardner and Knopoff (1974). See Figure 1 for the study region and the earthquake locations. Throughout this paper, earthquake will always refer to a magnitude 4 or larger mainshock.
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In our formulation of the HMM, time corresponds to earthquakes in the study region. That is, time \( t \) refers to the \( t^{th} \) earthquake. The interevent time between two earthquakes is measured in days.

We consider a two state hidden Markov model for mainshocks in the entire study region. The two states correspond to an increased likelihood for a shorter or longer interevent time between earthquakes.

For the state-specific observation distributions, each observation \( y \) is the interevent time in days since the previous earthquake. Given a state \( s \in S \), we assume an exponential distribution for interevent time, with mean \( \lambda_s \). Thus, the state-specific densities are: for \( s \in S \) and \( y > 0 \),

\[
p_s(y) = (1/\lambda_s)e^{-y/\lambda_s}
\] (7)

Thus, the parameter set consists of

\[
\Theta = \{a_{rs}, \pi_s, \lambda_s, \text{ for } r, s \in S\}
\] (8)

The standard method for estimating the parameter set \( \Theta \) for an HMM is called the Baum-Welch algorithm (Rabiner, 1989). It is a special case of the Expectation-Maximization method. (See Granat and Donnellan, 2002 for a good explanation of the connection.) Details are given in the appendix.
3 Forecasts

We are interested in forecasting the probability of an earthquake in the entire study region within the next day, next week, or any given time interval. There are two kinds of forecasts of interest. The first type of forecast, which we call a post-event forecast, is issued immediately after an earthquake and the second type, which we call a scheduled forecast, is issued on a scheduled basis, say daily or weekly. In Section 3.1, we present the post-event forecast methodology and in Section 3.2 we handle scheduled forecasts. In Section 3.3 we derive moments for waiting times, conditional on the available history at the forecast time. In Section 3.4, we show that the HMM's satisfy the waiting time paradox of Davis et al. (1989) and Sornette and Knopoff (1997).

3.1 Post-event forecasts

In this section, we first give the density function for waiting time until the next earthquake, made immediately after an earthquake. The derivation is given in the appendix. We then integrate this density to find the post-event forecast probability of an earthquake within a specified time interval.

Recall that in our application the observation $Y_t$ corresponding to earthquake $t$ is the time in days since earthquake $t-1$. The density of the waiting time until the next earthquake, given the seismic history available just after an earthquake is

$$P(Y_{t+1} = y \mid y_1, \ldots, y_t) = \sum_{s \in S} c_{st}(1/\lambda_s)e^{-y/\lambda_s}. \tag{9}$$

where

$$c_{st} = \sum_{r \in S} a_{rs}f_r(t)/P(y_1, \ldots, y_t). \tag{10}$$

Furthermore, as shown in the appendix,

$$c_{st} = P(X_{t+1} = s \mid y_1, \ldots, y_t). \tag{11}$$

Thus, (9)-(11) show that the forecast density of the next observation, conditional on the data available immediately after an earthquake, is a mixture of the state-specific densities, in which the weight for the exponential density $(1/\lambda_s)e^{-y/\lambda_s}$ is (a) calculable and (b) interpretable as the conditional probability the system is in that state $s$ given the data available at the forecast time.

Our forecast probability of an earthquake within $N$ days, made immediately after an earthquake and using the data available at that time is simply the integral of (9) from 0 to $N$:

$$P(Y_{t+1} \leq N \mid y_1, \ldots, y_t) = \sum_{s \in S} c_{st}(1 - e^{-N/\lambda_s}). \tag{12}$$

Note that this is a dynamic process: different forecast times have different seismic histories and (by (10)) give different forecast probabilities of an earthquake in a given time period. This is in marked contrast to the standard Poisson model which yields the same exponential density for all interevent times, regardless of seismic history.
3.2 Scheduled Forecasts

Next, we extend our method to scheduled forecasts, say weekly or daily, of the probability of an earthquake within a given time period in the region. Now what is known at the time of the forecast is the set of observed interevent times as well as the elapsed time since the previous earthquake.

Suppose that $t$ earthquakes have occurred up to the time that the forecast is made and $w$ days have elapsed since the most recent earthquake. The available data at forecast time is then $y_1, \ldots, y_t$ and the event $Y_{t+1} \geq w$. The remaining waiting time until the next event is $Y_{t+1} - w$. As shown in the appendix, the forecast density of the remaining waiting time, given the available data, is

\[ P(Y_{t+1} - w = y \mid y_1, \ldots, y_t, Y_{t+1} \geq w) = \sum_{s \in S} d_{st}(w)(1/\lambda_s)e^{-y/\lambda_s}, \tag{13} \]

where

\[ d_{st}(w) = \frac{c_{st}e^{-w/\lambda_s}}{\sum_{r \in S} c_{rt}e^{-w/\lambda_r}}. \tag{14} \]

It is easily shown that $d_{st}(w) = P(X_{t+1} = s \mid y_1, \ldots, y_t, Y_{t+1} \geq w)$, so that the forecast density is again a mixture of the densities $p_s(y)$ with the weight for $p_s(y)$ being the conditional probability of being in state $s$ at the next earthquake, given the data available at the forecast time.

Paralleling (12), the scheduled forecast probability of an earthquake within $N$ additional days is obtained by taking the $t$ interevent times for the earthquakes that have occurred by that time, computing the elapsed time $w$ since the most recent earthquake, calculating (10) and (14), and integrating (13) from 0 to $N$, to give:

\[ P(Y_{t+1} - w \leq N \mid y_1, \ldots, y_t, Y_{t+1} \geq w) = \sum_{s \in S} d_{st}(w)(1 - e^{-N/\lambda_s}). \tag{15} \]

Post-event forecasts are scheduled forecasts with an elapsed waiting time of $w = 0$. Note that, by (14) and (42), $d_{st}(0) = c_{st}$ and (15) simplifies to (12) when $w = 0$.

3.3 Moments for waiting time

In addition to generating forecast probabilities, we can use these densities to find post-event and scheduled means and variances of waiting time, conditional on the seismic history. For example, the mean and variance of the remaining waiting time given that $t$ earthquakes have occurred and $w$ days have elapsed already are

\[ E(Y_{t+1} - w \mid y_1, \ldots, y_t, Y_{t+1} \geq w) = \sum_{s \in S} d_{st}(w)\lambda_s \text{ and} \tag{16} \]

\[ V(Y_{t+1} - w \mid y_1, \ldots, y_t, Y_{t+1} \geq w) = \sum_{s \in S} d_{st}(w)\lambda_s^2, \tag{17} \]

respectively.
3.4 Waiting time paradox

Davis et al. (1989) and Sornette and Knopoff (1997) investigated the waiting time paradox, asking the question: can it be that the longer it has been since the last earthquake, the longer the expected time until the next? In our context, the question asks if \( E(Y_{t+1} - w | y_1, \ldots, y_t, Y_{t+1} \geq w) \) is an increasing function of \( w \). The answer depends on the assumed distribution of the interevent times. Sornette and Knopoff considered a variety of distributions, including the Periodic, Uniform, Gaussian, Semi-Gaussian, Lognormal, Weibull, Power Law, and Truncated Power Law. For some distributions the expected waiting time was shown to be an increasing function of elapsed time \( w \) over all values of \( w \), for others a decreasing function over all values of \( w \), in some cases increasing for “small” values of \( w \) and decreasing for “large” values, and in others the opposite. In all of these, there was no HMM framework, no hidden states, and no state-specific distributions: \( Y_1, Y_2 \ldots \) were considered independent and identically distributed.

The waiting time paradox remains true for hidden Markov models with state-specific exponential distributions. That is, the mean waiting time for the next earthquake increases as the elapsed time \( w \) increases, for all \( w \). Specifically, as \( w \) increases more weight is given to the larger state-specific expectations in the formula for the expected waiting times. See the appendix for details.

4 Application to California/Nevada Data

To illustrate our method we first developed a two-state hidden Markov model for seismicity in the study region. In this section we give the parameter estimates based on the 601 earthquakes observed from February, 1932 through July, 1964 and then summarize the results of 9693 daily forecasts retrospectively made during the period June, 1982 through December, 2008.

The time periods for this illustration were chosen so that the assumption of stationarity of interevent time distributions was clearly met. See Figure 2 for the complete distribution of interevent times for our catalog.

For our two state model, State 1 corresponded to a tendency for a shorter interevent time and State 2 to a longer. Observations were interevent times and, given state \( s \), were assumed to have an exponential distribution with mean \( \lambda_s \). The parameter estimates were obtained by starting with uniform transition probabilities and a grid of exponential means \( \{(i, j) : i = 1, 4, 7, 10; j = 10, 20, 30, 40, 50, 60, 70\} \). The Baum-Welch algorithm was run for approximately 100 iterations and the starting values that led to the highest likelihood were then used as the initial means and the algorithm was run until successive iterations led to a maximum difference in mean estimates and transition probability estimates of .000001. The resulting estimates for \( \Theta \) were:

\[
(\hat{\lambda}_1, \hat{\lambda}_2) = (1.4, 21.1), \quad (\hat{\pi}_1, \hat{\pi}_2) = (0, 1), \quad \hat{A} = \begin{pmatrix} .446 & .554 \\ .040 & .960 \end{pmatrix}.
\]

Beginning on June 16, 1982, we (retrospectively) made daily forecasts of the probability of an earthquake within one day anywhere in the study region, based on the data available at the
forecast time; these data consisted of the interevent times of the earthquakes seen so far and the elapsed time $w$ since the most recent earthquake. (For the observation history for the first forecast, we used the data from the previous 30 earthquakes.) The desired forecast probability followed immediately from (15) with $N = 1$ day, where $d_{st}(w)$ was calculated from (14), (10), (3), and (5). This was repeated daily until December 28, 2008, resulting in 9693 forecasts.

The forecast probabilities ranged from a low of .0463 to a high of .2072. A sorted list of the forecasts is shown in Figure 3. To evaluate the forecasts, we split the 9693 days into two groups, those whose forecasts were in a “low” range and those with forecasts in a “high” range. Since most of the forecasts clustered near the low end, in this and the following analyses we took the lowest 9000 forecasts to define the low range and the remaining 693 to define the high range. The cutoff for this division is given by the horizontal line in Figure 3. Within each group, we then found the proportion of days on which an earthquake did occur within 24 hours and compared it to the interval, mean, and median forecast probabilities for that group.

For the 9000 forecasts in the low range (.0463, .0558), the mean forecast was .0470 and the median was .0463; an earthquake occurred within one day 444 times, for an observed proportion of .0493. (That is, on 9000 days between 1982 and 2008, the probability of an earthquake in the study area within 24 hours was forecast to be between 4.6% and 5.6%. Such an event did occur 4.9% of the time.) The observed proportion was in the forecast range and very close to the mean and median forecasts in that group. The 693 forecasts in the high range (.0558, .2072) had a mean of .0672 and a median of .0616; the observed proportion was .0592, again very close to the mean and median forecasts in that group. The one day results are given in Table 1 and Figure 4.

For the 9000 forecasts in the low range (.0463, .0558), the mean forecast was .0470 and the median was .0463; an earthquake occurred within one day 444 times, for an observed proportion of .0493. (That is, on 9000 days between 1982 and 2008, the probability of an earthquake in the study area within 24 hours was forecast to be between 4.6% and 5.6%. Such an event did occur 4.9% of the time.) The observed proportion was in the forecast range and very close to the mean and median forecasts in that group. The 693 forecasts in the high range (.0558, .2072) had a mean of .0672 and a median of .0616; the observed proportion was .0592, again very close to the mean and median forecasts in that group. The one day results are given in Table 1 and Figure 4.

Each day we also forecast the probability of an earthquake within five days and ten days, using (15) with $N = 5$ and $N = 10$, respectively. For the five day forecasts, the low range had a mean of .2121 and a median of .2110, with an observed proportion of .2203. The high range mean was .2453, the median was .2361, and the observed proportion was .2626. Again, the forecasts appeared to do a good job. The results are given in Table 2 and Figure 5.

For the ten day forecasts, the low range had a mean of .3784 and median of .3775, with an observed proportion of .3921. The high range mean was .4055, the median was .3980, and the observed proportion was .4271. In both cases, the forecasts seemed effective. The results are given in Table 3 and Figure 6.

It is interesting to compare the forecast probabilities with the actual dates of earthquake
events. One day, five day, and ten day forecasts are shown as time series in Figure 7, and the event dates are represented by vertical line segments along the bottom axis. Peak forecast probabilities generally correspond to subsequent clustering of events.

[INSERT FIGURE 7 ABOUT HERE]

The explanation for this lies in the note following (14), that the scheduled forecast density on a given day is a mixture of the two exponential densities, with weights given by the conditional probabilities of being in the two states, given the seismic history known at that point. If a number of earthquakes have occurred in a short amount of time, the conditional probability will be higher for State 1 than State 2, favoring the exponential with the shorter mean and hence leading to a higher forecast probability of an earthquake within one day. The top row of lines in Figure 5 mark the dates of the 500 earthquakes in the forecasting period. As can be seen, when a number of earthquakes occur in close proximity, this is reflected below by the subsequent appearance of high probability forecasts.

The forecast methodology is effective for longer term forecasts as well, though it is less informative since the range of forecasts decreases. We derived thirty and one hundred day forecasts as above \((N = 30, 100)\). For the former, the range of forecasts was \((.759, .842)\); the lower and higher groups had medians of .759 and .767 and observed proportions of .786 and .794, respectively. For the hundred day forecasts, the range was \((.9913, .9915)\) and the observed proportions were both 1. The reason for this convergence of forecasts to 1 is that in (15) the term \((1 - e^{-N/\lambda_s})\) for large \(N\) is essentially 1 for both parameters \(\lambda_1\) and \(\lambda_2\) and, by (14), \[ \sum_{s \in S} d_{st}(w) = 1. \]

5 Location and time forecasts

We also developed a four state HMM that incorporated location as well as time to derive forecasts of the probability of an earthquake within a given time period and in a given region. In this model, called the East/West model, region 1 was East (quadrants 1 and 2) and region 2 was West (quadrants 3 and 4; see Figure 1.) State \((r_1, r_2)\) thus refers to a tendency for a short \((r_1 = 1)\) or long \((r_1 = 2)\) interevent time and occurrence in region \(r_2\). The quadrants in Figure 1 were chosen by a principal components analysis of the February 1932–December 2004 mainshock \(M \geq 4.0\) earthquakes in the region. The line between East and West corresponds roughly to the San Andreas Fault.

For the state-specific observation distributions, each observation \(y\) is a vector \((u, v)\), where \(u > 0\) is the interevent time in days since the previous earthquake and \(v \in \{1, 2\}\) is the region in which the event occurred. Given a state \(s \in S\), we assume an exponential distribution for interevent time, with mean \(\lambda_s\), and a probability vector (depending on \(s\)) for the regions. We assume that, conditional on the state, interevent time and location are independent. Thus the state-specific densities are: for \(s \in S\) and \(y = (u, v)\),

\[ p_s(y) = p_s(u, v) = e_s(u)q_s(v) \]

(19)

where
\[ e_s(u) = (1/\lambda_s)e^{-u/\lambda_s} \]  

(20)

and \( q_s = (q_s(1), q_s(2)) \), with \( q_s(v) = P(\text{the earthquake occurs in region } v \mid \text{ system is in state } s) \). Conditional on the state, the interevent time location distributions are taken to be exponential. The observation variable \( Y_t \) is thus replaced by the vector \((U_t, V_t)\) and the desired scheduled forecast density for the next earthquake of an additional interevent time \( u \) in the region \( v \), given the past observations and an observed time of \( w \) days since the most recent earthquake \( P(U_{t+1} - w = u, V_{t+1} = v \mid y_1, \ldots, y_t, U_{t+1} \geq w) \).

As shown in the appendix, this is given by:

\[ P(U_{t+1} - w = u, V_{t+1} = v \mid y_1, \ldots, y_t, U_{t+1} \geq w) = \sum_{s \in S} d_{st}(w)(1/\lambda_s)e^{-u/\lambda_s}q_s(v) \]  

(21)

where

\[ d_{st}(w) = \frac{c_{st}e^{-w/\lambda_s}}{\sum_{r \in S} c_{rt}e^{-w/\lambda_r}}. \]  

(22)

Paralleling (15), the scheduled forecast probability of an earthquake within \( N \) days in quadrant \( v \) is obtained by taking the \( t \) interevent times for the earthquakes that have occurred by that time and computing the elapsed time \( w \) since the most recent earthquake and then integrating (22) with respect to \( u \) from 0 to \( N \), to give:

\[ P(U_{t+1} - w \leq N, V_{t+1} = v \mid y_1, \ldots, y_t, U_{t+1} \geq w) = \sum_{s \in S} d_{st}(w)(1 - e^{-N/\lambda_s})q_s(v) \]  

(23)

For the East/West model with (relabeled) state space \((1,2,3,4)=((1,1),(2,1),(1,2),(2,2))\), the HMM parameters were estimated by:

\[ \hat{\pi} = (0, 0, 1, 0) \]  

(24)

\[ (\hat{\lambda}_1, \hat{\lambda}_2, \hat{\lambda}_3, \hat{\lambda}_4) = (2.02, 21.59, 5.12, 22.82) \]  

(25)

\[ \hat{A} = \begin{pmatrix} .512 & .475 & .013 & 0 \\ .041 & 0 & .372 & .587 \\ .032 & .031 & .625 & .311 \\ .005 & .117 & .733 & .145 \end{pmatrix} \]  

(26)

\[ \hat{\bar{q}} = \begin{pmatrix} 1 & 0 \\ .88 & .12 \\ 0 & 1 \\ .08 & .92 \end{pmatrix} \]  

(27)

Thus, in our model, the system starts in the state corresponding to (a tendency for) short interevent time and location in the West; the mean interevent time given a tendency for short
(long) interevent time and location in the East is 2.02 days (21.59 days); for the West, these are 5.12 and 22.82 days. In the Markov chain, it’s impossible to go from state (1,1) (short time, East location) to state (2,2) (long time, West) or to go from state (2,2) to (2,2) in one step. For the states corresponding to short interevent times, the location distributions for East and West are estimated to put probability one on those regions; the probabilities for this are less than one given a long interevent time state.

Beginning on June 16, 1982, we made daily forecasts of the probability of an earthquake within one day (and within ten days) in each of the East/West locations, based on the data available at the forecast time; these data consisted of the interevent times and East/West locations of the earthquakes seen so far and the elapsed time \(w\) since the most recent earthquake. (For the observation history for the first forecast, we again used the data from the previous 30 earthquakes.) The desired forecast probabilities followed immediately from (23) with \(N = 1\) day (and \(N = 10\)), where \(d_{st}(w)\) was calculated from (22), (10), and (3). This was repeated daily until December 28, 2008, resulting in 9693 forecasts.

To evaluate the time and location forecasts, we examined the two regions separately. For each of the regions, we split the forecasts into two groups, 9000 in a low range and 693 in a high range. Within each group, we then found the proportion of days on which an earthquake did occur in that region within 24 hours (and within ten days) and compared it to the interval, mean, and median forecast probabilities for that group. The one day results are given in Table 4 and Figure 8 and the ten day results in Figure 9.

The fit between one day forecasts and observations in each group (Figure 8) appears quite good, similar to those for the entire study region (Figure 4). Similarly, the ten day forecasts for the East and West regions (Figure 9) also appear to fit the observations well.

In summary, the East/West model incorporated location as well as time in the forecasts. It performed well, generating forecasts that were close to the observations.

6 Discussion

A hidden Markov model consists of a sequence of observations and a sequence of hidden states. In this application, a state is a statistical construct, not a physical one, but it corresponds to the idea that physical conditions in a given region yield a tendency for a mainshock earthquake to occur with shorter or longer interevent times. The key to our forecasting method is that, at each forecasting time, we can use the data available at that time to estimate the probability of being in each state and combine this with the state specific distributions to find and utilize the probability density of the next as-yet-unseen observation.

We developed a two-state HMM and estimated the parameters using a selected portion of an earthquake catalog for southern California and western Nevada. Using this model we then
issued, retroactively, a series of forecast probabilities of a mainshock earthquake occurring anywhere in the study region within one, five, and ten days, each forecast being generated using the data known at that time. The forecasts were close to the observed seismicity.

We then extended the model and forecasts to include location as well as time in an East/West model. In this model, the four states corresponded to a tendency for a shorter or longer interevent time in each of the East and West regions. We forecast probabilities of an earthquake occurring within one and ten days in each of the regions and compared these to what occurred. The forecasts were again close to the observed seismicity.

It is important to recognize the real challenges in earthquake forecasting and limitations in our method. For example, we formulated a second four state HMM, called the North/South model. In this model, we combined quadrants 2 and 3 to form the North region and quadrants 1 and 4 to form the South region (Figure 1). We estimated the parameters using the same training set (1932-1964) used for the East/West model and computed forecasts for this period. These forecasts did not reflect the observed seismicity for this period; since the model didn’t fit the training set, we did not proceed further.

There are several possible reasons why the North/South model failed while the East/West model succeeded. There are important geological and tectonic differences between the East/West and North/South divisions of the study area. The former model splits the study area along a fault line that delineates a plate boundary, while the latter doesn’t. There is, therefore, no reason to suspect that a model fitting one pair of zones well should imply a model fitting the other pair will be successful.

Another important limitation in our procedure is that its successful use relies on stationarity of the seismicity- that is, statistical similarity during the forecasting period to that of the time used in estimating the parameters. As seen in Figure 2, the distribution of interevent time in, roughly, years 1964-1982 appeared different than that of the rest of the 1932-2008 catalog; specifically, there were many more long times between earthquakes.

We generated forecasts for the period 1964-2004, which overlapped the nonstationary period. These forecasts were unsuccessful. Both the low and high range of forecasts overestimated the probability of an earthquake in a given time period compared to the observed proportion. Given the increased appearance of long interevent times, this is not surprising, but it highlights a serious limitation in the use of past seismicity to forecast characteristics of future seismicity. If the statistical behavior of seismicity changes, forecasts using a model based on an earlier period is not likely to be reliable.

Finally, there is the challenge of estimating the HMM parameters on the basis of limited data. We used the first half of the catalog, consisting of 601 earthquakes from 1932-1964, to estimate the five parameters in the two state model and the 23 parameters in the East/West model. In general, training sets are much larger.

In summary, limitations of the procedure are that forecasts appear to be reliable only for relatively large carefully chosen regions and, not surprisingly, good behavior of the forecasts depends on stationarity of the seismicity. To obtain good estimates of the HMM, it is necessary to have sufficient data. Within these admittedly important limitations, the HMM forecast methodology appears to be successful in identifying times in which there is an increased likelihood of a mainshock in a given time interval and region.
A Appendix

In this appendix, we present the well-known parameter estimation procedure for hidden Markov models, derive the post-event and scheduled forecast densities, and give a rigorous proof of the waiting time paradox result.

A.1 Estimating parameters

Recall the forward and backward variables \( f_s(t) \) and \( b_s(t) \) can be computed using (3) and (4) when the parameters of the HMM are known and the complete set of observations \( O \) is seen. These variables can then be used to find \( \gamma_s(t) \equiv P(X_t = s \mid O) \), the probability of being in state \( s \in S \) at time \( t \), conditional on all the observations. By conditioning on the event \((X_t = s, y_1, \ldots, y_t)\) and using (2), it is easily seen that

\[
\gamma_s(t) = b_s(t)f_s(t)/P(O), \quad 1 \leq t \leq L. \tag{28}
\]

Similarly, we can compute \( \eta_{rs}(t) \equiv P(X_t = r, X_{t+1} = s \mid O) \), the joint probability of being in state \( r \) at time \( t \) and in state \( s \) at time \( t+1 \), conditional on the complete set of observations. By definition,

\[
\eta_{rs}(t) = P(X_t = r, X_{t+1} = s, y_1, \ldots, y_L)/P(O) \tag{29}
\]

The denominator in (29) is given by (6). By a pair of conditioning arguments and simplification by the conditional independence in (2), we have:

\[
\eta_{rs}(t) = P(X_t = r, X_{t+1} = s \mid O) = f_r(t)a_{rs}b_s(t+1)p_s(y_{t+1})/P(O). \tag{30}
\]

In summary, given the complete set of observations \( O \) and set of parameters \( \Theta \), we can compute \( f_s(t), b_s(t), \gamma_s(t), \) and \( \eta_{rs}(t) \), for all states \( r, s \in S \) and times \( t = 1, \ldots, L \).

To estimate the parameters of a HMM, we use the well-known Baum Welch algorithm (Rabiner, 1989), described below. In the following, we replace \( P \) by \( P_{\Theta} \) to emphasize the dependence on the parameter set.

The procedure begins with an initial guess for the parameters, say \( \Theta^{(0)} \). Then \( f_s^{(0)}(t), b_s^{(0)}(t), \gamma_s^{(0)}(t), \) and \( \eta_{rs}^{(0)}(t) \) \( (r, s \in S, t = 1, \ldots, L) \), and \( P_{\Theta}^{(0)}(O) \) are computed using (3)-(6), (28), and (30). We then update the parameters as below to get a new estimate \( \Theta^{(1)} \). The key is that the likelihood of the observations increases under the new parameter set: \( P_{\Theta}^{(1)}(O) \geq P_{\Theta}^{(0)}(O) \) (Rabiner, 1989).

The procedure is then iterated until the likelihoods converge to some desired precision or until successive parameter estimates differ by a predetermined small amount. The parameters are estimated by this final updating.

The parameter updates are:

\[
a_{rs}^{(n+1)} = \frac{\sum_{t=1}^{L-1} \eta_{rs}^{(n)}(t)}{\sum_{t=1}^{L-1} \gamma_s^{(n)}(t)} \tag{31}
\]

\[
\pi_s^{(n+1)} = \gamma_s^{(n)}(1) \tag{32}
\]

\[
\lambda_s^{(n+1)} = \frac{\sum_{t=1}^{L} \gamma_s^{(n)}(t)y_{t}}{\sum_{t=1}^{L} \gamma_s^{(n)}(t)} \tag{33}
\]
\[
q_s^{(n+1)}(v) = \frac{\sum_{t=1}^{L} \gamma_s^{(n)}(t)}{\sum_{t=1}^{L} \gamma_s^{(n)}(t)}
\]  

(34)

where \( y_t \) is the \( t \)th observation.

The transition probability estimate in (31) is simply the ratio of the expected number of transitions from \( r \) to \( s \) to the expected number of transitions from \( r \). The initial distribution in (32) is the probability of starting in state \( s \) under \( \Theta^{(n)} \). For a single exponential density, the maximum likelihood estimator of the mean is the sample mean; here, for state \( s \), (33) weights each observation by the probability it came from state \( s \). In (34), the probability the event occurs in region \( v \) given the state is \( s \) is estimated by the ratio of the expected number of times this occurs to the expected number of visits to the state.

Finally, note that estimation procedures exist for other state-specific distributions, including normal distributions (Rabiner, 1989). Obvious extensions to the forecast formulas in Section 3 are then possible.

### A.2 Forecast densities

We first derive the (post-event) density function for waiting time until the next earthquake, made immediately after an earthquake. We first derive this density in the framework of a general HMM. The problem is to find the probability density function of observation \( Y_{t+1} \) conditional on the observation history up to time \( t \) that is, \( P(Y_{t+1} = y \mid y_1, \ldots, y_t) \). By summing over all possible states at time \( t + 1 \), standard conditioning arguments, and (1),

\[
P(Y_{t+1} = y \mid y_1, \ldots, y_t) = \sum_{s \in S} \sum_{r \in S} P(Y_{t+1} = y \mid X_{t+1} = s, y_1, \ldots, y_t)P(X_{t+1} = s \mid y_1, \ldots, y_t) \times
\]

\[
P(X_t = r \mid y_1, \ldots, y_t) = \sum_{s \in S} \sum_{r \in S} p_s(y)P(X_{t+1} = s \mid X_t = r, y_1, \ldots, y_t)P(X_t = r, y_1, \ldots, y_t)/P(y_1, \ldots, y_t)
\]

That is, at time \( t \), the distribution of the next observation, given the observations available, is computable by

\[
P(Y_{t+1} = y \mid y_1, \ldots, y_t) = \sum_{s \in S} c_{st}p_s(y)
\]

where

\[
c_{st} = \sum_{r \in S} a_{rs}f_r(t)/P(y_1, \ldots, y_t).
\]

(36)

Note that \( \sum_{s \in S} c_{st} = \sum_{r \in S} f_r(t)(\sum_{s \in S} a_{rs})/P(y_1, \ldots, y_t) = \sum_{r \in S} f_r(t)/P(y_1, \ldots, y_t) = 1 \) by (5), hence

\[
\sum_{s \in S} c_{st} = 1
\]

(37)
Furthermore, an inspection of the above shows that
\[ c_{st} = P(X_{t+1} = s \mid y_1, \ldots, y_t). \tag{38} \]

Thus, \(35)-(38)\) show that the forecast density of the next observation, conditional on the data available at that time is a mixture of the state-specific densities, in which the weight for \(p_s(y)\) is (a) calculable and (b) interpretable as the conditional probability the system is in that state \(s\) given the data available at the forecast time.

Recall that in our application the observation \(Y_t\) corresponding to earthquake \(t\) is the time in days since earthquake \(t - 1\). Then, \((7)\) and \((35)\) give the density of the waiting time until the next earthquake, given the seismic history available just after an earthquake:
\[ P(Y_{t+1} = y \mid y_1, \ldots, y_t) = \sum_{s \in S} c_{st}(1/\lambda_s)e^{-y/\lambda_s}. \tag{39} \]

Next, we extend our method to scheduled forecasts, say weekly or daily, of the probability of an earthquake within a given time period in the region. Now what is known at the time of the forecast is the set of observed interevent times as well as the elapsed time since the previous earthquake. Here we derive the forecast density given in \((13)\) and \((14)\).

Suppose that \(t\) earthquakes have occurred at the forecast time and \(w\) days have elapsed since the most recent earthquake. The available data at forecast time is then \(y_1, \ldots, y_t\) and the event \(Y_{t+1} \geq w\). The remaining waiting time until the next is \(Y_{t+1} - w\). We derive its density. Let \(y > 0\). The forecast density of the remaining waiting time, given the available data, is
\[ P(Y_{t+1} - w = y \mid y_1, \ldots, y_t, Y_{t+1} \geq w) = \frac{P(Y_{t+1} = y + w, Y_{t+1} \geq w \mid y_1, \ldots, y_t)}{P(Y_{t+1} \geq w \mid y_1, \ldots, y_t)} \]
\[ = \frac{P(Y_{t+1} = y + w \mid y_1, \ldots, y_t)}{\int_w^{\infty} P(Y_{t+1} = x \mid y_1, \ldots, y_t)dx}. \]

The numerator and denominator in the final fraction, by \((40)\), are
\[ \sum_{s \in S} c_{st}e^{-w/\lambda_s}(1/\lambda_s)e^{-y/\lambda_s} \text{ and } \int_w^{\infty} \sum_{r \in S} c_{rt}(1/\lambda_r)e^{-x/\lambda_r} dx, \]
respectively. The denominator simplifies to \(\sum_{r \in S} c_{rt}e^{-w/\lambda_r}\).

That is, at the time of the forecast, if \(t\) earthquakes have occurred and \(w\) days have elapsed since the previous earthquake, the density of the remaining waiting time \(Y_{t+1} - w\) is
\[ P(Y_{t+1} - w = y \mid y_1, \ldots, y_t, Y_{t+1} \geq w) = \sum_{s \in S} d_{st}(w)(1/\lambda_s)e^{-y/\lambda_s} \tag{40} \]
where
\[ d_{st}(w) = \frac{c_{st}e^{-w/\lambda_s}}{\sum_{r \in S} c_{rt}e^{-w/\lambda_r}}. \tag{41} \]

It is easily shown that \(d_{st}(w) = P(X_{t+1} = s \mid y_1, \ldots, y_t, Y_{t+1} \geq w)\), so that the forecast density is again a mixture of the densities \(p_s(y)\) with the weight for \(p_s(y)\) being the conditional probability of being in state \(s\) at the next earthquake, given all the information available at the forecast time.
The extension of the HMM and forecasts to include location as well as interevent time is straightforward. As mentioned in section 5, the observation $y$ is now a vector $(u, v)$, where $u > 0$ is the interevent time in days and $v$ is the region where the earthquake occurred. The observation variable $Y_t = (U_t, V_t)$. The state specific density in (7) is replaced by $p_s(y) = p_s(u, v) = (1/\lambda_s)e^{-u/\lambda_s}q_s(v)$. By (35), the post-event forecast density in (39) becomes

$$P(U_{t+1} = u, V_{t+1} = v | y_1, \ldots, y_t) = \sum_{s \in S} c_{st}(1/\lambda_s)e^{-u/\lambda_s}q_s(v)$$ \hspace{1cm} (42)$$

and the scheduled forecast density in (40) becomes

$$P(U_{t+1} - w = u, V_{t+1} = v | y_1, \ldots, y_t, U_{t+1} \geq w) = \sum_{s \in S} d_{st}(w)(1/\lambda_s)e^{-u/\lambda_s}q_s(v).$$ \hspace{1cm} (43)$$

### A.3 Waiting time paradox

In section 3.4, we gave a heuristic argument that an HMM model for seismicity with state-specific exponential distributions satisfies the waiting time paradox; here is a rigorous proof.

Denoting $E(Y_{t+1} - w | y_1, \ldots, y_t, Y_{t+1} \geq w)$ by $h(w)$, it follows from (16) and (14) that

$$h'(w) = \sum_{s \in S} \lambda_s \frac{d}{dw} \left( \frac{c_s e^{-w/\lambda_s}}{\sum_{r \in S} c_r e^{-w/\lambda_r}} \right)$$ \hspace{1cm} (44)$$

After differentiating and simplifying, this gives

$$h'(w) = \sum_{s \in S} \sum_{r \leq s} c_r e^{-w/\lambda_r} c_s e^{-w/\lambda_s} \left( \frac{\lambda_s}{\lambda_r} - 1 \right) + \sum_{s \in S} \sum_{r \geq s} c_r e^{-w/\lambda_r} c_s e^{-w/\lambda_s} \left( \frac{\lambda_s}{\lambda_r} - 1 \right)$$ \hspace{1cm} (45)$$

The denominator is positive, so the sign of $h'(w)$ is determined by the numerator. Impose an order on the state space $S$; since the terms vanish when $r = s$, the numerator in (45) can be rewritten as

$$\sum_{s \in S} \sum_{r \leq s} c_r e^{-w/\lambda_r} c_s e^{-w/\lambda_s} \left( \frac{\lambda_s}{\lambda_r} - 1 \right) + \sum_{s \in S} \sum_{r \geq s} c_r e^{-w/\lambda_r} c_s e^{-w/\lambda_s} \left( \frac{\lambda_s}{\lambda_r} - 1 \right)$$ \hspace{1cm} (46)$$

In the second sum reverse the order of summation and then make a change of summation variables ($r \leftrightarrow s$) to see that (47) equals

$$\sum_{s \in S} \sum_{r \leq s} c_r e^{-w/\lambda_r} c_s e^{-w/\lambda_s} \left( \frac{\lambda_s}{\lambda_r} - 1 + \frac{\lambda_r}{\lambda_s} - 1 \right)$$ \hspace{1cm} (47)$$

Since $(\lambda_s/\lambda_r - 1 + \lambda_r/\lambda_s - 1) = (\lambda_s - \lambda_r)^2/(\lambda_r \lambda_s) > 0$, (45)-(48) show $h'(w) > 0$ for all $w > 0$ and thus $E(Y_{t+1} - w | y_1, \ldots, y_t, Y_{t+1} > w)$ is an increasing function of $w$ and our model satisfies the waiting time paradox.
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Figure 1: Study region with four quadrants defined using principal components axes of event locations between February 1932 and December 2004.
Figure 2: Days between earthquakes (vertical axis) versus year (horizontal axis). Vertical dashed lines correspond to July 1964 and June 1982.
Figure 3: Sorted one day forecast (vertical axis) versus forecast number (horizontal axis). Horizontal line separates forecasts into groups of 9000 and 693.
Figure 4: 9693 daily forecast probabilities of an earthquake in one day, divided into 9000 lowest and 693 highest forecasts. Lines give range of values and boxes give first quartile, median, and third quartile of forecasts in that range. Circles are observed proportion of times an earthquake occurred within one day among those forecasts.
Table 1: 9693 daily forecast probabilities of an earthquake in one day, divided into two groups; for each group observed proportion of times this occurred.

| One Day Forecasts | Observations |
|-------------------|--------------|
| range             | number       | mean  | median | number | proportion |
| low (.0463, .0558) | 9000         | .0470 | .0463  | 444    | .0493      |
| high (.0558, .2072) | 693          | .0672 | .0616  | 41     | .0592      |
Figure 5: 9693 daily forecast probabilities of an earthquake in five days, divided into 9000 lowest and 693 highest forecasts. Lines give range of values and boxes give first quartile, median, and third quartile of forecasts in that range. Circles are observed proportion of times an earthquake occurred within five days among those forecasts.

| Five Day Forecasts | Observations |
|-------------------|--------------|
| range             | number | mean | median | number | proportion |
| low (.2110, .2266) | 9000   | .2121 | .2110  | 1983   | .2203      |
| high (.2266, .4748)| 693    | .2453 | .2361  | 182    | .2626      |

Table 2: 9693 daily forecast probabilities of an earthquake in five days, divided into two groups; for each group observed proportion of times this occurred.
Figure 6: 9693 daily forecast probabilities of an earthquake in ten days, divided into 9000 lowest and 693 highest forecasts. Lines give range of values and boxes give first quartile, median, and third quartile of forecasts in that range. Circles are observed proportion of times an earthquake occurred within ten days among those forecasts.

| Ten Day Forecasts | Observations |
|-------------------|--------------|
| range             | number | mean | median | number | proportion |
| low (.3775, .3902) | 9000   | .3784| .3775  | 3529   | .3921      |
| high (.3902, .5930)| 693    | .4055| .3980  | 296    | .4271      |

Table 3: 9693 daily forecast probabilities of an earthquake in ten days, divided into two groups; for each group observed proportion of times this occurred.
Figure 7: One day, five day, and ten day forecasts for the period from June 1982 through December 2008, and dates of earthquake events.

Table 4: 9693 daily forecast probabilities of an earthquake in one day in each of the East/West regions; for each region forecasts divided into two groups; observed proportion of times an earthquake occurred in this region within one day.
Figure 8: 9693 daily forecast probabilities of an earthquake in one day in the East/West regions, each divided into low and high ranges of forecasts. Boxes give first quartile, median, and third quartile of forecasts in that range. Circles are observed proportion of times an earthquake occurred in one day in that region among that range of forecasts.
Figure 9: 9693 daily forecast probabilities of an earthquake in ten days in the East/West regions, each divided into low and high ranges of forecasts. Boxes give first quartile, median, and third quartile of forecasts in that range. Circles are observed proportion of times an earthquake occurred in ten days in that region among that range of forecasts.