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Abstract
The heterogeneity of the banking sector is a vital problem both in case of the conduct of macroprudential policy, as well as the assessment of its effectiveness. To address this issue, we construct a new measure of macroprudential policy restrictiveness, the bank’s free lending capacity ratio (the quotient of a new lending a bank can extend given its capital surplus above capital requirement, and its current volume of loans). We describe its advantages over the measures used in the previous research. Finally, employing first difference GMM method on (dynamic) panel data series, we explain the drivers of changes in lending growth of stock-listed banks in Poland between 2010 and 2020. We show that the free lending capacity ratio displays the most convincing results among the examined variables, pointing at its usefulness both in explaining and evaluating the impact of prudential regulation on banking activity, as well as in understanding potential issues in the transmission of monetary policy via the banking sector, resulting from its heterogeneity. Finally, we draw practical and policy-related conclusions, as regards the measurement of macroprudential policy restrictiveness.
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Introduction
After the global financial crisis, changes have been introduced to bank capital regulation that were intended to strengthen the resilience of the banking sector as a whole. As such the new regulation has been called macroprudential, as opposed to the pre-crisis microprudential approach. The most visible step forward has been the creation of various capital buffers that serve as add-ons to the standard 8% ratio of own funds to risk-weighted assets. Higher capital is intended to make banks more safe, but also to protect the entire banking sector, and the real economy from periods of excessive credit creation, which (known as unstable credit booms) have been so far the most repetitive source of financial crises (see Schularick and Taylor [51] of Laeven and Valencia [41]).

The differentiation of required capital ratios among banks creates a new space for research, related not only to the interaction of (macro)prudential policy with other macroeconomic policies (first and foremost with the monetary policy, for example, Borio and Zhu [14], Cecchetti and Kohler [20], Agur and Demertzis [1]), but also to the measurement, and assessment of macroprudential policy effectiveness. Both of these strands of research meet in the rapidly developing literature on the impact of bank capital on the efficacy of monetary policy in the environment of low (or negative) interest rates. A notable example is the reversal interest rate, a notion coined by Brunnermeier and Koby [16] who determine its value (among others) by bank’s initial capital position in relation to capital requirements.

That said, the relation between the possessed and required capital is of a vital importance not only for the prudential, but also for monetary policy. Under regulatory capital requirements, banks are obliged to put aside certain amount of own funds for each unit of credit they grant. The more capital is needed for each unit of credit the harder it is (as equity is the most expensive source of funding) to expand...
the balance sheet. Given a limitation from capital requirements, a bank wishing to expand its business can either increase the numerator, that is expand own funds, or lower the denominator by reducing the risk-weighted assets. There are different ways to achieve the above mentioned targets. A bank can issue new equity or subordinated debt. It may also retain a bigger chunk of its earnings. On the active side, it may shift assets into less risk-heavy ones (for example, from corporate to mortgage loans or government debt) or apply internal risk measurement methods which usually lead to lower (internal) credit risk weights.

These possibilities are not reflected, however, in the previous assessment/evaluation of regulatory capital stringency, focusing on simple indicators such as capital adequacy ratio, or its surplus over the combined capital requirement. As a result, single banks, as well as entire sectors, may be erroneously regarded as being more/less overburdened with capital requirements, which is further explained in the following parts of the article. That said, the macroprudential policy may falsely be regarded as less/more stringent providing biased hints for the policymakers. Therefore, the goal of this article is to provide a new, more robust measure of macroprudential policy tightness.

Our measure, the free lending capacity ratio (FLCR) allows to address the issue of heterogeneity in cross-country/cross-entity panel studies by including both the structure of regulatory capital, bank assets (incl. loans), as well as the approach to measure bank risk, which all differ among banks, resulting in visible differences between (but also inside) local banking sectors. We estimate the impact of changing capital requirements on bank lending in Poland showing that the FLCR proves more robust in explaining changes to bank lending activity than other capital-related measures. That said, we provide regulators and central bankers with a promising tool to measure the effects of their policy and to adjust it to achieve financial or macroeconomic stability targets.

Poland provides a particularly interesting playground for a research on the above mentioned interactions, as the financial supervisor (Komisja Nadzoru Finansowego, KNF) actively adjusted capital regulation (in both directions) as one of its main policy tools before and after the implementation of Basel III in the form of CRD IV/CRR package (2015/2016). As a result of higher capital requirements, the banking sector slowed down the lending expansion, with some banks that found their free lending capacity negative, temporarily reducing the loan portfolio.

The remainder of the paper is organised as follows. The next section reviews the literature on the measurement of macroprudential policy effectiveness. The following one focuses on the capital adequacy, introducing and explaining free lending capacity ratio as a new measure of regulatory capital stringency. In Sect. 4, we discuss the data and describe the econometric models we employed in our study. Section 5 presents the empirical results, as well as the robustness checks. The last section concludes.

### Measuring the impact of macroprudential policy: literature review

The evaluation of the efficacy of macroprudential policy is a popular topic among researchers, who (using mostly panel regressions) study the impact of various prudential instruments on credit and debt-related variables, as well as credit and asset (incl. housing) prices. It has been mostly conducted on a discretionary (or even binary) basis, as the plethora of instruments that have been already introduced, had not enough in common to organise them in any consistent order (to state if one action or tool is more or less restrictive than the other). Early studies either used a single or cumulative dummy variables to assess the impact of an introduction or change to a specific prudential policy tool. Lim et al. [45], Tovar et al. [53], or Arregui et al. [7] utilised them in their respective event studies. Kuttner and Shim [40] expanded this type of analysis by adding up the $(−1, 0, +1)$ dummy variables, if during one period there was more than one policy action taken. Crowe et al. [24] used a case-study approach to assess the impact of several macroprudential tools on housing market. Claessens et al. [23], as well as Geršl and Jašová [33] utilised a binary approach to label the period when a distinct measure was effective.

Vandenbussche et al. [54] introduced a somewhat more sophisticated measures of macroprudential policy tightness. They code the changes in distinct (macro)prudential policy instruments to differentiate their severity (for example, an introduction of a 60% maximum LTV (loan-to-value) ratio is less restrictive than of a 100% one). They also tackled the issue of changes in capital requirements for banks (pp. change of total capital requirement).

The discreteness of the macroprudential policy data was one of the most crucial issues that made it harder to study the impact of prudential measures on financial sector. The most popular way to address it is the construction of composite measures covering the impact of several more or less related variables (see for example Ostry et al. [47], Zhang and Zoli [56], Bruno et al. [15]). The construction of these “macroprudential policy indexes” quickly gained on popularity (see Fendoğlu [29], Cerutti et al. [21], Akinci and Olmstead-Rumsey [3] who additionally calculated separate indexes for policy tightening and loosening). Meuleman and Vander Vennet [46] expanded the macroprudential policy index prepared by Budnik and Kleibl [17] by weighting the specific changes in an instrument to construct the life cycle of a policy action over time. They did not differentiate between distinct tools, however, aggregating the overall index using
equal weights. Alam et al. [4] have integrated the databases constructed in the previously mentioned papers in a comprehensive database containing monthly binary information on 17 policy measures for 134 countries from 1990 to 2016. Cizel et al. [22] distinguished between price- and quantity-based measures to address the issue of boundary problem, as dummy variables contained in most of the databases do not allow to assess the size/scale of the impact of distinct instruments. Araujo et al. [6] provide a meta-analysis basing on estimations from 58 previous empirical research pieces.

Kuttner and Shim [40] emphasised that the simplification in form of using categorical (binary) rather than numerical variables, whilst evaluating the effectiveness of macroprudential policy results from data heterogeneity (see also Carreras et al. [18]). Indeed, even the use of similar prudential instruments like DTI (debt-to-income) or LTV (loan-to-value) ratios cannot be easily evaluated as the distinct measures targeted (among others) different types of property, various borrowers, or lenders (see Lee [43], who analysed the case of South Korea, where LTV and DTI ratio have been differentiated according to the property type, geographical location, loan maturity, financial institution (lender) or even borrower’s marital status). A number of studies attempted to address this problem. Tillmann [52] and Lee et al. [44] employed a Qual VAR (VAR augmented by qualitative variables) to convert binary data on macroprudential shocks into more continuous ones. Zhang and Tressel [55] mapped various macroprudential policy instruments to factors that affect changes in bank lending standards (for example, they did not use dummies for LTV requirements, but looked at changes in LTV lending standards from bank surveys). Dumičić [27], apart from using a “traditional” macroprudential policy index, employed actual values (in per cent or percentage point) of general reserve requirements, LTV, as well as DTI ratios. Finally, some studies utilised changes in regulatory instruments, like dynamic provisioning mechanism (Jiménez et al. [38]) or LTV ratio (Richter et al. [49]). Galati and Moeßner [31] and Poghosyan [48] offer a compact summary of the studies on the efficacy of macroprudential policy.

**The effectiveness of bank capital regulation**

The increasing unification (via Basel Accords) and utilisation (due to the introduction of Basel III) of capital buffers offer a promising field for research evaluating the impact and efficacy of supply-side-oriented prudential instruments. In the world of Basel Committee-shaped capital requirements, every bank has to look at its capital (own funds) as it takes decision on the expansion of the balance sheet. As each bank has to put aside certain amount of own funds for each unit of credit, it becomes a conventional wisdom that weak banks tend to originate less credit. Indeed, Altavilla et al. [5] show that lower credit growth among weaker banks may result both from a weak supply, as well as low demand for funds, which depends on financial intermediaries own characteristics, such as risk profile and funding. Gambacorta and Shin [32] pointed out that bank equity is an important determinant of both the bank’s funding cost and its lending growth. Banks with higher capital show higher lending growth due to the lower funding costs. A study of European Banking Authority [28] found substantial beneficial supply effects of greater bank capital in a cross-country study of European banks.

**Measurement of capital requirements in economic literature**

Capital regulation and requirements, as well as their impact on bank lending have been in the spotlight of empirical researchers since many years. Bernanke and Lown [10] showed a significant link between banks’ capital–asset ratios and lending growth, arguing that a capital crunch might have worsened the 1990 recession in the USA. Hancock and Wilcox [34] stipulated that bank credit action might have slowed in 1990, due to shortfalls of bank’s equity capital, as some of them reduced lending in order to satisfy the capital requirement. That said, they were (to our knowledge) the first to point at the notion of surplus capital of banks. Heid et al. [35] found that the reaction of banks to changes in capital requirements depends on their capital buffer (difference between the actual and required capital ratio). That said, the notion of bank capital buffers was widely used in economic literature before and during the Global Financial Crisis (see Fonseca et al. [30] for a very thorough review of related literature), as (at constant requirements) they allowed for measuring the changes in (relative) regulatory restrictiveness.

The utilisation of capital buffers as a determinant of bank lending gained attention following the Global Financial Crisis, however, in particular after regulators started increasing the requirements. A number of studies dealt with this issue. Berrosside and Edge [11] found a positive impact of capital adequacy ratio, as well as surplus capital on bank lending. Aiyar et al. [2] measured the changes in minimum capital requirements on banks lending expansion. More recently, several studies, including i.a. Gambacorta and Shin [32], Borio and Gambacorta [13], Catalaná et al. [19], Kapuściński [39], and Deutsche Bundesbank [26] utilised difference between banks’ CAR and regulatory capital requirements as an explanatory factor in bank lending models. Gambacorta and Shin [32] defined the “free bank capital” as capital in excess of minimum capital requirements. Borio and Gambacorta [13] labelled the difference between the regulatory capital ratio and the regulatory minimum as “banks regulatory capital buffer”. Catalaná et al. [19] introduced the
name “capital ratio distance” with the exact same definition. Kapuściński [39] called it, simply, the “capital buffer”, whilst Deutsche Bundesbank [26] used the name “excess capital buffer”. De Jonghe et al. [25] did not explicitly calculate the capital buffers, but they followed similar idea, as they model various measures of credit expansion using required and actual capital ratio at once. Finally, Imbierowicz et al. [37] are the first (to our knowledge), who dig deeper and broaden utilise the risk density (ratio of risk-weighted assets to total assets) to capture a bank’s total regulatory capital requirement related to corporate lending. They stressed out that the key reason behind applying this approach was the fact that banks with a lower average risk weight of assets are less exposed to a change in capital requirements.

The studies found the capital buffer (henceforth, we will use the term free capital buffer, FCB) to be statistically significant in explaining changes in bank lending. Catalán et al. [19] additionally found that the response of weaker banks to changes in their capital position is larger than that of stronger banks. Therefore, not only the level of capital, but also its distribution across banks in the financial system affects the transmission of shocks to aggregate lending. Gambacorta and Shin [32] showed that banks hold significant discretionary Tier 1 capital in excess of the 25% regulatory maximum of risk-weighted assets.

The free capital buffer has its indisputable benefits as a measure of the stringency of macroprudential policy. It is a simple and therefore easily understandable measure allowing to tackle some of the flows related to the usage of (even simpler) total required capital ratio (henceforth TCR—total capital requirement), which does not enable to differentiate between the banks fulfilling (or not) the capital requirements. Free capital buffer has its own flows too, however, as it does not allow for a full (relative) assessment of regulatory stringency. A low buffer between the CAR and TCR, may not necessarily reflect a weak capital position of a bank (for example 9% CAR vs. required TCR of 8%), but a very conservative macroprudential policy of a supervisory authority (for example, 19% vs. required 18%). In such a case a free capital ratio, defined as Free Capital Buffer CAR could indicate the portion of bank own funds that is free to use and could finance bank’s (lending) expansion. Although the latter measure encompasses both the strengths of the earlier (free capital buffer), it addresses only some of its weaknesses. They are mostly related to the construction of capital adequacy requirements, which use the notion of own funds in the numerator and risk-weighted assets in the denominator. The issue of risk weighting has been indicated as one of the crucial factors behind the severity of the global financial crisis (see for example Blundell-Wignall and Atkinson [12], who showed that simple leverage ratio had been a better predictor of bank losses than CAR). A bank can decrease the capital requirement via shifts to “less risky” portfolio, use of advanced measurement approaches or external guarantees for a part of its portfolio. All in all, such arbitrage may lead to a situation, when two banks have a free capital buffer of, say, 2%, but with assets (or loans) characterised by average risk weight of 35% and 70%, respectively, will not find the regulatory capital requirements equally stringent. The first bank will be able to extend two times more loans (in relation to its own funds) than the other one, having a visibly higher impact on its profitability. Hence, if a panel exercise compares banks that use standard approach, having average risk weights of 60–80% with those using advanced approaches lowering these weights to as low as 20–40% they may provide misleading conclusions. Accounting for this can reduce the impact, the heterogeneity of the banking sector has on the results of empirical studies employing cross section (panel) methods.

Measuring the restrictiveness of bank capital regulations: a new approach

In this article, we introduce a new measure of bank’s capital position (and (macro)prudential regulations restrictiveness)—the free lending capacity ratio—defined as the quotient of free lending capacity and outstanding volume of loans. The free lending capacity is calculated as a difference between the outstanding volume of loans and the maximum loan volume that could be extended with current bank capital assuming unchanged loan portfolio average risk weight, and the share of credit risk in total bank risk (see Eq. 1).

\[
FLC = \left( \frac{CAR - TCR}{CAR} \right) \times \frac{CRR}{TRR} \times \frac{1}{\text{OwnFunds}} \times \frac{1}{\text{AvgRW}} \times \frac{1}{TCR}
\]

(1)

where FLC—bank’s free lending capacity; CAR—bank’s capital adequacy ratio; TCR—total (regulatory) capital requirement = 8% + all buffers (countercyclical, conservation, systemic, SII, OSI) + III Pillar add-ons + others; Own Funds—bank’s total own funds = Tier I + Tier II (and Tier III before the introduction of Basel III rules); CRR—regulatory capital requirement for credit risk (amount of own funds necessary to cover credit risk under 8% capital adequacy ratio); TRR—total regulatory capital requirement (amount of own funds necessary to cover total bank risk under 8% capital adequacy ratio); AvgRW—average risk weight of the credit portfolio.

The FLC ratio (FLCR) is calculated as follows:
where TotalLoans—bank’s outstanding loan volume.

Firstly, we take the ratio of bank’s free capital buffer to bank’s capital adequacy requirement. Doing so, we know the fraction of the capital adequacy ratio that is still available to extend bank’s activities (first of all to expand lending volume). Secondly, we determine the share of credit risk in total risk of a bank. As a result, we recognise, how much out of the above mentioned fraction of CAR would likely be directed at new lending. As a third step, we calculate the actual volume of this new lending, knowing the a) size of bank’s own funds, b) the risk weight of the outstanding loan portfolio (to simplify, we assume that it does not change over time), as well as c) the number of units of own funds a bank needs to secure for a unit of an average loan. Finally, we divide this amount, that is the free lending capacity by the outstanding lending volume. As a result, we know the extent to which the bank can increase its current loan portfolio given the free capital buffer, TCR (regulatory requirements), average risk weight (risk characteristics) and own funds (capitalisation). Importantly, this is also the limit of the impact of monetary policy accommodation on banking activity (ceteris paribus). As such it could be easily included in theoretical or empirical models evaluating the efficacy of monetary policy. Moreover, it also shows, why the effects of changes to monetary policy may not be linear, as at some point its impact may be hampered by a reduced space for lending expansion.

As complicated, as our measure seems to be, it entails the basic characteristics of the regulatory impact on the supply side of bank lending, that is: (1) how much own funds does a bank have for granting new credit \( \left( \frac{\text{CAR} - \text{TCR}}{\text{CAR}} \times \frac{\text{CRR}}{\text{TRR}} \times \text{OwnFunds} \right) \), (2) how much credit can it grant out of these own funds \( \left( \frac{1}{\text{AvgRW}} \times \frac{1}{\text{TCR}} \right) \) and (3) what is the relation between the available extension of our lending portfolio and the current lending volume \( \left( \frac{1}{\text{TotalLoans}} \right) \). Below we carry out some arithmetical operations to simplify Eq. 2, thus making it easier to use, given the scarcity of bank related data.

Knowing that:

\[
\text{FLCR} = \frac{(\text{CAR} - \text{TCR})}{\text{CAR}} \times \frac{\text{CRR}}{\text{TRR}} \times \text{OwnFunds} \times \frac{1}{\text{AvgRW}} \times \frac{1}{\text{TCR}} \times \frac{1}{\text{TotalLoans}}
\]  

where TotalLoans—bank’s outstanding loan volume.

\[
\text{CAR} = \frac{\text{OwnFunds}}{\text{TRR}} \times \text{TCR}
\]  

and \( \text{CRR} = \frac{\text{TotalLoans} \times \text{TCR} \times \text{AvgRW}}{} \).

We get:

\[
\text{FLCR} = (\text{CAR} - \text{TCR}) \times \frac{1}{\text{TCR}}.
\]  

Thus, the final equation for the free lending capacity is as follows:

\[
\text{FLCR} = \frac{(\text{CAR} - \text{TCR})}{\text{TCR}} = \frac{\text{Free Capital Buffer}}{\text{TCR}}.
\]

The measure we introduce has similar pros, as a simpler free capital buffer, as it varies over time, even when capital requirements remain flat (macroprudential policy does not change, which, as in the case of a distinction between real and nominal interest rates could also imply a (sometimes unwilling) policy tightening or loosening). The FLCR adds the relativity in assessing the stringency of this buffer, as it compares its size to the capital requirement. That said, it may enable to distinguish between jurisdictions with more or less restrictive regulations improving the credibility of cross-country studies that evaluate the efficacy of macroprudential (and monetary) policy. Furthermore, as it allows to distinguish the impact of regulation on individual banks within the same jurisdiction (for example, a small one with a CAR of, say, 12.5% and free capital buffer of 2%, and a bigger, systemically important one with a CAR of, say, 22.0% and a free capital buffer of 2%) further increasing the reliability of the results of panel studies that use bank-level data. Our measure does not address the problem of different sources of own funds, however, as banks could issue more Tier II capital to improve their regulatory capital stance. One way to tackle this issue might be to use Tier I or Common Equity Tier I based FLCR, whichever would be more binding for the lender.

**Data description**

In the study that follows, we scrutinise the interrelations between the free lending capacity ratio and bank lending. We use bank-specific (micro) data (quarterly data for 2q2009–3q2020\(^3\)) for all 11 banks listed on the Warsaw

\(^{1}\) The more own funds to grant new loans a bank has, the bigger its surplus capital, the more it is devoted to lending activity, rather to other forms of business, as well as the higher the own funds themselves.

\(^{2}\) Out of a 1 unit of own funds, a bank can extend the more credit, the lower the risk (weight) of the borrower, and the lower the regulatory capital requirement.

\(^{3}\) The actual dataset starts in 1q2010, as we wanted to avoid the y/y lending dynamics being based on a crisis hit 2009 figures. However, some explanatory variables related to bank capital position are
Stock Exchange (PKO Bank Polski, Santander, Pekao, mBank, ING, BNP Paribas (Bank Gospodarki Żywnościowej before the merger), Millennium, Getin Bank, Citibank Hanldowy, Alior Bank, and Bank Ochrony Środowiska). The main reasons for the selection of the above mentioned banks were the availability of data, as well as the role played by these institutions in the Polish banking sector, described in the next paragraph. The unique microdataset comes from banks’ investors relations’ public databases, as well as from consolidated financial statements. The main advantages of the data are their disaggregation, as well as a detailed nature allowing for a more thorough analysis. On the other hand, a possible limitation might be related to the subsequent (that is happening after the publication date of the financial statement) changes/corrections, which have only been considered in case of the biggest banks that provide entire datasets in xlsx format. Furthermore, as Polish banking sector comprised of 563 banks as of end of 3q2020, there is a very big number of smaller (mostly less regulated) banks that have not been included in the study. The survivorship bias might also be of an issue, as the sample consists only of the stock-listed banks which have been active as of January 2021. As shown, in Fig. 1, however, they were responsible for the vast majority of banking business in Poland, throughout the entire sample period. We decided to use consolidated data for banking groups due to the role of their mortgage and leasing subsidiaries in financing the nonfinancial sector, which would not be included if the individual financial statements were used as a unique source of information. The choice of the starting data allows us to avoid the impact of GFC on bank lending. A similar set of banking data (from a different source and a different time period, though), has been used by Kapuściński [39], who showed that a weaker balance sheet leads to a smaller response of bank lending to a monetary policy impulse.

The (micro) banking group sample includes different types of banks (from those focusing to a large degree on retail banking, through those with a heavier focus on corporate financing to one that invests heavily in securities, see Table 1). The covered banks hold 70.0% of total banking sector assets, and 77.3% of lending volume as of end-September 2020 (see Fig. 1). They also have 75.0% of sectors own funds, and (only) 53.0% of free lending capacity (both as of end-September 2020) proving that the bigger banks are more tightly regulated in Poland (which is true, due to i.a. the OSII buffer, as well as bank-specific FX-risk capital add-on).

Table 1 contains some basic indicators allowing for a qualitative analysis of the analysed bank sample. It points at a heterogeneity among the banks listed on the WSE. The sample itself is fairly well diversified in relation to the market average, as regards: ROE, share of corporate and retail loans, as well as capital position. The level of capitalisation differs among the banks. The sample includes both well-capitalised banks, as well as those which have problems with the fulfilment of the regulatory requirements. Our panel is unbalanced, as some of the banks that are listed on the WSE were established during the analysed period. Others, despite being older, have been enlisted during the studied period and do not offer older data.

Footnote 3 (continued)
delayed (by 2 quarters), which, given the first differences approach to panel GMM, draws the entire sample back as far as to the 2q2009.

4 The main reason behind using the data for the stock-listed companies is their availability. The Author did not have access to the publicly unavailable data from the central bank or financial supervisor. The sample includes one state owned bank (Bank Ochrony Środowiska) and three state controlled ones (PKO Bank Polski, Pekao, and Alior Bank).
Table 1  Summary statistics of the variables used in the regression by banks and for the entire sector (3q2009-3q2020).  Source: NBP, KNF, KNB, Banks’ financial statements, Reuters Data-stream. Author’s own calculations. *4q moving sum

| Source          | PKO BP | Santander | Pekao | mBank | ING | BNP Paribas | Millennium | Alior | Getin | Citibank Handlowy | BOŚ | Banking sector |
|-----------------|--------|-----------|-------|-------|-----|-------------|------------|-------|-------|------------------|----|---------------|
| Start of the sample | 3q2009 | 3q2009   | 3q2009| 3q2009| 4q2009   | 3q2009 | 4q2011 | 4q2009 | 3q2009 | 3q2009 | 3q2009 | 3q2009 | 3q2009 |
| Total Assets (avg., PLN bn) (St.Dev.) | 248.3 (65.3) | 125.2 (55.4) | 165.2 (26.4) | 120.0 (26.9) | 105.0 (34.4) | 59.3 (29.7) | 65.1 (16.6) | 47.7 (22.7) | 57.8 (10.3) | 46.3 (6.6) | 18.0 (2.4) | 1567.4 (323.5) |
| Own funds (avg., PLN bn) (St. Dev.) | 27.0 (7.9) | 14.5 (6.7) | 3.7 (7.0) | 12.1 (3.0) | 8.5 (3.2) | 6.2 (3.7) | 6.3 (1.8) | 5.0 (2.5) | 5.0 (1.4) | 4.8 (0.3) | 1.7 (0.5) | 154.4 (42.4) |
| Share of loans in total assets (min., max., %) | 61.6/78.4 | 52.8/189.6 | 59.2/74.7 | 63.2/74.0 | 50.6/75.1 | 62.7/82.2 | 66.0/88.2 | 69.5/81.7 | 68.4/87.0 | 24.9/49.9 | 59.6/77.9 | 57.4/69.4 |
| Share of securities in total assets (min., max., %) | 13.0/32.4 | 16.1/27.5 | 12.5/29.5 | 14.8/28.0 | 21.3/44.3 | 11.3/30.4 | 4.4/27.9 | 6.5/21.6 | 5.7/21.8 | 22.2/44.8 | 13.5/36.8 | 18.0/31.7 |
| Lending growth (FX. adj. avg, % y/y) (St.Dev.) | 8.3 (6.8) | 18.7 (33.6) | 5.9 (15.6) | 9.5 (13.7) | 11.3 (7.5) | 15.6 (21.3) | 9.4 (15.8) | 21.9 (15.5) | 0.9 (9.4) | 2.4 (13.4) | 4.1 (8.0) | 5.7 (2.1) |
| Credit/Deposit ratio (avg., %) (St.Dev.) | 93.6 (3.5) | 91.0 (21.6) | 86.1 (5.0) | 87.9 (3.4) | 79.8 (7.5) | 89.1 (4.4) | 91.8 (8.8) | 89.9 (3.7) | 89.6 (6.1) | 57.4 (6.1) | 84.3 (6.6) | 102.5 (7.0) |
| ROE* (avg., %) (St.Dev.) | 13.9 (5.6) | 14.7 (4.5) | 12.7 (3.6) | 11.4 (5.5) | 12.3 (2.2) | 4.0 (1.9) | 9.7 (3.8) | 7.8 (4.4) | 0.4 (14.8) | 10.5 (2.8) | 2.5 (3.1) | 8.7 (2.3) |
| Leverage (avg.) (St.Dev.) | 12.0 (0.7) | 13.3 (1.2) | 13.7 (1.5) | 9.2 (1.3) | 9.4 (0.6) | 9.4 (0.7) | 9.3 (1.0) | 9.2 (1.2) | 7.1 (1.1) | 15.0 (1.6) | 8.7 (1.6) | 10.5 (0.5) |
| Free lending capacity ratio (avg., %) (St. Dev.) | 17.4 (12.3) | 16.5 (20.3) | 31.6 (14.7) | 23.0 (14.7) | 17.8 (13.0) | 2.4 (21.8) | 17.5 (13.8) | 8.3 (9.1) | − 7.5 (25.3) | 30.8 (14.2) | 14.1 (14.7) | 24.7 (9.6) |
| CAR (min., max., %) | 10.9/19.6 | 12.2/18.8 | 15.3/19.0 | 11.4/21.6 | 11.9/18.6 | 9.5/15.8 | 11.3/25.6 | 9.8/20.9 | 8.6/16.1 | 15.2/20.4 | 11.2/18.0 | 12.2/20.4 |
| TCR (min., max., %) | 8.0/16.4 | 8.0/24.0 | 8.0/15.8 | 8.0/19.4 | 8.0/15.5 | 8.0/20.8 | 8.0/21.3 | 8.0/15.3 | 8.0/16.3 | 8.0/15.3 | 8.0/15.5 | 8.0/16.4 |
| Free capital buffer (min. max., pp.) | 0.3/7.2 | − 10.5/7.8 | 1.4/10.5 | 0.1/8.2 | − 0.5/6.1 | − 7.0/4.2 | − 1.1/6.8 | − 1.2/7.7 | − 6.3/3.1 | 0.9/10.8 | − 1.9/5.5 | 1.6/7.3 |
| Ratio of corporate vs retail loans (avg., %) (St.Dev.) | 50.3 (5.8) | 131.7 (56.0) | 133.7 (22.6) | 77.2 (5.5) | 122.2 (16.6) | 132.8 (18.9) | 39.1 (5.6) | 83.0 (7.7) | 21.3 (9.5) | 165.0 (21.9) | 131.3 (58) | 71.2 (2.8) |
In our empirical analysis, we explain changes in the dynamics of bank lending growth. That said, we use two measures of lending: credit to the nonfinancial sector, as well as total credit. As we try to explain the impact of capital regulation on bank lending activity, we use several measures of regulatory capital stringency, including the earlier described free capital buffer, free capital ratio, and free lending capacity ratio. We also employ a simple leverage ratio defined as the quotient of regulatory capital and unweighted assets to verify if the risk weighting has an important explanatory power in relation to bank lending.

We control the impact of the above variables using the most important (and basic) measures related to credit demand: GDP growth (both nominal and real), as well as real interest rate (deflated using the current local CPI inflation). That said, we use two measures of nominal interest rates: 3-month WIBOR which is the most commonly used reference rate in Polish loan contracts, and the weighted average of 3-month WIBOR, LIBOR EUR, LIBOR CHF, and LIBOR USD, weighting them by the share of the respective currency in individual bank’s loan portfolio. Both control variables proxy for lending demand, changing along economic activity (phase of the business cycle) and depending on the (real) cost of credit. Table 2 displays the sources of the data used in the model estimations.

Due to a significant role of FX loans in the lending activity of Polish banks, we decided to adjust the changes in bank lending volume for movements of FX rates of the 3 most important currencies (CHF, EUR, and USD). It allows us to control for situations, when changes in lending volume (in PLN) are driven by FX movements. As the banks usually do not publish the currency structure of their lending portfolio on a quarterly basis (they mostly show it in annual reports), we use the end of year data and approximate the shares throughout the year assuming a linear pattern in their changes between the ends of consecutive years.

Finally, as during the 11-year period under observation banks engaged in 9 (big) mergers and acquisitions processes, it is vital to account for their impact on the respective lending volumes. To do that, we gather information on the value of total loans of both merging entities, add it up and measure the change of this value to what has been posted in the first combined statement. In case when only a part of a bank was acquired, we distinguish this chunk using information contained in the financial statements. The quarterly change resulting from this calculation replaces the original (disturbed) value. As a last step, we calculate the annual growth rate as the product of four consecutive quarterly changes.

Descriptive statistics for the variables used in the estimations are reported in Table 3. For each variable, the measures of central tendency as well as the total number of observations are shown. All the variables are stationary (as underlined by the augmented Dickey–Fuller tests’ results) and follow a normal distribution (as indicated by the results of Jarque–Bera tests).

**Empirical analysis: stylised facts and model estimations**

In this section, we provide the description and evaluation of our models. We start, by a short introduction to changes to capital requirements in Poland (in general), as well as the qualitative analysis of the measures of macroprudential policy tightness.

**Changes to capital requirements in Poland**

2012 marks a visible shift in Polish (macro)prudential supervision. In late 2011, the President of the KNF started sending letters to banks’ CEOs urging them to have higher (than usual 8% TCR) CARs (by a factor of 4 pp.) in order to be allowed to pay dividends. Although the letters were not binding according to the Polish law, the authority, position of the KNF, as well as fear of more frequent and stricter supervisory controls resulted in a permanent shift of banks behaviour. These letters have been sent until 2017, when the “dividend buffer” was legally sanctioned and reduced to 1.5% (starting from 2018), due to the introduction of an official 3% systemic risk buffer. Earlier on (in Autumn) 2015 the KNF introduced the 3rd Pillar (individual) capital add-ons for the risk of FX mortgages held by some banks (they were subsequently changed on a yearly basis). At the same time, a new Banking Law has been passed by the Parliament implementing the new CRD IV/CRR regime in Poland. Starting from 2016 the capital conservation buffer has been introduced (with a transitory period up to 2019). In 2017, other significant financial institutions buffers were implemented by the KNF and Financial Stability Committee (the new Polish macroprudential body), and have been adjusted (in level and addressee) henceforth. In response to the outbreak of the COVID-19-related recession, the Ministry of Finance has abolished the systemic buffer on the recommendation of the Financial Stability Committee. All of the above changes point at an active use of capital regulation in the pursuit of the goal of financial stability. At the very same
time, banks responded to the regulatory changes, either by cutting their lending or adjusting the level of capital (issuing Tier II debt or retaining earnings). In the meantime, some important adjustments have been made to the risk weighting system, including first of all the imposition of a 150% risk weight for FX denominated mortgage loans (May 2017) and lower risk weights related to the implementation of CRR COVID-19 QuickFix. Figure 2 depicts the fluctuations in the TCR, FLCR, CAR as well as banks responses (in terms of lending) to the regulatory changes.

### Measures of bank-specific capital position

As indicated above, the capital position and free capital buffer of banks in Poland varied over time. It should be underlined, however, that these variations touched different banks to a different extent, as for example cooperative banks (responsible for app. 10% of the banking sector) were much less burdened than commercial (and first of all biggest, stock listed) banks. Among the latter, which are in the focus of our empirical study, the capital position, as well as regulatory space for lending expansion also differed a lot, as shown in Fig. 3.

Figure 3 underpins the heterogeneity of the studied banks, as capital adequacy is concerned: there are visible shifts (cycles) of three key explanatory variables (free capital...
buffer, free capital ratio, as well as free lending capacity ratio), which result from common changes in capital requirements. However, due to a different model of banking, ability to build up capital over time (for example, via retained earnings), and the approach to quantify risk (four banks use internal ratings to calculate capital requirements for retail or corporate portfolio) the impact of these shifts on the capacity to expand lending varies in the sample. Moreover, some banks (for example, #8 and #9) managed to rebuild their capital position, thanks to recapitalisation, and revised lending strategy. The three variables share a common factor—free capital buffer—resulting in the fact that they all change signs at once, meaning that they all simultaneously indicate when a bank does not fulfil the (adjusted) capital require-
ments. They are also correlated with the average (among the 11 banks) Pearson coefficients at: 0.9578 (FLCR vs. FCB), 0.9817 (FLCR vs. FCR), and 0.9810 (FCB vs. FCR). As follows, we present the model specification, discussion of the econometric methods, and estimation results. At the end, we check the robustness of our estimates.

**Model specification and results**

To assess the relationship between capital regulation and bank lending, we utilise the Generalised Method of Moments (GMM) estimators for panel data models, which are widely applied in economic literature including the earlier discussed works on the evaluation of macroprudential policy effectiveness. The model specification is presented below:

\[
\Delta \text{Loans}_{it} - \Delta \text{Loans}_{i,t-1} = \alpha \times (\Delta \text{Loans}_{i,t-1} - \Delta \text{Loans}_{i,t-2}) + \beta \times (X_{i,t-n} - X_{i,t-n-1}) + \gamma \times (L_{C,t-2} - L_{C,t-3}) + \mu_i + \varepsilon_{it}.
\]

(6)

As Eq. (7) introduces a correlation between the new error term and the lagged dependent variable, we employ the (two-step) Arellano and Bond [8] first difference GMM estimator with multiple lagged values of the explanatory variables as instruments.

It should be underlined that it is recommended to perform a model with panel data, when the sample is characterised by a large number of individuals (N) and a small period of time (T). It is not our case, however, as \(N=11\), whilst \(T=47\). Such long panel requires a more careful approach, due to a bigger likelihood of the proliferation of instruments and serial autocorrelation of errors leading to a high probability of overidentification (Roodman [50], Labra and Torrecillas [42]). In order to avoid this problem, the number of individuals (or groups) must be greater than the number of instruments used. Therefore, in our case, the small number of banks in the sample demands a reduction of the number of instruments. To achieve that, we (1) reduce the number...
of explanatory variables and (2) restrict the number of lags (in instruments) to two. Secondly, as we face the endogeneity problem (explaining bank lending by banks' internal feature—ability to expand credit) we use a two-period lagged explanatory variable (FCB, FCR, FLCR, leverage ratio). From practical point of view, such a decision makes sense, as banks finalise the financial plan for each quarter in the previous one (one period lag), but they do not know their lending capacity yet, as the period is not over. That said, when they issue targets for their sales departments, they need to follow a two-period delayed capacity to expand lending. The first difference GMM estimator that uses only the lags of differences as instruments gives us additional advantage in the reduction of the number of instruments in comparison to the system GMM (Arellano and Bover [9]) that uses lags in differences and levels (in the robustness analysis, we present the results of a system GMM model with a reduced number of lags to show the similarity of the results).

Another important issue is the unbalanced character of our data, which usually prevents the use of a differenced GMM approach, due to gaps in the data series. It is not our case, however, as the imbalance of our sample results from different starting point of the data in some series, whereas the problem of gaps is non-existent. We also tested the instrument variables for serial autocorrelation, using Arellano and Bond test (verifying if the probability of AR(2) (pr > z) is higher than 5%). To verify the validity of the instruments used in the analysis we utilise Hansen Test which is recommended to use with the heteroscedastic weight matrix (two-step). It should be emphasised that according to Roodman [50] the probability in this test should not only be higher than 5%, but also not close to 100% (recommended values lie between 10 and 25%). The results of our baseline estimations are presented in Table 4 (yy stands for the annual change of the variable).

All the models point at a strong (all the time statistically significant) positive relation between real GDP growth and credit growth, meaning that the demand may play important role in explaining the size of the lending expansion. As the changes in FX weighted real interest rates are not statistically significant, we cannot draw any binding conclusions from these results, although the sign of their impact on lending seems to be in line with our intuition as rising rates imply lower borrowers demand for credit. Finally, the measures of capital adequacy display promising results. All the three variables representing the impact of macroprudential regulation show a strong (or very strong in case of FLCR) positive relation with lending expansion, in line with our expectations and similar to the results found in economic literature. That said, a bigger capital space for credit extension results in the acceleration of lending growth. The relation between the leverage ratio and lending is not only very week, but also counterintuitive. It is likely due to the fact that it has not been a binding instrument in the use of the regulator.

As the sample period spans over the COVID-19 recession, the results might have been impacted by a sharp decrease in demand for new lending resulting from the lockdown. On the other hand credit holidays announced by Polish banks

![Fig. 3 Bank-specific different measures of regulatory stringency (2010–2020). Source: Bank consolidated financial statements, CRR, Financial Stability Committee, KNF, Polish Press Agency (PAP)—banks’ ESPI reports](image_url)
meant that some of the borrowers (mostly enterprises) could withhold loan repayment. Given the small size of the sample, modelling the studied interdependencies in the time of the pandemic would not yield materially relevant results. However, it should be underlined that the exclusion of the last 2 quarters from the sample does not materially impact the results.

Robustness checks

We conduct a series of checks to verify the sensitivity of our benchmark results. The number of checks is increased to improve the relevance of the results that could be undermined by a small size of the sample. We start by changing the dependent variable. That said we use (1) annual changes to FX adjusted total credit (loans to nonfinancial sector plus loans to financial sector). As credit growth can follow some structural patterns in the medium/long run, for instance slow down to the satiation of the market with debt, we also see if (2) the lending capacity has any impact on the deviations of lending growth from its trend (measured using HP filter with lambda set at 1600). In the latter case, we adapt the GDP growth measure to follow the changes in the deviation of GDP growth from its trend (HP filtered using lambda = 1600). The results are presented in Tables 5 and 6.

Subsequently, we (3) change the controlling variables in our sample, that is switch real to nominal GDP growth, and CPI deflated weighted interest rate to CPI deflated WIBOR 3 M. As we do not include inflation in the panel of explanatory variables, the nominal GDP growth may actually better reflect the impact of changing prices (on the top of the expansion of real demand) on the growth of lending (which is also calculated in nominal terms). The switch from (currency) weighted market interest to WIBOR 3 M (Polish interbank market lending rate) is motivated by the rising share of local currency loans in new lending, following supervisory recommendations aimed at curbing the expansion of FX mortgage loans (Table 7).

Last but not least, we decrease the number of lags of instruments to 1 and (4) employ the system GMM for our initial model. In this case, the reduction of the number of lags to one allows us to maintain the number of instruments below the number of cross sections (banks) (Table 8).

The robustness tests confirm our earlier results, pointing at a positive relation between banks’ capital adequacy and their lending expansion. Interestingly, the FLCR remains statistically significant throughout all the checks, whereas other “core” variables (FCB and FCR) loose their significance but remain positively correlated with the dependent variable. The reason (along with the explanation for their lower statistical significance (than the FLCR) in all the previous models) might be the construction of each variable, allowing (in case of the FLCR) to take into account the changes of the capital requirements not only as the factor limiting the available (free) own funds, but also constraining the use of this surplus capital as a basis for the expansion

---

Table 4 The drivers of annual changes in bank lending to the nonfinancial sector. Source: Author’s own calculations

| Dataset | Time lag | Dependent variable: ΔLoans (nonfinancial sector, yy) |
|---------|----------|------------------------------------------------------|
| ΔLoans(yy),−1 | −1 | 0.7242*** (0.0190) 0.7156*** (0.0186) 0.7071*** (0.0213) 0.7598*** (0.0231) |
| (100 + ΔGDP_real,yy)/ (100 + ΔGDP_real,yy−1)−1 | −1 | 40.2046*** (14.2874) 40.67*** (15.0370) 37.6315*** (14.4182) 34.1599** (15.6043) |
| (100 + real_FXweighted_IRate,yy)/ (100 + real_FXweighted_IRate,yy−1)−1 | 0 | −181.1385 (144.8786) −171.3815 (142.1639) −171.3556 (147.6872) −168.0142 (128.0170) |
| Free capital buffer | −2 | 78.292** (34.8636) |
| Free capital ratio | −2 | 10.6713** (5.3292) |
| Free lending capacity ratio | −2 | 8.1304*** (2.8258) |
| Leverage ratio | −2 | −12.1518 (31.5279) |

Cross sections fixed (first differences)

| No. of observations | 447 | 447 | 447 | 447 |
| Serial correlation test (1) | 0.111 | 0.100 | 0.248 | 0.073 |
| Hansen test (2) | 0.269 | 0.258 | 0.281 | 0.245 |

***, **, * Significance at 1%, 5%, and 10% test levels, respectively; standard errors are in parentheses. All explanatory variables have been included as instrument variables with two lags. White period instrument weighting matrix. White period standard errors & covariance (no d.f. correction). Constant added to instrument list. (1) Reports p values for the null hypothesis that the errors in the first difference regression exhibit no second-order serial correlation. (2) Reports p values for the null hypothesis that the instruments used are not correlated with the residuals.

---

7 Along with the choice of the sample (public listed banks), as well as selection of the econometric methods, as described in previous sections.

8 As suggested for quarterly data by Hodrick and Prescott [36].
of lending. It is worth noting that changes to real interest rate significantly (and negatively) impact credit growth in case of total credit, as the explanatory variable. It may well mean that the credit to financial institutions depends to a bigger extent on interest rates than on GDP growth, as the latter loses significance in the described model. Finally, it is worth noting that in the case of the model explaining deviations of lending growth from its trend, the leverage ratio turned out to be statistically significant with an intuitive, positive impact on the dependent variable. It can mean that the ratio does not impact the pace of the credit expansion itself, but underlie the aggressiveness of the lending strategy. For example, a bank may decide to expand lending following its competition, but having a more conservative leverage ratio, may well increase its capital (and space) to grow faster and increase the market share.

That said, one swallow does not a summer make, and we cannot conclude that the leverage ratio is a driver of changes to bank lending, as other models do point neither at its significance, nor at an unequivocal direction of its impact. On

| Table 5 | The drivers of annual changes in total bank lending. Source: Author’s own calculations |
|---------|----------------------------------------------------------------------------------|
| Dataset | Time lag | Dependent variable: ΔLoans (total, yy) |
| ΔLoans(yy)_t−1 | −1 | 0.5956*** (0.0556) 0.5872*** (0.0657) 0.5823*** (0.0416) 0.6739*** (0.1777) |
| (100 + ΔGDP_real_yy_t)/ (100 + ΔGDP_real_yy_{t−1}) | −1 | 40.4694*** (13.7632) 40.8658*** (14.5815) 38.8362*** (12.4813) 37.9461* (19.5288) |
| (100 + real_FXweighted_IRate_t)/(100 + real_FXweighted_IRate_{t−1}) | 0 | −93.8521 (91.9115) −103.254 (89.7157) −68.5311 (82.8324) −212.2053* (120.7548) |
| Free capital buffer | −2 | 79.0995*** (25.1426) |
| Free capital ratio | −2 | 13.8982** (5.8998) |
| Free lending capacity ratio | −2 | 9.4892*** (2.1644) |
| Leverage ratio | −2 | −20.9887 (55.9161) |
| Cross sections fixed (first differences) | |
| No. of observations | 447 | 447 | 447 | 447 |
| Serial correlation test (1) | 0.145 | 0.212 | 0.112 | 0.236 |
| Hansen Test (2) | 0.331 | 0.296 | 0.341 | 0.293 |

***, **, *Significance at 1%, 5%, and 10% test levels, respectively; standard errors are in parentheses. All explanatory variables have been included as instrument variables with two lags. White period instrument weighting matrix. White period standard errors & covariance (no d.f. correction). Constant added to instrument list. (1) Reports p values for the null hypothesis that the errors in the first difference regression exhibit no second-order serial correlation. (2) Reports p values for the null hypothesis that the instruments used are not correlated with the residuals.

| Table 6 | The drivers of the deviations of credit growth from its trend. Source: Author’s own calculations |
|---------|----------------------------------------------------------------------------------|
| Dataset | Time lag | Dependent variable: ΔLoans (total, yy) − Trend(yy) |
| ΔLoans(yy)_t−1−Trend(yy)_t−1 | −1 | 0.7927*** (0.0684) 0.7783*** (0.0477) 0.7876*** (0.0677) 0.7651*** (0.0286) |
| ΔGDP_real_yy_t−1−Trend(yy)_t−1 | −1 | 0.2939 (0.4234) 0.2921 (0.3882) 0.2461 (0.3995) 0.2836 (0.2852) |
| (100 + real_FXweighted_IRate_t)/(100 + real_FXweighted_IRate_{t−1}) | 0 | −160.4042** (65.1079) −173.4041*** (59.1946) −152.4006*** (53.7440) −219.9727*** (53.7991) |
| Free capital buffer | −2 | 168.3459* (94.1259) |
| Free capital ratio | −2 | 25.6915* (15.2639) |
| Free lending capacity ratio | −2 | 14.5966** (7.2940) |
| Leverage ratio | −2 | 191.8565* (100.0274) |
| Cross sections fixed (first differences) | |
| No. of observations | 447 | 447 | 447 | 447 |
| Serial correlation test (1) | 0.150 | 0.038^ | 0.245 | 0.108 |
| Hansen Test (2) | 0.480 | 0.466 | 0.450 | 0.419 |

***, **, *Significance at 1%, 5%, and 10% test levels, respectively; standard errors are in parentheses. All explanatory variables have been included as instrument variables with two lags. White period instrument weighting matrix. White period standard errors & covariance (no d.f. correction). Constant added to instrument list. (1) Reports p values for the null hypothesis that the errors in the first difference regression exhibit no second-order serial correlation. (2) Reports p values for the null hypothesis that the instruments used are not correlated with the residuals.

^The probability is too low, pointing at a second-order serial correlation.
the other side of the spectrum lies the free lending capacity ratio (FLCR), the measure that we pointed out as the most convincing indicator of regulatory stringency. All the models pointed at its statistical significance, and a positive impact on banks’ lending expansion.

**Discussion and conclusions**

Applying the micro (bank-specific) data to a macroproblem, we show that a link may exist between banks’ lending capacity, and the decisions they take regarding the expansion of their lending. The most important value added we provide is.
the construction and definition of a new, promising measure of (macro)prudential policy restrictiveness. From a theoretical point of view, the free lending capacity ratio allows to include the issue of regulatory arbitrage into the analysis of macroprudential policy effectiveness. It also tackles the problem of heterogeneity within the banking sector, as it is robust to different ways of risk measurement (standardised approach vs. advanced measurement approach), as well as structure of bank business (by taking into account the risk weighting and relating the lending capacity to total volume of loans). That said, it may allow to distinguish between internal features of banks in different markets (for example, in advanced versus emerging), in particular their approach to risk measurement. From the empirical side, it proves to be a reliable explanatory factor for changes in bank lending decisions. That said, our analysis may be of an importance from the point of view of the supervisory and regulatory authorities wishing to assess the impact of their policy. It may also be relevant for monetary policymakers (particularly in a currency union), as it not only sheds light on possible nonlinearities in monetary policy transmission mechanism, but also at likely differences of bank lending channels between different countries. What is important, the calculation of the new measure does not require much of effort, as the formula is composed from the same components as free capital buffer, which has already been used in several studies found in empirical literature. Finally, the FLCR may also be helpful in evaluating the new regulatory measures, enabling to assess (simultaneously) the impact of the changes related to the implementation of Basel IV starting from 2023, that is of the floor for a capital requirement (if a non-standardised measure to calculate risk is employed), reduction of risk weights for mortgage loans, and increase in leverage ratio for the Globally Systemically Important Banks.

Being a promising measure the FLCR is not free of any flows, though. It does not account for the structure of own funds, hence, overlooks an important form of regulatory arbitrage in forms of the dilution of regulatory capital (from Tier I to Tier II instruments). This flow can be eliminated, though, if different capital ratios are applied (CET1, Tier 1, or total capital ratio). Secondly, in our study we use simple assumptions on bank expectations, presuming that the most relevant factors will remain constant in the foreseeable future. In reality, however, banks may consider changing the structure of lending (average risk weight) to free up some capacity; issuing new capital, retaining bigger chunk of earnings, or expect changes to capital requirements. Therefore, their anticipated lending capacity at the time of granting a loan, may differ from the one they know as they decide upon goals for sales departments. Thirdly, banks may wish to maintain a voluntary capital buffer over the regulatory minimum, which was not assumed in the case of this study. Another drawback is related to our econometric analysis, which (due to a relatively small sample of banks restricting the number of controls) does not control for changes to other policies, including (among others) the introduction of the banking tax starting from early 2016 or additional charges for the bank restructuring fund from 2017 on. Therefore, drawing more binding conclusions on the impact of lending capacity on bank lending requires further empirical research. It could be either conducted from an international or a local perspective, accounting for differences between national banking sectors, as well as institutions.

Finally, our measure (the FLCR) could prove relevant from the financial supervisor’s perspective. Not only does it show (in a simple manner) the ability of banks to expand credit, but also it helps to identify factors contributing to this ability, enabling for a more targeted choice of prudential instruments to address specific issues related to the ongoing stage of the financial (credit) cycle. Moreover, it should also be observed by the monetary policymakers, as it indicates the patency of the bank lending channel, being one of the most important channels of monetary policy transmission to the real economy, in particular in continental Europe, where the banks remain key financial intermediaries. With no or small free lending capacity, even big rate cuts could not translate into increased lending. Finally, as the FLCR tackles the issue of heterogeneity, it may prove useful in the Eurozone, where the differences between banks are particularly visible, not only from an international perspective, but also within each (local) sector. That said, the efficacy of the ECB’s policy (at least on the communication front) could improve, if it analysed its impact through the lens of lending capacity, but also if it considered not only heterogeneity between Eurozone members, but also differences among banks functioning on a local level.
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