A BAUER–FURUTA TYPE REFINEMENT OF KRONHEIMER–MROWKA’S INVARIANT FOR 4-MANIFOLDS WITH CONTACT BOUNDARY

NOBUO IIDA

Abstract. Kronheimer and Mrowka constructed a variant of Seiberg–Witten invariants for a 4-manifold $X$ with contact boundary in [6]. Using Furuta’s finite dimensional approximation, we refine this invariant in the case $H^1(X, \partial X; \mathbb{R}) = 0$.
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1. Introduction

In [6], Kronheimer and Mrowka constructed a variant of the Seiberg–Witten invariant for a compact, connected oriented 4-manifold $X$ on whose boundary a contact structure $\xi$ is given. Their construction is based on the analysis of the Seiberg–Witten equation on a manifold $X^+$ obtained from $X$ by attaching cone-like ends with almost Kähler structure. In this paper, we construct a refinement of this invariant by using Furuta’s finite dimensional approximation on $X^+$ in the case $H^1(X, \partial X; \mathbb{R}) = 0$.  

1
The almost Kähler structure determines a canonical Spin$^c$ structure on $X^+ \setminus X$. Following [6], we denote the set of isomorphism classes of extensions of this canonical Spin$^c$ structure to $X^+$ by Spin$^c(X, \xi)$.

**Theorem 1.1.** Let $X$ be a smooth, compact, connected oriented 4-manifold equipped with a contact structure $\xi$ on its boundary. Suppose in addition $H^1(X, \partial X; \mathbb{R}) = 0$. Then, for each $s \in \text{Spin}^c(X, \xi)$, we can construct a Bauer–Furuta-type stable cohomotopy Seiberg–Witten invariant

$$\Psi(X, \xi, s) \in \pi_{d(s)+1}^{st}(S^0) \quad \text{(up to sign)}$$

via finite dimensional approximation on $X^+$, where $d(s)$ is the virtual dimension of the moduli space of solutions to the Seiberg–Witten equation in [6], and $\pi_{d(s)}^{st}(S^0)$ means the $d$-th stable homotopy group of spheres. This invariant depends only on $(X, \xi, s)$. □

Since 1 is the only constant gauge transformation, this stable homotopy map is not $S^1$ equivariant unlike the usual Bauer-Furuta invariant for closed 4-manifolds.

Kronheimer and Mrowka proved a non-vanishing theorem for weak symplectic fillings [6, Theorem 1.1]. Combining this with the fact that $\Psi(X, \xi, s)$ recovers Kronheimer–Mrowka’s invariant, we obtain a similar non-vanishing theorem. Recall that a weak symplectic filling $(X, \omega)$ of $(\partial X, \xi)$ determines a Spin$^c$ structure $s_\omega \in \text{Spin}^c(X, \xi)$ canonically, as explained in [6].

**Theorem 1.2.** Let $(X, \omega)$ be a weak symplectic filling of $(\partial X, \xi)$ with $H^1(X, \partial X; \mathbb{R}) = 0$ (This includes all Stein fillings $(X, \omega)$ of $(\partial X, \xi)$ as special cases). Then, $\Psi(X, \xi, s_\omega) \in \pi_0^{st}(S^0) \cong \mathbb{Z}$ is a generator. □

Bauer gave a connected sum formula which describes the behavior of Bauer-Furuta invariants under connected sum operations of closed 4-manifolds ([1]). In this paper, we examine the behavior of Bauer-Furuta invariants for a connected sum of a closed 4-manifold and a 4-manifold with contact boundary. For a closed oriented connected 4-manifold $X$ with $b_1(X) = 0$ equipped with a Spin$^c$ structure $s$, write

$$\Psi(X, s) \in \pi_{d(s)+1}^{st}(S^0)$$

the Bauer-Furuta invariant of $(X, s)$ as defined in [2] and let

$$\tilde{\Psi}(X, s) \in \pi_{d(s)+1}^{st}(S^0)$$

be the image of $\Psi(X, s)$ under the forgetful map that ignores the $T$ action, where

$$d(s) = \frac{1}{4}(c_1(s)^2 - 2\chi(X) - 3\sigma(X))$$

is the virtual dimension of the usual Seiberg–Witten moduli space for closed 4-manifold.

We prove the following connected sum formula in a similar way to [1] Theorem 1.1.

**Theorem 1.3.** Let $(X_1, s_1)$ be a closed oriented connected 4-manifold with $b_1(X_1) = 0$ equipped with a Spin$^c$ structure. Let $(X_2, \xi, s_2)$ be a compact oriented connected 4-manifold with $H^1(X_2, \partial X_2; \mathbb{R}) = 0$ equipped with a contact structure on its boundary...
and \( s_2 \in \text{Spin}^c(X, \xi) \). Then, we have
\[
\Psi(X_1 \# X_2, \xi, s_1 \# s_2) = \Psi(X_1, s_1) \wedge \Psi(X_2, \xi, s_2) \in \pi_{d(s_1) + d(s_2) + 1}^{st}(\Omega_{S^1}).
\]

With this connected sum formula, we can construct a simple example whose Kronheimer–Mrowka’s invariant is zero but the Bauer–Furuta-type invariant is non-zero which is given by the connected sum of the K3 surface and the standard symplectic filling of \( S^4 \) equipped with the Spin\(^c\) structure obtained as the connected sum of their Spin\(^c\) structures determined by their complex structures. More generally, we have the following result.

**Theorem 1.4.** For \( i = 1, 2 \), let \( X_i \) be a closed oriented 4-manifold, let \( s_i \) be a Spin\(^c\) structure on \( X_i \), and suppose \((X_i, s_i), (i = 1, 2)\) satisfy the following conditions.

1. \( X_i \) has an almost complex structure and \( s_i \) is the Spin\(^c\) structure determined by it.
2. \( b_1(X_i) = 0 \)
3. \( b^+(X_i) \equiv 3 \) (mod 4)
4. The usual Seiberg–Witten invariant for closed 4-manifolds \( m(X_i, s_i) \) is odd.

Let \((X_3, \omega)\) be a weak symplectic filling of \((\partial X_3, \xi)\) with \( H^1(X_3, \partial X_3; \mathbb{R}) = 0 \) and let \( s_3 = s_\omega \in \text{Spin}^c(X_3, \xi) \) be the canonical Spin\(^c\) structure associated with \( \omega \). Then,
\[
\Psi(X_1 \# X_3, \xi, s_1 \# s_2 \# s_3) \in \pi_1^{st}(S^0) \cong \mathbb{Z}/2
\]
and
\[
\Psi(X_1 \# X_2 \# X_3, \xi, s_1 \# s_2 \# s_3) \in \pi_2^{st}(S^0) \cong \mathbb{Z}/2
\]
are nonzero.

**Example 1.5.** All elliptic surfaces \( E(2n) \) \((n = 1, 2, \ldots)\) equipped with the Spin\(^c\) structure determined by their Kähler structures satisfy the conditions for \((X_1, s_1)\) and \((X_2, s_2)\) in the statement of Theorem 1.4, and all Stein fillings of contact 3-manifolds satisfy the conditions for \((X_3, \omega)\) in the statement of Theorem 1.4.

In the situation of the above theorem, Kronheimer–Mrowka’s moduli space of \((X_1 \# X_3, \xi, s_1 \# s_3)\) has formal dimension 1 and the corresponding moduli space of \((X_1 \# X_2 \# X_3, \xi, s_1 \# s_2 \# s_3)\) has formal dimension 2. Since Kronheimer–Mrowka’s invariant is defined to be zero when the virtual dimension is nonzero, Kronheimer–Mrowka’s invariants for \((X_1 \# X_3, \xi, s_1 \# s_3)\), \((X_1 \# X_2 \# X_3, \xi, s_1 \# s_2 \# s_3)\) are zero. In fact, we can furthermore show that for any element of \(\text{Spin}^c(X_1 \# X_3, \xi)\) and \(\text{Spin}^c(X_1 \# X_2 \# X_3, \xi)\), Kronheimer–Mrowka’s invariant is zero (Proposition 4.12).

One consequence of the connected sum formula above is that our invariant \(\Psi(X, \xi, s)\) is invariant under the connected sum of rational homology spheres (Theorem 4.7).

As an application of the connected sum formula, we can show the following results on the existence of a connected sum decomposition \( X = X_1 \# X_2 \) for a 4-manifold with contact boundary \( X \). This result can be seen as a contact-boundary version of [1] Corollary 1.2, Corollary 1.3 for closed manifolds.

**Theorem 1.6.** Let \((X, \xi)\) be a compact oriented connected 4-manifold with contact boundary satisfying \( H^1(X, \partial X; \mathbb{R}) = 0 \). Suppose there exists \( s \in \text{Spin}^c(X, \xi) \) such that \( \Psi(X, \xi, s) \neq 0 \). Moreover, suppose \( X \) can be decomposed as a connected sum \( X_1 \# X_2 \) for a closed 4-manifold \( X_1 \) and a 4-manifold with contact boundary \( X_2 \). Then, the following holds.
(1) Suppose $d(s) = 0$. Then $b^+(X_1) = 0$.
(2) Suppose $d(s) = 1$. Then either of the following holds.
   (a) $b^+(X_1) = 0$
   (b) $b^+(X_1) \equiv 3 \pmod{4}$ and there exist a Spin$^c$ structure $s_1$ on $X_1$ and $s_2 \in \text{Spin}^c(X_2, \xi)$ such that $m(X_1, s_1)$ and $m(X_2, \xi, s_2)$ are both odd.
(3) Suppose $d(s) = 2$. Then, $b^+(X_1) \not\equiv 1 \pmod{4}$ holds. Furthermore, if $b^+(X_1) \neq 1$, either of the following holds.
   (a) $b^+(X_1) \equiv 3 \pmod{4}$ and there exists a Spin$^c$ structure $s_1$ on $X_1$ such that $m(X_1, s_1)$ is odd.
   (b) $b^+(X_1)$ is even and there exists $s_2 \in \text{Spin}^c(X_2, \xi, s_2)$ such that $m(X_2, \xi, s_2)$ is odd. □

The most important and new difficulty in constructing our invariant $\Psi(X, \xi, s)$ is "to realize the Fredholmness and a global slice at the same time" in the following sense. In Furuta's finite dimensional approximation, the existence of global slice is crucial. Following Furuta, we would like to express the Seiberg–Witten map with a global slice as a sum of a linear Fredholm operator $L$ and a compact quadratic operator $C$. Though Kronheimer–Mrowka proved the Fredholmness of the linearized Seiberg–Witten map with a local slice, this slice doesn't seem to be a global slice. In order to overcome this difficulty, we give a global slice (Theorem 3.5) and prove that the linearized Seiberg–Witten map with this global slice is Fredholm (Corollary 3.7). We use this operator as $L$, which is not $d^+ + d^* + D_{A_0}^+$ used in the case of closed 4-manifolds [3][2].

The construction of this paper is as follows. In section 2, we describe the geometric and analytical settings to construct our invariant $\Psi(X, \xi, s)$. In section 3, we establish the global slice and prove the Fredholmness of the linearized Seiberg–Witten map with this global slice. Then we carry out the finite dimensional approximation following [3][2]. In section 4 we examine properties of $\Psi(X, \xi, s)$ such as the recovery of Kronheimer–Mrowka's invariant and the connected sum formula.
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2. Settigns

Throughout this paper, we suppose that all manifolds and bundles are smooth.

2.1. Geometric settings. We describe the settings where we construct our invariant. These are the same as those in [6][2](iii) except the condition $H^1(X, \partial X; \mathbb{R}) = 0$.

Let $X$ be a compact, connected oriented 4-manifold with nonempty boundary. Suppose in addition that $H^1(X, \partial X; \mathbb{R}) = 0$. Note that this condition implies $\partial X$
We give a Riemannian metric $g_1$ and a smooth extension of the pair $(A_0, \Phi_0)$ to $X^+$ which belongs to $s$. We use the same notation $(A_0, \Phi_0)$ for these extensions.

2.2. Weighted Sobolev spaces on manifolds with cone-like ends. Though weighted Sobolev spaces were not used in [7], we need them in order to do the finite dimensional approximation. Weighted Sobolev spaces work effectively to show the compactness of the quadratic part of the Seiberg–Witten equation (see section 3).

Fix a smooth map $\sigma : X^+ \to \mathbb{R}^{\geq 0}$ such that the restriction $\sigma|_{X^+ \times \partial X}$ agrees with the $\mathbb{R}^{\geq 1}$ coordinate and $\sigma(X) \subset [0, 1]$. Let $E$ be a smooth vector bundle equipped with a fiberwise inner product and a unitary connection $A$ on $X^+$. Let $C_0^\infty(E)$ denote the set of all smooth sections with compact support. For $l \in \mathbb{Z}^{\geq 0}$, $\alpha \in \mathbb{R}$, define a norm on $C_0^\infty(E)$ by

$$
\|s\|_{L^2_{k,\alpha}}(X^+; E) = \left( \sum_{j=0}^l \int_{X^+} |e^{\alpha \sigma} A^j s|^2 \right)^{1/2}
$$

for $s \in C_0^\infty(E)$. We write $L^2_{k,\alpha}(E)$ for the completion of $C_0^\infty(E)$ with respect to the norm $\| \cdot \|_{L^2_{k,\alpha}}$. In the case of $\alpha = 0$, we omit denoting $\alpha$.

We summarize properties of these Sobolev norms used in this paper, which can be shown by standard arguments.

Lemma 2.1. Let $(E_1, | \cdot |_{1, A_1}), (E_2, | \cdot |_{2, A_2})$ be two normed vector bundles equipped with a unitary connection on $X^+$. Set $W_n = \sigma^{-1}([2^{n-1}, 2^n]) \subset X^+$. Denote by $\varphi_n : W_n \to W_{n-1}$ the diffeomorphism $(t, y) \mapsto (2^{n-1} t, y)$. For $i = 1, 2$, suppose isomorphisms

$$
(\varphi_n^* E_i)|_{W_n} \cong E_i|_{W_n}
$$

are given and there exist constants $a_1, a_2$ such that

$$
|\varphi_n^* s|(t, y) = 2^{a_1 n} |s|_{\varphi_n(t, y)}
$$
\[ |\nabla^j \varphi_n^* s|_{(t,y)} = 2^{(a_1-j)n} |\nabla^j s|_{\varphi_n(t,y)} \]

for \( s \in \Gamma(E_1) \), where we regard \( \varphi_n^* s, \nabla^j \varphi_n^* s \) as sections of \( E_1|_{W_1}, (E_1 \otimes (T^* X^+)^{\otimes j})|_{W_1} \) respectively by the isomorphism above. (For example, if \( E_1 \) is \( \Lambda^k, \cdot \| \cdot \|_1 \) is the norm induced by the Riemannian metric \( g_0 \), and \( A_1 \) is the connection induced by the Levi-Civita connection, then, an isomorphism \( (\varphi_n^* E_1)|_{W_1} \cong E_1|_{W_1} \) can be given by regarding \( W_n = W_1 \) as a manifold (but the metrics are different) and \( a_1 = -k \) satisfies the condition.)

(1) (Multiplication)
For \( a_1, a_2 \in \mathbb{R}, l \in \mathbb{Z}^2, \epsilon \in \mathbb{R}^>0 \), the multiplication
\[ L^2_{l, A_1, a_1}(E_1) \times L^2_{l, A_2, a_2}(E_2) \to L^2_{l, A_1 \otimes A_2, a_1 + a_2 - \epsilon}(E \otimes F) \]
is continuous.

(2) (Compact embedding)
For \( l \in \mathbb{Z}^2, \alpha' < \alpha \), the inclusion
\[ L^2_{l, A_1, \alpha}(E_1) \to L^2_{l-1, A_1, \alpha'}(E_1) \]
is compact.

Proof. We will show (1). The argument is a modification of the proof of Theorem 13.2.2 of [7]. Let \( s \) be a smooth, compactly supported section of \( E_i \) (\( i = 1 \) or \( 2 \)). By the assumption,
\[
\| \nabla^j A_i s \|_{L^2(E_i, W_n)} = \left( \int_{W_n} |\nabla^j A_i s|^2 \text{vol} \right)^{1/2} \\
= \left( \int_{W_1} 2^{2(a_1-j)} |\nabla^j A_i s|^2 2^4 \text{vol} \right)^{1/2} \\
= 2^{(a_1 - j - 4/2)n} \| \nabla^j \varphi_n^* s \|_{L^2(E_i, W_1)}
\]
and thus
\[
\| s \|_{L^2_i(W_n; E_i)}^2 = \sum_{j=0}^l \| \nabla^j A_i s \|_{L^2_i(W_n; E_i)}^2 = \sum_{j=0}^l \left( 2^{(j - a_1 - 4/2)n} \| \nabla^j A_i s \|_{L^2_i(W_n; E_i)} \right)^2.
\]
This yields
\[
c_{a_1} \| \varphi_n^* s \|_{L^2_i(W_1; E_i)} \leq \| s \|_{L^2_i(W_n; E_i)} \leq c_{a_1} \| \varphi_n^* s \|_{L^2_i(W_1; E_i)},
\]
where
\[
c_{a} = 2^{a - (l-4/2)}, \quad c'_{a} = 2^{a+4/2}.
\]
(1) follows if we can show that there is a constant \( C > 0 \) which is independent of \( n = 0, 1, 2, \cdots \) such that
\[
\| s_1 \otimes s_2 \|_{L^2_{l, A_1 \otimes A_2, a_1 + a_2 - \epsilon}(W_n; E_1 \otimes E_2)} \leq C \| s_1 \|_{L^2_{l, A_1, a_1}(W_n; E_1)} \| s_2 \|_{L^2_{l, A_2, a_2}(W_n; E_2)}.
\]
Indeed,

\[ \|s_1 \otimes s_2\|_{L^2_t L_{1, \alpha_1+\alpha_2-\epsilon}(X; E_1 \otimes E_2)} = \left( \sum_{n=0}^{\infty} \left\| s_1 \otimes s_2 \right\|_{L^2_t L_{1, \alpha_1+\alpha_2-\epsilon}(W_n; E_2)}^2 \right)^{1/2} \]

\[ \leq C \left( \sum_{n=0}^{\infty} \left\| s_1 \right\|_{L^2_t L_{1, \alpha_1+\alpha_2}(W_n; E_1)} \left\| s_2 \right\|_{L^2_t L_{1, \alpha_2}(W_n; E_2)} \right)^{1/2} \]

\[ \leq C \left( \sum_{n=0}^{\infty} \left\| s_1 \right\|_{L^2_t L_{1, \alpha_1+\alpha_2}(W_n; E_1)} \left\| s_2 \right\|_{L^2_t L_{1, \alpha_2}(W_n; E_2)} \right)^{1/2} \]

\[ = C \left( \sum_{n=0}^{\infty} \left\| s_1 \right\|_{L^2_t L_{1, \alpha_1+\alpha_2}(X; E_1)} \left\| s_2 \right\|_{L^2_t L_{1, \alpha_2}(X; E_2)} \right)^{1/2} \]

Here, we use the fact that the $L^2$ norm is no bigger than the $L^1$ norm and Hölder’s inequality. We have

\[ \|s_1 \otimes s_2\|_{L^2_t(W_n)} \leq (c'_{\alpha_1+\alpha_2})^n \|\varphi^*_n(s_1 \otimes s_2)\|_{L^2_t(W_1)} \]

\[ \leq (c'_{\alpha_1+\alpha_2})^n C_1 \|\varphi^*_n s_1\|_{L^2_t(W_1)} \|\varphi^*_n s_2\|_{L^2_t(W_1)} \]

\[ \leq \left( \frac{c'_{\alpha_1+\alpha_2}}{c_{\alpha_1+\alpha_2}} \right)^n C_1 \|\varphi^*_n s_1\|_{L^2_t(W_n)} \|\varphi^*_n s_2\|_{L^2_t(W_n)} \]

where $C_1$ is a constant of the product estimate $L^2_t \times L^2_t \to L^2_t$ on $W_1$. Thus,

\[ \|s_1 \otimes s_2\|_{L^2_t L_{1, \alpha_1+\alpha_2-\epsilon}(W_n)} = \|e^{(\alpha_1+\alpha_2-\epsilon-\sigma)}(s_1 \otimes s_2)\|_{L^2_t W_n} \]

\[ \leq \|e^{-\epsilon\sigma}\|_{C^1(W_n)} \|e^{\alpha_1\sigma} s_1\|_{L^2_t W_n} \|e^{\alpha_2\sigma} s_2\|_{L^2_t W_n} \]

\[ \leq \|e^{-\epsilon\sigma}\|_{C^1(W_n)} \left( \frac{c'_{\alpha_1+\alpha_2}}{c_{\alpha_1+\alpha_2}} \right)^n C_1 \|e^{\alpha_1\sigma} s_1\|_{L^2_t W_n} \|e^{\alpha_2\sigma} s_2\|_{L^2_t W_n} \]

\[ = \|e^{-\epsilon\sigma}\|_{C^1(W_n)} \left( \frac{c'_{\alpha_1+\alpha_2}}{c_{\alpha_1+\alpha_2}} \right)^n C_1 \|s_1\|_{L^2_t L_{1, \alpha_1+\alpha_2}(W_n)} \|e^{\alpha_2\sigma} s_2\|_{L^2_t L_{1, \alpha_2}(W_n)} \]

Since

\[ \|e^{-\epsilon\sigma}\|_{C^1(W_n)} \leq \text{const.} e^{-\epsilon \sigma - 1} \]

\[ \|e^{-\epsilon\sigma}\|_{C^1(W_n)} \left( \frac{c'_{\alpha_1+\alpha_2}}{c_{\alpha_1+\alpha_2}} \right)^n \] is bounded above by a positive constant independent of $n$.

Thus the conclusion of (1) holds.

Next, we will show (2). The arguments below is the same as the proof of the Theorem (3.12) of [8]. Suppose a sequence $(s_k) \subset L^2_{t, \alpha}$ satisfies

\[ \|s_k\|_{L^2_{t, \alpha}} \leq C_0 \]
for a constant $C_0 > 0$. Set $\epsilon := \alpha - \alpha'$, $E_R := \sigma^{-1}(\mathbb{R} \geq R)$, $K_R := \sigma^{-1}(\mathbb{R} \leq R)$ for $R > 1$. Then,

$$\|s_k\|_{L_{-1,\alpha'}^2(E_R)} = \left(\frac{1}{\sqrt{2}} \sum_{j=0}^{l-1} \|e^{(\alpha-\epsilon)\sigma \nabla} s_k\|_{L^2(E_R)}^2\right)^{1/2} \leq e^{-rR} \left(\frac{1}{\sqrt{2}} \sum_{j=0}^{l-1} \|e^{\alpha\sigma \nabla} s_k\|_{L^2(E_R)}^2\right)^{1/2} = e^{-rR}\|s_k\|_{L_{-1,\alpha}(E_R)} \leq C_0 e^{-rR}.$$  

We claim that for any natural number $n$, there exists a subsequence $(s_k')$ such that for all $i, j$,

$$\|s_i' - s_j'\| \leq 2^{-n}.$$  

Indeed, we can take $R > 1$ such that

$$\|s_k - s_l\|_{L_{-1,\alpha'}^2(E_R)} \leq 2^{-n} \sqrt{2}$$  

by the inequality shown above. On the other hand, since $K_R$ is compact, we can take a subsequence $(s_k')$ such that

$$\|s_i' - s_j'\|_{L_{-1,\alpha'}^2(K_R)} \leq 2^{-n} \sqrt{2}$$  

for all $i, j$ by Rellich’s lemma. Thus,

$$\|s_i' - s_j'\|_{L_{-1,\alpha'}^2(X^+)} = \sqrt{\|s_i' - s_j'\|_{L_{-1,\alpha'}^2(E_R)}^2 + \|s_i' - s_j'\|_{L_{-1,\alpha'}^2(K_R)}^2} \leq 2^{-n} \sqrt{2}$$  

holds. This shows the claim. Thus, by diagonal argument, we can take a subsequence $(s_k'')$ of $(s_k)$ such that

$$\|s_i'' - s_j''\|_{L_{-1,\alpha'}^2(X^+)} \leq 2^{-\min\{i, j\}}.$$  

\[\square\]

### 2.3. Analytic settings.

Suppose $l \in \mathbb{Z}^{\geq 4}$ and $\alpha \geq 0$. Define

$$C_{l, \alpha} = \{(A, \Phi) | A - A_0 \in L_{l, \alpha}^2, \text{ and } \Phi - \Phi_0 \in L_{l, \alpha}^2\}$$

$$C_{l+1, \alpha} = \{X^+ \to \mathbb{C} ||u||_1 = 1, \text{ and } 1 - u \in L_{l+1, \alpha}^2\}.$$  

Then $C_{l+1, \alpha}$ smoothly acts on $C_{l, \alpha}$ by

$$u \cdot (A, \Phi) = (A - u^{-1} du, u \Phi)$$  

as usual. For $(A, \Phi) \in C_{l, \alpha}$, consider the Seiberg–Witten equation on $X^+$ as in [6]:

$$\begin{align*}
\frac{1}{2} F_{A_0}^+ - \rho^{-1} (\Phi \Phi^*)^0 &= \frac{1}{2} F_{A_0}^+ - \rho^{-1} (\Phi_0 \Phi_0^*)^0 \\
D_{A_0}^+ \Phi &= 0
\end{align*}$$

(2.1)

where $\rho : iA^+ \to isu(S^+)$ is the isomorphism given by the Clifford multiplication.

We denote the map corresponding to the equation by

$$F : C_{l, \alpha} \to L_{l-1, \alpha}^2(iA^+ \oplus S^-)$$

$$(A, \Phi) \mapsto \left(\frac{1}{2} F_{A_0}^+ - \rho^{-1} (\Phi \Phi^*)^0 - \left(\frac{1}{2} F_{A_0}^+ - \rho^{-1} (\Phi_0 \Phi_0^*)^0 \right), D_{A_0}^+ \Phi \right).$$
Note that by the product estimate of Lemma multiplication and compact embedding, this map is well-defined. Indeed, if we write $A = A_0 + a$, $\Phi = \Phi_0 + \phi$, we have
\[
\frac{1}{2} F_{A_0}^+ - \rho^{-1}(\Phi^*) = \left( \frac{1}{2} F_{A_0}^+ - \rho^{-1}(\Phi_0^*) \right) = d^+ a - \rho^{-1}(\phi^*) - \rho^{-1}(\Phi_0^* + \phi^* \Phi_0^*)
\]
\[
D^+_A \Phi = D^+_{A_0} \Phi_0 + D^+_{A_0} \phi + \rho(a) \Phi_0 + \rho(a) \phi.
\]
and $D^+_A \Phi_0$ is zero on the cone by the definition of $(A_0, \Phi_0)$.

3. Construction

In this section, we do the finite dimensional approximation of the Seiberg-Witten equation with a slice, and construct our Bauer–Furuta-type invariant. The construction is similar to that of [3][2]; that is, we decompose Seiberg–Witten map with a slice, and construct our Bauer–Furuta-type invariant. The construction is based on this result. This is the reason why we don’t use the operator $d^+ + d^* + D^+_{A_0}$, which is used in the case of closed manifolds [3][2] as the linear part, since the author doesn’t know whether it is Fredholm or not in our setting.

(1) Since $X^+$ is noncompact, we can’t apply Rellich’s theorem. In order to ensure the compactness of the quadratic term $C$, we introduce weighted Sobolev spaces.

(2) As we will show in Proposition 3.1, we can directly deduce the Fredholmness of $L' = D_{(A_0, \Phi_0)} + \delta^* (\alpha, \Phi_0)$ from the Fredholm theory in [6] when $\alpha > 0$ is sufficiently small. (where $\delta^* (\alpha, \Phi_0)$ is the $L^2_{\alpha}$ formal adjoint of infinitesimal gauge action at $(A_0, \Phi_0)$). Our construction is based on this result. This is the reason why we don’t use the operator $d^+ + d^* + D^+_{A_0}$, which is used in the case of closed manifolds [3][2] as the linear part, since the author doesn’t know whether it is Fredholm or not in our setting.

(3) In order to do the finite dimensional approximation, we need a global slice. The local slice ker $\delta^* (\alpha, \Phi_0)$ doesn’t seem to give a global slice, so we use instead ker $d^* (\alpha, \Phi_0)$. Then, we have to show two things. First, we must show that $d^* (\alpha, \Phi_0)$ actually gives a global slice in the sense of Theorem 3.5 below. Second, We have to show the Fredholmness of $L = D_{(A_0, \Phi_0)} + d^* (\alpha, \Phi_0)$.

3.1. Fredholmness of the linearized Seiberg-Witten map with a local slice.

In this subsection, we see an immediate consequence of the Fredholm theory of [6], on which our argument is based.

Suppose $\alpha \geq 0$. Denote the infinitesimal gauge action at $(A_0, \Phi_0)$ by
\[
\delta_{(A_0, \Phi_0)} : i\Omega^0(X^+) \to \Gamma(X^+; i\Lambda^1 \oplus S^+),
\]
\[
f \mapsto (-df, f \Phi_0)\]
and its $L^2_{\alpha}$ formal adjoint by
\[
\delta^* (\alpha, \Phi_0) : \Gamma(X^+; i\Lambda^1 \oplus S^+) \to i\Omega^0(X^+),
\]
\[
(a, \phi) \mapsto -d^* (\alpha, \Phi_0) a + i \text{Re}(i \Phi_0, \phi).\]

For $k \in \mathbb{Z}^{\geq 1}$, define
\[
L' : L^2_{k, \alpha}(i\Lambda^1 \oplus S^+) \to L^2_{k-1, \alpha}(i\Lambda^{2+} \oplus S^+ \oplus i\Lambda^0)\]
The global slice theorem.

3.2. the Fredholmness being an open condition imply the conclusion. □

Theorem, which claims that taking intersection with quotient by the gauge group. Later, this result is used to identify the inverse image of a certain point under \( L \) to make clarify the dependence of \( L \) on \( \alpha \), we denote it by \( L'_{\alpha} \). It can be written explicitly as follows:

\[
L'_{\alpha} \left[ \begin{array}{c} a \\ \phi \end{array} \right] = \left[ \begin{array}{c} d^+ a - \rho^{-1}(\Phi_0 \phi^* + \phi \Phi_0^*)_0 \\ D^+_{A_0} \phi - \rho(a) \Phi_0 \\ -d^* \alpha a + i \text{Re}(i \Phi_0, \phi) \end{array} \right]
\]

By the definition of \( L'_{\alpha} \) inner product, for a 0-form \( f \) and a 1-form \( \eta \) on \( X^+ \) which are smooth and have compact support,

\[
\langle df, \eta \rangle_{L^2} = \int_{X^+} e^{2\alpha \sigma} (df, \eta) = \int_{X^+} e^{2\alpha \sigma} (f, e^{-2\alpha \sigma} d^* e^{2\alpha \sigma} \eta) = \langle f, d^* e^{2\alpha \sigma} \eta \rangle_{L^2_{\alpha}}
\]

holds, so we have

\[
d^* \alpha = e^{-2\alpha \sigma} d^* e^{2\alpha \sigma}.
\]

Consider the family of operators

\[
e^{\alpha \sigma} \circ L'_{\alpha} \circ e^{-\alpha \sigma} : L^2_{\alpha} \to L^2_{\alpha}.
\]

This can be expressed explicitly as

\[
e^{\alpha \sigma} \circ L'_{\alpha} \circ e^{-\alpha \sigma} \left[ \begin{array}{c} a \\ \phi \end{array} \right] = \left[ \begin{array}{c} d^+ a - \alpha (d \sigma \wedge a) + \rho^{-1}(\Phi_0 \phi^* + \phi \Phi_0^*)_0 \\ D^+_{A_0} \phi - \alpha \rho(\sigma a) \phi + \rho(\phi) \Phi_0 \\ -d^* \alpha a + \alpha \phi^* (d \sigma \wedge a) + i \text{Re}(i \Phi_0, \phi) \end{array} \right],
\]

since we have

\[
e^{\alpha \sigma} d^+ e^{-\alpha \sigma} a = d^+ a - \alpha (d \sigma \wedge a) + \rho^{-1}(\Phi_0 \phi^* + \phi \Phi_0^*)_0
\]

\[
e^{\alpha \sigma} D^+_{A_0} e^{-\alpha \sigma} \phi = D^+_{A_0} \phi - \alpha \rho(\sigma a) \phi
\]

\[
e^{\alpha \sigma} d^* e^{-\alpha \sigma} a = -e^{-\alpha \sigma} d^* e^{\alpha \sigma} a = -e^{-\alpha \sigma} \phi^* (d \sigma \wedge a) + \alpha \phi^* (d \sigma \wedge a).
\]

Thus, \( e^{\alpha \sigma} \circ L'_{\alpha} \circ e^{-\alpha \sigma} \) depends on \( \alpha \) continuous way.

The fact that the multiplication by \( e^{\alpha \sigma} \) is an isomorphism from \( L^2_{\alpha} \) to \( L^2_{\alpha} \) and the Fredholmness being an open condition imply the conclusion.

\[ \square \]

3.2. The global slice theorem. In this section, we shall show the global slice theorem, which claims that taking intersection with \( i \ker(d^*_{\alpha} : L^2_{l,\alpha}(X^+; \Lambda^0) \to L^2_{l-1,\alpha}(\Lambda^0)) \oplus L^2_{l,\alpha}(X^+; S^+) \subset L^2_{l,\alpha}(i\Lambda^1 \oplus S^+) \) is effectively the same as taking the quotient by the gauge group. Later, this result is used to identify the inverse image of a certain point under \( L + C \) with the moduli space and deduce the compactness of the former from Kronheimer–Mrowka’s compactness result for the latter.

Lemma 3.2. For \( l \in \mathbb{Z}^{\geq 1} \) and \( \alpha > 0 \) enough small, we have a \( L^2_{\alpha} \) orthogonal decomposition

\[
L^2_{l,\alpha}(X^+; \Lambda^1) = \text{Im}(d : L^2_{l+1,\alpha}(\Lambda^0) \to L^2_{l,\alpha}(\Lambda^1)) \oplus \ker(d^*_{\alpha} : L^2_{l,\alpha}(\Lambda^1) \to L^2_{l-1,\alpha}(\Lambda^0)).
\]

Furthermore, each summand is a closed subspace.
Proof. We write \( E = \Lambda^0 \oplus \Lambda^+ \), \( F = \Lambda^1 \). We write
\[
D = d \oplus d^* : \Gamma(\Lambda^+; E) \to \Gamma(\Lambda^+; F)
\]
and
\[
D^{*,\alpha} = d^{*,\alpha} + d^+ : \Gamma(\Lambda^+; F) \to \Gamma(\Lambda^+; E).
\]
These operators are the formal \( L_2^2 \) adjoints of each other.

Claim 3.3. For \( l \in \mathbb{Z}^\geq 1 \) and any sufficiently small positive \( \alpha \), the images of
\[
D, D^{*,\alpha} : L^2_{l,\alpha} \to L^2_{l-1,\alpha}
\]
are closed subspaces respectively.

Proof of Claim. In the previous section, we showed
\[
L' \begin{bmatrix} a \\ \phi \end{bmatrix} = \begin{bmatrix} \lambda_a - \rho^{-1}(\Phi_0 \phi^* + \phi \Phi_0^*) & D^* \phi + \rho(a) \phi \\ -d^{*,\alpha} a + i \text{Re}(i \Phi_0, \phi) \end{bmatrix}
\]
is a Fredholm map from \( L^2_{l,\alpha} \) for any sufficiently small \( \alpha > 0 \). Since the image of a closed subspace under a bounded Fredholm operator is closed, \( \text{Im} D^{*,\alpha} = L'(L^2_{l,\alpha}(i \Lambda^0) \cap L^2_{l-1,\alpha}(i \Lambda^0 \oplus i \Lambda^0)) \subset L^2_{l-1,\alpha}(E) \) is closed. This shows the claim about \( D^{*,\alpha} \). In [6] Theorem 3.3, Kronheimer and Mrowka also proved the Fredholmness of the operator
\[
L^2_{l}(i \Lambda^0 \oplus i \Lambda^+ \oplus \mathbb{S}^-) \to L^2_{l-1}(i \Lambda^1 \oplus \mathbb{S}^+)
\]
\[
(f, \eta, \psi) \mapsto (-df + d^* \eta + i \text{Re}(i \Phi_0, \psi) + f \Phi_0 + D \Lambda \psi - \rho(\eta) \Phi_0).
\]
A similar argument shows the claim about \( D \).

Claim 3.4. For \( l \in \mathbb{Z}^\geq 1 \) and any sufficiently small positive \( \alpha \), we have a \( L^2_\alpha \) orthogonal decomposition
\[
L^2_{l,\alpha}(E) = \text{Im}(D : L^2_{l+1,\alpha}(E) \to L^2_{l,\alpha}(F)) \oplus \ker(D^{*,\alpha} : L^2_{l,\alpha}(F) \to L^2_{l-1,\alpha}(E)).
\]

Proof of Claim. By taking \( l = 1 \) in the previous claim, we have a \( L^2_\alpha \) orthogonal decomposition
\[
L^2_{\alpha}(E) = \text{Im}(D : L^2_{1,\alpha}(E) \to L^2_{\alpha}(F)) \oplus \text{Im}(D : L^2_{1,\alpha}(E) \to L^2_{\alpha}(F))^\perp = \ker(D^{*,\alpha} : (L^2_\alpha \cap C^\infty)(F) \to C^\infty(E)).
\]

By the elliptic regularity, we have
\[
\ker(D^{*,\alpha} : (L^2_\alpha \cap C^\infty)(F) \to C^\infty(E)) = \ker(D^{*,\alpha} : (L^2_\alpha \cap C^\infty)(F) \to C^\infty(E)).
\]
Thus, we have a \( L^2_\alpha \) orthogonal decomposition
\[
L^2_{\alpha}(F) = \text{Im}(D : L^2_{1,\alpha}(E) \to L^2_{\alpha}(F)) \oplus \ker(D^{*,\alpha} : (L^2_\alpha \cap C^\infty)(F) \to C^\infty(E)).
\]
Next, we will derive the desired decomposition from this. \( \text{Im}(D : L^2_{l+1,\alpha}(E) \to L^2_{l,\alpha}(F)) \cap \ker(D^{*,\alpha} : L^2_{l,\alpha}(F) \to L^2_{l-1,\alpha}(E)) = 0 \) is obvious. Thus, it is sufficient to show that
\[
L^2_{l,\alpha}(E) = \text{Im}(D : L^2_{l+1,\alpha}(E) \to L^2_{l,\alpha}(F)) + \ker(D^{*,\alpha} : L^2_{l,\alpha}(F) \to L^2_{l-1,\alpha}(E)).
\]
Let \( x \) be an element of \( L^2_{l,\alpha}(F) \). Since \( L^2_{l,\alpha} \) is contained in \( L^2_\alpha \), \( x \) can be uniquely expressed as a sum
\[
x = Dy + z, \quad y \in L^2_{1,\alpha}(E), \quad z \in \ker(D^{*,\alpha} : (L^2_\alpha \cap C^\infty)(F) \to C^\infty(E)).
\]
by the decomposition we have shown above. By the elliptic regularity of $D^{*,\alpha}$, we have $z \in \ker(D^{*,\alpha} : L^2_{i,\alpha}(F) \to L^2_{l-1,\alpha}(E))$. In turn, the equation
\[ Dy = x - z \in L^2_{i,\alpha}(F) \]
and the elliptic regularity of $D$ imply $y \in L^2_{i+1,\alpha}(E)$. This completes the claim. □

**Proof of Lemma.** It is clear that
\[
\text{Im}(D : L^2_{i+1,\alpha}(E)) = \text{Im}(d : L^2_{i+1,\alpha}(\Lambda^0) \to L^2_{i,\alpha}(\Lambda^1)) \oplus \text{Im}(d^{*,\alpha} : L^2_{i+1,\alpha}(\Lambda^+) \to L^2_{i,\alpha}(\Lambda^1)).
\]
Now, we have $L^2_{\alpha}$ orthogonal decomposition
\[
\ker(d^{*,\alpha} : L^2_{i,\alpha}(\Lambda^1) \to L^2_{i-1,\alpha}(\Lambda^0)) = \text{Im}(d^{*,\alpha} : L^2_{i+1,\alpha}(\Lambda^1) \to L^2_{i,\alpha}(\Lambda^0)) \oplus \ker(D^{*,\alpha} : (L^2_{i,\alpha}(F) \to L^2_{i-1,\alpha}(E)).
\]
Indeed, any $a \in \ker(d^{*,\alpha} : L^2_{i,\alpha}(\Lambda^1) \to L^2_{i-1,\alpha}(\Lambda^0))$ can be expressed as
\[
a = db + d^{*,\alpha}c + h, \quad b \in L^2_{i+1,\alpha}(\Lambda^0), \quad c \in L^2_{i+1,\alpha}(\Lambda^+), \quad h \in \ker(D^{*,\alpha} : (L^2_{i,\alpha}(F) \to L^2_{i-1,\alpha}(E))
\]
by the previous claim. and it is sufficient to show $db = 0$. This is true since
\[
\|db\|_{L^2_{\alpha}}^2 = \langle b, d^{*,\alpha}db \rangle_{L^2_{\alpha}} = \langle b, d^{*,\alpha}(a - d^{*,\alpha}c - h) \rangle_{L^2_{\alpha}} = 0.
\]
Thus, using the previous claim again, we have
\[
L^2_{i,\alpha}(F) = \text{Im}(D : L^2_{i+1,\alpha}(E) \to L^2_{i,\alpha}(F)) \oplus \ker(D^{*,\alpha} : L^2_{i,\alpha}(F) \to L^2_{i-1,\alpha}(E))
\]
\[= \text{Im}(d : L^2_{i+1,\alpha}(\Lambda^0) \to L^2_{i,\alpha}(\Lambda^1)) \oplus \text{Im}(d^{*,\alpha} : L^2_{i+1,\alpha}(\Lambda^+) \to L^2_{i,\alpha}(\Lambda^1))
\]
\[\oplus \ker(D^{*,\alpha} : (L^2_{i,\alpha}(F) \to L^2_{i-1,\alpha}(E))
\]
\[= \text{Im}(d : L^2_{i+1,\alpha}(\Lambda^0) \to L^2_{i,\alpha}(\Lambda^1)) \oplus \ker(d^{*,\alpha} : L^2_{i,\alpha}(\Lambda^1) \to L^2_{i-1,\alpha}(\Lambda^0))
\]
as claimed. □

The following is the global slice theorem that we need in the finite dimensional approximation. We use the condition $H^1(X, \partial X; \mathbb{R}) = 0$ here.

**Proposition 3.5.** *(The global slice theorem)* For any sufficiently small positive $\alpha$, the map
\[
((A_0, \Phi_0) + (i \ker(d^{*,\alpha} : L^2_{i,\alpha}(\Lambda^1) \to L^2_{i-1,\alpha}(\Lambda^0))) \oplus L^2_{i,\alpha}(S^+)) \times \mathcal{G}_{t+1,\alpha} \to \mathcal{C}_{t,\alpha}
\]
\[(A, \Phi) \mapsto u \cdot (A, \Phi)
\]
is a diffeomorphism.

**Proof.** It is enough to show the map
\[
\varphi : i \ker(d^{*,\alpha} : L^2_{i,\alpha}(\Lambda^1) \to L^2_{i-1,\alpha}(\Lambda^0)) \times \mathcal{G}_{t+1,\alpha} \to L^2_{i,\alpha}(i\Lambda^1)
\]
\[(a, u) \mapsto a - u^{-1}du
\]
is a diffeomorphism. We will show that $\varphi$ is bijective and its derivative at any point is an isomorphism, then the conclusion holds by the inverse function theorem. The surjectivity of $\varphi$ follows from the decomposition of Lemma 3.2. We will prove the injectivity of $\varphi$.

**Claim 3.6.** For any sufficiently small positive $\alpha$, we have
\[
\ker(d^{*,\alpha} : L^2_{i,\alpha}(\Lambda^1) \to L^2_{i-1,\alpha}(\Lambda^0)) \cap \ker(d : L^2_{i,\alpha}(\Lambda^1) \to L^2_{i-1,\alpha}(\Lambda^2)) = 0.
\]
Proof of Claim. By [5] Theorem 1A, and the assumption $H^1(X, \partial X; \mathbb{R}) = 0$, the claim follows in the case $\alpha = 0$. For small positive $\alpha$, the claim follows since the dimension of the kernel of $d + d^{*\alpha}$ is upper half continuous as we vary $\alpha$.

In order to prove the injectivity of $\varphi$, it is enough to show $a = 0$ and $u = 1$ provided that $\varphi(a, u) = a - u^{-1}du = 0$. By assumption, $da = d^{*\alpha}a = 0$, thus, $a = 0$ by the above claim. This also means that $u^{-1}du = 0$, and since $1 - u \in L^2_{l+1,\alpha}$, $u$ must be identically 1 on $X^+$.

The fact that $D_{(a,u)}\varphi$ is isomorphic for any $(a,u) \in i \ker d^{*\alpha} \times \mathcal{G}_{l+1,\alpha}$ also follows from the decomposition of Lemma 3.2.

As a corollary of the global slice theorem above, we can show the following Fredholmness result which we need in the finite dimensional approximation. We write $V = L^2_{l,\alpha}(i\Lambda^1 \oplus S^+), W = L^2_{l-1,\alpha}(i\Lambda^0 \oplus i\Lambda^+ \oplus S^-)$ and define $L : V \to W$ by

$$L[a,\phi] = \left[ D_{(A_0,\Phi_0)}(a,\phi) \right].$$

**Corollary 3.7.** For any sufficiently small positive $\alpha$, $L$ is Fredholm and its index is the same as that of $L'$.

**Proof.** We denote $d^{*\alpha} : L^2_{l,\alpha}(\Lambda^1) \to L^2_{l-1,\alpha}(\Lambda^0)$ and $\delta^{*\alpha}(A_0,\Phi_0) : L^2_{l,\alpha}(i\Lambda^1 \oplus S^+) \to L^2_{l-1,\alpha}(i\Lambda^0)$ just by $d^{*\alpha}$ and $\delta^{*\alpha}(A_0,\Phi_0)$ respectively. The Proposition 3.5 implies that the inclusion

$$i \ker d^{*\alpha} \oplus L^2_{l,\alpha}(S^+) \hookrightarrow T(A_0,\Phi_0)\mathcal{C}_{l,\alpha}$$

induces a linear isomorphism

$$i \ker d^{*\alpha} \oplus L^2_{l,\alpha}(S^+) \to T(A_0,\Phi_0)\mathcal{C}_{l,\alpha}/\text{Im}\delta(A_0,\Phi_0).$$

The inclusion

$$\ker \delta^{*\alpha}(A_0,\Phi_0) \hookrightarrow T(A_0,\Phi_0)\mathcal{C}_{l,\alpha}$$

also induces a linear isomorphism

$$\ker \delta^{*\alpha}(A_0,\Phi_0) \cong T(A_0,\Phi_0)\mathcal{C}_{l,\alpha}/\text{Im}\delta(A_0,\Phi_0),$$

because a similar argument as the proof of Lemma 3.2 yields the $L^2_{\alpha}$ orthogonal decomposition

$$T(A_0,\Phi_0)\mathcal{C}_{l,\alpha} = \text{Im}\delta(A_0,\Phi_0) \oplus \ker \delta^{*\alpha}(A_0,\Phi_0).$$

For $(b,\psi) \in \ker \delta^{*\alpha}(A_0,\Phi_0)$, let $(a,\phi) \in i \ker d^{*\alpha} \oplus L^2_{l,\alpha}(S^+)$ be the element which corresponds to $(b,\psi)$ under the composition

$$\ker \delta^{*\alpha}(A_0,\Phi_0) \cong T(A_0,\Phi_0)\mathcal{C}_{l,\alpha}/\text{Im}\delta(A_0,\Phi_0) \cong i \ker d^{*\alpha} \oplus L^2_{l,\alpha}(S^+).$$

We denote by $\chi = \chi(b,\psi) \in L^2_{l+1,\alpha}(i\Lambda^0)$ the unique element that satisfies $(a,\phi) - (b,\psi) = \delta(A_0,\Phi_0)\chi$. We claim that the operator

$$K : \ker \delta^{*\alpha}(A_0,\Phi_0) \to L^2_{l-1,\alpha}(i\Lambda^+ \oplus S^-)$$

$$(b,\psi) \mapsto (0,\chi D^*_A\Phi_0)$$

is compact. Since $\delta(A_0,\Phi_0) : L^2_{l+1,\alpha}(i\Lambda^0) \to \text{Im}\delta(A_0,\Phi_0)$ is a continuous linear isomorphism, its inverse is continuous by the open mapping theorem. Thus,

$$\ker \delta^{*\alpha}(A_0,\Phi_0) \to L^2_{l+1,\alpha}(i\Lambda^0)$$

$$(b,\psi) \mapsto \chi = \delta^{-1}(A_0,\Phi_0)((a,\phi) - (b,\psi))$$
is continuous. Since $D^+_A \Phi_0$ is zero on $X^+ \setminus X$, the multiplication result of Lemma 2.1 implies that the operator $K$ factors through the compact inclusion $L^2_{t+1,2\alpha}(i\Lambda^+ \oplus S^-) \hookrightarrow L^2_{l-1,\alpha}(i\Lambda^+ \oplus S^-)$, for example. This shows that $K$ is compact by the compactness result of Lemma 2.1.

Now, we can see that the following diagram commutes:

$$
\begin{array}{ccc}
(a, \psi) & \xrightarrow{\delta^{\alpha}_{(A_0, \Phi_0)}} & \ker D_{(A_0, \Phi_0)} \mathcal{F} + K \\
\downarrow & & \downarrow \\
(a, \phi) & \xrightarrow{d^{\alpha}_+ \oplus L^2_{l-1,\alpha}(S^+)} & L^2_{l-1,\alpha}(i\Lambda^+ \oplus S^-)
\end{array}
$$

Indeed, since $(a, \phi) = \delta_{(A_0, \Phi_0)} \chi + (b, \psi) = (b - d\chi, \psi + \chi \Phi_0)$, we have

$$
D_{(A_0, \Phi_0)} \mathcal{F}(a, \phi) = \left[d^+(b - d\chi) - \rho^{-1}(\Phi_0 \psi + \chi \Phi_0)^* + (\psi + \chi \Phi_0) \Phi_0^* \right]_0 \\
= \left[d^+ b - \rho^{-1}(\Phi_0 \psi + \chi \Phi_0) \right] + \left[\begin{array}{c}
\rho(a) \\
0
\end{array}\right] \\
= D_{(A_0, \Phi_0)} \mathcal{F}(b, \psi) + K(b, \psi).
$$

This means that $L$ is also Fredholm and has the same index as $L'$.

### 3.3. Finite dimensional approximation

Now, we will carry out the finite dimensional approximation and construct our Bauer-Furuta type invariant. We will follow the construction of [3][2]. Now we will see that the Seiberg–Witten map with global slice can be written as the sum of the linear Fredholm map $L$ and a compact quadratic map $C$. Define

$$
C : V \to W
$$

by

$$
C \left[ \begin{array}{c}
a \\
\phi
\end{array}\right] = \left[ \begin{array}{c}
-\rho^{-1}(\Phi_0 \phi^*)_0 \\
\rho(a) \phi \\
0
\end{array}\right],
$$

Then, for $(A, \Phi) = (A_0 + a, \Phi_0 + \phi) \in C_{l,\alpha}$, we have

$$
\left[ \begin{array}{c}
\mathcal{F}(A, \Phi) \\
d^{\alpha}_+ a
\end{array}\right] = \left[ \begin{array}{c}
d^+ a - \rho^{-1}(\Phi_0 \phi^* + \phi \Phi_0^*)_0 \\
D^+_A \phi + \rho(a) \Phi_0 \\
d^{\alpha}_+ a
\end{array}\right] + \left[ \begin{array}{c}
-\rho^{-1}(\Phi_0 \phi^*)_0 \\
\rho(a) \phi \\
0
\end{array}\right] + \left[ \begin{array}{c}
\frac{1}{2} F^+_A - \rho^{-1}(\Phi_0 \Phi_0^*)_0 \\
D^+_A \Phi_0 \\
0
\end{array}\right]
$$

$$
= \left[ D_{(A_0, \Phi_0)} \mathcal{F}(a, \phi) \right] + \left[ \begin{array}{c}
-\rho^{-1}(\Phi_0 \phi^*)_0 \\
\rho(a) \phi \\
0
\end{array}\right] + \left[ \begin{array}{c}
\frac{1}{2} F^+_A - \rho^{-1}(\Phi_0 \Phi_0^*)_0 \\
D^+_A \Phi_0 \\
0
\end{array}\right]
$$

$$
= L \left[ \begin{array}{c}
a \\
\phi
\end{array}\right] + C \left[ \begin{array}{c}
a \\
\phi
\end{array}\right] + \left[ \begin{array}{c}
\frac{1}{2} F^+_A - \rho^{-1}(\Phi_0 \Phi_0^*)_0 \\
D^+_A \Phi_0 \\
0
\end{array}\right].
$$

Thus, if we write $w_0 = (0, -D^+_A \Phi_0, 0) \in W$ we have

$$(A_0, \Phi_0) + (L + C)^{-1}(w_0)$$

$$\{ (A, \Phi) \in C_{l,\alpha} | (A, \Phi) \text{ solves the Seiberg–Witten equation and satisfies } d^{\alpha}_+(A - A_0) = 0 \}$$
as subsets in $C_{l,\alpha}$.

The first step of the finite dimensional approximation is the compactness of the moduli space. The following compactness result is proved in [6]3(iii) (See also [9] Proposition 2.2.6).

**Proposition 3.8.** ([6]). Suppose $l \in \mathbb{Z}^{\geq 1}$. Then, there exists $\alpha_0 > 0$ such that for any $0 < \alpha < \alpha_0$ the following holds. For any sequence of solutions $(A^{(i)}, \Phi^{(i)}) \subset C_{l,\alpha}$, there is a sequence of gauge transformations $u^{(i)} \subset G_{l+1,\alpha}$ such that after passing to a subsequence, the transformed solutions converge in $C_{l,\alpha}$: that is, the moduli space

$$
\mathcal{M}_{l,\alpha} = \{(A, \Phi) \in C_{l,\alpha} | (A, \Phi) \text{ solves the equation (2.1)} \}/G_{l+1,\alpha}
$$

is compact. □

**Proposition 3.9.** For sufficiently small $\alpha > 0$, there exists $R > 0$ such that $(L + C)^{-1}(w_0) \subset \text{Int}B^V(0, R)$, where $B^V(0, R)$ is the ball of radius $R$ centered in 0 in $V$.

**Proof.** By the global slice theorem 3.5, $(L + C)^{-1}(w_0)$ is homeomorphic to the moduli space $\mathcal{M}_{l,\alpha}$, so the conclusion follows from the proposition above. □

Before turning to the next step of the finite dimensional approximation, we will prepare the following lemma which is used as a counterpart of the elliptic estimate.

**Lemma 3.10.** Let $(V, \| \cdot \|_V)$, $(W, \| \cdot \|_W)$ be Banach spaces and $L : V \to W$ be a continuous linear Fredholm operator. Let $n$ be a norm on $V$ which is weaker than $\| \cdot \|_V$. Then, there exists a positive constant $C$ such that for any $v \in V$, $\|v\|_V \leq C(\|L_v\|_W + n(v))$

holds.

**Proof.** It is enough to prove the following claim:

**Claim 3.11.** Let $(X, \| \cdot \|_X)$, $(Y, \| \cdot \|_Y)$ be norm spaces and suppose $Y$ is finite dimensional. Consider two norms on $V = X \oplus Y$: one is the norm as direct sum $\|x\|_X + \|y\|_Y$, and the other is a norm $n$ such that there exists a positive constant $C_0$ such that for any $(x, y) \in V$, $n(x, y) \leq C_0(\|x\|_X + \|y\|_Y)$. Then, there exists a positive constant $C$ such that for any $(x, y) \in V$, $\|x\|_X + \|y\|_Y \leq C(\|x\|_X + n(x, y))$

holds.

The correspondence between the lemma and claim is as follows. $Y = \ker L$, $X$ is a complement of $Y$ in $X$, $W = X \oplus \text{cok } L$, and $L : (x, y) \mapsto x$, where $x \in X$, $y \in Y$. Here, we used the fact that the image of $L$ is closed and $L : X \to \text{Im}L$ is a continuous linear isomorphism by the open mapping theorem, so we may assume it is the identity map.

**Proof of Claim.**

Since $Y$ is finite dimensional, there exists a positive constant $c$ such that for any $y \in Y$, $c^{-1}\|y\|_Y \leq n(0, y) \leq c\|y\|_Y$

holds. Thus, we have $\|x\|_X + \|y\|_Y \leq \|x\|_X + c\|n(0, y) \leq \|x\|_X + c(n(x, y) + n(x, 0)) \leq (1 + cC_0)\|x\|_X + c\|n(x, y)\|$

and this means that the claim holds for $C = \max\{1 + cC_0, c\}$. □
The following is the second step of the finite dimensional approximation.

**Proposition 3.12.** Let \( R > 0 \) be the constant given by Proposition 3.9, there exists a sufficiently small constant \( \epsilon > 0 \) such that \((L + C)(S^V(0, R)) \cap B^W(w_0, \epsilon) = \emptyset\), where \( S^V(0, R) \) is the sphere of radius \( R \) centered at 0 at \( V \) and \( B^W(w_0, \epsilon) \) is the closed ball of radius \( \epsilon \) centered at \( w_0 \) in \( W \).

**Proof.** We suppose the contrary. Then we can pick a sequence \((v_n) \subset S^V(0, R)\) such that \((L + C)(v_n) \to w_0 \) as \( n \to \infty \). Since \( L \) is Fredholm, the above lemma implies that there exists a positive constant \( C_0 \) such that for any pair \((m, n)\), we have

\[
\|v_n - v_m\|_{L^2} \leq C_0(\|L(v_n - v_m)\|_{L^2} + \|v_n - v_m\|_{L^2}).
\]

Since \( C \) is a compact operator, we can take a subsequence such that \( C(v_n) \) converge, and hence \( L(v_n) \) converge. Thus, the right-hand side converges to zero after passing to a subsequence by the compact embedding of Lemma 2.1. Thus, \( v_n \) is Cauchy and convergent to some \( v_\infty \) in \( V \) in this subsequence. Then, \( v_\infty \in S^V(0, R) \) and \((L + C)(v_\infty) = w_0 \). This contradicts the condition on \( R \). \( \square \)

Now we fix a pair of sequences of finite dimensional subspaces

\[
\ker L \subset V_0 \subset V_1 \subset \cdots \subset V
\]

(where \((\Im L)^\perp \subset W_0 \subset W_1 \subset \cdots \subset W\) satisfies the following two conditions)

1. \( V_n = L^{-1}(W_n) \).
2. \( \lim_{n \to \infty} P_n w = w \) for any \( w \in W \), where \( P_n : W \to W_n \) is the orthogonal projection with respect to the inner product of \( W \).

**Proposition 3.13.** Let \( R, \epsilon \) be the constants given by Proposition 3.9, Proposition 3.12. Then, there exists a natural number \( N \in \mathbb{Z}^{\geq 0} \) such that for any \( n \in \mathbb{Z}^{\geq N} \), \( v \in S^V(0, R) \), we have \(|(1 - P_n)(C(v) + w_0)|_W < \epsilon\).

**Proof.** We can ignore the term \( w_0 \) in the statement due to the condition (2). We suppose the contrary. Then we can pick a sequence \((v_n) \subset S^V(0, R)\) such that for any \( n \in \mathbb{Z}^{\geq 0} \), \(|(1 - P_n)C(v_n)|_W \geq \epsilon\) holds. Since \((v_n)\) is bounded, \( v_n \) converges weakly to some \( v_\infty \) in \( V \) after passing to a subsequence. Then, \( C(v_n) \) converges strongly to \( C(v_\infty) \) in \( W \). By the condition (2) for \( \{V_n\}, \{W_n\}, (1 - P_n)C(v_\infty) \to 0 \) as \( n \to \infty \). Thus, there exists \( N_0 \in \mathbb{Z}^{\geq 0} \) such that for any \( n \in \mathbb{Z}^{\geq N_0} \),

\[
|(1 - P_n)C(v_\infty)|_W < \frac{\epsilon}{2}
\]

holds. Since \( P_{N_0}(C(v_n) - C(v_\infty)) \to 0 \) as \( n \to \infty \), there exists \( N \in \mathbb{Z}^{\geq N} \) such that

\[
|P_{N_0}(C(v_n) - C(v_\infty))|_W < \frac{\epsilon}{2}
\]

holds. Thus we have

\[
|(1 - P_N)C(v_N)|_W \leq |(1 - P_{N_0})C(v_N)|_W
\]

\[
\leq |(1 - P_{N_0})C(v_N)|_W + |P_{N_0}(C(v_N) - C(v_\infty))|_W
\]

\[
< \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.
\]

This contradicts the hypothesis. \( \square \)
The following proposition gives our Bauer–Furuta-type invariant:

**Proposition 3.14.** For $N$ in Proposition 3.13, the following holds. For any $n \in \mathbb{Z} \geq N$, $v \in S^V(0, R)$ we have $(L + P_n C)(v) \neq P_n w_0$ and thus the map $L + P_n C : S^V_n(0, R) \to W_n \setminus \{P_n w_0\}$ is well-defined. Its stable homotopy class $\Psi(X, \xi, s) \in \pi_{d(s)}^{st}(S^0)$ (up to sign) depends only on $X$, $s \in \text{Spin}^c(X, \xi)$, and the isotopy class of $\xi$. Here, $d(s) = \text{Index} L$ is the same as the virtual dimension of the moduli space for Kronheimer–Mrowka’s invariant $m(X, \xi, s)$.

**Proof.** For $v \in S^V(0, R)$, we have

$$\| (L + P_n C) - P_n w_0 \|_W \geq \| (L + C)(v) - w_0 \|_W - \| (1 - P_n)(C(v) + w_0) \|_W > \epsilon - \epsilon = 0.$$

Thus, $(L + P_n C)(v) \neq P_n w_0$. In order to obtain a based map, one can take the cone of this map and collapse the boundary. (In general, for a boundary preserving continuous map between disks

$$f : (D^n, \partial D^n) \to (D^m, \partial D^m),$$

the map obtained by collapsing the boundaries

$$D^n / \partial D^n \to D^m / \partial D^m$$

is homotopic to the suspension of the map obtained by restricting to the boundaries

$$\partial D^n \to \partial D^m,$$

as one can show easily by constructing explicit homotopy.) The proof of the independence is standard. □

**Remark 3.15.** Unlike the usual Bauer-Furuta invariant for closed 4-manifolds, this stable map is not $S^1$ equivariant because 1 is the only constant gauge transformation in the present setting.

4. Properties

4.1. **Recovery of Kronheimer–Mrowka’s invariant.** The following theorem is contact-boundary version of the fact that the Bauer–Furuta invariant recovers the Seiberg–Witten invariant.

**Theorem 4.1.** When $H^1(X, \partial X; \mathbb{R}) = 0$ and $d(s) = 0$, the mapping degree of our invariant $\Psi(X, \xi, s) \in \pi_{d(s)}^{st}(S^0)$ equals Kronheimer–Mrowka’s invariant $m(X, \xi, s)$ up to sign.

**Proof.** Take $n$ as in Proposition 3.14. We compare three equations.

1. $L + C : V \to W$
2. $L + P_n C : V \to W$
3. $L + P_n C : V_n \to W_n$

For a suitable perturbation $\eta_0$ of (1), $(L + C)^{-1}(\eta_0)$ is cobordant to the moduli space for Kronheimer–Mrowka’s invariant $m(X, \xi, s)$ because of the global slice theorem 3.5. Thus it is enough to prove the following claims.

**Claim 4.2.**
1. For $\eta_1 \in W_n$, the inverse images of (2) and (3) are the same.
2. The regular value $\eta_1 \in W_n$ of (3) is also a regular value for (2).
(3) Take a perturbation $\eta_0$ of (1) by standard argument and take a regular value of (3) by (finite dimensional) Sard’s theorem. Consider one parameter family of equations $L + C_t = L + (1 - t)C + tP_nC$ ($t \in [0, 1]$) which linearly joining (1) to (2). Then, there exists a path $\eta_0 : [0, 1] \to W$ from $\eta_0$ to $\eta_1$ such that

$$\bigcup_{t \in [0, 1]} (L + C_t)^{-1}(\eta_t) \subset [0, 1] \times V$$

is an orientable cobordism from $(L + C)^{-1}(\eta_0)$ to $(L + P_nC)^{-1}(\eta_1)$.

**Proof of Claim.** Suppose $\eta_1 \in W_n$ and $(L + C)(v) = \eta_1$ for some $v \in V$. Then,

$$(1 - P_n)Lv = Lv + P_n^2C(v) - P_n\eta_1 = (L + P_nC)(v) - \eta_1 = 0.$$ 

and thus $v \in V_n$. This proves the first claim.

The second claim can be easily checked. The third claim follows from the standard argument. □

From the non-vanishing theorem of Kronheimer–Mrowka’s invariant for weak symplectic filling [6] Theorem 1.1, the following statement follows.

**Corollary 4.3.** Let $(X, \omega)$ be a weak symplectic filling of $(\partial X, \xi)$ with $H^1(X, \partial X; \mathbb{R}) = 0$ (which includes all Stein fillings). Then for $s_\omega \in \text{Spin}^c(X, \xi)$ canonically determined by symplectic structure $\omega$, $\Psi(X, \xi, s_\omega)$ is a generator of $\pi_{n+1}^0(S^0) \cong \mathbb{Z}$. □

4.2. **Connected sum formula.** For a closed 4-manifold $X$ with $b_1(X) = 0$ equipped with a Spin$^c$ structure $s$, we denote its Bauer–Furuta invariant by

$$\check{\Psi}(X, s) \in \pi_{d(s)+1}^0(S^0)$$

forgetting the $S^1$ action, where

$$d(s) = \frac{1}{4}(c_1^2(s) - 2\chi(X) - 3\sigma(X)).$$

We shall prove the following connected sum formula.

**Theorem 4.4.** Let $(X_1, s_1)$ be a closed oriented connected 4-manifold with $b_1(X_1) = 0$ equipped with a Spin$^c$ structure and let $(X_2, \xi, s_2)$ be a compact oriented connected 4-manifold with contact boundary equipped with $s_2 \in \text{Spin}^c(X_1, \xi)$. In addition, suppose $H^1(X_1, \partial X_1; \mathbb{R}) = 0$ in order to define our invariant of $(X_2, \xi, s_2)$. Then, we have

$$\Psi(X_1 \# X_2, \xi, s_1 \# s_1) = \check{\Psi}(X_1, s_1) \wedge \Psi(X_2, \xi, s_2) \in \pi_{d(s_1)+d(s_2)+1}^0(S^0).$$

**Proof.** This follows from a more general result Theorem 4.5, which we will prove later. □

Let $n$ be a natural number (the result will be trivial unless $n \geq 3$) and $\tau : \{1, \ldots, n\} \to \{1, \ldots, n\}$ be an even permutation. Let $X_{1,-}$ and $X_{i,\pm}$ ($i = 2, \ldots, n$) be compact oriented connected 4-manifolds with $b_1 = 0$ equipped with Spin$^c$ structures each of which has $S^3$ as the only component of the boundary. Let $X$ be a compact oriented connected 4-manifold such that $\partial X$ supports a contact structure, and $H^1(X, \partial X; \mathbb{R}) = 0$. Let $X_{1,+}$ be a noncompact manifold with $\partial X_{1,+} = S^3$ obtained from $X$ by attaching the almost Kähler cone and removing a small 4-ball. For $L \geq 0$, consider

$$X_i(L) = X_{i,-} \cup_{S^3} ([-L, L] \times S^3) \cup_{S^3} X_{i,+}$$
with the product metric of the round metric of \(S^3\) and the standard metric on \([-L, L]\) on each neck \([-L, L] \times S^3\). We denote their disjoint union by

\[
X(L) = \prod_{i=1}^{n} X_i(L)
\]

and

\[
X^\tau(L) = \prod_{i=1}^{n} X_i^\tau(L).
\]

As in the construction of our Bauer–Furuta-type invariant in the previous section, pick a based configuration \((A_0, \Phi_0)\) on \(X_{1,+}\) and fix a smooth extension to \(X(L)\) and \(X^\tau(L)\) such that \(A_0\) is flat and \(\Phi_0\) is zero on each neck \([-L, L] \times S^3\) (In particular the Seiberg–Witten equation is the same as the usual one for closed manifolds on each neck). Pick a smooth extension \(\sigma\) of the \(\mathbb{R}^{\geq 1}\) coordinate on the almost Kähler cone to \(X_{1,+}\) such that its support is contained in the interior and extend it to \(X(L), X^\tau(L)\) as zero outside \(X_{1,+}\). For \(l \in \mathbb{Z}^2\) and \(\alpha > 0\), we define \(V(X(L))\) to be \(L_{\alpha}^{2}(i\Lambda^{1} \otimes S^{+})\) and \(W(X(L))\) to be the \(L_{\alpha}^{2}\) orthogonal complement of the \(n-1\) dimensional space consists of constant 0-forms on \(X_i(L)\) (\(i = 2, \ldots, n\)) in \(L_{\alpha}^{1} (i\Lambda^{0} \otimes i\Lambda^{+} \otimes S^{+})\). Define \(V(X^\tau(L)), W(X^\tau(L))\) similarly. As in the previous section, we denote the Seiberg–Witten map with the global slice by

\[
\mu := L + C : V(X(L)) \to W(X(L))
\]

\[
\mu^\tau = L^\tau + C^\tau : V(X^\tau(L)) \to W(X^\tau(L)).
\]

For each \(L \geq 0\), the finite dimensional approximation of \(\mu\) gives

\[
[\mu] = [\mu^\tau] \in \pi_{d(z_1)+\ldots+d(z_n)+n-1}^{S^0}(\mathbb{R})
\]

The case for \(\mu^\tau\) is similar. As in [1], by fixing a function \(\psi : [-1, 1] \to [0, 1]\) which gives a cut off function on the necks and a path \(\gamma\) in \(SO(n)\) from the \(I_{SO(n)}\) and \(\tau\), an identifications

\[
V(X(L)) \cong V(X^\tau(L)), \quad W(X(L)) \cong W(X^\tau(L))
\]

are determined. The following is the generalized statement of the connected sum formula.

**Theorem 4.5.** In the above setting, we have

\[
[\mu] = [\mu^\tau] \in \pi_{d(z_1)+\ldots+d(z_n)+n-1}^{S^0}(\mathbb{R})
\]

under the identification above. (In particular, Theorem 4.4 follows by considering the permutation between

\[
(X_1 \# X_2) \amalg (S^4 \# S^4) \amalg (S^4 \# S^4)
\]

and

\[
(X_1 \# S^4) \amalg (S^4 \# X_2) \amalg (S^4 \# S^4).
\]

and Proposition 2.3 of [1].)

**Proof.** This can be shown by the similar method as Bauer’s original proof of Theorem 2.1 of [1]. We will explain the main steps following [1]. For \(1 \leq R \leq L\), let \(\beta_R\) be a cut off function \(X(L) \to [0, 1]\) with \(\beta_R \equiv 0\) on \(X(L) \setminus \{-R+1, R-1\} \times S^3\), \(\beta_R \equiv 1\) on \([-R, R] \times S^3\), and depends only on \([-L, L]\)-coordinate. Set \(\beta_{t,R} = (1-t) + t\beta_R\). Consider the following three types of deformations.
Then, for any Spin\(^c\) H boundary satisfying □ follows from the connected sum formula.

**Proof.** By [1] Proposition 2.3, \(\tilde{\Psi}(M)\) is defined.

Theorem 4.7.

The following corollary is given in [4] Proposition 5.3.
Corollary 4.8. ([4]) Let $X$ be an oriented compact connected contractible 4-manifold with $\partial X = S^3$. Let $\xi_{std}$ be the standard contact structure on $S^3$. Then, for the unique element $s \in \text{Spin}^c(X, \xi_{std})$, we have

$$m(X, \xi_{std}, s) = \pm 1.$$  

Proof. $M = X \cup_{S^3} D^4$ is a homotopy $S^4$. So, Theorem 4.1 and the above theorem implies the conclusion. □

Remark 4.9. It is well-known that the smooth 4-dimensional Poincaré conjecture is equivalent to the statement that any contractible compact oriented 4-manifold whose boundary is $S^3$ has a structure of a Stein filling of $(S^3, \xi_{std})$. The result above means that it is impossible to disprove this conjecture by denying the existence of Stein structures on such manifolds via Kronheimer–Mrowka’s invariant.

4.4. Examples. Using the connected sum formula and [1] Proposition 4.4, we can construct examples of $(X, \xi, s)$ with $m(X, \xi, s) = 0$ but $\Psi(X, \xi, s) \neq 0$.

Theorem 4.10. Suppose closed oriented 4-manifolds with Spin$^c$ structures $(X_i, s_i)$ ($i = 1, 2$) both have the following property:

1. $X_i$ has an almost complex structure and $s_i$ is the Spin$^c$ structure determined by it.
2. $b_1(X_i) = 0$
3. $b^+(X_i) \equiv 3 \pmod{4}$
4. The Seiberg–Witten invariant $m(X_i, s_i)$ is an odd integer.

Let $(X_3, \omega)$ be a weak symplectic filling of $(\partial X_3, \xi)$ with $H^1(X_3, \partial X_3; \mathbb{R}) = 0$ and take $s_3 = s_\omega \in \text{Spin}^c(X_3, \xi)$. Then,

$$\Psi(X_1 \# X_3, \xi, s_1 \# s_3) \in \pi_1^{st}(S^0) \cong \mathbb{Z}/2$$

and

$$\Psi(X_1 \# X_2 \# X_3, \xi, s_1 \# s_2 \# s_3) \in \pi_2^{st}(S^0) \cong \mathbb{Z}/2$$

are nontrivial.

Proof. [1] Proposition 4.4 tells that

$$\hat{\Psi}(X_i, s_i) \in \pi_1^{st}(S^0) \cong \mathbb{Z}/2$$

is nontrivial for $i = 1, 2$. By Corollary 4.3,

$$\Psi(X_3, \xi, s_3) \in \pi_0^{st}(S^0)$$

is a generator. Thus, the connected sum formula implies the conclusion. □

Example 4.11. Elliptic surfaces $E(2n)$ ($n = 1, 2, \ldots$) equipped with the Spin$^c$ structure determined by Kähler structures are examples of $(X_i, s_i)$ ($i = 1, 2$). Any Stein fillings are examples of $(X_3, \xi, s_3)$.

On the other hand, for manifolds $X_1 \# X_3, X_1 \# X_2 \# X_3$ in the above theorem, we can show that their Kronheimer–Mrowka’s invariants are zero for all Spin$^c$ structures on them:

Proposition 4.12. Let $X_1$ be a closed oriented connected 4-manifold with $b_1(X_1) = 0$ and $b^+(X_1) \geq 1$. Let $(X_2, \xi)$ be a compact oriented connected 4-manifold with contact boundary. Then, for any $s \in \text{Spin}^c(X_1 \# X_2, \xi)$, $m(X_1 \# X_2, \xi, s)$ is zero. In particular, $X_1 \# X_2$ never has a structure of a weak symplectic filling.
Proof. Since Spin\(^c\)(\(X_1 \# X_2, \xi\)) is a principal homogeneous space for
\(H^2(X_1 \# X_2, \partial(X_1 \# X_2)) = H^2(X_1) \oplus H^2(X_2, \partial X_2)\), any \(s \in \text{Spin}^c(X_1 \# X_2, \xi)\) can
be realized as a connected sum \(s = s_1 \# s_2\), where \(s_1\) is a Spin\(^c\) structure on \(X_1\) and
\(s_2 \in \text{Spin}^c(X_2, \xi)\). Then, we have
\[d(s) = d(s_1) + d(s_2) + 1.\]
If \(d(s) \neq 0\), \(m(X_1 \# X_2, \xi, s) = 0\) by definition. If \(d(s) = 0\), either \(d(s_1) < 0\) or
\(d(s_2) < 0\) holds. So, by perturbing the Seiberg–Witten equation, we can make one
of the moduli spaces empty (here, we use the assumption \(b^+(X_1) \geq 1\)) and thus
either \(\Psi(X_1, s_1)\) or \(\Psi(X_2, \xi, s_2)\) is zero. This implies that \(m(X_1 \# X_2, \xi, s) = 0.\)

4.5. An application. As an application of the connected sum formula, we can
show the following results on the existence of a connected sum decomposition
\(X\) contact-boundary version of [1] Corollary 1.2, Corollary 1.3 for closed
manifolds.

Theorem 4.13. Let \((X, \xi)\) be a compact oriented connected 4-manifold with contact
boundary satisfying \(H^1(X, \partial X; \mathbb{R}) = 0\). Suppose there exists \(s \in \text{Spin}^c(X, \xi)\) such
that \(\Psi(X, \xi, s) \neq 0\). Then, if \(X\) can be decomposed as a connected sum \(X_1 \# X_2\) for
a closed 4-manifold \(X_1\) and a 4-manifold with contact boundary \(X_2\), the following
holds.

1. Suppose \(d(s) = 0\). Then \(X_1\) is negative definite.
2. Suppose \(d(s) = 1\). Then either of the following holds.
   (a) \(b^+(X_1) = 0\)
   (b) \(b^+(X_1) \equiv 3 \pmod{4}\) and there exist a Spin\(^c\) structure \(s_1\) on \(X_1\) and
       \(s_2 \in \text{Spin}^c(X_2, \xi)\) such that \(m(X_1, s_1)\) and \(m(X_2, \xi, s_2)\) are both odd.
3. Suppose \(d(s) = 2\). Then, \(b^+(X_1) \not\equiv 1 \pmod{4}\) holds. Furthermore, if
   \(b^+(X_1) \neq 0\), either of the following holds.
   (a) \(b^+(X_1) \equiv 3 \pmod{4}\) and there exists a Spin\(^c\) structure \(s_1\) on \(X_1\) such
       that \(m(X_1, s_1)\) is odd.
   (b) \(b^+(X_1)\) is even and there exists \(s_2 \in \text{Spin}^c(X_2, \xi, s_2)\) such that \(m(X_2, \xi, s_2)\)
       is odd.

Proof. (1) follows from Proposition 4.12 and Theorem 4.1. In order to show (2)
and (3), we use the following results of Bauer.

Proposition 4.14. ([1]) Let \(X\) be a closed oriented connected 4-manifold with
\(b_1(X) = 0\) and \(s\) be a Spin\(^c\) structure on it. Then the following holds.

(i) If \(d(s) = -1\) and \(\Psi(X, s) \in \pi_0^d(S^0) \cong \mathbb{Z}\) is odd, then \(b^+(X) = 0\).
(ii) If \(d(s) = 0\) and \(\Psi(X, s) \neq 0 \in \pi_1^d(S^0) \cong \mathbb{Z}/2\), then \(b^+(X) \equiv 3 \pmod{4}\) and
    \(m(X, s)\) is odd.

Proof. (i) This argument is quoted from Corollary 1.3 of [1]. In the case \(d(s) = -1\),
the Bauer-Furuta invariant is represented by an \(S^1\) equivariant invariant
\[f : (\mathbb{R}^n + 
\mathbb{C}^m + \frac{x^*(X)}{2})^+ \to (\mathbb{R}^n + b^+(X) + \mathbb{C}^m)^+.
\]
If \(b^+(X) \neq 0\), then the non-equivariant degree of such a map must be zero by
equivariant homotopy theory.

(ii) follows Proposition 4.4 of [1]. Notice that although the assumption written
there is that the Spin\(^c\) structure \(s\) comes from an almost complex structure, this is
equivalent to \(d(s) = 0\), as is well known. One argument to show this is to use the
fact that $d(s)$ is equal to the Euler number of the positive spinor bundle $S^+$ of $s$ (See Lemma 28.2.4 of [7], for example.) and the correspondence between nowhere vanishing sections of $S^+$ and almost complex structures (See Lemma 2.1 of [6]). □

In the both cases (2)(3), there exist a Spin$^c$ structure $s_1$ on $X_1$ and $s_2 \in$ Spin$^c(X_2, \xi)$ such that $s = s_1 \# s_2$. The connected sum formula implies

$$\Psi(X, \xi, s) = \tilde{\Psi}(X_1, s_1) \wedge \Psi(X_2, \xi, s_2) \in \pi_{2d(s)}^+(S^0)$$

and $d(s) = d(s_1) + d(s_2) + 1$. Thus, $\tilde{\Psi}(X_1, s_1)$ and $\Psi(X_2, \xi, s_2)$ are both nontrivial and in particular the degree of the stable homotopy groups which they belong, $d(s_1) + 1, d(s_2)$, must be non-negative.

Now we will show (2). In this case, $(d(s_1), d(s_2)) = (-1, 1), (0, 0)$.

- In the case $(d(s_1), d(s_2)) = (-1, 1)$, Proposition 4.14 implies $b^+(X_1) = 0$.
- In the case $(d(s_1), d(s_2)) = (0, 0)$, Proposition 4.14 implies $b^+(X_1) \equiv 3 \pmod{4}$ and $m(X_1, s_1)$ is odd and the fact that $0 \neq \tilde{\Psi}(X_1, s_1) \wedge \Psi(X_2, \xi, s_2) \in \pi_{1}^{d(s)}(S^0) \cong \mathbb{Z}/2$ and $d(s_2) = 0$ implies $m(X_2, \xi, s_2)$ is odd.

This proves (2).

Finally, we turn to (3). In this case, $(d(s_1), d(s_2)) = (-1, 2), (0, 1), (1, 0)$.

- In the case $(d(s_1), d(s_2)) = (-1, 2)$, Proposition 4.14 implies $b^+(X_1) = 0$.
- In the case $(d(s_1), d(s_2)) = (0, 1)$, Proposition 4.14 implies $b^+(X_1) \equiv 3 \pmod{4}$ and $m(X_1, s_1)$ is odd.
- In the case $(d(s_1), d(s_2)) = (1, 1)$, $b^+(X_1)$ is even since $d(s_1) \equiv 1 + b^+(X_1) \pmod{2}$.

The fact that $m(X_2, \xi, s_2)$ is odd follows from the same reason as in the latter case of (2).

This proves (3). □

References

[1] Stefan Bauer, A stable cohomotopy refinement of Seiberg-Witten invariants. II, Invent. Math. 155 (2004), no. 1, 21–40. MR2025299
[2] Stefan Bauer and Mikio Furuta, A stable cohomotopy refinement of Seiberg-Witten invariants. I, Invent. Math. 155 (2004), no. 1, 1–19. MR2025298
[3] M. Furuta, Monopole equation and the $\frac{11}{8}$-conjecture, Math. Res. Lett. 8 (2001), no. 3, 279–291. MR1839478
[4] Chris Gerig, No homotopy 4-sphere invariants using $ECH=SWF$, preprint, arXiv:1905.10938 (2019).
[5] Tamás Hausel, Eugenie Hunsicker, and Rafe Mazzeo, Hodge cohomology of gravitational instantons, Duke Math. J. 122 (2004), no. 3, 485–548. MR2057017
[6] P. B. Kronheimer and T. S. Mrowka, Monopoles and contact structures, Invent. Math. 130 (1997), no. 2, 209–255. MR1474156
[7] Peter Kronheimer and Tomasz Mrowka, Monopoles and three-manifolds, New Mathematical Monographs, vol. 10, Cambridge University Press, Cambridge, 2007. MR2388043
[8] Robert Lockhart, Fredholm, Hodge and Liouville theorems on noncompact manifolds, Trans. Amer. Math. Soc. 301 (1987), no. 1, 1–35. MR879560
[9] Tomasz Mrowka and Yann Rollin, Legendrian knots and monopoles, Algebr. Geom. Topol. 6 (2006), 1–69. MR2199446

Graduate School of Mathematical Sciences, the University of Tokyo, 3-8-1 Komaba, Meguro, Tokyo 153-8914, Japan

Email address: iida@ms.u-tokyo.ac.jp