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Abstract: Saline wetlands experience large temporal fluctuations in water supply during the year and are recharged only or mainly through precipitation, meaning they are vulnerable to climate-change-induced aridification. Most passive satellite sensors are unsuitable for continuous wetland monitoring due to cloud cover and their relatively low temporal resolution. However, active satellite sensors such as the C-band synthetic aperture radar of Sentinel-1 satellites offer free, cloud-independent data. We examined surface water cover changes from October 2014 to November 2018 in the strictly protected area (13,000 ha) of the Upper-Kiskunság Alkaline Lakes region in the Danube–Tisza Interfluve in Hungary, with the aim of helping with nature protection planning. Changes and sensitivity can be defined based on the knowledge of variability. We developed a method for water cover detection based on automatic classification, applying the so-called WEKA K-Means clustering algorithm. For satellite data processing and analysis, we used the Google Earth Engine cloud processing platform. In terms of validation, we compared our results with the multispectral Modified Normalized Difference Water Index (MNDWI) derived from Landsat 8 and Sentinel-2 top-of-atmosphere reflectance images using a threshold-based binary classifier (receiver operator characteristics) for the MNDWI data. Using two completely distinct methods operating in distinct wavelength ranges, we obtained adequately matching results, with Spearman’s correlation coefficients (\(\rho\)) ranging from 0.54 to 0.80.
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1. Introduction

Climate change could have a huge impact on the saline lake and wetland ecosystems of the Carpathian Basin, which present an ideal habitat for numerous protected species and are managed by national parks under the jurisdiction of certain laws and international agreements. Hungary currently has 29 sites designated as Wetlands of International Importance (Ramsar Sites), with a total surface area of 260,668 ha [1].

The wetlands of the Danube–Tisza Interfluve in Hungary are particularly vulnerable to changes in water availability because they are refilled only through precipitation. This is highlighted by the results of climate modelling projects that go beyond the current significant warming, increasing both drought frequency and drought severity [2,3].

In addition to the changes in the annual distribution of precipitation, the springtime reduction in precipitation and the increased evapotranspiration due to the increase in regional average temperatures and more frequent drought periods have negative implications in terms of the water balance of...
wetlands, especially in the summer periods [4,5]. We can only define the changes in the water levels if we know the level of variability on the wetland surface areas, which are generally full of water in spring and totally dry in summer [6]. In view of this, further techniques are required for the study of wetland areas. With the use of SAR data, remote sensing may constitute an important additional information source for wetland inventory and management [7].

The aim of this study was to develop a method to obtain detailed snapshots of the current surface water cover conditions of wetlands using C-band synthetic aperture radar (C-SAR) data from the European Space Agency’s Sentinel-1 near-polar orbiting satellites for operative, continuous monitoring [8]. This will give us much greater insight into water cover dynamics, with the attendant results allowing us to monitor weather- or climate-change-related changes, which will provide us with important information for planning effective measures to protect the wetlands. We used Sentinel-1 images acquired in interferometric wide-swath mode, which presents an acquisition in a 250-km-wide track. The geometric resolution is 20 m × 22 m, which was resampled to 10 m. The radar images are created in VH and VV polarization bands above the land, with a WGS84 projection. The revisiting time is six days with both satellites operating [8]. We used level-1 ground range detected (GRD) data for the analysis, taking images to analyze the surface water cover changes from October 2014 to November 2018. Before the second half of 2014, no radar data were freely available. Unfortunately, passive, multispectral satellite sensors are unsuitable for operative monitoring due to atmospheric disturbances (such as cloud cover and shadow, or aerosol gases). However, C-SAR provides clear images during the often-cloudy springtime, which is of great importance, because this period is one of the main water recharge periods for wetlands.

Radar data processing involves a great deal of time-consuming computation due to the numerous data processing steps involved [9,10]. The IT field of cloud computing emerged in early 2010 in response to the need for processing the huge amounts of digital data (so-called Big Data) continuously produced every second throughout the world [11,12]. Various cloud processing services have been made available via the internet, with the data processing software and the data itself stored centrally on large server farms or “internet clouds”. The user can access these through client-side applications and application program interfaces (APIs).

Google Earth Engine (GEE) is one such cloud processing platform, one that emerged to: (i) speed up satellite data processing, (ii) upscale it to a planetary scale, and (iii) serve scientists across the globe to ensure that environmental monitoring is more effective [13,14]. GEE provides a JavaScript API and a Python API for accessing the data and the scientific algorithms. The JavaScript API can be used in a web-based integrated development environment, the Earth Engine Code Editor, whereas the Python API requires an additional installation. We used JavaScript for the current study.

2. Materials and Methods

2.1. Study Area

According to the Köppen–Geiger climate classification system, Hungary has a humid continental climate with warm summers (subtype Dfb), and a large area of the country can experience hot summers (subtype Dfa) [15]. Our study area was the strictly protected area (13,000 ha) of the Upper-Kiskunság Alkaline Lakes region that encompasses a number of relatively large “white saline lakes” (called “szék” in regional Hungarian) (Figure 1), which are located on the Quaternary flood plain of the Danube and are bounded from the east by the middle, higher-elevated “sandland” part of the Danube–Tisza Interfluve landscape in the Great Hungarian Plain. Based on investigations over 130 years, Upper-Kiskunság Alkaline Lakes have been severely hit by droughts in the past decades. Concerning the optimistic and pessimistic scenarios, 5.6% and 33.5% of the study area will be affected negatively by water management strategies and precipitation changes, respectively [16].

Over the past 30 years, the mean temperature in the Danube–Tisza Interfluve has increased by 1.2 °C–1.5 °C, with climate models predicting that by 2050, the temperature will be between 1.4 °C
and 3.7 °C higher compared with the 1960–1990 reference period [3,17]. In terms of precipitation values, from 1901 only the 17% decrease in the spring can be considered as significant, whereas due to a number of rainy years (e.g., 2005, 2010), the last decade has experienced an increase. The average precipitation amount in the study area is, based on Kecskemét station’s long-term average (1930–2018), approximately 523 mm/year, with the period between 2014 and 2018 particularly significant because every year had an above-average level (2014 had the highest with 704 mm, and 2015 had the lowest with 532 mm) (Figure 2). The seasonal amount was lowest in the summer (from April to September) of 2015 and in the winter (from October to March) of 2016/2017. The significant increase in temperature has led to an increased water demand in this region. The co-occurrence of above-average temperatures and below-average precipitation over the last two decades has largely characterized the spring periods [18]. Between 1995 and 2017, only eight years can be considered drought free.

![Figure 1](image-url)

**Figure 1.** The study area was the Upper-Kiskunság Alkaline Lakes (lake is called “szék” in regional Hungarian) (background image: Sentinel-1 2014–2018 composite; RGB: VH/VV/VV).

2.2. Surface Water Detection Using Sentinel-1 C-SAR

Although active radar imaging is unaffected by clouds, it is not completely weather-independent because it is affected by wind roughening effects. Wind shear creates waves on the waters, which increase the water surface roughness, resulting in higher radar backscatter at the radar antenna [19]. Water surfaces are generally smooth and are characterized by very low radar backscatter, but this is affected by wind roughening effects that result in the “erasing” of some water features on radar imagery. The detection of surface waters is based on the difference in roughness between water-covered areas and other types of land cover. The higher the backscatter, the brighter the feature looks on the image and vice versa. As noted above, water features have very low roughness, and thus very low backscatter,
meaning they appear as very dark features that contrast strongly with their surroundings. In the study, we defined water as open water features regardless of their water depth. The “white saline lakes” and other water surfaces in the study area are so shallow, generally between 20–50 cm, that the coastal and open water parts cannot be separated based on the water depth. The very high dissolved salt concentrations prevent the expansion of vegetation in these saline waters [20].

Figure 2. Precipitation amount and three-month precipitation ratio from 2014 to 2018 at the Kecskemét station: the ratio presents the normalization of the sum of one month’s precipitation and that of the two preceding months to the sum of the normal value (1971–2000) of this three-month amount of precipitation; the value 1 denotes the average data (data: Hungarian Meteorological Service).

Thresholding techniques on SAR images for surface water mapping are extensively used because of their efficiency and effectiveness. However, the accuracy of water separation from land is significantly affected by wind-induced roughening effects, poor image quality (speckle noise), and incidence angle variance, so the threshold needs to be modified on a scene per scene basis [21–27]. According to Manjusree et al. [21], at a near range to far range, −8 to −12 dB, −15 to −24 dB, and −6 to −15 dB can be used as optimum ranges for the classification of flood water in HH, HV, and VV polarizations. On the basis of our prior experience, surface water cover is characterized by backscatter values of around −17−18 dB or lower for the VV polarization band. Sokol et al. [28] found that a large decrease in backscatter occurs as the incidence angles increase, and backscatter values from Radarsat beam modes S1 to S7 (20–49°) correspond to an average difference of 7 decibels. For Sentinel-1 IW modes (IW1 to IW3), the incidence angle range is similar: 29–46° [29]. Shallow incidence angles (30–50°) are preferred to maximize the contrast between land and water [30].

In the case of herbaceous wetlands (such as the study area), C-band SAR (frequency: 5 GHz; wavelength: 5 cm) is more suitable for inundation detection, and lower frequencies (P-band, L-band) can be used for inundation detection with forest-covered or wooden wetlands [31–33]. Co-polarized (e.g., the same transmitted and received polarizations) polarization radar data (HH, VV) are more suitable for water cover detection; the most appropriate are HH co-polarized data, whereas VV polarizations are an adequate choice [34,35]. However, according to Brisco [30], VV polarization highlights surface roughness effects through the interaction of the capillary waves and the vertical polarization and is the least favored polarization to use. In addition, it is important to note that cross-polarized polarizations contain a great deal of useful information in terms of land cover mapping [36]. The backscatter of flood water in HV and VH is the same, and both HV and VH polarizations are adequate for the mapping of flood water [21].

2.3. Processing Data Using GEE

GEE already contains preprocessed Sentinel-1 radar imagery in its database. To derive the backscatter coefficient (in dB) for each pixel, the following preprocessing steps were performed via Google, based on the algorithms implemented by the Sentinel-1 Toolbox software [37,38]:
1. Applied orbit files.
2. GRD border noise removal.
3. Thermal noise removal (as of 12 January 2018).
4. Radiometric calibration (calculation of sigma naught values, $\sigma^0$).
5. Terrain correction (orthorectification).

It is important to note that although the geometry of the backscatter estimate was corrected in GRD products, the radiometry of the resulting image remained an ellipsoid model based on $\sigma^0$ [39].

The remaining processing steps were performed using GEE (Figure 3). The first and most critical step involved normalizing the backscatter coefficients because they are also dependent on the incidence angle. That is, the backscatter values of a specific area with a small incidence angle return higher backscatter values than the data of the same area acquired with a higher incidence angle. Moreover, incidence-angle-induced variations can also occur within a sensor using different acquisition geometries or different tracks or orbits. For Sentinel-1 time-series data, backscatter normalization is vital [40].

A technique that is widely used for this task is the cosine correction method [41,42], which was used in this study in terms of the ellipsoidal incidence angles.

![Figure 3. Flowchart of the data processing steps applied to Sentinel-1 data. The pre-processing steps (1–5) had already been performed by Google. Steps 6–11 were done in the Google Earth Engine (GEE) application. For the validation process, the fully processed data were downloaded (code available in Appendix A).](image-url)

Small [39] argues that such angle-based normalizations are flawed in that the attendant sensor model fails to account for numerous important properties of the radar backscatter in regions with large topographic variation. The backscatter coefficient provides a backscatter ratio estimate per given reference area. In the case of $\sigma^0$, this reference area is defined to be a ground area. However, it was not
a significant issue here because there was minimal topographic variation within the study area and its surroundings (e.g., flatlands), meaning the use of $\sigma^0$ with cosine correction was adequate.

The second step involved excluding any radar images captured during periods with higher wind speeds to avoid any wind roughening effects [43]. Areas with wind speeds of over 12 km/h were excluded [42]. The threshold wind speed value for Bragg scattering for the C-band is estimated to be at about 12 km/h (3.3 m/s), at 10 meters above the surface [44,45]. For this, we used the 20-km resolution CFSV2: NCEP Climate Forecast System Version 2, 6-hourly products re-analysis climate dataset [46], from which we extracted the wind speed ($WS$) data (in km/h, using the “$u$” and “$v$” component vectors), which refers to 10 meters above the surface (Equation (1)). Yet in the end, we also processed the data for months where the average wind speed was above the threshold at the acquisition dates, and decided to include it in the analysis because of the low wind speeds experienced (8.39 km/h on average) during the study period.

$$WS = 3.6 \times \sqrt{u^2 + v^2}$$

(1)

The next step was to apply speckle filtering. For this task, the refined Lee filter was used [47,48]. The implementation of the filter was already available to us through GEE [49]. Using this procedure, any granular image noise (speckle), which is caused by the interference of transmitted and received microwaves at the radar antenna, was substantially reduced.

The last step was to calculate the monthly average radar composites, which would reduce the potential errors or any uncertainty arising from single image acquisitions. Average composites were produced separately for the ascending satellite paths (from the equator in the direction of the poles) and the descending paths. As a result, we had two average composites for each month, calculated from 4 to 5 windless or low-wind-speed images. If only one image per month was available (windy period), we used that image alone.

2.4. Classification Method for Surface Water Cover Detection

To classify the radar images, we used the WEKA K-Means clustering algorithm, which is an improved K-Means hard classification that draws the initial cluster means from random samples [50]. As a distance function, Euclidean distance was used (which is the default setting), with the number of outgoing clusters set to 15 and both VH and VV polarization bands used as inputs. As training data, we used a relatively large sample of 10,000 random pixels. We identified clusters that represented surface water through visual interpretation at the GEE IDE interface, prior knowledge of the study area, and empirical threshold limits for backscatter values: clusters that had cluster means generally at $-18$ to $-17$ dB or lower values (for VV polarization) represented water cover. In some cases, the water cluster centers had even higher values, in the range of $-15$ to $-16$ dB. After defining the water clusters, the clustered image was reclassified into a binary thematic raster, where the value of 1 meant water cover and 0 meant no water. We calculated the surface water-covered area for each month (for more info, see Appendix A: check “main2” and “process/classifier” scripts).

2.5. Validation Procedure Using Landsat 8 and Sentinel-2 MNDWI

Statistical analyses (linear regression, correlation, significance) were performed, and various diagrams were created using the R project for Windows software. When accessing the statistical connections, we used Pearson’s ($r$) and Spearman’s ($\rho$) correlations and significance ($p$ values).

Validation was performed using the water index calculated from cloud-free Landsat 8 Operational Land Imager (OLI) and Sentinel-2 MultiSpectral Instrument (MSI) top-of-atmosphere reflectance data in GEE (at the time of the analysis, no surface reflectance product was available to us). The Landsat OLI has a 30-m geometric resolution, and the Sentinel-2 MSI has a 20-m geometric resolution. First, the image collections were filtered with the following conditions: CLOUDY_PIXEL_PERCENTAGE < 7 for Sentinel-2 and CLOUD_COVER < 20 for Landsat 8 data. After that, we manually selected the images that were minimally affected by cloud contamination.
Normalized difference water indexes are commonly used tools for detecting surface water cover [51–54]. In this study, the Modified Normalized Difference Water Index (MNDWI) was used, which is considered to be the most accurate available [52,55] (Equation (2)):

$$MNDWI = \frac{G - SWIR}{G + SWIR}$$  \hspace{1cm} (2)

where $G$ is the visible green satellite band and SWIR is the middle infrared satellite band (at a central wavelength of 2.1 µm).

In general, the threshold is often set to be zero in order to map water bodies from MNDWI, that is, a pixel whose MNDWI value is greater than zero is considered as water. However, multispectral images acquired by different satellite platforms at different regions and different times always have different characteristics [55].

Following this, MNDWI images were classified using the receiver operator characteristics (ROC) method. Initially, we tried to use ROC for the Sentinel-1 data classification, but the results came back negative, so we opted for the WEKA K-Means method instead. ROC analysis was performed using an R script (Appendix A) [56]. ROC is a Bayesian, threshold-based binary classifier. We analyzed the true positive rate (TPR) and the false positive rate (FPR) of a binary classifier at various MNDWI threshold limit settings and selected the threshold limit/binary classifier where TPR (true water cover detection) was the highest possible, and FPR (false detection) was simultaneously the lowest. Pléiades imagery and a very high-resolution WorldView-3 satellite image were used as reference (from the Google Earth database, Table 1).

| Satellite Image | Date of Acquisition |
|-----------------|---------------------|
| Pléiades 1B (50 cm) (CNES/Airbus) | 9 August 2016 |
| WorldView-3 (30 cm) (DigitalGlobe) | 17 March 2017 |

The processing steps were as follows (Figure 4):

1. Cloud-free Landsat 8 and Sentinel-2 data were selected and MNDWI images were calculated and downloaded with GEE.
2. Performed cluster analysis on the MNDWI data with an optimized ISODATA algorithm [57] in SAGA GIS 5.0 open-source software (Departments for Physical Geography, Hamburg and Göttingen, Germany) with default settings (number of iterations: 20, initial clusters: 5, maximum number of clusters: 16). Identified the cluster that represented surface water cover. Polygonised the resulting thematic raster layer.
3. Determined the true and false detection for each water polygon using the high-resolution imagery. Calculated the mean MNDWI for each water polygon. As a result, we had a data table with one column of Boolean values and the MNDWI mean value for each water polygon. In other words, we obtained a Boolean value and an MNDWI mean value pair as the input for the ROC curve calculation.
4. Performed the ROC analysis. Reclassified the MNDWI images using the threshold values obtained via ROC.
5. Compared the results with the radar results with statistics.
Figure 4. Flowchart of the data processing steps applied to the Landsat 8 OLI and Sentinel-2 MSI data. The processing steps (1–4) were done in the GEE application. Steps 5–9 were done outside of GEE.

3. Results

3.1. Monthly Surface Water Cover

It is challenging to detect changes in the frequency and permanency of surface water cover due to the high natural variability of wetland ecosystems. In Figure 5, we plotted monthly surface water cover in terms of the ascending and descending paths. Half of the monthly surface water cover values were in the range of 400–900 ha. If we consider only the values below 1000 ha, and thus exclude any extreme values, the frequency distribution appears to be relatively normal, i.e., it more or less forms a bell curve. Owing to the outlying end-of-winter or springtime water cover peaks, there was a large difference between the average and median values. The minimum monthly water coverage occurs in the August–October period of each year. There were multiple differences between the spring peaks and the end-of-summer/autumn minimums.
Figure 5. Density function (top) and box plot (bottom) of monthly water coverage—(WEKA K-Means_DESC—water coverage obtained from the classification of images captured on the descending path; WEKA K-Means_ASC—the same procedure for the ascending path. The blue represents arithmetic averages.

The spring peaks in 2016 and 2017 were less prominent compared with those of the other years. Interestingly, even in wetter years, the summer-autumn water coverage fell back into the mostly 400–900 ha range despite the higher springtime peak. The effect of the lack of refilling is clearly represented by the summer values recorded for 2017, the lowest in the dataset, because the low 2016 springtime peak was followed by a subsequent low peak in 2017 (Figure 6). This can be supported by the low rainfall levels recorded for the period from August 2016 to May 2017, which were generally typically below average. The average surface water cover was 529 ha for the descending path (based on 253 Sentinel-1 images) and 633 ha for the ascending path (based on 300 images) in our study period.

Figure 6. Monthly Sentinel-1 (both ascending and descending paths), Sentinel-2, and Landsat 8 water cover time-series between October 2014 and November 2018.
The largest surface water cover was in February 2015, with a coverage of 2628 ha (descending path; all the following figures are for the descending path) (Figure 7), largely due to the good precipitation amount and three-month ratio value for July 2014 (see Figure 2). This had shrunk to 1/6 of the initial coverage (415 ha) by August. The 2016 peak was 1579 ha, the 2017 peak 800 ha, and the 2018 peak 1938 ha, all of which occurred in March. The very low ha value for the spring of 2017 was due to the low precipitation amount during the period from August 2016 to March 2017, whereas, due to the favorable circumstances experienced from May 2017, the peak value for 2018 was the second highest for the entire study period. The minimum coverages were in September 2016 (575 ha), August 2017 (141 ha), and November 2018 (283 ha) (Figure 6), which are in line with the precipitation values shown in Figure 2. In partial sum, taking the period between 2015 and 2017, there was a 6.3-, 2.7-, and 5.7-fold difference between the minimum and maximum water coverage, respectively. The extreme natural variability that we measured corresponds well with previous Landsat-based research in our study area [6,16]. Without the knowledge of this variability, we cannot analyze the real changes that occur in the sensitive wetland areas.

Figure 7. Water cover maps: the peak coverage as of February 2015 and the minimum coverage as of August 2017. DESC: descending path; ASC: ascending path; the average boundaries of the largest water patches/lakes for the examined period are depicted using red lines.

There was no significant difference between the surface water cover calculated from the descending and ascending paths separately (Pearson’s $r = 0.96$). However, there were some larger discrepancies between the two, with a difference of fewer than 15 ha in 24% (8) of the cases and under 50 ha in 56% (19) of the cases, and a difference of over 100 ha in 44% (15) of the cases. In four monthly periods, there was a difference of over 300 ha. For example, in February and March of 2015, there were differences in surface water coverage of 257 and 312 ha, respectively, and the average difference between the ascending and descending paths was 110 ha. As we used monthly averages, it was important to know which days of the months we had acquisitions for and how many images were available for months when there were high wind speeds. Moreover, because the surface water coverage in the study area can change substantially even in a single month, the different times of the acquisitions for the descending and ascending paths could also have resulted in some discrepancies. Owing to the windy weather, there were no good data for certain months, meaning we had data gaps for November and December of 2014; January, April, and September of 2015; August of 2016; and December of 2017 for the descending path, and gaps for April and July of 2015 and January, February, and October of 2016 for the ascending path.
3.2. Validation Using MNDWI

We used all the available cloud-free Landsat 8 (\(N = 21\)) and Sentinel-2 (\(N = 23\)) images for validation of the radar results (Figure 4). We calculated the linear regressions and correlations and performed a significance test (Figure 8). The analysis yielded significant connections (\(p < 0.001\) and \(p < 0.01\)) with good correlations. The connection with the Sentinel-2 data was slightly lower than that with the Landsat 8 data. Pearson’s correlations were between 0.79 and 0.96, whereas the rank-based Spearman’s correlations were lower (0.54–0.80) (Table 2). Owing to the highly influential peak data points (maximum water coverage), the sample distribution is non-Gaussian, meaning the nonparametric Spearman’s correlation is the standard because it does not require the distribution to be normal.

![Figure 8. Linear regression lines (blue lines) between monthly water coverage (in ha) calculated from the radar and the water index (reference) data—the red line is an exponential fit, but for informative purposes only; L8_MNDWI and S2_MNDWI are for the water cover data derived from Landsat 8 and Sentinel-2 images, respectively.](image)

**Figure 8.** Linear regression lines (blue lines) between monthly water coverage (in ha) calculated from the radar and the water index (reference) data—the red line is an exponential fit, but for informative purposes only; L8_MNDWI and S2_MNDWI are for the water cover data derived from Landsat 8 and Sentinel-2 images, respectively.

**Table 2.** Pearson’s and Spearman’s correlation coefficients for the linear regressions.

| Statistical Connections | Linear Regressions |
|-------------------------|--------------------|
|                         | Pearson’s r-value  | Spearman’s \(\rho\)-value |
| wekaKMeans_DESC ~ L8_MNDWI | 0.95 ***          | 0.73 ***             |
| wekaKMeans_ASC ~ L8_MNDWI  | 0.96 ***          | 0.80 ***             |
| wekaKMeans_DESC ~ S2_MNDWI | 0.80 ***          | 0.69 ***             |
| wekaKMeans_ASC ~ S2_MNDWI  | 0.79 ***          | 0.54 **              |

** Significant at the 1% level, \(p < 0.01\). *** Significant at the 0.1% level, \(p < 0.001\).

It is clear from the results that there was a connection between the radar results and the MNDWI results, which validates our Sentinel-1 C-SAR-based method as an appropriate tool for surface water detection in wetlands. However, there is substantial uncertainty with our results due to the larger differences in the calculated monthly surface water coverage (in some cases), which was expected given the different types of data operating in completely different sections of the electromagnetic spectrum.

In the next phase of the investigation, we attempted to use the ROC method for the Sentinel-1 data, but the results were negative (area under the curve (AUC) = 0.135 for both dates). AUC represents the
degree or measure of separability and informs us about the extent to which the model is capable of distinguishing between classes. The higher the AUC, the better the model. Herein, the AUC value was 0.5 for a random predictor (diagonal line on the plot), which means true and false detection cannot be differentiated. The AUC should thus be well above 0.5. For the MNDWI data, the AUC value was above 0.7, which indicates a good measure of separability (Table 3, Figure 9). The wetland water coverage threshold obtained from the ROC analysis was MNDWI ≥ 0.625 for the Landsat 8 OLI and MNDWI ≥ 0.570 for the Sentinel-2 MSI. According to Du et al. [55], the ideal MNDWI threshold value for Sentinel-2 is much lower, at between 0.2 and 0.35. The difference here was that we could only sense shallow waters, meaning this was a unique natural environment that meant the results were also unique.

Table 3. Threshold limits obtained from the ROC curve analysis.

| Data                | Threshold Limit | AUC  |
|---------------------|-----------------|------|
| Landsat 8 (15 August 2016) | MNDWI = 0.593  | 0.73 |
| Landsat 8 (27 March 2017)    | MNDWI = 0.656  | 0.76 |
| Sentinel-2 (8 August 2016)   | MNDWI = 0.553  | 0.78 |
| Sentinel-2 (29 March 2017)   | MNDWI = 0.586  | 0.74 |
| Sentinel-1 (August 2016)     | $\sigma_0 = -15.53$ dB | 0.135 |
| Sentinel-1 (March 2017)      | $\sigma_0 = -17.87$ dB | 0.135 |

Figure 9. ROC curves calculated for the Sentinel-1 C-VV, Sentinel-2 Modified Normalized Difference Water Index (MNDWI), and Landsat 8 MNDWI data using a Pléiades image (08/09/2016) and WorldView-3 (03/17/2017) high-resolution image obtained via Google Earth Pro; unlike the MNDWI data, no appropriate threshold limit was found for the radar data. TPR denotes true positive rate, and FPR denotes false positive rate.
For most cases, there was no significant difference between descending path and ascending path data, as noted above. The water coverage curves clearly move in line, merging most of the time, with some exceptions (Figure 6). There was some discrepancy for the descending path in February, April, and August of 2017, when the water coverage sharply dropped, before it returned to the level of the ascending path the following month. The main factors here were bad image quality, low contrast because of wind shear, and high speckle noise.

In February 2017, five images were available for the descending path and 10 for the ascending path, with wind speeds of 5.97 and 9.09 km/h, respectively. In April 2017, four images were available for the descending path and 10 for the ascending path, with wind speeds of 10.49 and 7.07 km/h, respectively. In August 2017, six images were available for the descending path and 10 for the ascending path, with wind speeds of 5.18 and 9.58 km/h, respectively. It was concluded that it was likely that the lower number of images for the descending path played a role in the bad image quality. There was a significant difference in water coverage between January and February of 2016, with only two images available for January and three for February for the descending path, meaning these data are less trustworthy. Here, the wind speeds were 8.44 and 11.31 km/h, respectively. There were higher wind speeds (18.19 km/h in January and 19.24 km/h in February) for the ascending path for this period.

To summarize, it can be stated that the image quality was slightly better for the ascending path in the study area, mainly because more images were available for each month compared with the descending path. The minimum and maximum coverage fell in the same month for both satellite paths, but they differed in terms of the extent of the coverage. The main factors here were wind-induced waves, bad image quality, and the different number of images for the two satellite paths.

We also checked how much the winter snow and ice coverage affected the detection of the surface water coverage for months such as January 2017, when there was significant ice coverage. Here, there was no difference in the surface water coverage results between the Sentinel-1 radar and Sentinel-2 and Landsat 8 optical images, which is also visually evident (Figure 10).

![Sentinel-1 DESC RGB: VH/VV/VV](image1.png)  ![Sentinel-2 RGB: 12/8/4](image2.png)  ![Landsat 8 RGB: 7/5/4](image3.png)

**Figure 10.** Comparison of Sentinel-1 radar, Sentinel-2, and Landsat 8 surface reflectance composites for January 2017—RGB: 7/4/3 and RGB: 12/8/4 both denote the combination of SWIR/NIR/visible red satellite image bands; SWIR: short-wave infrared band at $\lambda = 2.1 \mu$m; NIR: near-infrared band at $\lambda = 0.8–0.9 \mu$m.
The explanation here is that ice forms with a more or less smooth surface similar to calm water surfaces, meaning it does not affect our ability to delineate any water coverage that is under the ice. In contrast, MNDWI was sensitive to snow coverage, with high index values as with the water coverage, meaning the snow was misclassified as water. Therefore, it is better not to use snowy images for optical data. The optical false-color composites are more interesting here (the snow cover is cyan colored, and the ice cover on the saline lakes is highlighted using dark-blue shading). The Sentinel-2 image is from 8 January; the Landsat 8 median image consists of three images (6, 15, and 22 January), and the snow coverage differs from that of the Sentinel-2 image.

4. Discussion

Our conclusions are backed by the results of domestic research groups that examined the integration potential of Sentinel-1 C-SAR and Sentinel-2 MSI optical data for mapping inland excess water [54,58,59]. This is a local phenomenon that represents unwanted surface water patches on agricultural land, especially in the melting period at the end of winter and during spring, which has multiple causes [54]. It was also concluded that radar and optical data can supplement each other effectively, because the water coverages calculated from radar and optical data were a good match. To illustrate this, we created a map that compares two Sentinel-1 radar composites (ascending and descending paths) from February 2015 with a Landsat 8 false-color composite from 18 February 2015 (Figure 11). The relationship between the ascending path data and the multispectral image is stronger. A mixed classification approach that uses radar and optical data as inputs may be a promising idea, although there are far less cloud-free optical data available. However, the goal of the study was only to have operational monitoring preferably without any data gaps.

![Figure 11](image-url)

*Date: Feb 2015*

**Figure 11.** Comparison of Sentinel-1 radar and Landsat 8 surface reflectance composites for February 2015—RGB: 7/4/3 denotes the combination of SWIR/NIR/visible red satellite image bands; SWIR: short-wave infrared band at $\lambda = 2.1 \mu m$; NIR: near-infrared band at $\lambda = 0.8–0.9 \mu m$.

The biggest issue is the roughening effect of wind on water features when delineating water using SAR imagery. Alsdorf et al. [19] have provided a possible solution by using multi-temporal
interferometric SAR phase-coherence, which is based on lower coherence over water (e.g., the scattering characteristics of water surfaces continually change with waves resulting in poor repeat-pass coherence) relative to the surrounding land surface. This approach requires the coherence of surrounding surfaces to remain greater, but this condition is not typically met for orbital repeat cycles greater than a few days [60]. It is six days for Sentinel-1 [8]. Unfortunately, Sentinel-1 SLC data cannot currently be ingested, as Earth Engine does not support images with complex values due to the inability to average them during pyramiding without losing phase information [61]. However, wind roughening effects likely had negligible effects on our ability to delineate water because of below-the-threshold wind speeds experienced in our study area most of the time: 8.4 km/h on average for both ascending and descending paths. There were relatively above-average wind speeds in April 2015 (18.1 km/h), in July 2015 (20.4 km/h), and in January and February 2016 (18.2 and 19.2 km/h, respectively) for the ascending path, and in April 2015 (27.3 km/h) and in December 2017 (19.5 km/h) for the descending path (Figure 12).

![Figure 12. Average wind speed time-series between October 2014 and November 2018. The average wind speed was calculated for the days of Sentinel-1 image acquisitions (ascending and descending paths separately). In months where the wind threshold was exceeded for all pixels at all acquisitions, wind speed was calculated without applying the wind filtering. For the rest, wind speed was calculated by applying the wind filtering because we wanted the average wind speed only for the unmasked pixels. The black line shows the average wind speed of 8.39 km/h.](image)

The water cluster centers for VV values were in the range between −15 and −25 decibels even for the small subset of anomalously-high-wind-speed months, which is much higher than the −6 to −15 dB range recommended by Manjusree el al. [21] as an optimum range for the classification of water in VV polarizations. The variable cluster centers for water cover confirm that using a single $\sigma^0$ threshold value is not adequate for accurate water cover delineation because there are numerous differences between acquisitions (like incidence angle, wind speed, and the wetland ecosystem also dynamically changing) that are unique to that particular scene [26,27]. However, we found that the variation in incidence angle was less than 1° over the entire study area: the average incidence angle was 37°. The fluctuations in water cluster centers were stable with an average of −20 decibels for both ascending and descending paths. The higher the VV cluster center values for water cover, the higher is the chance of misclassification because of the lower contrast of water features with their surroundings. There is an additional factor to consider.
Bolanos et al. [26] found in their study that some water features delineated with SAR did not appear on the optical imagery (especially, when its resolution was 5 meters or more). They argued that these could be considered false positives, but since SAR is more sensitive to water content, these areas could also be areas of low vegetation (where the vegetation cover is not high enough to influence backscatter, but its chlorophyll content does influence reflectance) with particularly high water content. In contradiction, Slagter et al. [62] found that water cover under a vegetation canopy cannot be detected for herbaceous wetlands with higher vegetation coverage using Sentinel-1 SAR data. This was the case in our study. This was especially true for the so-called “black saline lakes,” which were also present in our study area, that have high biological production and high suspended organic matter content that colors their water to yellow-brownish. They are in a transitioning state to become freshwater marshes with rich marsh vegetation (reeds and grasses) and less open water [20]. Therefore, the water cover under the vegetation canopy was not detected with SAR because of the higher backscatter in these areas. Thus, the MNDWI-based water area extent was generally higher than the calculated water extent from SAR data.

5. Conclusions

We developed a Sentinel-1 C-SAR-based surface water cover detection method that is mainly independent of weather conditions, with the exception of the wind shear that induces waves on the otherwise smooth water surfaces and leads to increased backscatter due to the roughening effects.

There was a good connection between the Sentinel-1 C-SAR, Landsat 8, and Sentinel-2 MNDWI results, which validated our method as an appropriate tool for surface water detection in wetlands.

Surface water coverage detection was based on the WEKA K-Means clustering algorithm. ROC analysis proved to be useless for radar data because no threshold limit was found. In contrast, ROC analysis was found to be excellent for detecting water coverage using MNDWI threshold limits.

The radar results were not affected by snow and ice coverage in the winter months of certain years (e.g., January 2017). In contrast, the MNDWI results of the optical images were highly sensitive to snow coverage.

There were no significant differences between the images from the ascending and descending satellite paths. In some cases, the image quality was bad due to wind-induced waves and possible speckle artefacts, which are often falsely classified as water cover.

Wind roughening effects and incidence angle variations likely had negligible effects on our ability to delineate water in the study area.

The water cluster centers for VV values were in the range between $-15$ and $-25$ decibels with an average of $-20$ decibels for both ascending and descending paths.

Water cover area was higher for MNDWI than radar data: likely because of the inability to detect water cover under the vegetation canopy because of the higher radar backscatter in these areas.

Unfortunately, radar-based water detection methods also have their limitations, but we can obtain more detailed insight into changes in the surface water coverage of wetlands using them. Utilizing cloud processing platforms such as GEE, we can speed up the geoprocessing and analysis of Sentinel-1 C-SAR data on a mass scale. This makes continuous automatic wetland monitoring possible, which, in turn, could help with managing and protecting wetlands more effectively for national and international nature conservation.

Future work should involve extending the validation process to include field surveys and aerial surveys using unmanned aerial vehicles because this initial study was not comprehensive enough to fully explain the discrepancies.
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Appendix A

Link to the GEE scripts we used for processing and downloading Sentinel-1 C-SAR data. You need to sign up for GEE to use them if you have not done so already. Check the README first. You have only reading rights to the scripts. https://code.earthengine.google.com/?accept_repo=gulandras90/inlandExcessWater. The code also available in this repository: https://github.com/SalsaBoy990/gee_s1_sar_wetlands. The ROC curve calculating R code with the input data supplied (in a zip file). https://drive.google.com/open?id=1ePL99Hwp9BU8s7qP_3xxPF65Z6fPbAO. R code used for calculating statistics with the input data tables supplied (in a zip file). https://drive.google.com/open?id=1uND3Htylb36x7TTANHWrLpT2N2UJx. Radar data used in the study (in a zip file). https://drive.google.com/open?id=1FJJMXVaqwF9uc8DBgBsUJo0w1KijrVvKX.
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