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Abstract
Sound event localization aims at estimating the positions of sound sources in the environment with respect to an acoustic receiver (e.g., a microphone array). Recent advances in this domain most prominently focused on utilizing deep recurrent neural networks. Inspired by the success of transformer architectures as a suitable alternative to classical recurrent neural networks, this paper introduces a novel transformer-based sound event localization framework, where temporal dependencies in the received multi-channel audio signals are captured via self-attention mechanisms. Additionally, the estimated sound event positions are represented as multivariate Gaussian variables, yielding an additional notion of uncertainty, which many previously proposed deep learning-based systems designed for this application do not provide. The framework is evaluated on three publicly available multi-source sound event localization datasets and compared against state-of-the-art methods in terms of localization error and event detection accuracy. It outperforms all competing systems on all datasets with statistical significant differences in performance.

Index Terms: Audio signal processing, self attention, probabilistic deep learning, sound event localization, transformer

1. Introduction
The ability of a computational system to locate sounds in the environment, often termed sound event localization (SEL), enables a variety of technical applications. In many cases, a sound event refers to a speech source, which is important in applications such as speech enhancement \cite{1,2}, speaker and meeting diarization \cite{3,4}, automatic speech recognition \cite{5} and many others. However, a sound event can also be associated with a broader spectrum of acoustic sources, enabling the application of SEL in domains like industrial monitoring \cite{6} and environmental traffic analysis \cite{7}. Specific challenges of SEL include acoustic disturbances caused by background noise and reverberation, as well as the potential temporal overlap of simultaneously active acoustic sources.

These challenges have been addressed by classical SEL systems primarily based on parametric approaches \cite{8,10}, as well as by more recently introduced deep learning frameworks \cite{11,12}. Regardless of the specific architectural considerations, many SEL systems incorporate temporal context into the estimation process. While classical methods usually rely on recursive Bayesian estimation techniques \cite{13,14}, modern systems make use of recurrent structures like long-short term memory (LSTM) networks \cite{15}. However, conventional neural network-based systems lack the ability to associate uncertainty with the estimated sound event locations; a feature that traditional Bayesian approaches naturally provide. Additionally, recurrent neural networks (RNNs) are often struggle to learn long-term dependencies within time-series data \cite{16}.

This paper proposes a novel deep learning framework for SEL that adopts a transformer-based architecture \cite{17} with a probabilistic representation of sound event locations. Therefore, it will be abbreviated as Probabilistic Localization of Sounds with Transformers (PILOT). Following the design philosophy of the transformer, the proposed model provides a conventional feed-forward signal flow and handles temporal dependencies via self-attention mechanisms. The probabilistic output is based on a differentiable linear Gaussian system (LGS) \cite{20} Chap. 4 model that is adopted in this work to handle multi-source SEL scenarios. Fig. 1 depicts exemplary trajectories of DoA estimates provided by PILOT, which illustrate the models capability of associating uncertainty measures with the corresponding predictions.

2. Related work
Deep learning-based systems for SEL most prominently rely on CNNs, RNNs or a combination of both. For instance, the model proposed in \cite{11} uses a CNN-based feature extraction, which operates on the STFT spectrum to predict the DoA of a sound event. A similar approach was introduced in \cite{15}, where the CNN uses the STFT representation to generate a spatial pseudo spectrum, resembling the DoA spectrum obtained by the multiple signal classification (MUSIC) algorithm. An extension towards handling sound event localization and de-
stion (SELD) was proposed in [14]. Herein, the task focuses on estimating the association of the sound event type, jointly with its position. The proposed system solved this task via a combination of CNN-based feature extraction and RNN-based estimation of spatial locations and classification of event types. A related system for SEL was proposed in [20], which adopted the CNN-based feature extraction, but exchanged the RNN stage with an attention-based sequence-to-sequence architecture [21]. Additionally, approaches to joining deep learning with classical probabilistic models have recently gained attention. Notable examples are the backprop Kalman filter (KF) [22], the differentiable particle filter [23] and recurrent Kalman networks [24]. Related to the task of SEL, a KF-based deep learning framework was proposed in [25] for audiovisual speaker tracking. Other probabilistic models to tackle SEL are described in, e.g., [26, 27, 28].

3. System description

The framework proposed in this work is composed of three individual stages: a CNN-based feature extraction stage, a transformer-based encoder to handle temporal dependencies in the audio signals and a probabilistic output stage that indicates active sound events and their respective spatial locations. An overview of the complete system is depicted in Fig. 2.

3.1. Feature extraction

The CNN-based feature extractor from SELDNet [13] is utilized in this work. An acoustic waveform with $C = 4$ channels is divided into non-overlapping chunks of 500 ms duration. An STFT with a 2048-point Hamming window, a frame length of 40 ms and 20 ms shift, is performed on each chunk. Magnitude and phase of the complex spectrum are concatenated to an input tensor of dimension $K \times L \times 2C$, where $K = 25$ is the number of frames within one chunk and $L = 1024$ is the number of non-redundant frequency bins.

A three-layer CNN is employed to derive features from the STFT representation. Each layer contains 64 filters with kernel size $3 \times 3$, followed by batch normalization, rectified linear units (ReLUs) and max-pooling. The latter has a kernel size of $1 \times 8$ in the first two layers and $1 \times 2$ in the third layer. The third layer output is flattened and fed into a fully-connected network with three layers, intermediate hidden dimensions of 128 and ReLUs as hidden activations. The output layer of this network is composed of two segments: the first segment with linear activations returns feature vectors $z_{k,n} \in \mathbb{R}^{2K}$. The second segment produces estimates of the observation noise variances $\sigma_{k,n} \in \mathbb{R}^{2K}$ with $D_B = D_E + 1$, using exponential non-linearities. Both segments produce these outputs for each of the $n = 1, \ldots, N$ sound events, where $N$ denotes the maximum number of sound events that the system can handle simultaneously.

3.2. Transformer network for handling temporal context

A transformer encoder as introduced in [19] is the primary building block of the intermediate stage. Each sequence of feature vectors $\{z_{k,n}\}_{n=1}^{N}$ is concatenated with a positional encoding vector $p_E = [p_{E,1}, \ldots, p_{E,K}]^T \in \mathbb{R}^K$ with elements $p_{E,k} = \frac{1}{\sqrt{k-1}}$, yielding a $D_E$ dimensional tensor, as depicted in Fig. 2. This approach to encode information about the temporal order differs from the positional encodings described in [19]. Initial experiments have shown that a linearly increasing vector resulted in superior performance over positional encodings based on trigonometric functions.

The transformer encoder itself follows a conventional architecture with $M = 3$ layers. Each layer incorporates a self-attention network with 4 heads, followed by layer normalization, a fully-connected feed-forward network with an intermediate dimension of 1024 and another layer normalization stage at the output. Both self-attention and feed-forward networks can be bypassed by additional skip connections, exactly following the specifications outlined in [19]. The transformer output has the same dimensions as the input and will be denoted as $\{z'_{k,n}\}_{n=1}^{N}$, serving as input to the subsequent localization output stage of the PILOT model.

3.3. Probabilistic localization output stage

This stage is based on the ADRENALINE system proposed in [21]. It is composed of two components: a vector $\gamma_k \in \mathbb{R}^N$ with elements $\gamma_{k,n} \in [0, 1]$, indicating sound event activity, where $N$ is the maximum number of sound events that the system can handle simultaneously. This vector is obtained as
\[ \gamma_n = \sigma(W^T z_n') \], where \( W^T \in \mathbb{R}^{N \times D_n} \) is a weight matrix and \( \sigma(\cdot) \) denotes the sigmoid function. The spatial position of each sound event is encoded as a multivariate Gaussian variable with mean \( \bar{x}_{k,n} \) and covariance matrix \( \Sigma_{k,n} \).

The spatial coordinates are expressed via a DoA representation \( \bar{x}_{k,n} = [\phi_{k,n}, \vartheta_{k,n}]^T \) with azimuth and elevation angles \( \phi_{k,n} \) and \( \vartheta_{k,n} \), respectively.

A prominent advantage of the transformer-based model compared to RNNs is its handling of temporal dependencies in sequence data without recurrent structures. Therefore, using recursive Bayesian estimation techniques in the output stage would render this advantage void. Hence, a LGS is used here, which encodes the individual sound event DoAs as

\[
\begin{align*}
    p(x_{k,n} | \mu_n, \Sigma_n) &= N(x_{k,n} | \mu_n, \Sigma_n), \\
p(y_{k,n} | x_{k,n}) &= N(y_{k,n} | Cx_{k,n} + b, R_{k,n}),
\end{align*}
\]

where \( x_{k,n} = [\phi_{k,n}, \vartheta_{k,n}]^T \) is the DoA vector corresponding to the \( n \)-th sound event. A multivariate Gaussian prior with mean \( \mu_n \in \mathbb{R}^2 \) and covariance matrix \( \Sigma_n \in \mathbb{R}^{2 \times 2} \) is imposed on each DoA vector in Eq. (1). Eq. (2) of the LGS represents a Gaussian observation model \( p(y_{k,n} | x_{k,n}) \) parameterized by an observation matrix \( C \in \mathbb{R}^{D \times 2} \), bias term \( b \in \mathbb{R}^D \) and observation noise covariance matrix \( R_{k,n} = \text{diag}(\Sigma_{k,n}) \). The observation vector \( y_{k,n} \) for the \( n \)-th source is obtained via a linear transformation \( y_{k,n} = W_{k,n}^\gamma z_n \) with weights \( W_{k,n}^\gamma \in \mathbb{R}^{D \times D_n} \).

An inference scheme to obtain the posterior distribution \( p(x_{k,n} | y_{k,n}) \propto p(y_{k,n} | x_{k,n})p(x_{k,n}) \) can be derived by computing the first and second derivatives of the log-posterior using Eqs. (1) and (2). Setting the first derivative to zero and solving for \( x_{k,n} \) yields the posterior mean

\[
\bar{x}_{k,n} = \Sigma_{k,n}^{-1} \mu_n + C^T R_{k,n}^{-1}(y_{k,n} - b).
\]

The second derivative is the curvature of the quadratic function describing the posterior distribution [29] Chap. 3], whose inverse is the posterior covariance matrix

\[
\Sigma_{k,n} = \left( \Sigma_{n}^{-1} + C^T R_{k,n}^{-1} C \right)^{-1}.
\]

The inference scheme is fully differentiable, which makes it possible to directly utilize Eqs. (1) and (2) for learning the previously described model parameters via back-propagation.

### 3.4. Loss function

A modified version of the SEL loss function introduced in [21] is utilized in this work, which additionally takes into account the probabilistic nature of the localization output stage. The probabilistic SEL loss is computed as

\[
L_n = L_{ACT}(\gamma_n, \gamma_n') + \alpha L_{DOA}(\bar{x}_{k,n}, \gamma_n) + \beta L_{KL}(\Sigma_n)
\]

for each of the \( n = 1, \ldots, N \) sound sources that can be represented by the model. The discrete time index \( k \) is omitted here and in the following for notational convenience and \( \alpha, \beta \in \mathbb{R} \) are scaling factors. Eq. (5) incorporates a binary cross-entropy loss term \( L_{ACT}(\gamma_n, \gamma_n') \) between estimated and ground-truth source activities \( \gamma_n \) and \( \gamma_n' \), as well as a DoA loss term \( L_{DOA}(\bar{x}_{k,n}, \gamma_n) = \xi_n \Delta \vartheta_n \) utilizing the DoA error

\[
\xi_n = a \cos(\sin(\phi_n) \sin(\vartheta_n) - \cos(\phi_n) \cos(\vartheta_n) \cos(\Delta \vartheta_n)),
\]

with \( \Delta \vartheta_n = \vartheta_n - \hat{\vartheta}_n \). The term \( L_{KL}(\Sigma_n) \) is required to prevent the system from setting the parameterized covariance matrices to zero. It models the Kullback-Leibler divergence (KLD) between \( p(x_{k,n} | y_{k,n}) \) and a corresponding multivariate Gaussian distribution with identical mean and unit covariance matrix, similar to the penalty term utilized for training variational autoencoders [30]. The final loss is obtained by summing the individual losses in Eq. (5) over all time steps and sources, utilizing permutation invariant training [31].

### 4. Evaluation

The proposed PILOT framework is evaluated on three publicly available datasets. The detailed training procedure and experimental setup is described in the following. The program code is accessible online \[\text{https://github.com/rub-ksv/pilot}\].

#### 4.1. Datasets

The ANSYN, RESYN and REAL datasets presented in [14] are used as evaluation corpora in this work. All three datasets are composed of multi-channel audio signals in first-order Ambisonics format. The first two datasets use simulated anechoic and reverberant impulse responses, whereas the latter one is based on impulse responses recorded in realistic environments. All datasets comprise three subsets each, corresponding to either no, at most two, or at most three temporally overlapping sources. Each subset provides three cross-validation splits with 300 audio files. These files are divided into 240 files for training and 60 for validation. The audio signals are sampled with 44.1 kHz and have a duration of 30 s each. The audio signals in the synthetic datasets contain sound events from 11 different classes, covering the full azimuth range and an elevation range from \(-60^\circ\) to \(60^\circ\). The REAL dataset utilizes sound events from 8 classes. It covers the full azimuth range and the elevation range was restricted between \(-40^\circ\) and \(40^\circ\).

#### 4.2. Baseline methods

Three baseline methods were employed in this work. The CNN feature extraction stage described in Sec. 3.1 is used as a first baseline to establish a lower bound on performance. Herein, all intermediate steps between the feature extraction and the output stage are omitted, yielding a small model with 110668 parameters. Additionally, the modified SEDNet architecture [14] (without event type association to guarantee a fair comparison) and the ADRENA1LE framework described in [21] constitute the second and third baseline models with 551500 and 448204 parameters, respectively. Both architectures employ recurrent structures via gated recurrent units (GRUs) and the latter method additionally makes use of attention mechanisms. The proposed PILOT framework incorporates 466736 trainable parameters in total.

#### 4.3. Performance metrics

Frame recall and DoA error are used as performance metrics. The frame recall metric [14] indicates the percentage of frames, where the number of active sources was estimated correctly. A source is considered active if its indicator variable in the source activity vector exceeds a threshold of \(0.5\). The DoA error on the test set is computed using the definition in Eq. (6). Herein, all active sources at a particular frame are incorporated and the
Hungarian algorithm \cite{32} is used to solve the assignment problem between multiple estimated DoAs and the target DoAs.

4.4. Experimental setup

Both CNN and SELDNet baselines were parameterized as reported in \cite{14}. The parameters of the ADRENALINE baseline model were also specified as outlined in the corresponding publication \cite{21}. The loss term in Eq. (5) uses internal scaling factors of \( \alpha = \beta = 1 \). The Gaussian prior in Eq. (1) was initialized with equally spaced azimuth angles and elevation set to zero for \( \mu \) and \( \Sigma_n = I \) for \( n = 1, \ldots, N \). Kaiming initialization \cite{33} was used to initialize the remaining parameters of all evaluated models. Training was conducted using the AdamW optimizer \cite{34} with batch-size 256 and a learning rate of 0.05. The learning rate was varied by adopting the scheduling scheme from \cite{19}. Separate models were trained for 200 epochs in each cross-validation fold. The models yielding the best validation loss were chosen for performance evaluation on the test sets.

5. Results and discussion

The experimental results are depicted in Figs. 3 and 4. An initial application of the Shapiro-Wilk test \cite{35} on the resulting DoA errors rejected the null-hypothesis of normally distributed samples. Hence, the one-sided Mann-Whitney–U test \cite{36} was used to assess statistically significant differences in DoA error between the proposed PILOT framework and the three baselines.

The results indicate that the proposed PILOT framework outperforms all three baseline methods in terms of DoA error with statistically significant differences in all evaluation scenarios. Notably, all methods that incorporate temporal context via either RNNs or transformers yield improved performance over the CNN baseline. However, it has to be taken into account here that the CNN baseline has significantly fewer parameters than the other models. A direct comparison between ADRENALINE and PILOT reveals that, even though both models have nearly the same capacity in terms of trainable parameters, the transformer-based PILOT framework consistently outperforms the RNN-based baseline model. This finding provides empirical evidence that transformers can be successfully applied to SEL tasks on the datasets evaluated in this study. Additionally, PILOT comes up with estimation uncertainties, which none of the other frameworks is able to provide, cf. Fig. 1.

In terms of frame recall, the proposed PILOT model yields significantly better results than the modified SELDNet and ADRENALINE baselines on the evaluated datasets. All frameworks show a similar drop in performance for estimating the number of sound events in reverberant environments. This indicates that reverberation entails a challenge for distinguishing between concurrent sound events, even though temporal context is explicitly utilized by the proposed PILOT system.

6. Conclusion and outlook

In summary, the results presented in this work provide a first promising perspective on how transformer-based models can be exploited for SEL tasks. The proposed PILOT framework shows that such models contribute to beneficial performance in SEL tasks compared to RNN-based systems. Moreover, a differentiable probabilistic localization output stage based on a linear Gaussian system was introduced that provides a means to estimate uncertainties for deep learning-based sound event localization. Future work might focus on incorporating these uncertainties into suitable applications and evaluating their benefits to tasks related to, e.g., decision making.
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