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Abstract
Purpose Cone-beam computed tomography (CBCT) has been widely applied in dental and maxillofacial imaging. Several dental CBCT systems have been recently developed in order to improve the performance. This study aimed to evaluate the image quality of our prototype (YMU-DENT-P001) and compare with a commercial POYE Expert 3DS dental CBCT system (system A).

Methods The Micro-CT Contrast Scale, Micro-CT Water and Micro-CT HA phantoms were used to evaluate the two CBCT systems in terms of contrast-to-noise ratio (CNR), signal-to-noise ratio (SNR), uniformity (U), distortion, and linearity in the relationship between image intensity and calcium hydroxyapatite concentration. We also fabricated a proprietary thin-wire phantom to evaluate full width at half maximum (FWHM) spatial resolution. Both CBCT systems used the same exposure protocol, and data analysis was performed in accordance with ISO standards using a proprietary image analysis platform.

Results The SNR of our prototype system was nearly five times higher than that of system A (prototype: 159.85 ± 3.88; A: 35.42 ± 0.61; p < 0.05) and the CNR was three times higher (prototype: 329.39 ± 5.55; A: 100.29 ± 2.31; p < 0.05). The spatial resolution of the prototype (0.2446 mm) greatly exceeded that of system A (0.5179 mm) and image distortion was lower (prototype: 0.03 mm; system A: 0.285 mm). Little difference was observed between the two systems in terms of the linear relationship between bone mineral density (BMD) and image intensity.

Conclusions Within the scope of this study, our prototype YMU-DENT-P001 outperformed system A in terms of spatial resolution, SNR, CNR, and image distortion.
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1 Introduction
1.1 Cone-Beam Computed Tomography

Since it was first developed in the late 1990s, cone-beam computed tomography (CBCT) has been widely used to obtain multi-planar views of targeted anatomical or abnormal structures in dental and maxillofacial imaging [1, 2]. A number of researchers have concluded that CBCT is comparable to multi-slice computed tomography (MSCT) in terms of image quality and the visibility of structures, while providing superior bone segmentation performance [3–5]. In clinical practice, the quality of these images can be assessed in terms of visibility, such as the ability to differentiate between tissue types, the ability to detect root fractures or bone fractures, and the ability to identify instances of pathology, cortical bone thickness, and the structure of trabecular
bone. Dental image quality can also be measured quantitatively in terms of spatial resolution, contrast sensitivity, and noise [6, 7]. Note that these factors are inter-dependent and should always be considered together in assessing image quality.

1.2 Quantitative Assessment of Image Quality

Image quality can be defined by many factors as imaging hardware, exposure settings, image acquisition and image reconstruction [6]. Spatial resolution indicates the ability to distinguish between small discrete objects or structures, which appreciates the fine details in an image. Some authors have described spatial resolution as the degree of sharpness determined by the two-dimensional detector (size, number and spacing of detector elements), the three-dimensional reconstruction process, the size of the X-ray focal spot, the source-object-detector distances, reconstruction filter, and reconstructed voxel size [6–8]. Spatial resolution is particularly important when dealing with highly complex anatomic structures and fine imperfections in the dental maxillofacial region (e.g., periodontal ligament gap, root fractures, and bone fractures).

Contrast in radiographic imaging indicates the ability to differentiate various material types which having different attenuation coefficients. Image contrast is determined by many factors as the contrast of physical objects or materials, exposure factor, the bit depth of the reconstructed image, and the display settings (e.g., window level) in the image visualization stage [7]. Compared to conventional medical CT systems, which have a very high contrast sensitivity, CBCT systems perform poorly in measuring mineral density and differentiating between soft tissue types [9]. The grey scale in CBCT is also represented using intensity values, unlike the CT contrast scale used in conventional CT system [10]. Moreover, manufacturers differ in their reported image pixel values, which makes it difficult to obtain quantitative comparisons in term of contrast sensitivity.

Image noise in CT images refers to random variability in voxel values, which manifests as graininess compromising the visibility of objects comprising low-contrast tissue. Noise levels can be reduced by altering the exposure settings, including the scanning time, tube amperage, and kilovoltage peak. During the reconstruction stage, it is also possible to use smoothing filters to reduce noise. However, in most practical situations, image quality is determined primarily by the lesion-to-background contrast, which relates more strongly to contrast-to-noise ratio (CNR) and signal-to-noise ratio (SNR) than to image noise [11].

In this study, we compared the quality of images acquired using two CBCT systems: POYE Expert 3DS dental CBCT (Taipei, Taiwan) (system A) and a prototype system developed by the Department of Biomedical Imaging and Radiological Sciences – National Yang Ming Chiao Tung University, Taiwan (YMU-DENT-P001).

2 Materials and Methods

2.1 Phantoms and Image Acquisitions

Four phantoms were utilized to obtain quantitative assessments of image quality: QRM Micro-CT water phantom, QRM Micro-contrast Scale phantom, Micro-CT HA phantom (QRM Quality Assurance in Radiology and Medicine GmbH, Möhrendorf, Germany) and a thin-wire phantom fabricated in the current study (Table 1).

In both CBCT systems, the phantoms were scanned under the same exposure conditions: tube voltage (60 kVp) and tube current (2 mAs) with the phantoms placed at the isocenter. Technical differences between system A and Prototype YMU-DENT-P001 are listed in Table 2.

2.2 Method of Analysis

Acquired data was processed using an analysis platform designed by our lab in accordance with ISO15708-2:2002, pertaining to the interpretation of CT non-destructive images [13]. The CT image analysis protocol included five steps:

- Setting the format for input data and defining the volume of interest (VOI);
- Adjusting the window level to ensure that images displayed by the two systems are comparable;
- Image viewer adjusted to central or nearly central slices;
- Analysis function setup, including a list of analytic options;
- Exporting results.

The parameters used to describe image quality included signal-to-noise ratio (SNR), contrast-to-noise ratio (CNR), uniformity (U), distortion (roundness, diameter), linearity, and spatial resolution.

2.2.1 SNR, U, and Distortion (Roundness and Diameter)

The water phantom was used to calculate SNR, U, and distortion. The central or nearly central slices of the phantom was used in analyzing the region of interest (ROI). Five featureless circular ROIs were chosen in which the diameter of each ROI accounted for 20% of the diameter of the phantom (Fig. 1).

SNR was determined as the ratio of the average and standard deviation of all pixel intensity values in each ROI in accordance with ISO15708-2:2002 [13].
| Phantom                        | Description                                                                 | Contained materials       | Purpose of use                  |
|-------------------------------|-----------------------------------------------------------------------------|----------------------------|--------------------------------|
| QRM Micro-CT water phantom    | A-A (1:1) cavity for air bubbles with distilled water.                       | Distilled water           | SNR U Distortion               |
| QRM Micro-CT Contrast Scale phantom | HA concentration of 5 cylindrical inserts: 0, 100, 200, 400, 800 (mg HA/cm³) | 1387 mg HA/cm³ 9 ml Iodine/cm³ | CNR                           |
| QRM Micro-CT HA phantom      | HA concentration of 5 cylindrical inserts: 0, 100, 200, 400, 800 (mg HA/cm³) | HA concentration of 5 cylindrical inserts: 0, 100, 200, 400, 800 (mg HA/cm³) | Linear relationship between BMD and intensity |
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The uniformity (U) of each ROI was expressed as follows:

\[
U_{\text{ROI}(i)} = \left( \frac{\mu_{\text{max}} - \mu_{\text{min}}}{\mu_{\text{max}} + \mu_{\text{min}}} * 100\% \right), \text{from 1 to 5}
\]

\[
U = \frac{\sum_{i=1}^{5} U_{\text{ROI}(i)}}{5}
\]

where \(\mu_{\text{max}}\) and \(\mu_{\text{min}}\) respectively indicate the maximum and minimum pixel intensity values. The average U value of the five ROIs was then calculated. The lower of U value, the better uniformity of the image.

Diameter was determined as the circumference of the ROI around its outline (Fig. 1).

As shown in Fig. 2, image deformity was defined in terms of roundness, which was measured in accordance with the out-of-roundness standard ANSI-B89.3.1 [14], as follows:

\[
\text{Roundness} = \left| d_{\text{max}} - d_{\text{min}} \right|
\]

### 2.2.2 Linearity in the Relationship Between Image Intensity and Density

The QRM Micro-CT HA phantom includes five cylindrical inserts differing in HA concentration (0, 100, 200, 400 and 800 mg HA/cm³). For each HA concentration, the ROI is a homogenous area within the test cylinder, accounting for 90% of the circular reconstructed area. The ROI diameter of the prototype was 49 pixels (4.704 mm) and the diameter of system A was 38 pixels (4.75 mm) (Fig. 3). The range and mean pixel value of each ROI were recorded.

A comparison of the two systems was performed by pre-scanning the HA phantom using a GE Discovery 670 CT scanner (GE Healthcare, Milwaukee, USA) to obtain reference HU values. Note that we used axial view with open view to obtain 60–120 kVp CT data. Two linear regression functions were performed in accordance with the known BMD and clinical HU value to characterize the relationship between BMD and HU as well as the intensity.

\[
\begin{align*}
\{ \text{HU} = y + 1024 = a \times \text{intensity} + b \\
\text{intensity} = c \times \text{BMD} + d
\end{align*}
\]

To the same BMD phantom, we applied the linear transfer and inverse transfer to normalize the values for comparison.
The final comparison was conducted using plots of intensity versus HU.

### 2.2.3 Contrast-To-Noise Ratio (CNR)

Central slices of the reconstructed QRM contrast-scale phantom were chosen. The ROI diameter was 52 pixels (4.992 mm) in the prototype system and 40 pixels (5 mm) in system A. We calculated average intensity values in the center (blue circle) as well as the background (red circles). CNR values are expressed in accordance with ISO15708-2:2002 standards (Fig. 4):

\[
CNR = \frac{\mu_{ROI} - \text{mean}(\mu_{ROI})}{\sqrt{\sigma_{ROI}^2 + \text{mean}(\sigma_{ROI}^2)}}, \text{ for } i \text{ from 2 to 5}
\]  

(7)
2.2.4 Spatial Resolution

As shown in Table 1, we created a proprietary wire phantom which comprised wires of various thicknesses running parallel to the axis of rotation and held in place using epoxy resin. The wires were laid out in a cross-shaped pattern. Five wires of various thicknesses were arranged from left to right along horizontal axis as follows: 160, 120, 100, 140, 180 µm. The resolution is better in central than in peripheral region, so we put the smallest wire (100 µm) in the center and keep the same-size wires along the vertical axis. Our objective was to perform the point spread function (PSF) based on the distribution of CT pixel values vertically and horizontally along the midline of the reconstructed image. Gaussian fitting was then used to calculate the full width at half maximum (FWHM). The mean spatial resolution was obtained by averaging five FWHM values along the vertical axis (Fig. 5).

2.3 Statistical Analysis

Each measurement was obtained by repeating this procedure in 10 continuous reconstructed slices in the central region. A t-test was used to assess differences between the two CBCT systems. Results were considered statistically significant at $p < 0.05$. Statistical analysis was performed using R Statistical software, version 3.3.3.
3 Results

3.1 SNR, U, Distortion, and CNR

Table 3 lists our analysis results. The CNR obtained from the prototype system exceeded that of system A by more than three times. The SNR and U obtained from the prototype system were significantly higher than those of the commercial system A (p < 0.05). These results demonstrate that the YMU-DENT-P001 prototype outperformed the commercial system in terms of noise.

Fig. 5 The spatial resolution evaluation of the proprietary wire phantom: The horizontal direction is to evaluate FWHM from different wire thicknesses (from left to right: 160, 120, 100, 140, 180 μm) and the vertical direction is to calculate the mean value of spatial resolution (same 100 μm wires)

Table 3 Comparisons of image quality between two systems and factors related [13, 14]

| Factor                  | System A | Prototype YMU-DENT-P001 | Can be affected by                                                                 |
|-------------------------|----------|-------------------------|------------------------------------------------------------------------------------|
| CNR*                    | 100.29 ± 2.31 | 329.39 ± 5.55          | Dynamic range of the detector, exposure factors, bit depth, display setting, graphic card's quality, noise, artifacts |
| Linearity (R)           | 0.99992  | 0.99928                 |                                                                                   |
| SNR*                    | 35.42 ± 0.61 | 159.85 ± 3.88          | Three sources of noise:                                                            |
| Uniformity (U)*         | 30.59 ± 2.32 | 36.34 ± 0.35           | • Quantum noise;                                                                   |
|                         |          |                        | • Electronic noise;                                                                |
|                         |          |                        | • Noise introduced by the reconstruction process                                   |
| Spatial resolution*     | 0.5179 mm | 0.2446 mm              | Be affected by intensity of X-ray source, circuit, detector design, number of projections, exposure time, reconstruction algorithm, etc |
| Diameter difference*    | 1.59 ± 0.04 mm | 1.14 ± 0.005 mm         | Distortion correction, center of rotation correction, flat field correction, position of the reconstructed slice, radiation beam geometry, reconstruction algorithm, the overlap of treatment and imaging center |
| Distortion*             | 0.285 ± 0.003 mm | 0.03 ± 0.002 mm        |                                                                                   |

*p < 0.05. CNR: Contrast-to-noise ratio; SNR: Signal-to-noise ratio

The actual diameter of the phantom was 32 mm; however, the sizes estimated using reconstructed images from the edge of the phantom varied as follows: system A (33.5903 ± 0.004 mm) and prototype system (33.1437 ± 0.005 mm). The roundness distortion of the prototype (0.03 mm) was significantly lower than that of system A (0.285 mm) (p < 0.05).
3.2 Linearity in the Relationship Between Image Intensity and Density

The correlation coefficients between image intensity and bone mineral density (BMD) in both systems was close to 1.0 (Fig. 6). The linear transfer function described in Eq. (5) can be used to translate grey-scale levels to HU for both systems.

3.3 Spatial Resolution

Figure 7a and b respectively present reconstructed images of the proprietary wire phantom used in the prototype and system A. We can clearly see nine points along the two-axes in the shape of a cross. The profile in the horizontal direction presents five PSFs of wires measuring 160, 120, 100, 140, and 180 µm. The profile in the vertical direction presents PSFs of five wires of the same size (100 µm) by which to derive the mean spatial resolutions. The mean spatial resolution (FWHM) of the prototype was superior to that of system A (p < 0.05), as shown in Table 4.

4 Discussion

In this study, we selected several high-precision test phantoms of tissue or water equivalent materials with known characteristics. This made it easy to perform constancy and acceptance tests on the CT imaging systems. QRM Micro-CT Water, QRM Micro-contrast scale and Micro-CT HA are manufactured specifically for standardizing two or more CT imaging systems. We also created a proprietary wire phantom using a 3D-printer equipped with small acupuncture needles. We selected the smallest needle (100 µm) as this is smaller than the smallest reported voxel size of system A (125 µm) and at the voxel size limit of the prototype.
The phantom was small enough to ensure that it remained entirely within the field of view, thereby eliminating artifacts related to truncation and errors in voxel density values. The objective assessment of image quality using reproducible parameters such as SNR, CNR, U, distortion, and spatial resolution helps simplify the work of technicians involved in quality control of CBCT and researchers in comparing different systems [15].

The optimization of CT systems in accordance with the intended applications is inevitably a trade-off between resolution, noise, exposure settings, the speed of the acquisition stage, and cost. The noise that degrades radiographic images can be traced to a variety of sources: (1) quantum noise corresponding to the inherent randomness in the emission and detection of photons; (2) electronic noise related to circuitry in the image acquisition stage; and (3) noise introduced during the reconstruction process [14]. The relative amount of noise can be reduced by increasing X-ray exposure and maximizing the SNR when adjusting the source energy [13]. In the current study, we sought to eliminate the effects of source energy and window display settings in our comparison of image quality. The size of the detector elements in the two systems was not far different: system A (0.15 mm) and prototype (0.139 mm). This difference corresponds to 7.3% better for the prototype system. Nonetheless, the SNR of the prototype exceeded that of system...
A by five times. This means that individual detectors in the prototype system detected the optimal number of photons to reduce noise, which demonstrates the efficiency of hardware set-up (X-ray tube or detectors) and operation system of the prototype.

Our results from the prototype YMU-DENT-P001 revealed the benefits of hardware improvements as well as the effectiveness of image processing, including denoising and artifact reduction. Our prototype system uses a number of correction methods developed for X-ray spectra, HU calibration, and artifact reduction (Table 2). However, denoise can result in blurring and make the reconstructed circle become enlarged. For that reason, the diameter of reconstructed image from the edge of the phantom is higher than the actual diameter of the phantom. The prototype system presented the size and geometry of captured structures with a higher degree of accuracy, due perhaps to a smaller voxel size. The effectiveness of the prototype reconstruction and image processing software was further demonstrated by the high degree of contrast, which can be so easily compromised by noise reduction or filtering algorithms.

The SNR values suggest that the distribution of pixel values in the prototype was more convergent in the prototype system than in system A. Nonetheless, the presence of many pixel value outliers affected the U value. Note that despite lower SNR values, system A demonstrated superior performance in terms of U. Nevertheless, the standard deviation of U values among axial slices revealed considerable uniformity (0.35) across the axial planes of the prototype, far exceeding that of system A (2.32).

CNR is a quantitative measurement of low-contrast resolution, indicating the system’s ability to differentiate a signal from the background, such that a higher CNR value indicates superior performance in differentiating among tissue types. The correlation coefficient between HA concentration and pixel value did not vary between the systems ($R \approx 1$); however, the prototype system outperformed system A in terms of CNR, probably due to superior control over noise. This means the recognition performance of the prototype was better when the background and structures presented a similar attenuation coefficient.

The size of the ROIs used for the analysis of SNR, U, and CNR was carefully selected. Our aim was to make it large enough to eliminate the effects of local inhomogeneity and small enough to limit the effect of artifacts. In testing the linearity of the attenuation coefficient, we limited the size of the ROIs chosen in each cylinder to avoid the blurring of edges. The prototype system also outperformed system A in resisting deformation. The processes of distortion correction or center of rotation correction might be applied differently. However, such methods are beyond the scope of current study. Other factors related to X-ray tube quality, artifacts (X-ray scatter, ring artifact, beam-hardening, truncation, mental artifact) should also be considered in future studies.

Spatial resolution is a system-level performance metric affected by the size of the detector element, the size of the focal spot, and the source to detector distance as well as the methods, filters, and voxel size used in reconstruction [6]. The two systems did not differ considerably in terms of detector element size or focal spot size. The superior spatial resolution of the prototype (0.2446 mm) compared with system A (0.5179 mm) can perhaps be explained by the SOD/OID ratio: prototype (2.26) vs. system A (2.05). It might also be attributed to the fact that the source-to-detector distance of the prototype (620 mm) exceeded that of system A (520 mm), thereby permitting higher geometric magnification. The use of modulation transfer function (MTF) to quantitatively assess the spatial resolution of CBCT systems could be used to verify that the values obtained in real-world clinical environments are consistent with the values reported by the manufacturer.

### 5 Conclusions

Within the scope of the current study, the proposed system and system A both presented acceptable image quality; however, the prototype outperformed system A in terms of SNR, CNR, spatial resolution, and distortion. The proprietary phantom fabricated in this study suggests a simplified approach to phantom design for the periodic assessment and quality control of CBCT systems.
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