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Abstract—Usually, entity relation recognition systems either use a pipe-lined model that treats the entity tagging and relation identification as separate tasks or a joint model that simultaneously identifies the relation and entities. This paper compares these two general approaches for the entity relation recognition. State-of-the-art entity relation recognition systems are built using deep recurrent neural networks which often does not capture the symbolic knowledge or the logical constraints in the problem. The main contribution of this paper is an end-to-end neural model for joint entity relation extraction which incorporates a novel loss function. This novel loss function encodes the constraint information in the problem to guide the model training effectively. We show that addition of this loss function to the existing typical loss functions has a positive impact over the performance of the models. This model is truly end-to-end, requires no feature engineering and easily extensible. Extensive experimentation has been conducted to evaluate the significance of capturing symbolic knowledge for natural language understanding. Models using this loss function are observed to be outperforming their counterparts and converging faster. Experimental results in this work suggest the use of this methodology for other language understanding applications.

I. INTRODUCTION

Entity relation recognition is one of the key tasks in natural language understanding which is beneficial to many other tasks such as Question Answering and Knowledge base population. The approaches that are used to solve this problem can be divided into two categories 1) pipeline approaches, treating entity labeling and relation extraction tasks separately 2) joint entity and relation extraction. It is argued in the previous works [1] that the joint approaches are beneficial compared to the pipeline approaches. The pipeline approaches face issues with loss propagation between two tasks. For example, knowing that the relation is kill, it is easier to recognize the two entities involved as of person category. These two tasks are mutually cooperative as one increases the confidence of prediction in another task. We have built models and conducted experiments to compare results from both the approaches. State-of-the-art joint models are built using recurrent neural networks to encode the contextual information in the input sequence. The current state-of-the-art models [3], [1], [5] for joint entity relation extraction are a combination of Bidirectional LSTM units and NLP techniques. [3] used LSTM networks for entity identification and a separate tree-based LSTM network for relation extraction. So, their model was heavily dependent on the accuracy of dependency parser to generate parse trees. [1] solved this problem without dependency trees using attention in the LSTM model. The drawback of this approach is that it assumes the mutual exclusion of a word in relation classes. [5] solved this drawback by treating it as a multihead selection problem and jointly extracted entities and relations.

All of these approaches lack a mechanism that captures the symbolic knowledge that the problem possess. A relation like kill can only exist between two entities that are of type person. A relation like birthplace is only between a person entity and a location entity. The primary motivation behind our work is to effectively capture the symbolic knowledge in the form of Boolean logic constraints to achieve a guided training and learning of the model. With these additional constraints in the form a loss function, the convergence of the model could be achieved in less number of epochs and the model performance could be enhanced. This work does extensive experimentation to realize the importance of constraint formulated loss for entity relation recognition.

Semantic Loss proposed in [2] is an efficient approach to augment the deep learning approaches with symbolic knowledge. It is a measure of how good the network is in satisfying the output constraints. We have used the semantic loss to improve the performance of our joint entity relation extraction model. We have also incorporated semantic loss in our named entity recognition model to evaluate the significance of this loss function for one hot encoding type constraints. The contributions of our work are twofold. 1) Developed efficient models for joint entity relation extraction. 2) Evaluated the importance of symbolic knowledge for natural language understanding tasks.

The rest of this paper is organized as follows. In section 2, we present the previous works in this domain followed by the description of statistics of the dataset used in this work in section 3. Section 4 details the methodology adopted including the model architectures and their variations. We present our experimental results and discussion in section 5 followed by conclusion in section 6.

II. RELATED WORK

The problem of joint entity relation extraction has been studied extensively in the past. There are broadly two different approaches that are taken to solve this problem. First, the problem is divided into two sub problems, Named Entity Recognition and Relation Extraction, each to be solved separately. Second approach is to jointly learn and extract the entities by treating it as an end-to-end application.

A. Named Entity Recognition

Named Entity Recognition (NER) is the first task to be solved in the end-to-end relation extraction problem. Earlier
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approaches to solve this problem relied heavily on hand-crafted features using Conditional Random Fields [6], Maximum Margin Markov Networks [7] Support Vector Machines for structured output [8]. [9] used Hidden Markov Models to tag the entities of words in the sequence.

Recently, neural approaches have been performing well on the publicly available NER datasets. [4] have proposed a neural model that consists of a Bidirectional LSTM to extract word level embeddings, a convolutional neural network to obtain character level representations of words and these two representations are combined and processed with a CRF layer to find the most probable entity type for every word in the sentence. This architecture solves the problem by treating it as end-to-end without the help of hand engineered features. [10] have also proposed a neural architecture like the one in [4] except that their architecture does not use a convolutional neural network for extracting character level representations. They have also proposed a transition based chunking model that treats input as a sequence of chunks and labels them using an algorithm similar to transition based dependency parsing. These methods achieve state-of-the-art performance on NER problem.

B. Relation Extraction

Relation extraction is the second step in this task. Similar to NER, relation extraction is also used to be solved with the help of hand-crafted features. [11] has employed maximum entropy models to combine the extracted lexical, syntactic and semantic features from the text. [12] pointed out the problems with long range dependencies using feature-based techniques and proposed a kernel-based evaluation for extracting relations. They have defined kernels over the text representations and used them in conjunction with support vector machines and voted perceptron algorithms to extract relations. Recently, neural approaches are outperforming previous approaches for this task. [13] have proposed a Convolutional Neural Network combined with a pairwise ranking loss function to extract relation between the target nominals. They showed that their approach outperforms the hand-crafted feature-based approaches and this is more effective than the CNN with a softmax. [14] have proposed a recurrent neural network which is an LSTM coupled with the shortest dependency path information between two entities. They have also used a custom dropout strategy to avert the problem of overfitting. [15] proposed a novel neural model that is a combination of both the convolutional and recurrent neural networks which is trained by a simple voting scheme. This model achieved the state-of-the-art performance for the relation classification problem. All these approaches have performed well and eliminated the need to use the hand-crafted features.

C. Joint Entity and Relation Extraction

Most of the approaches that identify the entities and relations among them jointly rely heavily on the external NLP tools such as POS taggers, dependency parsers etc. [16] have proposed a table-based representation of entities and relations and their approach is based on an inexact search on the table. They have used various feature engineering techniques to solve the joint entity relation extraction. The problem with these approaches are that they do not scale well to novel applications, languages and also increase the computational complexity.

Recently, neural approaches are well studied and observed to outperform the feature-based approaches for joint entity-relation extraction. [3] proposed a neural model that is a stacking of bidirectional tree structured LSTM on bidirectional sequential LSTM. The purpose of the model is to jointly extract the word level information along with the dependency tree structure information. [17] solved this problem using globally normalized convolutional networks. They used a convolutional neural network in conjunction with a linear chain conditional random field to predict the sequence of entities and relations among them at the same time. Their experiments revealed that global normalization is better than local normalization using a softmax. [1] have proposed a novel neural architecture based on incremental learning and embeddings of labels for joint entity relation extraction. Their model uses an attention-based LSTM which does not need dependency tree structure information. Their model also uses pointer generator networks for determining relations between entities. [5] defined this as a multihead selection problem using a sigmoid loss to obtain multiple relations that are not mutually exclusive. They used a CRF loss for the NER component. These neural approaches revealed that the joint learning for entity and relations is better than the pipelining approaches. None of the previous works have encoded the problem constraint knowledge into a loss function. We have taken this approach to verify the symbolic knowledge usefulness to natural language understanding tasks.

D. Description

This dataset is obtained from the Cognitive Computation Group’s Entity and Relation Recognition Corpora[18]. The dataset is given as a single text file that contains entity and relation information about the sentences in the dataset. Each sentence is represented as a block of lines where each line corresponds to a word in the sentence. The information such as the part of speech of the word and the entity are described in the line corresponding to that word. Followed by this block, several lines follow that indicate all the existing relations between entities in the sentence. Meaningful columns in the block of a sentence are:

| O | O | D | IN | IN | NE/LOC | x | O |
| D | O | O | I | MP | DT | SM | NE/LOC | x | O |
| D | O | O | I | M | IN | beam | NE/LOC | x | O |
| D | O | B-Look | O | M | ISA | beam | NE/LOC | x | O |
| D | O | O | B-Comp | O | M | ISA/ISA | beam | NE/LOC | x | O |
| D | O | O | B-Con | O | M | ISA | beam | NE/LOC | x | O |
| D | O | O | B-Doc | O | M | ISA/ISA | beam | NE/LOC | x | O |
| Avgl | B-Loc | O | M | ISA/ISA | beam | NE/LOC | x | O |
| O | O | O | I | MP | ISA/ISA | beam | NE/LOC | x | O |
| O | O | O | I | MP | ISA | beam | NE/LOC | x | O |
| Avgl | B-Con | O | M | ISA | beam | NE/LOC | x | O |
| O | O | O | O | D | IN | beam | NE/LOC | x | O |
| O | O | O | O | B-Con | O | M | ISA | beam | NE/LOC | x | O |
| 5 | 9 | B-Interp
1) Entity class label (B-Unknown, B-Peop, or B-Loc, which means other entity, person, location)
2) Element order number
3) Part-of-speech tags
4) Words

The format of a relation descriptor is:
1) First field denotes the location of first entity in the sentence
2) Second field denotes the location of second entity in the sentence
3) Third field denotes the relation between the two entities (e.g. kill or birthplace)

The figure shows all rows and columns in the table for a sample sentence in the dataset.

To understand the dataset distribution, analysis of the dataset is performed. The dataset consists of 928 instances or sentences each containing multiple entities and relations among them. There are a total of 467 relations in the dataset, out of which 268 belong to kill type and 199 belong to birthplace relation shown in figure 2. 764 entities in the dataset belong to type B-Peop (people), 425 entities are of type B-Loc (location) and 515 belong to B-Unknown (unknown) type shown in figure 3. This dataset is used to train, validate, and test the models developed in this work.

IV. METHODOLOGY

In this section, the developed model architectures and their variations are discussed. We used the dataset obtained from cognitive computation group in our experiments. We present three models developed to tackle different problems such as 1) Named Entity Recognition, 2) Relation Extraction and 3) Joint Model.

A. Named Entity Recognition

This is modeled as a sequence labeling problem where each word has to be tagged with a particular entity label. The input to the model is a sentence containing a series of words and the model produces a tag sequence as output that correspond to the entity tags. The devised model consists of several layers with the first being the embedding layer followed by a Bidirectional LSTM encoding layer and a conditional random field at the end to identify the most probable tag for that word.

Embedding Layer is responsible for mapping each word or token in the sequence to a vector representation. We initialized the embedding weights with Glove pretrained embeddings on Wikipedia dataset comprising of 6B tokens. The loss backpropagates until this layer and weights are updated on each epoch. As the training progresses, the embedding layer weights are adjusted to produce more accurate vector representations for input words. 50 dimensional vector representations are obtained from this layer. These vector representations are propagated forward in the neural network to the upper layers. The experiments prove that initializing the embedding weights with pretrained embeddings results in a better performance.

Next layer in the model is a Bidirectional LSTM, which is a Recurrent Neural Network that capture time dynamics. LSTM is used to model sequence data and to capture long term dependencies. LSTM consists of three multiplicative gates that control the information to be passed on by which it
solves the gradient vanishing problem. Bidirectional LSTM is capable of encoding the information from past context and future as well due to its bidirectional nature. In a unidirectional LSTM, the hidden state takes information only from the past. Bidirectional LSTM considers the sequence in both directions and the final output is a concatenation of both the hidden states. The word representations coming from the embedding layer are fed into the Bidirectional LSTM units that produces a vector for each token in the sequence in which the contextual information is encoded. The model architecture BiLSTM based neural model is shown in figure 4.

1) **Conditional Random Field:** To the model described above, we added a conditional random field at the end to enhance the overall performance of the model. Conditional Random Fields are used to decode the labels jointly by considering the neighborhood. It is beneficial to consider the context of labels when predicting the label of the current token. For an input sentence

\[ X = (x_1, x_2, ..., x_n) \]

Let us consider \( A \) to be the matrix of scores generated from the BiLSTM neural model with softmax. So, given that the input length of the sentence is \( n \), and number of distinct tags is \( k \), the dimensions of \( A \) would be \( n \times k \), with \( A_{ij} \) corresponding to the score of the \( i \)th word having the \( j \)th tag. For an output sequence

\[ y = (y_1, y_2, ..., y_n) \]

We define the linear chain CRF score

\[ s(X, y) = \sum_{i=0}^{n} T_{y_i, y_{i+1}} + \sum_{i=1}^{n} A_{i, y_i} \]

where \( T \) is a transition matrix with \( T_{ij} \) representing the score of transition from \( i \)th tag to \( j \)th tag with \( y_0, y_n \) being the special start and end states. Now instead of local softmax we take a global softmax over the entire output sequence:

\[ p(y | X) = \frac{e^{s(X, y)}}{\sum_{\tilde{y} \in Y_x} e^{s(X, \tilde{y})}} \]

and during the training we maximize the log-probability of the correct sequence. Softmax layer would take a greedy approach in assigning the labels to tokens by assuming that they are independent of their locality. But for tasks like NER and POS tagging, the independence assumption is not true and a CRF layer improves accuracy compared to Softmax. The output vectors from LSTM units in the previous model are fed to the CRF layer. CRF predicts the most probable entity tag sequence for tokens in the input.

**Fig. 5. Neural Model for Relation Extraction**

**B. Relation Extraction**

For the relation extraction, we assumed that the entity boundaries are known to us. The input to our model is a sentence in which the entity boundaries are marked and only two entities are considered in one instance. If the input sentence has multiple instances, then it is decomposed into multiple combinations and relation between the two entities is encoded appropriately. The output would be one among three categories, no relation, Kill or Birthplace, that precisely identifies how the two entities are related to each other. We used a Bidirectional LSTM to encode the contextual information present in the sentence and extracted the output from the last unit of the network. This output encodes the forward and backward information in the sentence until the last token. This input is fed to a dense feed forward neural network followed by a softmax that predicts the relation category between the entities. Dropout layer has also been added to prevent overfitting. The model architecture is shown in figure 5. The components of this model are similar to the model in NER with the embedding layer followed by a BiLSTM and a softmax at the end.

**C. Joint Entity Relation Extraction**

Inspired from previous works that tackled the problem jointly rather than with a pipelining approach, we developed a model architecture that is an end-to-end entity relation recognition system. For simplicity, we assumed that there are only two entities in an input sentence that needs to be categorized and one relation between the entities to be recognized. If an input sentence consists of multiple
The speculation behind using a separate CNN for producing the sentence representations is the CNN weights in the first case are trained and adjusted to provide a representation that captures the entity labels effectively which is different from the requirement in the second case where relation is predicted. The results from the experiments verified our speculations. We have used BiLSTMs instead of CNN in the model architecture and presented the difference in results in the next section.

D. Semantic Loss

(Xu et al., 2018) proposed, semantic loss, a novel methodology for using symbolic knowledge in deep learning. This symbolic knowledge takes form of a Boolean logic constraint. Semantic Loss function enforces logical constraints in a deep learning problem to effectively guide the network train to satisfy the output constraints. The constraint can be as simple as a one hot encoding in output or complex such as ranking or path in graphs. The primary motive behind the semantic loss is to improve the learning performance using the symbolic knowledge. Most end-to-end deep learning systems fail to capture the symbolic knowledge while keeping the model differentiable. The advantage with the semantic loss is that it is differentiable and precisely capture the meaning in the constraints. The semantic loss is treated as an addition to the usual loss functions such as categorical cross entropy. The semantic loss \( L(\alpha, p) \) of a propositional constraint \( \alpha \), is formally defined over the variables \( X = X_1, X_2, \ldots, X_n \) and the probabilities \( p \) over the variables \( X \). Semantic loss can be formulated as follows:

\[
L^s(\alpha, p) \propto -\log \sum_{x:|x|=X_1} \prod_{i:x_i=X_i} p_i \prod_{j:x_j=X_j} (1 - p_j)
\]

We have applied semantic loss function to our models in Named Entity Recognition and Joint Entity Relation Extraction. Semantic Loss application to NER falls into one hot encoding case where we enforce a constraint that only one entity label should be predicted as output. This loss function is used along with cross entropy or CRF to effectively guide the model learning.

\[
L^s(\text{exactly} \cdot \text{one}, p) \propto -\log \sum_{i=1}^{n} p_i \prod_{j=1, j \neq i}^{n} (1 - p_j)
\]
In the joint model where the entities and relation between them is recognized jointly, the loss is based on logical constraints. The intuitions behind developing constraints are as follows. Kill relation can only exist between two persons. In other words, the relation kill between two entities implies that the two entities are of type person. Similarly, the birthplace relation can exist only between a person and a location. In other words, the relation birthplace between two entities implies that one of the two entities is a person and the other belongs to type location. The ordering between entities is fixed to avoid relation classification of converse statements based on the actual order. The mathematical notation of semantic loss for birthplace relation is shown below.

$$L^s(birthplace, p) \propto -\log(r_{birthplace} + r_{birthplace} \times e_{1\text{person}} \times e_{2\text{location}}) \ (1)$$

Where $r_{birthplace}$ represents the probability of relation birthplace between the two entities and $e_{1\text{person}}$ and $e_{2\text{location}}$ represent the probability of the respective entities with first being person and second being location.

Our joint model produces three different outputs at the end, entity type of first word, entity type of second word and the relation between them. These constraints are applied over the probability values resulting from the three penultimate output layers that comprises our semantic loss. Our final loss function is the Semantic loss added with the categorical cross entropy loss.

$$final\text{loss}=\text{categorical} \text{loss}+\lambda(\text{semantic} \text{loss})$$

The loss is back propagated to all components in the model and respective weights are adjusted. We show the effectiveness of using semantic loss in the results section.

V. RESULTS AND DISCUSSION

We evaluated the models presented in the previous section with the dataset obtained from the cognitive computation group. All of the models are trained with and without semantic loss which enables us to compare the importance of semantic loss for entity relation extraction. We divided the dataset into 80% train and 20% test splits. For the BiLSTM model we built for NER, we achieved an F1 score of 0.638 without using the CRF layer. As speculated, the addition of CRF layer has improved the F1 score to 0.645. The global normalization is beneficial for sequence tagging tasks as concluded by our results. The model built for relation extraction has an F1 score of 0.631. We presented two scores for our joint model, one belongs to the entities and other belongs to relations. We obtained an F1 score of 0.73 which is the average F1 score of prediction for first and second entities in our model. In our experiments, we modified the architecture by replacing BiLSTM with CNNs in our network. This modification turned to be a bit more accurate for entity classification. It resulted in an F1 score of 0.746. In the next row of table-1, the performance scores of the joint model for relation extraction has been presented. In the architecture where BiLSTM is used, we achieved an F1 score of 0.772 and an F1 score of 0.731 when a CNN is used. The results clearly indicate that joint models mutually enhance performance of both entity and relation recognition tasks compared to their individual counterparts. For the relation extraction, LSTM turned out to be more efficient. In the experiments, overfitting is a concern due to the less number of instances in our training dataset. To alleviate this problem, dropout layers have been embedded into our models. Adding dropout layers was observed to be beneficial during the validation and test phases.

In the table-2, we provided the evaluation metrics of the models after incorporating the semantic loss. This semantic loss is considered as an addition to the typical loss. The value of $\lambda$ is fixed to be 0.1 after thorough experimentation. For the model built for NER, we achieved an F1 score of 0.641 and an F1 score of 0.647 with CRF layer. We observe that there is a minute performance rise with semantic loss addition for this case. We attribute it to the fact that CRF and Softmax were also trained to a one hot encoding constraint on output which is exactly the constraint encoded in the semantic loss. So, the semantic loss addition has not shown a significant effect in this case. Similarly, the F1 score of the joint model for entity classification with semantic loss is approximately same as the case without semantic loss. We observed an F1 score of 0.746 with BiLSTM and 0.748 with CNN. The impact of using symbolic knowledge in deep learning and the importance of encoding constraints in a loss function is evident in the relation extraction scores of our joint model. The relation tried to predict is birthplace relation between entities. The semantic loss encodes the constraint that the first entity must be a person and second entity be a location type for this relation to hold. Probabilities of all the cases where this constraint is true is summed up in the semantic
VI. CONCLUSIONS

In this paper, we have emphasized the importance of capturing symbolic knowledge for a natural language processing application. We have also focused on the effectiveness of joint model that benefits from shared learning of entity tagging and relation recognition rather than treating these two tasks separately. The semantic loss function which encodes logical constraints of the problem is proven to be useful for improving the performance of the deep learning models and suggests its utility to other applications.
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