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Abstract

Homogeneous relaxation is a ubiquitous phenomenon in semiclassical kinetic theories where the quasiparticles are distributed uniformly in space, and the equilibration involves only their velocity distribution. For such solutions, the hydrodynamic variables remain constant. We construct asymptotically AdS solutions of Einstein’s gravity dual to such processes at strong coupling, perturbatively in the amplitude expansion, where the expansion parameter is the ratio of the amplitude of the non-hydrodynamic shear-stress tensor to the pressure. At each order, we sum over all time derivatives through exact recursion relations. We argue that the metric has a regular future horizon, order by order in the amplitude expansion, provided the shear-stress tensor follows an equation of motion. At the linear order, this equation of motion implies that the metric perturbations are composed of zero wavelength quasinormal modes. Our method allows us to calculate the non-linear corrections to this equation perturbatively in the amplitude expansion. We thus derive a special case of our previous conjecture on the regularity condition on the boundary stress tensor that endows the bulk metric with a regular future horizon, and also refine it further. We also propose a new outlook for heavy-ion phenomenology at RHIC and ALICE.
1 Introduction

The AdS/CFT correspondence [1, 2, 3] has given us a framework to study non-equilibrium phenomena in gauge theories at strong 't Hooft coupling in real time. For conformal gauge theories at strong 't Hooft coupling, this correspondence, if applicable, implies that there exists a universal sector of non-equilibrium states. This universal sector of states maps to five-dimensional spacetimes with metrics which have regular future horizons, and are solutions of Einstein's equation with a negative cosmological constant. Construction of such solutions of gravity, perturbatively in the limit of slow spatial and temporal variations, leads us to uncover purely hydrodynamic phenomena in the dual gauge theory and also enables us to compute the hydrodynamic transport coefficients systematically [4, 5, 6, 7, 8, 9, 10, 11].
It is, of course, of theoretical and possibly experimental interest, to uncover a wider class of non-equilibrium phenomena beyond hydrodynamics through the gauge/gravity correspondence. The universal sector of non-equilibrium states itself includes a huge spectrum of such non-equilibrium phenomena, including probably early time evolution of the quark-gluon plasma, as has recently been studied for boost invariant flows [12].

The universal sector has a special characteristic in that all states constituting it can be uniquely characterized and their dynamics can be completely determined by the expectation value of the energy-momentum tensor alone [13]. This follows from the dual gravity description. In an earlier work [15], we have proposed a field-theoretic explanation by drawing analogy to conservative solutions of the Boltzmann equation that we have constructed, and briefly explain below.

It can be shown that an appropriate relativistic semiclassical Boltzmann equation captures all perturbative non-equilibrium phenomena in non-Abelian gauge theories at sufficiently high temperature [16, 17]. The conservative solutions of the relativistic semiclassical Boltzmann equation exist for all values of the 't Hooft coupling and rank of the gauge group. These special solutions can again be completely characterized and their dynamics can be completely determined by the energy-momentum tensor alone.

In these solutions, the components of the energy-momentum tensor follow a closed set of equations of motion which can be derived systematically from the Boltzmann equation. In addition to the equations for conservation of energy and momentum, this set also contains equations for the evolution of the shear-stress tensor. The other parameters of the quasiparticle distribution function, like the heat current for instance, do not decouple, but are algebraically determined by the energy-momentum tensor and their spatial derivatives in a local inertial frame where the mean velocity of the quasiparticles vanishes, and thus have no independent dynamical parts.

The dynamics is determined by the energy-momentum tensor alone, because any solution to the closed set of equations of motion of the energy-momentum tensor can be lifted to a unique solution of the Boltzmann equation through the other algebraically determined parameters.

A special class of solutions to these equations are purely hydrodynamic in nature and are known as normal solutions in the literature. Further, any solution of the Boltzmann

---

1For related work with sources for field theory operators like metric perturbations turned on, please also see [13].

2The normal solutions were first found by Enskog [18] in order to provide a systematic way of calculating transport coefficients from the Boltzmann equation. These solutions can be determined exactly by the hydrodynamic variables, as all other parameters of the quasiparticle distribution are determined algebraically by the hydrodynamic variables and their spatial derivatives, in a local inertial frame where the mean velocity of the quasiparticles vanishes. Many formal aspects of these solutions were clarified in [19, 20], and they were found for the relativistic semiclassical Boltzmann equation by Stewart [21].
equation can be approximated by an appropriate conservative solution at sufficiently late times \([17]\). 

We proposed that the conservative solutions, when extrapolated to strong \('t\) Hooft coupling and large rank of the gauge group, exhibit universality in their dynamics and constitute the states of the universal sector. This explains why all states in the universal sector can be determined by the energy-momentum tensor alone.

This proposal amounts to saying that the dual solutions of pure gravity will have regular future horizons, provided the boundary energy-momentum tensor follows a closed set of equations of motion. The constraints of the equations of motion of gravity imply conservation of energy and momentum. However these do not suffice to ensure regularity of the future horizon in the bulk, or determine the evolution of the boundary energy-momentum tensor completely. Our proposed set of equations also includes the equations of motion for the shear-stress tensor, which determine the evolution of the boundary energy-momentum tensor completely and ensure regularity of the future horizon in the bulk for the right values of the phenomenological parameters.

The structure of these equations cannot be related to the corresponding structure in the case of conservative solutions because we do not have a known kinetic description at strong coupling. However, if we know the hydrodynamic transport coefficients up to some orders, we can phenomenologically construct the most general equation of motion of the shear-stress tensor in appropriate expansion parameters as we will discuss later. \([3]\) This equation has purely hydrodynamic solutions, just like conservative solutions, but it also has more general solutions corresponding to non-hydrodynamic relaxation.

The aim of this work is to chalk out a course for derivation of equations of motion for the energy-momentum tensor, directly from the requirement of regularity of the future horizon in the gravity dual, for a special case of non-hydrodynamic relaxation. This special case is homogeneous relaxation. We will concentrate on the homogeneous case for two important reasons, firstly because they provide the simplest instances of purely non-hydrodynamic approach to equilibrium in general, and secondly because we can easily make a connection here with the physics of non-hydrodynamic branches of quasinormal modes of black branes.

Homogeneous relaxation to equilibrium is a feature of special solutions of all kinetic theories. In the case of the Boltzmann equation, for instance, these solutions correspond to the quasiparticle distribution function being spatially uniform, but being non-Maxwellian in velocity space. The higher moments of the velocity distribution relax such that they vanish at equilibrium, while the first five velocity moments corresponding to the hydrodynamic

\[3\]Our study of homogeneous relaxation shows that the amplitude expansion of these equations of motion for the shear-stress tensor was not done correctly in \([17]\). It was actually misguided by the structure of the amplitude expansion in the Boltzmann limit. Consequently, we failed to connect our equation with the quasinormal modes after linearization. We will give the correct general phenomenological equation here.
variables - the density, the mean velocity, and the temperature - remain constant.

In such solutions, the components of the energy-momentum tensor in the globally defined inertial frame with constant zero mean velocity, takes the form,

$$
t_{00} = \epsilon, \quad t_{0i} = t_{i0} = 0, \quad t_{ij} = p\delta_{ij} + \pi_{ij}(t),$$

where $\epsilon$ is the energy density, $p$ is the pressure dependent on the constant temperature $T$ and $\pi_{ij}(t)$ is the shear-stress tensor. This form of the energy-momentum tensor trivially satisfies conservation of energy and momentum, $\partial^\mu t_{\mu\nu} = 0$ (or equivalently the hydrodynamic equations) for any $\pi_{ij}(t)$. We also require $\epsilon = 3p$ and $\pi_{ij}\delta_{ij} = 0$ so that the energy-momentum tensor is traceless.

A special class of such homogeneous solutions are also conservative solutions, where the full solution can be determined from the solution to the closed set of equations of motion for $\pi_{ij}(t)$. These equations can be systematically expanded in the amplitude expansion parameter, which is the typical value of $\pi_{ij}$ divided by the constant pressure.

 Remarkably, the scalar channel of quasinormal modes for AdS black branes, which have zero wavelengths \[26, 27, 28, 29, 30\] also suggest a similar form of the energy-momentum tensor. \[6\] We have a tower of such quasinormal modes, so that for such perturbations the energy-momentum tensor takes the following form by gauge/gravity duality,

$$
t_{\mu\nu}(t) = t_{\mu\nu}^{(0)} + \sum_{n=1}^{\infty} \left( a_{n\mu\nu} e^{-i\omega R_n t} + a_{n\mu\nu}^* e^{i\omega R_n t} \right) e^{-\omega I_n t},$$

where $t_{\mu\nu}^{(0)}$ corresponds to the unperturbed AdS black brane and $\pm \omega R_n - i\omega I_n$ (with $\omega I_n > 0$) are the non-hydrodynamic overtones in the scalar channel. Also $a_{n\mu\nu}$ is traceless and purely spatial. Given that $t_{\mu\nu}^{(0)}$ is traceless, it follows that $a_{n\mu\nu}$ is traceless as well. As the perturbations are in the scalar channel, $a_{n\mu\nu}$ is also transverse to the global boost four-vector $u^\mu$ of the black brane. It is not difficult to see that the form (1.2) of the energy-momentum tensor is equivalent to (1.1) in the global inertial frame where the boost four-vector is $(1, 0, 0, 0)$.

Here, we will develop a systematic method to construct solutions of gravity which have the boundary energy-momentum tensor of the form (1.1), by summing over all time derivatives,
but perturbatively in the amplitude expansion parameter.\footnote{A class of translationally invariant and isotropic solutions were previously constructed in \cite{31}, where the sources in the boundary corresponding to the non-normalizable modes were turned on and black hole formation in the bulk was studied. Our method of summing over time derivatives in the perturbation expansion here will be different and we can deal with arbitrary anisotropic configurations. We will adopt a different procedure for regularity analysis of the metric at the horizon here. For related earlier numerical study of homogeneous anisotropic asymptotically AdS metrics, please see \cite{32}.}

We construct the solution both in Fefferman-Graham coordinates and the ingoing Eddington-Finkelstein coordinates. It will be easier to construct the solution in Fefferman-Graham coordinates first, because the constraints could be easily solved. The Fefferman-Graham coordinates will also be suitable for achieving a general construction of metrics, uniform in the spatial boundary coordinates.

We can then obtain the metric in ingoing Eddington-Finkelstein coordinates by doing coordinate transformation systematically. The coordinate transformation also receives corrections order by order in the amplitude expansion, and at each order all time derivatives can be summed up. The whole method will be, in fact, a generalization of the method adopted in the purely hydrodynamic case in \cite{14}.

The metric can be expected to be regular order by order in the amplitude expansion for appropriate shear-stress tensor $\pi_{ij}(t)$. The shear-stress tensor becomes arbitrarily small close to equilibrium, analogous to the spacetime variations of the hydrodynamic variables. In the latter case, the metric is regular order by order in the derivative expansion for right choice of transport coefficients. Thus \textit{we can expect that the metric should be regular for appropriate $\pi_{ij}(t)$, order by order in the amplitude expansion after summing over all time derivatives at each order}. As we will see, the time derivatives of $\pi_{ij}(t)$ will not become arbitrarily small even close to equilibrium. This will necessitate summing over all time derivatives at each order in the amplitude expansion.

We can argue that the metric is manifestly regular in the ingoing Eddington-Finkelstein coordinates order by order in the amplitude expansion when $\pi_{ij}(t)$ follows an equation of motion. \textit{This equation of motion can also be found order by order in the amplitude expansion, summing over all time derivatives at each order}. At the first order, we reproduce the scalar channel of quasinormal modes at zero wavelengths. At the next order, we obtain non-linear corrections, which can potentially modify the behavior drastically at early times.

\textbf{Organization of the paper} : The organization of the rest of the paper is as follows. In Section 2, we will develop the method to construct solutions of gravity uniform in the spatial boundary coordinates, in the Fefferman-Graham system, order by order in the amplitude expansion while summing over all time derivatives. In Section 3, we will translate these solutions to the Eddington-Finkelstein coordinates. In Section 4, we will analyze the regularity condition on the future horizon and see how it gives us an equation of motion for $\pi_{ij}(t)$. In Section 5, we will show how the analysis done here can be used to study the
space-time evolution of the matter created by ultrarelativistic heavy-ion collisions at RHIC and ALICE. Finally in the Discussion we will conclude by mentioning a few open questions.

2 The metric in Fefferman-Graham coordinate system in the amplitude expansion

In this section, we will develop a method to construct asymptotically AdS metrics, where the energy-momentum tensor at the boundary takes the same form \( \text{(1.1)} \) as in homogeneous relaxation in kinetic theories. The metric should have a regular future horizon when this boundary energy-momentum tensor satisfies further constraints, which will be investigated later.

We will construct the metric order by order in the amplitude expansion, while summing over all time derivatives. We will use Fefferman-Graham coordinate system for both, a purpose of principle and a purpose of convenience.

The purpose of principle is that the Fefferman-Graham coordinate system allows us to construct solutions for the most general form of the energy-momentum tensor corresponding to homogeneous relaxation, before we impose constraints for regularity at the future horizon. A similar point of view was taken in \([14]\) in the purely hydrodynamic case, where the metric in the bulk was constructed in Fefferman-Graham coordinates for purely hydrodynamic boundary energy-momentum tensor with arbitrary transport coefficients, in the derivative expansion. It was then shown that, for a unique choice of transport coefficients, the future horizon was regular order by order in the derivative expansion.

In the present case of homogeneous relaxation, we have no standard phenomenological equation for the shear-stress tensor that can be reliably applied at strong coupling. Thus, in principle, we should construct the metric for the most general form of the shear-stress tensor at the boundary and then find out how the regularity condition at the future horizon in the bulk constrains it. When the boundary energy-momentum tensor is arbitrary, the Fefferman-Graham coordinate system is the suitable choice for constructing the metric.

The purpose of convenience is that the Fefferman-Graham coordinate system allows us to satisfy the constraints easily. The constraints can be elegantly solved in the Fefferman-Graham coordinates, because they simply impose boundary conditions on the dynamical equations for evolution of the boundary metric in the radial direction. However, in other coordinate systems, the dynamical equations are not simply the evolution of the boundary metric. So, it is not easy to generate a simple algorithm to satisfy the constraints. We will find that the constraints here are more involved than in the purely hydrodynamic case, so the Fefferman-Graham coordinate system is indeed very convenient.
We will begin with obtaining the form of the metric order by order in the amplitude expansion. Then we will show how we obtain the equations for motion at each order in the amplitude expansion and how we can sum over all time derivatives at each order. The procedure will involve Fourier transformation of the time dependence, and this will introduce a few subtleties which we will also discuss.

2.1 The form of the metric in the amplitude expansion

Einstein’s equation of gravity in five dimensions with a negative cosmological constant takes the following convenient form

\[ R_{MN} - \frac{1}{2} RG_{MN} = \frac{6}{l^2} G_{MN}. \]  

(2.1)

Any metric which solves the above equation will have constant scalar curvature \( R = -4/l^2 \). Further, any asymptotically AdS metric which is a solution of this equation can be written in the Fefferman-Graham coordinate system in the form,

\[ ds^2 = \frac{l^2}{\rho^2} \left( d\rho^2 + g_{\mu\nu}(\rho, z)dz^\mu dz^\nu \right). \]  

(2.2)

This coordinate system should be able to cover a part of the the five-dimensional upper half plane \( \rho \geq 0 \), so it will have a coordinate or a real singularity only at a finite radial distance from the boundary \( \rho = 0 \) [33, 14]. For the rest of this paper, we will choose our units such that \( l = 1 \).

The boundary metric is defined as

\[ g(0)_{\mu\nu}(z) = \lim_{\rho \to 0} g_{\mu\nu}(\rho, z). \]  

(2.3)

By the rules of gauge/gravity duality, which we will not review here, it turns out that the boundary metric is the metric on the four dimensional spacetime in which the gauge theory is living [2, 3].

When the boundary metric is flat, i.e. when \( g(0)_{\mu\nu}(z) = \eta_{\mu\nu} \), the four dimensional metric \( g_{\mu\nu}(\rho, z) \) in (2.2) will have a Taylor expansion in the radial coordinate near \( \rho = 0 \) [14], such that

\[ g_{\mu\nu}(\rho, z) = \eta_{\mu\nu} + \sum_{n=0}^{\infty} g(2n)_{\mu\nu}(z)\rho^{2n}. \]  

(2.4)

By the rules of gauge/gravity duality, when the boundary metric is flat, it also turns out that \( g(4)_{\mu\nu} \) is the expectation value of the energy-momentum tensor in the dual non-equilibrium state (aside from a factor which is essentially a power of the rank of the gauge group [34, 35]).
This result can also be obtained in a manifestly coordinate-independent manner [35, 36]. Since we are in the limit where the rank of the gauge group is infinite, we will normalize \( t_{\mu \nu} \), the expectation value of the energy-momentum tensor in the dual state, such that \( g^{(4) \mu \nu}(z) = t_{\mu \nu}(z) \).

We note that this identification of \( g^{(4) \mu \nu} \) with \( t_{\mu \nu} \) makes sense only when the bulk metric has a regular future horizon. More generally, we should think of it as a boundary stress tensor.

Einstein’s equation automatically guarantees that \( g^{(4) \mu \nu} \) satisfies the equation of conservation of energy and momentum, \( \partial^\mu g^{(4) \mu \nu} = 0 \), and is also traceless, i.e. it satisfies \( Tr(g^{(4)}) = 0 \) [34, 36]. These allow us to identify it more generally with a conformally covariant energy-momentum tensor even when the bulk metric is not endowed with a regular future horizon.

Einstein’s equation for the metric (2.2) reduces to a tensor, a vector and a scalar equation of motion. The tensor equation, which gives the dynamical equation of motion for evolution of the boundary metric in the radial coordinate, is

\[
\frac{1}{2} \gamma'' - \frac{3}{2 \rho} \gamma' - \frac{1}{2} \gamma' \gamma^{-1} \gamma' + \frac{1}{4} Tr(\gamma^{-1} \gamma') \gamma' - \frac{1}{2 \rho} Tr(\gamma^{-1} \gamma') \gamma - Ric(\gamma) = 0,
\]

which can be obtained by combining the tensor equation with the scalar equation, after multiplying the latter with the four-dimensional metric \( g \) [14]. Also, the true scalar constraint is

\[
R(\gamma) + \frac{3}{\rho} Tr(\gamma^{-1} \gamma') + \frac{1}{4} Tr(\gamma^{-1} \gamma' \gamma^{-1} \gamma') - \frac{1}{4} [Tr(\gamma^{-1} \gamma')]^2 = 0,
\]

which can be obtained by combining the trace of the tensor equation with the scalar equation.

The best way to see how these equations work is to substitute the form of the metric
In (2.3), (2.8), and (2.9), and Taylor expand these equations in $\rho$ about $\rho = 0$ (the boundary). At the leading order, the dynamical equation (2.8) does not determine $g_{(4)\mu\nu}$, but the vector constraint (2.3) imposes the conservation of energy and momentum and the scalar constraint imposes the condition that it should be traceless. This is expected because $g_{(4)\mu\nu}$, being the boundary stress-tensor, is indeed independent data other than the boundary metric $g_{(0)\mu\nu}$ on the initial hypersurface $\rho = 0$, so it cannot be determined by the dynamical equation. On the other hand, the constraints impose the desired conditions on this initial data.

Using the true dynamical equation (2.8), we can determine all the higher coefficients in the Taylor expansion $g_{(2n)}$ for $n \geq 3$ uniquely and algebraically in terms of polynomials of $g_{(4)\mu\nu}$ and its derivatives, or equivalently in terms of $t_{\mu\nu}$ and its derivatives. A few coefficients are

$$g_{(6)\mu\nu} = -\frac{1}{12} \Box t_{\mu\nu},$$
$$g_{(8)\mu\nu} = \frac{1}{2} t^\rho_{\mu} t_{\rho\nu} - \frac{1}{24} \eta_{\mu\nu} (t^{\alpha\beta} t_{\alpha\beta}) + \frac{1}{384} \Box^2 t_{\mu\nu}, \ldots,$$

(2.10)

where all indices have been lowered or raised using the boundary metric $\eta$ or its inverse. It is easy to see why in these coefficients of the Taylor expansion (2.4), the derivatives come only in pairs. The only sources of these derivatives in the dynamical eq. (2.8) are $Ric(g)$ and $R(g)$ where they do occur in pairs only.

When the coefficients of the Taylor expansion (2.4) (like the ones above in (2.10)), as determined by the true dynamical eq. (2.8), are substituted in the vector constraint (2.6) and scalar constraint (2.3), we find that the constraints trivially vanish, provided $\partial^\mu t_{\mu\nu} = 0$ and $Tr(t) = 0$ (as obtained at the lowest order). The consistency of the power series expansion can be demonstrated once this trivialisation of the constraint equations has been proved to all orders and this has been done in [14].

The discussion above has been general and will apply to any $t_{\mu\nu}$ as an initial data on the hypersurface $\rho = 0$. We will now specialize to the form of the energy-momentum tensor in a non-equilibrium state undergoing homogeneous relaxation to equilibrium.

To specify this form, we have to define the hydrodynamic variables, the four velocity $u^\mu$ and the temperature $T$ first. In kinetic theories, usually $u^\mu$ is defined as the local velocity of particle transport. However, it will convenient for us to use the so-called Landau frame in which $u^\mu$ is the local velocity of energy transport. By this definition, $u^\mu$ is also a timelike unit vector satisfying $u^\mu u_\mu = -1$. We will define the temperature such that the local energy density given by $\epsilon = t_{\mu\nu} u^\mu u^\nu$ is $\frac{3}{4} (\pi T)^4$. We will also define $b$ through $b = 1/(\pi T)$.

At equilibrium, of course, the hydrodynamic variables $u^\mu$ and $T$ are constants, and the
energy-momentum tensor takes the following Lorentz-covariant form

\[ t_{\mu\nu} = \frac{3u_\mu u_\nu + P_{\mu\nu}}{4b^4}, \quad (2.11) \]

where \( P_{\mu\nu} \) is the tensor which projects to the spatial hyperplane orthogonal to \( u^\mu \), and is given by

\[ P_{\mu\nu} = u_\mu u_\nu + \eta_{\mu\nu}. \quad (2.12) \]

It is easy to see that this energy-momentum tensor (2.11) is traceless. The equilibrium pressure is given by \( \frac{1}{4b^4} \).

The energy-momentum tensor of any non-equilibrium state can be parametrised by

\[ t_{\mu\nu}(z) = \frac{3u_\mu(z)u_\nu(z) + P_{\mu\nu}(z)}{4b^4(z)} + \pi_{\mu\nu}(z), \quad (2.13) \]

where the hydrodynamic variables are now functions of the boundary space and time coordinates, while \( \pi_{\mu\nu}(z) \) is the shear-stress tensor which vanishes only at equilibrium.

At non-equilibrium, the four-velocity \( u^\mu \) becomes the local velocity of energy-transport and \( 3/(4b^4) \) becomes the local energy-density. The shear-stress tensor \( \pi_{\mu\nu} \) should be such that it does not modify the local energy density and the energy current, so it must satisfy \( u^\mu \pi_{\mu\nu} = 0 \). Further the shear-stress tensor also satisfies \( Tr(\pi) = 0 \), because the full energy-momentum tensor is traceless, and the equilibrium part is traceless by itself. Therefore, the shear-stress tensor \( \pi_{\mu\nu} \) actually has only five independent components, and together with the four hydrodynamic variables (the temperature \( T \) and three independent components of the four-velocity \( u^\mu \)), it can parametrize the nine independent components of a traceless boundary stress tensor.

To specialize to homogeneous relaxation, we make the hydrodynamic variables constant and the shear-stress tensor dependent only on a global time, defined through \(-u_\mu z^\mu = t\), so that

\[ t_{\mu\nu}(z) = \frac{3u_\mu(z)u_\nu(z) + P_{\mu\nu}(z)}{4b^4(z)} + \pi_{\mu\nu}(t). \quad (2.14) \]

Given that \( u^\mu \pi_{\mu\nu} = 0 \), it is easy to check that \( \partial^\mu t_{\mu\nu} = 0 \) is satisfied for any \( \pi_{\mu\nu}(t) \).

We can further simplify the above form by going to the global comoving frame where \( u^\mu = (1, 0, 0, 0) \). In this frame, we have,

\[ t_{00} = \frac{3}{4b^4}, \quad t_{0i} = t_{i0} = 0, \quad t_{ij} = \frac{1}{4b^4} \delta_{ij} + \pi_{ij}(t), \quad (2.15) \]

which is exactly the same as in (1.1) with \( \epsilon = 3p = 3/(4b^4) \). In this form, it is easy to see that the covariant \( \pi_{\mu\nu} \) indeed conforms with \( \partial^\mu t_{\mu\nu} = 0 \) for any \( \pi_{ij}(t) \). Also in this frame, the traceless-ness condition becomes \( \pi_{ij} \delta_{ij} = 0 \). Given that the conservation of energy
and momentum is trivially satisfied and also that the energy-momentum tensor is traceless for any traceless \( \pi_{ij}(t) \), corresponding to any boundary stress tensor of the form (2.14) or equivalently of form (2.13), a unique bulk metric is guaranteed to exist [14].

The amplitude expansion parameter is the typical value of the shear-stress tensor \( \pi_{\mu\nu} \) divided by the pressure \( 1/(4b^4) \). We note that the energy-momentum tensor which takes the form (2.14), or equivalently the form (2.15), is exactly given only by the sum of the zeroth order and the first order terms in the amplitude expansion, where the zeroth order term is the equilibrium part and the first order term is the shear-stress tensor itself. Unlike the purely hydrodynamic case, the energy-momentum tensor itself does not get corrected order by order in the expansion parameter.

At the zeroth order in the amplitude expansion, the metric is just that of the unperturbed boosted AdS black brane, dual to a finite temperature equilibrium state at zero chemical potentials in the gauge theory. The metric in Fefferman-Graham coordinates (2.2) is fully specified by \( g_{\mu\nu} \). We will refer to the AdS black brane \( g_{\mu\nu} \) as \( g_{\mu\nu}^{(0)} \), since it is the zeroth order term in the amplitude expansion. It is given by

\[
g_{\mu\nu}^{(0)} = -\frac{(4b^4 - \rho^4)^2}{4b^4(4b^4 + \rho^4)} u_\mu u_\nu + \left(1 + \frac{\rho^4}{4b^4}\right) P_{\mu\nu}.
\]

(2.16)

It is easy to see from the coefficient of the \( \rho^4 \) term that the boundary stress-tensor in this metric indeed takes the equilibrium form (2.11). The coefficients of the higher terms of the Taylor expansion about \( \rho = 0 \) also agree with (2.10), where the derivatives should be dropped.

In the global comoving frame,

\[
\begin{align*}
g_{00}^{(0)} &= -\frac{(4b^4 - \rho^4)^2}{4b^4(4b^4 + \rho^4)} , \\
g_{0i}^{(0)} &= g_{0i}^{(0)} = 0, \\
g_{ij}^{(0)} &= \left(1 + \frac{\rho^4}{4b^4}\right) \delta_{ij}.
\end{align*}
\]

(2.17)

At the first order in the amplitude expansion, the possible corrections to \( g_{\mu\nu} \) should involve tensors of rank two which have one \( \pi_{\mu\nu} \) in them. It is not hard to see that since \( u^\mu \) is constant, and \( u^\mu \pi_{\mu\nu} = 0 \) by definition of \( \pi_{\mu\nu} \), we get that \( u^\mu(u\cdot\partial)^n\pi_{\mu\nu} \) or \( u^\mu(d/dt)^n\pi_{\mu\nu} \) should vanish for all \( n \). Further, because \( Tr(\pi) = 0 \), the corrections to the metric at the first order in amplitude expansion can only be proportional to \( \Box^n\pi_{\mu\nu} \), or equivalently \( (-)^n(d/dt)^{2n}\pi_{\mu\nu} \). Therefore, in the global comoving frame these corrections are of the form \( (-)^n(d/dt)^{2n}\pi_{ij} \).

An easier way to arrive at the conclusion above is to go to the global comoving frame directly, where we can readily see that the corrections take the form \( (d/dt)^{2n}\pi_{ij} \). We will

---

8It is not so obvious given that the boundary stress-tensor is not Cauchy data. But, it has been shown in [14] that a unique bulk solution exists if the bulk metric can be smoothly connected to the AdS black brane by turning on one or more perturbation parameters.
stick to the global comoving frame for the rest of this paper, until we extract the general phenomenological equation for the shear-stress tensor in Lorentz-covariant form. The regularity analysis of the metric is also convenient in the global comoving frame.

Further inspection of the coefficients like (2.10) of the Taylor expansion (2.4) of $g_{\mu\nu}$ in the Fefferman-Graham metric (2.2) shows that, at the first order in the amplitude expansion, the corrections to $g_{\mu\nu}$ should be of the form,

$$\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} b^{-m} \rho^{4+2n+m} \left( \frac{d}{dt} \right)^{2n} \pi_{ij}(t),$$

in the global comoving frame. Putting all our arguments together, at first order in the amplitude expansion, $g_{\mu\nu}$ in the Fefferman-Graham metric (2.2) takes the form,

$$g^{(1)}_{00} = g^{(1)}_{0i} = g^{(1)}_{ii} = 0, \quad g^{(1)}_{ij} = \sum_{n=0}^{\infty} b^{4+2n} f^{(1,2n)}(\rho) \left( \frac{d}{dt} \right)^{2n} \pi_{ij}(t), \quad (2.18)$$

in the global comoving frame.

By definition, the functions $f^{(1,2n)}(\rho)$ are dimensionless, so they should be functions of the dimensionless variable $(\rho/b)$. Also,

$$f^{(1,2n)} = O \left( \left( \frac{\rho}{b} \right)^{4+2n} \right), \text{ at } \rho = 0, \quad (2.19)$$

so that the vector constraint (2.6) and the scalar constraint (2.9) are satisfied. Explicit calculations of the coefficients like (2.10), consistent with these constraints, clearly show that the leading term has to be coefficient of $(d/dt)^{2n} \pi_{ij}$, or equivalently $\Box^n t_{\mu\nu}$.

The dynamical equation (2.8) determines all the leading and subleading terms of $f^{(1,2n)}$ for all $n$, except for the leading $\rho^4$ term of $f^{(1,0)}$. The correction to the boundary stress-tensor at the first order in the amplitude expansion is $\pi_{ij}(t)$, therefore its coefficient has to be $\rho^4$. This implies

$$f^{(1,0)} = \left( \frac{\rho}{b} \right)^4 + O \left( \left( \frac{\rho}{b} \right)^8 \right), \text{ at } \rho = 0. \quad (2.20)$$

The subleading terms of $f^{(1,0)}$ are all of $O((\rho/b)^{4n})$. This is because the coefficients like (2.10) of Taylor expansion of $g_{\mu\nu}$ can pick up powers of $4n$ of $\rho$ only in absence of derivatives, since $\rho^{4n}$ accompany polynomials of the boundary stress tensor. A similar logic shows that $f^{(1,2n)}$ involves powers of $4 + 2n + 4m$ of $\rho/b$ only, for $m \geq 0$.

It will be convenient to do the Fourier transform of $\pi_{ij}(t)$, so that,

$$\pi_{ij}(t) = \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \pi_{ij}(\omega). \quad (2.21)$$
Similarly, we can do the Fourier transforms of the components of $g_{\mu\nu}^{(1)}$. Let us further define $f^{(1)}(\rho, \omega)$ such that

$$f^{(1)}(\rho, \omega) = \sum_{n=0}^{\infty} (-n) b^{2n} \omega^{2n} f^{(1,2n)}(\rho). \tag{2.22}$$

With the above definition, $g_{\mu\nu}^{(1)}$ in Fourier space can be captured in terms of this single dimensionless function $f^{(1)}(\rho, \omega)$. This single function encodes all the time derivatives of $\pi_{ij}$, since the Fourier transform of (2.18) implies

$$g_{00}^{(1)}(\rho, \omega) = g_{0i}^{(1)}(\rho, \omega) = g_{00}^{(1)}(\rho, \omega) = 0, \quad g_{ij}^{(1)}(\rho, \omega) = b^4 f^{(1)}(\rho, \omega) \pi_{ij}(\omega). \tag{2.23}$$

The reality of $\pi_{ij}(t)$ and $g_{\mu\nu}^{(1)}$ implies that

$$\pi_{ij}(-\omega) = (\pi_{ij}(\omega))^*, \quad f^{(1)}(\rho, -\omega) = (f^{(1)}(\rho, \omega))^*. \tag{2.24}$$

The latter is readily satisfied by the definition (2.22) of $f^{(1)}(\rho, \omega)$, as the $f^{(1,2n)}(\rho)$'s are real.

The dynamical equation (2.8) determines all coefficients of Taylor expansion of $f^{(1)}(\rho, \omega)$ given that the coefficient of the leading term $\rho^4/b^4$ is 1, so that the boundary stress tensor is corrected by $\pi_{ij}$. We thus find that

$$f^{(1)}(\rho, \omega) = \frac{\rho^4}{b^4} - \frac{b^2 \omega^2}{12} \frac{\rho^6}{b^6} + \left( \frac{1}{4} + \frac{b^4 \omega^4}{384} \right) \frac{\rho^8}{b^8} - \left( \frac{b^2 \omega^2}{30} + \frac{b^6 \omega^6}{23040} \right) \frac{\rho^{10}}{b^{10}} + O(\rho^{12}). \tag{2.25}$$

In the following subsection we will derive the equation of motion for $f^{(1)}(\rho, \omega)$, in terms of which we capture the full metric at first order in the amplitude expansion.

Similarly, we can argue that at second order in the amplitude expansion, the corrections to $g_{\mu\nu}$ in the Fefferman-Graham metric (2.2) should take the form

$$g_{00}^{(2)} = \sum_{n=0}^{\infty} \sum_{m=0}^{n} b^{2n+2m} f_3^{(2,2n,2m)}(\rho) \sum_{a+b=n, |a-b|=m}^{n} \left( \frac{d}{dt} \right)^{2a} \pi_{pq}(t) \left( \frac{d}{dt} \right)^{2b} \pi_{pq}(t),$$

$$g_{0i}^{(2)} = g_{00}^{(2)} = 0,$$

$$g_{ij}^{(2)} = \sum_{n=0}^{\infty} \sum_{m=0}^{n} b^{2n+2m} f_2^{(2,2n,2m)}(\rho) \delta_{ij} \sum_{a+b=n, |a-b|=m}^{n} \left( \frac{d}{dt} \right)^{2a} \pi_{pq}(t) \left( \frac{d}{dt} \right)^{2b} \pi_{pq}(t),$$

$$+ \sum_{n=0}^{\infty} \sum_{m=0}^{n} b^{2n+2m} f_1^{(2,2n,2m)}(\rho) \sum_{a+b=n, |a-b|=m}^{n} \left[ \left( \frac{d}{dt} \right)^{2a} \pi_{ik}(t) \left( \frac{d}{dt} \right)^{2b} \pi_{kj}(t) - \frac{1}{3} \delta_{ij} \left( \frac{d}{dt} \right)^{2a} \pi_{pq}(t) \left( \frac{d}{dt} \right)^{2b} \pi_{pq}(t) \right]. \tag{2.26}$$
We can easily see that in the summation above over \( a \) and \( b \) for fixed \( n \) and \( m \), when \( m \neq 0 \), \((a, b)\) is either \( (n + m)/2, (n - m)/2 \), or \( (n - m)/2, (n + m)/2 \), and when \( m = 0 \), they are \( (n/2, n/2) \). We see that the dimensionless functions \( f_3^{(2,2n,2m)} \)'s capture corrections to the time-time components of the metric, \( f_2^{(2,2n,2m)} \)'s capture corrections proportional to the purely spatial identity matrix, and \( f_1^{(2,2n,2m)} \)'s capture corrections which are purely spatial and traceless.

In Fourier space, the above can be captured in terms of just three dimensionless functions \( f_1^{(2)}(\rho, \omega, \omega_1), f_2^{(2)}(\rho, \omega, \omega_1) \) and \( f_3^{(2)}(\rho, \omega, \omega_1) \) as

\[
\begin{align*}
g_{00}^{(2)} &= b^8 \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \int_{-\infty}^{\infty} d\omega_1 \ f_3^{(2)}(\rho, \omega, \omega_1) \pi_{pq}(\omega_1) \pi_{pq}(\omega - \omega_1), \\
g_{0i}^{(2)} &= 0, \\
g_{ij}^{(2)} &= b^8 \delta_{ij} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \int_{-\infty}^{\infty} d\omega_1 \ f_2^{(2)}(\rho, \omega, \omega_1) \pi_{pq}(\omega_1) \pi_{pq}(\omega - \omega_1) \\
&\quad - \frac{b^8}{2} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \int_{-\infty}^{\infty} d\omega_1 \ f_1^{(2)}(\rho, \omega, \omega_1) \left[ \pi_{ik}(\omega_1) \pi_{kj}(\omega - \omega_1) + \pi_{ik}(\omega - \omega_1) \pi_{jk}(\omega_1) - \frac{2}{3} \delta_{ij} \pi_{rs}(\omega_1) \pi_{rs}(\omega - \omega_1) \right],
\end{align*}
\]

where

\[
f_i^{(2)}(\rho, \omega, \omega_1) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-)^n b^{2n} \left( \omega_1^{n+m}(\omega - \omega_1)^{n-m} + \omega_1^{n-m}(\omega - \omega_1)^{n+m} \right) \]

for \( i = 1, 2, 3 \). (2.28)

It is important to note that the definitions of \( f_i^{(2)}(\rho, \omega, \omega_1) \) are such that they is symmetric under the exchange of \( \omega_1 \) and \( \omega - \omega_1 \). The powers of \( \omega_1 \) above denote time derivatives acting on the first \( \pi \) and the powers of \( \omega - \omega_1 \) denote time derivatives acting on the second \( \pi \), so it is natural to define these functions in the symmetric fashion mentioned.

In the following subsections we will obtain equations of motion for these \( f_i^{(2)}(\rho, \omega, \omega_1) \)'s. However, from the discussion so far, it is easy to see that the dynamical equation (2.8) determines all the coefficients of \( f_i^{(2)}(\rho, \omega, \omega_1) \)'s in the Taylor expansion about \( \rho = 0 \), given the Taylor series for \( f^{(1)}(\rho, \omega) \) has been obtained previously at the first order. We thus
obtain,

\begin{align*}
  f_1^{(2)}(\rho, \omega, \omega_1) &= \frac{\rho^8}{2b^8} - \frac{b^2(\omega_1^2 + (\omega - \omega_1)^2)}{24} \frac{\rho^{10}}{b^{10}} + O(\rho^{12}), \\
  f_2^{(2)}(\rho, \omega, \omega_1) &= \frac{\rho^8}{8b^8} - \left( \frac{b^2(\omega_1^2 + (\omega - \omega_1)^2)}{90} - \frac{b^2\omega_1(\omega - \omega_1)}{720} \right) \frac{\rho^{10}}{b^{10}} + O(\rho^{12}), \\
  f_3^{(2)}(\rho, \omega, \omega_1) &= \frac{\rho^8}{24b^8} - \left( \frac{b^2(\omega_1^2 + (\omega - \omega_1)^2)}{240} - \frac{b^2\omega_1(\omega - \omega_1)}{240} \right) \frac{\rho^{10}}{b^{10}} + O(\rho^{12}).
\end{align*}

(2.29)

We can also check that the vector constraint (2.6) and the scalar constraint (2.9) vanish at the second order in the amplitude expansion, if we substitute the above expansions in them and Taylor expand about \( \rho = 0 \). We also note that the above expansions are \( O(\rho^8) \) at the leading order, so that the boundary stress-tensor receives no corrections at this order as discussed before.

We note that the reality of \( g^{(2)}_{\mu\nu} \) implies

\[ f_i^{(2)}(\rho, -\omega, -\omega_1) = \left( f_i^{(2)}(\rho, \omega, \omega_1) \right)^*. \]

(2.30)

The above is guaranteed by the definitions (2.28).

We can similarly obtain the forms of the expansion of \( g_{\mu\nu} \) at higher orders in the amplitude expansion. The corrections can be always grouped into three categories, namely the corrections in the time-time component, the corrections which are proportional to the spatial identity matrix, and finally the corrections which are purely spatial and traceless. In each category, we can have one or more independent tensor structures. However, after Fourier transforming the dependence on the time coordinate, all these corrections can be captured by a finitely few functions, which also efficiently sum over all time derivatives.

### 2.2 The equations of motion and their solutions in the amplitude expansion

We proceed to obtain the explicit equations of motion of the metric, order by order in the amplitude expansion, summing over all time derivatives. We will see that in the Fefferman-Graham coordinates, one can generate a simple algorithm to satisfy the constraints.

In the previous section we made a distinction between the true dynamical equation (2.8), and the four-dimensional tensorial components (2.3) of Einstein’s equation. The former was obtained by suitably combining the latter with the scalar component (2.7) of Einstein’s equation multiplied by the four-dimensional metric \( g \). This distinction will not matter much in practice. The tensor equation (2.3) is almost as good as the true dynamical equation (2.8) in determining the coefficients \( g_{(2n)\mu\nu} \) of the Taylor expansion (2.4) of \( g_{\mu\nu} \) for \( n > 2 \),
given a flat boundary metric $g_{(0)\mu\nu}$ and a particular boundary stress-tensor which satisfies energy-momentum conservation, is traceless, and is identified with $g_{(4)\mu\nu}$. It is almost as good because it fails only in the case of one coefficient of the Taylor expansion, for $n > 2$, which is $g_{(8)\mu\nu}$. It will turn out that this will just introduce a slight modification in the general scheme, only at the second order in the amplitude expansion.

We will use the tensor equation (2.8) therefore to obtain the equations of motion, order by order in the amplitude expansion. Once we impose the correct boundary conditions for the equations of motion, the solutions will automatically satisfy the vector constraint (2.6) and the scalar constraint (2.9). Also, we will not make a distinction between checking the true scalar constraint (2.9) and the scalar component of Einstein’s equation (2.7). The former is obtained by combining the latter with the trace of the tensor equation (2.5), which we are now treating as the dynamical equation. So, it is sufficient to check if the latter is satisfied.

### 2.2.1 The metric at the first order in the amplitude expansion

At the first order in the amplitude expansion, we recall that $g_{\mu\nu}$ takes the form (2.18). After Fourier transforming the dependence on the time coordinate, the metric takes the compact form (2.23), which involves a single function $f^{(1)}(\rho, \omega)$ defined in (2.22). We can readily find the equation of motion of $f^{(1)}(\rho, \omega)$ by expanding the tensor equation up to first order in the amplitude expansion and then Fourier transforming the time dependence.

Let us define the differential operator $D_{1\omega}$ through

$$D_{1\omega} = \frac{\partial^2}{\partial \rho^2} + L_{11}(\rho) \frac{\partial}{\partial \rho} + L_{12}(\rho) + \omega^2 L_{13}(\rho),$$

(2.31)

where,

$$L_{11}(\rho) = -\frac{(12b^4 - \rho^4)(4b^4 + 3\rho^4)}{\rho(4b^4 - \rho^4)(4b^4 + \rho^4)}, \quad L_{12}(\rho) = \frac{128\rho^6 b^4}{(4b^4 - \rho^4)(4b^4 + \rho^4)^2},$$

$$L_{13}(\rho) = \frac{4b^4(4b^4 + \rho^4)}{(4b^4 - \rho^4)^2}.$$  

(2.32)

The equation of motion of $f^{(1)}(\rho, \omega)$ obtained from the Fourier transform of the tensor equation is (2.5) is

$$D_{1\omega} f^{(1)}(\rho, \omega) = 0.$$  

(2.33)

At the first order in the amplitude expansion, the vector equation (2.6) and the scalar equation (2.7) identically vanish. It follows from the definitions of $\pi_{ij}$, that in Fourier space $\pi_{ij}(\omega)\delta_{ij} = 0$. A simple inspection reveals this makes the both the vector and scalar equations vanish.
However, in order that the solution can be extended at higher orders in the amplitude expansion, without conflicting with the constraints, and also because the correction to the boundary stress-tensor at first order in the amplitude expansion has to be $\pi_{ij}$, we need the solution to the equation of motion (2.33) for $f^{(1)}(\rho, \omega)$ to satisfy the boundary condition

$$f^{(1)}(\rho, \omega) = \left(\frac{\rho}{b}\right)^4 + O\left(\left(\frac{\rho}{b}\right)^6\right), \text{ at } \rho = 0. \quad (2.34)$$

One can readily see that the above boundary condition specifies the solution of $f^{(1)}(\rho, \omega)$ uniquely, by Taylor expanding eq. (2.33) in $\rho$ about $\rho = 0$ and checking this determines all the coefficients of $\rho^{2n}$ of the Taylor expansion of $f^{(1)}(\rho, \omega)$ for $n > 3$. One can also check that this reproduces the known Taylor series of (2.25) of $f^{(1)}(\rho, \omega)$.

To sum up, we have thus determined that at the first order the metric in Fourier space is given by $f^{(1)}(\rho, \omega)$, which is the unique solution of eq. (2.33) with the boundary condition (2.34). This solution sums up the time derivatives to all orders.

Unfortunately, (2.33) is not exactly solvable unless $\omega = 0$. We can, however, devise the following strategy. We use (2.22) which relates $f^{(1)}(\rho, \omega)$ to the metric in real time. This relation actually is also the Taylor expansion of $f^{(1)}(\rho, \omega)$ in $\omega$ about $\omega = 0$. It is easy to see that (2.33) in conjunction with (2.22) implies that

$$\hat{D}_1 f^{(1,0)} = 0, \quad (2.35)$$

and

$$\hat{D}_1 f^{(1,2n)} = \frac{L_{13}(\rho)}{b^2} f^{(1,2(n-1))}, \text{ for } n \geq 1, \quad (2.36)$$

where $\hat{D}$ is the differential operator $D_1$ at $\omega = 0$, i.e.

$$\hat{D}_1 = \frac{d^2}{d\rho^2} + L_{11}(\rho) \frac{d}{d\rho} + L_{12}(\rho), \quad (2.37)$$

with $L_{11}$ and $L_{12}$ as defined in (2.32). Also, the boundary condition (2.34) implies (2.19) and (2.20).

The solutions of the homogeneous eq. (2.35) are

$$s_1(\rho) = 1 + \frac{\rho^4}{4b^4}, \quad s_2(\rho) = \left(1 + \frac{\rho^4}{4b^4}\right) \log\left(\frac{4b^4 - \rho^4}{4b^4 + \rho^4}\right). \quad (2.38)$$

The boundary condition (2.20) for $f^{(1,0)}$ implies that

$$f^{(1,0)}(\rho) = -2s_2(\rho) = -2 \left(1 + \frac{\rho^4}{4b^4}\right) \log\left(\frac{4b^4 - \rho^4}{4b^4 + \rho^4}\right). \quad (2.39)$$
The eqs. (2.36) along with the boundary conditions (2.19) imply the following recursion series

\[
f^{(1,2n)}(\rho) = \frac{1}{b^2} (-s_1(\rho)) \int_0^\rho \frac{s_2(\rho')}{W(s_1, s_2)(\rho')} L_{13}(\rho') f^{(1,2(n-1))}(\rho') \nonumber \\
+ s_2(\rho) \int_0^\rho \frac{s_1(\rho')}{W(s_1, s_2)(\rho')} L_{13}(\rho') f^{(1,2(n-1))}(\rho'), \text{ for } n \geq 1, \tag{2.40}
\]

where \(W(s_1, s_2)\) is the Wronskian of \(s_1\) and \(s_2\).

Through the exact recursion relations given by (2.39) and (2.40), we thus efficiently sum over all time derivatives in the metric at first order in the amplitude expansion, or equivalently define the coefficients of the Taylor series (2.22) of \(f^{(1)}(\rho, \omega)\) about \(\omega = 0\).

2.2.2 The metric at the second order in the amplitude expansion

At the second order in the amplitude expansion, we have seen that we can express \(g_{\mu\nu}\) in the Fefferman-Graham metric (2.2) in terms of three functions \(f_i^{(2)}(\rho, \omega, \omega_1)\), for \(i = 1, 2, 3\) after Fourier transforming the time dependence as shown earlier in (2.27).

The tensor equation (2.3) gives the equation of motion for all three \(f_i^{(2)}\)'s. When we Fourier transform the dependence on time of this equation, to be consistent with the definitions of \(f_i^{(2)}\)'s, the Fourier transform is done such that it is symmetric under the exchange of \(\omega_1\) and \(\omega - \omega_1\).

The part of this equation of motion which is purely spatial and traceless at the second order in the amplitude expansion, gives the equation of motion for \(f_1^{(2)}\),

\[
D_{1\omega} f_1^{(2)}(\rho, \omega, \omega_1) = S_1^{(2)}(\rho, \omega, \omega_1), \tag{2.41}
\]

where \(D_{1\omega}\) is defined through (2.31), and

\[
S_1^{(2)}(\rho, \omega, \omega_1) = R_{11}^{(2)}(\rho) \left( \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega - \omega_1) \right) \\
+ R_{12}^{(2)}(\rho) \left( f^{(1)}(\rho, \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega - \omega_1) + f^{(1)}(\rho, \omega - \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega_1) \right) \\
+ \left( R_{13}^{(2)}(\rho) + \omega_1(\omega - \omega_1)R_{14}^{(2)}(\rho) \right) f^{(1)}(\rho, \omega_1) f^{(1)}(\rho, \omega - \omega_1), \tag{2.42}
\]

with

\[
R_{11}^{(2)}(\rho) = \frac{4b^4}{(4b^4 + \rho^4)}, \quad R_{12}^{(2)}(\rho) = -\frac{16\rho^3b^4}{(4b^4 + \rho^4)^2}, \\
R_{13}^{(2)}(\rho) = \frac{64\rho^6b^4}{(4b^4 + \rho^4)^3}, \quad R_{14}^{(2)}(\rho) = \frac{16b^8}{(4b^4 - \rho^4)^2}. \tag{2.43}
\]
Since \( f_1^{(2)} \) captures the contributions to the metric which are purely spatial and traceless (just like the entire contribution of the metric at the first order in the amplitude expansion), it follows that its equation of motion should be given by the same differential operator \( D_{1\omega} \) acting on it, but with source terms on the right hand side. In fact, this structure of the equation of motion for the purely spatial and traceless parts is maintained to all orders in the amplitude expansion.

The equations of motion couple \( f_2^{(2)} \) and \( f_3^{(2)} \). Let us define the following differential operators

\[
D_{21\omega} = \frac{\partial^2}{\partial \rho^2} + L_{21}(\rho) \frac{\partial}{\partial \rho} + L_{22}(\rho) + \omega^2 L_{23}(\rho),
\]

\[
D_{22} = L_{24}(\rho) \frac{\partial}{\partial \rho} + L_{25}(\rho),
\]

\[
D_{31} = \frac{\partial^2}{\partial \rho^2} + L_{31}(\rho) \frac{\partial}{\partial \rho} + L_{32}(\rho),
\]

\[
D_{32\omega} = L_{33}(\rho) \frac{\partial}{\partial \rho} + L_{34}(\rho) + \omega^2 L_{35}(\rho),
\]

with

\[
L_{21}(\rho) = -\frac{8b^4(12b^4 + \rho^4)}{\rho(4b^4 - \rho^4)(4b^4 + \rho^4)}, \quad L_{22}(\rho) = \frac{4\rho^2(48b^8 + 8\rho^4b^4 + 3\rho^8)}{(4b^4 - \rho^4)(4b^4 + \rho^4)^2},
\]

\[
L_{23}(\rho) = \frac{4b^4(4b^4 + \rho^4)}{(4b^4 - \rho^4)^2}, \quad L_{24}(\rho) = \frac{(4b^4 + \rho^4)}{\rho(4b^4 - \rho^4)}, \quad L_{25}(\rho) = \frac{4\rho^2(12b^4 + \rho^4)}{(4b^4 - \rho^4)^2},
\]

\[
L_{31}(\rho) = -\frac{2(32b^8 - 36\rho^4b^4 - \rho^8)}{\rho(4b^4 - \rho^4)(4b^4 + \rho^4)}, \quad L_{32}(\rho) = -\frac{4\rho^2(192b^{12} - 336\rho^4b^8 - 60\rho^8b^4 + \rho^{12})}{(4b^4 - \rho^4)^2(4b^4 + \rho^4)^2},
\]

\[
L_{33}(\rho) = \frac{3(4b^4 - \rho^4)(16b^8 + 24\rho^4b^4 + \rho^8)}{\rho(4b^4 + \rho^4)^3},
\]

\[
L_{34}(\rho) = -\frac{12\rho^2(4b^4 - \rho^4)(16b^8 + 24\rho^4b^4 + \rho^8)}{(4b^4 + \rho^4)}, \quad L_{35}(\rho) = -\frac{12b^4}{(4b^4 + \rho^4)}.
\]

The part of the tensor equation (2.3) which is proportional to the purely spatial identity matrix gives

\[
D_{21\omega} f_2^{(2)}(\rho, \omega, \omega_1) + D_{22} f_3^{(2)}(\rho, \omega, \omega_1) = S_2^{(2)}(\rho, \omega, \omega_1),
\]

(2.46)
where
\[
S^{(2)}_2(\rho, \omega, \omega_1) = R^{(2)}_{21}(\rho) \left( \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega - \omega_1) \right) \\
+ R^{(2)}_{22}(\rho) \left( f^{(1)}(\rho, \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega - \omega_1) + f^{(1)}(\rho, \omega - \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega_1) \right) \\
+ \left( R^{(2)}_{23}(\rho) + \omega_1(\omega - \omega_1)R^{(2)}_{24}(\rho) \right) f^{(1)}(\rho, \omega_1)f^{(1)}(\rho, \omega - \omega_1),
\]
(2.47)

with
\[
R^{(2)}_{21}(\rho) = \frac{4b^4}{3(4b^4 + \rho^4)}, \quad R^{(2)}_{22}(\rho) = -\frac{2b^4(12b^4 + 5\rho^4)}{3(4b^4 + \rho^4)^2}, \\
R^{(2)}_{23}(\rho) = \frac{16\rho^2b^4(12b^4 + \rho^4)}{3(4b^4 + \rho^4)^3}, \quad R^{(2)}_{24}(\rho) = \frac{16b^8}{3(4b^4 - \rho^4)^2}.
\]
(2.48)

The time-time component of the tensor equation (2.5) gives
\[
D^{(2)}_{31} f^{(2)}_3(\rho, \omega, \omega_1) + D^{(2)}_{32} f^{(2)}_2(\rho, \omega, \omega_1) = S^{(2)}_3(\rho, \omega, \omega_1),
\]
(2.49)

where
\[
S^{(2)}_3(\rho, \omega, \omega_1) = R^{(2)}_{31}(\rho) \left( f^{(1)}(\rho, \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega - \omega_1) + f^{(1)}(\rho, \omega - \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega_1) \right) \\
+ \left( R^{(2)}_{32}(\rho) + \omega_1(\omega - \omega_1)^2 + \omega_1(\omega - \omega_1) \right) R^{(2)}_{33}(\rho) \\
f^{(1)}(\rho, \omega_1)f^{(1)}(\rho, \omega - \omega_1),
\]
(2.50)

with
\[
R^{(2)}_{31}(\rho) = \frac{2b^4(4b^4 - \rho^4)(16b^8 + 24\rho^4b^4 + \rho^8)}{\rho(4b^4 + \rho^4)^4}, \\
R^{(2)}_{32}(\rho) = -\frac{16b^2\rho^4(4b^4 - \rho^4)(16b^8 + 24\rho^4b^4 + \rho^8)}{(4b^4 + \rho^4)^5}, \quad R^{(2)}_{33}(\rho) = -\frac{8b^8}{(4b^4 + \rho^4)^2}.
\]
(2.51)
The eqs. (2.41), (2.46), and (2.49) sum the dynamical equations of motion.

As discussed previously, to be consistent with the constraints, we require that
\[
f^{(2)}_1(\rho, \omega, \omega_1) = O\left( \left( \frac{\rho}{b} \right)^8 \right), \text{ at } \rho = 0.
\]
(2.52)
The equation of motion (2.41) determines the leading and the subleading terms of the expansion. We require the same asymptotic behaviour of \( f^{(2)}_2 \) and \( f^{(2)}_3 \), however the eqs. (2.46) and (2.49) only determine the sum of the coefficients of \( \rho^8 \) of \( f^{(2)}_2 \) and \( f^{(2)}_3 \). We have already
discussed that the origin of this incapability is that the parent tensor eq. (2.3) from which these are derived is not the true dynamical equation given by (2.8).

This incapability is easily rectifiable, since the tensor eq. (2.3) is only incapable of determining the full coefficient of the $\rho^8$ term in the Taylor expansion of $g_{\mu\nu}$ about $\rho = 0$, in terms of the boundary metric and boundary stress tensor. We should therefore use the true dynamical equation (2.8) to determine the coefficient of $\rho^8$ in Taylor series of either $f^{(2)}_2$ or $f^{(2)}_3$, then the eqs. (2.46) and (2.49) determine the other coefficient and all other subleading terms of both the expansions. So, the boundary conditions of $f^{(2)}_2$ and $f^{(2)}_3$ are

$$f^{(2)}_2(\rho, \omega, \omega_1) = \frac{\rho^8}{8b^8} + O\left((\frac{\rho}{b})^{10}\right), \text{at} \ \rho = 0,$$

$$f^{(2)}_3(\rho, \omega, \omega_1) = O\left((\frac{\rho}{b})^8\right), \text{at} \ \rho = 0. \quad (2.53)$$

One can check that, with the boundary conditions (2.52) and (2.53), the equations of motion (2.41), (2.46) and (2.49) reproduce the known Taylor series (2.29) of $f^{(2)}_i$'s that are consistent with the constraints. Also, these boundary conditions make it explicit that the boundary stress-tensor is uncorrected at this order.

We have also observed before that checking the constraints is equivalent to checking the vector eq. (2.6) and the scalar eq. (2.7). We have reproduced these equations at the second order in the amplitude expansion in appendix A. These equations vanish if we substitute the solutions of the dynamical eqs. (2.41), (2.46) and (2.49), determined uniquely by the boundary conditions (2.52) and (2.53) in them. We can readily check this by Taylor expanding these equations in $\rho$ about $\rho = 0$ and substituting the Taylor expansions (2.29) of $f^{(2)}_i$'s in them.

To sum up, we have captured $g_{\mu\nu}$ in the Fefferman-Graham metric (2.3) at the second order in the amplitude expansion (2.27), through three functions $f^{(2)}_i(\rho, \omega, \omega_1)$, for $i = 1, 2, 3$, which are determined uniquely by the equations of motion (2.41), (2.46) and (2.49), along with the boundary conditions (2.52) and (2.53). This allows us to sum over all time derivatives at this order. We also note that all of these equations along with the constraints, after Fourier transforming the time dependence, are local in both the arguments $\omega_1$ and $\omega_1$, simply because these equations are local in time as well.

Unfortunately again, this system of linear ODEs comprising (2.41), (2.48) and (2.49), is not solvable exactly unless $\omega = \omega_1 = 0$. Therefore, we repeat our strategy at the first order to sum over the $\omega$ and $\omega_1$ dependence through an exact recursion series.

We use the previously defined Taylor expansion of the $f^{(2)}_i(\rho, \omega, \omega_1)$'s in $\omega$ and $\omega_1$ as defined in (2.28), and use the full equations of motion (2.41), (2.46) and (2.49) to find equations of motion for the coefficients $f^{(2,2m,2m)}_i(\rho)$. We recall that, by definition $0 \leq m \leq n.$
The first equation of motion (2.41) along with (2.28) implies
\[
\hat{D}_1 f^{(2,0,0)}_1 = R^{(2)}_{11}(\rho) \left( \frac{d}{d\rho} f^{(1,0)}_1 \right)^2 + 2R^{(2)}_{12}(\rho) \left( f^{(1,0)}_1 \frac{d}{d\rho} f^{(1,0)}_1 \right) + R^{(2)}_{13}(\rho) \left( f^{(1,0)}_1 \right)^2,
\]
(2.54)
when \( n = m = 0, \hat{D}_1 \) is as defined in (2.37),
\[
\hat{D}_1 f^{(2,2n,2m)}_1 = \frac{L^{(2)}_{13}(\rho)}{b^2} \left( f^{(2,2n-2,2m-2)}_1 + 2f^{(2,2n-2,2m)}_1 \Theta(n - m - 1) \right.
\]
\[+ f^{(2,2n-2,2m+2)}_1 \Theta(n - m - 2) \bigg) \]
\[+ R^{(2)}_{11}(\rho) \frac{d}{d\rho} f^{(1,n+m)}_1 \frac{d}{d\rho} f^{(1,n-m)}_1 \]
\[+ R^{(2)}_{12}(\rho) \left( f^{(1,n+m)}_1 \frac{d}{d\rho} f^{(1,n-m)}_1 + f^{(1,n-m)}_1 \frac{d}{d\rho} f^{(1,n+m)}_1 \right) \]
\[+ R^{(2)}_{13}(\rho) f^{(1,n-m)}_1 f^{(1,n+m)}_1, \quad n \geq 1, \ (m + n) = 0(\mod 2), \]
(2.55)
and
\[
\hat{D}_1 f^{(2,2n,2m)}_1 = \frac{L^{(2)}_{13}(\rho)}{b^2} \left( f^{(2,2n-2,2m-2)}_1 + 2f^{(2,2n-2,2m)}_1 \Theta(n - m - 1) \right.
\]
\[+ f^{(2,2n-2,2m+2)}_1 \Theta(n - m - 2) \bigg) \]
\[+ \frac{R^{(2)}_{14}(\rho)}{b^2} f^{(1,n-m-1)}_1 f^{(1,n+m-1)}_1, \quad n \geq 1, \ (m + n) = 1(\mod 2). \]
(2.56)
The terms with \( \Theta(n - m - 1) \) contribute only when \( n \geq m + 1 \) and those with \( \Theta(n - m - 2) \) contribute only when \( n \geq m + 2 \). The \( R_i \)'s above have been defined in (2.43) and \( L_{13} \) has been defined in (2.32). Also the \( f^{(1,p)} \)'s are as obtained in (2.39) and (2.40) at the first order, and contribute only when \( p \) is even and non-negative, otherwise they vanish.

The boundary condition (2.32) implies the solutions
\[
f^{(1,2n,2m)}_1(\rho) = -s_1(\rho) \int_0^\rho d\rho' \frac{s_2(\rho')}{W(s_1, s_2)(\rho')} S^{(2,2n,2m)}_1(\rho'),\]
\[+ s_2(\rho) \int_0^\rho d\rho' \frac{s_1(\rho')}{W(s_1, s_2)(\rho')} S^{(2,2n,2m)}_1(\rho'),
\]
(2.57)
where \( s_1 \) and \( s_2 \) are the solutions of the homogeneous eq \( \hat{D}_1 f = 0 \) as defined in (2.38), \( W(s_1, s_2) \) is their Wronskian, and \( S^{(2,2n,2m)}_1 \) is whatever that appears in the right hand side of equations of motion (2.54), (2.55) and (2.56) for \( f^{(2,2n,2m)}_1 \)'s, according to whether \( n = m = 0, \) or \( n \geq 1 \) and \( n + m = 0(\mod 2), \) or \( n \geq 1 \) and \( n + m = 1(\mod 2), \)
respectively. When \( n = m = 0 \), the integration above can be explicitly done, so that

\[
f_1^{(2,0,0)}(\rho) = 2 \left( 1 + \frac{\rho^4}{4b^4} \right) \left( \log \left( \frac{4b^4 - \rho^4}{4b^4 + \rho^4} \right) \right)^2.
\] (2.58)

To find the equations of motion for \( f_2^{(2,2n,2m)} \)'s and \( f_3^{(2,2n,2m)} \)'s, it is convenient to first decouple the equations of motion (2.46) and (2.49) for \( \omega = \omega_1 = 0 \) and then use the expansions (2.28).

Let us define the differential operator \( \hat{D}_2 \) through

\[
\hat{D}_2 = \frac{d^3}{d\rho^3} - \frac{(144b^8 + 16\rho^4b^4 + 3\rho^8)}{\rho(4b^4 + \rho^4)(4b^4 - \rho^4)} \frac{d^2}{d\rho^2} + \frac{3(112b^8 + 16\rho^4b^4 + 5\rho^8)}{\rho^2(4b^4 + \rho^4)(4b^4 - \rho^4)} \frac{d}{d\rho},
\] (2.59)

and the differential operator \( \hat{D}_3 \) through

\[
\hat{D}_3 = \frac{d}{d\rho} + \frac{4\rho^3(12b^4 + \rho^4)}{(4b^4 + \rho^4)(4b^4 - \rho^4)}.
\] (2.60)

The solutions of the homogeneous differential equation \( \hat{D}_2 f = 0 \) are

\[
t_1 = 1, \quad t_2 = 1 + \frac{\rho^4}{4b^4}, \quad t_3 = \left( 1 + \frac{\rho^4}{4b^4} \right) \log \left( \frac{4b^4 - \rho^4}{4b^4 + \rho^4} \right).
\] (2.61)

The solution of the homogeneous differential equation \( \hat{D}_3 f = 0 \) is

\[
u = \frac{(4b^4 - \rho^4)^2}{4b^4(4b^4 + \rho^4)}.
\] (2.62)

The equations of motion for \( f_2^{(2,2n,2m)} \)'s and \( f_3^{(2,2n,2m)} \)'s can be written as

\[
\hat{D}_2 f_2^{(2,2n,2m)} = S_2^{(2,2n,2m)},
\]
\[
\hat{D}_2 f_3^{(2,2n,2m)} = S_3^{(2,2n,2m)}.
\] (2.63)

where

\[
S_2^{(2,2n,2m)} = \left( \frac{d}{d\rho} - \frac{(48b^8 + 8\rho^4b^4 + 3\rho^8)}{\rho(4b^4 + \rho^4)(4b^4 - \rho^4)} \right) T_2^{(2)}(\rho) - L_{24}(\rho) T_3^{(2)}(\rho),
\]
\[
S_3^{(2,2n,2m)} = \frac{1}{L_{21}(\rho)} \left( T_2^{(2)}(\rho) - \left( \frac{d^2}{d\rho^2} + L_{21}(\rho) \frac{d}{d\rho} + L_{22}(\rho) \right) f_2^{(2,2n,2m)} \right),
\] (2.64)
with

\[
T_2^{(2)}(\rho) = R_{21}^{(2)}(\rho) \left( \frac{d}{d\rho} f^{(1,0)} \right)^2 + 2R_{22}^{(2)}(\rho) \left( f^{(1,0)} \frac{d}{d\rho} f^{(1,0)} \right) + R_{23}^{(2)}(\rho) f^{(1,0)} \] , when \( n = m = 0 \),
\[
= \frac{L_{23}(\rho)}{b^2} \left( f_2^{(2,2n-2,2m-2)} + 2f_2^{(2,2n-2,2m)} \Theta(n-m-1) + f_2^{(2,2n-2,2m+2)} \Theta(n-m-2) \right)
\]
\[
+ R_{21}^{(2)}(\rho) \frac{d}{d\rho} f^{(1,n-m)} \frac{d}{d\rho} f^{(1,n+m)} + R_{22}^{(2)}(\rho) \left( f^{(1,n+m)} \frac{d}{d\rho} f^{(1,n-m)} + f^{(1,n-m)} \frac{d}{d\rho} f^{(1,n+m)} \right) + R_{23}^{(2)}(\rho) f^{(1,n-m)} f^{(1,n+m)} \] , when \( n \geq 1 \), \((m+n) = 0(\text{mod} 2)\)
\[
= \frac{L_{23}(\rho)}{b^2} \left( f_2^{(2,2n-2,2m-2)} + 2f_2^{(2,2n-2,2m)} \Theta(n-m-1) + f_2^{(2,2n-2,2m+2)} \Theta(n-m-2) \right)
\]
\[
- R_{21}^{(2)}(\rho) f^{(1,n-m-1)} f^{(1,n+m-1)}, when \ n \geq 1 , (m+n) = 1(\text{mod} 2) , \quad (2.65)
\]

and

\[
T_3^{(2)}(\rho) = 2R_{31}^{(2)}(\rho) \left( f^{(1,0)} \frac{d}{d\rho} f^{(1,0)} \right) + R_{32}^{(2)}(\rho) f^{(1,0)} \] , when \( n = m = 0 \),
\[
= \frac{L_{35}(\rho)}{b^2} \left( f_2^{(2,2n-2,2m-2)} + 2f_2^{(2,2n-2,2m)} \Theta(n-m-1) + f_2^{(2,2n-2,2m+2)} \Theta(n-m-2) \right)
\]
\[
+ R_{31}^{(2)}(\rho) \left( f^{(1,n+m)} \frac{d}{d\rho} f^{(1,n-m)} + f^{(1,n-m)} \frac{d}{d\rho} f^{(1,n+m)} \right) + R_{32}^{(2)}(\rho) f^{(1,n-m)} f^{(1,n+m)}
\]
\[
- R_{33}^{(2)}(\rho) \left( f^{(1,n-m-2)} f^{(1,n+m)} + f^{(1,n-m)} f^{(1,n+m-2)} \right), when \ n \geq 1 , (m+n) = 0(\text{mod} 2),
\]
\[
= \frac{L_{35}(\rho)}{b^2} \left( f_2^{(2,2n-2,2m-2)} + 2f_2^{(2,2n-2,2m)} \Theta(n-m-1) + f_2^{(2,2n-2,2m+2)} \Theta(n-m-2) \right)
\]
\[
- R_{33}^{(2)}(\rho) f^{(1,n-m-1)} f^{(1,n+m-1)}, when \ n \geq 1 , (m+n) = 1(\text{mod} 2). \quad (2.66)
\]
In the above eqs. \( R_{2i}^{(2)} \)'s and \( R_{3i}^{(2)} \)'s are as defined in (2.48) and (2.48) respectively, and \( L_{23} \) and \( L_{35} \) are as defined in (2.45). Further, the terms with \( \Theta(n - m - 1) \) contribute only when \( n \geq m + 1 \) and those with \( \Theta(n - m - 2) \) contribute only when \( n \geq m + 2 \). The \( f^{(1,p)} \)'s are as obtained in (2.39) and (2.40), and they vanish if \( p \) is not even and non-negative.

The boundary condition (2.53) determines the solutions of eq. (2.63) uniquely. The solutions of \( f_{2}^{(2,2n,2m)} \)'s are

\[
\begin{align*}
    f_{2}^{(2,0,0)}(\rho) &= \frac{\rho^4}{64} + \frac{4b^4 + \rho^4}{12b^4} \log \left( \frac{4b^4 - \rho^4}{4b^4 + \rho^4} \right) + \frac{4b^4 + \rho^4}{6b^4} \left( \log \left( \frac{4b^4 - \rho^4}{4b^4 + \rho^4} \right) \right)^2, \\
    f_{2}^{(2,2n,2m)}(\rho) &= \sum_{a=0}^{3} t_a \int_{0}^{\rho} d\rho' \frac{W_a(\rho')}{W(t_1, t_2, t_3)(\rho')}, \text{ for } n \geq 1. \quad (2.67)
\end{align*}
\]

Here \( W(t_1, t_2, t_3) \) denotes the Wronskian of \( t_a \)'s defined in (2.64). We recall that the Wronskian is the determinant of the 3 \( \times \) 3 matrix whose \( i \)-th column is the transpose of \( (t_i, dt_i/d\rho, d^2t_i/d\rho^2) \), for \( i = 1, 2, 3 \). Here \( W_a \) denotes the determinant of the same matrix with the \( a \)-th column replaced by the transpose of \( (0, 0, S_2^{(2,2n,2m)}) \), where \( S^{(2,2n,2m)} \) is as defined in (2.64).

The solutions of \( f_{3}^{(2,2n,2m)} \)'s are

\[
\begin{align*}
    f_{3}^{(2,0,0)}(\rho) &= -\frac{(4b^4 - \rho^4)^2}{6b^4(4b^4 + \rho^4)} + \frac{2}{3} \frac{(4b^4 - \rho^4)(4b^4 + 3\rho^4)}{(4b^4 + \rho^4)^2} + \frac{(4b^4 - \rho^4)^2}{4b^4(4b^4 + \rho^4)} \log \left( \frac{4b^4 - \rho^4}{4b^4 + \rho^4} \right), \\
    f_{3}^{(2,2n,2m)}(\rho) &= \int_{0}^{\rho} d\rho' \frac{S_3^{(2,2n,2m)}(\rho')}{u(\rho')}, \text{ for } n \geq 1. \quad (2.68)
\end{align*}
\]

Here \( u \) is as defined in (2.62) and \( S^{(2,2n,2m)} \) is as defined in (2.64).

To summarize, the solutions (2.57), (2.67) and (2.68) exactly capture the entire correction to the metric at second order, by specifying the coefficients of the Taylor series (2.28) of \( f_{i}^{(2)}(\rho, \omega, \omega_1) \) in \( \omega \) and \( \omega_1 \) about \( \omega = \omega_1 = 0 \), recursively.

We can clearly extend our method to higher orders in the amplitude expansion, where we can solve the time dependence through similar recursion relations.

### 2.3 Subtleties in the Fourier space

We have seen that order by order in the amplitude expansion, all the time derivatives can be summed up efficiently in terms of a finitely few functions once we Fourier transform the time dependence. The equations of motion, which are ODEs in \( \rho \) with source terms, can also be obtained for these finitely few functions from the amplitude expansion of the tensor eq (2.5) and Fourier transforming its time-dependence as well.

We will point out here that the Fourier transform involves some subtleties. These sub-
tleties, are however, not new and could be readily illustrated with Navier-Stokes equation with no forcing term as an example. It is believed, though there is no rigorous proof, that the solutions will decay in the future and become homogeneous. Similarly, we believe in the case of AdS gravity, that the perturbations will decay and the solution will settle down to a boosted black brane. The point is that such decaying functions, like $e^{-\alpha t}$ for instance, for $\alpha > 0$, typically grow in the past and have no well-defined Fourier transform by the standard contour prescription, where the integration in $t$ runs along the real axis from $-\infty$ to $\infty$.

The remedy for this is well known. It is convenient to state this remedy in terms of the inverse Fourier transform. Let

$$f(\omega) = \frac{1}{2\pi} \left( \frac{1}{\alpha - i\omega} \right), \quad \alpha > 0. \quad (2.69)$$

We see that $f(\omega)$ has a simple pole in the lower half plane at $\omega = -i\alpha$ with residue $-1/(2\pi i)$. Let us inverse Fourier transform $f(\omega)$ by doing this integration over $\omega$ using the following contour. We go slightly below the real axis and integrate in $\omega$ from $-\infty - i\epsilon$ to $\infty + i\epsilon$, where $\epsilon$ is infinitesimal and positive, and then close the contour in the lower half plane by going along the semicircle at infinity. With this contour prescription, the inverse Fourier transform picks up contribution only from the pole in the lower half plane, so we get

$$f(t) = e^{-\alpha t}, \quad (2.70)$$

which decays in the future.

This contour prescription is simple, but has an important physical significance. We have a similar well-known contour prescription when one defines the retarded correlator in real time. The physical significance is that we pick up an arrow of time. In the case of solutions of gravity at the non-linear level, the result is even more drastic.

We know that for purely hydrodynamic solutions of gravity, we can either have a regular future horizon or a regular past horizon, but not both [14]. The former happens at the first order in the derivative expansion when $4\pi \eta/s = 1$, and the latter happens when $4\pi \eta/s = -1$. The regular perturbations of the AdS black brane and the AdS white brane cannot be glued without encountering some discontinuity, which is disallowed by Einstein’s equation in vacuum with a negative cosmological constant. Therefore, the past of the solution which is purely hydrodynamic in the future will have drastically different behavior.

The same situation will be repeated here in the case of homogeneous relaxation. In this case also, we will be interested in the solution which will settle to an AdS black brane in the future. Quite generally, the past behavior of the solution will depend on the specific initial condition. However, the behavior in the future can be expected to be governed by a generic phenomenological equation like the Navier-Stokes equation. provided the future
horizon is regular. Remarkably, this generic behavior at late time is exactly what is expected also in the dual theory. Our contour prescription isolates the generic future behavior from the non-generic behavior in the past, the latter being dependent on the specific details of the initial state.

3 Translation to ingoing Eddington-Finkelstein coordinate system in the amplitude expansion

The ingoing Eddington-Finkelstein coordinates are particularly suitable for analyzing the future horizon. The position of the future horizon at late time is revealed in these coordinates manifestly. In the case of stationary black holes, the metric is also manifestly regular at the future horizon in these coordinates.

For more general geometries, which are perturbations of AdS black branes, we need to give a definition of the ingoing Eddington-Finkelstein coordinate system. This can be achieved by noting that the unperturbed boosted AdS black brane takes the following covariant form

\[ ds^2 = -2u_\mu dx^\mu dr + G_{\mu\nu}(r)dx^\mu dx^\nu, \]

where \( u_\mu \) is the boost parameter of the black brane as before, and

\[ G_{\mu\nu} = -r^2 \left( 1 - \frac{1}{b^4 r^4} \right) u_\mu u_\nu + r^2 P_{\mu\nu}, \]

with \( P_{\mu\nu} \) being as in (2.12), the projection tensor on the spatial hyperplane orthogonal to \( u^\mu \).

We can think of \( r \) as the Eddington-Finkelstein radial coordinate and \( x^\mu \)'s as the boundary coordinates. The horizon can be located by finding where \( G_{\mu\nu}u_\mu u_\nu \) has a simple zero. We can readily see that the horizon is located at \( r = 1/b \). Further the Hawking temperature \( T = 1/(\pi b) \), so we can legally use the same notation \( b \) as in the previous section, where \( b \) was defined as \( 1/(\pi T) \). The generators of the horizon in these coordinates are also limits of radial outgoing null rays. So this horizon is a future horizon. We also note that if we have chosen the outgoing Eddington-Finkelstein coordinates, the \((\mu r)\) and \((r\mu)\) components of the metric would have been \( u_\mu \) instead of \(-u_\mu\), and the horizon would have been a past horizon.

The natural generalization of this form of the metric, to geometries which are perturbations of the boosted black brane, is

\[ ds^2 = -2u_\mu(x)dx^\mu dr + G_{\mu\nu}(r, x)dx^\mu dx^\nu, \]
where \( u_\mu \) is now the local boost parameter and \( G_{\mu\nu} \) also depends on the boundary coordinates \( x^\mu \). As in [14], we define the ingoing Eddington-Finkelstein coordinate system as the system in which the metric assumes the above form.

When \( u^\mu \) is a constant four-vector, as in the previous section, it is convenient to go to the global comoving frame where the boost parameter \( u^\mu \) is \((1,0,0,0)\). We define the ingoing Eddington-Finkelstein time \( v \), as \( v = -u_\mu x^\mu \) and call the spatial coordinates in the orthogonal spatial plane \( x^i \)'s, where \( i = 1,2,3 \). The boosted black brane metric given by (3.1) and (3.2) now assumes the form

\[
 ds^2 = 2dvdr + G^{(0)}_{00}(r)dv^2 + G^{(0)}_{ij}(r)dx^idx^j,
\]  

where,

\[
 G^{(0)}_{00} = -r^2 \left( 1 - \frac{1}{b^4r^4} \right), \quad G^{(0)}_{ij} = r^2 \delta_{ij}. \]  

(3.5)

In our case of homogeneous relaxation, the metric in the global comoving frame in this coordinate system should assume the form,

\[
 ds^2 = 2dvdr + G_{00}(r,v)dv^2 + G_{ij}(r,v)dx^idx^j,
\]  

(3.6)

where \( G_{00} \) and \( G_{ij} \) are also dependent on the time \( v \). We note that \( G_{i0} = G_{0i} = 0 \) as in the case of \( g_{i0} \) and \( g_{0i} \) in the Fefferman-Graham coordinate system, because there is no vector which can be constructed just from the boundary data \( \pi_{ij}(t) \). We will soon show that this is indeed the case when we obtain the metric explicitly by translating the Fefferman-Graham metric into this coordinate system.

### 3.1 The equations for translation

We have seen in the previous section that when the boundary stress-tensor assumes the form of homogeneous relaxation, the metric in Fefferman-Graham coordinates, in the global comoving frame, summing over all orders in the amplitude expansion, assumes the form

\[
 ds^2 = \frac{d\rho^2 + g_{00}(\rho,t)d\tau^2 + g_{ij}(\rho,t)dz^i dz^j}{\rho^2}
\]  

(3.7)

If we do the following change of coordinates,

\[
 \rho = \Phi(r,v),
\]

\[
 t = v + k(r,v),
\]

\[
 z^i = x^i,
\]  

(3.8)
the Fefferman-Graham metric (3.7) indeed translates to the ingoing Eddington-Finkelstein metric (3.6) provided

\[ \left( \frac{\partial \Phi}{\partial r} \right)^2 + g_{00}(\rho(r,v), t(r,v)) \left( \frac{\partial k}{\partial r} \right)^2 = 0, \]

\[ \frac{\partial \Phi}{\partial r} + g_{00}(\rho(r,v), t(r,v)) \frac{\partial k}{\partial r} \left( 1 + \frac{\partial k}{\partial v} \right) = \Phi^2, \]

where \( g_{00} \) is now evaluated as a function of \( r \) and \( v \). These equations thus determine the change of coordinates (3.8) from the Fefferman-Graham coordinates to the Eddington-Finkelstein coordinates.

Once the Fefferman-Graham coordinates are determined as functions of the ingoing Eddington-Finkelstein coordinates, one can readily translate the Fefferman-Graham metric to the ingoing Eddington-Finkelstein metric. We note that, just like the Fefferman-Graham metric (3.7) is fully specified by \( g_{00} \) and \( g_{ij} \), the ingoing Eddington-Finkelstein metric (3.6) is also fully specified by \( G_{00} \) and \( G_{ij} \). The change of coordinates (3.8), determined by (3.9), implies

\[ \left( \frac{\partial \Phi}{\partial v} \right)^2 + g_{00}(\rho(r,v), t(r,v)) \left( 1 + \frac{\partial k}{\partial v} \right)^2 = G_{00} \Phi^2 \]

\[ g_{ij}(\rho(r,v), t(r,v)) = G_{ij} \Phi^2. \]

The above equations thus translate the metric. We note that the equations above are algebraic equations and not PDEs like (3.9), where \( r \) and \( v \) derivatives of the unknowns \( \Phi \) and \( k \) appear. In the above equations, the \( r \) and \( v \) derivatives of the unknowns, \( G_{00} \) and \( G_{ij} \) do not appear.

For the purely hydrodynamic case too, similar equations like (3.9) and (3.10) for changing coordinates and translating the metric respectively from the Fefferman-Graham to ingoing Eddington-Finkelstein system were derived [14]. However, there the equations for changing coordinates and that for translating the metric did not disentangle nicely like here.

For the unperturbed AdS black brane, \( \Phi(0)(r,v) \) and \( k(0)(r,v) \), which completely specify the change of coordinates (3.8) translating the \( g_{\mu\nu} \) in the Fefferman-Graham metric (2.17) to the \( G_{\mu\nu} \) in Eddington-Finkelstein coordinates (3.3) are,

\[ \Phi^{(0)}(r,v) = \Phi^{(0)}(r) = \frac{\sqrt{2b}}{\sqrt{b^2 r^2 + \sqrt{b^4 r^4 - 1}}}, \]

\[ k^{(0)}(r,v) = k^{(0)}(r) = b \left( \pi - 2 \arctan(br) + \frac{1}{4} \log \left( \frac{br + 1}{br - 1} \right) \right). \]
We can readily see that these solve the eqs. (3.9). Further, the eqs. (3.10) are also satisfied when \( G^{(0)}_{00} \) and \( G^{(0)}_{ij} \) are given by (3.7). We also observe that both \( \Phi^{(0)}(r) \) and \( k^{(0)}(r) \) behave like \( 1/r \), as we go towards the boundary at \( r = \infty \).

We will now see how to implement eqs. (3.3) and (3.10) for changing the coordinates and translating the metric respectively, from the Fefferman-Graham system to the ingoing Eddington-Finkelstein system, order by order in the amplitude expansion. At each order, we will sum over all derivatives with respect to the Eddington-Finkelstein time \( v \) through recursion relations, just like we summed over all derivatives in Fefferman-Graham time \( t \) in the previous section.

### 3.2 Translation at the first order in the amplitude expansion

At each order in the amplitude expansion, it will be easier to solve the eqs. (3.3) specifying change of coordinates (3.8) first. At the first order in the amplitude expansion, the change of coordinates do not receive any correction. We note that the change of coordinates from the Fefferman-Graham system to the ingoing Eddington-Finkelstein system, given by (3.8) maintains spatial translational and rotational symmetry of the former manifestly, to all orders in the amplitude expansion. It is easy to see that since \( \pi_{ij} \delta_{ij} = 0 \), there is no scope to write anything which is invariant under spatial rotations and translations, that can possibly correct \( \Phi(r,v) \) and \( k(r,v) \), from their forms at the zeroth order given by (3.11).

We recall that \( g_{\mu \nu} \) in the Fefferman-Graham coordinates at the first order in the derivative expansion takes the form (2.18), where \( g^{(1)}_{00} \) vanishes and \( g^{(1)}_{ij} \) is traceless. The equations for translation of the metric (3.10) at the first order in the amplitude expansion therefore implies

\[
\begin{align*}
G^{(1)}_{00} & = 0, \\
G^{(1)}_{ij} & = \frac{g^{(1)}_{ij} (\rho = \Phi^{(0)}(r), t = v + k^{(0)}(r))}{(\Phi^{(0)}(r))^2}, \\
\end{align*}
\]  

(3.12)

where \( \Phi^{(0)}(r) \) and \( k^{(0)}(r) \) are as in (3.11) for the unperturbed AdS black brane.

Further, just like \( g^{(1)}_{ij} \) in (2.18), we can write \( G^{(1)}_{ij} \) as follows

\[
G^{(1)}_{ij} = \sum_{n=0}^{\infty} b^{2+n} F^{(1,n)}(r) \left( \frac{d}{dv} \right)^n \pi_{ij}(v).
\]  

(3.13)

The difference from (2.18) here is that \( \pi_{ij} \) is a function of the Eddington-Finkelstein time \( v \) and not a function of the Fefferman-Graham time \( t \). Additionally, the time derivatives run over both even and odd powers, unlike even orders only in the latter case. Also, by definition, \( F^{(1,n)} \)'s are dimensionless functions like \( f^{(1,2n)} \)’s.
Substituting (2.18) and (3.13) in (3.12), we get

\[ F^{(1,n)}(r) = \frac{b^2}{(\Phi^{(0)}(r))^2} \sum_{m=0}^{n} f^{(1,2m)}(\rho = \Phi^{(0)}(r)) \frac{(k^{(0)}(r))^{n-2m}}{b^{n-2m}(n-2m)!} \]

when \( n \) is even,

\[ F^{(1,n)}(r) = \frac{b^2}{(\Phi^{(0)}(r))^2} \sum_{m=0}^{n-1} f^{(1,2m)}(\rho = \Phi^{(0)}(r)) \frac{(k^{(0)}(r))^{n-2m}}{b^{n-2m}(n-2m)!} \]

when \( n \) is even. \hspace{1cm} (3.14)

We recall that we have solved \( f^{(1,2m)} \) in the previous section recursively and our solutions are given by (2.39) and (2.40). Thus the equations above also give us recursive solutions for \( F^{(1,n)}(r) \). We will not make these recursion relations more explicit here. The leading term \( F^{(1,0)}(r) \) in this recursion can be easily found to take the form

\[ F^{(1,0)}(r) = -b^2 r^2 \log \left( 1 - \frac{1}{b^4 r^4} \right). \] \hspace{1cm} (3.15)

The recursion series (3.14) allows us to sum over all the time derivatives at the first order in the amplitude expansion.

When we derived the recursion series in the Fefferman-Graham coordinate system to sum over all time derivatives, we went to Fourier space. This has not been necessary at the first order in the amplitude expansion here, because we had to only solve the algebraic eq. (3.12). At the second order in the amplitude expansion, the equations for changing coordinates will be PDEs and not algebraic equations, so Fourier transforming the time dependence will be necessary again.

Therefore, for the sake of completeness, let us see if the metric here also assumes a compact form here in Fourier space too. The Fourier transform of \( \pi_{ij}(v) \) can be defined through

\[ \pi_{ij}(v) = \int_{-\infty}^{\infty} d\omega \ e^{-i\omega v} \pi_{ij}(\omega). \] \hspace{1cm} (3.16)

We note that since \( \pi_{ij}(v) \) is the same function of \( v \) as \( \pi_{ij}(t) \) is a function of \( t \). Given that we defined the Fourier transform of \( \pi_{ij}(t) \) in (2.21) in the same way, it follows that the Fourier transforms \( \pi_{ij}(\omega) \) are identical.

Similarly, we can define the Fourier transform of \( G^{(1)}_{ij}(r,v) \) in \( v \). Let us also define \( F^{(1)}(r,\omega) \) in analogy with \( f^{(1)}(\rho,\omega) \) in (2.22), as

\[ F^{(1)}(r,\omega) = \sum_{n=0}^{\infty} (-i\omega b)^n F^{(1,n)}(r). \] \hspace{1cm} (3.17)
Then we can indeed write $G^{(1)}_{ij}$ which gives the entire first order correction to the metric compactly in Fourier space as

$$G^{(1)}_{ij}(r, \omega) = b^2 F^{(1)}(r, \omega) \pi_{ij}(\omega). \quad (3.18)$$

This equation is analogous to (2.23) where the full correction to the metric at the first order has been captured by a single function $f^{(1)}(r, \omega)$ after Fourier transforming the time dependence in Fefferman-Graham coordinates.

Finally, the equation for translation (3.12) when Fourier transformed in $v$, gives the following algebraic relationship between $F^{(1)}$ and $f^{(1)}$,

$$F^{(1)}(r, \omega) = \frac{b^2}{(\Phi^{(0)}(r))^2} f^{(1)}(\rho = \Phi^{(0)}(r), \omega) e^{-i\omega k^{(0)}(r)}. \quad (3.19)$$

If we were able to solve the ODE for $f^{(1)}(\rho, \omega)$ given by (2.33) exactly, we could have easily used the algebraic equation above to know $F^{(1)}(r, \omega)$ exactly. However, this has not been possible, so we have taken care of the dependence on $\omega$, or equivalently summed the time derivatives recursively. We have already translated the same strategy here in (3.14).

### 3.3 Translation at the second order in the amplitude expansion

As in the case of the first order in the amplitude expansion, it is instructive to begin with how the changes in coordinates (3.8) take their form at the second order in the amplitude expansion. Taking into account manifest invariance under spatial translations and rotations, clearly $\Phi^{(2)}(r, v)$ and $k^{(2)}(r, v)$ specifying the change of coordinates at the second order in the amplitude expansion, should take the form,

$$\Phi^{(2)}(r, v) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} b^{9+n} \Phi^{(2,n,m)}(r) \sum_{a+b=0 \atop |a-b|=m} \left( \frac{d}{dv} \right)^a \pi_{pq}(v) \left( \frac{d}{dv} \right)^b \pi_{pq}(v), \quad (3.20)$$

$$k^{(2)}(r, v) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} b^{9+n} k^{(2,n,m)}(r) \sum_{a+b=0 \atop |a-b|=m} \left( \frac{d}{dv} \right)^a \pi_{pq}(v) \left( \frac{d}{dv} \right)^b \pi_{pq}(v),$$

where, by definition, $\Phi^{(2,n,m)}(r)$ and $k^{(2,n,m)}(r)$ are dimensionless functions, and $n + m$ is even ensures that the sum over $m$ is over even integers if $n$ is even, and is over odd integers if $n$ is odd, so that both $(n + m)/2$ and $(n - m)/2$, i.e. $a$ and $b$, are integers.

In Fourier space, we can put these changes of coordinates, compactly in terms of just two
functions, \( \Phi^{(2)}(r, \omega, \omega_1) \) and \( k^{(2)}(r, \omega, \omega_1) \), through the following relation,

\[
\Phi^{(2)}(r, v) = b^9 \int_{-\infty}^{\infty} d\omega \ e^{-i\omega v} \int_{-\infty}^{\infty} d\omega_1 \ \Phi^{(2)}(r, \omega, \omega_1) \pi_{pq}(\omega_1) \pi_{pq}(\omega - \omega_1),
\]

\[
k^{(2)}(r, v) = b^9 \int_{-\infty}^{\infty} d\omega \ e^{-i\omega v} \int_{-\infty}^{\infty} d\omega_1 \ k^{(2)}(r, \omega, \omega_1) \pi_{pq}(\omega_1) \pi_{pq}(\omega - \omega_1),
\]

where,

\[
\Phi^{(2)}(r, \omega, \omega_1) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-ib)^n \left( \frac{n+m}{2} \right) \frac{\pi_p(\omega_1)}{\pi_p(\omega - \omega_1)} \frac{\pi_p(\omega_1)}{\pi_p(\omega - \omega_1)} \Phi^{(2,n,m)}(r),
\]

\[
k^{(2)}(r, \omega, \omega_1) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-ib)^n \left( \frac{n+m}{2} \right) \frac{\pi_p(\omega_1)}{\pi_p(\omega - \omega_1)} \frac{\pi_p(\omega_1)}{\pi_p(\omega - \omega_1)} k^{(2,n,m)}(r).
\]

We note that, by definition \( \Phi^{(2)}(r, \omega, \omega_1) \) and \( k^{(2)}(r, \omega, \omega_1) \) are dimensionless functions.

We can readily obtain the equations for \( \Phi^{(2)}(r, \omega, \omega_1) \) by expanding the equations for change of coordinates (3.9) up to second order in the amplitude expansion, and then Fourier transforming the time dependence. Thus we have,

\[
\frac{d\Phi^{(0)}(r)}{dr} \frac{\partial \Phi^{(2)}}{\partial r}(r, \omega, \omega_1) + g_{00}^{(0)} \left( \rho = \Phi^{(0)}(r) \right) \frac{dk^{(0)}(r)}{dr} \frac{\partial k^{(2)}}{\partial r}(r, \omega, \omega_1)
\]

\[
+ \frac{1}{2} \left( \frac{dg^{(0)}_{00}}{d\rho} \right) \left( \rho = \Phi^{(0)}(r) \right) \left( \frac{dk^{(0)}(r)}{dr} \right)^2 \Phi^{(2)}(r, \omega, \omega_1)
\]

\[= -\frac{1}{2b} f^{(2)}_3 \left( \rho = \Phi^{(0)}(r), \omega, \omega_1 \right) e^{-i\omega k^{(0)}(r)} \left( \frac{dk^{(0)}}{dr} \right)^2,
\]

\[
g_{00}^{(0)} \left( \rho = \Phi^{(0)}(r) \right) \frac{\partial k^{(2)}}{\partial r}(r, \omega, \omega_1) - (i\omega) \frac{d\Phi^{(0)}(r)}{dr}
\]

\[- \left( \frac{dg^{(0)}_{00}}{d\rho} \right) \left( \rho = \Phi^{(0)}(r) \right) \frac{dk^{(0)}(r)}{dr}
\]

\[+ 2\Phi^{(0)}(r) \Phi^{(2)}(r, \omega, \omega_1)
\]

\[-i\omega g^{(0)}_{00} \left( \rho = \Phi^{(0)}(r) \right) \frac{dk^{(0)}}{dr} \]

\[= -\frac{1}{b} f^{(2)}_3 \left( \rho = \Phi^{(0)}(r), \omega, \omega_1 \right) e^{-i\omega k^{(0)}(r)} \frac{dk^{(0)}}{dr}.
\]

(3.23)
The solutions are uniquely specified by the boundary conditions,

\[ \Phi^{(2)}(r, \omega, \omega_1) = O \left( \frac{1}{b^9 r^9} \right), \quad \text{at } r \to \infty, \]

\[ k^{(2)}(r, \omega, \omega_1) = O \left( \frac{1}{b^9 r^9} \right), \quad \text{at } r \to \infty. \]  

(3.24)

These boundary conditions follow from simple dimensional analysis. The leading behavior of \( \Phi^{(0)}(r) \) and \( k^{(0)}(r) \) at the boundary \( r = \infty \) is \( 1/r \), and is independent of \( b \). The leading behavior of \( \Phi^{(2)}(r, v) \) and \( k^{(2)}(r, v) \) also should be independent of \( b \), so dimensional analysis shows that their leading behavior should be \( 1/r^9 \). This begets the above boundary conditions.

The eqs. (3.23) which are ordinary differential equations in \( r \) are unfortunately not solvable for arbitrary \( \omega \) and \( \omega_1 \). Therefore, we can adopt the same strategy as in the previous section, to solve these exactly first when \( \omega = \omega_1 = 0 \), so that we know \( \Phi^{(2,0,0)}(r) \) and \( k^{(2,0,0)}(r) \) exactly and then sum over the dependence over \( \omega \) and \( \omega_1 \) in (3.22) by obtaining \( \Phi^{(2,n,m)}(r) \) and \( k^{(2,n,m)}(r) \) recursively. We will not repeat this here because it will turn out that these exact recursion relations will not be important for the regularity analysis.

We also note that the eqs. (3.23) are first order ordinary differential equations in \( r \). Given that the equations for translation of the metric which we will derive next are algebraic, we bypass solving second order differential equations with constraints, involved in directly obtaining the metric in Eddington-Finkelstein coordinates from Einstein’s equation.

The \( G_{\mu \nu} \) in the ingoing Eddington-Finkelstein metric (3.6), similarly, should take the following form at the second order in the amplitude expansion,

\[ G_{00}^{(2)}(r, v) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} b^{6+n} F_3^{(2,n,m)}(r) \sum_{a,b=0}^{n} \sum_{a+b=n, |a-b|=m} \left( \frac{d}{dv} \right)^a \pi_{pq}(v) \left( \frac{d}{dv} \right)^b \pi_{pq}(v), \]

\[ G_{ij}^{(2)}(r, v) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} b^{6+n} F_2^{(2,n,m)}(r) \delta_{ij} \sum_{a,b=0}^{n} \sum_{a+b=n, |a-b|=m} \left( \frac{d}{dv} \right)^a \pi_{pq}(v) \left( \frac{d}{dv} \right)^b \pi_{pq}(v) \]

\[ + \sum_{n=0}^{\infty} \sum_{m=0}^{n} b^{6+n} F_1^{(2,n,m)}(r) \sum_{a,b=0}^{n} \sum_{a+b=n, |a-b|=m} \left[ \left( \frac{d}{dv} \right)^a \pi_{ik}(v) \left( \frac{d}{dv} \right)^b \pi_{kj}(v) - \frac{1}{3} \delta_{ij} \left( \frac{d}{dv} \right)^a \pi_{pq}(v) \left( \frac{d}{dv} \right)^b \pi_{pq}(v) \right]. \]  

(3.25)

By definition, \( F_i^{(2,n,m)} \)'s are dimensionless functions. Once again the sum over \( m \) runs over even integers if \( n \) is even, and over odd integers if \( n \) is odd.
After Fourier transforming the time dependence, in analogy with $g_{\mu\nu}^{(2)}(\rho, \omega, \omega_1)$ in the Fefferman-Graham metric at the second order in the amplitude expansion given by (2.27), $G_{\mu\nu}^{(2)}(r, \omega, \omega_1)$ can be compactly written in terms of three dimensionless functions $F_i^{(2)}(r, \omega, \omega_1)$, for $i = 1, 2, 3$ as

$$G_{00}^{(2)}(r, v) = b^6 \int_{-\infty}^{\infty} d\omega \ e^{-i\omega v} \int_{-\infty}^{\infty} d\omega_1 \ F_3^{(2)}(r, \omega, \omega_1) \pi_{pq}(\omega) \pi_{pq}(\omega - \omega_1),$$

$$G_{ij}^{(2)}(r, v) = b^6 \int_{-\infty}^{\infty} d\omega \ e^{-i\omega v} \int_{-\infty}^{\infty} d\omega_1 \ F_2^{(2)}(r, \omega, \omega_1) \pi_{pq}(\omega) \pi_{pq}(\omega - \omega_1) + \frac{b^6}{2} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega v} \int_{-\infty}^{\infty} d\omega_1 \ F_1^{(2)}(r, \omega, \omega_1) [\pi_{ik}(\omega) \pi_{kj}(\omega - \omega_1) + \pi_{ik}(\omega - \omega_1) \pi_{kj}(\omega_1) - \frac{2}{3} \delta_{ij} \pi_{pq}(\omega) \pi_{pq}(\omega - \omega_1)], \quad (3.26)$$

where

$$F_i^{(2)}(r, \omega, \omega_1) = \sum_{n=0}^{\infty} \sum_{m=0 \text{ is even}}^{\infty} (-ib)^n (\omega_1^{\frac{n+m}{2}} - \omega_1^{-\frac{n+m}{2}}) F_i^{(2,n,m)}(r), \quad (3.27)$$

The equations for the translation of the metric (3.10) at the second order in the amplitude expansion, after Fourier transforming the time dependence implies,

$$F_3^{(2)}(r, \omega, \omega_1) = \frac{b^2}{(\Phi^{(0)}(r))^2} f_3^{(2)}(\rho = \Phi^{(0)}(r), \omega, \omega_1) e^{-i\omega k^{(0)}(r)} + b \left( \frac{dg^{(0)}_{00}}{d\rho} \right)(\rho = \Phi^{(0)}(r)) \Phi^{(2)}(r, \omega, \omega_1)^{} - i2b\omega g^{(0)}_{00} k^{(2)}(r, \omega, \omega_1)^{;}$$

$$- 2bg^{(0)}_{00}(r)\Phi^{(0)}(r)\Phi^{(2)}(r, \omega, \omega_1)^{},$$

$$F_2^{(2)}(r, \omega, \omega_1) = \frac{b^2}{(\Phi^{(0)}(r))^2} f_2^{(2)}(\rho = \Phi^{(0)}(r), \omega, \omega_1) e^{-i\omega k^{(0)}(r)} + \left( \Phi^{(0)}(r) \right)^3 \frac{b^3}{3} \Phi^{(2)}(r, \omega, \omega_1)^{} - 2br^2 \Phi^{(0)}(r)\Phi^{(2)}(r, \omega, \omega_1)^{},$$

$$F_1^{(2)}(r, \omega, \omega_1) = \frac{b^2}{(\Phi^{(0)}(r))^2} f_1^{(2)}(\rho = \Phi^{(0)}(r), \omega, \omega_1) e^{-i\omega k^{(0)}(r)}. \quad (3.28)$$

Here we have used the explicit second order form of $g_{\mu\nu}^{(2)}(\rho, \omega, \omega_1)$ as given by (2.27). The
above equations are algebraic. We recall that (2.41), (2.46) and (2.49) gives the equations of motion for \( f^{(2)}_i(\rho, \omega, \omega_1) \), for \( i = 1, 2 \) and 3 respectively, and they have unique solutions given the boundary conditions (2.52) and (2.53). If we use these and the solution for \( \Phi^{(2)}(r, \omega, \omega_1) \), we obtain the full translation of the metric into the ingoing Eddington-Finkelstein coordinates through these algebraic equations.

In practice, we need to solve for the time dependence, or equivalently the \( \omega \) and \( \omega_1 \) dependence of \( F^{(2)}_i(r, \omega, \omega_1) \) for \( i = 1, 2, 3 \) given by (3.27), by solving the eqs. (3.28) for \( \omega_1 = 0 \) first, and then obtaining \( F^{(2,n,m)}(r) \) and \( k^{(2,n,m)}(r) \) recursively. We need to use the recursion relations for \( f^{(2,r,s)}(\rho) \) given by (2.57), (2.67) and (2.68) for \( i = 1, 2 \) and 3 respectively and also the recursion relations for \( \Phi^{(2,n,m)}(r) \).

It will turn out that for the regularity analysis, we will only need recursion relations for \( F^{(2,n,m)}_1(r) \) which, according to (3.3), can be obtained without knowing \( \Phi^{(2,n,m)}(r) \). We get the recursion relations,

\[
F^{(2,n,m)}_1(r, \omega, \omega_1) = \frac{b^2}{2 (\Phi^{(0)}(r))^2} \sum_{p=0}^{n} \left( \sum_{q=0}^{m} f^{(2,2p,m-q)}_1(\rho = \Phi^{(0)}(r)) \right)
\]

\[
+ \sum_{q=0}^{2p-m} f^{(2,2p,m+q)}_1(\rho = \Phi^{(0)}(r)) \left( k^{(0)}(r) \right)^{n-2p} \frac{(n-2p-q)!}{b^{n-2p} q! (n-2p-q)!},
\]

when \( n \) is even,

\[
F^{(2,n,m)}_1(r, \omega, \omega_1) = \frac{b^2}{2 (\Phi^{(0)}(r))^2} \sum_{p=0}^{n+1} \left( \sum_{q=0}^{m} f^{(2,2p,m-q)}_1(\rho = \Phi^{(0)}(r)) \right)
\]

\[
+ \sum_{q=0}^{2p-m} f^{(2,2p,m+q)}_1(\rho = \Phi^{(0)}(r)) \left( k^{(0)}(r) \right)^{n-2p} \frac{(n-2p-q)!}{b^{n-2p} q! (n-2p-q)!},
\]

when \( n \) is odd, \( (3.29) \)

where in turn \( f^{(2,r,s)}_1(\rho) \) are defined through the recursion relations (2.57), and vanish unless both \( r \) and \( s \) are even by their definitions in (2.28). As a specific instance,

\[
F^{(2,0,0)}_1(r) = \frac{b^2 r^2}{2} \left( \log \left( 1 + \frac{1}{b^4 r^4} \right) \right)^2,
\]

which is the only contribution to \( F_1^{(2)} \) if \( \pi_{ij} \) is time-independent.

Clearly, we can use our method for translating the metric into ingoing Eddington-Finkelstein coordinates from the Fefferman-Graham coordinates at higher orders in the amplitude expansion, summing over all time derivatives at each order.
4 Regularity analysis of the metric and new phenomenological parameters

As discussed in the Introduction, it can be expected that the metric will be manifestly regular at the future horizon in an appropriate coordinate system order by order in the amplitude expansion provided we sum over all time derivatives. The amplitude of the non-hydrodynamic shear-stress tensor becomes arbitrarily small when compared to the pressure close to equilibrium. However, its time derivatives are not small compared to the temperature even close to equilibrium. This necessitates summing over all time derivatives while treating the amplitude expansion perturbatively.

When the energy-momentum tensor is purely hydrodynamic, the derivatives of the hydrodynamic variables are small compared to the local temperature. The derivative expansion, therefore, can be employed perturbatively. This logic was instrumental in the construction of the metric perturbatively in the derivative expansion, which was regular at the future horizon for appropriate choice of the transport coefficients. We expect that in our case, similarly, we will be able to extract an equation of motion for the shear-stress tensor order by order in the amplitude expansion, so that when the shear-stress tensor follows this equation of motion with appropriate values of the phenomenological parameters, the metric will be regular order by order in the amplitude expansion. In this Section, we will outline the details of this analysis.

Before we go through the details, we need to consider if we can do the regularity analysis more efficiently by calculating curvature invariants like $R^{\mu\nu\rho\sigma} R_{\mu\nu\rho\sigma}$ at the horizon. Unlike the hydrodynamic case, where the regularity simply involves the transport coefficients, and regularity analysis simply tells us we have a regular horizon provided some algebraic equations involving the transport coefficients are satisfied, we expect that the regularity condition here will involve an equation of motion for $\pi_{ij}(t)$. Calculation of curvature invariants, which we will not reproduce here, also indicates so. However, a curvature invariant can at best reproduce the trace of the equation of motion for $\pi_{ij}(t)$, with for instance, a linear combination of $\pi_{ij}(t)$ and its time-derivatives. Therefore, one needs to compare several curvature invariants, to extract the equation of motion itself. This has proved to be a very difficult task when we have tried to do it. More than this practical issue, one cannot be sure of the regularity unless one has compared all possible curvature invariants and this requires utilising geometric properties of the spacetime. It seems that it is very difficult to do this also. The most elegant way to do the regularity analysis, it appears, is to go to a coordinate system where the metric can be argued to be manifestly regular. Here, we will show that we can indeed do so in the ingoing Eddington-Finkelstein coordinates.

We will first do the regularity analysis at the linear order, that is at the first order in the...
amplitude expansion. Then we will extend our analysis to higher orders in the amplitude expansion. This will allow us to extract the equation of motion for $\pi_{ij}(t)$ in the amplitude expansion, such that when this is obeyed, the corresponding metric in the bulk has a regular future horizon. Finally, we will connect our results with our previous work and see how we can fix some more general phenomenological coefficients at strong coupling.

4.1 Regularity at the linear order

At the level of linearized gravity perturbations with right asymptotic behavior, quasinormal modes are those which are ingoing at the future horizon. Though there is no rigorous proof, there are strong arguments [26, 30] to suggest that for linearized gravity perturbations, the ingoing boundary condition at the future horizon is equivalent to manifest regularity of the metric at the future horizon in ingoing Eddington-Finkelstein coordinates. In other words, when the metric is perturbed with the quasinormal modes, not only combinations of the linear perturbations of the metric invariant under linearized diffeomorphisms, but the full metric tensor itself will still be manifestly regular at the future horizon in ingoing Eddington-Finkelstein coordinates.

At the first order in amplitude expansion, the dependence on the perturbation of the non-hydrodynamic shear-stress tensor is linear, so the manifest regularity at the future horizon in ingoing Eddington-Finkelstein coordinates should require that the shear-stress tensor has time dependence given by a linear superposition of the quasinormal mode frequencies at zero wavelengths.

In the computations of the quasinormal modes for $AdS$ black branes, usually the ingoing boundary condition is imposed first and the dispersion relation is then extracted by requiring that the Dirichlet boundary condition is obeyed at asymptotic spatial infinity. This would imply that the non-normalizable mode of the perturbation vanishes. However, in the approach employed here, we first find the metric corresponding to an arbitrary $\pi_{ij}(t)$ in a flat background in the dual theory, thus fixing both the non-normalizable and the normalizable modes of the metric perturbations. These determine the solution uniquely. The quasinormal modes can be expected to be extracted by requiring manifest regularity of the metric at the future horizon in ingoing Eddington-Finkelstein coordinates. Our method can be readily generalized at the non-linear level, besides it will give us the most general metrics with regular future horizons dual to homogeneous relaxation.

To see how this works, it will be instructive to review the case of the purely hydrodynamic shear-stress tensor in this new light.

Let us consider a fluid at constant four-velocity $u^{(0)\mu}$ and constant temperature $T^{(0)}$. It is convenient to define $b^{(0)}$ as $1/(\pi T^{(0)})$ as before, so that $1/b^{(0)}$ is the radial location of the future horizon in the dual geometry in ingoing Eddington-Finkelstein coordinates. Further
we define the projection tensor in the spatial plane orthogonal to $u^{(0)\mu}$ as

$$P^{(0)\mu\nu} = u^{(0)\mu} u^{(0)\nu} + \eta^{\mu\nu}. \quad (4.1)$$

The most general purely hydrodynamic shear-stress tensor linear in the fluctuation in velocity, $\delta u^{\mu}$ and the temperature, $\delta T$, is

$$t_{\mu\nu} = \frac{4u^{(0)}_{\mu} u^{(0)}_{\nu} + \eta_{\mu\nu}}{4b^{(0)4}} - \frac{4u^{(0)}_{\mu} u^{(0)}_{\nu} + \eta_{\mu\nu}}{b^{(0)4}} \left( \frac{\delta b}{b^{(0)}} \right) + \frac{u^{(0)}_{\mu} \delta u_{\nu} + \delta u_{\mu} u^{(0)}_{\nu}}{b^{(0)4}}$$

$$- \frac{\gamma}{2b^{(0)3}} \sigma_{\mu\nu} + O(\epsilon^2), \text{ with} \quad (4.2)$$

$$\sigma_{\mu\nu} = \left( (P^{(0)\alpha}_{\mu} P^{(0)\beta}_{\nu}) (\partial_{\alpha}\delta u_{\beta} + \partial_{\beta}\delta u_{\alpha}) - \frac{1}{3} P^{(0)\mu\nu} (\partial_{\alpha}\delta u^{\alpha}) \right), \quad (4.3)$$

where $O(\epsilon^2)$ denote terms at second and higher orders in the derivative expansion. Also $\gamma$ is a dimensionless quantity defined through

$$\gamma = \frac{4\pi \eta}{s}, \quad (4.4)$$

with $\eta$ being the shear viscosity and $s$ the entropy density.

The corresponding metric in ingoing Eddington-Finkelstein coordinates up to first order in the derivative expansion is,

$$ds^2 = -2(u^{(0)}_{\mu} + \delta u_{\mu}) dx^{\mu} dr + G_{\mu\nu} dx^{\mu} dx^{\nu}, \quad (4.5)$$

$$G_{\mu\nu} = r^2 P^{(0)\mu\nu} + (-r^2 + \frac{1}{b^{(0)4}r^2}) u^{(0)}_{\mu} u^{(0)}_{\nu} - \frac{4}{b^{(0)4}r^2} \left( \frac{\delta b}{b^{(0)}} \right) u^{(0)}_{\mu} u^{(0)}_{\nu}$$

$$+ \frac{1}{b^{(0)4}r^2} (u^{(0)}_{\mu} \delta u_{\nu} + \delta u_{\mu} u^{(0)}_{\nu})$$

$$- r \left( u^{(0)}_{\mu} (u^{(0)\alpha} \partial_{\alpha}) \delta u_{\nu} + u^{(0)}_{\nu} (u^{(0)\alpha} \partial_{\alpha}) \delta u_{\mu} - \frac{2}{3} u^{(0)}_{\mu} u^{(0)}_{\nu} (\partial^{\alpha} \delta u^{\alpha}) \right)$$

$$+ \left( 2b^{(0)} r^2 H(b^{(0)} r) + \frac{(\gamma - 1)}{4} b^{(0)} r^2 \log \left( 1 - \frac{1}{b^{(0)4}r^4} \right) \right) \sigma_{\mu\nu} + O(\epsilon^2),$$

where $\sigma_{\mu\nu}$ is as defined in (4.2), $O(\epsilon^2)$ denotes terms at higher orders in the derivative expansion, and

$$H(x) = \frac{1}{4} \left( \log \left( \frac{(x+1)^2(x^2+1)}{x^4} \right) - 2 \arctan(x) + \pi \right). \quad (4.6)$$

The metric above is just the linearization of the metric for arbitrary $\gamma$ in [14], which generalizes the metric in [10] for $\gamma = 1$. 
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We see that corrections to $G_{\mu\nu}$ in the metric in ingoing Eddington-Finkelstein coordinates, which is linear in $\delta u^\mu$ and $\delta T$, can be decomposed into four categories based on whether the components are in the direction of the flow $u^{(0)}_\mu$ or orthogonal to it. The first category is longitudinal-longitudinal, i.e. proportional to $u^{(0)}_\mu u^{(0)}_\mu$; the second category is longitudinal-transverse, i.e proportional to terms like $u^{(0)}_\mu \delta u^\nu$, or $u^{(0)}_\mu (u^{(0)} \cdot \partial) \delta u^\nu$; the third category is pure trace and transverse-transverse, i.e. proportional to $P^{(0)}_{\mu\nu}$; and the fourth one is traceless and transverse-transverse, i.e proportional to terms like $\sigma^{(0)}_{\mu\nu}$. This division can obviously be done at any order in the derivative expansion.

We also see that, at the first order in the derivative expansion, the leading divergence at the late-time horizon which coincides with the unperturbed horizon $r = 1/b^{(0)}$ is $((\gamma - 1)/4) \log(b^{(0)} r - 1) \sigma_{\mu\nu}$ and belongs to the fourth category, which is traceless and transverse-transverse. This divergence vanishes provided $\gamma = 1$, i.e. when $\eta/s = 1/4\pi$. The other divergences are of the same category, and are coefficients of $(b^{(0)} r - 1) \log(b^{(0)} r - 1)$ and $(b^{(0)} r - 1)^2 \log(b^{(0)} r - 1)$, both of which are proportional to $(\gamma - 1) \sigma_{\mu\nu}$, which vanish for the same choice of $\eta/s$. These terms are potentially divergent at the horizon because their first or second derivatives, or both, with respect to $r$ diverges at the horizon, i.e. at $r = 1/b^{(0)}$.

If we do not fix $\gamma$ (or equivalently $\eta/s$) at the first order and obtain the metric at higher orders in the derivative expansion, we find various other kinds of divergence in all four categories of $G_{\mu\nu}$ in the ingoing Eddington-Finkelstein metric. When $\gamma = 1$ all divergences in all four categories of $G_{\mu\nu}$, with higher powers of the logarithm, like $(\log(b^{(0)} r - 1))^2$ and proportional to derivatives of $\sigma_{\mu\nu}$ vanish. However, only three divergences of lower orders remain.

These are as follows, one is a $\log(b^{(0)} r - 1)$ divergence, another is a $(b^{(0)} r - 1) \log(b^{(0)} r - 1)$ divergence and the other one is a $(b^{(0)} r - 1)^2 \log(b^{(0)} r - 1)$, all of which at the second order in the derivative expansion, for instance, are proportional to $(u^{(0)} \cdot \partial) \sigma_{\mu\nu}$ (which is Weyl covariant at linear order in the velocity fluctuation $\delta u$), and belongs to the traceless and transverse-transverse category as it is orthogonal to $u^\mu$. The cancellation of these divergences requires fixing the only linear transport coefficient at the second order in the derivative expansion in a flat background, whose contribution to the shear-stress tensor at the second order in the derivative expansion, is proportional to $(u^{(0)} \cdot \partial) \sigma_{\mu\nu}$. Further, all these divergences are proportional to a polynomial which is linear in the arbitrary choice of this second order transport coefficient and vanish when this transport coefficient takes the same value, which is $(2 - \log 2)/b^{(0)2}$.

It can be shown that the feature just mentioned persists up to arbitrary higher orders in the derivative expansion. The transport coefficients at any order can always be fixed by taking care of the $\log(b^{(0)} r - 1)$ divergence in the traceless and transverse-transverse part of $G_{\mu\nu}$, and once these are fixed at any given order, there is no other kind of divergence in
any category of $G_{\mu\nu}$ provided the transport coefficients at all lower orders have been chosen correctly. Also this $\log(b(0)r - 1)$ divergence is linear in the arbitrary choices of the transport coefficients at that order. To summarize, the cancellation of the $\log(b(0)r - 1)$ divergence ensures that all other divergences vanish order by order in the derivative expansion, but not vice-versa.

Therefore, the regularity condition at the future horizon is simply that the coefficient of $\log(b(0)r - 1)$ term in the traceless and transverse-transverse part of $G_{\mu\nu}$ should vanish, and this fixes the value of all transport coefficients to all orders in the derivative expansion. Up to second order in the derivative expansion, explicit calculations have shown that the values of transport coefficients determined by regularity at the future horizon in ingoing Eddington-Finkelstein coordinates match with those obtained from the dispersion relations of the hydrodynamic shear and sound quasinormal modes.

Even in the case of homogeneous relaxation, the regularity condition at the horizon should be the same. The argument for it is easy. The regularity condition should be a condition on $\pi_{ij}(t)$, therefore it is independent of $r$. If the divergence at the late-time horizon has to vanish at all times, the coefficient of each singular term in the series expansion of $G_{\mu\nu}$ in $r$ has to vanish at $r = 1/b$, where the future horizon is located at late time. The singular terms should also appear in the traceless and transverse-transverse part of $G_{\mu\nu}$, since all the corrections to the metric at the first-order in the amplitude expansion being proportional to $\pi_{ij}(t)$ and its time derivatives as shown in (3.12) and (3.13), are traceless and transverse-transverse.

Further, the singular term in the series expansion of $G_{\mu\nu}$ in $r$ at $r = 1/b$, whose coefficient should give a sufficient condition for all other divergent terms in $r$ to vanish at the late time horizon, can be identified as the $\log(br - 1)$ term, by looking at the case when $\pi_{ij}$ is time-independent. In this case, the entire contribution to the metric at the first order in the amplitude expansion, according to (3.13) and (3.15), is given by

$$G^{(1)}_{ij}(r) = b^2 F^{(1,0)}(r)\pi_{ij} = -b^4 r^2 \log \left(1 - \frac{1}{b^4 r^4}\right) \pi_{ij}. \quad (4.7)$$

Indeed the vanishing of the $\log(br - 1)$ term, which is the leading divergence at $r = 1/b$ here, gives the sufficient condition $\pi_{ij} = 0$, for regularity. This is expected because the black hole cannot support any tensor hair.

Time-dependence of $\pi_{ij}(t)$ brings in divergences with arbitrary higher powers of the logarithm, i.e. terms like $(\log(br - 1))^n$, where $n > 1$ is an integer; however it is the time-dependent corrections to the coefficient of $\log(br - 1)$ that should control all the other divergences. In fact, simple inspection of $F^{(1)}(r, \omega)$ through (3.19), shows that the coefficient

---

9We recall that $b$ is constant here to all orders in the amplitude expansion.
of \( \log(br - 1)^n \) term for \( n \geq 2 \) is \( O(\omega^n) \). As these coefficients of such singular terms have higher powers of \( \omega \) at the leading order itself, these should be total time derivatives of the coefficient of the \( \log(br - 1) \) term, which is \( O(1) \) in the \( \omega \) expansion. Thus, the vanishing of the latter can ensure that other divergences vanish, but not vice-versa.

Therefore, the regularity condition at the future horizon is that the coefficient of the \( \log(br - 1) \) term in the traceless and transverse-transverse part of \( G_{\mu \nu} \) in the ingoing Eddington-Finkelstein metric should vanish, which implies that \( \pi_{ij}(t) \) should obey a linear differential equation that can be calculated from Einstein’s equation.

If the perturbations corresponding to quasinormal modes are indeed manifestly regular in the ingoing Eddington-Finkelstein coordinates, by the argument above, the only possibility for the regularity condition at the horizon is that the coefficient of the \( \log(br - 1) \) term should vanish, so that it will also provide a sufficient condition for all other divergences to vanish.

We need to understand now how we can reproduce the quasinormal mode frequencies at zero wavelengths from this regularity condition. Let the coefficient of the \( \log(br - 1) \) term in the series expansion in \( r \) of \( F^{(1)}(r, \omega) \) about \( r = 1/b \) be \( D_{R}^{(1)}(\omega) \). Then our regularity condition at the linear order is

\[
C_{R \ ij}(v) = b^2 \int_{-\infty}^{\infty} d\omega \ e^{-i\omega v} D_{R}^{(1)}(\omega) \pi_{ij}(\omega) = 0, \tag{4.8}
\]

where the integration is done with the contour prescription mentioned before, which picks up contributions only from the poles of the analytic continuation of \( D_{R}^{(1)}(\omega) \pi_{ij}(\omega) \) as a function of the complex variable \( \omega \) in the lower half plane. By definition, \( D_{R}^{(1)}(\omega) \) is a dimensionless function. We have also observed before that \( \pi_{ij}(\omega) \) is identical if it is the Fourier transform of \( \pi_{ij}(t) \) or \( \pi_{ij}(v) \), because the latter are the same functions, though of different variables. So, the regularity condition on \( \pi_{ij}(\omega) \) leads directly to the regularity condition on \( \pi_{ij}(t) \) after doing Fourier transform in \( t \).

Further, near \( \omega = 0 \), we can write,

\[
D_{R}^{(1)}(\omega) = \sum_{n=0}^{\infty} D_{R}^{(1,n)}(\omega)(-ib\omega)^n, \tag{4.9}
\]

where clearly \( D_{R}^{(1,n)} \) is the coefficient of \( \log(br - 1) \) term in the series expansion of \( F^{(1,n)}(r) \) about \( r = 1/b \) as is obvious from (3.17). By definition, \( D^{(1,n)} \)’s are dimensionless numbers which can be explicitly evaluated using (3.14). For instance,

\[
D_{R}^{(1,0)} = -1, \quad D_{R}^{(1,1)} = -(\pi/2) - (1/4) \log(2), \quad etc. \tag{4.10}
\]

However, this power series (4.9) can have a radius of convergence. So, it is necessary to
define an analytic continuation of $D^{(1)}_R(\omega)$ beyond this radius of convergence in the lower half plane, for doing the Fourier transform using the mentioned contour prescription. It is also important to realize that it is the analytic continuation of $D^{(1)}_R(\omega)$ and $\pi_{ij}(\omega)$ in the lower half plane as a function of the complex variable $\omega$ which is required to make connection with the quasinormal modes.

If the analytic continuation of $D^{(1)}_R(\omega)$ have simple zeroes at $\pm \omega_{Rn} - i\omega_{In}$, with $\omega_{In} > 0$, in the lower half plane, and $\pi_{ij}(\omega)$ have at most simple poles at $\pm \omega_{Rn} - i\omega_{In}$ in the lower half plane, then it follows that $D^{(1)}_R(\omega)\pi_{ij}(\omega)$ is analytic in the lower-half plane and its Fourier transform vanishes by our contour prescription as required by the regularity condition (4.8). Thus the regularity condition implies that in the lower half complex $\omega$ plane, $\pi_{ij}(\omega)$ should have the following general form

$$\pi_{ij}(\omega) = \sum_{n=0}^{\infty} \left( \frac{1}{2\pi} \left( \frac{a_{n\ ij}}{\omega_{In} - i(\omega - \omega_{Rn})} + \frac{a^*_{n\ ij}}{\omega_{In} - i(\omega + \omega_{Rn})} \right) + f(\omega) \right),$$

(4.11)

where $f(\omega)$ for large values of $|\omega|$ decays like $O(1/|\omega|^2)$. So for $t > 0$, the Fourier transform of $\pi_{ij}(\omega)$ is

$$\pi_{ij}(t) = \sum_{n=0}^{\infty} \left( a_{n\ ij}e^{-i\omega_{Rn}t} + a^*_{n\ ij}e^{i\omega_{Rn}t} \right) e^{-\omega_{In}t},$$

(4.12)

which will match with the prediction of the quasinormal modes if $\pm \omega_{Rn} - i\omega_{In}$, with $\omega_{In} > 0$ are the quasinormal mode frequencies in the scalar channel when the wavelengths vanish. This spectrum in the scalar channel has been numerically calculated in [27, 29].

The coefficients of other singular terms, like $\log(br - 1)^2$, for instance, in $G_{\mu\nu}$ in ingoing Eddington-Finkelstein metric at this order, should also take the form

$$\int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} D^{(1)}_r(\omega)\pi_{ij}(\omega) = 0,$$

(4.13)

where $D^{(1)}(\omega)$ is the coefficient of the $\log(br - 1)^2$ term in the of $F^{(1)}(r, \omega)$ obtained in the previous section. We require that the analytic continuation of $D^{(1)}(\omega)$ also should have simple zeroes at the same points $\pm \omega_{Rn} - i\omega_{In}$ in the lower half complex plane. We recall that, in the purely hydrodynamic case, for instance, at the second order in the derivative expansion, the analogous coefficient was a second order polynomial in $\gamma$ (i.e. $4\pi\eta/s$), which had a simple zero at $\gamma = 1$, just like the coefficient of the $\log(br - 1)$ term. Thus the regularity condition (4.8) should provide sufficient condition for cancellation of all divergent terms.

To summarize, we see that at the first order in the amplitude expansion, regularity analysis at the late-time horizon simply implies that the metric perturbations are composed

$^{10}$In [27], it was also found that the quasinormal spectrum at zero wavelengths in the scalar channel is well approximated by $2\pi T n (\pm 1 - i)$ for large $n$. 
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of the infinite tower of quasinormal modes in the scalar channel with zero wavelengths.

To check this explicitly, we need to find the power series (4.13) defining $D^{(1)}_{R}(\omega)$ about $\omega = 0$ explicitly. We have been able to define this implicitly as $D^{(1,n)}_{R}$ are the coefficients of the $\log(br-1)$ terms of $F^{(1,n)}(r)$, which have been obtained through the recursion relation (3.14). If we can find an explicit recursion relation in terms of $D^{(1,n)}_{R}$ directly, we will be able to see how we can analytically continue the power series (4.9) in the lower half complex $\omega$ plane, and check explicitly if it has only simple zeroes and if they match with the quasinormal spectrum. This explicit recursion relation is unfortunately a hard combinatorial problem and we have been unable to solve it here.

4.2 The full regularity analysis

When the shear-stress tensor is purely hydrodynamic, the metric continues to be manifestly regular at the late-time horizon in the ingoing Eddington-Finkelstein coordinates at the non-linear level too, order by order in the derivative expansion. It is this feature that allows us to determine the non-linear transport coefficients which do not affect the dispersion relations of the hydrodynamic shear mode and sound modes, order by order in the derivative expansion. At second order in the derivative expansion, in fact, we have three such non-linear transport coefficients, whose values have been determined by this method [10].

An arbitrary quasinormal mode, even if it is non-hydrodynamic, can be expected to be manifestly regular at the future horizon in ingoing Eddington-Finkelstein coordinates. However, at the non-linear level, when we build solutions corresponding to a "liquid" of such fluctuations, we have no strong general argument why the solution should be manifestly regular at the late-time horizon in ingoing Eddington-Finkelstein coordinates.

Fortunately, in our present case of homogeneous relaxation we can strongly argue that the regularity of the metric at the late-time horizon will still be manifest in the ingoing Eddington-Finkelstein coordinates, order by order in the amplitude expansion.

The metric in the Fefferman-Graham coordinates always maintains the symmetries of the dual boundary configuration, in this case the symmetry under spatial translations and rotations. However, this metric is not manifestly regular at the late-time horizon even when the regularity condition is satisfied. The change of coordinates which will achieve the manifest regularity at the late-time horizon can also be expected to respect the symmetries of the dual boundary configuration. This means that the spatial Fefferman-Graham coordinates $z^i$’s should translate to the new spatial coordinates $x^i$’s in order to maintain manifest spatial translation and rotational invariance up to rotations and shifts which depend on the new radial coordinate $r$ and new time coordinate $v$ only. So,

\[
z^i = R^i_j(r, v)x^j + S^i(r, v).
\]
However, it is not possible to write an orthogonal matrix \( R_{ij} \) and a shift vector \( S^i \) using just \( \pi_{ij} \) and its derivatives. The rotational matrix and the shift vector, therefore are constants, in which case of course the metric remains invariant.

Further, to maintain manifest spatial translational and rotational symmetries, we obviously require that the Fefferman-Graham radial coordinate \( \rho \) and time-coordinate \( t \), should be translated to new radial coordinate \( r \) and time coordinate \( v \) without involving the spatial coordinates, so that both \( \rho \) and \( t \) will be functions of \( r \) and \( v \) only. Besides, we want manifest regularity only at the future horizon and not at the past horizon. So the obvious choice is the ingoing Eddington-Finkelstein gauge where \( g_{rv} = g_{vr} = 1 \) (rather than -1) and \( g_{rr} = g_{tt} = 0 \), as at the zeroth order this choice makes the regularity at the future horizon manifest. We can expect this choice to achieve manifest regularity at the future horizon to all orders in the amplitude expansion.

Repeating the analysis at the linear level or at the first order in the amplitude expansion, the regularity should be guaranteed by the vanishing of a certain singular term in the series expansion in \( r \) of \( G_{\mu\nu} \) in the ingoing Eddington-Finkelstein coordinates, otherwise we cannot guarantee regularity at all times. Further, the choice of this singular term can be made by doing the regularity analysis at the linear level, so the regularity condition up to any given order in the amplitude expansion is the vanishing of the coefficient of the \( \log(br - 1) \) term in the traceless and transverse-transverse part of \( G_{\mu\nu} \) in the ingoing Eddington-Finkelstein metric.

Clearly, the regularity condition up to second order in the amplitude expansion can be written in the form,

\[
C_R \pi_{ij}(t) = b^2 \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \left[ D_R^{(1)}(\omega) \pi_{ij}(\omega) \right. \\
+ b^6 \frac{1}{2} \int_{-\infty}^{\infty} d\omega_1 D_R^{(2)}(\omega, \omega_1) \left[ \pi_{ik}(\omega_1) \pi_{kj}(\omega - \omega_1) + \pi_{ik}(\omega - \omega_1) \pi_{kj}(\omega_1) \\
- \frac{2}{3} \delta_{ij} \pi_{rs}(\omega_1) \pi_{rs}(\omega - \omega_1) \right] + O(\delta^3) \right] = 0, \quad (4.15)
\]

where all the integrations are done with our contour prescription which picks up contributions only from poles in the lower half plane. Further, \( D_R^{(2)}(\omega, \omega_1) \) is dimensionless like \( D_R^{(1)}(\omega) \) and can be readily identified as the coefficient of the \( \log(br - 1) \) term in the series expansion of \( F_1^{(2)}(r, \omega, \omega_1) \) at the late-time horizon \( r = 1/b \).
We can also series expand $D_R^{(2)}(\omega, \omega_1)$ near $\omega = \omega_1 = 0$ as below,

$$D_R^{(2)}(\omega, \omega_1) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{(-ib)^n}{(n+m)^{\frac{n+m}{2}}} (\omega - \omega_1)^{\frac{n-m}{2}} (\omega_1^{n+m}) D_R^{(2,n,m)},$$

(4.16)

where $D_R^{(2,n,m)}$ are dimensionless numbers and the sum over $m$ runs over even integers only if $n$ is even, and odd integers only if $n$ is odd, so that both $(n+m)/2$ and $(n-m)/2$ are integers. Comparing with (3.27) and recalling that $D_R^{(2)}(\omega, \omega_1)$ is the coefficient of the $\log(br-1)$ term of the series expansion of $F_1^{(2)}(r, \omega, \omega_1)$ at $r = 1/b$, we obtain that $D_R^{(2,n,m)}$ is the coefficient of the $\log(br-1)$ term of the series expansion of $F_1^{(2,n,m)}(r)$ at $r = 1/b$. For instance,

$$D_R^{(2,0,0)} = 1/2, \quad \text{etc.}$$

(4.17)

Given the explicit recursion relations for $F_1^{(2,n,m)}(r)$s given by (3.29) and (2.57), we indeed obtain recursion relations for $D_R^{(2)}(\omega, \omega_1)$ implicitly. A more explicit answer, which is essentially a combinatorial question, will tell us how we can analytically continue the series (4.16) in the lower half complex $\omega$ and $\omega_1$ planes, to obtain the regularity condition explicitly through the Fourier transform (4.15). Unfortunately, we have not been able to achieve this here.

However, the series expansion (4.16) allows us to write the regularity condition (4.17) up to second order in the amplitude expansion in the following form,

$$C_{R \ ij}(t) = b^2 \sum_{n=0}^{\infty} b^n D_R^{(1,n)} \left( \frac{dt}{dt} \right)^n \pi_{ij}$$

$$+ b^6 \sum_{n=0}^{\infty} \sum_{n+m \text{ is even}} b^n D_R^{(2,n,m)} b^n \sum_{a,b=0}^{n+m} \left[ \left( \frac{d}{dt} \right)^a \pi_{ik} \left( \frac{d}{dt} \right)^b \pi_{kj} \right]$$

$$- \frac{1}{3} \delta_{ij} \left( \frac{d}{dt} \right)^a \pi_{pq} \left( \frac{d}{dt} \right)^b \pi_{pq} + O(\delta^3) = 0,$$

(4.18)

where again the sum over $m$ is over even integers only when $n$ is even, and over odd integers only if $n$ is odd, so that both $a$ and $b$ are integers. Further, the reader may recall that the above equation has been derived in the global comoving frame where the velocity of the flow vanishes. However, this equation can be also written in a Lorentz-covariant form, with $t$ replaced by $-u.x$ and $d/dt$ replaced by $u \cdot \partial$. Also the covariant form of $\pi_{ij}$ is $\pi_{\mu \nu}$, which by definition is such that its non-vanishing part is the projection to the spatial plane orthogonal
to $u^{\mu}$, i.e. $P_{\mu}^{\rho} P_{\nu}^{\sigma} \pi_{\rho\sigma}$, with $P_{\mu}^{\rho}$ being the spatial hyperplane projection tensor $u_{\mu} u^\rho + \delta_{\mu}^{\rho}$. The regularity condition in gravity stated here, which is the vanishing of the $\log(br - 1)$ term in the series expansion of traceless and transverse part of $G_{\mu\nu}$, is also Lorentz-covariant and therefore automatically yields this form.

The non-linear terms in this equation of motion for $\pi_{ij}(t)$ can have drastic effects. A specific question can be elegantly framed in the Fourier space. We know from the discussion in the previous subsection that the regularity condition at the linear order implies that $\pi_{\mu\nu}(\omega)$, when analytically continued as a function of $\omega$ in the LHP, should have an infinite series of discrete poles implying exponential decay in real time. The question is how the behavior is modified at the non-linear level, do the residues of the poles get related and the subleading $O(1/\omega^2)$ asymptotic behavior constrained by the non-linear corrections, or is the modification more radical, like appearance of branch cuts, etc.?

We conclude our regularity analysis here by emphasizing again that the eq (4.18) is valid only when the amplitude of the non-hydrodynamic $\pi_{ij}$ is small compared to the pressure, though its time derivatives can be large. Further, such solutions should be smoothly connected to the equilibrium solution, where $\pi_{ij} = 0$, because the dual metric in gravity from which this eq (4.18) has been obtained, is connected to the equilibrium solution by smooth variation of the amplitude perturbation parameter. This also implies that the meaningful solutions equilibrate at late-time. It thus makes no sense, for instance, to look for time-independent solutions to (4.18) truncated up to second order in the amplitude expansion, though such non-trivial solutions discrete up to constant spatial rotations exist. Besides, one can also check that, for this instance, the amplitude is of $O(1)$ and hence the perturbation expansion can not be trusted anyway.

### 4.3 Extracting new phenomenological parameters

In the case of the Boltzmann equation, as discussed in the Introduction, we can construct conservative solutions [15] for homogeneous relaxation, where we can obtain an equation of motion for the shear-stress tensor $\pi_{ij}(t)$, such that any solution of this equation lifts to a unique solution of the full Boltzmann equation.

The shear-stress tensor $\pi_{ij}$ is actually the local symmetric and traceless rank two velocity moment tensor of $f(x, v)$, the quasiparticle distribution function. In the homogeneous solutions of the Boltzmann equation, the hydrodynamic variables are constant in space and time. Further, in the conservative homogeneous solutions $\pi_{ij}(t)$ obeys an equation of motion
which can be obtained order by order in the amplitude expansion and takes the form \[ d\pi_{ij}/dt = B^{(2)}(\rho, T)\pi_{ij} + B^{(4,2,2)}(\rho, T)\left(\pi_{ik}\pi_{kj} + \pi_{jk}\pi_{ki} - \frac{2}{3}\delta_{ij}\pi_{lm}\pi_{lm}\right) + O(\delta^3), \] (4.19)

where \(B^{(2)}\) and \(B^{(4,2,2)}\) can be calculated from the collision kernel of the Boltzmann equation as functions of the thermodynamic variables, the density \(\rho\) and the temperature \(T\), and \(O(\delta^3)\) denote terms third order in the amplitude expansion and beyond \[15\]. We recall that the velocity is constant, and in a Lorentz covariant notation, \(t = -u \cdot x\) and \(d/dt = u \cdot \partial\). Also the covariant form of \(\pi_{ij}\) is the non-vanishing part of \(\pi_{\mu\nu}\), which is the projection to the spatial plane orthogonal to \(u^\mu\), i.e. \(P_\mu^\rho P_\nu^\sigma \pi_{\rho\sigma}\), with \(P_\mu^\rho\) being the projection tensor \(u_\mu u^\rho + \delta_\mu^\rho\). In the conservative solutions, all velocity moments of \(f(x, v)\) other than the constant hydrodynamic variables are algebraic functions of \(\pi_{ij}\) and their time derivatives, so they do not have independent dynamical parts.

The important difference of (4.19) derived via the Boltzmann equation which holds at small ’t Hooft coupling, from (4.18) which holds at large ’t Hooft coupling \(\lambda\), is this equation is only first-order in time. In fact, we know that such a Boltzmann equation is equivalent to perturbative non-Abelian gauge theory \[16, 17\] at sufficiently high temperature, so this is indeed a feature of perturbative non-equilibrium non-Abelian gauge theories. The higher order time derivatives in (4.18) therefore have their origins in the intrinsic energy-time uncertainty of quantum dynamics going beyond the semiclassical approximation in the Boltzmann equation, according to which we cannot define the energy of the excitation at short time scales. As of now, we do not know how to capture these effects in non-equilibrium non-Abelian gauge theories systematically.

In case of a general inhomogeneous conservative solution, \(\pi_{ij}(x, t)\) can be split as \(\pi_{ij}^{(nh)}(x, t) + \pi_{ij}^{(h)}(x, t)\). Here, \(\pi_{ij}^{(h)}\) is purely hydrodynamic and is given as an algebraic function of the hydrodynamic variables and their spatial derivatives in the derivative expansion (in relativistic case, this is true only in a local inertial frame where the local mean velocity of the quasiparticles vanishes). On the other hand \(\pi_{ij}^{(nh)}\) satisfies a equation of motion which is first order in time derivative (in the relativistic case only in the mentioned local inertial frame), and can be expanded in both the amplitude and derivative expansions. Both can be obtained systematically from the Boltzmann equation. In both cases, the derivative expansion refers to the spatial derivatives also in a local inertial frame where the local mean velocity vanishes.

Because the Boltzmann equation itself is first-order in time, all higher time derivatives can be eliminated in favour of spatial derivatives in the conservative solutions, in an appropriate

\[11\] Here we assume that the Boltzmann equation is that of an underlying continuum system, it is not for instance a lattice Boltzmann equation. Further, the continuum system is not subject to external forces and its equilibrium state is isotropic. All these assumptions apply to gauge-theory plasmas.
local inertial frame just mentioned, so that the equation of motion of the hydrodynamic variables and the shear-stress tensor are first order in time. All other velocity moments of \( f(x, v) \) are algebraic functions of the hydrodynamic variables, the shear-stress tensor and their spatial derivatives, in the same local inertial frame, so do not have independent dynamical parts.

The amplitude and derivative expansion become complicated if we go beyond the Boltzmann approximation. The conservative solutions should also exist beyond this approximation, as at large \( N \) and 't Hooft coupling \( \lambda \) this would naturally explain why in the supergravity approximation the universal sector of non-equilibrium states can be determined from the dynamics of energy-momentum tensor alone. This has already been discussed in the Introduction. However, there is no reason why the equations of motion for hydrodynamic variables and \( \pi_{ij} \) should be only first-order in time in a local inertial frame where the mean velocity vanishes.

In presence of higher order time derivatives in the kinetic equation, we cannot treat the time derivatives of the non-hydrodynamic \( \pi_{ij}^{(nh)} \) perturbatively. Though \( \pi_{ij}^{(nh)} \) becomes arbitrarily small compared to the pressure close to equilibrium, its time derivatives do not become small with respect to average time between quasiparticle collisions even close to equilibrium, as it decays exponentially at linear order. This means that we should treat the derivatives of hydrodynamic variables perturbatively (including time derivatives), but we can treat the amplitude of \( \pi_{ij}^{(nh)} \) perturbatively only if we sum over all its time derivatives. However, close to equilibrium, we can consider a regime where the spatial derivatives are small.

At large 't Hooft coupling \( \lambda \) and large \( N \), we can expect that the conservative solutions will form the universal sector of non-equilibrium states dual to the solutions of pure gravity with regular future horizons. In that case, we get the desired equation of motion of the energy-momentum tensor from the regularity condition on the late-time horizon in the bulk metric. In the purely hydrodynamic case before, and here in the case of homogeneous relaxation, such equations of motion have been thus obtained from gravity. However, we can also write down a phenomenological equation for the energy-momentum tensor which will hold for an arbitrary configuration which equilibrates in the future. In absence of a known Boltzmann-like equation or any well-defined reliable formalism in the strongly coupled regime, the only guide to such a phenomenological equation is conformal covariance.

In [15], we did propose such a phenomenological equation for the energy-momentum tensor, such that for the right values of the dimensionless phenomenological coefficients, it should reproduce all solutions of gravity with regular future horizons which equilibrate at late-time. However, we did not realize that we need to sum over all time derivatives of the non-hydrodynamic shear-stress tensor at each order in the amplitude expansion. This
did not allow us to compare with quasinormal modes correctly. We rectify this here and see how the analysis of homogeneous relaxation fixes some of the general phenomenological coefficients.

To begin with, we will split the relativistic shear-stress tensor $\pi_{\mu\nu}$ into a purely hydrodynamic part $\pi_{\mu\nu}^{(h)}$ algebraically determined by hydrodynamic variables and $\pi_{\mu\nu}^{(nh)}$ whose evolution has dependence on both hydrodynamic and non-hydrodynamic parameters, and is therefore independent of the hydrodynamic variables dynamically. The amplitude expansion is concerned with only the non-hydrodynamic part, the dimensionless expansion parameter being its ratio with the pressure at late-time equilibrium. The hydrodynamic $\pi_{\mu\nu}^{(h)}$ is by definition an algebraic functional of the hydrodynamic variables and their derivatives (even time derivatives). The derivative expansion is concerned with spatial and temporal rate of variation of the hydrodynamic variables and only spatial rate of variations of $\pi_{\mu\nu}^{(nh)}$, compared to the temperature at late-time equilibrium. Note the spatial variation of even $\pi_{\mu\nu}^{(nh)}$ is small close to equilibrium, but its time derivative is not.

Time-derivatives involve $(u \cdot \partial)$, however if this acts on a Weyl-covariant quantity like $\pi_{\mu\nu}^{(nh)}$, the resulting quantity will not be Weyl-covariant. So, we need to define a Weyl-covariant form of the time derivative $D$, following [37], whose action on a Weyl-covariant tensor $A_{\mu\nu}$ turns out to be

$$D A_{\mu\nu} = (u \cdot \partial) A_{\mu\nu} + \frac{4}{3} A_{\mu\nu} (\partial \cdot u) - (A_\mu^\beta u_{\nu} + A_\nu^\beta u_{\mu}) (u \cdot \partial) u_\beta. \quad (4.20)$$

Therefore, more precisely by time derivatives of $\pi_{\mu\nu}^{(nh)}$ we will denote successive actions of the Lorentz invariant and Weyl-covariant derivative $D$. The spatial derivatives will denote actions of $P_{\mu}^\nu \partial_{\nu}$, where $P_{\mu}^\nu$ as before denotes $u_\mu u_\nu + \delta_{\mu}^\nu$, the projection on the spatial plane orthogonal to $u_\mu$.

The conservation of energy-momentum tensor implies

$$\partial^\nu \left( \frac{3 u_\mu u_{\nu} + P_{\mu\nu}}{4b^4} + \pi_{\mu\nu}^{(h)} + \pi_{\mu\nu}^{(nh)} \right) = 0, \quad (4.21)$$

where $b = 1/(\pi T)$ as before, and all quantities are dependent on both space and time coordinates. We also use the earlier field definitions of $T$ and $u^\mu$, such that $(3/4)(\pi T)^4$ is the local energy density and $u^\mu$ is the local four-velocity of energy-transport so that $u^\mu \pi_{\mu\nu}^{(h)} = u^\mu \pi_{\mu\nu}^{(nh)} = 0$. The traceless-ness of the energy-momentum tensor also implies that $Tr(\pi^{(h)}) = Tr(\pi^{(nh)}) = 0$. With these conditions, $\pi_{\mu\nu}^{(nh)}$ has five independent components only. As $\pi_{\mu\nu}^{(h)}$ is an algebraic function of $u^\mu$ and $T$, and their derivatives, the nine independent variables parametrising the energy-momentum tensor are $T$, the three independent variables of the four velocity $u^\mu$ and the five independent components of $\pi_{\mu\nu}^{(nh)}$. 
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The form of the hydrodynamic part of the shear-stress tensor can be determined by Weyl covariance and the transport coefficients can be fixed by the regularity condition at the future horizon, order by order in the derivative expansion. Up to second order in the derivative expansion, we obtain

\[
\pi^{(h)}_{\mu\nu} = -\frac{2}{b^3} \sigma_{\mu\nu} + \frac{2}{b^2} \log 2 D \sigma_{\mu\nu} \\
+ \frac{2}{b^2} \left( \sigma^\alpha_{\mu} \sigma^\alpha_{\nu} - \frac{1}{3} P_{\mu\nu} \sigma_{\alpha\beta} \sigma^{\alpha\beta} \right) \\
+ \log 2 \left( \sigma^\alpha_{\mu} \omega_{\alpha\nu} + \sigma^\nu_{\nu} \omega_{\alpha\mu} \right) + O(\epsilon^3),
\]

(4.22)

where \( O(\epsilon^3) \) denotes terms higher order in the derivative expansion (where the expansion parameter \( \epsilon \) is the typical length scale of variation with respect to the temperature), and

\[
\sigma_{\mu\nu} = \frac{1}{2} P^\alpha_{\mu} P^\beta_{\nu} (\partial_\alpha u_\beta + \partial_\beta u_\alpha) - \frac{1}{3} P_{\mu\nu} (\partial \cdot u), \\
\omega_{\mu\nu} = \frac{1}{2} P^\alpha_{\mu} P^\beta_{\nu} (\partial_\alpha u_\beta - \partial_\beta u_\alpha).
\]

(4.23)

The equation of motion of \( \pi^{(nh)}_{\mu\nu} \) should be such that it is (a) Weyl-covariant and (b) we can consistently put \( \pi^{(nh)}_{\mu\nu} = 0 \), so that we can go to the pure hydrodynamic limit. In the case of the conservative solutions of the Boltzmann equation, this is always possible. Even in the case of gravity, we can construct solutions which are regular order by order in the derivative expansion when \( \pi^{(nh)}_{\mu\nu} = 0 \), hence requirement (b) is essential.

With these two requirements we can write the most general equation of motion for \( \pi^{(nh)}_{\mu\nu} \) as

\[
\left( \sum_{n=0}^{\infty} D_R^{(1,n)} \frac{1}{b^n} D^n \right) \pi^{(nh)}_{\mu\nu} = \frac{\lambda_1}{2b} \left( \pi^{(nh)}_{\mu\alpha} \sigma^\alpha_{\nu} + \pi^{(nh)}_{\nu\alpha} \sigma^\alpha_{\mu} - \frac{2}{3} P_{\mu\nu} \pi^{(nh)}_{\alpha\beta} \sigma^{\alpha\beta} \right) \\
+ \frac{\lambda_2}{2b} \left( \pi^{(nh)}_{\mu\alpha} \omega^\alpha_{\nu} + \pi^{(nh)}_{\nu\alpha} \omega^\alpha_{\mu} \right) \\
- \frac{1}{b^3} \sum_{n=0}^{\infty} \sum_{m=0}^{n} D_R^{(2,n,m)} \frac{1}{b^n} \sum_{a+b=n, a-b=m}^{n} \left[ D^a \pi^{(nh)}_{\mu\alpha} D^b \pi^{(nh)}_{\alpha\nu} \right. \\
\left. - \frac{1}{3} P_{\mu\nu} D^a \pi^{(nh)}_{\alpha\beta} D^b \pi^{(nh)}_{\alpha\beta} \right] \\
+ O(\epsilon^2 \delta, \epsilon \delta^2, \delta^3).
\]

Here, we note that the RHS is at least linear in the amplitude expansion (where the expansion
parameter $\delta$ is the ratio of the typical non-hydrodynamic shear-stress with respect to the equilibrium pressure), so that $\pi^{(nh)}$ can be put to zero consistently. Further we have included terms only up to first order in derivative expansion on the RHS. The terms explicitly shown in RHS are thus $O(\epsilon \delta)$ and $O(\delta^2)$. We cannot include any term like $\partial^{\mu} \pi_{(nh)}^{\mu}$ here because by (4.21) it gets related to purely hydrodynamic quantities and their derivatives. By definition, all the phenomenological parameters $\lambda_1$, $\lambda_2$, $D_R^{(1,n)}$ and $D_R^{(2,n,m)}$ are dimensionless. Further the condition $n + m$ is even in the summation, denotes that sum over $m$ is over odd integers only when $n$ is odd and is over even integers only when $n$ is even, so that both $(n + m)/2$ and $(n - m)/2$, i.e. $a$ and $b$, are integers. This phenomenological equation is the right equation to consider so that we have indeed summed over all time derivatives of the non-hydrodynamic shear-stress tensor correctly.

This equation (4.24), together with (4.21) and (4.22) give the complete equations of motion for the energy-momentum tensor in the general case. Further for the right choices of the phenomenological coefficients in (4.24), the dual solution in gravity should have regular future horizons.

We note that when $u^\mu$ and $T$ are constants in space and time, and the fluid is at rest, the equation for conservation of energy and momentum given by (4.21) implies that $\pi_{00}^{(nh)} = \pi_{0i}^{(nh)} = \pi_{i0}^{(nh)} = 0$, and $\pi_{ij}^{(nh)}$ is a function of time only. Also, in such a case, the Weyl-covariant derivative $D$ reduces to an ordinary time derivative. We can readily see that the equation (4.24) reduces to (4.18), so that we recover the regularity condition at the late-time horizon for metrics dual to homogeneous relaxation.

We cannot determine the phenomenological coefficients $\lambda_1$ and $\lambda_2$ appearing in (4.24) by considering homogeneous configurations as we have done here, because the corresponding terms involving derivatives of the velocity like $\sigma_{\mu \nu}$ and $\omega_{\mu \nu}$ vanish, as the velocity remains constant. We can determine these coefficients by considering inhomogeneous configurations and adapting our method, provided we can argue that the metric should be regular in the ingoing Eddington-Finkelstein coordinates.

5 Outlook for RHIC and ALICE

We briefly mention here the relevance of this work for the great challenge of modelling the space-time evolution of the matter formed by ultra-relativistic heavy ion collisions at RHIC and ALICE. Experiments at RHIC suggest the validity of the following picture [38]: (i) a large fraction of the initial kinetic energy of the colliding ions is thermalized astonishingly fast (in time $\leq 1$ fm) forming a locally equilibrated hot and dense fireball parametrized by a profile of the hydrodynamic variables - namely the temperature, four-velocity and chemical potential fields, (ii) the strongly interacting fireball undergoes hydrodynamic expansion which can be
described by the hydrodynamic equations like the Navier-Stokes’ equation, and (iii) the initial transverse hydrodynamic flow at the time of local thermalization in most cases vanishes. Most of the data at RHIC is in good agreement with this simplistic picture especially in the mid-rapidity region, i.e. for the most central collisions at the highest beam energy of $\sqrt{s_{NN}} = 200$ GeV. However, despite the success in explaining the transverse momentum spectra of hadrons, the elliptic flow coefficient, etc., this does not reproduce pion interferometric data like HBT radii leading to the well-known RHIC HBT puzzle.

It is necessary to have a better phenomenological model for the space-time evolution of the fireball to explain the data completely, and also to reduce theoretical uncertainties. The best theoretical tool at hand for studying evolution of strongly coupled matter of gauge theories in real time is the AdS/CFT correspondence. It is well-known that the AdS/CFT correspondence gives $\eta/s = 1/4\pi$ [4], while the current analysis of experimental data suggests $1 < 4\pi(\eta/s) < 2.5$ for temperatures probed at RHIC [39].

Here we will propose that the AdS/CFT correspondence can be used to develop a complete phenomenology for the evolution of the strongly coupled matter, describing both the late stages of local thermalization and the subsequent hydrodynamic expansion in an unified framework. These phenomenological equations involve a closed set of equations for evolution of the energy-momentum tensor and the baryon number charge current alone. For simplicity, if we assume that the baryon number chemical potential is zero throughout the evolution, then the full set of phenomenological equations are (4.21), (4.22), (4.24). It should be straightforward to include the dynamics of the charge current but we will not attempt this here.

The advantage of our proposal is that there is a very natural way to connect the expansion of the fireball with any model which describes the early stages of the collision process, as for instance the parton cascade model [40]. All that is needed is to match the evolution of the energy-momentum tensor and conserved charge currents before and after the matter enters in the strongly coupled phase of evolution. Importantly, the matching with the initial regime does not require the energy-momentum tensor to be hydrodynamic.

To state more concretely, the space-time evolution of the matter till chemical and kinetic freezeout with subsequent hadronization can be divided into two phases:

- **The entry into strongly coupled phase**: This phase describes the very initial stage of particle production at high energies and can probably be described in the perturbative framework as in the parton cascade model [40]. The energy-momentum tensor can be computed by such models and the local temperature fields can be obtained from the Landau-Lifshitz decomposition of the energy-momentum tensor. As mentioned before, any arbitrary energy-momentum tensor can be written in the Landau-Lifshitz form and thus we can always obtain the local effective temperature. However, this requires
using an appropriate equation of state for the initial phase. The effective temperature will automatically give us when the matter locally enters the strongly coupled phase. A more detailed analysis of this initial phase is beyond the scope of this paper.

- **The fireball formation and its expansion**: Once the matter enters into the strongly coupled phase, we can use the phenomenological equations from AdS/CFT to describe both the local thermalization and late hydrodynamic expansion in an unified framework. The initial conditions can be obtained by matching the energy-momentum tensor with the model describing the initial stage\(^\text{12}\). As the matter is expanding and boost invariance is a good approximation for central collisions, we may use the boost invariant versions of eqs. (4.21), (4.22), (4.24).

Homogeneous relaxation in the boost-invariant regime which estimates the time for local thermalization or fireball formation has been studied in the linearized approximation in \([1]\). Furthermore, as also shown in \([1]\), the homogeneous quasinormal modes in the static case can be mapped readily to boost invariant geometries. The boost-invariant version of our equations, as discussed here, must reproduce these linearized fluctuations of the boost-invariant geometry which are homogeneous in transverse coordinates. The lowest static homogeneous quasinormal mode gives an estimate of the time for local equilibration, i.e. fireball formation. In the boost invariant case, the time-dependence in the linearized plane wave approximation is not exponential, but given by a Bessel function as in \(
\sqrt{\tau} J_{\pm \frac{3}{4}} \left( \frac{3}{4} \omega \tau\pi (\pi T_f)^{-\frac{3}{2}} \right) \), where \(\omega \approx 2.74667(\pi T_f)\) and \(T_f\) is the fireball temperature which is about 175 MeV at RHIC. At late time, this reduces to a proper-time damping of the form: \(exp \left( -\frac{3}{2} \cdot 2.74667 \cdot (\pi T_f \tau)^{\frac{3}{2}} \right) \).

In future work, we would like to study the boost-invariant version of the non-linear homogeneous equations given by \((4.24)\) and see numerically how this behavior both qualitatively and quantitatively changes due to non-linearities. Further, it should be also possible to include inhomogeneities in transverse directions and also study the transition of the fireball to the hydrodynamic regime using the full set of equations - \((4.21)\), \((4.22)\), \((4.24)\). In practice, one needs to use these equations in a coordinate system (as in \([6]\)) better adapted for the late equilibrium state of the fireball which is an ideal fluid undergoing boost-invariant expansion. This coordinate system comprises of the proper time coordinate \(\tau\) of the late time expansion, the coordinate \(y\) parameterizing rapidity, and the two transverse coordinates \(x^1\) and \(x^2\).

\(\text{12}\)This matching is however complicated as the equations of evolution involve time derivatives of arbitrary orders.
6 Discussion

From the point of view of gauge/gravity duality, our work leads a few open questions. To conclude, we will discuss two of the most immediate and important of them here.

- **Is there an entropy current for homogeneous relaxation?** In the case of pure hydrodynamic behavior, it is known that the horizon in the bulk metric also gets deformed mildly, and the deformation can be calculated order by order in the derivative expansion. This has been shown in [42], where it has been also demonstrated that the pull-back of the Hodge-dual of the area form on the horizon world-volume to the boundary gives the construction of a family of entropy currents whose divergences are positive-definite, order by order in the derivative expansion.

  This is an interesting finding, because to our knowledge, this gives the first construction of an exact entropy current in the hydrodynamic regime, beyond any approximation like the limit of validity of the Boltzmann equation. An interesting question is whether gauge/gravity duality implies the existence of such entropy currents at large $N$, even beyond the hydrodynamic regime.

In our case of spatially homogeneous relaxation, even with the explicit metrics obtained here, this is a question which is not easy to answer. This is because the location of the horizon $r(t)$ as a function of time will fluctuate only perturbatively in the amplitude expansion, but its time derivatives will not be under control. Since we have summed the time derivatives only recursively here, this does not reveal the global nature of the horizon even perturbatively in the amplitude expansion. We would have to tackle this question possibly numerically later.

Alternatively, we can also analyze the general phenomenological eqs. (4.21), (4.22) and (4.24) and find conditions under which these imply existence of entropy current(s). Then, one can verify if these conditions are satisfied by the phenomenological coefficients obtained by gauge/gravity duality.

- **What are the field-theoretic definitions of the general phenomenological coefficients?** Recently, it has been possible to obtain a systematic procedure for constructing Kubo-like formulae for all hydrodynamic transport coefficients (including those which appear only non-linearly) in terms of the low frequency and large wavelength expansion of $n$-point correlation functions of the energy-momentum tensor [43].

  It has so far not been possible to define such general formulae for non-hydrodynamic parameters beyond any approximation scheme.

  Our phenomenological coefficients (including those involved in homogeneous relaxation), can be in principle obtained by constructing conservative solutions of non-
equilibrium field theory. However, we have been able to construct these solutions in \( \mathbb{R} \) in the perturbative regime in non-Abelian gauge theories only. It would be interesting to see if we can also find a non-perturbative method of constructing these conservative solutions and relate the phenomenological coefficients to \( n \)-point correlation functions of the energy-momentum tensor.

If the above is possible, it would also provide a non-trivial consistency check of gauge/gravity duality. The \( n \)-point correlation functions of the energy-momentum tensor can be independently calculated by gauge/gravity duality, so we can obtain the phenomenological coefficients through them and see if they match with the values required by the regularity condition on the future horizon.

- **Is the ingoing Eddington-Finkelstein coordinate system the right choice for all configurations which equilibrate?** It would be certainly of interest to see if the bulk metric is manifestly regular at the future horizon in the ingoing Eddington-Finkelstein coordinate system, for general configurations which equilibrate at late time. If this is so, we can readily extend our proof to show that the general regularity condition for the future horizon in the bulk, is indeed given by (4.21), (4.22) and (4.24), for the right values of the phenomenological coefficients.
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**A The Fefferman-Graham vector and scalar equations at the second order in the amplitude expansion**

The vector eq. (2.10) at the second order in the amplitude expansion reduces to

\[
\omega \left( V_1(\rho) + 3 \frac{\partial}{\partial \rho} \right) f_2^{(2)}(\rho, \omega, \omega_1) = \omega V_{1r}(\rho) f^{(1)}(\rho, \omega_1) f^{(1)}(\rho, \omega - \omega_1)
+ V_{2r}(\rho)(\omega + \omega_1) f^{(1)}(\rho, \omega - \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega_1)
+ V_{2r}(\rho)(2\omega - \omega_1) f^{(1)}(\rho, \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega - \omega_1),
\]

\( (A.1) \)
where

\[ V_1(\rho) = \frac{12\rho^3}{(4b^4 - \rho^4)}, \quad V_{1r}(\rho) = \frac{4\rho^3b^4(4b^4 + 3\rho^4)}{(4b^4 - \rho^4)(4b^4 + \rho^4)^2}, \quad V_2(\rho) = \frac{b^4}{(4b^4 + \rho^4)}. \quad (A.2) \]

A close inspection shows that the right hand side of (A.1) is symmetric under the exchange of \( \omega_1 \) with \( \omega - \omega_1 \) as it should be.

The scalar eq. (2.7) at the second order in the amplitude expansion reduces to

\[
\left( S_{1l}(\rho) + S_{2l}(\rho) \frac{\partial}{\partial \rho} + S_{3l}(\rho) \frac{\partial^2}{\partial \rho^2} \right) f^{(2)}_2(\rho, \omega, \omega_1)
+ \left( S_{4l}(\rho) + S_{5l}(\rho) \frac{\partial}{\partial \rho} + S_{6l}(\rho) \frac{\partial^2}{\partial \rho^2} \right) f^{(2)}_3(\rho, \omega, \omega_1)
= S_{1r}(\rho) f^{(1)}(\rho, \omega_1) f^{(1)}(\rho, \omega - \omega_1) + S_{2r}(\rho) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega - \omega_1)
+ S_{3r}(\rho) \left( f^{(1)}(\rho, \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega - \omega_1) + f^{(1)}(\rho, \omega - \omega_1) \frac{\partial}{\partial \rho} f^{(1)}(\rho, \omega_1) \right)
+ S_{4r}(\rho) \left( f^{(1)}(\rho, \omega_1) \frac{\partial^2}{\partial \rho^2} f^{(1)}(\rho, \omega - \omega_1) + f^{(1)}(\rho, \omega - \omega_1) \frac{\partial^2}{\partial \rho^2} f^{(1)}(\rho, \omega_1) \right), \quad (A.3)\]

where,

\[
S_{1l}(\rho) = \frac{24\rho^2(4b^4 - \rho^4)}{(4b^4 + \rho^4)^3}, \quad S_{4l}(\rho) = \frac{8\rho^2(192b^{12} + 48\rho^4b^8 + 36\rho^8b^4 + r^{12})}{(4b^4 - \rho^4)(4b^4 + \rho^4)^4},
S_{2l}(\rho) = \frac{3(4b^4 + 5\rho^4)}{\rho(4b^4 + \rho^4)^2}, \quad S_{5l}(\rho) = \frac{(-16b^8 + 48\rho^4b^4 + 5\rho^8)}{\rho(4b^4 - \rho^4)^3},
S_{3l}(\rho) = -\frac{3}{(4b^4 + \rho^4)}; \quad S_{6l}(\rho) = \frac{(4b^4 + \rho^4)}{(4b^4 - \rho^4)^2}. \quad (A.4)\]

References

[1] J. M. Maldacena, *Int. J. Theor. Phys.* **38**, 1113 (1999) [arXiv:hep-th/9711200].

[2] S. S. Gubser, I. R. Klebanov and A. M. Polyakov, “Gauge theory correlators from non-critical string theory,” *Phys. Lett. B* **428**, 105 (1998) [arXiv:hep-th/9802109].

[3] E. Witten, “Anti-de Sitter space and holography,” *Adv. Theor. Math. Phys.* **2**, 253 (1998) [arXiv:hep-th/9802150].

[4] G. Policastro, D. T. Son, A. O. Starinets, “From AdS / CFT correspondence to hydrodynamics,” *JHEP* **0209**, 043 (2002). [hep-th/0205052].
[5] G. Policastro, D. T. Son, A. O. Starinets, “From AdS / CFT correspondence to hydrodynamics. 2. Sound waves,” JHEP 0212, 054 (2002). [hep-th/0210220].

[6] R. A. Janik and R. B. Peschanski, “Asymptotic perfect fluid dynamics as a consequence of AdS/CFT,” Phys. Rev. D 73, 045013 (2006) [arXiv:hep-th/0512162].

[7] R. A. Janik, “Viscous plasma evolution from gravity using AdS/CFT,” Phys. Rev. Lett. 98, 022302 (2007). [hep-th/0610144].

[8] M. P. Heller and R. A. Janik, “Viscous hydrodynamics relaxation time from AdS/CFT,” Phys. Rev. D 76, 025027 (2007) [arXiv:hep-th/0703243].

[9] R. Baier, P. Romatschke, D. T. Son, A. O. Starinets and M. A. Stephanov, “Relativistic viscous hydrodynamics, conformal invariance, and holography,” JHEP 0804, 100 (2008) [arXiv:0712.2451 [hep-th]].

[10] S. Bhattacharyya, V. E. Hubeny, S. Minwalla and M. Rangamani, “Nonlinear Fluid Dynamics from Gravity,” JHEP 0802, 045 (2008) [arXiv:0712.2456 [hep-th]].

[11] M. Natsuume and T. Okamura, “Causal hydrodynamics of gauge theory plasmas from AdS/CFT duality,” Phys. Rev. D 77, 066014 (2008) [Erratum-ibid. D 78, 089902 (2008)] [arXiv:0712.2916 [hep-th]].

[12] G. Beuf, M. P. Heller, R. A. Janik, R. Peschanski, “Boost-invariant early time dynamics from AdS/CFT,” JHEP 0910, 043 (2009). [arXiv:0906.4423 [hep-th]].

[13] P. M. Chesler, L. G. Yaffe, “Boost invariant flow, black hole formation, and far-from-equilibrium dynamics in $N = 4$ supersymmetric Yang-Mills theory,” Phys. Rev. D 82, 026006 (2010). [arXiv:0906.4426 [hep-th]].

[14] R. K. Gupta and A. Mukhopadhyay, “On the universal hydrodynamics of strongly coupled CFTs with gravity duals,” JHEP 0903, 067 (2009) [arXiv:0810.4851 [hep-th]].

[15] R. Iyer, A. Mukhopadhyay, ”An AdS/CFT Connection between Boltzmann and Einstein,” Phys. Rev. D 81, 086005 (2010). [arXiv:0907.1156 [hep-th]].

[16] P. Arnold, G. D. Moore and L. G. Yaffe, “Transport coefficients in high temperature gauge theories: (I) Leading-log results,” JHEP 0011, 001 (2000) [arXiv:hep-ph/0010177].

[17] P. Arnold, G. D. Moore and L. G. Yaffe, “Transport coefficients in high temperature gauge theories. II: Beyond leading log,” JHEP 0305, 051 (2003) [arXiv:hep-ph/0302165].
[18] D. Enskog, *Dissertation, Uppsala (1917): "Arkiv. Mat., Ast. och. Fys"*, 16, 1, (1921).
[19] D. Burnett, *Proc. Lond. Math. Soc.* s2-39, 385, 1935.
[20] S. Chapman and T. Cowling, "*The Mathematical Theory of Non-Uniform Gases*", Cambridge University Press, Cambridge, England, 1960; Chapters 7, 8, 10, 15 and 17.
[21] J. M. Stewart, *Ph. D. dissertation*, University of Cambridge, 1969.
[22] T. Carleman, "*Acta Math."*, 60, 91 (1933)
[23] E. Wild, "*Proc. Camb. Philos. Soc."*, 47, 602 (1951)
[24] D. Morgenstern, "*Proc. Nat. Acad. Sci. U.S.A*", 40, 719 (1954)
[25] S. Kalyana Rama, B. Sathiapalan, "On the role of chaos in the AdS / CFT connection," *Mod. Phys. Lett.* A14, 2635-2648 (1999). [hep-th/9905219].
[26] G. T. Horowitz, V. E. Hubeny, "Quasinormal modes of AdS black holes and the approach to thermal equilibrium," *Phys. Rev. D* 62, 024027 (2000). [hep-th/9909056].
[27] A. O. Starinets, "Quasinormal modes of near extremal black branes," *Phys. Rev. D* 66, 124013 (2002). [hep-th/0207133].
[28] A. Nunez, A. O. Starinets, "AdS / CFT correspondence, quasinormal modes, and thermal correlators in N=4 SYM," *Phys. Rev. D* 67, 124013 (2003). [hep-th/0302026].
[29] P. K. Kovtun and A. O. Starinets, "Quasinormal modes and holography," *Phys. Rev. D* 72, 086009 (2005) [arXiv:hep-th/0506184].
[30] E. Berti, V. Cardoso, A. O. Starinets, "Quasinormal modes of black holes and black branes," *Class. Quant. Grav.* 26, 163001 (2009). [arXiv:0905.2975 [gr-qc]].
[31] S. Bhattacharyya, S. Minwalla, "Weak Field Black Hole Formation in Asymptotically AdS Spacetimes," *JHEP* 0909, 034 (2009). [arXiv:0904.0464 [hep-th]].
[32] P. M. Chesler, L. G. Yaffe, "Horizon formation and far-from-equilibrium isotropization in supersymmetric Yang-Mills plasma," *Phys. Rev. Lett.* 102, 211601 (2009). [arXiv:0812.2053 [hep-th]].
[33] C. Fefferman and C. Robin Graham, "Conformal Invariants," Elie Cartan et les Mathematiques d’aujourd’hui (Astrisque, 1985).
[34] M. Henningsson, K. Skenderis, "Holography and the Weyl anomaly," *Fortsch. Phys.* 48, 125-128 (2000). [hep-th/9812032].

59
[35] V. Balasubramanian, P. Kraus, “A Stress tensor for Anti-de Sitter gravity,” Commun. Math. Phys. 208, 413-428 (1999). [hep-th/9902121].

[36] S. de Haro, S. N. Solodukhin and K. Skenderis, “Holographic reconstruction of spacetime and renormalization in the AdS/CFT correspondence,” Commun. Math. Phys., 217, 595 (2001) [arXiv:hep-th/0002230].

[37] R. Loganayagam, ”Entropy Current in Conformal Hydrodynamics,” JHEP 0805, 087 (2008). [arXiv:0801.3701 [hep-th]].

[38] W. Florkowski, “Phenomenology of Ultra-Relativistic Heavy-Ion Collisions,” World Scientific, 2010

[39] U. W. Heinz, C. Shen, H. Song, [arXiv:1108.5323 [nucl-th]]. “The viscosity of quark-gluon plasma at RHIC and the LHC,”

[40] K. Geiger, “Space-time description of ultrarelativistic nuclear collisions in the QCD parton picture,” Phys. Rept. 258, 237-376 (1995).

[41] R. A. Janik and R. B. Peschanski, “Gauge/gravity duality and thermalization of a boost-invariant perfect fluid,” Phys. Rev. D 74, 046007 (2006) [arXiv:hep-th/0606149].

[42] S. Bhattacharyya, V. E. Hubeny, R. Loganayagam, G. Mandal, S. Minwalla, T. Morita, M. Rangamani, H. S. Reall, “Local Fluid Dynamical Entropy from Gravity,” JHEP 0806, 055 (2008). [arXiv:0803.2526 [hep-th]].

[43] G. D. Moore, K. A. Sohrabi, “Kubo Formulae for Second-Order Hydrodynamic Coefficients,” [arXiv:1007.5333 [hep-ph]].