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ABSTRACT. The “pancake problem” asks how many prefix reversals are sufficient to sort any permutation $\pi \in S_k$ to the identity. We write $f(k)$ to denote this quantity.

The best known bounds are that $15k/14 - O(1) \leq f(k) \leq 18k/11 + O(1)$. The proof of the upper bound is computer-assisted, and considers thousands of cases.

We consider $h(k)$, how many prefix and suffix reversals are sufficient to sort any $\pi \in S_k$. We observe that $15k/14 - O(1) \leq h(k)$ still holds, and give a human proof that $h(k) \leq \frac{3}{2}k + O(1)$.

The constant $\frac{3}{2}$ is a natural barrier for the pancake problem and this variant, hence new techniques will be required to do better.

1. Introduction

Given a positive integer $k$, we define the pancake graph $P_k$ to have vertex set $S_k$ (the set of permutations of length $k$), with $\pi, \tau \in S_k$ being adjacent if there exists $t$ so that $\pi(i) = \tau(i)$ for all $i \geq t$ and $\pi(i) = \tau(t-i)$ for all $i < t$ (we say such $\pi, \tau$ are related by a prefix reversal).

An old problem (known as the pancake problem) is to determine the growth of $f(k)$, the diameter of $P_k$ (which equals $\max_{\pi \in S_k} \{d_{P_k}(\pi, \text{Id}_k)\}$ as $P_k$ is vertex-transitive). It was shown by Gates and Papadimitrou that $17[k/16] \leq f(k) \leq (5k + 5)/3$ [3]. Later work [1, 4] has gone on to prove that

$$15k/14 - O(1) \leq f(k) \leq 18/11k + O(1). \tag{1}$$

We note that the upper bound came from an intense computer-assisted proof, which involved 2220 cases.

In this paper, we study a related problem. Given $\pi, \tau \in S_k$, we say they are related by a suffix reversal if there exists $t$ such that $\pi(i) = \tau(i)$ for all $i < t$ and $\pi(i) = \tau(n-i+t)$ for all $i \geq t$. We define the $G_k$ to be the graph with vertex set $S_k$ with $\pi, \tau$ being adjacent if they are related by either a prefix reversal or suffix reversal. We shall consider $h(k)$, the diameter of $G_k$ (which equals $\max_{\pi \in S_k} \{d_{G_k}(\pi, \text{Id}_k)\}$ due to vertex-transitivity).

Clearly, $h(k) \leq f(k)$ and so by Eq. 1 we have $h(k) \leq 18k/11 + O(1)$. Interestingly, the argument in [4] proving the lower bound in Eq. 1 continues to work in this new setting, allowing us to conclude $h(k) \geq 15k/14 - O(1)$ also holds. Thus, studying the growth of $h$ seems like a natural option to better understand the pancake problem.
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We manage to prove a new upper bound for $h(k)$ which improves upon the observation above that $h(k) \leq 18k/11 + O(1)$.

**Theorem 1.** For all $k \geq 1$, we have

$$h(k) \leq 3k/2 + 4.$$ 

Like all past work establishing upper bounds for the pancake problem (see [1, 3]), we obtain Theorem 1 by growing blocks of consecutive letters in accordance with some potential function. Our improvement comes from initially partitioning our alphabet into pairs, and when growing our blocks we do not allow ourselves to “split” any pairs. This self-imposed constraint causes some of the worst case scenarios to turn out better.

For reasons discussed in Section 4, the coefficient $3/2$ is a very natural barrier. In short, showing $h(k) < (3/2 - \epsilon)k + O(1)$ for some $\epsilon > 0$ would require either: an innovative strategy which overcomes “greedy local approaches” (which currently are the only approaches used in literature), or an improvement to a variant of the so-called “burnt pancake problem” (defined later).
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## 2. Preliminaries

For positive integer $n$, we write $[n] := \{1, \ldots, n\}$.

We will consider permutations $\pi \in \mathcal{S}_k$ as being functions from $[k]$ to $[k]$ which are bijective.

We shall now introduce some notation and ideas, which are ported from the work of [1, 3].

First, we note the following fact. We defer its proof to Appendix A, since it is standard and well-known.

**Lemma 2.1.** For any integer $k \geq 1$, we have

$$h(k) \leq h(k + 1).$$

This will be convenient for exposition, as our construction is best described when $k$ is divisible by 2.

Next, given $\pi \in \mathcal{S}_k$, we shall define an equivalence relation $\sim_\pi$ over $[k]$ as follows. For $i \in [k - 1]$, we say that $(i, i+1)$ is a $\pi$-adjacency if $|\pi(i) - \pi(i+1)| = 1$ or $\{\pi(i), \pi(i+1)\} = \{1, k\}$.
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(in other words, when the values differ by ±1 modulo k). For \( j, j' \in [k] \) with \( \pi^{-1}(j) \leq \pi^{-1}(j') \), we say \( j \sim_\pi j' \) if for all \( i \in [\pi^{-1}(j), \pi^{-1}(j')] \) we have that \( (i, i + 1) \) is a \( \pi \)-adjacency.

The following fact was proven in [3].

\textbf{Lemma 2.2.} Let \( \sigma \in S_k \). If \( \sim_\sigma \) has only one equivalence class, then
\[
d_{G_k}(\sigma, \text{Id}_k) \leq d_{P_k}(\sigma, \text{Id}_k) \leq 4.
\]

For the convenience of the reader, a proof of this may be found in Appendix A.

In Section 3, we will prove the following.

\textbf{Proposition 2.3.} Let \( k = 2d \). Then for every \( \pi \in S_k \), there exists \( \tau \in S_k \) with \( \sim_\tau \) having only one equivalence class, such that
\[
d_{G_k}(\pi, \tau) \leq \frac{3}{2}k - 2.
\]

In [1, 3], weaker forms of Proposition 2.3 were proven when \( G_k \) is replaced by \( P_k \).

We now conclude by quickly deducing Theorem 1.

\textbf{Proof of Theorem 1 assuming Proposition 2.3.} First, if \( k = 2d \), then for all \( \pi \in S_k \), we have that \( d_{G_k}(\pi, \text{Id}_k) \leq (\frac{3}{2}k - 2) + 4 \) by invoking Proposition 2.3 followed by Lemma 2.2. So here, we have \( h(k) \leq \frac{3}{2}k + 2 \).

Otherwise, if \( k = 2d - 1 \), then \( h(k) \leq h(k + 1) = \frac{3}{2}(k + 1) + 2 \leq \frac{3}{2}k + 4 \) by Lemma 2.1. \( \square \)

3. \textbf{Proof of Proposition 2.3}

Throughout we shall assume that \( k = 2d \) for some \( d \geq 1 \). For \( j \in [k] \), we let \( o_j = (-1)^{j+1}, \phi(j) = j + o_j \), so that
\[
\phi(1) = 2, \phi(2) = 1, \phi(3) = 4, \phi(4) = 3, \ldots, \phi(k - 1) = k, \phi(k) = k - 1.
\]
One should think of \( j \) and \( \phi(j) \) as being partners who are “paired together”.

Now, given \( \pi \in S_k \), we shall define a new equivalence relation \( \approx_\pi \) on \( [k] \), which is finer than \( \sim_\pi \). Namely, given \( j, j' \in [k] \), we say \( j \approx_\pi j' \) if and only if either:

- \( j \sim_\pi j' \) but also \( j \sim_\pi \phi(j) \) and \( j' \sim_\pi \phi(j') \);
- or \( j = j' \).

For example, if \( \pi = (2, 3, 4, 5, 1, 8, 6, 7) \), then the set of equivalence classes for \( \sim_\pi \) is
\[
\{ \{2, 3, 4, 5\}, \{1, 8\}, \{6, 7\} \},
\]
whilst the set of equivalence classes for $\approx_\pi$ is
$$\{\{2\}, \{3, 4\}, \{5\}, \{1\}, \{8\}, \{6\}, \{7\}\}.$$  

The introduction of $\approx_\pi$ is our key insight. In the work of [1, 3], when given $\pi \in S_k$ where $\sim_\pi$ had multiple equivalence classes, they’d give a sequence of reversals to reach some $\tau$ where $\sim_\tau$ was strictly coarser\(^1\) than $\sim_\pi$. We shall do the exact same thing, but with $\approx_\pi$ in place of $\sim_\pi$.

Given permutation $\pi \in S_k$, we say an equivalence class $C \subset [k]$ of $\approx_\pi$ is a block (of $\pi$) if $|C| > 1$, and otherwise it is called a singleton (of $\pi$). We say $j \in [k]$ is free if it does not belong to a block of $\pi$ (alternatively, if $\{j\}$ is an equivalence class of $\approx_\pi$).

Given a permutation $\pi$, we write $S(\pi)$ to count the number singletons of $\pi$, and $B(\pi)$ to count the number of blocks of $\pi$. Furthermore, we define the potential function $\nu(\pi) = \frac{3}{2}S(\pi) + 2B(\pi)$.

We shall show the following.

**Lemma 3.1.** For any $\pi \in S_k$ with $\nu(\pi) > 2$, there exists $\tau \in S_k$ with
$$0 < d_{G_k}(\pi, \tau) \leq \nu(\pi) - \nu(\tau).$$  

Noting that $S(\pi) + 2B(\pi) \leq k$ always holds (as $[k]$ is a disjoint union of $S(\pi)$ singletons and $B(\pi)$ sets of size at least two), we see that $\nu(\pi) \leq 3k/2$ for all $\pi \in S_k$. Meanwhile, it is clear that $\nu(\pi) = 2$ if and only if $\sim_\pi$ only has one equivalence class. Thus, iteratively applying Lemma 3.1 quickly gives Proposition 2.3.

**Proof of Lemma 3.1.** Let $j = \pi(1)$ be the first letter of $\pi$. As $\nu(\pi) > 3$, one of the four following cases will hold, and we may construct $\tau$ according to Fig 1.

**Case 1:** $j$ is free. In this case $\phi(j)$ will also be free. Here we use a prefix reversal to merge $j, \phi(j)$ into a block. The flipping is depicted in Fig 1a.

**Case 2:** $j$ is not free, but $j - o_j$ (and $\phi(j - o_j)$) are free. Here we use three prefix reversals to add $j - o_j, \phi(j - o_j)$ to the block containing $j$. The sequences of flips is depicted in Fig 1bi and 1bii (depending on if $j - o_j$ is to the left of its partner $\phi(j - o_j)$).

**Case 3:** $j, j - o_j$ are not free, with $j - o_j$ being first in its block. Here we use a prefix reversal to merge the blocks containing $j$ and $j - o_j$. The flipping is depicted in Fig 1c.

**Case 4:** $j, j - o_j$ are not free, with $j - o_j$ being last in its block. Here we perform a suffix reversal followed by a prefix reversal to join the two blocks. The sequence of flips is depicted in Fig 1d.

\(^1\)Meaning $\sim_\tau$ has fewer equivalence classes than $\sim_\pi$, and that each equivalence class of $\sim_\pi$ is contained in some equivalence class of $\sim_\tau$. 
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Figure 1. Our flip sequences. Here the "wiggly arrow" in Case 4 represents our only suffix reversal.

Looking at Table 1, we see $\tau$ behaves as desired (since the potential gain is always positive).
Table 1. Analysis of cases

| Case | $\Delta(S)$ $(S(\pi) - S(\tau))$ | $\Delta(B)$ $(S(\pi) - S(\tau))$ | $\Delta(\nu)$ $(\nu(\pi) - \nu(\tau) = \frac{1}{2}\Delta(S) + 2\Delta(B))$ | $d_{P_k}(\pi, \tau)$ (number of flips) | Potential gain $(\Delta(\nu) - d_{P_k}(\pi, \tau))$ |
|------|--------------------------------|---------------------------------|----------------------------------------------|--------------------------------|---------------------------------|
| Case 1 | $\geq -1$ | $\geq 1$ | $1$ | $\geq 0$ |
| Case 2 | $\geq 0$ | $\geq 3$ | $3$ | $\geq 0$ |
| Case 3 | $0$ | $2$ | $1$ | $1$ |
| Case 4 | $\geq 0$ | $\geq 2$ | $2$ | $\geq 0$ |

4. Conclusion

Here we briefly discuss why we believe fundamentally new ideas are required to prove $h(k) \leq (\frac{3}{2} - \epsilon) k + O(1)$ for some $\epsilon > 0$.

First, we recall that our paper, and all previous work establishing upper bounds on the pancake problem (cf. [1, 3]) have worked by defining a potential function $\Phi : S_k \rightarrow \mathbb{R}_{\geq 0}$ and proving a version of Lemma 3.1 where $\nu$ is replaced by $\Phi$. In particular, these potential functions have always been a linear combination of the number of “singletons” and “blocks” in a permutation (though our paper uses a slightly different notion of block than past literature).

Furthermore, the strategies dictated by these potential functions have always been “locally greedy” in the following sense. Given a vertex $\pi \in S_k$, these strategies “suggest” we take a short sequence of reversals to reach some $\pi'$ which closer to $\text{Id}_k$ (in a sense, this is analogous to gradient descent). The suggestions from these strategies always follow two rules of thumb:

- if you can use one prefix-reversal to combine two singletons into a block, then this should be done;
- never use any reversal which breaks a block.

Morally, when trying to find a short path from $\pi \in S_k$ to $\text{Id}_k$, these rules demand that we never take certain edges (though the first rule of thumb doesn’t apply when we are in the middle of executing a sequence of reversals).

Now, these locally greedy heuristics are rather intuitive. Each reversal can only create one new adjacency, and starting from a typical $\pi \in S_k$ this must be done at least $k - O(1)$ times to reach $\text{Id}_k$. So it would seem quite foolish to “pass” on an opportunity to create an adjacency for the cost of one reversal, unless you know something about the global structure at this time (which seems difficult to track due to the fact that most relevant information does not get preserved by reversals). The first rule basically tells us to always “buy” an
adjacency when it is available for the cheapest possible cost. The second rule tells us to never take an edge which decreases our adjacencies by one (i.e., never “sell” an adjacency and simultaneously pay another reversal for it).

Remark 4.1. In some instances, these rules of thumb are inoptimal. For example, starting at \((2, 1, 4, 3)\), any path to Id\(_4\) which doesn’t break blocks must use 4 reversals. However, there is a path of length 3 available to us, namely \((2, 1, 4, 3) \rightarrow (4, 1, 2, 3) \rightarrow (3, 2, 1, 4) \rightarrow (1, 2, 3, 4)\). This demonstrates that the second rule can be inoptimal.

Similar issues arise if we follow the first rule of thumb. Starting at \((4, 1, 2, 3)\), we would be suggested to go to \((2, 1, 4, 3)\), which has \(P_4\)-distance 3 from Id\(_4\), causing us to take path of length 4 in total. Meanwhile, there is a path of length 2 available to us, namely \((4, 1, 2, 3) \rightarrow (3, 2, 1, 4) \rightarrow (1, 2, 3, 4)\).

Anyways, starting at certain permutations \(\pi \in S_{2d}\), the first rule of thumb would force us to use \(d\) steps to reach a permutation \(\tau \in S_{2d}\) made up of \(d\) blocks. This leads us to a related problem involving “signed permutations”.

A signed permutation is an element \((\pi, \hat{x}) \in S_d \times \{-1, 1\}^d\). We write \(S_d^*\) to denote the set of signed permutations. We now say that \((\pi, \hat{x}), (\tau, \hat{y}) \in S_d^*\) are related by a prefix reversal if there exists \(t\) so that \(\pi(i) = \tau(i), x_i = y_i\) for \(i \geq t\) and \(\pi(i) = \tau(t - i), x_i = -y_{t-i}\) for \(i < t\). Informally, \(x_i\) as tracking the “orientation” of the \(i\)-th letter of \(\pi\), and this orientation gets “flipped” whenever said letter is moved by a reversal.

Define \(P_{d}^*\) to be the graph on vertex set \(S_d^*\) with vertices being adjacent if they are related by a prefix reversal. The burnt pancake problem asks to bound \(f^*(d)\), the diameter of \(P_{d}^*\). The work of Gates and Papadimitrou gives that \(f^*(d) \leq 2d + O(1)\) \cite[Theorem 3]{GatesPapadimitrou}, and this has only been improved by additive constant (see \cite[Corollary 8.3]{GareyJohnson}).

The relevance of signed permutations, is that the subgraph of \(P_{2d}\) induced by the set of permutations having no singletons, \(P_{2d}[S^{-1}(0)]\), is isomorphic to \(P_{d}^*\). Indeed, first observe that for \(\pi \in S^{-1}(0) \subseteq P_{2d}\), the information \(\pi(2), \pi(4), \ldots, \pi(2d)\) is unique (since\(^2\) \(\pi(2i - 1) = \pi(2i) - o_{\pi(2i)}\) for \(i = 1, \ldots, d\)). The isomorphism from \(P_{2d}[S^{-1}(0)]\) to \(P_{d}^*\) is then given by taking \(\varphi(\pi) = (\pi^*, \hat{x})\) so that for \(i \in [d]\), \(\pi^*(i) = \lceil \pi(2i)/2 \rceil\) and \(\hat{x}(i) = o_{\pi(2i)}\).

Recall the second rule of thumb that we never use reversals that break blocks. Following this rule, once we have no singletons (i.e., reach a state \(\pi \in S^{-1}(0)\)), we maintain this. In which case, the problem reduces to finding the shortest \(P_d^*\)-path from \(\varphi(\pi)\) to \(\varphi(\text{Id}_{2d})\). However, as noted above, the best known upper bound for \(f^*(d)\) is \(2d - O(1)\). And, after giving it some thought, we don’t know how to obtain a better upper bound for \(h^*(d)\) (the straightforward generalization where we allow suffix reversals of signed permutations).

Putting this together, the first rule of thumb can force us to spend \(d - O(1)\) reversals to reduce to the signed case, after which we spend another \(2d - O(1)\) reversals to get to the identity.

\(^2\)We remind the readers that \(o_j := (-1)^{j+1}\).
Appendix A. Standard pancake results

Here we prove two well-known facts we use.

**Lemma 2.1.** For any integer \( k \geq 1 \), we have
\[
h(k) \leq h(k + 1).
\]

**Proof.** Consider the surjective map \( \varphi : G_{k+1} \to G_k; \pi \mapsto \pi|_{\pi^{-1}([k])} \), where we ignore the placement of the letter “\((k + 1)\)”. We now observe that if \( \pi, \tau \) are adjacent in \( G_{k+1} \), then we either have

- \( \varphi(\pi) = \varphi(\tau) \);
- or \( \varphi(\pi), \varphi(\tau) \) are adjacent in \( G_k \)

(formal verification of this claim is left as an exercise to the reader).

So, for any path \( P \subset G_{k+1} \) with endpoints \( \pi, \tau \), the image of its vertex-set \( S := \varphi(V(P)) \) must be connected in \( G_k \). And thus there is a path \( P' \subset G_k \) from \( \varphi(\pi) \) to \( \varphi(\tau) \) (implying that the length of \( P' \) is at most the length of \( P \)). Consequently, we have \( d_{G_{k+1}}(\pi, \tau) \leq d_{G_k}(\varphi(\pi), \varphi(\tau)) \) for every \( \pi, \tau \in S_{k+1} \).

Due to the surjectivity of \( \varphi \), we see that the diameter of \( G_k \) is at most the diameter of \( G_{k+1} \). Recalling the definition of \( h \), we get our desired result. \( \square \)

**Lemma 2.2.** Let \( \sigma \in S_k \). If \( \sim_\sigma \) has only one equivalence class, then
\[
d_{G_k}(\sigma, \text{Id}_k) \leq d_{P_k}(\sigma, \text{Id}_k) \leq 4.
\]

**Proof.** As \( P_k \) is a subgraph of \( G_k \), the left inequality is immediate. Meanwhile, the right inequality was proven in [3, p. 3]. We shall reproduce their proof for the reader’s convenience.

By our assumption on \( \sim_\sigma \), we note \( \sigma \) must take one of the forms:

- \( \sigma = t, (t-1), \ldots, 1, k, (k-1), \ldots, (t+1) \) for some \( t \in [k] \);
- or \( \sigma = (t+1), (t+2), \ldots, k, 1, 2, \ldots, t \) for some \( t \in [k] \).

Let \( A \) be the set of \( \sigma \) satisfying the first bullet, and \( B \) be the set of \( \sigma \) satisfying the second bullet.

We first note that given any \( \sigma \in A \), we can apply a \( k \)-letter prefix reversal to reach \( \sigma' = (t+1), \ldots, k, 1, \ldots, t \) which belongs to \( B \). Hence \( \max_{\sigma \in A} \{ \min_{\sigma' \in B} \{ d_{P_k}(\sigma, \sigma') \} \} = 1 \).

So it now remains to show that \( \max_{\sigma \in B} \{ d_{P_k}(\sigma, \text{Id}_k) \} \leq 3 \). Consider \( \sigma = (t+1), \ldots, k, 1, \ldots, t \in B \), and observe the path
\[
(t+1), \ldots, k, 1, \ldots, t \to k, \ldots, (t+1), 1, \ldots, t \to t, \ldots, 1, (t+1), \ldots, k \to 1, \ldots, t, (t+1), \ldots, k = \text{Id}_k.
\]
REFERENCES

[1] B. Chitturi, W. Fale, Z. Meng, L. Morales, C. O. Shields, I. H. Sudborough, and W. Voit, An $\left(\frac{18}{11}\right)n$ upper bound for sorting by prefix reversals, in Theoretical Computer Science 410 (2009), p. 3372-3390.

[2] D. S. Cohen and M. Blum, On the problem of sorting burnt pancakes, in Discrete Applied Mathematics 61 (1995), p. 101-120.

[3] W. Gates and C. Papadimitrou, Bounds for sorting by prefix reversal, in Discrete Mathematics 27 (1979), p. 47-57.

[4] M. H. Heyardi and I. H. Sudborough, On the diameter of the pancake network, in Journal of Algorithms 25 (1997), p. 67-94.

MATHEMATICAL INSTITUTE, OXFORD UNIVERSITY

Email address: zachary.hunter@exeter.ox.ac.uk