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ABSTRACT

Aims. A sample of Coma cluster ultra-diffuse galaxies (UDGs) are modelled in the context of Extended Modified Newtonian Dynamics (EMOND) with the aim to explain the large dark matter-like effect observed in these cluster galaxies.

Methods. We first build a model of the Coma cluster in the context of EMOND using gas and galaxy mass profiles from the literature. Then assuming the dynamical mass of the UDGs satisfies the fundamental manifold of ellipticals, and that the UDG stellar mass-to-light matches their colour, we can verify the EMOND formulation by comparing two predictions of the baryonic mass of UDGs.

Results. We find that EMOND can explain the UDG mass, within the expected modelling errors, if they lie on the fundamental manifold of ellipsoids, however, given that measurements show one UDG lying off the fundamental manifold, observations of more UDGs are needed to confirm this assumption.

Key words.

1. Introduction

Gravitational potential wells of galaxy clusters have been powerful laboratories to test the current model of dark matter (ΛCDM) and its alternatives. While acknowledging many shortfalls of the ΛCDM model in galaxies (e.g. Walker & Peñarrubia 2011; Dubinski & Carlberg 1991; Klypin et al. 1999; Moore et al. 1999; Boylan-Kolchin et al. 2012, 2011; Ibata et al. 2013; Pawlowski et al. 2015), in the cluster arena few models can compete with the ΛCDM model, especially those alternatives which a priori assume that particle dark matter does not exist, but rather what we are seeing is a breakdown of Newtonian dynamics.

Observations of rotation curves in galaxies showed that dark matter effects were only required in low acceleration environments \( a < 10^{-10} \text{ ms}^{-2} \). This eventually led to the construction of the empirical gravitational paradigm known as Modified Newtonian Dynamics (MOND) \( [\text{Milgrom} 1983a,b,c; \text{Bekenstein} \& \text{Milgrom} 1984] \). The main function of MOND is to modify gravity in these low acceleration environments such that the gravitational acceleration falls proportional to \( 1/r \) in contrast to the Newtonian \( 1/r^2 \). Newtonian dynamics are still preserved in the high acceleration environments. In order to achieve this, an acceleration scale was introduced to define what is meant by high and low acceleration environments, \( a_0 = 1.2 \times 10^{-10} \text{ ms}^{-2} \), such that Newtonian behaviour is recovered when \( a >> a_0 \) and the \( 1/r \) gravity law (Deep-MOND regime) occurs when \( a << a_0 \), where \( a \) is the total gravitational acceleration.

The MOND paradigm has had success on the galaxy scale, see Famaey & McGaugh (2012) for an extensive review. One of the main problems in MOND is its inability to explain galaxy clusters, see for example Sanders (1999, 2003). Galaxy clusters tend to have an internal acceleration of the order \( a_0 \) and thus the MOND effect is weak. However, galaxy clusters show a large mass discrepancy from Newtonian predictions, much more than MOND is able to account for. This means that either 1) There exists a ΛCDM dark matter halo, 2) There is missing matter which we are yet to detect in the form of non-luminous baryonic matter or some form of neutrinos or 3) MOND is not a complete gravity theory and needs to be generalised. Work on point 2 has achieved mixed results. Angus et al. (2008) have shown that the 2 eV neutrino was insufficient to explain the galaxy cluster problem as their inclusion could not explain mass discrepancy in the centre of the clusters. The neutrino idea was then reinvestigated in Angus (2009) where 11 eV sterile neutrinos were tested. This work enjoyed more success in explaining the galaxy cluster problem in MOND and also had success in explaining the CMB anisotropies. However, cosmological simulations conducted by Angus & Diaferio (2011) and Angus et al. (2013) showed that using neutrinos as hot dark matter in the MOND paradigm produces too many high mass galaxy clusters.

A recent addition to the galaxy cluster problem in MOND is the discovery of ultra-diffuse galaxies (UDGs) (Koda et al. 2015; Roman & Trujillo 2016; Mihos et al. 2015; van Dokkum et al. 2015). These galaxies have very little gas and are composed almost entirely of dark matter. Recent studies of a UDG in the Virgo cluster (Beasley et al. 2016) and the Coma cluster (van Dokkum et al. 2016) have shown that two UDGs, VC1287 and DF44 show a very high dark-to-stellar mass ratio.

In this work, we are interested in the nature of UDGs in the context of MOND. In a MONDian paradigm, it is possible to create a large dark matter-like effect if the gravitational acceleration across the system is very low. The MOND paradigm has an interesting feature called the external field effect (EFE) (see for example Derakhshani & Haghhi 2014, Blanchet & Novak 2011 and Haghhi et al. 2016 for the interested reader). The
EFE states that even a constant acceleration from an external source can affect the internal dynamics of a system. For example, a stellar cluster located close to the Milky Way disk should behave differently if it is moved further away from the disk as the gravitational acceleration across the cluster from the Milky Way would be less. In the context of the UDGs, if they were isolated objects, MOND would predict a large dark matter like effect, but as they are within the strong gravitational field of the galaxy cluster, MOND predicts they should behave closer to Newtonian.

Taking this into consideration, if MOND is to be generalised to try and explain the missing mass in galaxy clusters, it must also explain the nature of these UDGs. One modification to MOND which has been proposed is that of Extended MOND (EMOND) (Zhao & Famaey 2012). This extension of MOND changes the acceleration scale \( a_0 \) from being constant to being a function of gravitational potential, \( A_0(\Phi) \), such that the effective acceleration scale in galaxy clusters is much larger than \( a_0 \). This allows deviations from Newtonian dynamics, and hence the inducing of dark matter-like effects, to occur at higher accelerations. We explored EMOND in Hodson & Zhao (2017) with a sample of 12 galaxy clusters. Hodson & Zhao (2017) showed that EMOND has some success with the basic formulation, but no attempt was made to explore the boundary conditions of the gravitational potential to try to get better fits. Also, the exact form of the baryonic mass profile is relevant when determining the EMOND prediction and thus different mass models should be tested in future. As a consequence of this, the paradigm requires more rigorous testing.

Recent work on the UDGs has allowed dynamical mass estimates to be made, that is the total mass of the UDGs including any dark component, for a sample of galaxies from the Coma and Virgo clusters using scaling relations (Zaritsky 2016). The MOND Poisson Equation is (Bekenstein & Milgrom 1984).

\[
4\pi G\rho = \nabla \cdot \left[ \mu \left( \frac{|\nabla \Phi|}{\Phi_0} \right) \nabla \Phi \right] - T_2, \tag{1}
\]

where \( \rho \) is the mass density and \( \Phi \) is the total gravitational potential. The function, \( \mu(x) \) is called the interpolation function which models the transition between the Newtonian regime and the Deep-MOND regime. \( \mu(x) \) must have limits such that when \( x \ll 1, \mu(x) = 0 \) and when \( x \gg 1, \mu(x) = 1 \). The form for the interpolation function which we will use in this work is a modified simple interpolation (see Zhao & Famaey 2005, Famaey & Binney 2005, Zhu & Famaey 2006) for simple interpolation function

\[
\mu(x) = \max \left( \frac{x}{1 + x \epsilon}, 1 + \epsilon \right), \tag{2}
\]

where \( \epsilon \) is a small number. The EMOND version of the MOND Poisson Equation is \((2012)\) [1]

The FM is an extension of the fundamental plane (Djorgovski & Davis 1987, Dressler et al. 1987). From the velocity dispersions, it is then possible to estimate a dynamical mass for the objects. It is also possible to estimate the stellar mass of the UDGs from their g-i colour. This technique was performed in van Dokkum et al. (2016) for DF44 by using the colour-\( M_*/L \) correlation from Taylor et al. (2017). Therefore it is possible to get both dynamical and stellar mass estimates for a sample of UDGs.

By modelling the Coma cluster in the context of EMOND, we can find the value of \( A_0(\Phi) \) in the cluster as a function of radius. Assuming this value is constant across any UDG, we can estimate the stellar mass of the UDGs from dynamical mass estimates using the EMOND recipe and compare the result to stellar mass predicted from the colour. By doing this, we can determine whether the EMOND recipe can predict both the mass profile of the Coma cluster and the dynamical to stellar mass fraction of the UDGs simultaneously.

This paper is organised as follows. Section 2 discusses the MOND and EMOND paradigm. Section 3 discusses the Coma cluster model which we adopt. Section 4 discusses the UDG dynamical and stellar mass estimates from the literature. The UDG modelling in the context of MOND and EMOND is discussed in Section 5. We show our results in Section 6. In Section 7 we show how the constraints on the EMOND formalism from the UDG modelling affect the results of Hodson & Zhao (2017). In Section 8 we discuss possible contention with observational data. We then conclude in Section 9.

2. Extended MOND

We begin our discussion of EMOND by reviewing the standard MOND equations. In gravitational dynamics, the gravitational acceleration and matter density are linked via a Poisson equation. The MOND Poisson Equation is (Bekenstein & Milgrom 1984).

\[
4\pi G\rho = \nabla \cdot \left[ \mu \left( \frac{|\nabla \Phi|}{\Phi_0} \right) \nabla \Phi \right] \tag{1}
\]

where \( \rho \) is the matter density and \( \Phi \) is the total gravitational potential. The function, \( \mu(x) \) is called the interpolation function which models the transition between the Newtonian regime and the Deep-MOND regime. \( \mu(x) \) must have limits such that when \( x \ll 1, \mu(x) = 0 \) and when \( x \gg 1, \mu(x) = 1 \). The form for the interpolation function which we will use in this work is a modified simple interpolation (see [Famaey & Binney 2005, Zhao & Famaey 2006]) for simple interpolation function

\[
\mu(x) = \max \left( \frac{x}{1 + x \epsilon}, 1 + \epsilon \right), \tag{2}
\]

where \( \epsilon \) is a small number. The EMOND version of the MOND Poisson Equation is (Zhao & Famaey 2012) [1]

\[
4\pi G\rho = \nabla \cdot \left[ \mu \left( \frac{|\nabla \Phi|}{A_0(\Phi)} \right) \nabla \Phi \right] - T_2, \tag{3}
\]

where

\[
T_2 = \frac{1}{8\pi G} \left| \frac{d(A_0(\Phi))^2}{d\Phi} \right| \left[ |\nabla F(y) - F(y)| \right]. \tag{4}
\]

Also, \( dF(y)/dy = \mu(\sqrt{\Phi}) \) and \( y = |\nabla \Phi|^2 / A_0(\Phi)^2 \). It was shown explicitly in Hodson & Zhao (2017) that the \( T_2 \) term is negligible in clusters and thus the approximate spherical version of the EMOND Poisson Equation reduces to

\[
\nabla \Phi_N \approx \mu \left( \frac{|\nabla \Phi|}{A_0(\Phi)} \right) \nabla \Phi \tag{5}
\]

where \( \nabla \Phi_N \) is the Newtonian acceleration. The functional form of \( A_0(\Phi) \) we use here is [1]

\[
A_0(\Phi) = \frac{a_0}{\epsilon} \mu \left( \frac{\Phi}{\Phi_0} \right)^{2q} \tag{6}
\]

where \( A_0_{\text{max}} \) is the maximum value which we allow \( A_0 \to 100a_0 \), \( \Phi_0 \) is a scale potential analogous to the MOND scale acceleration with units of \( \text{m}^2\text{s}^{-2} \) and \( q \) is a dimensionless parameter which controls the slope of \( A_0(\Phi) \). We define \( \epsilon \) to be \( \epsilon = a_0 / A_{0\text{max}} \). Equation (6) says that when the potential is high (\( \Phi \gg \Phi_0 \)), \( A_0(\Phi) = A_{0\text{max}} \) and when the potential is low, (\( \Phi \ll \Phi_0 \)), \( A_0(\Phi) = a_0 \). This is analogous to the MOND interpolation function, \( \mu(x) \). In the work of Hodson & Zhao (2017), the parameter choice of \( q = 2 \) was used. In this work, we will

1 The additional \( T_2 \) term arises from the non-relativistic EMOND Lagrangian. Merely making the change \( a_0 \to A_0(\Phi) \) in the Poisson equation will not satisfy the Euler-Lagrange equation.

2 In Hodson & Zhao (2017), the function for \( A_0(\Phi) \) was written as

\[ A_0(\Phi) = a_0 + (A_{0\text{max}} - a_0) \left[ \frac{1}{2} \tanh \left( \frac{\Phi}{\Phi_0} \right) \right]^2. \]
also show results for $q = 1$. The change in choice of $q$ warrants a change of scale potential, $\Phi_0$, as well. For $q = 2$, the scale potential is unchanged from Hodson & Zhao (2017) with magnitude $\Phi_0 \approx -2700000^2$ m\textsuperscript{2}s\textsuperscript{-2}. For $q = 1$, the scale potential is empirically chosen to be $\Phi_0 \approx -3800000^2$ m\textsuperscript{2}s\textsuperscript{-2}. Therefore, given a boundary potential, we can solve Eqn 5 and determine the EMOND predicted acceleration profile and hence EMOND predicted dynamical mass.

3. Modelling The Coma Cluster

The first step to modelling the Coma cluster UDGs is to build a model of the Coma cluster itself. We adopt the model of Łokas & Mamon (2003) which has an intra-cluster gas component and cluster galaxy component. There is also a dark matter component in standard gravity, which we can compare with the effective phantom halo predicted by EMOND.

The gas is modelled via a $\beta$ density profile for which the expression for enclosed mass is

$$M_g(r) = \frac{4}{3} \pi n_0 (m_e + \gamma m_p) r^3 F_{3/2} (r/r_c)$$

(7)

where $n_0$ is the central electron number density of the emitting X-ray gas in the cluster, $\beta$ is a dimensionless parameter, $r_c$ is a scale length of the gas density, $\gamma$ is a parameter which converts the electron number density into a mass density and $F_{3/2}(x) \equiv 2 F_1 (3 - \alpha, 3 - \alpha; \beta; 4 - \alpha; -x)$, where $2 F_1$ is a hyper-geometric function.

The galaxies were modelled via,

$$M_{Gal}(r) = 4 \pi L_\star \gamma r_s \left[ \log \left( \frac{r + r_s}{r_s} \right) - \frac{r}{r + r_s} \right]$$

(8)

where $r_s$ is a scale radius, $L_\star$ is a luminosity normalisation constant and $\gamma$ is a mass-to-light ratio.

Finally, in the work of Łokas & Mamon (2003) the dark matter mass was modelled via,

$$M_{DM}(r) = M_v \left( \frac{r}{r_v} \right)^{3-\alpha} \frac{F_{\alpha}(cr/r_v)}{F_{\alpha}(c)}$$

(9)

where $M_v$ is the virial mass, $r_v$ is the virial radius, $c$ is the concentration and $\alpha$ is a dimensionless parameter.

We plot the mass components of the Coma cluster as a function of radius in Figure 1, mimicking the top panel of Figure 8 in Łokas & Mamon (2003). We over-plot the EMOND predicted mass profile (blue solid line) determined by first solving Equation 5 for EMOND gravity, which we will call $\nabla \Phi_{EMOND}$, and then calculating the effective EMOND mass via,

$$M_{EMOND}(r) = \frac{r^2 \nabla \Phi_{EMOND}}{G}$$

(10)

where the Newtonian gravity used to determine $\nabla \Phi_{EMOND}$ is

$$\nabla \Phi_N = \frac{G(M_v(r) + M_{Gal}(r))}{r^2}. \tag{11}$$

To make the plot, we empirically take a value of the EMOND gravitational potential at the virial radius to be $\Phi(r_v) = -2.5 \times 10^{12}$ m\textsuperscript{2}s\textsuperscript{-2}. We can see that the dark matter dominates over the gas and galaxy contributions.

The plot also shows that the EMOND predicted mass seems to match the dark matter profile to exceptional accuracy. This is a very good result for the EMOND paradigm. In the previous EMOND work, Hodson & Zhao (2017) found that EMOND had mixed success in describing the clusters. The work in question used a different baryonic mass profile for both the gas and the galaxies. This result suggests that the EMOND modelling of Hodson & Zhao (2017) might be improved by invoking a different functional form for the baryonic mass profile.

Now that we have derived the EMOND mass profile of the Coma cluster, we can make a plot of $A_0(\Phi)$ vs radius to show how the EMOND acceleration scale varies in the cluster environment. We show this in Figure 2.

The task of EMOND would be to determine the boundary potential from cosmological constraints. Due to the lack of a consistent cosmology we are, at this stage, limited to empirically fitting. Future work on EMOND can determine whether our empirical fit is acceptable.
From Fig 2 it is clear that the $q = 1$ model creates a gentler transition of $A_0(\Phi)$ from the outside of the cluster to the centre than the $q = 2$ model. It is also clear that the magnitude of $A_0(\Phi)$ which the $q = 1$ model predicts is much lower than the $q = 2$ model. This is due in part from the gentler transition, but mainly the choice of $\Phi_0$, which stops $A_0(\Phi)$ reaching $A_0$ max. We will see the effect of this in the following sections.

4. UDG Properties

A note on conventions. Throughout the following sections we will be referring to several mass quantities which we should define clearly. The “dynamical” mass of the UDGS is the inferred mass from dynamics, thus is the total mass of the system. In an $\Lambda$CDM context this would be the mass of the stars + the mass of the dark matter halo. In MOND/EMOND, this would be the baryons + phantom dark matter. The Newtonian mass is the total mass of the baryons, in this case stars.

When we model the UDGS in EMOND, we will take the dynamical mass of the UDG at the effective radius and determine the Newtonian stellar mass at that radius using the EMOND recipe. We will then compare the Newtonian mass to the estimated stellar mass of these galaxies from their colour and mass-to-light ratio. Therefore, we need to determine both the dynamical mass and stellar mass for these systems. To do this, we follow the techniques used in Zaritsky et al. (2016) and Zaritsky et al. (2008) for the dynamical mass and van Dokkum et al. (2015) for the stellar mass. We outline the techniques used in these works below.

4.1. Dynamical Mass

The dynamical mass of the UDGS is determined from the velocity dispersion and effective radius via the formula (Wolf et al. 2010) (also see Eqn 1 in van Dokkum et al. 2016),

$$M_{\text{dyn}}|_{r_e} \approx 3\pi^2 r_e^2 G \approx 9.3 \times 10^5 \sigma^2 r_e$$

where $M_{\text{dyn}}(< r_e)$ is the total enclosed dynamical mass at the spherical half-mass radius $r_e \approx \frac{1}{2} r_s$, where the $r_s$ is the usual effective radius, i.e., the projected circularised half-light radius, $\sigma$ is the velocity dispersion in km/s and $r_e$ is the effective 2D radius in kpc. The effective radius was determined and corrected for ellipticity for 46 UDGS within the Coma cluster (and are given in van Dokkum et al. 2015). Currently, there is only one UDG (Dragonfly 44 (DF44)) in the Coma cluster which has a measured value for the velocity dispersion. Therefore, to estimate velocity dispersions for all 46 galaxies in the Coma cluster sample, some assumptions have to be made.

We have taken a slightly different approach for our study instead of that of Zaritsky (2016). In the sample actually has 47 objects, but one object has incomplete data in the table and thus we disregard this entry.

In Zaritsky (2016), the velocity dispersions are determined for the UDGS in the Coma cluster by making use of the fundamental manifold (FM). This relation links effective radius, mean surface brightness within the effective 2D radius and the internal kinematics of the system in question via a nearly power-law-like relation

$$\log \sigma_e \approx 0.24 (\log V) + 0.12 (\log r_e)^{3/2} - 0.32 \log V - 0.83 \log I_e - 0.02 \log (V_I) + 1.49$$

where $\sigma_e$ is the mass-to-light ratio, $I_e$ is the mean surface brightness within $r_e$ and $V$ describes the kinematics of the system. This was then solved along with the known relation $

$$\log r_e = 2 \log V - \log L - \log \sigma_e + C$$

which is derived from Eqn 12.

Using the FM relation from a previous study by Zaritsky et al. (2008), there exists a relationship between $I_e$, $r_e$ and $\sigma$, without having to solve the system equations in Zaritsky (2016),

$$\log \sigma_e = -42.2 \log \sigma + (2 + 2\alpha \beta) \log \sigma + B \log L + C_2$$

In this equation, $\alpha$, $\beta$ and $C_2$ are constants which are empirically determined, taking values (Equation 8 and Figure 11 from Zaritsky et al. (2006b)) $\alpha \approx 0.63$, $2 + 2\alpha \beta \approx 3.7$, $B \approx -0.705$ and $C_2 \approx -2.75$. We can use Eqn 13 to find the velocity dispersion analytically using the data given in van Dokkum et al. (2015). The only other difference between our method and Zaritsky (2016) is that we will not make the correction to the velocity dispersion and assume, for now, that all the UDGS lie on the FM. We will discuss the implications of this later.

The final discussion point is to convert the data table in van Dokkum et al. (2015) to the correct units for the fundamental manifold equation. The fundamental manifold has a 2D effective radius in units of kpc and a mean surface brightness in units of $L_0$/pc$^2$. To determine the correct radius, we need to take the radii in column 5 (which is the major axis radius) of the table in van Dokkum et al. (2015) and multiply in by the square root of the ratio axis, given in column 7 of the table. For the surface brightness, we need to use a standard conversion to change the central surface brightness, given in column 4 of the table in van Dokkum et al. (2015) in mags/arcsec$^2$, into mean surface brightness within an effective radius in $L_0$/pc$^2$. This is done by

$$\log \sigma_e = -42.2 \log \sigma + (2 + 2\alpha \beta) \log \sigma + B \log L + C_2$$

where in this case, $M_s$ is the solar magnitude in the given band, $< I_e >$ is the mean surface brightness within an effective radius in $L_0$/pc$^2$ and $L_0$ is the central surface brightness in mags/arcsec$^2$.

See Appendix A1 for derivation of Eqn 14.

Once we apply these conversions, we can use Eqn 13 to find the estimated velocity dispersion for each UDG and use Eqn 12 to determine the enclosed mass within the 3D radius.

4.2. Estimating The Stellar Mass at the Effective Radius

In the following sections we will be outlining how to infer the predicted stellar mass in the UDGS in the EMOND paradigm from the dynamical mass estimate described above. Therefore, test the validity of the EMOND formula, we require the approximate enclosed stellar mass at the effective radius for each UDG in the Coma cluster. In order to do this we follow the technique used in van Dokkum et al. (2015). This work takes advantage of the relation between colour and mass-to-light ratio, used in Taylor et al. (2011), which describes a link between the (g-i) colour and the stellar mass-to-light ratio in the i-band.

$$\log_{10} \left[ \frac{M_*/M_\odot}{L_i/M_\odot} \right] = 1.15 + 0.7(g-i) - 0.4M_i$$

(15)

To determine $V$ and $r_e$. It was then assumed in Zaritsky (2016) that $V \approx \sigma$. This value of the velocity dispersion was then corrected via $\log \sigma_{\text{corr}} = (\log \sigma - 0.611)/0.833$ to account for a ‘slight systematic deviation from the expectation’. Therefore Zaritsky (2016) were able to obtain estimates for the velocity dispersions and thus dynamical masses for the UDGS.

The FM line in Figure 11 of Zaritsky et al. (2006b) seems to align well with the data points, hence we do not make a correction.

The given formula for converting the surface brightness can be more general depending on the Sersic index of the modelling. As van Dokkum et al. (2015) used a Sersic value of 1 for all UDGS, the above formula is valid for all the galaxies in our sample.
where \( M_i \) is the absolute magnitude in the \( i \)-band and \( M_{\odot} \) is the solar mass, not to be confused with the solar magnitude used previously. From this, we can calculate the stellar mass using the solar mass.

Fig. 3. The minimum projected distance between the centre of the Coma cluster and the UDGs in kpc. The average distance is approximately 1300 kpc. Note that this is the projected distance and the true 3D distance will be higher than this.

4.3. Distance From Centre of Cluster

As we only have the 2D projected map of the Coma cluster and the UDGs, it is not possible to get their exact radii from the centre of the cluster. We can however calculate the minimum radius the UDGs should be from the right ascension and declination of the UDGs, as given in van Dokkum et al. (2015). If we assume that all the UDGs lie at the same distance as the Coma cluster itself, we can find their minimum distance from,

\[
d_{\text{UDG-Coma}} \approx d_{\text{Coma}} \theta_{\text{UDG-Coma}}
\]

where \( d_{\text{Coma}} \) is the distance to the Coma cluster and \( \theta_{\text{UDG-Coma}} \) is the angular separation in radians between the UDG and the Coma cluster centre.

We can see from Fig 3 that the average distance is approximately 1300 kpc, quite far from the cluster centre, with minimum and maximum values of 296 kpc and 2811 kpc respectively. However, as stated, the actual 3D radii will be on average higher than this.

5. MOND and EMOND Modelling

In this section we describe how the UDGs were modelled in the regular MOND and EMOND paradigms. To do this we take the dynamical mass, derived from the predicted velocity dispersions (Section 4.2), and substitute the value into the MOND (and EMOND) formula. From this, we can then find the predicted Newtonian mass which is required to satisfy the MOND equations. Assuming that the galaxy is dominated by stellar mass, we can then compare this Newtonian mass to the stellar mass derived in Section 4. If the MOND paradigm is correct, these two methods should be consistent. All this modelling is conducted under the assumption that the UDGs are spherical.

5.1. MOND

To begin the MOND modelling, we start by assuming that the UDGs are isolated systems. If they were isolated, we can use the simple spherical MOND relation to model them,

\[
\nabla \Phi_{\text{Newt}} = \mu \left( \frac{\nabla \Phi_{\text{dyn}}}{a_0} \right) \nabla \Phi_{\text{dyn}}
\]

where \( \nabla \Phi_{\text{Newt}} = GM_{\text{Newt}}(r)/r^2 \) is the Newtonian acceleration and \( \nabla \Phi_{\text{dyn}} = GM_{\text{dyn}}(r)/r^2 \) is the dynamical acceleration. As discussed, we can then find the MOND predicted Newtonian mass from the calculated dynamical mass of the UDGs.

However, this is not the correct picture as UDGs are not isolated, they are within the external field of the cluster. The MOND formula has to be modified to take into consideration the external field of the cluster. As we have seen in our Coma cluster EMOND model, the effective value of \( a_0 \) is increased within the cluster. This could raise the dark matter-like effects within the UDGs even with the external field of the cluster dominating the dynamics. This is due to something called the external potential effect. As the UDGs are in the deep potential well of the Coma cluster, under the prediction of the EMOND paradigm, the internal dynamics of the UDGs are affected. The modified version of Equation 18 for EMOND is,

\[
\sqrt{(\nabla \Phi_{\text{Newt}})^2 + (\nabla \Phi_{\text{ext}})^2} \approx \mu \left( \frac{\sqrt{(\nabla \Phi_{\text{dyn}})^2 + (\nabla \Phi_{\text{ext}})^2}}{a_0} \right) \Phi_{\text{dyn}} + \Phi_{\text{ext}}.
\]

Assuming that the external field is entirely dominated by the Coma cluster, we determine the magnitude of the external field from our model of the Coma cluster in Section 4.3. The external field used for each UDG is determined from the distance it is from the centre of the cluster, which we calculated in Section 4.3.

We expect that the external field increases the overall acceleration across the UDGs, pushing the internal dynamics closer to Newtonian as the MOND interpolation function argument is increased. This highlights the tension between the MOND paradigm and the UDG observations.

5.2. EMOND

As we have seen in our Coma cluster EMOND model, the effective value of \( a_0 \) is increased within the cluster. This could raise the dark matter-like effects within the UDGs even with the external field of the cluster dominating the dynamics. This is due to something called the external potential effect. As the UDGs are in the deep potential well of the Coma cluster, under the prediction of the EMOND paradigm, the internal dynamics of the UDGs are affected. The modified version of Equation 18 for EMOND is,

\[
\sqrt{(\nabla \Phi_{\text{Newt}})^2 + (\nabla \Phi_{\text{ext}})^2} \approx \mu \left( \frac{\sqrt{(\nabla \Phi_{\text{dyn}})^2 + (\nabla \Phi_{\text{ext}})^2}}{A_0(\Phi_{\text{dyn}} + \Phi_{\text{ext}})} \right) \sqrt{(\nabla \Phi_{\text{dyn}})^2 + (\nabla \Phi_{\text{ext}})^2}.
\]

8 The average b/a ratio for the sample is 0.74
9 The results are found to be nearly the same when we assume a and \( g_{\text{ext}} \) are orthogonal.
Making the assumption that \( a_0(\Phi) \) is approximately constant across the UDGs as they are so small\(^{10}\) we can rewrite Equation [19] as

\[
(\nabla \Phi_N)^2 = \mu \left( \frac{(\nabla \Phi)^2 + (\nabla \Phi_{\text{ext}})^2}{A_0(\Phi_{\text{ext}})} \right)^2 (\nabla \Phi)^2 + (\nabla \Phi_{\text{ext}})^2
- \mu \left( \frac{\nabla \Phi_{\text{ext}}}{A_0(\Phi_{\text{ext}})} \right)^2 \nabla \Phi_{\text{ext}}^2,
\]

where we have eliminated \( \nabla \Phi_{\text{ext}} \) from Eqn [19] via \( \nabla \Phi_{\text{ext}} = \mu \left( \frac{\nabla \Phi_{\text{ext}}}{A_0(\Phi_{\text{ext}})} \right) \nabla \Phi_{\text{ext}} \).

Equations [17], [18], and [20] can then be used to calculate the predicted Newtonian mass of the UDGs given the dynamical mass of the UDGs and the external field and potential, which is derived from the fundamental manifold and the Coma model respectively.

### 6. Results

For our results, we do not perform a rigorous error analysis as there are many sources of error from all the measurements and modellings of the UDGs as well as scatter from the FM and the model of the Coma cluster. We aim to determine simply whether EMOND is a possible explanation for the UDG over-massive dark haloes.

In the following plots we show the ratio of the Newtonian mass, predicted by the MOND and EMOND models, and the stellar mass calculated from the colour. Ideally, this ratio should be 1. If the ratio is less than 1, either the MOND paradigm predicts that there is less mass than is permitted by the stellar mass estimates or the stellar mass estimate is too high. If the ratio is more than 1, the MOND formulation predicts that there is more mass present than is permitted by the stellar mass estimates or the stellar mass estimates are too low.

We begin by showing the result for a MOND model with no effects from the Coma cluster (Figure 4). We see that for regular MOND the overall trend seems to be that the ratio is less than one by a factor of approximately 2. Therefore, perhaps within the errors, MOND with no external field might be sufficient in explaining the UDG masses.

We next show in Figure 5 how the external field affects the result. As expected, the cluster boosts the acceleration across the UDGs, increasing the argument in the MOND interpolation function, and thus driving the systems closer to Newtonian. We therefore see that including the external field makes the MOND model worse, the ratio is larger than 1, therefore requiring much more stellar mass than is available according to the colour estimate.

We then show how the EMOND effect of increasing \( a_0(\Phi) \) across the UDGs changes the result (Figure 6). We find that the EMOND prediction improves the MOND fit substantially within the expected errors. We also note that in the \( q = 2 \) model (top panel), there seems to be a trend such that the further out the UDG, the higher the predicted Newtonian mass from the EMOND formalism compared to the stellar mass. This is less of an issue with the \( q = 1 \) model, demonstrating that the UDGs provide a stringent constraint in the allowed functional form of

\(^{10}\) Although the gravitational potential of the Coma clusters dominate the UDGs in our model, the gravitational accelerations of the UDGs are still relevant and thus we do not neglect them.

---

**Fig. 4.** Figure showing the ratio of the MOND estimated Newtonian mass to the estimated stellar mass from colour as a function of the distance to the cluster centre. No effect from the Coma cluster considered.

**Fig. 5.** Same as Figure 4, except with the inclusion of the external field from the Coma cluster. The MOND predicted mass is much larger than the colour predicted stellar mass.
To get a feel for the error in the stellar mass-to-light ratio, we reproduce Figure 13 from Taylor et al. (2011) in Fig. 7 with the stellar mass-to-light used in this work (red band) and the (Bell et al. 2003) function (blue band). There is quite a bit of contention between these two estimates of the M/L ratio. It is possible to reverse engineer the question by assuming that the EMOND formalism is correct and determining the required value of the stellar mass-to-light with distance, which is an undesirable feature. The q = 1 model shows that a constant mass-to-light with distance is a good fit to the data, which seems more plausible.

Figure 7 shows that there seems to be a very large scope for error in the mass-to-light of the stars on the UDG, within which, most UDGs in our sample lie. We can therefore conclude that adjusting the stellar mass-to-light ratio can explain the UDGs mass, within the error bars, assuming that the EMOND modelling of the UDGs is valid.

7. Adjusting the EMOND Formulation

The above results show that the q = 1 model fits the UDGs better than the q = 2 model used in Hodson & Zhao (2017). Therefore, for completeness, we should redo the analysis of Hodson & Zhao (2017) to check the q = 1 model is consistent with the cluster sample of Vikhlinin et al. (2006). To do this, we will briefly review the Hodson & Zhao (2017) work and recreate their Figures 17-22 with the updated function for $A_0(\Phi)$.

One method of testing modified gravity theories is by comparing the estimated mass, derived from Newtonian dynamics and the mass calculated by assuming the inter-cluster gas is in hydrostatic equilibrium, which we call the dynamical mass. We have discussed how to find the Poisson predicted mass in the above sections. The dynamical mass is determined by solving the equation of hydrostatic equilibrium,

$$M_{\text{dyn}}(r) = -\frac{k T(r)}{G w m_p} \left[ \frac{d \ln \rho_g(r)}{d \ln r} + \frac{d \ln T(r)}{d \ln r} \right]$$

where $\rho_g(r)$ is the density of the gas, $T(r)$ is the temperature of the gas, $k$ is the Boltzmann constant, $m_p$ is the proton mass and $w$ is the mean molecular weight. Therefore, for a given gas density and temperature, the dynamical mass can be calculated.

The last aspect to discuss is the determining of the boundary potential used to solve the Poisson Equations for each clus-
ter. To get an estimate, Hodson & Zhao (2017) used the analytical best fit NFW profiles for each cluster and assumed that \( \Phi(r_{\text{cut}}) \approx \Phi_{\text{NFW}}(r_{\text{cut}}) \) where \( r_{\text{cut}} \) was defined as some boundary outside the cluster. They then showed the range of solutions from \( \Phi(r_{\text{cut}}) = (0.5 - 1.5) \times \Phi_{\text{NFW}}(r_{\text{cut}}) \) to get an idea of how changing the boundary potential affects the result. Here, to be consistent, we set each boundary potential to take the same value used for the Coma cluster. We also have modelled the galaxies for each cluster to have a similar mass profile as the Coma cluster in the central regions. We note that each cluster will in practice have a different baryonic profile for the galaxies within the cluster. We also show the boundary potential for \( \Phi(r) = (0.9 - 1.1) \times \Phi(r) \) in contrast to the previous work. Better fits might be possible by numerically playing with this value, not addressed here.\(^{11}\)

Therefore, redoing the above steps for the new \( A_0(\Phi) \) function, we show the updated mass plots for the cluster sample (Figs 8–13).

In these plots, the blue denotes the predicted mass by EMOND with the shaded region showing how the value is affected by different choices of the boundary potential, the red dashed curve is the NFW prediction from Vikhlinin et al. (2006) and the black line is the dynamical mass, predicted from hydrostatic equilibrium. The EMOND blue curve should match the black curve, within errors related to modelling assumptions. We can see from Figs 8–13 that the new form of \( A_0(\Phi) \) gives a better fit than those found in Hodson & Zhao (2017). It is also possible to see in cases such as RXJ1159 and MKW4 that even though the EMOND predicted dynamical mass is far from the dynamical mass from hydrostatic equilibrium, the EMOND curve is consistent with the best fit NFW curve (red dashed). Therefore we can conclude that changing the form of the interpolation function is still consistent with the previous EMOND work.

8. Contention With Observation

Although our above analysis has shown a consistency between the Coma cluster and UDGs masses under the EMOND paradigm, we have made some rather large assumptions, the main assumption being that the FM can be used to determine the velocity dispersion of the UDGs. If we take the estimate for DF44, which is the only UDG in the sample which has been observed (\( \approx 47^\circ \pm 2 \) km/s), the FM under-predicts the velocity dispersion by a factor of \( \approx 2.7 \) (FM predicted velocity dispersion for DF44 is \( \approx 17.4 \) km/s). If we then take the published observed data from van Dokkum et al. (2016), EMOND would predict a Newtonian mass of \( \approx 7.7 \times 10^8 \) M\(_\odot\) and thus the ratio between this EMOND (\( q=1 \) model) predicted Newtonian mass and the stellar mass is \( \approx 7.5 \) which is quite a substantial difference. This result is improved if the EMOND boundary potential chosen for the Coma cluster is increased. Choosing the boundary to be \( 3.5 \times 10^{12} \) m\(^2\) s\(^{-2}\), the ratio is reduced to \( \approx 6 \). If this potential was chosen, and we took the lowest bound for the velocity dispersion (41 km/s), the ratio is further decreased to \( \approx 4.5 \). This could be further improved by choosing a higher stellar mass-to-light ratio than is used in van Dokkum et al. (2016). However, it must be checked what values for the boundary potential are allowed by the data for Coma. This would require further work, beyond the scope of this paper.

The reason our result differs from the work of Zaritsky (2016) is that the velocity dispersion is corrected due to there being a discrepancy between the observed velocity dispersion and the FM estimated value (see Figure 1 of Zaritsky 2016). In our analysis, we used a different form of the FM. Further study as to the source of the discrepancy should be investigated in further work.

More detailed observations of more UDGs in the Coma cluster will be required to determine whether the over-massive dark halo of DF44 is a statistical outlier in the sample, or whether the interpretation of the FM used in our work is at a contention with the current observations.

9. Conclusion

In this work, we modelled the Coma cluster in the EMOND paradigm and compared the predicted enclosed mass profile to that of a pure Newtonian model. We find that the EMOND result bears an extraordinary resemblance to the DM profile used in Lokas & Mamon (2003). This is quite a successful result for the EMOND paradigm. The success of this result should warrant further study into EMOND, taking into careful consideration the functional form of the baryonic mass profile and the boundary potential used to solve the Poisson equation.

We then moved on to make a model of UDGs in EMOND. We used this to determine the predicted Newtonian mass required to satisfy the EMOND formula. We then compared this to the stellar mass predicted by the UDG galaxy colour.

Our model seemed to give consistent values of the EMOND predicted Newtonian mass and the stellar mass derived from colour, within the error bars of the stellar mass-to-light. Further to this, the UDG sample gave a constraint on the exact function of \( A_0(\Phi) \). Using a slightly different function to that of Hodson & Zhao (2017) yielded better results. This function was also checked against the earlier work of Hodson & Zhao (2017) yielding not only consistent, but better results. We can therefore conclude that the \( q = 1 \) model is preferred by the EMOND paradigm.

However, the results of this work seem to be at contention with observations of DF44. A reanalysis of this calculation must be conducted when more UDG velocity dispersions are observed.

The UDGs serve as a very good test for MOND-like gravity theories and should be studied in more detail. The next step would be to conduct the same analysis for the Virgo cluster and its UDG population.

UDGs are still a relatively new discovery, with limited observations and a small sample size. We predict that more accurate measurements will be made of the velocity dispersions for the UDGs in the near future and with that comes more accurate dynamical mass estimates. It is hard to discuss possible formation scenarios in the context of EMOND as it is still a relatively new theory with limited research conducted. We hope that the take away message of this work is that a possible solution to the mass discrepancy in galaxy clusters in a MOND-like paradigm, EMOND, may also hold the answer to the nature of these UDGs. When two problems have one solution, it warrants further investigation and we hope that EMOND will be investigated further as a result of this.
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Fig. 8. Plot showing recreated Figs 17-22 from Hodson & Zhao (2017) with the modified $A_0(\Phi)$ function found under the UDG constraints. Red dashed line is the best-fit $\Lambda$CDM model from Vikhlinin et al. (2006), black line is the dynamical mass derived from Eqn 21 and the blue shaded region is the EMOND predicted mass. Here we show clusters A133 and A262.

Fig. 9. Same as Figure 8 for clusters A478 and A1413.

References
Angus, G. W. 2009, MNRAS, 394, 527
Angus, G. W. & Diaferio, A. 2011, MNRAS, 417, 941
Angus, G. W., Diaferio, A., Famaey, B., & van der Heyden, K. J. 2013, MNRAS, 436, 202
Angus, G. W., Famaey, B., & Buote, D. A. 2008, MNRAS, 387, 1470
Beasley, M. A., Romanowsky, A. J., Pota, V., et al. 2016, ApJ, 819, L20
Bekenstein, J. & Milgrom, M. 1984, ApJ, 286, 7
Bell, E. F., McIntosh, D. H., Katz, N., & Weinberg, M. D. 2003, ApJS, 140, 289
Blanchet, L. & Novak, J. 2011, MNRAS, 412, 2530
Boylan-Kolchin, M., Bullock, J. S., & Kaplinghat, M. 2011, MNRAS, 415, L40
Boylan-Kolchin, M., Bullock, J. S., & Kaplinghat, M. 2012, MNRAS, 422, 1203
Derakhshani, K. & Haghi, H. 2014, ApJ, 785, 166
Djorgovski, S. & Davis, M. 1987, ApJ, 313, 59
Dressler, A., Lynden-Bell, D., Burstein, D., et al. 1987, ApJ, 313, 42
Dubinski, J. & Carlberg, R. G. 1991, ApJ, 378, 496
Famaey, B. & Binney, J. 2005, MNRAS, 363, 603
Famaey, B. & McGaugh, S. S. 2012, Living Reviews in Relativity, 15, 10
Graham, A. W. & Driver, S. P. 2005, PASA, 22, 118
Haghi, H., Bazkiae, A. E., Zonoozi, A. H., & roupa, P. 2016, MNRAS, 458, 4172
Hodson, A. & Zhao, H. 2017, ArXiv e-prints [arXiv:1701.03369]
Ibata, R. A., Lewis, G. F., Conn, A. R., et al. 2013, Nature, 493, 62
Fig. 10. Same as Figure for clusters A1795 and A1991.

Fig. 11. Same as Figure for clusters A2029 and RXJ1159.
Fig. 12. Same as Figure for clusters MKW4 and A383.

Fig. 13. Same as Figure for clusters A907 and A2390.
Appendix A: Surface Brightness Conversion

In van Dokkum et al. (2015), the central surface brightness is given. The FM required the mean surface brightness at the effective radius. Converting the surface brightness from the value at the centre of the UDG to the mean surface brightness at the effective radius is a simple and standard calculation, that review here for completeness. For a full, more detailed look at the calculation, we refer the reader to Graham & Driver (2005), where most of the equations below come from. Light profiles are commonly modelled with a Sérsic profile. In terms of the surface brightness, $I$, the Sérsic profile is

$$ I(r) = I_e + \frac{2.5b_n}{\ln 10} \left( \frac{r}{r_e} \right)^{1/n} - 1 $$

(A.1)

where $n$ parametrises the Sérsic index which describes the shape of the profile and $b_n$ is a constant which is defined for each $n$. As van Dokkum et al. (2015) quotes the central surface brightness and the FM requires the mean surface brightness at the effective radius, the first step is to solve Eqn [A.1] for $I_e$. All the UDGs in the sample have been modelled with a Sérsic index $n = 1$. The corresponding $b_1$ value is $\approx 1.678$. Therefore,

$$ I_e \approx I_0 + 1.821. $$

(A.2)

Next we have to transform this value into the average value at the effective radius. The average intensity is defined to be,

$$ \langle \text{Intensity} \rangle \mid_{r = r_e} = \int_0^{r_e} \frac{\text{Intensity}(r) \ 2 \ \pi \ r \ dr}{\pi r^2}. $$

(A.3)

where the intensity can be transformed into surface brightness via $I = 2.5 \log_{10}(\text{Intensity})$. Solving Eqn [A.3] and moving from intensity to surface brightness, we get,

$$ \langle I_e \rangle = I_e - 2.5 \log_{10} \left[ \frac{n \exp(b_n)}{b_n^2} \Gamma(2n) \right]. $$

(A.4)

Inserting the numbers we arrive at,

$$ \langle I_e \rangle = I_0 + 1.821 - 0.699 $$

(A.5)

where we have expressed the value in terms of the central value of surface brightness. Currently, the mean surface brightness is in units of mags/arcsec$^2$ which we need to convert to L$_\odot$/pc$^2$. This is done via,

$$ I(L_\odot/pc^2) = \exp \left[ \frac{(I(\text{mags}/\text{arcsec}^2) - M_\odot - 21.572)}{2.5} \right]. $$

(A.6)

where $M_\odot$ is the solar magnitude in the given band. Therefore,

$$ \langle I_e \rangle(L_\odot/pc^2) = \exp \left[ \frac{-I_0 + 1.821 - 0.699M_\odot - 21.572}{2.5} \right] $$

(A.7)

where $I_0$ is in mags/arcsec$^2$. This is the derivation of Eqn 14.
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