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Abstract—motor imagery (MI) brain–machine interfaces (BMIs) enable us to control machines by merely thinking of performing a motor action. Practical use cases require a wearable solution where the classification of the brain signals is done locally near the sensor using machine learning models embedded on energy-efficient microcontroller units (MCUs), for assured privacy, user comfort, and long-term usage. In this work, we provide practical insights on the accuracy-cost trade-off for embedded BMI solutions. Our multispectral Riemannian classifier reaches 75.1% accuracy on a 4-class MI task. The accuracy is further improved by tuning different types of classifiers to each subject, achieving 76.4%. We further scale down the model by quantizing it to mixed-precision representations with a minimal accuracy loss of 1% and 1.4%, respectively, which is still up to 4.1% more accurate than the state-of-the-art embedded convolutional neural network. We implement the model on a low-power MCU within an energy budget of merely 198μJ and taking only 16.9 ms per classification. Classifying samples continuously, overlapping the 3.5 s samples by 50% to avoid missing user inputs allows for operation at just 85μW. Compared to related works in embedded MI-BMIs, our solution sets the new state-of-the-art in terms of accuracy-energy trade-off for near-sensor classification.

Index Terms—brain–machine interface, motor imagery, edge computing, parallel computing, machine learning.

I. INTRODUCTION

Brain–machine interfaces (BMIs) provide a direct communication pathway between the human brain and an external device, such as a wheelchair [1], a prosthetic arm [2], or a drone [3]. They are especially useful for individuals with physical disabilities to regain independence [1], [4], and are often used in biomedical and clinical scenarios such as stroke rehabilitation [5]. Particularly interesting is the motor imagery (MI) BMI, where the subject’s intention is decoded from the brain activities recorded when the movement of a body part, e.g., feet, is merely imagined. The most common non-invasive technology to acquire brain signals is based on electroencephalography (EEG) thanks to its portability and relatively inexpensive hardware setup. A growing number of commercial EEG devices have been recently announced, making BMIs increasingly common also outside laboratory and clinical environments [6], [7].

With the rising popularity of wearable BMI devices, it is crucial for a safe and successful BMI to meet key requirements, such as accurate classification, user comfort, long-term usage, real-time response, and, last but not least, privacy preservation. Traditional BMI systems collect and send the user data to a connected computer, a cloud, or a gateway with a wired or wireless setup, and often adopt offline, remote data processing to extract useful information. Connected cables yield a bulky BMI setup limiting subjects’ degrees of movement freedom. While wireless technology allows better user comfort, it introduces major drawbacks such as short battery life and privacy concerns [8]. Moreover, offline analysis leads to long delays in the information extraction. Recently, academic and industrial researchers have shared increasing interest in the concept of edge computing where the data is not remotely transmitted but directly processed near the sensor node [9], [10]. The collected sensitive biomedical signals are directly processed on-the-fly near the sensor right where the data is acquired and only the outcome of the processing is delivered, effectively curtailing communication-induced latency and eliminating most security and privacy risks introduced by the transmission and a remote processing pipeline.

However, many challenges need to be addressed in edge processing for BMI devices. Analyzing a large amount of sensor data at the edge requires miniaturized processing engines that provide enough compute power to extract useful information in real-time, while at the same time consume low power and are energy-efficient for a prolonged battery life [8]. A popular family of microcontroller units (MCUs) is the ARM Cortex-M series. They are commercialized in a wide variety ranging from the small and very-low power Cortex-M0 to the fast and high-performance Cortex-M7 devices. Another recently introduced edge-processing approach is the parallel ultra-low power (PULP) platform based on the open-source RISC-V instruction set architecture (ISA) [11]. Previous studies have proven that PULP processors outperform the Cortex-M series in terms of low power consumption, energy efficiency, and high compute capabilities [12], also for MI-BMI applications [13]. Moreover, the Mr. Wolf processor [14] of the PULP family has been deployed on a miniaturized BMI system, called Biowolf [15]. Thanks to the eight low-power, parallel processing units of Mr. Wolf, the Biowolf platform is one of the leading-edge systems for BMI applications. A next-generation PULP processor has been very recently released, called Vega [16]. Compared to Mr. Wolf, it provides more...
performance and better energy efficiency with its nine parallel cores, four floating point units (FPUs), and more on-chip memory. No work has yet demonstrated its capabilities with a real application.

Resource-efficient yet accurate classification algorithms are also crucial for a successful smart wearable device [8], especially for EEG applications where the high variability across subjects and among different recording sessions poses big challenges [9]. Deep neural networks (DNNs) have demonstrated impressive results in many fields, from outperforming humans in computer vision [17], vastly improving solutions for image processing [18] and speech recognition [19], natural language processing [20], large-scale recommender systems [21], and data analysis for sensors such as radar [22] that are not directly understandable by humans. Especially convolutional neural networks (CNNs) are largely applied in the image domain, but also for MI-BMI classification achieving state-of-the-art (SoA) accuracy [23]–[26]. However, they tend to grow in numbers of parameters making them often unfit for deployment on low-power low-cost MCUs, and require a large amount of training data to prevent overfitting. Whereas for BMI applications the acquisition and the labeling of EEG data are expensive, time-consuming, and prone to errors, resulting in scarce amounts of data available for training complex models with large numbers of parameters [27]. Over the years, successful methods have been proposed to extract discriminative, domain-specific features from EEG signals. The well-known common spatial patterns (CSP) algorithm learns spatial filters that discern between different MI tasks [28]. An improved algorithm, called filter-bank common spatial patterns (FBCSP), that accounts for multiple frequency bands has achieved better accuracy [29], [30]. More recent studies have proposed Riemannian methods to extract more comprehensive features also in absence of labeled data [31], [32]. The unsupervised feature calibration enables online adaptation of the classifier to combat the large inter-session variance in MI-BMIs [33]. So far, these methods are believed to be the most promising feature extractors for several kinds of BMI paradigms [34]–[36].

Few studies can be found in literature that have deployed MI-BMI models on edge devices. Bewali et al. [37] and Malekmohammadi et al. [38] have proposed CSP solutions based on field programmable gate arrays (FPGAs). While Schneider et al. [13] have deployed a compact CNN on Mr. Wolf achieving an accuracy of 71% on the popular BCI Competition IV-2a dataset and an energy consumption of 0.34 mJ, making it the embedded BMI with the lowest energy utilization. Wang et al. [39], on the other hand, have proposed an implementation of multispectral Riemannian classifier (MRC) on the same platform achieving 3% better accuracy while consuming 1.3 mJ, showing the trade-off between accuracy and cost.

In this work, we propose and release open-source\footnote{https://github.com/pulp-platform/multispectral-riemannian} an improved implementation of MRC in terms of both accuracy and cost on the novel parallel platform Vega [16]. The main contributions are summarized as follows:

- We achieve an accuracy of 75.1% on a 4-class MI task when using only linear support vector machines (SVMs). The performance is further improved to 76.4% by tailoring the classifier to the subject within a given resource constraint, i.e., by tuning the hyperparameters of different types of classifiers, namely SVMs and multi-layer perceptrons (MLPs), for each subject.
- We quantize the feature extraction and the classifier of the MRC from full 32-bit float precision to a combination of 8-, 16-, 32-bit fixed- and floating-point representations, to maximize the efficiency on the hardware, while at the same time preserving similar accuracy. The quantization yields a 1.4% accuracy loss which is still 0.9% more accurate than the previous implementation of MRC [39] and 4.1% more accurate than the SoA embedded CNN with the lowest energy consumption [13].
- We implement for the first time a real application on the new Vega platform by demonstrating its potentials for low-power near-sensor analytics. We measure the runtime and power consumption on-board and find the configurations with the highest energy efficiency and the shortest execution time. Experimental measurements show that the former yields 16.9 ms and only 198 μJ and the latter takes only 7.9 ms and consumes 338 μJ per inference. Together with the high classification accuracy, it becomes the new SoA embedded BMI with the highest classification accuracy and the lowest energy utilization.

\section{Related Work}

The next generation of smart edge BMIs have to manage the three-way trade-off among (a) algorithmic performance in terms of high classification accuracy, (b) cost in terms of low computational runtime and memory footprint, and (c) power
and energy consumption [8]. Many research works have been conducted to boost the performance of BMI algorithms in terms of classification accuracy, while only recently increasing attention has been paid to the resources that are required by these algorithms (see Table I). Considering the popular 4-class BCI Competition IV-2a dataset [46], the reproducible SoA accuracy is around 77% reached by EEG-TCNet [26], when no additional algorithmic optimizations are used, such as subject-specific feature extraction by tuning the model architecture or subject-specific channel selection. Compared to other existing works on the same dataset [23], [25], [40], [44], [45], EEG-TCNet requires orders of magnitude fewer resources in terms of memory footprint and computational complexity, while reaching higher classification accuracy, as depicted in Fig. 1. However, if we consider the common layer-by-layer computation paradigm for the classification inference, the required memory footprint is out-of-reach for the fast on-chip memory of ultra-low power MCUs such as Mr. Wolf with 512 kB L2 and 64 kB L1 memory.

Bewalh et al. [37] are the first ones to propose an embedded MI-BMI based on CSP algorithms, called WOLA-CSP, on a Stratix-IV FPGA. The achieved accuracy is 78.85% on a 2-class task, while the average power consumption is 0.7 W with an execution runtime of 430 ms, yielding an energy consumption of 301 mJ. Malekmohammadi [38] have proposed a much more energy efficient solution based on CSP and SVM on a Virtex-6 FPGA. The 2-class and 4-class classification accuracy scores are respectively 80.55% and 67.21%, with an energy consumption of 0.978 mJ. EEGNet [24], on the other hand, is a very compact CNN with only a few thousand model parameters. It has been successfully quantized with Q-EEGNet [13] and implemented on Mr. Wolf reaching an energy consumption of only 0.678 mJ. It has proven to be three orders of magnitude more energy efficient than a EEGNet implementation on commercially available MCUs based on ARM Cortex-M architecture [47], making it the SoA embedded CNN in terms of energy efficiency and compact model size, as reported in Table I. However, the classification performance is around 6% less accurate than the EEG-TCNet [26]. Another very promising algorithm to extract discriminant features from MI EEG data is based on Riemannian geometry [35], [41]. Hersche et al. [40] have proposed a multiscale temporal and spectral Riemannian classifier with SVM and achieved a 4-class accuracy of 75.1% outperforming both EEGNet and CSP-based models by around 3%–7%. It has been further optimized in terms of resource usage by using only one temporal window, quantized to mixed-precision representations, and efficiently implemented on Mr. Wolf with an energy consumption of 1.304 mJ and a runtime of 33.39 ms [39]. It is the most accurate embedded solution, however, it comes at the cost of a higher energy consumption and a longer runtime compared to [13], [38].

In this work, we further improve the classification accuracy of MRC and implement it on a more energy-efficient MCU called Vega. Similar to Mr. Wolf, Vega is a parallel multi-core processor based on the open-source RISC-V ISA with custom extensions, but it has an improved hardware architecture and more resources, yielding 3.23× and 4.39× better efficiency compared to Mr. Wolf, respectively for integer and floating-point operations [16].

### III. Model Design

The MRC proposed in this work is based on [39]. Non-linear features are first extracted from different frequency bands using the Riemannian covariance method [35]. Subsequently, a machine learning classifier is trained to classify different classes.

#### A. Feature Extraction

Fig. 2 illustrates the proposed model. The input EEG data $X$ has dimensions number of EEG channels $N_{ch} = 22$ times number of time samples $N_s = 875$ and is filtered with $n = 18$ infinite impulse response (IIR) bandpass filters to obtain the filtered signals $\tilde{X}_k$:

$$\tilde{X}_k = \text{IIR } b_k(X),$$  \hspace{1cm} (1)

with $k \in \{1, 2, \ldots, n\}$. They are realized as 4th order Butterworth filters with the frequency bands starting from 4 Hz until 40 Hz with a bandwidth of 2 Hz each, i.e., the lower and upper cut-off frequencies of the IIR filters are 4 Hz and 6 Hz,
6 Hz and 8 Hz, 8 Hz and 10 Hz, ..., until 38 Hz and 40 Hz. It has been proven that these frequency bands yield the best performance [39], [40].

Afterwards, the spatial covariance matrix \( C_k \in \mathbb{R}^{N_{ch} \times N_{ch}} \) for each frequency band can be estimated as
\[
C_k = \hat{X}_k\hat{X}_k^T + \rho I,
\]
with \( \rho \) being the regularization parameter that scales the identity matrix \( I \). These covariance matrices are by construction symmetric and, with sufficient data, positive definite. A correct way to manipulate them for the final classifier is to rely on Riemannian geometry [48]. According to which, each covariance matrix can be projected locally onto an Euclidean tangent plane, which is done by the next operation:
\[
W_k = C_{\text{ref},k}^{-1/2} C_k C_{\text{ref},k}^{-1/2}.
\]
The covariance matrix is transformed by multiplying it with a reference matrix \( C_{\text{ref},k}^{-1/2} \), which is obtained beforehand during the model training by averaging the covariance matrices of all the training data for each frequency band. The mapping of the covariance matrix to the tangent space can be interpreted as a whitening operation [48]; hence, we name it Whitening in this paper as a shorthand.

The matrix logarithm is subsequently applied on the whitened matrices \( W_k \) for finalizing the data mapping:
\[
L_k = \logm(W_k).
\]
The function \( \logm(L_k) \) follows and vectorizes the output \( L_k \) of the matrix logarithm. \( L_k \) is a symmetric matrix and its upper right off-diagonal elements are multiplied by \( \sqrt{2} \) to preserve the norm. The diagonal values \( l_{k,(i,i)} \) and the upper-right off-diagonal elements \( l_{k,(i,j)} \), with \( i \in 1, 2, ..., N_{ch} \) and \( j \in 2, 3, ..., N_{ch} \), are concatenated to form a vector:
\[
v_k = \text{vect}(L_k) = [l_{k,(i,i)}] \oplus [\sqrt{2} \cdot l_{k,(i,j)}].
\]
The features vectors \( v_k \) from all frequency bands are finally concatenated and fed as input to the classifier.

**B. Classification**

Based on the obtained feature vector, a simple classifier then decides whether the person was thinking about moving the ‘left hand’, ‘right hand’, ‘both feet’, or ‘tongue’, using the BCI Competition IV-2a dataset [46]. We analyze two scenarios, a one-fits-all solution and a trade-off analysis of the average accuracy against the memory requirements.

For the former, we train a linear SVM on the features extracted for each patient’s training data and evaluate the accuracy of the overall pipeline with and without quantization (following the quantization described in Sec. V).

For the latter, we search for linear SVMs and MLPs for each patient, tuning either the SVM’s L2 regularization parameter or the MLP’s number of hidden layers (between 1 and 3), the activation function (ReLU or sigmoid), and the number of nodes for each hidden layer separately in \( \{2, 4, 8, \ldots, 2048\} \).

**IV. PARALLEL ULTRA-LOW POWER PROCESSOR**

In this section we summarize the key features of the PULP MCU used in this work, called Vega [16]. It is designed for near-sensor applications featuring two main power domains, i.e., SoC and cluster, with 10 RISC-V cores, in addition to an always-on domain with a cognitive wake-up unit, as depicted in Fig. 4. It operates from 0.6 V – 0.8 V and can be scaled from a fully retentive cognitive sleep mode consuming...
only 1.7 µW up to 32.2 GOPS peak performance consuming 49.4 mW.

Vega features one RISC-V core in the SoC domain, called fabric controller (FC), and nine parallel cores in the cluster. The FC handles the several peripherals of the MCU and executes simple computations. For compute-intensive tasks, the cluster is activated and the tasks are offloaded to the nine parallel cores with four-pipeline stages. Four shared FPUs are available in the cluster for FP32, FP16, and bfloat floating-point operations, while a multi-banked L1 memory of size 128 kB is shared among the cores and connected through a 1-cycle tightly coupled data memory (TCDM) interconnect for fast access. A hierarchical program cache serves the cores with 512 B private per-core plus 4 kB of 2-cycle-latency shared cache to maximize efficiency. A direct memory access (DMA) unit, orchestrated by one of the nine cores, can autonomously transfer data between the L1 memory and the much larger L2 memory present in the SoC, which is a multi-banked static random-access memory (SRAM) of size 1.5 MB and 64 kB private memory for the FC. An additional DMA engine in the SoC can independently transfer I/O data between the L2 in the SoC and the 4 MB of non-volatile magnetoresistive random-access memory (MRAM) and an eventual off-chip HyperRAM. Thanks to the DMA units, the computation and the data transfer can be fully overlapped.

The RISC-V cores are based on RVC32IMF ISA with additional custom extensions named Xpulp for near-sensor analytics algorithms. The extensions include hardware loops, post-incremental load and store, 2-way and 4-way single instruction, multiple data (SIMD) operations respectively for 16-bit and 8-bit data types. Together with the 9-core parallelism and optimized memory hierarchy, Vega can deliver up to 15.6 8-bit GOPS and up to 612 GOPS/W, and up to 3.3 GFLOPS/W and 129 GFLOPS/W [16].

V. QUANTIZATION AND IMPLEMENTATION

Unlike the feed-forward CNNs, which can be quantized to very low numerical precision, e.g., down to 8 bits or beyond without accuracy loss [49]–[51], the quantization of the MRC may cause significant accuracy degradation, mainly due to the numerical stability of the IIR filters and the computation of the matrix logarithm. The accuracy has to be preserved, while at the same time lower precision yields less memory footprint and more energy-efficient implementation by exploiting the 2- and 4-way SIMD instructions of the hardware architecture. Hence, a mixed-precision quantization is proposed with a combination of 8-, 16-, and 32-bit fixed-point and 32-bit floating-point representations, as depicted in Fig. 3. Moreover, to fully exploit the multi-core nature of the Vega MCU, we implement the MRC by splitting the feature extraction into two separate blocks. As Fig. 2 highlights, the features of every frequency band can be computed individually. We divide the computation between the 9 cores as follows:

1) The first part of the feature extraction (in blue) computes an IIR filter, followed by several matrix operations. Each IIR filter cannot be parallelized, as its implementation keeps state while moving along the signal. Instead, we can perform the filtering of the $N_{ch}$ different EEG channels in parallel. The subsequent matrix operations can then be computed using their optimized, parallel implementations. Hence, we use all 9 cores to compute the whitened signal $\mathbf{W}_k$ for a single frequency band $k$, and repeat this for all $n = 18$ bands.

2) The second part of the feature extraction (in red) requires computation of the Eigendecomposition (EVD). Parallel implementations of such algorithms do not yield a speedup factor close to the theoretical maximum. Hence, we utilize the multi-core nature of the MCU by computing multiple decompositions in parallel, each of them assigned to a single processing core.

3) The final classification (in green) is computed on a single core since it accounts for a negligible part of the execution time.

In the following paragraphs, we elaborate on the details of the quantization and the implementation on Vega.

A. Quantization Terminology

Assume a value $x \in \mathbb{R}$, the fixed-point representation $\tilde{x} \in \mathbb{Z}$ (in two’s complement) of $x$ is represented with

$$\tilde{x} = \operatorname{clip}(\operatorname{round}(x \cdot R_x S_x), -R_x, R_x - 1)$$

(6)

with $R_x = 2^{n_x - 1}$, or simplified, ignoring the clip and round function,

$$\tilde{x} = x \cdot \frac{R_x}{S_x}.$$  (7)

$S_x$ represents the dynamic range of $x$ which can be represented by $\tilde{x}$. If $|x| > S_x$, then $\tilde{x}$ is clipped. Choosing the dynamic range $S_x$ to be a power of two results in a traditional fixed-point format. $R_x$ represents the number of quantization levels. If $\tilde{x}$ is represented with $n_x$ bits, then $R_x = 2^{n_x - 1}$. The fraction $R_x/S_x$ is called the conversion factor.

B. IIR Bandpass Filters

The input data $\mathbf{X}$ is quantized to 8 bits and is filtered with IIR filters. Unlike finite impulse response (FIR) filters, i.e., convolutions, that are always numerically and asymptotically stable, the IIR filters can become unstable, especially when they are quantized. The internal accumulators can diverge, even if the output remains bounded. Different realization forms exist [52], yielding different asymptotic behavior of the internal signals and thus influencing the numerical stability. We implement the Direct-Form I, shown in Fig. 5. It ensures that no internal overflows happen, because all internal registers store either the input or the output of the filter [52]. A typical approach for quantizing an IIR filter is to express them as a cascade of second-order sections (SOSs). In this representation, multiple separate second-order IIR filters are cascaded allowing different sections to be quantized with different dynamic ranges, thus minimizing the effect of quantizing the filter coefficients on the impulse response. We implement the
4th order Butterworth filters as a cascade of two SOSs with the following transfer function:

$$H(z) = \prod_{m=0}^{M-1} \frac{b_{0,m} + b_{1,m}z^{-1} + b_{2,m}z^{-2}}{1 + a_{1,m}z^{-1} + a_{2,m}z^{-2}}$$, (8)

where $z$ is a complex variable, $M$ is the number of sections, $a$ and $b$ are respectively the reverse and forward coefficients as depicted in Fig. 5. There are a total of $18 \cdot 2 \cdot 5 = 180$ coefficients, which we release together with the code.

The choice of the quantization levels depends on three requirements: a) The quantization must not change the frequency response of the filters; b) No numerical overflow must happen; c) The underlying hardware can be optimally used. Quantizing all filter coefficients with 8 bits has a significant impact on the impulse response of the filter, as shown in Fig. 7 and Fig. 8, where we observe overshooting, undershooting, or shifting behaviours of the frequency responses compared to the full-precision ones. We increase the number of bits and observe that a 12-bit quantization has unnoticeable effect on the frequency responses which closely overlap with the full-precision ones. Another strictly related parameter is the number of bits used for the internal signals. We observe that using 12 bits for the filter coefficients and 16-bit registers to accumulate intermediate values does not cause any overflow for the dataset of interest, and it allows the usage of 2-way SIMD operations for the following iteration of the filter computation yielding a more efficient implementation. Thus, we choose 12 bits to quantize the filter coefficients, since a higher number of bits is not necessary for preserving the frequency responses and use 16 bits to represent the intermediate results of the SOS, as depicted in Fig. 6. Each SOS contains three multiply-and-accumulates (MACs) for the forward accumulation and two MACs for the backward accumulation. This enables the usage of SIMD instructions with bit-width 16.

Moreover, the dynamic ranges of the coefficients of each SOS are chosen independently to minimize the quantization error and set to be a power of two, such that no expensive divisions are required with the advantage of using more energy-efficient bit-shift operations. The R15CY cores on Vega support instructions (namely p.addsr and p.subsr), which normalize and round the result of an addition or a subtraction accordingly. Therefore, all intermediate results can be rounded efficiently, improving the precision of the filter. For the parallel computation, we assign each 1D signal of size $N$ to the $N_{ch}$ EEG electrodes to individual cores for the filtering. In other words, $\hat{X}_k$ is computed in parallel using the nine cores. Once finished, $\hat{X}_{k+1}$ is subsequently assigned to the cluster for the parallel computation.

**C. Covariance Matrix**

Following the terminology introduced in Sec. V-A, the covariance matrix $\hat{C}_k$ is quantized as

$$\hat{C}_k = \frac{\hat{X}_k^T \hat{X}_k + \rho I}{\frac{R^2}{\Sigma^2} \gamma} = \frac{\hat{X}_k^T \hat{X}_k + \rho I}{F_c}$$, (9)

with $F_c = \frac{2^{2n_w-2} \Sigma}{\sqrt{\gamma}}$, $\hat{X}_k$ being the filtered signals represented in 8 bits, $R$ the quantization levels, and $S$ the dynamic range. We force $S_c/S^2$ to be a power of two, such that the scaling factor $F_c$ is also a power of two, allowing us to implement the transformation with a bit-shift. Note that $\hat{C}_k$ is a symmetric matrix, hence we compute only the upper-right triangle and copy the remaining elements. 4-way SIMD operations are used for the 8-bit numbers and the computation is implemented concurrently by splitting the upper-right part of the output matrix among all processing units.

**D. Whitening**

We notice that the input to the matrix logarithm is sensitive to quantization errors due to the calculation of the EVD [53]. Thus, to avoid accuracy degradation, we use the high dynamic range available with 32 bits for $\hat{W}_k$. Let $n_c$ and $n_{ref}$ be the number of bits to represent $\hat{C}_k$ and $\hat{C}^{-1/2}_{ref,k}$ respectively. We rescale $\hat{C}_k$ to use the entire dynamic range with $n_c$ bits, while the reference matrix $\hat{C}^{-1/2}_{ref,k}$ is quantized to $n_{ref}$ bits during training. We do not scale either the intermediate, nor the final result of Eq. 3 to minimize the quantization error. Since we can exploit either 4- or 2-way SIMD operations, we test both $n_{ref} = 8$ and 16. The accuracy drops significantly with the former, while the latter causes overflows. Hence, we reduce $n_{ref}$ until training completes without overflow, resulting in $n_{ref} = 11$. With $n_c = 16$ and $n_{ref} = 11$ we obtain similar accuracy to the full-precision version. The dynamic range $S_w$ is determined by

$$\hat{W}_k^R \hat{R}_w = \hat{C}^{-1/2}_{ref,k} \hat{C}^{-1/2}_{ref,k} R_{ref} R^2_{ref} S^2_{ref},$$ (10)

which means

$$S_w = \frac{2^{n_w-1} \cdot S_c^2}{2^{n_c-1} \cdot 2^{2n_{ref}-2} \cdot 2}.$$ (11)

The result of the Whitening block is then multiplied by $S_w/2^{n_w-1}$ to be converted to floating-point representation as input to the matrix logarithm.
The matrix logarithm exists in $\mathbb{R}^{n \times n}$ only if $A > 0$ is positive definite, because a positive definite matrix has only positive Eigenvalues which ensure the existence of logarithm in $\mathbb{R}$.

The feature extraction of the MRC only computes the matrix logarithm of dense and symmetric matrices, meaning that we can optimize the EVD by computing first the tri-diagonal decomposition which produces a tri-diagonal matrix similar to the original one, i.e., the Eigenvalues are preserved. Computing the EVD of a tri-diagonal matrix yields less computational effort. The final transformation is of the form

$$A = Q_t^T D Q_t = Q_d^T D Q_d Q_t,$$  \hspace{1cm} (14)

where $Q_t$ is the orthogonal matrix for the tri-diagonal transformation and $Q_d$ the one for the EVD. $Q_d Q_t$ is an orthogonal matrix containing the Eigenvectors of $A$, and $T$ is of the form

$$T = \begin{bmatrix}
    a_1 & b_2 & 0 & \cdots & 0 & 0 \\
    b_2 & a_3 & b_3 & \cdots & 0 & 0 \\
    0 & b_3 & a_4 & \cdots & 0 & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & 0 & \cdots & a_{n-1} & b_n \\
    0 & 0 & 0 & \cdots & b_n & a_n
\end{bmatrix}$$  \hspace{1cm} (15)

containing the same Eigenvalues of $A$.

To compute the tri-diagonal matrix, we use the Householder transformation [55], reported in Algorithm 1. This algorithm has complexity $O(n^3)$, since it contains MMMs (on line 8 and line 9), which take $O(n^3)$, for a total of $O(n^3)$ iterations. We can improve Algorithm 1 by grouping the operations differently:

$$A^+ = P A P^T = (I - 2\vec{v}\vec{v}^T) A (I - 2\vec{v}\vec{v}^T)$$  \hspace{1cm} (16)

$$= A - 2\vec{v}\vec{v}^T A - 2A \vec{v}\vec{v}^T + 4\vec{v}\vec{v}^T A \vec{v}\vec{v}^T$$  \hspace{1cm} (17)

Recall that $A$ is symmetric. We can simplify this equation introducing the row vector $\vec{v}^T = \vec{v}^T A \in \mathbb{R}^n$, the matrix $B = \vec{v}\vec{v}^T \in \mathbb{R}^{n \times n}$ and the constant $c = \vec{v}^T \vec{v} \in \mathbb{R}$, and get:

$$P A P^T = A - 2(B + B^T) + 4c\vec{v}\vec{v}^T,$$  \hspace{1cm} (18)

with $\vec{v}^T = \vec{v}^T A$, $B = \vec{v}\vec{v}^T$, $c = \vec{v}^T \vec{v}$. This shows, that we can reduce the two matrix multiplications ($O(n^3)$) to one vector matrix multiplication, one inner vector product, two outer vector products, two scalar matrix multiplications, and three matrix additions, resulting in a total complexity of

**Algorithm 1 Householder Tridiagonalization [55]**

```plaintext
1: procedure HHTRIDIAG(A) \triangleright A \in \mathbb{R}^{n \times n} with elements $a_{j,k}$
2:    $Q \leftarrow I$
3:    for $k \in \{1, 2, \ldots, n-2\}$ do \triangleright working on column $k$
4:        $\alpha \leftarrow -\text{sgn}(a_{k+1,k+1}) \cdot \|A_{k+1:n,k}\|$ \triangleright euclidian norm
5:        $r \leftarrow \sqrt{\frac{1}{2}(\alpha - a_{k+1,k})}$
6:        $\vec{v} \leftarrow [0, 0, \ldots, 0, a_{k+1,k} - \alpha, a_{k+2,k+1}, \ldots, a_{n,k}]^T / 2r$
7:        $P \leftarrow I - 2\vec{v}\vec{v}^T$ \triangleright Householder matrix
8:    $A \leftarrow P A P^T$
9:    $Q \leftarrow QP$
10: end for
11: return $A$, $Q$ \triangleright $A$ tri-diagonal, $Q$ orthogonal
12: end procedure
```
\(\mathcal{O}(n^2)\). Similarly, we can compute the update for matrix \(Q\) to reduce the matrix-matrix multiplication into simpler operations of complexity \(\mathcal{O}(n^2)\):

\[
Q^+ = QP = Q(I - 2\vec{v}\vec{v}^T) = Q - 2(Q\vec{v}\vec{v}^T).
\]

Finally, we can use the fact that the vector \(\vec{v}\) contains zeros up to the current iteration \(k\) (see Algorithm 1). We use this to further reduce the computational complexity. With \(k' = k + 1\), in total, this new method has the complexity

\[
\mathcal{O}\left(\sum_{k'=2}^{n-1} k' + 4k'n + 2k'^2\right) = \mathcal{O}\left(8n^3\right).
\]

For computing the diagonal matrix \(D\) from the tridiagonal symmetric matrix \(T\), we use the QR algorithm with implicit Wilkinson Shift [56]. This algorithm is an iterative process of applying a single QR step to the matrix \(T\), with the goal to bring each element on the off-diagonal close to zero. The algorithm is designed such that the off-diagonal elements on the lower right are reduced first. Once this element is smaller than \(\epsilon\), the algorithm no longer considers this row and column of the matrix, effectively reducing the size of the matrix for the remaining iterations. In some cases, the algorithm does not converge. Assuming that the algorithm is currently working on off-diagonal element \(b_m\), based on the notation of Eq. 15, if an element \(b_k\), with \(k < m\), becomes zero before \(b_m\) does, the QR update can no longer propagate through the entire matrix. We fix this issue by splitting the matrix into two parts, namely \(T_{1:k-1,1:k-1}\) and \(T_{k:m,k:m}\), and solving the EVD separately in those regions by recursion. The QR algorithm with implicit Wilkinson Shift has a complexity of \(\mathcal{O}(6n^3)\) [56]. Combining this with the complexity of the Householder transformation derived in Eq. 21 yields a total complexity of \(\mathcal{O}(9n^3)\).

Full-precision floating-point representation is necessary for computing the EVD for the algorithms to converge and to ensure numerical stability [53], [56]. Hence, we compute the matrix logarithm with floating-point values and exploit the FPUs of Vega. In full-precision MRC, the input of the matrix logarithm is always positive definite, ensuring the existence of the matrix logarithm. However, the Eigenvalues vary with the quantization of the input and in some cases even become negative, making it impossible to compute real logarithm [53]. We address this issue by (a) making use of the entire 32-bit dynamic range for the inputs, as explained in Sec. V-D, and (b) clipping all Eigenvalues \(\lambda_k\) to \(\max\{\lambda_k, \lambda_{\min}\}\) by introducing a threshold \(\lambda_{\min} = 10^{-3}\) to ensure all Eigenvalues remain above zero. Its value is chosen based on the smallest Eigenvalue occurring while training the full precision MRC.

For computing the EVD, we implement both the basic version of Householder transformation and the improved version [55] for speedup analyses. The computation of the rotation matrix required for the Givens rotation [57] of each QR step is done exclusively with multiplications, divisions, and additions, without using expensive trigonometric functions [58]. For parallel implementation, every core is assigned with a frequency band and computes the Householder transformation and QR algorithm, i.e., nine matrix logarithms are computed concurrently by the nine cores of Vega. Once a core has finished with a frequency band, a next workload is assigned to it until all 18 matrix logarithms are computed. With nine cores, each core computes two matrix logarithms. Finally, we convert the results back to 8-bit fixed-point format using the dynamic range learned during training.

F. Classifier

The final classifier in MRC is a SVM or MLP, which we train on the quantized features. The weights and biases are then quantized with bit-widths \(n_w = 8\) and \(n_b = 32\), respectively, by determining the dynamic ranges after training. We do not rescale the output because the prediction is based on the relative largest output value. Hence, the weight vectors can use the entire range available with 8 bit, reducing the quantization error. The matrix-vector product of the SVM is computed using 8-bit SIMD instructions. We implement it on a single core, since it accounts for a negligible portion of the computation of the entire model. In case of the MLP, parallel fast inference and quantization to 8-bit representation are discussed in-depth in [12], [59].

G. Power Measurements

We measure the power consumption of Vega using the Keysight N6705C power analyzer with a sampling rate of 0.06144 ms. Both SoC and cluster domains are measured in addition to the always-on domain. For comparison with [13], [39], we measure with both the FC and the cluster cores running at 50 MHz, 100 MHz, and 350 MHz, supplied with the lowest (0.6 V) and the highest (0.8 V) voltages. Additionally, we vary the core frequencies for the two extreme supply voltages to find respectively the most energy-efficient and the fastest executions of the MRC inference. Finally, we fine-tune separately the frequencies of the SoC and the cluster domains to reach the optimal operating point.

VI. EXPERIMENTAL RESULTS AND DISCUSSION

We apply our methods on the BCI Competition IV-2a dataset [46] with 22 EEG channels, i.e., \(N_{ch} = 22\), and 4 MI classes from 9 different subjects. There are 288 trials for each of the training and testing sets. Each trial consists of a fixation cross on the screen, followed by a cue. Afterwards the subject starts the motor imagery corresponding to the cue. The data is sampled at 250 Hz and in this work we consider 3.5 s time window one second after the appearance of the cue as in [40], resulting in 875 time points per EEG channel, i.e., \(N_s = 875\).

A. Accuracy, Memory Footprint, and Quantization

MRC can be scaled to use more or fewer frequency bands and temporal windows. Hersche et al. [40] have shown that \(f = 43\) frequency bands and a single temporal window \(t = 1\) can already achieve comparable accuracy (74.8% on average) to the full MRC (75.5%) while requiring \(3 \times \) fewer features. In this work, we use only one temporal window \(t = 1\) of
TABLE II
CLASSIFICATION ACCURACY (%) ON 2- (MARKED WITH **) AND 4-CLASS MI TASKS FOR EMBEDDED IMPLEMENTATION.

| WOLA-CSP | CSP+SVM | Q-EEGNet | MRC |
|----------|---------|----------|-----|
| Ref.     | [37]** | [38]** | [39] | [40] | [13] | [13] | [40] | ours | ours | ours | ours | ours |
| Classifier | LDA     | SVM     | SVM build-in | SVM build-in | lin. SVM | lin. SVM | lin. SVM | lin. SVM | variable | variable |
| Precision | 16-bit | 20-bit | 20-bit full | 8-bit | full | full | full | mixed | full | mixed |
| #features | –       | –      | –     | – | – | 200 k | 200 k | 32 637 | 10 879 | 4 554 | 4 554 | 4 554 |
| #temp. win. t | –       | –      | –     | – | – | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| #freq. bands f | –       | –      | –     | – | – | 43 | 43 | 18 | 18 | 18 | 18 | 18 |
| Cov. Mat. Reg. ρ | –       | –      | –     | – | – | 0.0 | 0.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |

| Subject 1 | Subject 2 | Subject 3 | Subject 4 | Subject 5 | Subject 6 | Subject 7 | Subject 8 | Subject 9 |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Ref. [37] | Ref. [38] | Ref. [38] | Ref. [38] | Ref. [13] | Ref. [13] | Ref. [40] | Ref. [40] | Ref. [ours] |
| Classifier | LDA | SVM | SVM | LDA | SVM | SVM | LDA | SVM |
| Precision | 16-bit | 20-bit | 20-bit | full | 8-bit | full | full | mixed |
| #features | – | – | – | – | – | 200 k | 200 k | 32 637 |
| #temp. win. t | – | – | – | – | – | 1 | 1 | 1 |
| #freq. bands f | – | – | – | – | – | 43 | 43 | 18 |
| Cov. Mat. Reg. ρ | – | – | – | – | – | 0.0 | 0.0 | 1.0 |
| Subject 1 | 86.8 | 91.7 | 79.2 | 81.0 | 81.0 | 90.0 | 91.8 | 90.7 |
| Subject 2 | 63.9 | 59.7 | 56.3 | 57.6 | 53.1 | 55.5 | 51.6 | 53.7 |
| Subject 3 | 94.4 | 95.8 | 87.5 | 87.9 | 91.2 | 81.3 | 83.5 | 83.5 |
| Subject 4 | 68.8 | 77.1 | 61.6 | 58.1 | 81.0 | 83.5 | 81.0 | 83.5 |
| Subject 5 | 56.3 | 67.4 | 41.0 | 70.6 | 75.2 | 71.9 | 73.3 | 74.1 |
| Subject 6 | 69.4 | 69.4 | 46.9 | 18.1 | 74.6 | 74.1 | 74.6 | 74.1 |
| Subject 7 | 78.5 | 78.5 | 81.9 | 75.7 | 87.0 | 85.6 | 84.1 | 85.9 |
| Subject 8 | 97.9 | 97.2 | 76.0 | 77.4 | 85.6 | 85.6 | 85.6 | 85.6 |
| Subject 9 | 93.8 | 88.2 | 72.2 | 73.7 | 83.5 | 84.1 | 84.1 | 84.1 |
| Avg. acc. | 78.85 | 80.55 | 67.21 | 75.1 | 74.8 |
| Std. dev. | – | – | – | 11.5 | 14.3 |

TABLE III
COMPUTE TIME FOR MRC ON VEGA.

| baseline | improved EVD | parallel execution | parallel speedup | ops/cycle† |
|----------|--------------|--------------------|------------------|-----------|
| Filter [cycles] | 5 637k (15.73%) | 5 637k (33.96%) | 779k (33.41%) | 7.24 |
| Cov. matrix [cycles] | 3 071k (8.57%) | 3 071k (18.50%) | 393k (16.86%) | 7.81 |
| Whitening [cycles] | 809k (2.26%) | 809k (4.87%) | 180k (9.00%) | 4.31 |
| Matrix logm. [cycles] | 26 314k (73.40%) | 7 070k (42.58%) | 934k (40.08%) | 7.60 |
| SVM [cycles] | 15k (0.04%) | 15k (0.09%) | 15k (0.65%) | - |
| Total [cycles] | 36 912k | 17 365k | 2 417k | 7.18 |
| MACs/cycle‡ | 0.82 | 0.82 | 2.72 |
| FLOPs/cycle§ | 0.10 | 0.36 | |
| instructions/cycle | 0.845 | 0.870 | 0.664 |
| Runtime [ms]† | 233.5 | 115.7 | 16.9 |
| Avg. power [mW]* | 5.3 | 5.2 | 11.7 |
| Energy [µJ]* | 1238 | 602 | 198 |

3.5 s and further scale down the number of frequency bands as in [39]. The results show that with 2.4× less frequency bands, i.e. \( f = 18 \), of bandwidth 2 Hz between 4 and 40 Hz, the full precision model achieves slightly higher accuracy by introducing the regularization for the covariance matrix with the hyperparameter \( \rho = 1 \). We then gain an additional 1.3% in full precision by tuning the classifier and its hyperparameters to the subject, as shown in Table II. The achieved accuracy is lower than some of the SoA works reported in Table I, when considering only full precision models. Nevertheless, our MRC requires significantly less storage for the parameters than most of the related works at the cost of minor accuracy degradation, enabling the embedded implementation on low-power MCUs.

To efficiently deploy the proposed model, we proceed with quantization as described in Sec. V. This leads to a drop in accuracy of merely 1.0% from 75.1% to 74.1% when using a linear SVM for the classification step, or 1.4% from 76.4% to 75.0% when selecting the best classifier for each subject as described in Section III-B. The quantization allows us to make use of the SIMD extensions to improve throughput during the filtering step, the covariance matrix computation, the whitening, and finally the classification. Besides the throughput aspect, it helps keeping the memory footprint low. Our total memory requirement amounts to 84 kB, consisting of 2-22 875 value for the inputs and outputs of the IIR filters in 8-bit each, 18 \( \times (22+1) \) 22/2 values for the trained feature extractor parameters \( C_{ref,k} \) in 16-bit, and 4554-4 for the linear SVM weights in 8-bit. Compared to other embedded MI-BMI implementations, reported in Tables I and II, our model...
achieves the highest classification accuracy.

When using a MLP classifier, its weights need to be stored, which are larger than that of the linear SVM and dependent on its hyperparameters. This leads to a trade-off which we visualize and compare to related works in Fig. 1 by limiting the search space for the classifiers to those that let the system fit within the memory footprint indicated. This trade-off naturally crosses the implementation on Mr. Wolf [39] that was restricted to the linear SVM and expands it both to a lower as well as larger memory footprint that is only feasible on the Vega platform. It also clearly shows that our model spans the entire Pareto front within reach of typical microcontrollers as well as Mr. Wolf and Vega. The remainder of the Pareto front only includes EEG-TCNet as an additional point providing around 2% accuracy gain at the cost of a memory footprint just slightly in excess of 1.5 MB available on Vega.

B. Compute Time and Energy

Table III shows the computation time and the performance impact of the optimizations. Each output sample of the IIR filter requires 10 MACs, 3 shuffle operations, and 4 bit-shifts, resulting in a theoretical maximum of 5 MACs per cycle. Our implementation achieves 4.45 MACs per cycle with 7.24× parallel speedup compared to the single core implementation. The covariance matrix computation reaches 10.14 MACs per cycle and a parallel speedup of 7.81× using 9 cores. The parallel speedup of the whitening is only 4.31× due to the parallelization overhead that is more visible with smaller matrix sizes (here 22×22). On the other hand, its computation accounts for 9% of the whole execution time of the final MRC, meaning that any further optimizations would only yield marginal improvements. Contrarily, the matrix logarithm is the bottleneck of the execution, requiring almost three quarters of the total number of cycles in the baseline. With the improved EVD, i.e., the optimized Householder transformation, the relative runtime is reduced to 42.58% which translates to 3.72× speedup compared to the baseline. A further improvement is given by the parallel computation which is 7.60× and 28.17× faster compared to the single core implementation with improved EVD and the baseline, respectively.

We measure the average power consumption and the execution time of all three configurations including the cluster activation and initialization, reported in Table III. The multicore implementation consumes 2.2× more power than the single core implementations. However, the energy consumption is 6.3× and 3× lower than the baseline and the single core implementation with improved EVD, respectively, thanks to the shorter execution time.

Fig. 9 shows the energy consumption and the execution time of MRC with linear SVM measured by varying the frequency of the FC and the cluster cores of Vega. In general, increasing the clock speed yields lower energy consumption, while also lowering the runtime. With 0.6 V voltage supply, we can clock the cores up to 160 MHz. This has proven to be the most energy-efficient configuration when both FC and cluster cores run at the same frequency, consuming 210 µJ including the cluster activation, the feature extraction, and the classifier. We further fine-tune the FC frequency by clocking it at a lower speed, since all the computation is delegated to the cluster. By reducing it down to 50 MHz, the energy consumption is further reduced to 198 µJ, represented with a red cross in Fig. 9. Compared to the previous SoA low-energy embedded implementation for MI-BMI, i.e., Q-EEGNet [13], it consumes 1.7× less energy while being 3.2% more accurate. The accuracy can be further increased by 0.9% when subject-specific classifiers are trained, as discussed in Sec. VI-A. Comparing to the MRC on Mr. Wolf, it is 6.6× more energy-efficient and requires less computation time (16.90 ms vs. 33.39 ms [39]). The runtime can be further shortened by clocking the cores at higher frequency. With the supply voltage of 0.8 V, and both domains clocked at 350 MHz, we obtain an energy consumption of 338 µJ and a runtime of only 7.9 ms.

Fig. 10 depicts the measured power trace in the most energy-efficient configuration. As explained in Sec. V, the filtering, the covariance matrix, and the whitening are executed consecutively, framed with blue dashed line, while each step is computed in parallel using all cluster cores, colored with blue background. This is clearly visible from the 18 repeated patterns in the measure power trace. An additional pattern follows repeated twice. It reflects the parallel computation of the matrix logarithm, framed with red dashdotted line. The
18 matrix logarithms are computed, distributed to the 9 cores on a first-come first-served schedule. Unlike on Mr. Wolf, where this workload is unbalanced for its 8 parallel cores and contributes negatively to the parallel speedup, the work can be evenly distributed to the 9 cores of Vega with an optimal execution. Moreover, with 4 FPU's instead of 2, our implementation reaches 2.72 floating point operations (FLOPs) per cycle compared to the 1.69 of [39]. The ideal FLOPs/cycle is not reached due to the divisions and the square root operations. Finally, the SVM accounts for a minimal part of the execution with 0.15 ms.

VII. CONCLUSION

This paper presents an improved MRC with a reduced model size while keeping comparable accuracy (75.1–76.4% vs. 75.5% [40]), allowing accurate low-power embedded BMI. We further scale down the model by quantizing and proposing a mixed-precision implementation yielding a minimal accuracy loss of 1.4%, which is still 3.7% more accurate than the SoA embedded CNN for BMI named Q-EEGNet [13]. We propose a parallel implementation on a low-power MCU called Vega, which takes only 7.9 ms and consumes 338 µJ, or alternatively takes 16.9 ms using merely 198 µJ to classify the 3.5s time window of data—57 µW when continuously acquiring new data and processing it immediately, or 85 µW when overlapping the 3.5s samples by 50% to avoid missing any user inputs. We provide an insight on accuracy-cost tradeoff for embedded BMI models with actual implementation and measurements and claim highest accuracy implementation of EEG MI-BMI of any current work within the memory constraints of current MCUs while consuming the least energy.
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