Direct-homotopy analysis for solving fredholm integro-differential equations
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Abstract. This research work will consider the problem of integro-differential equation with separable kernel. We propose the hybrid method of direct-homotopy analysis (DHAM) for solving Fredholm integro-differential equation. Convergence analysis to the exact solution of the proposed method will be established. Examples will be solved and comparison will be made with other existing methods to test the efficiency of the proposed method.

1. Introduction

Many engineering as well as some physical problems are formulated by functional equations in the form of integro-differential equations (IDEs), differential equations (DEs) and integral equations (IEs) [1, 2]. Finding solutions of some particular linear and many nonlinear form of these equations are difficult, especially the analytic ones [3]. Most mathematical formulation in applied sciences and engineering are govern by integro-differential equations. Various authors used different approach both numerical and analytical in order to solve integro-differential equations. Wazwaz [4] combined Laplace transform method with Adomian decomposition method (ADM) to handle nonlinear Voltera IDE. Variational iteration method (VIT) was compared with adomian decomposition in [5] and it was shown that VIT is more effective than ADM. Several methods were used to solve IDEs (see. [6–10]).

The homotopy analysis method (HAM) was introduced by Liao to handle nonlinear and linear equations. HAM method provides solution in series form. If the series solution obtained from HAM has a close form, the method provides exact solution. Otherwise, the solution is approximated to some degree of accuracy [11]. Since the introduction of homotopy analysis several authors applied the method to solve nonlinear and linear integral equation and integro-differential equation. In [13] HAM was applied to solve IDE. Comparison was further made between HAM with two other known methods, namely; sine-cosine wavelet (SCW) and homotopy perturbation method (HPM). It was found that HAM has advantage of fast convergence over SCW and HPM. Sadigh [14] solved weakly singular nonlinear IDE using HPM and HAM and have shown that the HAM converges more rapidly than HPM. In [15] HAM was combined with Laplace transform method to find the analytic solution of IDE. Other literatures which used homotopy analysis method to solve IDE can be found in [12, 16–19].
In this research, we proposed a new method which combined direct computational method with homotopy analysis method together to solve integro-differential equation of the form:

\[ y^{(n)}(x) = f(x) + \lambda \int_a^b k(x, t)y^{(l)}(t)dt, \quad y^{(r)}(0) = b_r, \quad 0 \leq l \leq r \leq n - 1, \quad (1) \]

where \( a, b \) and \( \lambda \neq 0 \) are constants, \( f(x) \) is a known function, \( k(x, t) \) is a known function of two variables called the kernel, \( u(x) \) is the unknown function to be determined and \( y^{(n)}(x) = \frac{d^n y(x)}{dx^n} \).

The kernel \( k(x, t) \) is separable i.e \( k(x, t) = g(x)h(t) \). Convergence analysis to the exact solution of the proposed method (DHAM) was established. The DHAM was tested with some examples. It was found that the method was efficient.

Section 2 of this paper provides the idea of HAM and Direct computational method (DCM). Section 3 gives the description the proposed method of DHAM. The convergence analysis to the exact solution is discussed in section 4. While section 5 presents the numerical results.

2. Concept of homotopy analysis and direct computational methods

Here we present the main idea behind homotopy analysis and direct computational methods as follows

2.1. Description of Homotopy Analysis method

Consider

\[ N[y(x)] = 0, \quad (2) \]

where \( N \) is a nonlinear operator, \( y(x) \) is the unknown function of independent variable \( x \). For simplicity we ignore all initial or boundary conditions. Liao [11] constructs the so called zero-order deformation equation as follows:

\[ (1 - q)L[\phi(x; q) - y_0(x)] = qhH(x)N[\phi(x; q)], \quad (3) \]

where \( q \in [0, 1] \) is the embedding parameter, \( h \neq 0 \) an auxiliary parameter, \( H(x) \neq 0 \) is an auxiliary function, \( L \) is a linear operator and \( y_0(x) \) is the initial guess of \( y(x) \). When \( q = 0 \) and \( q = 1 \) it holds that

\[ \phi(x; 0) = y_0(x) \text{ and } \phi(x; 1) = y(x), \quad (4) \]

respectively. Thus, from equation (4) as \( q \) increases from 0 to 1 \( \phi(x; q) \) varies from initial guess \( y_0(x) \) to solution \( y(x) \). According taylor’s theorem \( \phi(x; q) \) can be expanded in power of \( q \) as follows:

\[ \phi(x; q) = y_0(x) + \sum_{m=1}^{\infty} y_m(x)q^m, \quad (5) \]

where

\[ y_m = \frac{1}{m!} \frac{\partial^m \phi(x; q)}{\partial q^m} |_{q=0}. \quad (6) \]

If the auxiliary linear operator, the initial guess, the auxiliary parameter and the auxiliary function are properly chosen, the series equation (5) converges at \( q = 1 \). So, we obtain

\[ y(x) = y_0(x) + \sum_{m=1}^{\infty} y_m(x). \quad (7) \]

Define a vector

\[ \overline{y}_n = \{y_0(x), y_1(x), \cdots, y_n(x)\}. \quad (8) \]
Differentiating equation (3) \( m \) times with respect to the embedding parameter \( q \) and setting \( q = 0 \) then divide through by \( m! \) we obtain the \( m \)th order deformation equation as:

\[
L[y_m(x) - \chi_m y_{m-1}(x)] = hH(x)R_m(y_{m-1}),
\]

(9)

where

\[
R_m(y_{m-1}) = \frac{1}{(m-1)!} \frac{\partial^{m-1}N[\phi(x; q)]}{\partial \phi^{m-1}} \bigg|_{q=0}
\]

(10)

and

\[
\chi_m = \begin{cases} 
0, & \text{for } m \leq 1 \\
1, & \text{for } m > 1
\end{cases}
\]

(11)

2.2. Direct computational method

If we consider Fredhom integro-differential equation below and substitute \( k(x, t) = g(x)h(t) \) we obtain

\[
y^{(n)}(x) = f(x) + \lambda g(x) \int_{a(x)}^{b(x)} h(t)y(t)dt
\]

(12)

as \( a(x) \) and \( b(x) \) are constant, the definite integral in equation (12) is constant. Setting

\[
\alpha = \int_{a(x)}^{b(x)} h(t)y(t)dt,
\]

(13)

therefore, equation (12) can be written as

\[
y^{(n)}(x) = f(x) + \lambda \alpha g(x).
\]

(14)

We shall now determine the constant \( \alpha \) by using equation (13) and equation (14). Integrating both side of equation (14) \( n \) times from 0 to \( x \) using the initial condition \( y^k = b_k, \ 0 \leq k \leq n-1 \), we obtain expression for \( y(x) \) in the form

\[
y(x) = p(x; \alpha),
\]

(15)

where \( p(x; \alpha) \) is the result obtained from integrating equation (14) using the given initial conditions. Substituting equation (15) into the right-hand side of equation (13), integrating and solving the resulting algebraic equation to determine \( \alpha \). The exact solution of equation (12) follows immediately upon substituting the value of \( \alpha \) into equation (15).

3. Direct-homotopy analysis method

The construction of the new method of DHAM is as follows:

By using equation (15), Integrating equation (1) \( n \) times from 0 to \( x \) we obtain

\[
y(x) = F(x) + \gamma + \lambda L^{-1}\left(g(x) \int_{a}^{b} h(t)g^{(l)}(t)dt\right),
\]

(16)

where

\[
L^{-1} = \int_{0}^{x} \int_{0}^{x} \cdots \int_{0}^{x} \text{\( n \) times} \ dt dx dx \cdots dx,
\]

(17)

\[
F(x) = L^{-1} f(x) \text{ and } \gamma = \sum_{r=1}^{n} b_{n-r} \frac{x^{n-r}}{(n-r)!} + b_0.
\]

(18)
From equation (2), we define the nonlinear operator as:

\[ N[y(x)] = y(x) - F(x) + \gamma - \lambda L^{-1}\left(g(x) \int_a^b h(t)y^{(l)}(t)dt\right). \tag{19} \]

The corresponding mth-order deformation equation is as follows

\[ L[y_m(x) - \chi_m y_{m-1}(x)] = hH(x)R_m(y_{m-1}(x)) \tag{20} \]

where

\[ R_m(y_{m-1}(x)) = y_{m-1}(x) - (F(x) + \gamma)(1 - \chi_m) - \lambda L^{-1}\left(g(x) \int_a^b h(t)y^{(l)}_{m-1}(t)dt\right). \tag{21} \]

choosing the auxiliary linear operator \( L[y] = y \), we obtain

\[ y_1(x) = hH(x)[y_0(x) - F(x) - \gamma - \lambda L^{-1}\left(g(x) \int_a^b h(t)y^{(l)}_0(t)dt\right)], \tag{22} \]

and

\[ y_m(x) = \chi_m y_{m-1}(x) + hH(x)\left[y_{m-1}(x) - \lambda L^{-1}\left(g(x) \int_a^b h(t)y^{(l)}_{m-1}(t)dt\right)\right], \tag{23} \]

\[ m = 2, 3, 4, \ldots. \]

With proper choice of initial guess \( y_0(x) \), auxiliary function \( H(x) \) and auxiliary parameter \( h \) the series equation (7) whose terms are the initial guess \( y_0(x) \) together with \( y_1(x) \) and \( y_m(x) \) obtained respectively in equation (22) and equation (23) converges to the solution. Therefore the solution is:

\[ y(x) = y_0(x) + \sum_{m=1}^{\infty} y_m(x). \tag{24} \]

4. Convergence analysis

**Theorem 4.1** Suppose that the series in equation (24) is convergent where \( y_0(x) \) is the initial guess, \( y_1(x) \) and \( y_m \) are obtained from equation (20) and equation (21) then it is the exact solution of equation (1)

**Proof of Theorem 4.1** Let

\[ y(x) = \sum_{m=0}^{\infty} y_m(x), \tag{25} \]

then it holds that

\[ \lim_{m \to \infty} y_m(x) = 0, \tag{26} \]

we can see that

\[ \sum_{m=1}^{n} [y_m(x) - \chi_m y_{m-1}(x)] = y_1 + (y_2 - y_1) + \ldots + (y_n - y_{n-1}) = y_n(x). \tag{27} \]
As \( n \to \infty \), we have

\[
\sum_{m=1}^{\infty} [y_m(x) - \chi_m y_{m-1}(x)] = \lim_{n \to \infty} y_n(x) = 0.
\] (28)

By definition of linear operator \( L \)

\[
\sum_{m=1}^{\infty} L[y_m(x) - \chi_m y_{m-1}(x)] = L \sum_{m=1}^{\infty} [y_m(x) - \chi_m y_{m-1}(x)] = 0.
\] (29)

But

\[
L[y_m(x) - \chi_m y_{m-1}(x)] = hH(x)R_{m-1}(y_{m-1}(x)).
\] (30)

Thus, we have from equation (29) and equation (30)

\[
\sum_{m=1}^{\infty} L[y_m(x) - \chi_m y_{m-1}(x)] = \sum_{m=1}^{\infty} hH(x)R_{m-1}(y_{m-1}(x)).
\] (31)

\[
= hH(x) \sum_{m=1}^{\infty} R_{m-1}(y_{m-1}(x)) = 0.
\] (32)

Since \( h \neq 0 \) and \( H(x) \neq 0 \) we have

\[
\sum_{m=1}^{\infty} R_{m-1}(y_{m-1}(x)) = 0,
\] (34)

from equation (21) and equation (34)

\[
0 = \sum_{m=1}^{\infty} R_{m-1}(y_{m-1}(x))
= \sum_{m=1}^{\infty} \left[ y_{m-1}(x) - (F(x) + \alpha)(1 - \chi_m) - \lambda L^{-1} \left( g(x) \int_a^b h(t)y_{m-1}(t)dt \right) \right]
= \sum_{m=0}^{\infty} y_{m-1}(x) - (F(x) + \alpha) - \lambda L^{-1} \left( g(x) \int_a^b h(t) \sum_{m=0}^{\infty} y_{m-1}(t)dt \right)
= \sum_{m=0}^{\infty} y_m(x) - (F(x) + \alpha) - \lambda L^{-1} \left( g(x) \int_a^b h(t) \sum_{m=0}^{\infty} y_{m}(t)dt \right).
\] (35)

Thus

\[
y(x) = F(x) + \alpha + \lambda L^{-1} \left( \int_a^b k(x,t)y^{(l)}(t)dt \right).
\] (36)

Differentiating equation (36) \( n \) times, \( y(x) \) must be the exact solution of equation (1) and

\[
y^n(x) = f(x) + \lambda \int_a^b k(x,t)y^{(l)}(t)dt.
\] (37)
5. Numerical results
Here we present some examples that uses the method of DHAM to solve integro differential equations with separable kernels. We choose the auxiliary parameter \( h = -1 \), the auxiliary function \( H(x) = 1 \) and linear operator \( L[y(x)] = y(x) \). The results of DHAM obtained are compared with the exact solutions and the absolute errors are given in the following examples.

Example 5.1 Consider the integro-differential equation of second kind:

\[
y'(x) = 1 - \frac{1}{3}x + \int_0^1 xty(t)dt, \quad y(0) = 0, \tag{38}
\]

the exact solution of the above equation is \( y_{\text{exact}}(x) = x \). From equation (22) and equation (23)

\[
F(x) = L^{-1}[f(x)] = \int_0^1 1 - \frac{\tau}{3}d\tau = x - \frac{x^2}{6}, \quad y(0) = b_0 = 0 \rightarrow \alpha = 0, \tag{39}
\]

we obtain

\[
y_1(x) = y_0(x) - x + \frac{x^2}{6} + \int_0^x \left( \tau \int_0^1 y_0(t)dt \right)d\tau, \tag{40}
\]

\[
y_m(x) = \int_0^x \left( \tau \int_0^1 y_{m-1}(t)dt \right)d\tau, \quad m \geq 2. \tag{41}
\]

Choosing \( y_0(x) = x - \frac{1}{6}x^2 \) as initial guess, we used maple to compute the table below:

| iterations values in \([0, 1]\) | Exact solutions \(y_{\text{exact}}(x)\) | Aprox. solutions of DHAM (22) and (23) | Absolute error \(|y_{\text{exact}} - y_m(x)|\) |
|---|---|---|---|
| 0 | 0 | 0 | 0 |
| 0.2 | 0.2 | 0.2000000000 | 5.3852E − 30 |
| 0.4 | 0.4 | 0.4000000000 | 2.1541E − 29 |
| 30 | 0.7 | 0.7000000000 | 6.5969E − 29 |
| 0.9 | 0.9 | 0.9000000000 | 1.0905E − 28 |
| 1 | 1 | 1.0000000000 | 1.3463E − 28 |

Table 1 provides the exact solution of example 5.1 and it is approximate solution obtained by DHAM equation (22) and equation (23). The error obtained for \( m = 30 \) indicated that the solution obtained by DHAM is accurate.

Figure 1: Exact and DHAM solutions for Example 5.1

Figure 2: Errors of Example 5.1
Figure 1 shows that the numerical results obtained with DHAM equation (22) and equation (23) coincide with the exact solution. While Figure 2 indicated the numerical convergence of the proposed method of DHAM since the error is on the $x-$axis.

**Example 5.2** Consider another integro-differential equation:

$$y'''(x) = \sin(x) - x - \int_0^x xty'(t)dt,$$

with initial conditions $y''(0) = -1$, $y'(0) = 0$ and $y(0) = 1$. The exact solution of this problem is $y_{exact}(x) = \cos(x)$. From equation (22) and equation (23)

$$F(x) = L^{-1}[f(x)] = \int_0^x \int_0^x \int_0^x \sin \tau - \tau d\tau d\tau d\tau = -1 + \frac{x^2}{2} + \cos x - \frac{x^4}{24},$$

$$b_2 = -1, b_1 = 0, b_0 = 1 \rightarrow \alpha = 1 - \frac{x^2}{2}$$

and

$$y_1(x) = -y_0(x) + \cos(x) - \frac{x^4}{24} - \int_0^x \int_0^x \int_0^x \left( \int_0^x y_o(t)dt \right) d\tau d\tau d\tau,$$

$$y_m(x) = -\int_0^x \int_0^x \int_0^x \left( \int_0^x y_{m-1}(t)dt \right) d\tau d\tau d\tau, \quad m \geq 2.$$  

Choosing $y_0(x) = \cos x - \frac{x^4}{24!}$ as initial guess, we used maple to compute the table below:

**Table 2:** The exact and approximate solution of example 5.2.

| Iterations $m$ | Values in $[0, \frac{\pi}{2}]$ | Exact solutions $y_{exact}(x)$ | Aprox. solutions of DHAM (22) and (23) $|y_{exact} - y_m(x)|$ |
|----------------|-------------------------------|-------------------------------|------------------------------------------|
| 0              | 1                             | 1                             | 0                                        |
| 0.1            | 0.9950041653                  | 0.9950041653                  | 3.7126$E-20$                            |
| 0.3            | 0.9553364891                  | 0.9553364891                  | 3.0072$E-18$                            |
| 30             | 0.5                           | 0.8775825619                  | 0.8775825619                             |
| 0.7            | 0.7568421873                  | 0.7648421873                  | 8.9140$E-17$                            |
| 0.9            | 0.6216099683                  | 0.6216099683                  | 2.4358$E-16$                            |
| 1              | 0.5403023059                  | 0.5403023059                  | 3.7126$E-16$                            |

Table 2 provides the exact solution of example 5.2 and it is approximate solution obtained by DHAM equation. (22) and equation (23). The error obtained for $m = 30$ indicate the accuracy in the solution obtained by DHAM.

**Figure 3:** Exact and DHAM solutions for Example 5.2

**Figure 4:** Error graph for Example 5.2
Figure 3 shows that the numerical results obtained with DHAM equation (22) and equation (23) coincide with the exact solution. While Figure 4 indicated that error of the proposed method of DHAM is small since the error is close to the $x-$axis.

**Example 5.3** Consider

$$y'(x) = (x + 1)e^x - x + \int_0^1 xy(t)dt, \quad y(0) = 0,$$  \hspace{1cm} (46)

whose exact solution is $y_{\text{exact}}(x) = xe^x$. From equation (22) and equation (23)

$$F(x) = L^{-1}[f(x)] = \int_0^x (\tau + 1)e^\tau - \tau d\tau = xe^x - \frac{x^2}{2}, \quad y(0) = b_0 = 0 \rightarrow \alpha = 0 \hspace{1cm} (47)$$

and

$$y_1(x) = y_0(x) + xe^x - \frac{x^2}{2} + \int_0^x \tau \left( \int_0^1 y_0(t)dt \right) d\tau, \hspace{1cm} (48)$$

$$y_m(x) = \int_0^x \tau \left( \int_0^1 y_{m-1}(t)dt \right) d\tau \quad m \geq 2. \hspace{1cm} (49)$$

Choosing guess to $y_0(x) = 1$ as initial guess, we used maple to compute the tables below:

**Table 3:** Comparison between $ADM,VIM,HPM$ and $DHAM$ for example 5.3.

| $x$  | $y_{\text{exact}}$ | $y_{ADM}$ | $y_{VIM}$ | $y_{HPM}$ | $y_{DHAM}$ |
|-----|---------------------|------------|-----------|-----------|------------|
| 0.1 | 0.1105170           | 0.1103782  | 0.1096837 | 0.1103782 | 0.1105170  |
| 0.2 | 0.2442805           | 0.2437249  | 0.2409472 | 0.2437249 | 0.2442805  |
| 0.3 | 0.4049576           | 0.4037076  | 0.3974576 | 0.4037076 | 0.4049576  |
| 0.4 | 0.5967298           | 0.5945076  | 0.5833965 | 0.5945076 | 0.5967298  |
| 0.5 | 0.8243606           | 0.8208884  | 0.8035273 | 0.8208884 | 0.8233606  |
| 0.6 | 1.0932712           | 1.0882712  | 1.0632712 | 1.0882712 | 1.0932712  |
| 0.7 | 1.4096268           | 1.4028213  | 1.3687935 | 1.4028213 | 1.4096268  |
| 0.8 | 1.7804327           | 1.7715438  | 1.7270994 | 1.7715438 | 1.7804327  |
| 0.9 | 2.2136428           | 2.2023928  | 2.1461428 | 2.2023928 | 2.2136428  |

In Table 3, the solution obtained with ADM, VIM, and HPM are given together with solution obtained with the proposed method of DHAM (each by taking $m = 4$) in equation (46).

**Figure 5:** Exact, ADM, VIM, HPM and DHAM solution from Table 3

**Figure 6:** Comparison of the absolute error obtained by ADM, VIM, HPM and DHAM in Table 3
Figure 5 shows that the numerical results obtained with DHAM equation (22) and equation (23) coincide with the exact, ADM, VIM and HPM solutions. While Figure 6 indicated that the proposed method of DHAM converges to the exact solution since it’s error graph is on the $x-$axis.

6. Conclusion
In this paper, new method of DHAM which is a powerful tool for solving problems of IDEs was developed. The method was tested with some examples and it was found that DHAM is effective and efficient in solving IDEs. The results obtained by DHAM are in line with the theoretical finding.

Acknowledgments
This research work is supported by TETFUND, Nigeria to participate and present at the ICFAS2018. I will like to acknowledge the effort of ICFAS2018 organisers for bearing the cost of publishing.

References
[1] Wazwaz A M 1997 A First Course in Integral Equations (Singapore: world scientific)
[2] Kanwal R P 1971 Linear Integral Equations (London: Academic Press)
[3] Rahman M 2007 Integral Equations and their Applications (London: WIT Press Southampton)
[4] Wazwaz A M 2010 J. Appl. Math. and Comp. 216 1304-09
[5] Batıha B, Noorani M S M and Hashim I 2008 Int. J. Open Problems Compt. Math. 1 34-42
[6] Wang S and He J 2007 Phys. Lett. A 188-91
[7] Molabahrami A 2015 J. Comput. and Appl. Math 282 34-43
[8] Sigh R and Wazwaz A M 2016 Math Sci 10 159-66
[9] Elbeleze A A, Klicman A and Taib B M 2016 Filomat 30 1823-31
[10] Araghi M A F, Daliri S and Bahmanpour M 2012 Int. J. Mathl. Model. and Comput. 2 127-36
[11] Liao S J 2003 Beyond Pertubation: Introduction to the Homotopy Analysis Method (Boca Raton: Chapman and Hall/CRC)
[12] Liao S 2009 Commun. Nonlinear Sci. Numer. Simulat. 14 983-97.
[13] Abbas Z, Vahdati S, Ismail F and Dizicheh A K 2010 Inter. Mathl. Forum 5 237-49
[14] Behzadi S S and Yildirim A A 2012 Int. J. Idust. Math. 4 41-51
[15] Mohamed M S, Gepreel K A, Alharthi M R, Alotabi R A 2016 Gen. Math, Notes 32 32-48
[16] Zhong X and Liao S 2016 Analytic Solution of Von Karman plate under Arbitrary Uniform Pressure Part(II): Equations in Integral Form Science China-Physics Mechanics and Astronomy 61 arXiv:1604.06711v1 [math.App]
[17] Jafarian A, Ghaderi P, Golmakhanbeh A K and Baleunni D 2014 Romanian Report in Phys. 66 3 603-11
[18] Hetmanick E, Slota D, Trawinski T and Witula R 2014 Numer. Algor. 67 163-85
[19] Hetmanick E, Nowak I, Slota D and Witula R 2015 J. Numer. Math. 23(4) 331-44
[20] Elcin Y 2009 Chaos, Solitons and Fractals 41 28-37