Lower bounds for Ramsey numbers as a statistical physics problem
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Abstract. Ramsey's theorem, concerning the guarantee of certain monochromatic patterns in large enough edge-coloured complete graphs, is a fundamental result in combinatorial mathematics. In this work, we highlight the connection between this abstract setting and a statistical physics problem. Specifically, we design a classical Hamiltonian that favours configurations in a way to establish lower bounds on Ramsey numbers. As a proof of principle we then use Monte Carlo methods to obtain such lower bounds, finding rough agreement with known literature values in a few cases we investigated. We discuss numerical limitations of our approach and indicate a path towards the treatment of larger graph sizes.
1. Introduction

Ramsey numbers are a classic and fundamental optimisation parameter in the field of combinatorial mathematics [1, 2]. To a lay audience this may be introduced via the so-called Party Problem: imagine that you are the host of a party, to which you invite some number of guests. However, you need to ensure, no matter who attends, that there are three guests that mutually know each other, or, alternatively, that there are three guests that are mutually stranger to one another. What is the least number of guests you must have for this condition to be met? The answer to this question is referred to as the Ramsey number $R(3, 3)$ and it is of course easily reckoned: it is six.

More abstractly, one represents this by a complete graph, to each of its edges of which are individually assigned exactly one of two colours, red or blue. (A complete graph is a graph in which there is an edge between every possible pair of vertices.) See Figure 1 for an illustration. For the Party Problem, we interpret each vertex as a guest and one of the colours, blue, say, as signifying that the corresponding pair of guests are already acquainted, while the other colour signifies that the pair are unacquainted. In Figure 1(a) we represent one specific party with five guests. Three guests mutually knowing each other corresponds to a 3-clique or triangle all of whose edges are blue, whereas three guests being mutually stranger occurs as a red triangle. (A $k$-clique is a complete $k$-vertex subgraph.) For the conditions of the Party Problem, we can check for each triangle if its edges are all blue or all red, that is, if it forms a monochromatic 3-clique. Observe in Figure 1(a) that there is no monochromatic 3-clique, which certifies that having five guests is not enough, i.e. that the Ramsey number $R(3, 3)$ is strictly greater than five. In Figure 1(b), we increase the number of vertices to six, where two possible ways to colour the resulting graph are shown. It happens that both of them contain monochromatic 3-cliques. In fact, by a careful organisation, one can check by hand all the cases to prove that every red/blue-edge-colourings of a complete graph...
6-vertex graph possesses a monochromatic 3-clique, i.e. confirming that the answer to the Party Problem is indeed six \[4\]. Alternatively, one can ‘brute force’ enumerate and check with a computer all \(2^{15}\) possible red/blue-colourings.

As we alluded to above, for lower bounds to certain Ramsey numbers, it suffices to find some edge-colouring configuration on a complete graph that is absent of monochromatic cliques of some given size. Now, viewing the vertices as lattice sites and the coloured edges as ‘interactions’ between suitable degrees of freedom, the task becomes reminiscent of a statistical physics setup. Finding what we in short refer to as a ‘clique-free configuration’ is then tantamount to identifying a certain state. It is the aim of this article to make this line of reasoning more precise. To this end, we first discuss a suitably chosen statistical physics system for which finding the ground state becomes equivalent to finding a clique-free configuration. We then apply Monte Carlo techniques \[5\] to actually identify such clique-free configurations, in turn providing lower bounds for the corresponding Ramsey number. We note that a similar approach was followed by Gaitan and Clark \[6\] and mentioned by Exoo \[7\], who related Ramsey numbers to a combinatorial optimisation problem. This was then treated using an adiabatic quantum evolution algorithm, both in simulations \[6\] and experimentally implemented using Squid qubits \[8\]. An overview of other numerical efforts for Ramsey numbers is given by Haanpää \[9\]. We contend that the reminder of this interesting link could spur further developments and progress for Ramsey numbers, especially in light of work on frustrated spin systems.

This article is organised as follows. In the next section we give a more formal definition of the Ramsey numbers. In Section 3 we elaborate on our line of reasoning and set up the statistical physics system. This is then treated using Monte Carlo methods as discussed in Section 4, the results of which are presented in Section 5. The challenges to the Monte Carlo approach are discussed in Section 6. Details of our numerical implementation are given in the appendix.

2. Ramsey number

We consider a more general multicolour Ramsey number, \(R(x_1,\ldots, x_l)\). It is the smallest positive integer \(k\) for which, on a complete graph of size \(k\) each of whose edges is coloured with one of \(l\) different colours, there is guaranteed to be a clique of size \(x_i\) that is monochromatic in colour \(i\), for at least one of the values \(i = 1,\ldots,l\).

As mentioned, the Party Problem corresponds to \(R(3,3) = 6\). Ramsey \[1\] introduced and proved that these parameters are all well-defined.

Even though the Ramsey problem is easy to state and grasp, the precise value of \(R(x_1,\ldots, x_l)\) is unknown except for the smallest choices of parameters. Over the decades, many bounds, asymptotic limits and relations between Ramsey numbers have been pursued and obtained; see the survey of Radziszowski \[3\] for an updated overview. For instance, while \(R(4,4) = 18\) is known exactly, even \(R(5,5)\) is only known to lie in the range from 43 to 48 \[10\]. Selected results relevant to our work are given in (the brackets in) Tables 1 and 2.

A naive strategy to gather information about Ramsey numbers is through brute force search algorithms. If in this way one finds a clique-free configuration on \(N\)
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vertices, it implies that the corresponding Ramsey number $R$ satisfies $N < R$. The obvious problem with this is that the number of possible configurations grows tremendously with $N$, making the search infeasible even for relatively modest values of $N$. With a more guided search, one might arrive more rapidly at such desired configurations. Our hope is that modern methods in statistical physics could help to devise such searches, and open a path towards better methods for finding lower bounds.

3. Linking to a statistical physics problem

The key step is to translate the problem of finding clique-free configurations into the task of identifying ground states of a suitably chosen statistical physics system. To this end, we define an energy functional that assigns an energy to each possible colouring of a complete graph. The functional is constructed such that monochromatic cliques are energetically unfavourable; see below for our specific choice. Then a suitable technique, in our case the Monte Carlo Metropolis algorithm, is used to minimise the energy, ideally finding a clique-free configuration. While this does not precisely determine the value of the Ramsey number, it can certify a lower bound.

The search will be guided towards clique-free configurations, if the employed energy functional satisfies the following conditions: (i) assign zero energy to clique-free configurations and (ii) be strictly positive for all configurations containing monochromatic cliques (of the given sizes). Obviously, these conditions can be adapted, for example, by shifting the overall energy.

To be specific, let us consider the Ramsey number $R(x_1, \ldots, x_l)$ on a complete graph with $N$ vertices. For each colour $i$ we write all $x_i$-cliques as $Q_{x_i}^j$, $j = 1, \ldots, n_{x_i}$, where $n_{x_i} = \binom{N}{x_i}$ is the total number of such cliques. To each $x_i$-clique $Q_{x_i}^j$ we then assign an energy via

$$\epsilon_i(Q_{x_i}^j) = \begin{cases} 1 & \text{if all edges in } Q_{x_i}^j \text{ have colour } i, \\ 0 & \text{otherwise.} \end{cases}$$

(1)

The energy of a configuration on the whole graph is then given by summing over all colours $i$ as well as all possible cliques:

$$E = \sum_{i=1}^{l} \left[ K_i \sum_{j=1}^{n_{x_i}} \epsilon_i(Q_{x_i}^j) \right], \quad K_i > 0.$$  

(2)

Thus every monochromatic clique of colour $i$ contributes $K_i$ to the energy. The requirement $K_i > 0$ ensures that condition (ii) is met. Empirically we determined that $K_i \propto \frac{1}{x_i}$ results in the fastest convergence. A similar energy functional (cost function) was used in the quantum algorithm approach [6, 8]. Of course, the choice (2) is by no means unique, thus opening a path for future improvements of this approach.

4. Method

Having defined an energy functional and thus a statistical physics model, we can use the methods of statistical mechanics to study its properties. The number of configurations (microstates) grows exponentially with the number of vertices $N$, for example as $\sim 2^{N(N-1)/2}$ in the two-colour case. This implies that already for 12
vertices we have to deal with about $7.4 \times 10^{19}$ different microstates. A brute force search algorithm, consequently, is relying on luck. For illustration, performing a brute force search for 12 vertices, we obtained a configuration without (4,4)-cliques on average after about 60 seconds. For comparison, the Monte Carlo algorithm (see Section 4.1 below) discussed below required mere milliseconds.

4.1. Monte Carlo simulations

Monte Carlo methods are one of the most popular techniques to study statistical physics problems. These methods allow one to tackle large system sizes by identifying a representative set of microstates.

In our case we wish to find configurations that minimise the energy functional in (2). We do so by employing the well-known Monte Carlo Metropolis algorithm in combination with simulated annealing. We start with a random configuration of coloured edges and calculate its energy $E_{\text{initial}}$. Next, we randomly pick a edge, change its colour (blue to red, red to blue, blue to green, etc.), and calculate the energy $E_{\text{final}}$ of the resulting configuration. If $E_{\text{final}} < E_{\text{initial}}$, we accept the new configuration, i.e. we continue the algorithm with it. If $E_{\text{final}} > E_{\text{initial}}$, we accept the new configuration with probability $\exp((E_{\text{initial}} - E_{\text{final}})/T)$, where $T > 0$ is the temperature. Then we proceed by changing the colour of the next edge and iterate this procedure over all edges. Since we are more interested in swapping edges of existing monochromatic cliques, our algorithm visits these edges with higher frequency; for details, see Appendix A. Usually in simulated annealing, the temperature $T$ is lowered gradually, to variationally approach the thermodynamic ground state.

Due to the long-range interactions encoded in the energy functional (2), the energy landscape turns out to be rather erratic, i.e. there are transitions between configurations with large energy differences by changing the colour of a single edge. This is different from the situation usually encountered when studying physical systems. It implies that the energy landscape shows many local minima, with the algorithm showing a tendency to get stuck in. Therefore, on top of the annealing procedure, we vary the temperature to allow the system to escape these local minima. For details, see Appendix B. We note that our ultimate goal is to find a zero-energy state (i.e. clique-free configuration) for a given number of vertices, not calculating thermodynamic quantities, so these non-physical alterations are permitted. There is, however, one word of caution in order. The energy functional possesses a large number of degenerate configurations in all energy sectors, including the ground state manifold. This implies that the model shares some similarities with frustrated spin systems but also spin glass problems, which limits the applicability of the Metropolis algorithm.

We leave it to the future to further investigate the relation between the present model and these fields of research.

4.2. Adjacency matrix

At the implementation level, we store the information about the edges in the so-called adjacency matrix $A$. For its definition, we choose an ordering $1, \ldots, N$ of the vertices like in Figure 1. Then, $A$ is an $N \times N$-matrix, where the matrix element $A_{pq}$ corresponds to the edge between vertex $p$ and vertex $q$. Obviously, the adjacency

§ Permutations reduce the number of inequivalent microstates compared to $2^{N(N-1)/2}$ because of indistinguishable vertices.
matrix is symmetric, \( A_{pq} = A_{qp} \). In the case of the two-colour Ramsey number we choose the convention that a blue edge corresponds to \( A_{pq} = +1 \), whereas a red edge is encoded as \( A_{pq} = -1 \). The diagonals are not used during the algorithm; we set them to \( A_{pp} = 0 \). To illustrate this, the configuration shown in Figure 1(a) for \( R(x_1, x_{-1}) = R(3, 3) \) is represented by the 5 \times 5-matrix

\[
A = \begin{pmatrix}
0 & 1 & 1 & -1 & -1 \\
1 & 0 & -1 & -1 & 1 \\
1 & -1 & 0 & 1 & -1 \\
-1 & -1 & 1 & 0 & 1 \\
-1 & 1 & -1 & 1 & 0 \\
\end{pmatrix}.
\]

The adjacency matrix gives us access to the colouring of a 3-clique (triangle) \( Q^3_j = \{p, q, r\} \) via its elements \( A_{pq}, A_{qr}, \) and \( A_{pr} \). To determine whether the triangle is monochromatic, we have to compare these elements, i.e. if \( A_{pq} = A_{qr} = A_{pr} = \pm 1 \) we have \( \epsilon_{\pm 1} (Q^3_j) = 1 \) and \( \epsilon_{\mp 1} (Q^3_j) = 0 \), whereas we have \( \epsilon_{\pm 1} (Q^3_j) = 0 \) in all other cases.

It is straightforward to generalise the adjacency matrix to \( l \)-coloured graphs for \( R(x_1, \ldots, x_l) \). The off-diagonal elements, representing the coloured edges, take values \( 1, \ldots, l \). For larger cliques \( x_i > 3 \), the condition in (1) generalises to \( A_{pq} = i \) for all \( p, q \in \{p_1, \ldots, p_{x_i}\} \) belonging to the \( x_i \)-clique \( Q^x_{x_i} \). In this notation, a Metropolis step thus involves switching an edge variable, meaning \( A_{pq} \) changes its colour. We have implemented several optimisations in the determination of the clique energy which are listed in Appendix C and turn out to reduce the computation time significantly.

4.3. Recycled initial state

There is a further way to reduce the computation time. Suppose the algorithm has identified a clique-free configuration with \( N \) vertices, thus providing a certificate that \( R(x_1, \ldots, x_l) \geq N + 1 \). Now we use this clique-free configuration when adding another vertex. Typically, the resulting configuration will contain significantly fewer monochromatic cliques than a randomly generated state (since the initial \( N \)-clique was clique-free), thus the Monte Carlo procedure will usually converge much faster.

Furthermore, there is a simple pragmatic way to choose the extra bonds for the new \( N + 1 \)-vertex state, which again increases the chances of getting an initial state with few monochromatic cliques. Consider for example the configuration for \( R(5, 5) \) on a 10-vertex graph shown in Figure 2(a). For each of the vertices we can read off the least occurring colour (from the adjacency matrix), visualised by the colour of the vertices in Figure 2(b). Now, when connecting the ‘old’ vertices to the additional one (vertex 11), we choose the respective edges to have the least dominant colour (see the colouring of the additional edges). This reduces the chance of monochromatic cliques in the initial configuration.

5. Results

After discussing our implementation of the Monte Carlo simulation, we now turn to the obtained results. For a given number of vertices \( N \) the algorithm aims at finding a clique-free configuration, which in turn provides a strict lower bound for the corresponding Ramsey number, \( N < R \).

As a proof of principle we used this approach to consider the most accessible Ramsey numbers, i.e. ones for which the lower bound is (likely) to be below 60 vertices.
Figure 2. An example of a 10-vertex non-monochromatic 5-clique configuration (a). Adding an additional vertex in (b), we choose the initial colours of the emerging edges such that the resulting initial configuration is less likely to contain monochromatic cliques (see main text). Note that (b) is generally not clique-free.

The lower bounds obtained from our simulations are presented in Tables 1 and 2. For the simplest cases, e.g. $R(4,4) = 18$, exact values are known. For larger cliques and most multicoloured graphs only the ranges are known, e.g. $45 \leq R(3,3,5) \leq 57$. For comparison, we list the known literature values [3] in the brackets.

We observe that reproducing lower bounds for Ramsey numbers with up to 28 vertices was possible. The first deviation occurs for the three-colour Ramsey number $R(3,3,4)$, where the algorithm was not able to find a clique-free configuration with 30 vertices. For larger numbers of vertices, the results are less sharp. This is due to a significant increase in the required computation times when approaching the literature values. For instance, for $R(5,5)$, our algorithm took approximately 100s to converge to a clique-free 35-vertex configuration, about 1000s for 39 vertices, but growing to 40,000s for 40 vertices. The obtained clique-free configuration in the latter setup is shown in Figure 3. A similar steep incline of the required computation times occurred.

| $x_1$ | 3       | 4       | 5       | 6       | 7       | 8       |
|-------|---------|---------|---------|---------|---------|---------|
| 3     | 6 (6)   | 9 (9)   | 14 (14) | 18 (18) | 23 (23) | 28 (28) |
| 4     |         | 18 (18) | 25 (25) | 34 (36-41) |
| 5     |         |         | 41 (43-48) |        |

Table 1. Lower bounds obtained for the two-colour Ramsey numbers $R(x_1,x_2)$ using the Monte Carlo simulations to obtain clique-free configurations. In brackets we state the known values (or respective ranges) [3].

| $x_1$ | $x_2$ | $R(3,3,3)$ | $R(3,3,4)$ | $R(3,3,5)$ | $R(3,4,4)$ | $R(3,3,3,3)$ |
|-------|-------|------------|------------|------------|------------|--------------|
| 17    | 17    | 17 (17)    | 29 (30)    | 43 (45-57) | 48 (55-77) | 43 (51-62)   |

Table 2. Lower bounds obtained for the multi-colour Ramsey numbers $R(x_1,\ldots,x_l)$ using the Monte Carlo simulations to obtain clique-free configurations. In brackets we state the known values (or respective ranges) [3].
Figure 3. clique-free configuration on a complete two-colour graph with $N = 40$ vertices. The existence of this configuration implies the strict lower bound $40 < R(5, 5)$ for the corresponding Ramsey number $R(5, 5)$.

for multi-colour Ramsey numbers. In the outlook we discuss possible improvements that might overcome this impasse, since ultimately the goal is to match or possibly improve upon the known lower bounds.

6. Challenges to the Monte Carlo approach

For several of the known optimal clique-free configurations the colourings are very peculiar. They are not obtained with a noisy computational approach, but by a more precise construction. As an example, we look at the known clique-free graph for 29 vertices [11, 12] for $R(3, 3, 4)$. If the vertices are numbered as $1, \ldots, 29$, the colouring of the edges only depends on the “distance” between the vertices, i.e. the difference of the vertex labels (modulo the number of vertices). In other words, $A_{1,2} = A_{10,11}$, $A_{5,14} = A_{9,18}$ etc. This is called a cyclic colouring, for which the adjacency matrix
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Figure 4. Normalised density of states connected to given clique-free configurations by changing the colour of individual edges. When increasing the number of vertices $N$ we observe a suppression at low energies, implying that fewer low-energy configurations can be found next to a clique-free configuration. This suppression is more pronounced for the two-colour Ramsey number.

This non-local structure is unlikely to emerge from a Monte Carlo algorithm, which only updates the colourings of individual edges in each step. This may be why, when the number of vertices approaches the Ramsey number (or range) from below, the Monte Carlo approach slows down tremendously. Of course, it might be that clique-free configurations without such a non-local structure exist, but we did not manage to find such configurations for larger graphs, e.g. the largest graph we obtained for $R(3,3,4)$ had $N = 28$ vertices.

To elaborate on the numerical challenge, we studied a physics-inspired quantity, namely a “density of states”. Specifically, for a given Ramsey number we considered several clique-free configurations for several graph sizes $N$. For each of them, we changed the colour on each edge (i.e. we performed an inverse Monte Carlo step). We calculated the energy (2) of the resulting configuration and recorded their number as a function of their energy. The so-obtained number of configurations was then normalised to the total number of configurations connected to the initial clique-free one by changing the colour of a single edge, thus obtaining the density of states in the vicinity of clique-free configurations.

The empirical results for three different Ramsey numbers are shown in Figure 4 where we have chosen $K_i = 1$ for simplicity. We observe that when increasing the
number of vertices, the density of states at low energy is suppressed. In other words, a typical configuration connected to the initial zero-energy state by a single colour flip will, on average, possess a higher energy. This implies that, in the inverse process, the final Monte Carlo step to find a clique-free configuration becomes more difficult, as fewer zero-energy states nearby exist. This is in line with our observation that the computation time increases as the number of vertices approaches the Ramsey number. There could be, of course, other factors contributing to the slowdown of the Monte Carlo search, like the decreasing overall number of clique-free configurations.

7. Conclusion and outlook

In this article we have related the Ramsey problem to the task of finding zero-energy states of a suitably chosen statistical physics system. As a proof of principle, we treated the latter using well-known Monte Carlo methods, which gave us clique-free configurations on complete graphs, in turn establishing lower bounds on the corresponding Ramsey numbers. The results obtained were in a good agreement with literature values [3], but we were unable to improve on any of the known lower bounds.

We believe that there is much potential in modifications or fine tuning of the Monte Carlo algorithm, which could lead to novel insights into the Ramsey numbers. Several ideas come to mind: (i) We employed a Metropolis algorithm. Given the similarity of the problem to frustrated spin models and glassy systems, one may use alternative Monte Carlo approaches, such as parallel tempering [15] or the Wang–Landau algorithm [16]. (ii) Given the peculiar form of the cyclic colourings, it might be better to perform the Monte Carlo updates on 'stripes' instead of individual edges. (iii) One could adapt the algorithm such that the number of $(x - 1)$-cliques is maximised, in the hope that this opens 'room' for configurations without $x$-cliques. (iv) Avoiding the erratic energy landscape by adapting the energy functional [2] may speed-up the Monte Carlo search.

Of course, one can try to minimise the energy functional using completely different methods, like the quantum evolution algorithm employed previously [6, 8]. However, the intrinsic non-locality of the energy functional makes it impossible to employ standard one-dimensional techniques like density matrix renormalisation group method [13, 14].
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Appendix A. Clique-biased Monte Carlo algorithm

Recall that we are by no means interested in thermodynamic properties of the model defined by the energy functional [2]. Instead we aim to find some zero-energy/clique-free state. We can therefore be biased with the choice of edges flipped in the Monte Carlo algorithm, potentially violating the condition of detailed balance. Only every 10 ~ 100 steps we touch all the edges in the graph. In between the Monte Carlo algorithm only changes the colours of the edges in monochromatic cliques, since these
are the sole changes that can lead a reduction in energy. Note that an $E > 0$ state might not be related to any $E = 0$ state by a simple swap of a edge from a monochromatic clique, instead it could be that the non-monochromatic part of the graph needs to be modified as well.

Appendix B. Temperature variation

The energy landscape of the energy functional (2) shows many local minima; see a sketch for illustration shown in Figure B1. Thus simply lowering the temperature, as is done in a standard annealing procedure, will often cause the system to get stuck in one of these minima. To avoid this, we have slightly altered the approach. If the system gets stuck in a local minima [see panel (a)], i.e. the algorithms stays at the same energy for many Monte Carlo steps, the temperature is slowly increased [see (b)]. This gives the system the chance to climb out of the local minimum [see (c)] and possibly descend into another minimum [see (d)]. As soon as the energy decreases again, the temperature is lowered [see (e)] to allow the system to descend to the bottom of the particular minimum. In this way the Monte Carlo algorithm can explore many local minima, ideally ending up at a zero-energy state. In practice, the temperature adaptation was a bit more elaborate, to let the system escape fractional minima (minima within minima...) as well. Still, roughly the same ideas apply.

Appendix C. Reducing for-loop calculation

The number of fully connected cliques scales unfavourably with the number of vertices. As a result, explicitly checking all possibilities is computationally costly as it scales as $\sum_i \binom{N}{x_i} > \sum_i N^{x_i}/(x_i!)$. Fortunately we can, in the process, eliminate a lot of cliques and thus reduce the number to be checked. We implemented three reductions to speed up the code:

(i) First, given $x_i$ we only consider cliques $Q^*_i = \{p_1, p_2, \ldots, p_{x_i}\}$ with $p_1 < p_2 < \ldots < p_{x_i}$, which covers all subgraphs and avoids overcounting due to the
indistinguishability of the vertices.

(ii) Second, we break for-loops early that are guaranteed to give no contribution to the energy. For a general $R(x_1, \ldots, x_l)$, the first two for-loops have given us the first colour $A_{p_1, p_2}$, fixing the colour of any monochromatic subgraph containing $p_1$ and $p_2$. The third for-loop yields $p_3$. If either $A_{p_1, p_3}$ or $A_{p_2, p_3}$ is not of the same colour, we can break the loop and continue with different $p_1$ and $p_2$. If $A_{p_1, p_3} = A_{p_2, p_3} = A_{p_1, p_2}$, we continue with $p_4$, checking $A_{p_k, p_4}$ for $k = 1, 2, 3$, with the same conditional breaking. Note that, of course, we have to respect the subgraph sizes $x_i$ for each colour $i$.

(iii) Third, in the Monte Carlo algorithm the colour-change on the edges is determined by the energy difference of the old and new state. Since the only energy difference can arise from the subgraphs that have the particular edge in common, we only have to check these subgraphs. This saves two for-loops.
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