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Abstract. We consider the quartic (nonintegrable) (gKdV) equation
\[ \partial_t u + \partial_x (\partial_x^2 u + u^4) = 0, \quad t, x \in \mathbb{R}, \]
and \( u(t) \) an outgoing 2-soliton of the equation, i.e. a solution satisfying
\[ \lim_{t \to +\infty} \| u(t) - Q_{c_1}(\cdot - c_1 t) - Q_{c_2}(\cdot - c_2 t) \|_{H^1} = 0, \]
where \( 0 < c_2 < c_1 \) and where \( Q_{c_j}(x - c_j t) \) are explicit solitons of the equation.

In [19], in the case \( 0 < 1 - \frac{c_2}{c_1} = \epsilon \leq \epsilon_0 \), where \( \epsilon_0 \) is a small enough, not explicit constant, the solution \( u(t, x) \) is computed up to some order of \( \epsilon \), for all \( t \) and \( x \). In particular, it is deduced that \( u(t) \) is not a multi-soliton as \( t \to -\infty \), proving the nonexistence of pure multi-soliton in this context.

In the present paper, we prove the same result for an explicit range of speeds: \( \frac{4}{5} c_1 < c_2 < c_1 \), by a different approach, which does not longer require a precise description of the solution. In fact, the nonexistence result holds for outgoing \( N \)-solitons, for any \( N \geq 2 \), under the assumption:
\[ \sum_{j=2}^{N} (1 - \frac{c_j}{c_1})^2 \leq \frac{1}{16} \]
which is a natural generalization of the condition for \( N = 2 \).

1. Introduction

1.1. Setting of the problem. In this paper, we focus on the quartic generalized Korteweg-de Vries (gKdV) equation
\[ \partial_t u + \partial_x (\partial_x^2 u + u^4) = 0, \quad t, x \in \mathbb{R}. \quad (1.1) \]
Recall that the Cauchy problem for (1.1) is globally well-posed in \( H^1 \) (see Kenig, Ponce and Vega [6] for a precise existence and uniqueness statement), and that any \( H^1 \) solution \( u(t, x) \) of (1.1) satisfies for all \( t \in \mathbb{R} \),
\[ \int u^2(t) = M(u(t)) = M(u(0)) \quad (\text{mass}) \quad (1.2) \]
\[ \int (\partial_x u)^2(t) - \frac{2}{5} u^5(t) = E(u(t)) = E(u(0)) \quad (\text{energy}) \quad (1.3) \]
Recall also that the integral of \( u(t) \) is preserved provided it is well-defined:
\[ \int u(t) = \int u(0). \quad (1.4) \]
We call soliton a solution of (1.1) of the form
\[ R_{c,y_0}(t, x) = Q_c(x - ct - y_0), \quad \text{for } c > 0, y_0 \in \mathbb{R}, \]

where \( Q_c(x) = e^{\sqrt{c}x} \) and \( Q \) satisfies
\[
Q'' + Q^4 = Q, \quad Q(x) = \left( \frac{5}{2\cosh^2\left(\frac{c}{2}x\right)} \right)^{\frac{1}{3}}.
\]

We call \textit{outgoing multi-soliton} a solution \( u(t) \) of (1.1) such that
\[
\lim_{t \to +\infty} \left\| u(t) - \sum_{j=1}^{N} Q_{c_j} (\cdot - c_j t - \Delta_j) \right\|_{H^s} = 0,
\]
for some \( N \geq 2, 0 < c_N < \ldots < c_1, \) and \( \Delta_j \in \mathbb{R} \). For a given set of such parameters, the existence and uniqueness of an outgoing multi-soliton was proved in [11] (see also [21] for previous related results), together with the following regularity and convergence properties: \( u(t) \in \cap_{s \geq 1} H^s \), and for some \( \gamma > 0 \), for all \( s \geq 0 \),
\[
\left\| u(t) - \sum_{j=1}^{N} Q_{c_j} (\cdot - c_j t - \Delta_j) \right\|_{H^s} \leq C_s e^{-\gamma t}.
\]

Similarly, we call \textit{ingoing multi-soliton}, a solution \( u(t) \) of (1.1) such that
\[
\lim_{t \to -\infty} \left\| u(t) - \sum_{j=1}^{N} Q_{c_j} (\cdot - c_j t - \Delta_j) \right\|_{H^s} = 0.
\]

We call \textit{pure multi-soliton}, a solution of (1.1) which is both an ingoing and an outgoing multi-soliton, possibly with different numbers of solitons \( N^\pm \) and different speeds and position parameters \( c_j^\pm, \Delta_j^\pm \) as \( t \to +\infty \) or as \( t \to -\infty \). The aim of this paper is to investigate the relation between ingoing and outgoing multi-solitons of the nonintegrable quartic (gKdV) equation (1.1), and more precisely to prove the nonexistence of pure multi-solitons for an explicit range of speeds.

It is well-known that for the (KdV) and (mKdV) equations, i.e. in the integrable cases,
\[
\begin{align*}
\partial_t u + \partial_x (\partial_x^2 u + u^2) &= 0 \quad \text{(KdV)} \quad (1.7) \quad \\
\partial_t u + \partial_x (\partial_x^2 u + u^3) &= 0 \quad \text{(mKdV)} \quad (1.8)
\end{align*}
\]
this question was completely settled by integrability (see e.g. [2] [35] [36] [3] [4] [32] [22]). Indeed, there exist explicit pure multi-solitons for any parameters and they are the only ingoing multi-solitons. In particular, the collision of any number of solitons is always elastic, meaning that neither the number of solitons, nor their speeds, are changed by the collision (the trajectories of the solitons are in general shifted). We refer to [22] and references therein for a review of results for the integrable models (1.7), (1.8).

For nonintegrable models, existence and properties of multi-solitons has also become a classical question, studied through different points of view (see e.g. [22] [29] [21] [23] [1] [3]). For the quartic (gKdV) equation, the authors of the present paper have already addressed this question in the case of 2-solitons with speeds \( 0 < c_2 < c_1 \) in the following two cases, for \( \epsilon > 0 \) small:
\begin{enumerate}
\item[(a)] Solitons of different speeds: \( \frac{c_2}{c_1} \leq \epsilon \). See [18]
\item[(b)] Solitons with almost equal speeds: \( 0 < 1 - \frac{c_2}{c_1} \leq \epsilon \). See [19].
\end{enumerate}
In [18] and [19], under condition (a) or (b), we have given a refined description of ingoing 2-solitons for all \( t \) and \( x \), up to some order of \( \epsilon \). From this description, we could deduce the following facts. (1) The 2-soliton structure is globally stable in time in \( H^1 \), in the sense that an ingoing 2-soliton is for all time the sum of two solitons at the main order. (2) Ingoing 2-solitons cannot be outgoing 2-solitons. In particular, no pure 2-soliton can exist in these two regimes. In contrast with the integrable cases, the collision is inelastic. From explicit computations, we could find lower bounds and upper bounds on the size of the residual term due to the collision.

Summarizing, ingoing 2-solitons are well-understood for all time under assumptions (a) and (b) for \( \epsilon > 0 \) small enough. However, the value of \( \epsilon \) for which the results in [18] and [19] hold is not explicit because of the complexity of the computations and the perturbative nature of the proofs. Another restriction concerns the number of solitons. In [18] and in [19], the proofs are only written for 2-solitons and it would be quite involved to extend them to \( N \)-solitons.

In view of the inelasticity results in [18] and [19], we conjecture that for all \( 0 < c_2 < c_1 \), the corresponding ingoing 2-solitons of the quartic (gKdV) equation are not pure 2-solitons. In other words, there should not exist pure 2-solitons. In fact, we expect that such property is true for general nonintegrable systems. Perelman’s work [28] for the nonlinear Schrödinger equation, Munoz’ works [24, 25, 26], and [20] for the BBM equation, are other evidences of such belief.

In this paper, we attack the problem through a different strategy. The main point is to prove nonexistence of pure 2-soliton of the quartic (gKdV) equation without trying to describe the solution for all time and for an explicit range of speeds. Here, the approach is not perturbative, and we do not need to compute the main order of the solution for all \( t, x \). Indeed, a contradiction is obtained by estimating only the tail of the solution \( u(t, x) \) for large \( t \) and large \( x \). The knowledge of the solution on compact sets of space-time is not required. Moreover, the method allows to consider the case of \( N \)-solitons, for any \( N \geq 2 \), without significant changes, in contrast with [18] and [19]. Note that we consider the quartic (gKdV) equation because it is a typical nonintegrable system, relatively simple and not perturbative of the integrable cases (see [30], [7]), but we expect our approach to be general and flexible enough to extend to other models.

1.2. Statement of the result. The following is the main result of this paper.

**Theorem 1.1.** Let \( N \geq 2 \). Let \( u(t) \) be an outgoing multi-soliton of \( (1.1) \), with parameters \( \Delta_1, \ldots, \Delta_N \in \mathbb{R}, 0 < c_N < \ldots < c_1 = 1, \)

\[
\lim_{t \to +\infty} \left\| u(t) - \sum_{j=1}^{N} Q_{c_j}(., c_j t - \Delta_j) \right\|_{H^1} = 0. \tag{1.9}
\]

Assume that

\[
\sum_{j=2}^{N} (1 - c_j)^2 < \frac{1}{16}. \tag{1.10}
\]

Then, \( u(t) \) is not an ingoing multi-soliton at \(-\infty\).

In particular, under assumption \( (1.10) \), there exists no pure multi-soliton of \( (1.1) \) with speeds \( 1, c_2, \ldots, c_N \) at \(+\infty\) or at \(-\infty\).
Remark 1.2. In the case \( N = 2 \), Theorem 1.1 proves the nonexistence of pure 2-soliton under the condition \( \frac{3}{4} < \frac{c_1}{c_2} < 1 \).

The strategy of the proof is different from the one in [18] and [19] where the goal was to describe ingoing 2-solitons for all \( t, x \in \mathbb{R} \), by a pertubative analysis. In this paper, to prove nonexistence of multi-solitons, we do not need to understand the solution on bounded sets of \((t, x)\) and we only consider the tail of the solution as \(|x| \sim +\infty\). This approach involves different computations which we can perform for an explicit range of speeds and for any number of solitons.

For the sake of contradiction, we assume the existence of a solution \( u(t) \) of (1.1) which is both an outgoing multisoliton \((t \to +\infty)\) with parameters \( N \geq 2, 0 < c_N < \ldots < c_1, \Delta_1, \ldots, \Delta_N \in \mathbb{R} \):

\[
\lim_{t \to +\infty} \left\| u(t) - \sum_{j=1}^{N} Q_{c_j} ( \cdot - c_j t - \Delta_j ) \right\|_{H^1} = 0,
\]

and an ingoing multisoliton \((t \to -\infty)\) with parameters \( N^- \geq 2, 0 < c_{N^-} < \ldots < c_1, \Delta_{-1}, \ldots, \Delta_{N^-} \in \mathbb{R} \):

\[
\lim_{t \to -\infty} \left\| u(t) - \sum_{j=1}^{N^-} Q_{c_j^-} ( \cdot - c_j^- t - \Delta_j^- ) \right\|_{H^1} = 0.
\]

We assume

\[
c_1 = 1
\]

and

\[
\sum_{j=2}^{N} (1 - c_j)^2 \leq \frac{1}{16}.
\]

The contradiction comes from the following steps:

(a) Control of the speeds at \(-\infty\). From the three conservation laws (mass, energy and integral) and elementary algebraic arguments, we claim that the speeds at \(-\infty\) are also close to 1 in the following sense (see Section 2)

Lemma 1.3. Assume (1.10), (1.11), (1.12). For all \( j = 1, \ldots, N^- \),

\[
\frac{16}{25} < c_j^- < \frac{3}{2}.
\]

Moreover,

\[
|N^- - N| \leq \frac{\sqrt{N}}{8}.
\]

(b) Decay on the right for positive time. From the behavior of the solution \( u(t) \) as \( t \to -\infty \) in the energy space (1.12), the lower bound \( c_{N^-} > \frac{16}{25} \) and usual monotonicity arguments, we claim that the solution \( u(t) \) satisfies exponential decay property on the right of the soliton \( Q(x - t - \Delta_1) \).

Let \( j_0 \in \{1, \ldots, N-1\} \) be such that

\[
\sigma_0 \equiv \min_j \sqrt{c_j+1}(c_j - c_{j+1}) = \sqrt{c_{j_0+1}(c_{j_0} - c_{j_0+1})},\]

\(1.17\)
and set
\[
\gamma_0 = \sqrt{c_{j_0} - \frac{3}{4}c_{j_0+1} - \frac{1}{2}\sqrt{c_{j_0+1}}}, \quad x_0(t) = \left(\frac{\sigma_0}{\gamma_0} + c_{j_0}\right) t - K_0, \quad (1.18)
\]
where \(K_0 > 1\) is a large constant to be fixed later. Note by (3.6) that \(\frac{\sigma_0}{\gamma_0} + c_{j_0} > 2c_{j_0+1} > \frac{3}{2}\). We claim (see Section 3)

**Lemma 1.4.** There exists \(t_0(K_0) > 0\) such that,
\[
\forall t > t_0(K_0), \quad |u(t, x_0(t))| \leq e^{-2\gamma_0 t}. \quad (1.19)
\]

(c) **Approximate solution and lower bound.** We establish the following result, which is the main new ingredient of the paper.

**Proposition 1.5.** Assume (1.14). There exists \(C_1 > 0\) independent of \(K_0\) and \(t_1(K_0) > 0\) such that, for \(K_0\) large enough,
\[
\forall t \geq t_1(K_0), \quad |u(t, x_0(t))| \geq C_1 e^{-\gamma_0 K_0} e^{-2\gamma_0 t}. \quad (1.20)
\]

Fix \(K_0 > 0\) such that \(C_1 e^{-\gamma_0 K_0} > 2\). Combining Lemma 1.4 and Proposition 1.5, we obtain a contradiction for \(t > \max(t_0(K_0), t_1(K_0))\).

Let us sketch the proof of Proposition 1.5. The key point is to construct an explicit approximate solution \(V(t)\) of the problem as \(t \to +\infty\) (see Section 4). We briefly sketch the construction of \(V\) in the 2-soliton case, i.e. for \(N = 2\). Let
\[
V = R_1 + R_2 + Z, \quad R_1(t, x) = Q(x - t - \Delta_1), \quad R_2(t, x) = Q_{c_2}(x - c_2 t - \Delta_2),
\]
where
\[
Z_t + (Z_{xx} + 4R_1^3 Z)_x \approx -4(R_1^3 R_2)_x.
\]
In the equation of \(Z\) above, we focus on the main interaction term (see Section 4 for the control of all error terms). For this term, we replace \(R_2\) by its asymptotics for \(x - c_2 t \gg 1\):
\[
R_1^3 R_2 \approx 10^{\frac{1}{4}} C_2 e^{-\sqrt{c_2} (x - c_2 t - \Delta_2)} R_1^3 = c_0 e^{-\sqrt{c_2} (1 - c_2) t} e^{-\sqrt{c_2} (x - t - \Delta_1)} R_1^3,
\]
where \(c_0 = 10^{\frac{1}{4}} C_2 e^{-\sqrt{c_2} (\Delta_1 - \Delta_2)}\). An explicit solution of
\[
Z_t + (Z_{xx} + 4R_1^3 Z)_x = -4 c_0 \left(e^{-\sqrt{c_2} (1 - c_2) t} e^{-\sqrt{c_2} (x - t - \Delta_1)} R_1^3\right)_x
\]
is \(Z(t, x) = 4c_0 e^{-\sqrt{c_2} (1 - c_2) t} A(x - t - \Delta_1)\) where \(A(x)\) satisfies the following ODE
\[
(-A'' + A - 4Q^3 A) + \sqrt{c_2} (1 - c_2) A = (e^{-\sqrt{c_2} x} Q^3)''. \quad (1.21)
\]
Moreover, for \(\frac{3}{4} < c_2 < 1\), we prove the following asymptotic property
\[
A(x) \sim a e^{-\gamma_0 x} \quad \text{where} \quad a \neq 0 \quad \text{and} \quad \gamma_0 = \sqrt{1 - \frac{3}{4} c_2 - \frac{1}{2} \sqrt{c_2}}. \quad (1.22)
\]
The proof of property (1.22) requires more than standard ODE techniques, and involves Virial type arguments, introduced in [13], [12] and [16] to study the flow of the evolution problem (1.1) near solitons.

It follows from (1.22) that \(V\) satisfies the following lower bound, for \(\kappa > 0\), \(t\) and \(x\) large enough,
\[
|V(t, x)| \geq \kappa e^{-\gamma_0 (x-t)} e^{-\sqrt{c_2} (1 - c_2) t}. \quad (1.23)
\]
Such an approximate solution \( V(t) \) being constructed (the actual approximate solution is more refined), by usual techniques \([21], [11]\), we compare the solution \( u(t) \) with \( V(t) \), for \( t \) large:

\[
\|u(t) - V(t)\|_{H^1} \leq Ce^{-2\sqrt{c_2}(1-c_2)t}
\]

and we obtain the desired lower bound on \( u(t, x) \) at \( x = x_0(t) \) (see Section 5).

**Comment on assumption (1.10).** The assumption on the speeds \( c_1, \ldots, c_N \) in (1.10) is not optimal, and we even conjecture that the result holds for any choice of speeds. However, we believe that to obtain the more general result will require much harder analysis. Even considering the simplest case of a 2-soliton with speeds \( c_1 = 1 \) and \( c_2 \), we see several difficulties to extend the nonexistence result to any \( 0 < c_2 < 1 \).

1) For \( 0 < c_2 \leq 1/3 \), the method outlined above does not work directly for algebraic reasons. Indeed, \( 0 < c_2 \leq 1/3 \) implies \( \gamma_0 \geq \sqrt{c_2} \), and thus the approximate solution has the same decay as \( R_2 \), and no direct contradiction can follow from such a lower bound. This is related to the fact that the proof of inelasticity for \( c_2 \) close to 0 in \([18]\) requires a higher order expansion than the one in \([19]\) for \( c_2 \) close to 1.

2) For all \( \frac{1}{3} < c_2 < 1 \), we expect that the function \( A(x) \) defined above has the generic decay (1.22), which is essential in our proof, but we were able to prove this fact only for \( c_2 \in [c_0, 1] \), where \( c_0 < \frac{3}{4} \) is close to \( \frac{1}{3} \).

3) The restriction (1.10) on the values of \( c_2 \) also comes from the proof of the decay property obtained in Lemma 1.4. We prove Lemma 1.4 by known and simple energy localization arguments, which are clearly not optimal. Replacing these arguments by a sharper asymptotic analysis would certainly improve the range of admissible \( c_2 \), but without approaching the special value \( c_2 = \frac{1}{3} \).

In the case of 2-solitons, it is proved in Proposition 2.2 that \( N^- = 2 \) and \( c_1^- = 1, c_2^- = c_2 \) without condition on \( c_2 \). For \( N \geq 3 \), it is not clear how to prove such a rigidity property, or even how to obtain a lower bound such as (1.15) without a strong assumption on the speeds at \(+\infty\) such as (1.10). In particular, we cannot replace (1.10) by \( \frac{3}{4} < c_j < 1, \forall j = 2, \ldots, N \).
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### 2. Rigidity of multi-soliton parameters

In this section, using the three conservation laws (1.2), (1.3) and (1.4), we prove Lemma 1.3, which controls the speeds at \(+\infty\) for an outgoing multi-soliton under assumption (1.10). We also state and prove an independent unconditional result of rigidity of the speeds at \( \pm\infty \) for a 2-soliton.

Note that the arguments can be extended to other power nonlinearities.

#### 2.1. Conservation laws on ingoing \( N \)-solitons.

We first claim the following result to be proved in Appendix A.
Lemma 2.1. Let $N \geq 2$, $0 < c_N < \ldots < c_1$ and $\Delta_1, \ldots, \Delta_N \in \mathbb{R}$. Let $u(t)$ be the solution of (1.1) satisfying
\[
\lim_{t \to +\infty} \left\| u(t) - \sum_{j=1}^{N} Q_{c_j}(-c_j t - \Delta_j) \right\|_{H^1} = 0. \tag{2.1}
\]
Then, for all $t$,
\[
\int u^2(t) = \sum_{j=1}^{N} \int Q^2_{c_j} = \left( \sum_{j=1}^{N} c_j^{\frac{1}{6}} \right) \int Q^2.
\]
\[
E(u(t)) = \sum_{j=1}^{N} E(Q_{c_j}) = \left( \sum_{j=1}^{N} c_j^{\frac{2}{3}} \right) E(Q).
\]
Moreover, $u(t) \in L^1$ and
\[
\int u(t) = \sum_{j=1}^{N} \int Q_{c_j} = \left( \sum_{j=1}^{N} c_j^{-\frac{1}{6}} \right) \int Q.
\]

2.2. Proof of Lemma 2.3. Using Lemma 2.1 and (1.11)-(1.12), the following identities hold
\[
\sum_{j=1}^{N} c_j^{\frac{7}{6}} = \sum_{j=1}^{N} (c_j^{-})^{\frac{7}{6}}, \quad \sum_{j=1}^{N} c_j^{-\frac{1}{6}} = \sum_{j=1}^{N} (c_j^{-})^{-\frac{1}{6}}, \quad \sum_{j=1}^{N} c_j^{\frac{1}{6}} = \sum_{j=1}^{N} (c_j^{-})^{\frac{1}{6}}. \tag{2.2}
\]
Consider the function $f(x)$ for $x > 0$ defined as
\[
f(x) = x^7 + \frac{3}{x} - 4x \quad \text{so that} \quad f'(x) = 7x^6 - \frac{3}{x^2} - 4, \quad f''(x) = 42x^5 + \frac{6}{x^3} > 0.
\]
In particular, $f(1) = f'(1) = 0$ and elementary computations show that
\[
\forall x > 0, \quad f''(x) \geq f'' \left( \frac{3}{35} \right) = \frac{48}{35} \left( \frac{35}{3} \right)^{\frac{3}{2}} = 2m_1,
\]
\[
\frac{3}{4} \leq x \leq 1 \implies f''(x) \leq f''(1) = 48.
\]
We deduce:
\[
\forall x > 0, \quad f(x) \geq m_1(1 - x^2), \quad \forall x \in \left[ \frac{3}{4}, 1 \right], \quad f(x) \leq 24(1 - x)^2. \tag{2.3}
\]
Combining the identities in (2.2), we have
\[
\sum_{j=1}^{N} f \left( (c_j^{-})^{\frac{1}{6}} \right) = \sum_{j=1}^{N} f \left( c_j^{\frac{1}{6}} \right).
\]
Using (2.3), (1.10) and $1 - c_j^{\frac{1}{p}} \leq 4(1 - (\frac{3}{4})^{\frac{1}{p}})(1 - c_j)$ (since $\frac{3}{4} < c_j < 1$),
\[
|1 - (c_j^{\frac{1}{p}})|^2 \leq \sum_{j=1}^{N'} |1 - (c_j^{\frac{1}{p}})|^2 \leq \frac{24}{m_1} \sum_{j=2}^{N} |1 - c_j^{\frac{1}{p}}|^2
\]
\[
\leq 80 \left( \frac{3}{35} \right)^{\frac{3}{5}} \left( 1 - \left( \frac{3}{4} \right)^{\frac{1}{p}} \right)^2 \sum_{j=2}^{N} (1 - c_j)^2 \leq 5 \left( \frac{3}{35} \right)^{\frac{3}{5}} \left( 1 - \left( \frac{3}{4} \right)^{\frac{1}{p}} \right)^2 := m_2.
\]
Thus, for all $j = 1, \ldots, N'$, by elementary computations,
\[
\frac{16}{25} < (1 - \sqrt{m_2})^6 \leq c_j^- \leq (1 + \sqrt{m_2})^6 < \frac{3}{2}.
\]
Now, we prove the control of $N^-$. Indeed, we have
\[
\sqrt{N'} - \left( \sum_{j=1}^{N'} c_j^{\frac{1}{p}} \right)^{\frac{1}{2}} = \left( \sum_{j=2}^{N} 1^{\frac{1}{2}} \right) - \left( \sum_{j=1}^{N} |c_j^{\frac{1}{p}}|^2 \right)^{\frac{1}{2}} \leq \left( \sum_{j=2}^{N} |1 - c_j^{\frac{1}{p}}|^2 \right)^{\frac{1}{2}} \leq \left( \sum_{j=2}^{N} 1 - |c_j^{\frac{1}{p}}|^2 \right)^{\frac{1}{2}}
\]
\[
\leq \left( 1 + \left( \frac{4}{3} \right)^{\frac{1}{p}} \right)^{-1} \left( \sum_{j=1}^{N} |1 - c_j^{\frac{1}{p}}|^2 \right)^{\frac{1}{2}} \leq \left( 1 + \left( \frac{4}{3} \right)^{\frac{1}{p}} \right)^{-1} \left( 1 - \left( \frac{3}{4} \right)^{\frac{1}{p}} \right) := a_1,
\]
\[
\sqrt{N'} - \left( \sum_{j=1}^{N'} (c_j^{\frac{1}{p}})^{\frac{1}{2}} \right)^{\frac{1}{2}} = \left( \sum_{j=1}^{N} 1^{\frac{1}{2}} \right) - \left( \sum_{j=1}^{N} (c_j^{\frac{1}{p}})^{\frac{1}{2}} \right)^{\frac{1}{2}} \leq \left( \sum_{j=1}^{N} |1 - c_j^{\frac{1}{p}}|^2 \right)^{\frac{1}{2}}
\]
\[
\leq \left( 1 + \left( \frac{4}{3} \right)^{\frac{1}{p}} \right)^{-1} \left( \sum_{j=1}^{N} |1 - c_j^{\frac{1}{p}}|^2 \right)^{\frac{1}{2}} \leq \left( 1 + \left( \frac{4}{3} \right)^{\frac{1}{p}} \right)^{-1} \left( \frac{3}{35} \right)^{\frac{3}{5}} \left( 1 - \left( \frac{3}{4} \right)^{\frac{1}{p}} \right) := a_2.
\]
Thus, by (2.2),
\[
|\sqrt{N} - \sqrt{N'}| \leq a_1 + a_2 := a
\]
and so by explicit computations,
\[
|N' - N| \leq 2a\sqrt{N} + a^2 \leq \left( 2a + \frac{a^2}{\sqrt{2}} \right) \sqrt{N} < \frac{\sqrt{N}}{8}.
\]
In particular, if $N \leq 64$, then $N^- = N$.

2.3. **Rigidity result for two solitons.** In the case of an ingoing 2-soliton, we prove an unconditional result. For any $0 < c < 1$, we claim that if the ingoing 2-soliton is also an outgoing $N$-soliton, then $N = 2$ and the speeds at $+\infty$ and $-\infty$ are the same. In particular, it is a symmetric 2-soliton. This result is not needed for the proof of Theorem 1 but it is proved for its own interest. Such question remains open for $N \geq 3$.

**Proposition 2.2** (Rigidity of 2-solitons). Let $0 < c < 1$. Let $u(t)$ be the outgoing 2-soliton of \(Q\) satisfying
\[
\lim_{t \to +\infty} \|u(t) - Q(. - t) - Qc(. - ct)\|_{H^1} = 0.
\]
Assume that \( u(t) \) is an ingoing multi-soliton, i.e. there exist \( 0 < c_N < \ldots < c_1 \), and \( \Delta_1, \ldots, \Delta_N \) such that
\[
\lim_{t \to -\infty} \left\| u(t) - \sum_{j=1}^{N} Q_{c_j}(.-c_j t - \Delta_j) \right\|_{H^1} = 0. \tag{2.5}
\]

Then,
(i) \( u(t) \) is a pure 2-soliton,
\[
N = 2 \quad \text{and} \quad c_1 = 1, \quad c_2 = c.
\]
(ii) There exist \( T_0, Y_0 \in \mathbb{R} \) such that
\[
u(t, x) = u(-t + T_0, -x + Y_0). \tag{2.6}
\]
Let \( u(t) \) be a solution of \((1.1)\) as in the statement of Proposition 2.2. Property (ii) is a direct consequence of (i) and the uniqueness result in [11].

We now prove (i). By Lemma 2.1, we have
\[
1 + c_1^\frac{1}{6} = \sum_{j=1}^{N} c_j^\frac{1}{6}, \quad 1 + c_2^\frac{7}{6} = \sum_{j=1}^{N} c_j^\frac{7}{6}, \quad 1 + c_1^{-\frac{1}{6}} = \sum_{j=1}^{N} c_j^{-\frac{1}{6}}.
\]

Setting \( a_j = c_j^\frac{1}{6} \) and \( x = c_1^\frac{1}{6} \), Proposition 2.2(i) follows from the following elementary result.

**Lemma 2.3.** Let \( 0 < x < 1 \), \( N \geq 2 \) and \( 0 < a_N < \ldots < a_1 \) be such that
\[
\sum_{j=1}^{N} a_j = 1 + x, \quad \sum_{j=1}^{N} a_j^7 = 1 + x^7, \quad \sum_{j=1}^{N} \frac{1}{a_j} = 1 + \frac{1}{x}. \tag{2.7}
\]
Then, \( N = 2, a_1 = 1 \) and \( a_2 = x \).

**Proof.** The case \( N = 2 \) is easily treated. Let \( a_1 = a \) and \( a_2 = b \), \( 0 < b < a \) be such that
\[
a + b = 1 + x, \quad a^7 + b^7 = 1 + x^7 = 1 + (a + b - 1)^7.
\]
Of course, \( a = 1, b = x \) is a solution. For \( 0 < a < 1 + x, a \neq 1 \), set \( f(b) = a^7 + b^7 - 1 - (a + b - 1)^7 \). We see that \( f(1) = 0 \). Moreover, \( f'(b) = 7(b^6 - (a + b - 1)^6) \), and thus \( f'(b) \) has no zero on \((0,1)\). It follows that \( f \) has no zero on \([0,1)\) and so there are no other solution than \( a = 1, b = x \) for \( N = 2 \).

We now consider the case \( N \geq 3 \). We define the bounded set
\[
\Omega = \left\{ (a_1, \ldots, a_N) \in (\mathbb{R}_+^*)^N \mid \sum_{j=1}^{N} a_j = 1 + x, \sum_{j=1}^{N} a_j^7 = 1 + x^7 \right\}
\]
and we look for the minimum on \( \Omega \) of the following positive function \( F \):
\[
F(a_1, \ldots, a_N) = \sum_{j=1}^{N} \frac{1}{a_j}.
\]
Since \( \lim_{a_j \to 0^+} F(a_1, \ldots, a_N) = +\infty \), \( F \) reaches it minimum on \( \Omega \).
Note that if \((a_1, \ldots, a_N)\) is a point of \(\Omega\) where the gradients of the functions \(\sum_{j=1}^{N} a_j\) and \(\sum_{j=1}^{N} a_j^7\) are colinear, then \(a_j = a\) for all \(j \in \{1, \ldots, N\}\). Thus,

\[
Na = 1 + x, \quad Na^7 = 1 + x^7.
\]

It follows that \(\frac{1}{N} < a < \frac{2}{N}\) and \(a^6 = \frac{1 + x^7}{1 + x} > \frac{1}{2}\) which imply \((\frac{2}{N})^6 \geq \frac{1}{2}\) and so \(N \leq 2^{4+\frac{4}{N}}\). This is a contradiction and so no such point exists on \(\Omega\).

Therefore, we can apply the method of Lagrange multipliers to characterize extrema of \(F\) on \(\Omega\). For a critical point \((a_1, \ldots, a_N) \in \Omega\) of \(F\), there exist \(\lambda, \mu \in \mathbb{R}\) such that

\[
\forall j = 1, \ldots, N, \quad \frac{1}{a_j^2} = \lambda + \mu a_j^6.
\]

Let \(g(\alpha) = \mu \alpha^4 + \lambda \alpha - 1\). We see that \(g'\) has at most one root on \([0, +\infty)\) and \(g\) has at most two roots on \([0, +\infty)\). We have already observe that \(\Omega\) contains no point of the form \((a, \ldots, a)\).

Therefore, the \((a_j)\) take exactly two different values: there exist \(0 < b < a\) and \(1 \leq k < N\) such that

\[
ka + (N - k)b = 1 + x, \quad ka^7 + (N - k)b^7 = 1 + x^7.
\]

- For \(1/3 \leq x < 1\): Note that for all \(y > 0, \frac{1}{y} \geq 2 - y\). Thus,

\[
\frac{k}{a} + \frac{N - k}{b} \geq 2N - ka - (N - k)b.
\]

Since

\[
ka + (N - k)b = 1 + x,
\]

we find

\[
\frac{k}{a} + \frac{N - k}{b} \geq 2N - 1 - x > 4 \geq 1 + \frac{1}{x}.
\]

It follows that at such a critical point, \(F\) is strictly greater that \(1 + \frac{1}{x}\).

- For \(k = 1, 0 < x < 1/3\). Then,

\[
a - 1 + (N - 1)b = x, \quad a^7 - 1 + (N - 1)b^7 = x^7.
\]

Since

\[
|a^7 - 1| = |a - 1|(a^6 + a^5 + a^4 + a^3 + a^2 + a + 1) \geq |a - 1|,
\]

we obtain from the second identity

\[
|a - 1| \leq x^7 + (N - 1)b^7.
\]

Combining this with the first identity and then using \(b < \frac{2}{3}\) (since \(3b < a + 2b \leq 1 + x < 2\)), we get

\[
(N - 1)b < x + x^7 + (N - 1)b^7 < \frac{11}{10} x + \frac{N - 1}{10} b,
\]

and so \(\frac{9}{11}(N - 1)b < x\). In particular

\[
\frac{N - 1}{b} \geq \frac{9}{11} \frac{(N - 1)^2}{x} \geq \frac{9}{11} \frac{4}{x} > 1 + \frac{1}{x}.
\]
Again, at such a critical point, \( F \) is strictly greater than \( 1 + \frac{1}{x} \).

- For \( 2 \leq k \leq N - 1, 0 < x < 1/3 \). Since \( 0 < b < a \) and
  \[
  Nb < ka + (N - k)b = 1 + x,
  \]
  we have
  \[
  a \leq \frac{1 + x}{k}, \quad b \leq \frac{1 + x}{N}.
  \]
  Thus,
  \[
  1 + x^7 = ka^7 + (N - k)b^7 \leq (k^{-6} + N^{-6})(1 + x)^7 \leq (2^{-6} + 3^{-6}) \left( \frac{4}{3} \right)^7 < 1,
  \]
a contradiction. This means that no such critical point exist in this case. \( \square \)

3. Pointwise decay estimates for ingoing multisoliton

This section is devoted to the proof of Lemma 1.4 by standard monotonicity arguments (see e.g. [13], [14] and [5]).

3.1. Monotonicity result. Set
\[
\phi(x) = \frac{2}{\pi} \arctan(\exp x), \quad \phi'(x) = \frac{1}{\pi \cosh x},
\]
so that
\[
\phi''' \leq \phi' \quad \text{on } \mathbb{R}. \quad \tag{3.1}
\]
Let us recall the following result (see [14]) whose proof is given in Appendix A for the sake of completeness.

**Lemma 3.1 (Mass-energy monotonicity).** Let \( 0 < \sigma < \sigma' < c_0 \) and \( C_0 > 0 \). There exists \( \alpha_0 > 0 \) such that the following holds. Let \( u(t) \) be a solution of (1.1) such that there exists \( R > 1 \) with
\[
\forall t \in [t_1, t_2], \quad \|u(t)\|_{H^1} \leq C_0, \quad \|u(t)\|_{L^2(x > c_0 t + R)} \leq \alpha_0. \quad \tag{3.2}
\]
Then, there exists \( C = C(\sigma, \sigma', c_0, C_0, R) > 0 \) such that, for all \( x_0 > 0 \),
\[
\int (u_x^2 + u^2)(t_2, x)\phi(\sqrt{\sigma}(x - c_0 t_2 - x_0)) \, dx
\leq 2 \int (u_x^2 + u^2)(t_1, x)\phi(\sqrt{\sigma}(x - c_0 t_1 - (c_0 - \sigma')(t_2 - t_1) - x_0)) \, dx + Ce^{-\sqrt{\sigma}x_0}. \quad \tag{3.3}
\]

3.2. Decay on the right. **Proof of Lemma 1.4**. Step 1. Decay at \( t = 0 \). Let \( 0 < \sigma_1 < c_N^{-1} \). We claim that there exists \( C > 0 \) such that
\[
\forall x_0 > 0, \quad \int (u_x^2 + u^2)(0, x)\phi(\sqrt{\sigma_1}(x - x_0)) \, dx \leq Ce^{-\sqrt{\sigma_1}x_0}. \quad \tag{3.4}
\]
Let $\sigma = \sigma_1$, $\sigma' = \frac{1}{2}(\sigma_1 + c_N^{-1})$, $c_0 = c_N^{-1}$ and $C_0 = \sup_t \|u(t)\|_{H^1}$. Let $\alpha_0$ be given by Lemma \ref{lemma:1}. From (1.12), for $t_0 > 0$ large enough, for all $t < -t_0$, for all $x$,

$$
|u(t, x)| \leq \sum_j |Q_{c_j}(x - c_j t - \Delta_j)| + \left\| u(t) - \sum_j Q_{c_j}(x - c_j t - \Delta_j) \right\|_{H^1}
$$

$$
\leq C \sum_{j=1}^N e^{-\sqrt{c_j(x-c_j t)}} + \frac{1}{2} \alpha_0.
$$

Thus, there exists $R > 0$ such that

$$
\sup_{t \leq -t_0} \|u(t)\|_{L^2(x > c_N^{-1} t + R)} < \alpha_0.
$$

By possibly taking a larger $R$, we also have

$$
\sup_{t \leq 0} \|u(t)\|_{L^2(x > c_N^{-1} t + R)} < \alpha_0.
$$

Applying Lemma \ref{lemma:1} on $[t, 0]$, for any $t < 0$, for all $x_0 > 0$,

$$
\int (u_x^2 + u^2)(0, x) \phi(\sqrt{\sigma_1}(x - x_0)) dx
$$

$$
\leq 2 \int (u_x^2 + u^2)(t, x) \phi(\sqrt{\sigma_1}(x - x_0 - \sigma't)) dx + Ce^{-\sqrt{\sigma_1}x_0}.
$$

By (1.12) and the definition of $\phi$,

$$
\lim_{t \to -\infty} \int (u_x^2 + u^2)(t, x) \phi(\sqrt{\sigma_1}(x - x_0 - \sigma't)) dx = 0,
$$

and (3.4) follows.

**Step 2.** Decay on the right for $t > 0$. Let $\sigma_1 \leq \sigma_2 < \sigma_3 < 1$. We claim

$$
\forall x > 0, \forall t > 0, \quad |u(t, t + x)| \leq C \left( e^{-\frac{1}{2}\sqrt{\sigma_1}(x + (1-\sigma_3)t)} + e^{-\frac{1}{2}\sqrt{\sigma_2}x} \right). \quad (3.5)
$$

Let $\sigma = \sigma_2$, $\sigma' = \sigma_3$, $c_0 = 1$ and $C_0 = \sup_t \|u(t)\|_{H^1}$. Let $\alpha_0$ be given by Lemma \ref{lemma:1}. As before, from (1.12), there exists $R > 0$ such that

$$
\sup_{t \geq 0} \|u(t)\|_{L^2(x \geq t + R)} < \alpha_0.
$$

Applying Lemma \ref{lemma:1} for $t > 0$, $x_0 > 0$,

$$
\int (u_x^2 + u^2)(t, x) \phi(\sqrt{\sigma_2}(x - t - x_0)) dx
$$

$$
\leq 2 \int (u_x^2 + u^2)(0, x) \phi(\sqrt{\sigma_2}(x - (1 - \sigma_3)t - x_0)) dx + Ce^{-\sqrt{\sigma_2}x_0}.
$$

Recall (3.4),

$$
\forall x_0 > 0, \quad \int (u_x^2 + u^2)(0, x) \phi(\sqrt{\sigma_1}(x - x_0)) dx \leq Ce^{-\sqrt{\sigma_1}x_0}.
$$
Since $\phi \geq \frac{1}{2}$ on $\mathbb{R}^+$ and since for all $y \in \mathbb{R}$, $\phi(\sqrt{\sigma_2}y) \leq 2\phi(\sqrt{\sigma_1}y)$ (by $\sigma_2 \geq \sigma_1$), we obtain

$$
\int_{x>t+x_0} (u_x^2 + u^2) (t,x) \, dx \leq 2 \int (u_x^2 + u^2) (t,x) \phi(\sqrt{\sigma_2}(x-t-x_0)) \, dx
$$

$$
\leq 4 \int (u_x^2 + u^2)(0,x) \phi(\sqrt{\sigma_2}(x-(1-\sigma_3)t-x_0)) \, dx + Ce^{-\sqrt{\sigma_2}x_0}
$$

$$
\leq 8 \int (u_x^2 + u^2)(0,x) \phi(\sqrt{\sigma_1}(x-(1-\sigma_3)t-x_0)) \, dx + Ce^{-\sqrt{\sigma_2}x_0}
$$

\leq Ce^{-\sqrt{\sigma_0}(x_0+(1-\sigma_3)t)} + Ce^{-\sqrt{\sigma_2}x_0}.
$$

Estimate (3.5) then follows from

$$
\|u\|_{L^\infty(x>t+x_0)}^2 \leq 2\|u_x\|_{L^2(x>t+x_0)}^2 \|u\|_{L^2(x>t+x_0)}^2 \leq \|u_x\|_{L^2(x>t+x_0)}^2 + \|u\|_{L^2(x>t+x_0)}^2.
$$

**Step 3.** End of the proof of Lemma [1.4]. We first claim the following technical facts.

**Claim 1.**

$$
\frac{\sigma_0}{\gamma_0} \geq \sqrt{c_{j_0}+1}c_{j_0}.
$$

$$
\frac{4 \sigma_0}{\gamma_0} > (1-c_{j_0}) < 1,
$$

$$
\frac{\sigma_0}{\gamma_0} + c_{j_0} - \left( \max \left( \frac{4 \sigma_0}{5 \frac{\gamma_0}{\sigma_0} - (1-c_{j_0})} \right) \right)^2 > 5\sigma_0.
$$

Assume Claim [11]. Let

$$
\sigma_1 = \frac{16}{25} < c_{j_0}^- 	ext{ by Lemma [13]}
$$

$$
\sigma_2 = \left( \max \left( \frac{4 \sigma_0}{5 \frac{\gamma_0}{\sigma_0} - (1-c_{j_0})} \right) \right)^2 < 1, \quad \sigma_1 \leq \sigma_2 < \sigma_3 < 1, \quad \sigma_0 > \sigma_0,
$$

where by (3.8) and by continuity, we fix $\sigma_0 > \sigma_0$ close enough to $\sigma_0$ and $\sigma_3 > \sigma_2$ close enough to $\sigma_2$ so that

$$
\frac{\sigma_0}{\gamma_0} + c_{j_0} - \sigma_3 > 5\sigma_0.
$$

Applying (3.5) with $x = x_0(t) - t$ where $x_0(t) = \left( \frac{\sigma_0}{\gamma_0} + c_{j_0} \right) t - K_0$, we obtain using (3.9),

$$
|u(t,x_0(t))| \leq Ce^{-\frac{\sigma_3}{2}(x_0(t) - \sigma_3 t)} + Ce^{-\frac{\sigma_2}{2}(x_0(t) - t)}
$$

$$
\leq Ce^{-\frac{\sigma_3}{2}\left( \left( \frac{\sigma_0}{\gamma_0} + c_{j_0} - \sigma_3 \right) t - K_0 \right)} + Ce^{-\frac{\sigma_2}{2}\left( \left( \frac{\sigma_0}{\gamma_0} + c_{j_0} - 1 \right) t - K_0 \right)}
$$

$$
\leq C(K_0)e^{-\sigma_0 t} \leq e^{-\sigma_0 t},
$$

for all $t > t_0(K_0)$, provided $t_0(K_0)$ is large enough.

**Proof of Claim [11].** First, by explicit computations, we see that

$$
0 \leq c \leq 1 \quad \Rightarrow \quad \sqrt{1 - \frac{3}{4}c} \geq 1 - \frac{\sqrt{c}}{2},
$$

(3.10)
so that \( \gamma(c) := \sqrt{1 - \frac{3}{4}c - \frac{\sqrt{c}}{2}} \geq 1 - \sqrt{c} \). Moreover,
\[
\gamma(c) = \frac{1 - c}{\sqrt{1 - \frac{3}{4}c + \frac{\sqrt{c}}{2}}} \leq 1 - c,
\]
thus
\[
\forall c \in [0, 1], \quad 1 - \sqrt{c} \leq \sqrt{1 - \frac{3}{4}c - \frac{\sqrt{c}}{2}} \leq 1 - c. \tag{3.11}
\]
Since \( \gamma_0 = \sqrt{c_{j_0}} \gamma(c_{j_0+1}/c_{j_0}) \), we obtain
\[
\frac{\sigma_0}{\gamma_0} \geq \frac{\sqrt{c_{j_0+1}(c_{j_0} - c_{j_0+1})}}{\sqrt{c_{j_0}(1 - c_{j_0+1}/c_{j_0})}} = \sqrt{c_{j_0+1}c_{j_0}}.
\]
Next, we prove (3.7). Observe that
\[
\sigma_0 = c_{j_0} \gamma_0 - \gamma_0^3, \tag{3.12}
\]
and, since \( \frac{3}{4} < c_j \leq 1 \) for all \( j \),
\[
0 < \gamma_0 < \sqrt{c_{j_0}} \left( \sqrt{1 - \frac{9}{16} \frac{\sqrt{3}}{4}} \right) = \frac{\sqrt{c_{j_0}}}{4} (\sqrt{7} - \sqrt{3}). \tag{3.13}
\]
Since \( 1 - c_{j_0+1} = 1 - c_{j_0} + c_{j_0} - c_{j_0+1} \leq \frac{5}{4} \), we obtain
\[
4\sigma_0 = 4\sqrt{c_{j_0+1}}(c_{j_0} - c_{j_0+1}) \leq 4\sqrt{c_{j_0+1}} \left( \frac{1}{4} - (1 - c_{j_0}) \right)
\]
\[
\leq \sqrt{c_{j_0+1}} - 4\sqrt{c_{j_0+1}}(1 - c_{j_0}) \leq c_{j_0} \sqrt{c_{j_0+1}} - 3\sqrt{c_{j_0+1}}(1 - c_{j_0})
\]
\[
\leq c_{j_0} \frac{\sqrt{c_{j_0+1}} - \frac{3}{2}(1 - c_{j_0})}{\sqrt{c_{j_0+1}} - (1 - c_{j_0})} \leq c_{j_0} \frac{\sigma_0}{\gamma_0} - (1 - c_{j_0}).
\]
Finally, we prove (3.8). We begin with the case where \( \frac{\sigma_0}{\gamma_0} < \frac{1}{5} \). Then, necessarily \( \gamma_0 < \frac{1}{5} \). It is then clear that, using (3.12),
\[
\frac{\sigma_0}{\gamma_0} + \frac{16}{25} - 5\sigma_0 = c_{j_0} - \frac{16}{25} + (c_{j_0} - \gamma_0^2)(1 - 5\gamma_0) \geq 0.
\]
Second, we assume \( \frac{\sigma_0}{\gamma_0} - (1 - c_{j_0}) \geq \frac{1}{5} \). We distinguish two cases depending on the value of \( j_0 \).
If \( j_0 = 1 \) then \( c_{j_0} = 1 \) and we are reduced to prove
\[
\frac{\sigma_0}{\gamma_0} + 1 - 16\gamma_0^2 > 5\sigma_0 \tag{3.14}
\]
where \( \frac{\sigma_0}{\gamma_0} = 1 - \gamma_0^2 \), so that it is sufficient to have
\[
0 < \gamma_0 \leq \frac{\sqrt{7} - \sqrt{3}}{4} \quad \Rightarrow \quad 2 - 5\gamma_0 - 17\gamma_0^2 + 5\gamma_0^3 > 0,
\]
which is easily checked by explicit computations.
We now consider the case where \( j_0 \geq 2 \) and thus \( N \geq 3 \). Let
\[
\tilde{\sigma}_0 = \frac{\sigma_0}{c_{j_0}^2}, \quad \tilde{\gamma}_0 = \frac{\gamma_0}{c_{j_0}^2}, \quad \tilde{\sigma}_0 \tilde{\gamma}_0 = 1 - \gamma_0^2
\]
Then, (3.8) is equivalent to
\[
\tilde{\sigma}_0 \tilde{\gamma}_0 + 1 - \left( \frac{4\tilde{\sigma}_0}{\tilde{\gamma}_0 - (\frac{1}{c_{j_0}} - 1)} \right)^2 > 5\sqrt{c_{j_0} \tilde{\sigma}_0}.
\]
(3.15)

It is clear that the following inequality
\[
\tilde{\sigma}_0 \tilde{\gamma}_0 + 1 - \left( \frac{4\tilde{\sigma}_0}{\frac{2}{\tilde{\gamma}_0} - \frac{1}{3}} \right)^2 > 5\tilde{\sigma}_0.
\]
(3.16)

would imply (3.15). By explicit computations, one can see that (3.16) is not satisfied for all \(\tilde{\gamma}_0 \in (0, \sqrt{7} - \sqrt{3})\). At this point, we need to use the definition of \(j_0\) and the fact that \(j_0 \geq 2\) to lower the value of \(\tilde{\gamma}_0\) for which we have to check (3.16).

Indeed, by the definition of \(j_0\), we have
\[
\sqrt{\frac{3}{2}} (c_{j_0} - c_{j_0 + 1}) \leq \sqrt{c_{j_0 + 1}} (c_{j_0} - c_{j_0 + 1}) \leq \sqrt{c_2} (1 - c_2) \leq (1 - c_2).
\]

Since \(1 - c_2 + c_{j_0} - c_{j_0 + 1} \leq \frac{1}{4}\), we obtain \(c_{j_0} - c_{j_0 + 1} \leq \frac{1}{2(2 + \sqrt{3})}\) and so by simple computations,
\[
\frac{c_{j_0 + 1}}{c_{j_0}} \geq \frac{1}{1 + \frac{2}{3(2 + \sqrt{3})}} \quad \text{which implies} \quad \tilde{\gamma}_0 \leq \frac{3}{20}.
\]

Moreover, we easily check that (3.16) is indeed satisfied for all \(\tilde{\gamma}_0 \in [0, \frac{3}{20}]\). \(\Box\)

4. Construction and lower bound of the approximate solution

This section contains the main ingredient of the proof, i.e. the construction of an approximate solution for \(t \gg 1\), and the description of its asymptotics for \(x \gg 1\). The approximate solution is built by explicit resolution of the main contribution of the interactions of the solitons for \(t \to +\infty\), i.e. where solitons are decoupled. Note that such refined computations were not needed for existence result.

Recall the following notation. Let \(j_0 \in \{1, \ldots, N - 1\}\) be such that
\[
\sqrt{c_{j_0 + 1}} (c_{j_0} - c_{j_0 + 1}) = \min_j \sqrt{c_{j + 1}} (c_{j} - c_{j + 1}) := \sigma_0
\]
(4.1)

and
\[
\gamma_0 = \sqrt{\frac{3}{4} c_{j_0} - \frac{3}{4} c_{j_0 + 1} - \frac{1}{2} \sqrt{c_{j_0 + 1}}}, \quad x_0(t) = \left( \frac{\sigma_0}{\gamma_0} + c_{j_0} \right) t - K_0,
\]
(4.2)

where \(K_0 > 0\).

**Proposition 4.1** (Approximate solution). Assume (1.10). There exists a function \(V(t, x)\) such that

1. There exists \(C > 0\) such that, for all \(t \geq 0\),
\[
\left\| V(t) - \sum_{j=1}^{N} Q_{c_j} (x - c_j t - \Delta_j) \right\|_{H^4} \leq Ce^{-\sigma_0 t}.
\]
(4.3)

2. For all \(t \geq 0\),
\[
\left\| \partial_t V + \partial_x (\partial_x^2 V + V^4) \right\|_{H^4} \leq Ce^{-2\sigma_0 t}.
\]
(4.4)
3. There exist \( \kappa > 0 \) and \( t_1 = t_1(K_0) > 0 \), such that, for all \( t \geq t_1 \),
\[
|V(t,x_0(t))| \geq K e^{\gamma_0 K_0 e^{-2\sigma_0 t}}.
\] (4.5)

This section is devoted to the proof of Proposition 4.1.

4.1. ODE analysis. For \( c > 0 \), let
\[
L_c f = -f'' + cf - 4Q_c^3 f, \quad L = L_1,
\] (4.6)
\[
\Lambda Q_c = \frac{1}{c} \left( \frac{1}{2} x Q_c' + \frac{1}{3} x Q_c \right) = \frac{d}{dx}Q_c |_{c'=c}, \quad \Lambda Q = \Lambda Q_1, \quad \Lambda Q = -Q.
\]

Denote the \( L^2 \) scalar product by \( (f, g) = \int f(x)g(x)dx \).

Following the outline of the proof in the Introduction, we define the solution of equation (1.21) related to the main perturbative terms in the construction of the approximate solution.

**Lemma 4.2.** Let \( \frac{3}{4} \leq c < 1 \). There exists a unique solution \( A_c \in H^{10} \) of
\[
(LA_c)' + \sqrt{c}(1-c)A_c = G_c' \quad \text{where} \quad G_c(x) = e^{-\sqrt{c}x}Q^3(x).
\] (4.7)
Moreover, \( A_c \) satisfies the following, for all \( k \geq 0 \),

(i) Decay estimates.
\[
|A_c^{(k)}(x)| \lesssim e^{\gamma_c^0 x} \quad \text{for} \quad x < 0, \quad |A_c^{(k)}(x)| \lesssim e^{-\gamma_c^I x} \quad \text{for} \quad x > 0,
\] (4.8)
where
\[
\gamma_c^0 = \sqrt{1 - \frac{3}{4}c + \frac{1}{2}\sqrt{c}}, \quad \gamma_c^I = \sqrt{1 - \frac{3}{4}c - \frac{1}{2}\sqrt{c}}, \quad \gamma_c^{II} = \sqrt{c},
\]
\[
0 < \gamma_c^I < \gamma_c^{II} = \sqrt{c} < \gamma_c^0 = \gamma_c^I + \gamma_c^{II}.
\]

(ii) Asymptotics at \( +\infty \). There exist \( a_c^{I,II} \in \mathbb{R} \) such that, for all \( k \geq 0 \),
\[
\left| (d/dx)^k \left( A_c(x) - a_c^I e^{-\gamma_c^I x} - a_c^{II} e^{-\gamma_c^{II} x} \right) \right| \lesssim e^{-\frac{3}{4}x} \quad \text{for} \quad x > 0.
\]

(iii) Generic exponential decay on the right-hand side.
\[
a_c^I = \lim_{x \to +\infty} A_c(x)e^{\gamma_c^I x} \neq 0.
\] (4.9)

(iv) Continuity of \( a_c^I \). The function \( c \in [\frac{3}{4}, 1) \mapsto a_c^I \) is continuous. In particular, \( a_c^I \) has a constant sign on \( [\frac{3}{4}, 1) \).

**Remark 4.3.** Note that \( \gamma_c^0, -\gamma_c^I \) and \( -\gamma_c^{II} \) are the three roots of \( \gamma^3 - \gamma - \sqrt{c}(1-c) = (\gamma + \sqrt{c})(\gamma^2 - \sqrt{c}(1-c)) = 0 \). Since \( \frac{3}{4} \leq c < 1 \), we have
\[
\sqrt{c} < \gamma_c^0 < 2\sqrt{c}, \quad 0 < \gamma_c^I < \sqrt{c}.
\] (4.10)

It is a key point in our proof to be able to prove that \( A_c \) has generic decay, i.e. the exponential decay \( e^{-\gamma_c^I x} \) for \( x > 0 \).

For \( 0 < c \leq \frac{1}{3} \), the situation is different since \( \gamma_c^I \geq \sqrt{c} \). In particular, \( e^{-\sqrt{c}x} \) is the generic decay of \( A_c \) in this case. The strategy of this paper cannot be applied directly.

**Remark 4.4.** By Claim [1]
\[
1 - \sqrt{c} \leq \gamma_c^I \leq 1 - c.
\] (4.11)
Proof. **Proof of (i)-(ii).** First, note that for $0 < \theta < \frac{2}{3\sqrt{3}}$, equation $\gamma^3 - \gamma - \theta = 0$ has three distinct real roots: $\gamma_0^\theta, -\gamma_0^\theta, -\gamma_0^{H}$, where

$$0 \leq \gamma_0^\theta < \gamma_0^H < 1 < \gamma_0^0 = \gamma_0^\theta + \gamma_0^H \leq \frac{2}{\sqrt{3}}.$$ 

From the spectral analysis of Pego and Weinstein [27] and standard ODE arguments, one has the following general result.

**Claim 2.** (a) Existence. For all $\theta > 0$, for all $F \in L^2$, there exists a unique solution $A \in H^3$ of

$$(LA)' + \theta A = F.$$  \hspace{1cm} (4.12)

(b) Decay. Let $F$ be a $C^\infty$ function such that

$$\forall k \geq 0, \forall x \in \mathbb{R}, \quad |F^{(k)}(x)| \leq C_k e^{-\frac{\theta}{2}|x|}.$$  \hspace{1cm} (4.13)

Assume $0 < \theta < \frac{2}{3\sqrt{3}}$ and let $A$ be the solution of (4.12). Then, $A$ is $C^\infty$ and satisfies, for all $k \geq 0$,

- Decay estimates.

$$|A^{(k)}(x)| \lesssim e^{\gamma_0^\theta x} \quad \text{for} \quad x < 0, \quad |A^{(k)}(x)| \lesssim e^{-\gamma_0^\theta x} \quad \text{for} \quad x > 0.$$  \hspace{1cm} (4.14)

- Asymptotics at $+\infty$. There exists $a_0^{H} \in \mathbb{R}$ such that

$$\left| (d/dx)^k \left( A(x) - a_0^{L} e^{-\gamma_0^\theta x} - a_0^{H} e^{-\gamma_0^H x} \right) \right| \lesssim e^{-\frac{\theta}{2}|x|} \quad \text{for} \quad x > 0.$$ 

Proof of Claim [2]. Proof of (a). In [27], it is proved that no real nonzero eigenvalue of the operator $(LA)'$ exists. We reproduce the proof here for the sake of completeness. Recall the following basic facts on $L$ (see [34])

- Ker $L = \{\lambda Q', \lambda \in \mathbb{R}\}$;
- There exists $\mu > 0$ such that for any $f \in H^1$,

$$(f, Q) = (f, Q') = 0 \quad \Rightarrow \quad (L f, f) = \int (f')^2 + f^2 - 5Q^4f^2 \geq \mu\|f\|_{H^1}.$$  \hspace{1cm} (4.15)

Let $A$ be a solution of $(LA)' + \theta A = 0$. Let $A = A + aQ'$, where $a$ is such that $\int A Q' = 0$. Then, since $LQ' = 0$,

$$(L\overline{A})' + \theta \overline{A} = a\theta Q'.$$  \hspace{1cm} (4.16)

Taking the scalar product of (4.16) by $Q$, we obtain $(A, Q) = 0$. Moreover, taking the scalar product of (4.16) by $L\overline{A}$, we get $(L\overline{A}, A) = 0$. By (4.15), it follows that $\overline{A} = 0$, and so $A = -aQ'$. But then $\theta A = 0$, so that $\theta = 0$ or $A \equiv 0$.

Once we know that no real nonzero eigenvalue exists, the invertibility of $(LA)' + \theta A$ follows from usual arguments (Fredholm alternative).

Proof of (b). These properties follow from standard ODE arguments. \hfill \Box

Apply Claim [2] to $F = G_c'$ and $\theta = \sqrt{c}(1 - c)$. There exists a unique $A_c \in H^3$ such that $(LA_c)' + \sqrt{c}(1 - c)A_c = G_c'$. Note that $\sqrt{c}(1 - c) < \frac{2}{3\sqrt{3}}$, and thus (i) and (ii) are direct consequences of Claim [2] and standard regularity arguments.
**Proof of (iii).** This point is more delicate. Let \( \frac{3}{4} < c < 1 \). Assume for the sake of the contradiction that \( a_c^1 = 0 \), so that by (ii)

\[
\forall x > 0, \quad |A_c^{(k)}(x)| \lesssim e^{-\sqrt{c}|x|} \lesssim e^{-\sqrt{\frac{3}{4}}|x|}.
\]

(4.17)

**Step 1.** Reduction to a dual equation. Let \( a, b \) be such that \( A = A_c - a\Lambda Q - bQ' \) satisfies

\[
\int A Q^\frac{5}{2} = 0, \quad \int A Q' = 0.
\]

(4.18)

Note that \( LQ^\frac{5}{2} = -\frac{21}{4}Q^\frac{5}{2} \) so that \( a \) exists since \( (Q^\frac{5}{2}, \Lambda Q) = -\frac{4}{21}(LQ^\frac{5}{2}, \Lambda Q) = \frac{4}{21} Q^\frac{5}{2}, Q \neq 0. \)

Then by \( LAQ = -Q, \) \( A \) satisfies

\[
(LA)' + \sqrt{c}(1 - c)A + \sqrt{c}(1 - c)a\Lambda Q - (a - \sqrt{c}(1 - c)b)Q' = G_c.'
\]

Set \( a_0 = \sqrt{c}(1 - c)a, \) \( B = -LA. \) Then,

\[
L(B') + \sqrt{c}(1 - c)B + a_0Q = -L(G_c'), \quad \int BQ^\frac{5}{2} = \int BQ' = 0.
\]

(4.19)

We decompose

\[
G_c = e^{-\sqrt{c}x}Q^3 = G_0 + \alpha Q' + \beta Q,
\]

where

\[
\alpha = \frac{\int G_c Q'}{\int (Q')^2} \neq 0, \quad \beta = \frac{\int G_c Q^\frac{5}{2}}{\int Q^\frac{5}{2}}, \quad \int G_0Q^\frac{5}{2} = \int G_0Q' = 0.
\]

Now, we set \( B_0 = B + G_0. \) We have thus proved

**Claim 3.** Assuming 4.17, there exists a smooth function \( B_0 \in H^3 \) such that

\[
L(B_0') + \sqrt{c}(1 - c)B_0 + a_0Q = -\alpha L(Q'') + \sqrt{c}(1 - c)G_0,
\]

(4.20)

\[
\int B_0Q^\frac{5}{2} = \int B_0Q' = 0.
\]

(4.21)

\[
\forall k \geq 0, \quad \forall x < 0, \quad |B_0^{(k)}(x)| \lesssim e^{-\gamma_0x}, \quad \forall x > 0, \quad |B_0^{(k)}(x)| \lesssim e^{-\sqrt{\frac{3}{4}}x}.
\]

(4.22)

**Step 2.** We prove by Virial type arguments that such \( B_0 \) does not exist.

- **Computation of \( a_0 \) and \( \alpha \) from 4.20-4.21.** On the one hand, we multiply 4.20 by \( \Lambda Q \) and use \( LAQ = -Q, \) \( (B_0, Q') = 0, \) \( (Q, \Lambda Q) = \frac{1}{12} \int Q^2, \) so that

\[
\sqrt{c}(1 - c)(B_0, \Lambda Q) + \frac{a_0}{12} \int Q^2 = -\alpha \int (Q')^2 + \sqrt{c}(1 - c) \int G_0\Lambda Q,
\]

and thus (using \( \int (Q')^2 = \frac{3}{4} \int Q^2 \))

\[
a_0 + \frac{36}{7} \alpha - \frac{12}{\int Q^2} \sqrt{c}(1 - c)(G_0 - B_0, \Lambda Q) = 0.
\]

(4.23)

On the other hand, consider \( H_0 \in L^{\infty} \) such that \( H_0' \in H^2, \) \( LH_0 = 1, \) \( (H_0, Q') = 0. \) An explicit expression of \( H_0 \) is available in [18], Claim 3.1:

\[
H_0 = 1 + \frac{1}{3} \left( Q' \int_0^x Q^2 - 2Q^3 \right).
\]
Multiplying (4.20) by $H_0$ and using $\int B_0' = \int Q'' = 0$, we find

$$\sqrt{c}(1-c) \int B_0 H_0 + a_0 \int Q H_0 = \sqrt{c}(1-c) \int G_0 H_0,$$

so that (note that $\int Q H_0 = -\int (L \Lambda Q) H_0 = -\int \Lambda Q = \frac{1}{6} \int Q$).

$$a_0 = \frac{6}{\int Q} \sqrt{c}(1-c)(G_0 - B_0, H_0). \quad (4.24)$$

From (4.23) and (4.24), we deduce

$$\alpha = -\frac{7}{3} \sqrt{c}(1-c)(G_0 - B_0, J_0) \quad \text{where} \quad J_0 = \frac{H_0}{2 \int Q} - \frac{\Lambda Q}{\int Q^2}. \quad (4.25)$$

– Estimate on $B_0$ by Virial type identity. We adapt a strategy developed in [12], [16]. Multiply equation (4.20) by $B_0 Q''$ and integrate. Note that all the integrals below are well-defined because of the decay properties (4.22). Then, using

$$L(Q'') = (LQ')' + 4(Q^3)'Q' = 12(Q')^2 Q^2,$$

we have

$$\int L(B_0') B_0 \frac{Q'}{Q^2} + \sqrt{c}(1-c) \int B_0^2 \frac{Q'}{Q^2} + a_0 \int B_0 \frac{Q'}{Q}$$

$$= -12\alpha \int B_0(Q')^3 + \sqrt{c}(1-c) \int B_0 \frac{Q'}{Q^2} G_0. \quad (4.26)$$

The key argument to obtain a contradiction is a coercivity property of the quadratic form $\int L(B_0') B_0 \frac{Q'}{Q^2}$ under the orthogonality conditions (4.21).

Claim 4.

$$\int L(B_0') B_0 \frac{Q'}{Q^2} \geq \frac{3}{8} \int \frac{B_0^2}{Q} + 7 \int B_0^2 Q^2.$$

See proof of Claim 4 in Appendix B.

Note that $(Q')^2 = Q^2 - \frac{2}{5} Q^5 \leq Q^2$, so that $\frac{|Q'|}{Q^2} \leq \frac{1}{Q}$, and thus for $\frac{3}{4} \leq c < 1$, we have

$$\int L(B_0') B_0 \frac{Q'}{Q^2} + \sqrt{c}(1-c) \int B_0^2 \frac{Q'}{Q^2} \geq \int B_0^2 F_0, \quad (4.27)$$

where

$$F_0 = \frac{3 - \sqrt{3}}{8} \frac{1}{Q} + 7 Q^2.$$

Define

$$N^*(B_0) := \left( \int B_0^2 F_0 \right)^{\frac{1}{2}}.$$

Define the operator $P$, the projection onto the orthogonal of span$(Q^{\frac{3}{2}}; Q')$ for the scalar product $\int (fg/F_0)$. In particular, for a given function $f$ such that $\int |f|^2 Q < +\infty$, we have

$$\left| \int B_0 f \right| \leq N^*(B_0) N(f) \quad \text{where} \quad N(f) = \left( \int \frac{(P f)^2}{F_0} \right)^{\frac{1}{2}}.$$

We claim
Claim 5.
\[ N^*(B_0) \leq \sqrt{c}(1 - c) \frac{k_1(c)}{k_2(c)}, \quad \text{where} \]
\[ k_1(c) = N \left( -\frac{6}{Q} (G_0, H_0) \frac{Q'}{Q} + 28(G_0, J_0)(Q')^3 + \frac{Q'}{Q^2} G_0 \right), \]
\[ k_2(c) = 1 - \sqrt{c}(1 - c) \left( \frac{3}{Q} N(H_0) N \left( \frac{Q'}{Q} \right) + 14N(J_0) N ((Q')^3) \right). \]

Proof of Claim 5. As a consequence of (4.26), (4.27), (4.24), (4.25), we get
\[ N^*(B_0)^2 \leq -\frac{6}{Q} \sqrt{c}(1 - c)(G_0 - B_0, H_0) \left( B_0, \frac{Q'}{Q} \right) \]
\[ + 28\sqrt{c}(1 - c)(G_0 - B_0, J_0, (B_0, (Q')^3) + \sqrt{c}(1 - c) \int B_0 \frac{Q'}{Q^2} G_0. \]

Note that by parity properties
\[ \left| (B_0, H_0) \left( B_0, \frac{Q'}{Q} \right) \right| \leq \frac{1}{2} N^*(B_0)^2 N(H_0) N \left( \frac{Q'}{Q} \right), \]
\[ \left| (B_0, J_0) \left( B_0, (Q')^3 \right) \right| \leq \frac{1}{2} N^*(B_0)^2 N(J_0) N ((Q')^3). \]

Thus,
\[ N^*(B_0) \left[ 1 - \sqrt{c}(1 - c) \left( \frac{3}{Q} N(H_0) N \left( \frac{Q'}{Q} \right) + 14N(J_0) N ((Q')^3) \right) \right] \]
\[ \leq \sqrt{c}(1 - c) \left( -\frac{6}{Q} (G_0, H_0) \frac{Q'}{Q} + 28(G_0, J_0)(Q')^3 + \frac{Q'}{Q^2} G_0 \right), \]
and (4.28) is proved. \( \square \)

Conclusion. From (4.29) and Claim 5,
\[ \left| \frac{3}{4} \alpha + \sqrt{c}(1 - c)(G_0, J_0) \right| \leq \sqrt{c}(1 - c) N(J_0) N^*(B_0) \leq c(1 - c)^2 N(J_0) \frac{k_1(c)}{k_2(c)}. \]
Thus,
\[ k(c) := \frac{c(1 - c)^2 N(J_0)}{\left| \frac{3}{4} \alpha + \sqrt{c}(1 - c)(G_0, J_0) \right| k_2(c)} \geq 1. \]

Observe that \( k(c) \) is defined through explicit functions of \( c \) (and does not depend on the function \( B_0 \)). Therefore, one can compute \( k(c) \) directly by various integrations of explicit functions. We check numerically that for all \( c \in [\frac{2}{3}, 1] \), \( 0 \leq k(c) \leq 0.5 < 1 \). In particular, a contradiction arises from (4.31) for all \( c \in [\frac{2}{3}, 1] \) as desired.

Proof of (iv). Let \( c, \tilde{c} \in (\frac{3}{4}, 1) \). Let \( A_c, A_{\tilde{c}} \) be the corresponding solutions of (4.7).

First, we claim, for \( C = C(c) \), \( \tilde{c} \) close to \( c \),
\[ \| A_c - A_{\tilde{c}} \|_{H^3} \leq C|c - \tilde{c}|. \]

Indeed, let \( \epsilon = \sqrt{c}(1 - c) - \sqrt{\tilde{c}}(1 - \tilde{c}) \), \( G_{\epsilon}(x) = \left( e^{-\sqrt{c}x} - e^{-\sqrt{\tilde{c}}x} \right) Q^3(x) \). Then,
\[ (-L(A_c - A_{\tilde{c}}))' - \sqrt{\tilde{c}}(1 - \tilde{c})(A_c - A_{\tilde{c}}) = cA_c + G_{\epsilon}. \]
Let $A_c - A_c' = D + aQ'$ so that $\int DQ' = 0$ and
\[
(-LD)' - \sqrt{c}(1 - \tilde{c})D = \epsilon A_c + G_\epsilon + a\sqrt{c}(1 - \tilde{c})Q'.
\]
Multiplying the equation by $Q$ and integrating, we find $|(D, Q)| \leq C|c - \tilde{c}|$. Multiplying the equation by $LD$ and integrating, we find $|(LD, D)| \leq C|c - \tilde{c}||D||L^2|$, so that by (4.15), $|D|_{H^1} \leq C|c - \tilde{c}|$, where $C$ depends on $c$. Multiplying the equation of $D$ by $Q'$ and integrating, we find $|a| \leq C|c - \tilde{c}|$. Next, by the equation of $D$, $|D|_{H^3} \leq C|c - \tilde{c}|$, which implies $|A_c - A_c'|_{H^3} \leq C|c - \tilde{c}|$.

Second, we set $a_c^1 = \lim_{x \to +\infty} A_c(x)e^{\gamma_c x} \neq 0$, $a_c^1 = \lim_{x \to +\infty} A_c(x)e^{\gamma_c x}$ and we prove that
\[
\lim_{\tilde{c} \to c} a_c^1 = a_c^1.
\]
Let $0 < \delta < \frac{1}{10}$ arbitrary. Fix $x_0 > 0$ large enough so that
\[
\sum_{j=0}^{2} \left| A_c^{(j)}(x_0) - (-\gamma_c^1)^ja_{c_0}e^{-\gamma_c^1 x_0} \right| \leq \delta e^{-\gamma_c^1 x_0},
\]
\[
\forall x > x_0, \quad Q^2(x) \leq \delta e^{-\frac{2}{3}x}.
\]
From (4.32) and continuity of $\gamma_c^1$ in $c$, we take $|\tilde{c} - c|$ small enough so that
\[
\sum_{j=0}^{2} \left| A_{\tilde{c}}^{(j)}(x_0) - A_c^{(j)}(x_0) \right| + |e^{-\gamma_c^1 x_0} - e^{-\tilde{\gamma}_c^1 x_0}| + |\gamma_c^1 - \tilde{\gamma}_c^1| \leq \delta e^{-\gamma_c^1 x_0}.
\]
Then by (4.35),
\[
\sum_{j=0}^{2} \left| A_{\tilde{c}}^{(j)}(x_0) - (-\tilde{\gamma}_c^1)^ja_{\tilde{c}_0}e^{-\tilde{\gamma}_c^1 x_0} \right| \leq C\delta e^{-\tilde{\gamma}_c^1 x_0}.
\]
From the equation of $A_c$, (4.32) and (4.36) (which implies for $x \geq x_0$, $(|Q^3 A_c|') + |G_c| \leq C\delta e^{-\frac{2}{3}x}$), we have
\[
\forall x > x_0, \quad \left| A_{\tilde{c}}''' - A_c' - \sqrt{\tilde{c}}(1 - \tilde{c})A_c \right| \leq C\delta e^{-\frac{2}{3}x}.
\]
Now, it follows from (4.38), (4.39) and standard ODE arguments (Duhamel formula) that
\[
\forall x > x_0, \quad \left| A_{\tilde{c}}(x) - a_{\tilde{c}}e^{-\tilde{\gamma}_c^1 x} \right| \leq C\delta e^{-\tilde{\gamma}_c^1 x}
\]
and thus $|a_{\tilde{c}}^1 - a_c^1| \leq C\delta$. 

The construction of the approximate solution requires the introduction of solutions of other ODEs but no refined property of these solutions is needed. We state two lemmas similar to Lemma 4.2 (i)-(ii), whose proofs are direct consequences of Claim 2.

**Lemma 4.5.** Let $1 < c < \frac{4}{3}$. There exists a unique solution $A_c \in H^3$ of
\[
(LA_c)' + \sqrt{c}(c - 1)A_c = G_c', \quad \text{where } G_c(x) = e^{\sqrt{c}x}Q^3(x),
\]
such that
\[
|A_c^{(k)}(x)| \lesssim e^{\gamma_c^0 x} \quad \text{for } x < 0, \quad |A_c^{(k)}(x)| \lesssim e^{-\gamma_c^1 x} \quad \text{for } x > 0,
\]
where

\[ \gamma^0_c = \sqrt{c}, \quad \gamma^1_c = \frac{\sqrt{c}}{2}, \quad \gamma^2_c = 1 - \frac{3}{4}c, \quad \gamma^3_c = \frac{\sqrt{c}}{2} + \sqrt{1 - \frac{3}{4}c}, \]

\[ 0 < \gamma^0_c < \gamma^1_c < \gamma^2_c = \gamma^3_c = \sqrt{c}. \]

Moreover, there exist \( a^{\text{I II}}_{c,c'} \) such that

\[ \left| (d/dx)^3 \left( A_c(x) - a^I_c e^{-\gamma^1_c x} - a^\text{II}_c e^{-\gamma^2_c x} \right) \right| \lesssim e^{-\frac{3}{8}x} \quad \text{for } x > 0. \]  \hfill (4.43)

It is easily checked that \( \gamma^0_c, -\gamma^2_c \) are the roots of \(-\gamma^3_c + \gamma + \sqrt{c}(c - 1)\).

**Lemma 4.6.** Let \( \frac{3}{4} \leq c \leq \frac{4}{3}, \frac{3}{4} \leq c' < 1 \). There exist unique solutions \( A^{\text{I II}}_{c,c'}, A^{\text{II}}_{c,c'} \in H^3 \) of

\[ (LA^{\text{I II}}_{c,c'})' + \left( c^3 \sqrt{c} |1 - c| + \sqrt{c} \gamma^3_c (1 - c') \right) A^{\text{I II}}_{c,c'} = (G^{\text{I II}}_{c,c'})', \]

where

\[ G^{\text{I II}}_{c,c'}(x) = e^{-\sqrt{c} \gamma^3_c x} Q^3(x). \]  \hfill (4.45)

Moreover,

\[ |(A^{\text{I II}}_{c,c'})^{(k)}(x)| \lesssim e^{(\gamma_{c,c'} + \gamma^3_c (\sqrt{c} + 1))x} \quad \text{for } x < 0, \quad |(A^{\text{I II}}_{c,c'})^{(k)}(x)| \lesssim e^{-\gamma_{c,c'} x} \quad \text{for } x > 0, \]

where

\[ \gamma_{c,c'} = \sqrt{1 - \frac{3}{4}(\gamma^3_c)^2} - \frac{c c' \sqrt{c}}{2}. \]

Moreover,

\[ \gamma_{c,c'} \geq 1 - \gamma^2_c \sqrt{c}. \]  \hfill (4.47)

Note that

\[ c^3 \sqrt{c} |1 - c| + \sqrt{c} \gamma^3_c (1 - c') = \sqrt{c} \gamma^3_c (1 - c') (\gamma^3_c + 2). \]

One then easily checks that the three roots of \(-\gamma^3_c + \gamma + c^3 \sqrt{c} |1 - c| + \sqrt{c} \gamma^3_c (1 - c')\) are

\[ \gamma_{c,c'} + \gamma^3_c \sqrt{c}, -\gamma_{c,c'}, -\sqrt{c} \gamma^3_c \sqrt{c}. \]

Equivalently, we can apply Lemma 4.6 with \( c' (\gamma^3_c)^2 \) instead of \( c \). Note that inequality (4.47) is a direct consequence of (3.10).

For future use in the construction of the approximate solution, we now define rescaled versions of \( A_c \) and \( A_{c,c'} \) and we gather useful information about these functions in the next lemma. Let

\[ A_{j,k}(x) = c_j^2 A_{c_k/c_j} \left( c_j^2 x \right), \quad \gamma_{j,k}^0 = c_j^2 \gamma_{c_k/c_j}^0, \quad \gamma_{j,k}^{\text{I II}} = c_j^2 \gamma_{c_k/c_j}^{\text{I II}}, \quad a_{j,k}^{\text{I II}} = c_j^2 a_{c_k/c_j}^{\text{I II}}, \]

\[ A_{j,k,l}^{\text{II}}(x) = c_j^2 A_{c_k/c_j,c_l/c_j}^{\text{II}} \left( c_j^2 x \right). \]

**Lemma 4.7.** Assume

\[ \frac{3}{4} < \frac{c_k}{c_j} < \frac{4}{3}. \]
(i) For \( j < k \), \( A_{j,k} \) satisfies
\[
(L_{c_j} A_{j,k})' + \sqrt{c_k} (c_j - c_k) A_{j,k} = (e^{-\sqrt{c_k} x} Q_{c_j}^3)' .
\] (4.48)
\[
|A_{j,k}(x)| \lesssim e^{\gamma_{j,k}^0} \quad \text{for} \quad x < 0 ,
\] (4.49)
\[
|d^k/dx^k \left( A_{j,k}(x) - a_{j,k}^1 e^{-\gamma_{j,k}^1 x} - a_{j,k}^{11} e^{-\gamma_{j,k}^{11} x} \right)| \lesssim e^{-\frac{2}{3} |x|} .
\] (4.50)

Moreover,
\[
\gamma_{j,k}^0 = \sqrt{c_k} , \quad \gamma_{j,k}^1 = \frac{1}{2} \sqrt{c_k} - \sqrt{c_j - \frac{3}{4} c_k} , \quad \gamma_{j,k}^{11} = \frac{1}{2} \sqrt{c_k} + \sqrt{c_j - \frac{3}{4} c_k} .
\] (4.51)

Moreover,
\[
\gamma_{j,k}^1 < \gamma_{j,k}^{11} .
\] (4.57)

(ii) For \( j > k \), \( A_{j,k} \) satisfies
\[
(L_{c_j} A_{j,k})' + \sqrt{c_k} (c_j - c_k) A_{j,k} = (e^{\sqrt{c_k} x} Q_{c_j}^3)' .
\] (4.53)
\[
|A_{j,k}(x)| \lesssim e^{\gamma_{j,k}^0} \quad \text{for} \quad x < 0 ,
\] (4.54)
\[
|d^k/dx^k \left( A_{j,k}(x) - a_{j,k}^1 e^{-\gamma_{j,k}^1 x} - a_{j,k}^{11} e^{-\gamma_{j,k}^{11} x} \right)| \lesssim e^{-\frac{2}{3} |x|} .
\] (4.55)

Moreover,
\[
\gamma_{j,k}^0 = \sqrt{c_k} , \quad \gamma_{j,k}^1 = \frac{1}{2} \sqrt{c_k} - \sqrt{c_j - \frac{3}{4} c_k} , \quad \gamma_{j,k}^{11} = \frac{1}{2} \sqrt{c_k} + \sqrt{c_j - \frac{3}{4} c_k} .
\] (4.56)

Moreover,
\[
\gamma_{j,k}^1 < \gamma_{j,k}^{11} .
\] (4.57)

(iii) For \( j \neq k \), \( l < j \), \( A_{j,k,l}^{11} \) and \( A_{j,k,l}^{II} \) satisfy
\[
(L_{c_j} A_{j,k,l}^{11})' + \left( \sqrt{c_k} |c_j - c_k| + \gamma_{j,k}^{11} (c_j - c_j) \right) A_{j,k,l}^{11} = (e^{-\sqrt{c_k} x} Q_{c_j}^3)' .
\] (4.58)
\[
|A_{j,k,l}^{11}(x)| \lesssim e^{\sqrt{c_k} x} \quad \text{for} \quad x < 0 , \quad |A_{j,k,l}^{11}(x)| \lesssim e^{-(\sqrt{c_k} - \sqrt{3}) x} , \quad \text{for} \quad x > 0 .
\] (4.59)

Proof of (4.52). This property follows directly from Lemma 4.2 (iv). \( \square \)

Proof of (4.57). It is equivalent to prove
\[
\sqrt{c_j - \frac{3}{4} c_k} - \frac{1}{2} \sqrt{c_j} < \frac{1}{2} \sqrt{c_k} - \sqrt{c_j - \frac{3}{4} c_j} ,
\]
which is clear since from \( c_j > c_k \), we have
\[
\sqrt{c_j - \frac{3}{4} c_k} - \frac{1}{2} \sqrt{c_j} = \frac{3}{4} (c_j - c_k) \quad \text{and} \quad \sqrt{c_j - \frac{3}{4} c_k} + \frac{1}{2} \sqrt{c_j} = \frac{1}{2} \sqrt{c_k} - \sqrt{c_j - \frac{3}{4} c_k} .
\]
\( \square \)

Proof of (4.59). It is a consequence of (4.47). Note that
\[
\gamma_{j,k}^{11} < \sqrt{c_k} .
\] (4.60)

Indeed, if \( k \leq l \), then \( \gamma_{j,k}^{11} \leq \gamma_{j,k}^0 \leq \sqrt{c_l} . \) If \( j < k < l \), then \( \gamma_{j,k}^{11} < \sqrt{c_k} < \sqrt{c_l} . \) If \( k < j < l \), then \( \gamma_{j,k}^{11} = \sqrt{c_k} < \sqrt{c_l} . \) \( \square \)
4.2. Construction of the approximate solution. In this subsection, we use the functions defined in Lemma 4.7 to construct an approximate solution. In this construction, we denote by $E_i$ (for $i = 1, \ldots, 5$) error terms of size $e^{-2\sigma_0 t}$. See Claim 6.

4.2.1. Two soliton interactions. Inserting

$$R = \sum_j R_j, \quad R_j(t, x) = Q(x - y_j(t)), \quad y_j(t) = c_j t + \Delta_j$$

as a first approximation into the quartic (gKdV) equation, since $\partial_t R_j + \partial_x (\partial_x^2 R_j + R_j^4) = 0$, we find

$$\partial_t R + \partial_x (\partial_x^2 R + R^4) = \partial_x \left( R^4 - \sum_j R_j^4 \right) = \partial_x \left( 4 \sum_{j \neq k} R_k R_j^3 + E_1 \right)$$

where, for some $n_1, n_2, n_3$,

$$E_1 = n_1 \sum_{j_1 \neq j_2} R_{j_1}^2 R_{j_2}^2 + n_2 \sum_{j, k \neq j_1} R_{j_1}^2 R_{j_2} R_{j_3} + n_3 \sum_{j, k \neq j_1} R_{j_1} R_{j_2} R_{j_3} R_{j_4}.$$  

The error term $E_1$ is controlled in Claim 6.

The term $R_k R_j^3$ cannot be considered as an error term. In fact, such term will contribute to the lower bound on the approximate solution which is the key point of the proof of Theorem 1.1. For this term, it is convenient to decouple the variables of $R_k$ and $R_j$ by approximating $R_k$ by its asymptotic expansion around $R_j$ (see proof of Claim 6 for more details). Since

$$4 R_k(t, x) \approx 4(10) \frac{1}{3} c_k^3 e^{-\sqrt{\sigma} |x - y_k|} = z_{j, k} e^{-\iota_{j, k} \sqrt{\sigma} (x - y_j)},$$

where $\iota_{j, k} = \text{sgn}(k - j)$ and

$$z_{j, k}(t) = 4(10) \frac{1}{3} c_k^3 e^{-\iota_{j, k} \sqrt{\sigma} (\Delta_j - \Delta_k)} e^{-\sqrt{\sigma} |c_j - c_k| t},$$

we rewrite the second member of the equation of $R$ as follows

$$\partial_t R + \partial_x (\partial_x^2 R + R^4) = \partial_x \left( \sum_{j \neq k} z_{j, k} e^{-\iota_{j, k} \sqrt{\sigma} (x - y_j)} R_j^3 \right) + \partial_x (E_1 + E_2), \quad (4.61)$$

where $E_2$, to be controlled in Claim 6, is the error term generated by this approximation

$$E_2 = \sum_{j \neq k} R_j^3 \left( 4 R_k - z_{j, k} e^{-\iota_{j, k} \sqrt{\sigma} (x - y_j)} \right).$$

4.2.2. First correction and three soliton interactions. We define an improved version of the approximate solution to cancel the main terms in the right-hand side of (4.61). Let

$$\nabla := R + Z, \quad Z = \sum_{j, k = 1, \ldots, N} Z_{j, k},$$

where

$$Z_{j, k}(t, x) = z_{j, k}(t) A_{j, k}(x - y_j(t)), \quad j \neq k.$$
By the equation of $A_{j,k}$ in (4.53) we get:
\[
\partial_t Z_{j,k} + \partial_x (\partial_x^2 Z_{j,k} + 4 R_j^3 Z_{j,k}) = z_{j,k} ( -\sqrt{c_k} c_j - c_k |A_{j,k} - (L_{c_j} A_{j,k})' | x - y_j ) = -\partial_x (z_{j,k} e^{-\iota_{j,k} \sqrt{c_k} (x-y_j)} R_j^3).
\]

Therefore, using (4.61),
\[
\partial_t \nabla + \partial_x (\partial_x^2 \nabla + \nabla^4) = \partial_t R + \partial_x (\partial_x^2 R + R^4) - \partial_x \left( \sum_{j \neq k} z_{j,k} e^{-\iota_{j,k} \sqrt{c_k} (x-y_j)} R_j^3 \right) + \partial_x \left( (R + Z)^4 - R^4 - 4 \sum_{j \neq k} R_j^3 Z_{j,k} \right) + \partial_x (E_1 + E_2) = \partial_x \left( 4 \sum_{j \neq k, j > l} R_l^3 Z_{j,k} \right) + \partial_x (E_1 + E_2 + E_3).
\]

where
\[
E_3 = 4 R^3 Z - 4 \left( \sum_{j \neq k} R_j^3 Z_{j,k} + \sum_{j \neq k, j > l} R_l^3 Z_{j,k} \right) + 6 R^2 Z^2 + 4 R Z^3 + Z^4.
\]

In the right-hand side of (4.63), the term $\partial_x \left( \sum_{j \neq k, j > l} R_l^3 Z_{j,k} \right)$ is not an error term in the sense that it is not of size $e^{-2\sigma_0 t}$. We use the asymptotic expansion of $A_{j,k}$ in (4.50) and (4.55) (depending on $j < k$ or $k < j$) to replace $Z_{j,k}$ in this term by its asymptotic expansion near $y_l$ (since $j > l$, we have $c_l > c_j$ and $y_l \gg y_j$ for $t$ large)
\[
4 Z_{j,k}(t,x) \approx 4 z_{j,k} a_{j,k}^I e^{-\gamma_{j,k}^I (x-y_j)} + 4 z_{j,k} a_{j,k}^{II} e^{-\gamma_{j,k}^{II} (x-y_l)} \approx z_{j,k}^{I} e^{-\gamma_{j,k}^I (x-y_j)} + z_{j,k}^{II} e^{-\gamma_{j,k}^{II} (x-y_l)}
\]

where
\[
z_{j,k,l}^{II}(t) = 4 z_{j,k}(t) a_{j,k}^{II} e^{-\gamma_{j,k}^{II} (\Delta_l - \Delta_j)} e^{-\gamma_{j,k}^{II} (c_l-c_j) t}.
\]

We obtain
\[
\partial_t \nabla + \partial_x (\partial_x^2 \nabla + \nabla^4) = \partial_x \left( \sum_{j \neq k, j > l} z_{j,k}^I e^{-\gamma_{j,k}^I (x-y_j)} R_j^3 + z_{j,k}^{II} e^{-\gamma_{j,k}^{II} (x-y_l)} R_j^3 \right) + \partial_x \left( \sum_{i=1}^4 E_i \right)
\]

where
\[
E_4 = \sum_{j \neq k, j > l} \left( 4 Z_{j,k} - z_{j,k}^I e^{-\gamma_{j,k}^I (x-y_j)} - z_{j,k}^{II} e^{-\gamma_{j,k}^{II} (x-y_l)} \right) R_j^3.
\]
4.2.3. **Second correction and final approximate solution.** We refine the above approximate solution \( \overline{V} \) to remove the main terms in the right-hand side of (4.64). We now define \( V \), the final version of approximate solution
\[
V := \overline{V} + W = R + Z + W, \tag{4.65}
\]
where
\[
W = \sum_{j=2}^{N} \sum_{k=1}^{N} \sum_{l=1}^{j-1} (Z^I_{j,k,l} + Z^H_{j,k,l}), \tag{4.66}
\]
and
\[
Z^I_{j,k,l}(t, x) = z^I_{j,k,l}(t) A^I_{j,k,l}(x - y_l(t)), \quad j \neq k, \quad 1 \leq l < j.
\]

First, we observe that for such \( V \), (4.3) follows directly from the definition of \( \sigma_0 \) and \( z_{j,k} \), \( z^I_{j,k} \):
\[
\|V(t) - R(t)\|_{H^3} \leq \|Z(t)\|_{H^3} + \|W(t)\|_{H^3} \leq C \sum_{j \neq k} z_{j,k}(t) \leq Ce^{-\sigma_0 t}.
\]

Now, we prove that (4.4) holds for \( V \). From the equation of \( A^I_{j,k,l} \) in (4.58), we have
\[
\begin{align*}
\partial_t Z^I_{j,k,l} + \partial_x (\partial_x^2 Z^I_{j,k,l} + 4R^3 l Z^I_{j,k,l}) & = z^I_{j,k,l} \left( - \left( \sqrt{c_k} |c_j - c_k| + \gamma^I_{j,k} (c_l - c_j) \right) A^I_{j,k,l} - (L c_l A^I_{j,k,l}) \right) (x - y_l) \\
& = -\partial_x \left( z^I_{j,k} e^{-\gamma^I_{j,k} (x-y_l)} R^3 l \right).
\end{align*}
\]

Therefore, using (4.64), we get
\[
\partial_t V + \partial_x (\partial_x^2 V + V^4) = \partial_t \overline{V} + \partial_x (\partial_x^2 \overline{V} + \overline{V}^4)
\]
\[
= \partial_x \left( \sum_{j \neq k, j > l} z^I_{j,k} e^{-\gamma^I_{j,k} (x-y_l)} R^3 l + z^I_{j,k} e^{-\gamma^I_{j,k} (x-y_l)} R^3 l \right)
\]
\[
+ \partial_x \left( V^4 - \overline{V}^4 - 4 \sum_{j \neq k, j > l} R^3 l (Z^I_{j,k,l} + Z^H_{j,k,l}) \right)
\]
\[
= \partial_x \left( \sum_{i=1}^{5} E_i \right),
\]
where
\[
E_5 = (R + Z + W)^4 - (R + Z)^4 - 4 \sum_{j \neq k, j > l} R^3 l (Z^I_{j,k,l} + Z^H_{j,k,l}).
\]

The following claim (see proof in Appendix C) completes the proof of (4.4).

**Claim 6.** For \( i = 1, \ldots, 5 \),
\[
\|\partial_x E_i(t)\|_{H^3} \leq Ce^{-2\sigma_0 t}.
\]
4.3. Asymptotics of the approximate solution. Proof of (4.3). First, it is clear that
\[ 0 < R_j(t, x) < C e^{-\frac{t}{10} e^{-2\sigma_0 t} e^{K_0}}. \]
so that
\[ R_j(t, x_0(t)) \lesssim e^{-\sqrt{\sigma_0} (x_0(t) - c_j t)}. \]
By (3.6) and (3.8), we have \( c_{j_0} > c_{j_0} + 1 \) and \( \frac{a_0}{\sigma_0} + c_{j_0} > 5 \sigma_0 + \frac{16}{25} \). Therefore,
\[ \sqrt{c_j}(x_0(t) - c_j t) \geq \frac{3}{2} \left( \frac{4}{5\sqrt{3}} \left( 5 \sigma_0 + \frac{16}{25} \right) + \frac{3}{2} \left( 1 - \frac{4}{5\sqrt{3}} \right) - 1 \right) t - K_0 \]
\[ \geq \left( 2\sigma_0 + \frac{\sqrt{3}}{2} \left( \frac{64}{125\sqrt{3}} + \frac{1}{2} - \frac{6}{5\sqrt{3}} \right) \right) t - K_0 \]
\[ \geq 2\sigma_0 t + \frac{1}{10} t - K_0. \]
It follows that, for \( t > 0 \),
\[ 0 < R(t, x_0(t)) < C e^{-\frac{t}{10} e^{-2\sigma_0 t} e^{K_0}}. \] (4.68)
Second, for \( 1 \leq j < k \leq N \), we have by (4.50)-(4.52), for all \( x - c_j t \gg 1 \),
\[ |Z_{j,k}(t, x)| \geq \kappa e^{-\sqrt{\sigma_0} (c_j - c_k) t} e^{-\gamma_{j,k}(x-c_j t)}. \] (4.69)
Since all \( Z_{j,k} \) for \( j < k \) have the same sign at \(+\infty\) (see (4.52)), their contributions are added and we obtain, for all \( x - t \gg 1 \),
\[ \left| \sum_{j < k} Z_{j,k}(t, x) \right| \geq \kappa \sum_{j < k} e^{-\sqrt{\sigma_0} (c_j - c_k) t} e^{-\gamma_{j,k}(x-c_j t)}. \] (4.70)
Moreover, using (4.57), for \( x - c_j t \gg 1 \),
\[ |Z_{k,j}(t, x)| \leq C e^{-\sqrt{\sigma_0} (c_j - c_k) t} e^{-\gamma_{j,k}(x-c_k t)}. \] (4.71)
\[ \leq C e^{-\sqrt{\sigma_0} (c_j - c_k) t} e^{-\sqrt{\sigma_0} (c_j - c_k) t} e^{-\gamma_{j,k}(x-c_j t)}. \] (4.72)
\[ \leq C e^{-\sqrt{\sigma_0} (c_j - c_k) t} |Z_{j,k}(t, x)|. \] (4.73)
Thus, for \( t \) large enough, and \( x - t \gg 1 \),
\[ |Z(t, x)| \geq \frac{\kappa}{2} \sum_{j < k} e^{-\sqrt{\sigma_0} (c_j - c_k) t} e^{-\gamma_{j,k}(x-c_j t)}. \] (4.74)
and
\[ |Z(t, x_0(t))| \geq \frac{\kappa}{2} \sum_{j < k} e^{-\sqrt{\sigma_0} (c_j - c_k) t} e^{-\gamma_{j,k}(x_0(t)-c_j t)} \geq \frac{\kappa}{2} e^{\gamma_0 K_0} e^{-2\sigma_0 t}. \] (4.75)
Third, to control \( W_{j,k,l} \), we use (4.59). For \( j \neq k, j > l, x - t > 0 \), we have
\[ |Z_{j,k,l}(t, x)| \leq C e^{-\sqrt{\sigma_0} (c_j - c_k) t} e^{-\gamma_{j,k}(c_l-c_j) t} e^{-\sqrt{\sigma_0} (c_j - c_k) t} e^{-\gamma_{j,k}(x-c_l t)}. \]
In the case where \( (c_l - c_j) t > 3 \frac{3}{4} (x - c_l t) \), we obtain
\[ |Z_{j,k,l}^1(t, x)| \leq C e^{-\sqrt{\sigma_0} (c_j - c_k) t} R_l^2(t, x) \leq e^{-4\sigma_0 t} + R_l(t, x). \]
In the case where \((c_l - c_j)t < \frac{3}{4}(x - ct)\), we obtain
\[
|Z^I_{j,k,l}(t, x)| \leq Ce^{-\sqrt{c_l-c_k}\epsilon(ct-c_l)t}e^{-\frac{1}{4}(\sqrt{c_l}-\gamma^I_{j,k})(ct-c_l)t}.
\]

In particular, for \(t\) large enough (depending on \(K_0\)), we obtain
\[
|R(t, x_0(t)) + W(t, x_0(t))| \leq \frac{1}{10}|Z(t, x_0(t))|
\]
and so
\[
|(R + Z + W)(t, x_0(t))| \geq \frac{\kappa}{3}e^\gamma_0K_0e^{-2\sigma_0t}.
\]

5. Lower bound for outgoing multi-soliton for \(t \gg 1\)

In this section, we estimate the distance between the solution \(u(t)\) of (1.1) satisfying (1.11) and the approximate solution \(V(t)\) constructed in Section 4. The strategy of the proof follows closely Proposition 6 in \[11\] (see also \[19\]). From (4.5) and this estimate, we deduce a lower bound on \(|u(t, x_0(t))|\) for large time.

**Proposition 5.1.** Assume (1.9) and (1.10).

(i) Comparison with the approximate solution. There exists \(C > 0\) such that for all \(t > 0\),
\[
\|u(t) - V(t)\|_{H^3} \leq Ce^{-2\sigma_0t}.
\]

(ii) Lower bound. There exist \(\kappa_1 > 0\) and \(t_1(K_0) > 0\) such that for \(K_0 > 0\) large enough, for all \(t > t_1(K_0)\),
\[
|u(t, x_0(t))| \geq \kappa_1e^\gamma_0K_0e^{-2\sigma_0t},
\]
where \(x_0(t) = \left(\frac{ct}{\gamma_0} + c_j\right)t - K_0\).

**Proof.** Proof of (i). The proof is similar to the one of Proposition 6 in [11], so we only sketch it. Let
\[
w(t) = u(t) - V(t).
\]

Let
\[
R(t, x) = \sum_{j=1}^{N} R_j(t, x), \quad R_j(t, x) = Q(x - c_jt - \Delta_j).
\]

On the one hand, by Theorem 1 in [11], \(u(t) \in H^3\), and there exists \(\sigma > 0\) such that
\[
\|u(t) - R(t)\|_{H^3} \leq Ce^{-\sigma t}.
\]

On the other hand, by (4.3),
\[
\|V(t) - R(t)\|_{H^3} \leq Ce^{-\sigma_0 t}.
\]

Thus, for some \(\sigma > 0\),
\[
\|w(t)\|_{H^3} \leq Ce^{-\sigma t}.
\]

Next, note that \(w\) satisfies the following equation
\[
w_t + (w_{xx} + (V + w)^4 - V^4)_x + E(V) = 0,
\]
where \( E(V) = \partial_t V + \partial_x (\partial_x^2 V + V^4) \). Define
\[
\mathcal{F}(t) = \int \left\{ \left( w_x^2 - \frac{2}{5} ((V + w)^5 - V^5 - 5wV^4) \right) (t) f(t) + w^2(t) \right\}
\]
where
\[
f(t, x) = \frac{1}{c_N} - \sum_{j=1}^{N-1} \left( \frac{1}{c_j+1} - \frac{1}{c_j} \right) \phi \left( \sqrt{\sigma} \left( x - \frac{c_j+1 + c_j}{2} t - \frac{\Delta_j+1 + \Delta_j}{2} \right) \right)
\]
and
\[
\sigma = \frac{1}{4} \min(c_1 - c_2, \ldots, c_{N-1} - c_N, c_N).
\]

We claim

**Claim 7** (Energy estimate). There exist \( C, \sigma_1 > 0 \) such that, for \( t \geq 0 \),
\[
\mathcal{F}(t) \leq Ce^{-\sigma_1 t} \sup_{t' \geq t} \| w(t') \|_{H^1}^2 + Ce^{-2\sigma_0 t} \sup_{t' \geq t} \| w(t') \|_{L^2}.
\]
(5.6)

**Sketch of the proof of Claim 7**. The proof is similar to the one of Lemma 4 [11]. The only difference is the presence of the error term \( E(V) \) in (5.5), which generates the second term in the right-hand side of (5.6).

The proof relies on the following estimate of the time derivative of \( \mathcal{F} \): for some \( \sigma_1 > 0 \),
\[
\frac{d\mathcal{F}}{dt}(t) \geq -Ce^{-\sigma_1 t} \| w(t) \|_{H^1}^2 - Ce^{-2\sigma_0 t} \| w(t) \|_{L^2}.
\]
(5.7)

Integrating (5.7) on \([t, +\infty)\), since \( \lim_{t \to \infty} \mathcal{F}(t) = 0 \) (by (5.4)), Claim 7 is proved.

The proof of (5.7) is omitted (see [11]). We only recall that a key step of the proof is the following property of \( V \)
\[
\| V_t f + V_x \|_{L^\infty} \leq Ce^{-\sigma_1 t},
\]
(5.8)
for some \( \sigma_1 > 0 \), easily proved using (5.5) and (4.4).

Next, we claim without proof the following direct consequence of the equations of \( w \) and \( Q_{c_j} \).

**Claim 8** (Control of the scaling directions).
\[
\sum_{j=1}^{N} \left| \int w(t) R_j(t) \right| \leq Ce^{-\sigma_1 t} \sup_{t' \geq t} \| w(t') \|_{H^1} + Ce^{-2\sigma_0 t}.
\]
(5.9)

We now control the translation directions and conclude the proof. Let
\[
\tilde{w}(t) = w(t) + \sum_{j=1}^{N} a_j(t) (R_j)_x(t), \quad a_j(t) = -\frac{\int w(t) (R_j)_x(t) }{\int (R_j)_x^2(t)}, \quad \int \tilde{w}(t) (R_j)_x(t) = 0,
\]
\[
C_1 \| w(t) \|_{H^1}^2 \leq \| \tilde{w}(t) \|_{H^1}^2 + \sum_{j=1}^{N} |a_j(t)|^2 \leq C_2 \| w(t) \|_{H^1}^2.
\]
(5.10)

We claim the following result, based on the equations of \( (R_j)_x \), Claims 7 and 8 as well as a coercivity property of \( \mathcal{F} \) up to scaling and translation.
Claim 9. For $t > 0$, for some $\sigma_1 > 0$,

$$\|\tilde{w}(t)\|_{H_1}^2 + \sum_{j=1}^{N} |a_j(t)|^2 \leq C e^{-\sigma_1 t} \sup_{t' \geq t} \|w(t')\|_{H_1}^2 + C e^{-4\sigma_0 t}. \quad (5.11)$$

From (5.11) and (5.10), we obtain

$$\|w(t)\|_{H_1}^2 \leq C e^{-\sigma_1 t} \sup_{t' \geq t} \|w(t')\|_{H_1} + C e^{-4\sigma_0 t},$$

and thus, for $t$ large enough,

$$\frac{1}{2} \|w(t)\|_{H_1} \leq C e^{-2\sigma_0 t},$$

which completes the proof of part (i) of Proposition 5.1.

Proof of (ii). Lower bound. From (4.5) and (5.1), for $t > t_1(K_0)$,

$$|u(t, x_0(t))| \geq |V(t, x_0(t))| - |u(t, x_0(t)) - V(t, x_0(t))| \geq |V(t, x_0(t))| - \|u(t) - V(t)\|_{H_1} \geq \kappa e^{\gamma_0 K_0} e^{-2\sigma_0 t} - C e^{-2\sigma_0 t} \geq \frac{\kappa}{2} e^{\gamma_0 K_0} e^{-2\sigma_0 t},$$

for $K_0$ large enough.

Appendix A. Proof of Lemma 3.1 and Claim 2.1

A.1. Proof of Lemma 3.1. For $x_0 > 0$, $t \in [t_1, t_2]$, set the following energy and mass Liapunov functional:

$$J_{x_0}(t) = \int \left( u_x^2 + u^2 - \frac{2}{5} u^5 \right)(t) \psi(t) dx$$

where $\psi(t, x) = \phi(\sqrt{\sigma}(x_0 - (c_0 - \sigma')(t_2 - t) - x_0))$.

Estimate (3.3) is based on the control of the variation of $J_{x_0}$ on $[t_1, t_2]$. We claim

$$\frac{d}{dt} J_{x_0}(t) \leq C e^{-\sqrt{\sigma}(c_0 - \sigma')(t_2 - t)} e^{-\sqrt{\sigma} x_0}. \quad (A.1)$$

Indeed, we have by direct computations (see e.g. Appendix C in [13]),

$$\frac{d}{dt} J_{x_0}(t) = \int \left( -(u_{xx} + u^4)^2 - 2u_{xx}^2 - 3u_x^2 + 8u_x^2 u^3 + \frac{8}{5} u^5 \right) \psi_x$$

$$- \sigma' \int (u_x^2 + u^2 - \frac{2}{5} u^5) \psi_x + \int (u_x^2 + u^2) \psi_{xx}.$$  

Thus, using (3.1),

$$\frac{d}{dt} J_{x_0}(t) \leq \int \left( -(u_{xx} + u^4)^2 - 2u_{xx}^2 - 3u_x^2 + 8u_x^2 |u|^3 + \frac{2}{5} (4 + C_0) |u|^5 \right) \psi_x$$

$$- (\sigma' - \sigma) \int (u_x^2 + u^2) \psi_x.$$
Note first that \( \| u \|_{L^\infty(x>c_0t+R)}^2 \leq \| u_x \|_{L^2(x>c_0t+R)} \| u \|_{L^2(x>c_0t+R)} \leq C_0 \alpha_0 \). Next, observe that

\[
\int u_x^2 |u|^3 \psi_x \leq \int_{x < c_0 t + R} u_x^2 |u|^3 \psi_x + \int_{x > c_0 t + R} u_x^2 |u|^3 \psi_x
\]

\[
\leq C \phi \left( \sqrt{\sigma} (R - (c_0 - \sigma')(t_2 - t) - x_0) \right) + \| u \|_{L^\infty(x>c_0t+R)}^3 \int u_x^2 \psi_x
\]

\[
\leq C e^{-\sqrt{\sigma}(c_0 - \sigma')(t_2 - t)} e^{-\sqrt{\sigma} x_0} + C \alpha_0^{\frac{3}{2}} \int u_x^2 \psi_x,
\]

and similarly,

\[
\int |u|^5 \psi_x \leq C e^{-\sqrt{\sigma}(c_0 - \sigma')(t_2 - t)} e^{-\sqrt{\sigma} x_0} + C \alpha_0^{\frac{3}{2}} \int u_x^2 \psi_x.
\]

Estimate (A.1) follows, for \( \alpha_0 \) small enough (depending on \( \sigma, \sigma', c_0, C_0 \)).

Integrating (A.1) on \([t_1, t_2]\), we get

\[
J_{x_0}(t_2) - J_{x_0}(t_1) \leq e^{-\sqrt{\sigma} x_0}.
\]

We control the nonlinear term in \( J_{x_0}(t) \) as before:

\[
\int |u|^5 \psi \leq \int_{x < c_0 t + R} |u|^5 \psi + \int_{x > c_0 t + R} |u|^5 \psi
\]

\[
\leq C \phi \left( \sqrt{\sigma} (R - (c_0 - \sigma')(t_2 - t) - x_0) \right) + \| u \|_{L^\infty(x>c_0t+R)}^3 \int u_x^2 \psi
\]

\[
\leq C e^{-\sqrt{\sigma}(c_0 - \sigma')(t_2 - t)} e^{-\sqrt{\sigma} x_0} + C \alpha_0^{\frac{3}{2}} \int u_x^2 \psi \leq C e^{-\sqrt{\sigma} x_0} + C \alpha_0^{\frac{3}{2}} \int u_x^2 \psi.
\]

Thus, for \( \alpha_0 \) small enough,

\[
J_{x_0}(t_2) \geq \int (u_x^2 + u^2 - C |u|^5) (t_2) \psi
\]

\[
\geq \int (u_x^2 + u^2) (t_2) \psi - C e^{-\sqrt{\sigma} x_0} - C \alpha_0^{\frac{3}{2}} \int u_x^2 \psi
\]

\[
\geq \frac{3}{4} \int (u_x^2 + u^2) (t_2, x) \phi \left( \sqrt{\sigma}(x - c_0 t_2 - x_0) \right) \, dx - C e^{-\sqrt{\sigma} x_0};
\]

\[
J_{x_0}(t_1) \leq \int (u_x^2 + u^2 + C |u|^5) (t_1) \psi
\]

\[
\leq \int (u_x^2 + u^2) (t_1) \psi + C e^{-\sqrt{\sigma} x_0} + C \alpha_0^{\frac{3}{2}} \int u_x^2 (t_1) \psi
\]

\[
\leq \frac{3}{2} \int (u_x^2 + u^2)(t_1, x) \phi \left( \sqrt{\sigma}(x - c_0 t_1 - (c_0 - \sigma')(t_2 - t_1) - x_0) \right) \, dx + C e^{-\sqrt{\sigma} x_0}.
\]

Combining these estimates, we get

\[
\int (u_x^2 + u^2)(t_2, x) \phi \left( \sqrt{\sigma}(x - c_0 t - x_0) \right) \, dx
\]

\[
\leq 2 \int (u_x^2 + u^2)(t_1, x) \phi \left( \sqrt{\sigma}(x - c_0 t_1 - (c_0 - \sigma')(t_2 - t_1) - x_0) \right) \, dx + C e^{-\sqrt{\sigma} x_0}.
\]
A.2. Proof of Lemma 2.1. The proof of Lemma 2.1 is based on the three conservation laws, mass (1.2), energy (1.3) and integral (1.4).

Recall that
\[ \int Q_c^2 = c^2 \int Q^2, \quad E(Q_c) = c^2 E(Q), \quad \int Q_c = \frac{1}{c^6} \int Q, \]

Let \( N \geq 2, \ 0 < c_N < \ldots < c_1 \) and \( \Delta_1, \Delta_2, \ldots, \Delta_N \in \mathbb{R} \). Let \( u(t) \) be the solution of (1.1) satisfying (2.1). Let
\[
w(t) = u(t) - \sum_{j=1}^{N} Q_{c_j}(-c_j t - \Delta_j).
\]

By the uniqueness result in [11], we have, for some \( C, \gamma > 0 \),
\[
\|w(t)\|_{H^1} \leq C e^{-\gamma t}. \tag{A.2}
\]

First, as in Step 1 of the proof of Lemma 1.4, using Lemma 3.1 and (A.2),
\[
\forall x_0 > 0, \ \forall t > 0, \ \int_{x < -x_0 + c_N t} u^2(t, x) dx \leq C e^{-\sqrt{\frac{c_N}{2}} x_0}. \tag{A.3}
\]

Second, following the proof of Lemma 7.4 in [25], using the exponential decay in time (A.2), there exists \( C > 0 \) such that
\[
\forall t > 0, \ \int_{x > c_1 t} (x - c_1 t)^2 u^2(t, x) dx \leq C. \tag{A.4}
\]

By the exponential decay properties of \( Q_{c_j} \), we deduce from (A.3) and (A.4) that
\[
\forall t > 0, \ \int_{x < c_N t} (x - c_N t)^2 w^2(t, x) dx + \int_{x > c_1 t} (x - c_1 t)^2 w^2(t, x) dx \leq C. \tag{A.5}
\]

From this, we deduce easily that \( \int |w(t)| \to 0 \) as \( t \to +\infty \). Indeed,
\[
\int |w(t)| \leq \int_{x < \frac{1}{2} c_N t} |w(t)| + \int_{\frac{1}{2} c_N t < x < \frac{1}{2} c_1 t} |w(t)| + \int_{x > \frac{3}{2} c_1 t} |w(t)|
\leq C \left( \int_{x < \frac{1}{2} c_N t} (x - c_N t)^{\frac{3}{2}} w^2(t) \right)^{\frac{1}{2}} + C t^{\frac{1}{2}} \left( \int |w(t)|^2 \right)^{\frac{1}{2}} + C \left( \int_{x > \frac{3}{2} c_1 t} (x - c_1 t)^{\frac{3}{2}} w^2(t) \right)^{\frac{1}{2}}
\leq C t^{-\frac{1}{4}} + C e^{-\frac{\gamma t}{4}}.
\]

Appendix B. Proof of Claim 4

Set \( D = \frac{B}{Q^2}, E = DQ^2 = BQ^{-\frac{1}{2}}, F = EQ^2 = DQ^3 = BQ \). In particular,
\[
\int BQ^\frac{3}{2} = \int EQ^3 = 0.
\]

First, we claim:
Claim 10.

\[ \int L(B')B \frac{Q'}{Q^2} = (D')^2 \left( \frac{3}{2} Q^3 + \frac{3}{10} Q^6 \right) - \int D^2 \left( 3Q^3 - \frac{21}{5} Q^6 + \frac{6}{5} Q^9 \right), \quad \text{(B.1)} \]

\[ \int (D')^2 Q^3 = \int (E')^2 + \frac{9}{4} \int E^2 - \frac{9}{5} \int E^2 Q^3, \quad \text{(B.2)} \]

\[ \int (D')^2 Q^6 = \int (F')^2 + 9 \int F^2 - \frac{27}{5} \int F^2 Q^3. \quad \text{(B.3)} \]

Proof of (B.1).

\[ \int L(B')B \frac{Q'}{Q^2} = \int (DQ')'L(DQ') = \int (2DQQ' + D'Q^2)(DLQ' - 2D'Q'' - D''Q') \]

\[ = \int (D')^2 (2Q^3 + Q'Q') + \int D^2 (2(QQ'Q')' - (Q(Q')^2)'') \]

\[ = \int (D')^2 (3Q^3 - \frac{3}{2} Q^2 Q'' + 3Q(Q')^2) - \int D^2 ((Q')^3)' \]

\[ = \int (D')^2 \left( \frac{3}{2} Q^3 + \frac{3}{10} Q^6 \right) - \int D^2 \left( 3Q^3 - \frac{21}{5} Q^6 + \frac{6}{5} Q^9 \right). \]

Proof of (B.2)–(B.3). Let \( \beta > 0 \).

\[ \int \left( D^{1+\beta} \right)^2 = \int (D')^2 (DQ')^2 (DLQ' - 2D'Q'' - D''Q') \]

\[ = \int (D')^2 \left( 2Q^3 + \frac{1}{2} (Q^2 Q')' + 2Q(Q')^2 \right) + \int D^2 (2(QQ'Q')' - (Q(Q')^2)'' \]

\[ = \int (D')^2 \left( 3Q^3 - \frac{3}{2} Q^2 Q'' + 3Q(Q')^2 \right) - \int D^2 ((Q')^3)' \]

\[ = \int (D')^2 \left( \frac{3}{2} Q^3 + \frac{3}{10} Q^6 \right) - \int D^2 \left( 3Q^3 - \frac{21}{5} Q^6 + \frac{6}{5} Q^9 \right). \]

(B.4)

Thus, applied to \( \beta = \frac{1}{2} \) and \( \beta = 2 \),

\[ \int (D')^2 Q^3 = \int (E')^2 + \frac{9}{4} \int E^2 - \frac{9}{5} \int E^2 Q^3 \]

\[ \int (D')^2 Q^6 = \int (F')^2 + 9 \int F^2 - \frac{27}{5} \int F^2 Q^3. \]

Note also that by definition of \( E \) and \( F \):

\[ \int E^2 Q^3 = \int F^2. \quad \text{(B.5)} \]
End of the proof of Claim 4. We combine (B.1)-(B.2)-(B.3)-(B.5) to write \( \int L(B') B\frac{Q'}{Q^2} \) as a sum of two nonnegative quadratic forms in \( E \) and \( F \).

\[
\int L(B') B\frac{Q'}{Q^2} = \frac{3}{2} \left( \int (E')^2 + \frac{9}{4} \int E^2 - \frac{9}{5} \int E^2 Q^3 \right) \\
+ \frac{3}{10} \left( \int (F')^2 + 9 \int F^2 - \frac{27}{5} \int F^2 Q^3 \right) \\
- 3 \int E^2 + \frac{21}{5} \int F^2 - \frac{6}{5} \int F^2 Q^3 \\
= \frac{3}{8} \int E^2 + \frac{3}{2} \left( \int (E')^2 - \frac{27}{5} \int E^2 Q^3 \right) \\
+ \frac{3}{10} \left( \int (F')^2 + 41 \int F^2 - \frac{47}{5} \int F^2 Q^3 \right).
\]

We claim

**Claim 11.**

\[
\int (F')^2 + \frac{35}{2} \int F^2 - \frac{47}{5} \int F^2 Q^3 \geq 0 \\
\int (E')^2 - \frac{27}{5} \int E^2 Q^3 \geq 0.
\]

**Proof.** We use standard arguments from [31]. For \( \beta > 0 \), the operator

\[
w'' + \frac{1}{5} \beta (2\beta + 3) Q^3 w
\]

has first eigenfunction \( Q^\beta \) and first eigenvalue \( -\beta^2 \). In particular, for \( \beta = 4 \), it follows that

\[
\forall w, \quad \int (w')^2 + 16 \int w^2 - \frac{44}{5} \int Q^3 w^2 \geq 0.
\]

Note that this can also be deduced from (B.4). Since \( \frac{3}{5} Q^3 \leq \frac{3}{2} \) from the expression of \( Q \), we have proved (B.6).

We also know that for \( \frac{3}{2} < \beta \leq 3 \), the operator defined in (B.8) has exactly one other eigenfunction \( Q' Q^{\beta - \frac{3}{2}} \) with eigenvalue \( -(\beta - \frac{3}{2})^2 \). In particular, with \( \beta = 3 \),

\[
\int wQ^3 = \int wQ' Q^{\frac{3}{2}} = 0 \implies \int (w')^2 - \frac{27}{5} \int w^2 Q^3 \geq 0.
\]

In conclusion,

\[
\int L(B') B\frac{Q'}{Q^2} \geq \frac{3}{8} \int E^2 + \frac{141}{10} \int E^2 Q^3 \geq \frac{3}{8} \int B^2 + \frac{141}{20} \int B^2 Q^2.
\]

**Appendix C. Proof of Claim 6**

Here is an elementary claim that we will use frequently in this proof. The proof is immediate and we omit it.
Claim 12. Let $F_1$ and $F_2$ be two $C^\infty$ functions such that for all $0 \leq k \leq 5$, $\sigma_1, \sigma_2 > 0$, $L > 0$,

$$|F_1^{(k)}| \leq C_k e^{-\sigma_1^0 x}, \text{ for } x > 0, \quad |F_1^{(k)}| \leq C_k e^{\sigma_1^0 x}, \text{ for } x < 0,$$

$$|F_2^{(k)}| \leq C_k e^{-\sigma_2^0 (x+L)}, \text{ for } x > -L, \quad |F_2^{(k)}| \leq C_k e^{\sigma_2^0 (x-L)}, \text{ for } x < -L.$$  \hspace{1cm} (C.1)

Then, for all $k \geq 0$,

$$\begin{align*}
&\text{if } \sigma_1 \neq \sigma_2: \quad \|F_1 F_2\|_{H^4} \leq C_k e^{-\min(\sigma_1^0, \sigma_2^0) L}, \\
&\text{if } \sigma_1 = \sigma_2: \quad \|F_1 F_2\|_{H^4} \leq C_k e^{-\sigma_1^0 L}, \hspace{1cm} (C.3)
\end{align*}$$

Since for all $p \geq 0$, $|R_j^{(p)}| \lesssim e^{-\sqrt{c}(x-c_0 t)}$ by Claim 12, we easily check that for $j_k \neq j_l$,

$$\|R_j^{(1)} R_j^{(2)}\|_{H^4} \lesssim e^{-2\sigma_0 t}, \quad \|R_j^{(2)} R_j^{(1)} R_j^{(3)}\|_{H^4} \lesssim e^{-3\sigma_0 t},$$

and thus

$$\|E_1\|_{H^4} \lesssim e^{-2\sigma_0 t}.$$  \hspace{1cm} (C.2)

Note that for $k \geq 0$,

$$\forall x, \quad \left|Q_{c_j}(x) - (-\text{sign } x)^k (10 \frac{1}{3} e^{-|x|} \right| \leq C_k e^{-|x|},$$

$$\left|Q_{c_j}(x) - (-\text{sign } x)^k (10 \frac{1}{3} e^{-\sqrt{c}(x-c_0 t)} e^{-\sqrt{c}(x-y_j)} \right| \leq C_k e^{-\sqrt{c}|x|}.$$  \hspace{1cm} (C.3)

To estimate $E_2$, we consider two different regions in space. Assume $k > j$. For $x > y_k := c_0 t + \Delta_k$, we have

$$\left\|\left(4R_k(t, x) - z_{j,k}(t) e^{-\sqrt{c}(x-y_j)} \right) \cdot R_j^{(3)}\right\|_{H^3(x > y_k)}$$

$$= 4 \left\|Q_{c_k}(x - y_k) - (10 \frac{1}{3} c_j^2 e^{-\sqrt{c}(x-y_j)} e^{-\sqrt{c}(c_j-c_k) t} e^{-\sqrt{c}(x-y_j)} \right\|_{H^3(x > y_k)}$$

$$= 4 \left\|Q_{c_k}(x - y_k) - (10 \frac{1}{3} c_j^2 e^{-\sqrt{c}(x-y_j)} \right\|_{H^3(x > y_k)}$$

$$\leq C \left\|e^{-4\sqrt{c}(x-y_k)} e^{-3\sqrt{c}|x-y_j|} \right\|_{L^2(x > y_k)} \lesssim e^{-2\sigma_0 t}.$$  \hspace{1cm} (C.2)

For $x < y_k$, the following is straightforward

$$\left\|z_{j,k} e^{-\sqrt{c}(x-y_k)} R_j^{(3)}\right\|_{H^3(x < y_k)} + \left\|R_k R_j^{(3)}\right\|_{H^3(x < y_k)} \lesssim e^{-2\sigma_0 t}.$$

The case $k < j$ is similar. We obtain

$$\|E_2\|_{H^4} \lesssim e^{-2\sigma_0 t}.$$  \hspace{1cm} (C.2)

By the definition of $z_{j,k}$, it is clear that quadratic and higher order terms in $Z$ in the expression of $E_3$ are controlled by $e^{-2\sigma_0 t}$, i.e.

$$\|Z^4\|_{H^4} + \|RZ^3\|_{H^4} + \|R^2Z^2\|_{H^4} \leq e^{-2\sigma_0 t}.$$  \hspace{1cm} (C.2)

We now consider the remaining term in $E_3$, which we can write as follows

$$\tilde{E}_3 = 4 \sum_{j \neq k, l_1, l_2, l_3 \neq L_j} R_{l_1} R_{l_2} R_{l_3} Z_{j,k},$$
where \( L_j = \{(l_1, l_2, l_3) \mid l_1 = l_2 = l_3 = j \) or \( l_1 = l_2 = l_3 < j \). In the sum defining \( \tilde{E}_3 \), if \( l_1 \neq l_2 \), then
\[
\|R_{l_1} R_{l_2}\|_{H^4} \lesssim e^{-\sigma_0 t},
\]
and thus, the decay of \( Z_{j,k} \),
\[
\|R_{l_1} R_{l_2} R_{l_3} Z_{j,k}\|_{H^4} \lesssim e^{-2\sigma_0 t}.
\]
Therefore, we only have to consider terms such that \( l_1 = l_2 = l_3 = l > j \). For such \( j, k, l \), we have immediately, by the decay of \( R_l \),
\[
\|R_l^3 Z_{j,k}\|_{H^4(x>y_j)} \lesssim e^{-2\sigma_0 t}.
\]
For \( y < y_j \), we use the space decay of \( A_{j,k} \) on the left given in (4.49) and (4.54),
\[
\|R_l^3 Z_{j,k}\|_{H^4(x<y_j)} \lesssim e^{-\sigma_0 t}\|e^{-3\sqrt{\gamma_0}x} e^{-\gamma_0^0 \nu \frac{1}{3} (x_2(x_1^2 + x_1^2))} \|_{L^2(x<y_j)} \lesssim e^{-2\sigma_0 t}.
\]
We have just proved
\[
\|E_3\|_{H^4} \lesssim e^{-2\sigma_0 t}.
\]
For \( E_4 \), we use (4.49), (4.53) and we argue as before for \( E_2 \),
\[
E_4 = \sum_{j \neq k, j > l} \left( 4Z_{j,k} - z^1_{j,k} e^{-\gamma_0^0 (x,y)} - z^{II}_{j,k} e^{-\gamma_0^{II} (x,y)} \right) R_l^3.
\]
For \( j \neq k, j > l \),
\[
\left( 4Z_{j,k} - z^1_{j,k} e^{-\gamma_0^0 (x,y)} - z^{II}_{j,k} e^{-\gamma_0^{II} (x,y)} \right) R_l^3 \|_{H^4(x>y_j)} \lesssim |z_{j,k}| \|e^{-3\sqrt{\gamma_0}x} e^{-\gamma_0^0 \nu \frac{1}{3} (x_2(x_1^2 + x_1^2))} \|_{L^2(x>y_j)} \lesssim e^{-2\sigma_0 t}.
\]
The estimate for \( y < y_j \) is immediate and we obtain
\[
\|E_4\|_{H^4} \lesssim e^{-2\sigma_0 t}.
\]
Finally, we consider \( E_5 \). As for \( E_3 \), it is clear that quadratic and higher order terms in \( W \) in the expression of \( E_3 \) are controlled by \( e^{-2\sigma_0 t} \), i.e.
\[
\|(R + Z)^2 W^2\|_{H^4} + \|(R + Z)W^3\|_{H^4} + \|W^4\|_{H^4} \lesssim e^{-2\sigma_0 t}.
\]
Similary, terms containing products of \( Z_{j,k} \) and \( Z^{II}_{j,k,l} \) are also controlled directly by the expression of \( Z_{j,k} \):
\[
\|(R + Z)^3 - R^3 \|_{H^4} \lesssim e^{-2\sigma_0 t}.
\]
Therefore, it only remains to estimate the following term
\[
R^3 W - \sum_{j=2}^N \sum_{k \neq j} R^3_l (Z^I_{j,k,l} + Z^{II}_{j,k,l})
\]
\[
= \sum_{l_1, l_2, l_3} R_{l_1} R_{l_2} R_{l_3} W - \sum_{j=2}^N \sum_{k \neq j} R^3_l (Z^I_{j,k,l} + Z^{II}_{j,k,l}).
\]
In the first sum on the right-hand side term, when \( l_1 \neq l_2 \) or \( l_1 \neq l_3 \) or \( l_2 \neq l_3 \), the corresponding term is immediately controlled:

\[
\left\| \sum_{l_1, l_2, l_3} R_{l_1} R_{l_2} R_{l_3} W \right\|_{H^4} \lesssim e^{-2\sigma_0 t}.
\]

Thus, it only remains to consider terms:

\[
\sum_{l_1=1}^{N} \sum_{j=2}^{j_{\max}} \sum_{k=1}^{N} \sum_{l_2, l_3 = 1}^{l_{\max}} R_{l_1}^3 (Z_{j,k,l_1}^{I} + Z_{j,k,l_1}^{II}).
\]

To estimate each term of this sum, we distinguish the cases \( l_1 > l_2 \) and \( l_2 > l_1 \). For \( l_1 > l_2 \), we use the estimate of \( A_{j,k,l_2}^{I} \) for \( x < y_1 \) in (4.59). Indeed,

\[
\left\| R_{l_1}^3 Z_{j,k,l_2}^{I} \right\|_{H^4(x < y_1)} \lesssim \left\| z_{j,k,l_2}^{I} \right\|_{L^2(x < y_1)} e^{-\sqrt{c_1} |c_j| e^{-\sqrt{c_2} |x-c_l| t} (x-(c_1-c_l)_t)} \lesssim e^{-2\sigma_0 t}.
\]

and a similar estimate for \( x > y_2 \) is clear.

For the case \( l_1 < l_2 \), we argue similarly, but we use the estimate in (4.59) for \( x > 0 \) and the exact expression of \( z_{j,k,l_2}^{I} \),

\[
\left\| R_{l_1}^3 Z_{j,k,l_2}^{I} \right\|_{H^4(x > y_1)} \lesssim \left\| z_{j,k,l_2}^{I} \right\|_{L^2(x > y_1)} e^{-\sqrt{c_1} |c_j| e^{-\sqrt{c_2} |x-c_l| t} (x-(c_1-c_l)_t)} \lesssim e^{-2\sigma_0 t}.
\]

Let \( j_1 \) be such that \( c_{j_1} - c_{j_1+1} = \min_j (c_j - c_{j+1}) \). We have

\[
(\sqrt{c_1} - \gamma_{j,k}^{I}) (c_{j_1} - c_{j_2}) \geq (\sqrt{c_1} - \gamma_{j,k}^{II}) (c_{j_1} - c_{j_1+1}),
\]

\[
\gamma_{j,k}^{I} (c_{j_2} - c_{j_1}) \geq \gamma_{j,k}^{II} (c_{j_1} - c_{j_1+1}).
\]

Thus

\[
\left\| R_{l_1}^3 Z_{j,k,l_2}^{I} \right\|_{H^4(x > y_1)} \lesssim e^{-\sqrt{c_1} |c_j| e^{-\sqrt{c_2} |x-c_l| t} (x-(c_1-c_l)_t)} \lesssim e^{-2\sigma_0 t}.
\]

The estimate for \( x < y_1 \) is clear for this term.

Thus, we have proved

\[
\|F_5\|_{H^4} \lesssim e^{-2\sigma_0 t}.
\]
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