REAL GEOMETRIC INVARIANT THEORY
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Abstract. For linear actions of real reductive Lie groups we prove the Kempf-Ness Theorem about closed orbits and the Kirwan-Ness Stratification Theorem of the null cone. Since our completely self-contained proof focuses strongly on geometric and analytic methods, essentially avoiding any deep algebraic result, it applies also to non-rational linear actions.
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1. Introduction

The Kempf-Ness Theorem provides a beautiful and simple geometric criterion for the closedness of orbits of a holomorphic representation of a complex reductive Lie group [KN79]. It implies that a non-closed orbit with positive distance to the origin contains a non-trivial closed orbit in its closure. For orbits in the null cone, being the union of all the orbits containing the origin in its closure, this is no longer true. The Kirwan-Ness Theorem describes a Morse-type stratification of the null cone into finitely many invariant submanifolds, with respect to a natural energy functional associated to the moment map of the action [Kir83], [Nes84].

In 1990, Richardson and Slodowy showed that the Kempf-Ness Theorem extends to the case of real reductive Lie groups acting linearly on Euclidean vector spaces [RS90]; see also [Mar01], [HS07], [EJ09], [BZ10]. Later on, the Stratification Theorem was extended to the case of real reductive Lie groups by Laurat [Lau10], and by Heinzner, Schwarz and Stötzelt to the more general setting of actions on complex spaces [HSS08]. The proof of most of these results rely on those of the complex case.

The second author was supported by the Alexander von Humboldt Foundation.
thus making use of deep results from the theory of algebraic groups (e.g. [Mos55, BHC62, BT65, Bir71], or of complex spaces.

The aim of this article is to provide completely self-contained proofs of the Kempf-Ness Theorem and the Kirwan-Ness Stratification Theorem for linear actions of real reductive Lie groups. This is achieved by adapting to our context some of the existing proofs, together with a detailed understanding of the particular case of abelian groups.

Our setup is as follows: let $\rho : G \to \text{GL}(V)$ be a faithful representation of the real Lie group $G$ on a real, finite-dimensional vector space $V$, with $\rho(G)$ closed in $\text{GL}(V)$. To simplify notation, in what follows we will suppress $\rho$. We say that a closed subgroup $G \subset \text{GL}(V)$ is a real reductive Lie group if there exists a scalar product $\langle \cdot, \cdot \rangle$ on $V$ such that

$$G = K \cdot \exp(p),$$

where $K := G \cap O(V, \langle \cdot, \cdot \rangle)$, $p := g \cap \text{Sym}(V, \langle \cdot, \cdot \rangle)$, $g$ denotes the Lie algebra of $G$, and $\exp : \mathfrak{g}(V) \to \text{GL}(V)$ the Lie exponential map. Here $O(V, \langle \cdot, \cdot \rangle)$ denotes the group of orthogonal linear maps in $\text{GL}(V)$ and $\text{Sym}(V, \langle \cdot, \cdot \rangle)$ the set of symmetric endomorphisms of $V$. The maximal compact subgroup of $G$ is $K$, and at Lie algebra level $[1]$ yields a Cartan decomposition $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}$, that is $[\mathfrak{k}, \mathfrak{p}] \subset \mathfrak{p}$ and $[\mathfrak{p}, \mathfrak{p}] \subset \mathfrak{k}$.

Let us mention that there are several non-equivalent definitions of real reductive Lie group in the literature. We refer the reader to Appendix A for a comparison between these definitions and ours.

The group $\text{GL}(V)$ itself is real reductive, and so is any faithful, finite-dimensional representation of a real semisimple Lie group $G$ with finitely many components [Mos55]. The same is true for $\text{GL}_n(\mathbb{R})$, provided the center acts by semisimple endomorphisms. For $G \subset \text{GL}(V)$ connected, [1] is equivalent to saying that its Lie algebra is closed under transpose, see [Kna02, Prop. 7.14]. In contrast to these examples, notice that the action of a nilpotent, non-abelian Lie group is never real reductive.

We turn now to the Kempf-Ness Theorem. A vector $\bar{v} \in G \cdot v \subset V$ is called a minimal vector, if it minimizes the distance to $0$ within the orbit $G \cdot v$. If we denote by $\mathcal{M} \subset V$ the set of all minimal vectors, it is clear that any closed orbit must intersect $\mathcal{M}$. Conversely, we have the following

**Theorem 1.1.** For a real reductive Lie group $G$ acting linearly on $(V, \langle \cdot, \cdot \rangle)$ the following holds:

(i) Any orbit $G \cdot v$ containing a minimal vector $\bar{v}$ is closed, and moreover we have that $G \cdot \bar{v} \cap \mathcal{M} = K \cdot \bar{v}$.

(ii) If the orbit $G \cdot v$ is not closed, then there exists $\alpha \in \mathfrak{p}$ such that the limit $w = \lim_{t \to \infty} \exp(t \alpha) \cdot v$ exists, and the orbit $G \cdot w$ is closed.

(iii) The closure of any orbit contains exactly one closed orbit.

(iv) The null cone $\mathcal{N} = \{ v \in V : 0 \in G \cdot v \}$ is a closed subset of $V$.

Part (iii) of the above theorem was first proved in [Lun75], and parts (i) and (ii) in [RS90], under the assumption that the action of $G$ on $V$ is rational in the sense of algebraic geometry. One of its main implication is the fact that the set of closed orbits provides a good quotient for the $G$-action, with much better properties than the potentially non-Hausdorff orbit space. In the complex case, part (i) of the above theorem is known as the Kempf-Ness Theorem [KN79], part (ii) is related to the Hilbert-Mumford criterion for stability [MFK94], and part (iii) appears in
Let us mention that the open set of semistable vectors $V \setminus \mathcal{N}$ is either empty or dense, by \cite{HS10} Appendix A. However, at the moment our methods do not allow us to prove this fact in an elementary way.

Using the decomposition $G = KTK$, see Appendix A, the proof of Theorem 1.1 can be reduced to the abelian case. Here $T$ is a maximal subgroup of $G$ contained in $\exp(\mathfrak{p})$, necessarily abelian and non-compact. The abelian case relies on two crucial facts: the convexity of the distance function to the origin along one-parameter subgroups and the separation of any two closed $T$-invariant sets by continuous $T$-invariant functions.

We turn now to the Stratification Theorem. Endow $\mathfrak{g}$ with an $\Ad(K)$-invariant scalar product, also denoted by $\langle \cdot, \cdot \rangle$, such that $(\mathfrak{t}, \mathfrak{p}) = 0$ and
\begin{equation}
\ad(\mathfrak{t}) \subset \mathfrak{so}(\mathfrak{g}, \langle \cdot, \cdot \rangle), \quad \ad(\mathfrak{p}) \subset \mathfrak{sym}(\mathfrak{g}, \langle \cdot, \cdot \rangle).
\end{equation}
For instance, one possible choice for $\langle \cdot, \cdot \rangle$ is the restriction of the usual scalar product on $\mathfrak{gl}(V)$ induced by that on $V$.

**Definition 1.2** (Moment map). The map $m : V \setminus \{0\} \to \mathfrak{p}$ defined implicitly by
\begin{equation}
\langle m(v), A \rangle = \frac{1}{\|v\|^2} \langle A \cdot v, v \rangle,
\end{equation}
for all $A \in \mathfrak{p}$, $v \in V \setminus \{0\}$, is called the *moment map* associated to the action of $G$ on $V$. The corresponding *energy map* is given by
\[ F : V \setminus \{0\} \to \mathbb{R} : v \mapsto \|m(v)\|^2. \]

This scale-invariant moment map describes the infinitesimal change of the norm in $V$ under the group action: if $(\exp(tA))_{t \in \mathbb{R}}$ is the one-parameter subgroup of $G$ associated to $A \in \mathfrak{p}$, then the corresponding smooth action field on $V$ is given by $X_A(v) := A \cdot v$. It follows that minimal vectors are zeroes of $m$. In fact, it can be proved that $m = m^{-1}(0)$, see Lemma 5.1. The $K$-invariance of the involved scalar products implies that the moment map $m$ is $K$-equivariant, if we consider on $\mathfrak{p}$ the adjoint action of $K$. That is, we have $m(k \cdot v) = k \cdot m(v) = k^{-1}$, for all $k \in K$. The name *moment map* comes from symplectic geometry, see Section 3.

The following real version of the Kirwan-Ness Stratification Theorem \cite{Kir84}, \cite{Nes84} is due to \cite{HSS08} and \cite{Lau10}.

**Theorem 1.3.** There exists a finite subset $B \subset \mathfrak{p}$ and a collection of smooth, $G$-invariant submanifolds $(S_\beta)_{\beta \in B}$ of $V$, with the following properties:

(i) We have $V \setminus \{0\} = \bigcup_{\beta \in B} S_\beta$ and $S_\beta \cap S_{\beta'} = \emptyset$ for $\beta \neq \beta'$.

(ii) We have $\overline{S_\beta \setminus S_\beta} \subset \bigcup_{\beta' \in B, \beta' \neq \beta} S_{\beta'}$, (the closure taken in $V \setminus \{0\}$).

(iii) A vector $v$ is contained in $S_\beta$ if and only if the negative gradient flow of $F$ starting at $v$ converges to a critical point $v_C$ of $F$ with $m(v_C) \in K \cdot \beta$.

The submanifolds $S_\beta$ are called *strata*. The set of semistable vectors $V \setminus \mathcal{N}$ is nothing but the stratum $S_0$ (Corollary 5.3). The $G$-invariance (and scale-invariance) of the strata is justified by the formula for the gradient of $F$ given in Lemma 7.2.

It is worthwhile to mention that for some applications in non-Kählerian Riemannian geometry it is interesting to consider representations where $\mathcal{N} = V$. The reason for this is that from the proof of the Stratification Theorem one can deduce estimates for the associated moment map, which are trivial on $S_0$ but highly non-trivial on $\mathcal{N}$: see \cite{Lau10}, \cite{BL17} and Lemma 9.1.
Concerning the proof of Theorem 1.3 we recall that the energy map \( F \) is in general not a Morse-Bott function. Nevertheless, it has the following remarkable property: the image of its critical points under the moment map consists of finitely many \( K \)-orbits \( K \cdot \beta_1, \ldots, K \cdot \beta_N \). As a consequence, \( \mathcal{B} = \{ \beta_1, \ldots, \beta_N \} \) is a finite set. For \( \beta \in \mathcal{B} \) one denotes by \( C_\beta \) the set of critical points of \( F \) with \( m(C_\beta) \subset K \cdot \beta \) and by \( \mathcal{S}_\beta \subset V \) the unstable manifold of \( C_\beta \) with respect to the negative (analytic) gradient flow of \( F \). One then needs to prove that \( \mathcal{S}_\beta \) is \( G \)-invariant. The proof of the Stratification theorem does in fact go the other way around: one first defines certain sets as candidates for being strata, and then proves that they are invariant under the negative gradient flow of \( F \). See Section 7 for further details.

The article is organized as follows. In Section 2 we discuss three explicit examples that illustrate the basic concepts. In Section 3 we explain how our setting is related to the notion of moment map in symplectic geometry. In Section 4, we assume that \( G = T \) is abelian, and prove that any two disjoint closed \( T \)-orbits can be separated by a single \( T \)-invariant continuous function. More generally, in Section 5 we show that two disjoint closed \( T \)-invariant sets can be separated by a \( T \)-invariant continuous function. In Section 6 we generalize this to real reductive Lie groups and complete the proof of Theorem 1.1. The Stratification Theorem 1.3 is proved in Sections 7 and 8. In Section 9 we mention some immediate applications of the stratification theorem. Finally, the two appendices contain some well-known Lie-theoretic properties of real reductive Lie groups and its subgroups, which we prove based solely on our assumption 11.
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2. Examples

In order to illustrate the content of Theorems 1.1 and 1.3 we describe in this section three concrete examples.

First of all we consider one of the simplest examples of an action satisfying 11, namely \( G = \mathbb{R}_{>0} \) acting on \( V = \mathbb{R}^2 \) via \( \lambda \cdot (x, y) := (\lambda x, \lambda^{-1} y) \), \( \lambda \in \mathbb{R}_{>0} \) and \( x, y \in \mathbb{R} \). The null cone is the union of the origin and 4 non-closed orbits, two for each axis. All the orbits corresponding to semistable vectors \( (x, y) \in \mathbb{R}^2 \), \( x, y \neq 0 \), are closed. Finally, the set of minimal vectors is \( \mathcal{M} = \{(x, y) \in \mathbb{R}^2 : |x| = |y|\} \), and the moment map is \( m(x, y) = (x^2 - y^2)/(x^2 + y^2) \). Notice that by changing the action, say by replacing \( \lambda x \) by \( \lambda^2 x \) on the right-hand side, one obtains a representation whose complexification is not rational in the sense of algebraic geometry.

Next, consider the less trivial example of \( G = \text{SL}_n(\mathbb{R}) \) acting by conjugation on the space \( V = \text{Mat}(n, \mathbb{R}) \) of \( (n \times n) \)-matrices with real entries:

\[
h \cdot A := h A h^{-1},
\]

where \( h \in \text{SL}_n(\mathbb{R}) \) and \( A \in \text{Mat}(n, \mathbb{R}) \). We endow \( \mathfrak{sl}_n(\mathbb{R}) \) and \( \text{Mat}(n, \mathbb{R}) \) with the usual scalar product induced from that of \( \mathbb{R}^n \), \( \langle A, B \rangle = \text{tr} AB^t \). In this case, for any \( A \in \text{Mat}(n, \mathbb{R}) \) the orbit \( \text{SL}_n(\mathbb{R}) \cdot A \) is closed if and only if \( A \) is semisimple (i.e. diagonalizable over \( \mathbb{C} \)). More generally, let \( A = S + N \) denote the Jordan decomposition, that is, \( S, N \in \text{Mat}(n, \mathbb{R}) \), \( S \) semisimple, \( N \) nilpotent and \( [S, N] = 0 \). Then \( A \) is semistable if and only if \( S \neq 0 \). Thus the null cone consists of the set of nilpotent matrices. If \( \mathfrak{p}_0 \subset \mathfrak{sl}_n(\mathbb{R}) \) denotes the subset of traceless symmetric
matrices, the moment map is given by

\[ m : \text{Mat}(n, \mathbb{R}) \setminus \{0\} \to \mathfrak{p}_0, \quad m(A) = \frac{1}{\det(A)} \cdot [A, A^t]. \]

The minimal vectors are the normal matrices. Moreover, the strata \( S_\beta, \beta \neq 0 \), are in one-to-one correspondence with Jordan canonical forms for a nilpotent matrix \( N \). They are parameterized by ordered partitions \( n = n_1 + \cdots + n_r, n_1 \leq \cdots \leq n_r \).

For explicit computations of the corresponding stratum labels and critical points of \( F \) for this example we refer the reader to [Lau02, §4].

Our last example, which was in fact our main motivation for writing this article, is as follows: let \( V_n := \Lambda^2(\mathbb{R}^n)^* \otimes \mathbb{R}^n \) denote the vector space of skew-symmetric, bilinear maps \( \mu : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \), and consider the change of basis action of \( G = \text{GL}_n(\mathbb{R}) \) on \( V_n \), given by

\[ h \cdot \mu(\cdot, \cdot) := h\mu(h^{-1}, h^{-1}), \]

where \( h \in \text{GL}_n(\mathbb{R}) \) and \( \mu \in V_n \). Let \( \{e_i\}_{i=1}^n \) denote the canonical basis of \( \mathbb{R}^n \) and \( \{e_i^*\}_{i=1}^n \) its dual. We endow \( \mathfrak{gl}_n(\mathbb{R}) \simeq (\mathbb{R}^n)^* \otimes \mathbb{R}^n \) and \( V_n \) with the scalar products making the respective bases \( \{e_i \otimes e_j\}_{i,j} \) and \( \{e_i^* \wedge e_j^* \otimes e_k\}_{i<j<k} \) orthonormal. Notice that this scalar product is not the one induced from \( \mathfrak{gl}(V_n) \) via the above action.

Observe now that \( V_n \) contains as an algebraic subset the so called variety of Lie algebras

\[ \mathcal{L}_n := \{ \mu \in V_n : \mu \text{ satisfies the Jacobi identity} \}. \]

The set \( \mathcal{L}_n \) is \( \text{GL}_n(\mathbb{R}) \)-invariant, and an orbit \( \text{GL}_n(\mathbb{R}) \cdot \mu \subset \mathcal{L}_n \) consists precisely of those Lie brackets \( \tilde{\mu} \) which are isomorphic to \( \mu \). The null cone in this case is everything, since \( \text{Id} \in \mathfrak{gl}_n(\mathbb{R}) \) acts as \( -\text{Id}_{V_n} \), thus any orbit contains 0 in its closure. However, by restricting to the action of \( \text{SL}_n(\mathbb{R}) \) there exist closed orbits, and those in \( \mathcal{L}_n \) correspond precisely to the semisimple Lie algebras.

An additional feature is the fact that the variety \( \mathcal{L}_n \) can be thought of as a parameterization of the space of left-invariant Riemannian metrics on \( n \)-dimensional Lie groups [Lau03]. The moment map \( m : V_n \setminus \{0\} \to \mathfrak{p} \), where \( \mathfrak{p} \subset \mathfrak{gl}_n(\mathbb{R}) \) denotes the subset of symmetric matrices, can be computed explicitly, and it appears naturally in the formula for the Ricci curvature of the corresponding Riemannian metric. Furthermore, within the subset of nilpotent Lie algebras, the critical points for \( F \) correspond to Ricci soliton nilmanifolds [Lau01].

3. Comparison with complex and symplectic case

In this section we connect our setting with the complex setting, and explain how this relates with the notion of moment map from symplectic geometry.

We first recall that, despite the fact that the definition of real reductive groups used by Richardson and Slodowy relies on that of a complex reductive Lie group, it follows from [RS90, 2.2] that they all satisfy our assumption (1).

Let now \( G \subset \text{GL}(V) \) be a closed subgroup satisfying (1), and let \( V^\mathbb{C} = V \otimes_{\mathbb{R}} \mathbb{C} \) be the complexified vector space. For simplicity let us assume for the rest of this section that \( G \) is connected. After considering the natural inclusion \( \text{GL}(V) \subset \text{GL}(V^\mathbb{C}) \), the complexification \( \mathfrak{g}^\mathbb{C} \) of the Lie algebra \( \mathfrak{g} \) of \( G \) can be viewed as a subalgebra of \( \mathfrak{gl}(V^\mathbb{C}) \). Let \( G^{\mathbb{C}} \) be the connected Lie subgroup of \( \text{GL}(V^\mathbb{C}) \) with Lie algebra \( \mathfrak{g}^{\mathbb{C}} \). We call \( G^{\mathbb{C}} \) the complexification of the Lie group \( G \); it is a complex Lie group containing \( G \) as a closed subgroup, and whose Lie algebra is the complexification of that of
G. We will assume for simplicity that $G^C$ is a closed subgroup of $GL(V^C)$, although this is not necessarily always the case.

The inner product $\langle \cdot, \cdot \rangle$ on $V$ induces as usual a Hermitian inner product $\langle \cdot, \cdot \rangle$ on $V^C$, which allows us to identify $V^C \simeq \mathbb{C}^{N+1}$ as complex vector spaces, so that $\langle \cdot, \cdot \rangle$ becomes the canonical Hermitian inner product on $\mathbb{C}^{N+1}$. Since $G^C$ acts linearly on $\mathbb{C}^{N+1}$, it also acts on the corresponding projective space $\mathbb{CP}^N$. Moreover, the condition (1) implies that the maximal compact subgroup $U$ of $G^C$ (whose Lie algebra is given by $u = t \oplus \mathfrak{p}$) acts by unitary transformations on $\langle \cdot, \cdot \rangle$, and in particular its corresponding action on $\mathbb{CP}^N$ preserves the Fubini-Study metric and its associated 2-form $\omega_{FS}$. For example, when $G = GL(V)$ we have $U = U(N+1)$, $N+1 = \text{dim}_\mathbb{C} V^C$. It is well-known (see e.g. [Kir84, Lemma 2.5]) that for this symplectic action of the compact Lie group $U$ on $\mathbb{CP}^N$ there exists a moment map in the sense of symplectic geometry,

$$m_U : \mathbb{CP}^N \to u^*, \quad m_U(x)(A) = \frac{\mathbf{u}^t A \mathbf{u}}{2\|\mathbf{u}\|^2},$$

where $v \in \mathbb{C}^{N+1}$ is any vector over $x \in \mathbb{CP}^N$ and $A \in u \subset u(N+1)$. The inclusion $\mathfrak{p} \subset u$ induces a restriction map $r_p : u^* \to (\mathfrak{p})^* \simeq \mathfrak{p}$, the last identification being made using the scalar product on $\mathfrak{p} \subset \mathfrak{g}$. Up to a constant scalar multiple, the moment map for the action of $G$ on $V$ (Definition 1.2) satisfies

$$m = r_p \circ m_U \circ \pi \big|_{V^C \setminus \{0\}},$$

where $\pi : V^C \setminus \{0\} \simeq \mathbb{C}^{N+1} \setminus \{0\} \to \mathbb{CP}^N$ is the usual projection.

4. The abelian case

In this section we assume that $K = \{e\}$ and that $G = T = \exp(t)$ is an abelian group of positive definite matrices, $t \subset \text{Sym}(V, \langle \cdot, \cdot \rangle)$. Since commuting symmetric matrices can be diagonalized simultaneously, there exists an orthonormal basis $\{v_1, \ldots, v_N\}$ for $V$ which diagonalizes the action of $T$. Let $\alpha_1, \ldots, \alpha_N \in t$ be the corresponding “weights”, that is, the action of $T$ on $V$ is given by

$$(4) \quad \exp(\lambda) \cdot v = (e^{\langle \lambda, \alpha_1 \rangle} v_1, \ldots, e^{\langle \lambda, \alpha_N \rangle} v_N),$$

where $\lambda \in t$ and $v = (v_1, \ldots, v_N) \in V$, the coordinates being with respect to the chosen basis. The scalar product $\langle \cdot, \cdot \rangle$ on $t$ is simply given by restricting the one on $\mathfrak{g}$ (see the paragraph before Definition 1.2).

For any subset $I \subset I_N := \{1, \ldots, N\}$ we set $t_I := \text{span}_R \{\alpha_i : i \in I\} \subset t$ with the convention that $t_\emptyset = \{0\}$. Moreover we define the vector subspace $V_I := \{v \in V : v_i = 0 \text{ for all } i \notin I\}$ of $V$. Clearly, $U_I$ is a dense subset of $V_I$, disconnected if $I \neq \emptyset$, and $U_I^+$ is one of its connected components. Notice that $V = \bigcup_{I \subset I_N} U_I$ as a disjoint union.

**Lemma 4.1** (Hilbert-Mumford criterion for abelian groups). Let $v \in V$ and suppose that $T \cdot v$ is a non-closed orbit. Then, for any $\tilde{v} \in \overline{T \cdot v} \setminus T \cdot v$ there exists $\alpha \in t$ and $g \in T$ such that $\lim_{t \to \infty} \exp(\alpha) \cdot \tilde{v} = g \cdot \tilde{v}$.

**Proof.** Let $I, J \subset I_N$ be such that $v \in U_I$, $\tilde{v} \in U_J$. The assumptions imply that $J \subset I$. But if $J = I$ then $\tilde{v} \in T \cdot v$. Thus $J \subset I$, from which $J^C := I \setminus J \neq \emptyset$. 

Let \((\lambda^{(k)}) \subset \mathfrak{t}\) be a sequence with \(\lim_{k \to \infty} \exp(\lambda^{(k)}) \cdot v = \bar{v}\). From (4) we deduce that for all \(j \in J\) and all \(i \in J^C\) it holds that
\[
\lim_{k \to \infty} \langle \lambda^{(k)}, \alpha_i \rangle = \lambda^\infty_i \in \mathbb{R} \quad \text{and} \quad \lim_{k \to \infty} \langle \lambda^{(k)}, \alpha_i \rangle = -\infty.
\]
In particular, the projection of \(\lambda^{(k)}\) onto \(\mathfrak{t}_J\) converges to some \(\lambda^\infty \in \mathfrak{t}_J\) as \(k \to \infty\).

We decompose \(\mathfrak{t}_J = \mathfrak{t}_J \oplus \mathfrak{t}_J^\perp\) orthogonally and for each \(i \in J^C\) denote by \(\alpha_i^\perp \neq 0\) the orthogonal projection of \(\alpha_i\) onto \(\mathfrak{t}_J^\perp\). We claim, that 0 is not contained in the convex hull \(\mathcal{C} = CH\{\alpha_i^\perp : i \in J^C\}\). Indeed, if 0 \(\in \mathcal{C}\), then for some \(c_1 > 0\) we would have that \(\gamma := \sum_{i \in J^C} c_i \alpha_i \in \mathfrak{t}_J\), and by (5) the sequence \((\langle \lambda^{(k)}, \gamma \rangle)\) would be bounded and unbounded simultaneously, a contradiction.

Thus, let \(\beta \in \mathcal{C}\) be the element of minimal (positive) norm in \(\mathcal{C}\). We have that \(\beta \perp \alpha_i\) for all \(j \in J\), and convexity implies that \(-\langle \beta, \alpha_i \rangle = -\langle \beta, \alpha_i^\perp \rangle \leq -\|\beta\|^2 < 0\) for all \(i \in J^C\). We obtain \(g \cdot \bar{v} = \lim_{t \to \infty} \exp(-t\beta) \cdot v\), where \(g = \exp(-\lambda^\infty)\). □

**Corollary 4.2.** Any \(T\)-orbit has a closed \(T\)-orbit in its closure.

**Proof.** By Lemma 4.1 an orbit in the closure has strictly smaller dimension because the direction \(a\) defining the one-parameter subgroup is a new element in the isotropy subalgebra, easily seen by applying \(\exp(sa)\) to \(g \cdot \bar{v} = \lim_{t \to \infty} \exp(ta) \cdot v\). The claim follows now by picking an orbit of minimal dimension. □

For any subset \(I \subset \mathbb{I}_N\) we denote now by
\[
\Delta_I := \left\{ \sum_{i \in I} c_i \alpha_i : c_i \geq 0, \sum c_i = 1 \right\} \subset \mathfrak{t}_I
\]
the convex hull of the set of weights \(\{\alpha_i\}_{i \in I}\), with the convention that \(\Delta_\emptyset = \{0\}\). Notice that \(\dim \Delta_I = \dim \mathfrak{t}_I\) and that \(\Delta_I \neq \mathfrak{t}_I\), provided that \(\mathfrak{t}_I \neq \{0\}\). Since the relative interior of a point is that point, we obtain the following characterization of closed \(T\)-orbits:

**Lemma 4.3.** For \(v \in V\) let \(I \subset \mathbb{I}_N\) with \(v \in U_I\). Then, the orbit \(T \cdot v\) is closed if and only if \(0 \in \mathfrak{t}\) is in the relative interior \((\Delta_I)^o\) of \(\Delta_I\).

**Proof.** If 0 is not in the interior of \(\Delta_I\) then \(\Delta_I \neq \{0\}\) and there exists a hyperplane \(H \subset \mathfrak{t}_I\), such that \(H\) does not contain \(\Delta_I\) and such that \(\Delta_I\) does not intersect one of the two open half-spaces defined by \(H\). Thus for one of the two unit normal vectors \(\beta \in \mathfrak{t}_I\) to \(H\) we have that \(\langle \beta, \alpha_i \rangle \geq 0\) for all \(i \in I\), and the inequality is strict for some \(i_0 \in I\). Hence \(\bar{v} = \lim_{t \to \infty} \exp(-t\beta) \cdot v\) exists by (4), and we have that \(\bar{v} \notin T \cdot v\) since \(T \cdot v \subset U_I\) and \(\bar{v} \notin U_I\) because \((\bar{v})_{i_0} = 0\). Conversely, if the orbit is not closed then the proof of the Lemma 4.1 implies the existence of a \(\beta \in \mathfrak{t}\) with the same properties, from which it follows that 0 is not in the interior of \(\Delta_I\). □

Recall that \(0 \in V_0\) and that then \(\Delta_\emptyset = \{0\}\). If \(v \neq 0\), then there exists a non-empty \(I \subset \mathbb{I}_N\) with \(v \in U_I\). The above motivates now the following

**Definition 4.4.** We call a non-empty subset \(I \subset \mathbb{I}_N\) admissible, if \(0 \in (\Delta_I)^o\).

Notice that if \(0 \in (\Delta_I)^o\), then there exist positive coefficients \(c_i > 0\), \(i \in I\), such that \(0 = \sum_{i \in I} c_i \alpha_i\).

In what follows we aim to show that given two different closed orbits, there exists a continuous \(T\)-invariant function which separates them, and that moreover we can
pick finitely many such functions to separate any two closed orbits. To this end, we consider the linear map
\[
\phi : t \to V ; \quad \lambda \mapsto ((\lambda, \alpha_1), \ldots, (\lambda, \alpha_N)).
\]

**Lemma 4.5.** A subset \( I \subset \mathbb{I}_N \) is admissible if and only if \( U_I^+ \cap \phi(t)_\perp \neq \emptyset \).

**Proof.** Notice that \( 0 \in (\Delta_I)_0 \) is equivalent to the existence of \( w \in U_I^+ \) such that \( 0 = \sum_{i \in I} w_i \alpha_i \). But this is equivalent to \( 0 = \sum_{i \in I} \langle \lambda, w_i \alpha_i \rangle = \langle \phi(\lambda), w \rangle \) for all \( \lambda \in \mathfrak{t} \) from which the lemma follows. \( \square \)

Let us now fix an admissible subset \( I \subset \mathbb{I}_N \), and let
\[
B_I := \{ w^{(1)}, \ldots, w^{(r)} \} \subset U_I^+ \cup \phi(t)_\perp
\]
be a basis for \( V_I \cap \phi(t)_\perp \) consisting of elements with positive entries for \( i \in I \). Moreover, we scale the basis elements so that for each \( w \in B_I \) the sum of its entries is 1. For each \( w \in B_I \) consider the real-valued function
\[
f_w^+ : V \to \mathbb{R} ; \quad v \mapsto \left\{ \begin{array}{ll}
\prod_{i=1}^N v_i^{w_i}, & \text{if } v_i > 0 \text{ for all } i \in I; \\
0, & \text{otherwise.}
\end{array} \right.
\]
Notice, that if \( \text{pr}_I : V \to V_I \) denotes the orthogonal projection onto \( V_I \), then
\[
f_w^+(v) = f_w^+(\text{pr}_I(v)) \quad \text{and} \quad \text{supp}(f_w^+) = (\text{pr}_I)^{-1}(U_I^+) \).
\]

**Lemma 4.6.** The function \( f_w^+ \) is continuous, \( \mathsf{T} \)-invariant, and \( f_w^+(c \cdot v) = c \cdot f_w^+(v) \) for all \( c > 0 \) and \( v \in V_I \).

**Proof.** Continuity is clear, since \( w_i \geq 0 \) for all \( i \in \mathbb{I}_N \). To prove \( \mathsf{T} \)-invariance, first observe that \( V_I \cup U_I^+ \) is a \( \mathsf{T} \)-invariant set. On the other hand, for \( \bar{v} = \text{pr}_I(v) \in U_I^+ \) we compute directly using (4) and the fact that \( w \in \phi(t)_\perp \):
\[
f_w^+(\exp(\lambda) \cdot v) = \prod_{i=1}^N (e^{(\lambda, \alpha_i)} v_i) = e^{(\lambda, \sum w_i \alpha_i)} f_w^+(v) = e^{\langle \phi(\lambda), w \rangle} f_w^+(v) = f_w^+(v).
\]
This shows the claim. \( \square \)

**Lemma 4.7.** If \( O_1 \neq O_2 \) are two closed \( \mathsf{T} \)-orbits in \( U_I^+ \) then there exists \( w \in B_I \) such that \( f_w^+(O_1) \neq f_w^+(O_2) \).

**Proof.** Assume that this is not the case. Let \( v \in O_1, \bar{v} \in O_2 \), and consider the map
\[
\log_I : U_I^+ \to V_I, \quad \text{assigning to each vector } v \in U_I^+ \text{ the vector } \log_I(v) \in V_I \text{ whose } i\text{-th entry is } \log(v_i), \text{ for all } i \in I.
\]
For each \( w \in B_I \) we have that
\[
\langle w, \log_I(v) \rangle = \log f_w^+(v) = \log f_w^+(\bar{v}) = \langle w, \log_I(\bar{v}) \rangle.
\]
Hence \( \log_I(v) - \log_I(\bar{v}) \perp V_I \cap \phi(t)_\perp \). In other words, \( \log_I(v) - \log_I(\bar{v}) \in V_I \cap \phi(t) \), from which it immediately follows that \( v \in \mathsf{T} \cdot \bar{v} \). Contradiction. \( \square \)

In order to separate orbits that lie in different connected components of \( U_I \), we argue as follows: for each choice of signs \( \sigma \in \{ \pm 1 \}^N \), let \( T_{\sigma} : V \to V \) be the \( \mathsf{T} \)-equivariant linear map that changes the sign of each coordinate according to \( \sigma \). For any connected component \( U_I^+ \) of \( U_I \) there exists \( \sigma \in \{ \pm 1 \}^N \) such that \( T_{\sigma}(U_I^+) = U_I^+ \).

We then define the functions \( f^\sigma_w, w \in B_I \), by \( f^\sigma_w = f_w^+ \circ T_{\sigma} \). Clearly, they satisfy Lemma 4.6 and they separate orbits in the corresponding connected component.
$U_f^c$ of $U_f$. We consider now the finite set of continuous, $T$-invariant, real-valued functions on $V$:
\[ \mathcal{F} := \{ f^\sigma_w : w \in B_I, \sigma \in \{\pm 1\}^N, I \subset \mathbb{I} \text{ admissible} \}. \]
Notice that $\text{supp}(f^\sigma_w) \cap V_I = \overline{U_f^c}$.

**Proposition 4.8** (Separation of closed orbits). Let $L = |\mathcal{F}| \in \mathbb{N}$. Then there exists a continuous, $T$-invariant map $\Phi : V \to \mathbb{R}^L$, such that $\Phi(O_1) \neq \Phi(O_2)$ for any two closed orbits $O_1 \neq O_2$.

**Proof.** The coordinate functions of the map $\Phi$ are of course just functions $f^\sigma_w$ in $\mathcal{F}$.

First assume that $O_1, O_2 \subset U_f$. If they belong to the same connected component of $U_f$, which without loss of generality we may assume to be $U_f^c$, then they are separated by Lemma 4.6. On the other hand, if this is not the case then the existence of a separating function follows immediately from $\text{supp}(f^\sigma_w) \cap V_I = \overline{U_f^c}$.

We are left with the case $O_1 \subset U_f$, $O_2 \subset U_f$ with $I \neq J$. Suppose that $j \in J \setminus I$. Then, there exists $f^\sigma_w \in \mathcal{F}$ with $w \in B_I$ such that $f^\sigma_w(O_2) > 0$ and $f^\sigma_w(O_1) = 0$. \[ \square \]

5. Separation of closed $T$-invariant sets

The linear action of the real reductive group $G \subset \text{GL}(V)$ on $(V, \langle \cdot, \cdot \rangle)$ provides us with a smooth action field for any $A \in \mathfrak{g}$:
\[ X_A(v) := \frac{d}{dt} \big|_{t=0} \exp(tA) \cdot v = A \cdot v. \]
Notice that for an initial value $v_0 \in V$ the curve $v(t) := \exp(tA) \cdot v_0$ is the corresponding integral curve of $X_A$. Recall also, that we denoted by $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}$ the Cartan decomposition of the Lie algebra $\mathfrak{g}$ of $G$. Then, for $A \in \mathfrak{k}$ the vector fields $X_A$ are Killing fields, meaning that their flows consist of isometries.

For fixed $A \in \mathfrak{p}$ and $v \in V$ we let
\[ d(t) := d_{A,v}(t) := \|\exp(tA) \cdot v\|^2 \]
denote the square of the distance function to the origin along $\exp(tA) \cdot v$.

**Lemma 5.1** (Convexity of the distance function). Let $A \in \mathfrak{p}$ and $v \in V$ be given. Then $d'(0) = 2 \cdot \langle A \cdot v, v \rangle$ and $d''(t) = 4 \cdot \|A \cdot \exp(tA) \cdot v\|^2$.

**Proof.** We have $d'(t) = 2 \cdot \langle A \cdot \exp(tA) \cdot v, \exp(tA) \cdot v \rangle$. From this the claim follows immediately using that $A' = A$. \[ \square \]

**Corollary 5.2.** Let $A \in \mathfrak{p}$, $v \in V$ and suppose that $\lim_{t \to \infty} \exp(tA) \cdot v = \bar{v} \neq v$ exists. Then for all $t \in \mathbb{R}$ one has $\|\exp(tA) \cdot v\| > \|\bar{v}\|$ for all $t \in \mathbb{R}$.

Let us mention, that for a fixed $v$, the function $G \to \mathbb{R}$, $\exp(A) \mapsto d(t)$ is usually called a *Kempf-Ness function* in the literature.

Next, set $T = \exp(t)$, with $t \subset \text{Sym}(V, \langle \cdot, \cdot \rangle)$ abelian, and let
\[ \mathcal{M}_T := \{ v \in V : \|v\| \leq \|t \cdot v\| \text{ for all } t \in T \} \]
denote the set of minimal vectors for the $T$-action. For any $v \in \mathcal{M}_T$ the orbit $T \cdot v$ is closed by Lemma 4.1 and Corollary 5.2. Conversely, for a closed $T$-orbit $O$, the closest point to the origin in $O$ belongs to $\mathcal{M}_T$.

Notice that by Lemma 5.1 the condition of $v \in V$ being the closest point to the origin of $T \cdot v$ is equivalent to $\langle \lambda \cdot v, v \rangle = 0$ for all $\lambda \in \mathfrak{t}$. Since this condition is linear in $\lambda$ and polynomial in $v$, $\mathcal{M}_T$ is a closed subset of $V$. 


Next, we show that the continuous, $T$-invariant map $\Phi$ defined in the proof of Proposition 5.8 is a proper map.

**Lemma 5.3.** There exists $C > 0$ such that $\|v\| \leq C \cdot \|\Phi(v)\|$ for all $v \in \mathcal{M}_T$.

**Proof.** Recall that $\Phi(c \cdot v) = c \cdot \Phi(v)$ for all $c > 0$ and $v \in V$. Assume that there exists a sequence $(v_k)_{k \in \mathbb{N}} \subset \mathcal{M}_T$, $\|v_k\| \equiv 1$, with $\lim_{k \to \infty} \Phi(v_k) = 0$. For a subsequential limit $\bar{v} \in \mathcal{M}_T$, $\|\bar{v}\| = 1$, we have $\Phi(\bar{v}) = 0$. But the orbit $T \cdot \bar{v}$ is closed and non-trivial, hence contained in some $U_1$. As a consequence, there exists one function $f \in \mathcal{F}$ with $f(T \cdot \bar{v}) > 0$. But this contradicts $\Phi(\bar{v}) = 0$. □

**Corollary 5.4.** The nullcone $\{v \in V : 0 \in T \cdot v\}$ is a closed subset.

**Proof.** We have that $0 \in T \cdot v$ if and only if $\Phi(v) = 0$. □

**Corollary 5.5** (Separation of closed $T$-invariant subsets). Let $Z_1, Z_2 \subset V$ be two closed, disjoint, $T$-invariant subsets. Then, there exists a continuous $T$-invariant function $f : V \to [0, 1]$ such that $f|_{Z_1} \equiv 0$ and $f|_{Z_2} \equiv 1$.

**Proof.** By Urysohn’s Lemma it is enough to show that $A_1 := \Phi(Z_1), A_2 := \Phi(Z_2)$ are closed, disjoint subsets, since then we can set $f := d \circ \Phi$, where $d : \mathbb{R}^L \to [0, 1]$ is a continuous function with $d|_{A_1} \equiv 0$ and $d|_{A_2} \equiv 1$: see e.g. [Bre93, Ch. I, Lemma 10.2].

To see that $\Phi(Z_1)$ is closed consider a sequence $(\Phi(v_k))_{k \in \mathbb{N}} \subset \Phi(Z_1)$ converging to some $\Phi_0 \in \mathbb{R}^L$. Since $Z_1$ is closed and $T$-invariant, we may assume that $v_k \in \mathcal{M}_T$ for all $k$ (recall that any $T$-orbit has a closed $T$-orbit in its closure by Corollary 4.2, and that $\Phi$ is continuous and $T$-invariant). By Lemma 5.3 we then have that $(v_k)$ is bounded, thus it subconverges to some $\bar{v} \in Z_1$. Now $\Phi_0 = \Phi(\bar{v})$, as we wanted to show. Clearly also $\Phi(Z_2)$ is closed.

If $v_1 \in Z_1, v_2 \in Z_2$ are such that $\Phi(v_1) = \Phi(v_2)$, then as above we may assume that $v_1, v_2 \in \mathcal{M}$, so that the corresponding $T$-orbits are closed. But this contradicts Proposition 5.8 □

6. The general case of real reductive groups

We now focus on proving Theorem 1.1. The idea is to reduce it to the abelian case, already settled above. More precisely, let us fix $t \subset p$ a maximal abelian sub-algebra, and let $T := \exp(t)$ be the corresponding connected abelian Lie subgroup of $G$. It will be proved in Corollary A.2 that one has $G = \mathbb{K}T\mathbb{K}$, which in some sense says that the non-compactness in $G$ is abelian.

We aim to proving that orbits containing minimal vectors are closed. Recall that we only consider in $V$ the standard vector space topology. Using the convexity of orbits of one-parameter subgroups (Lemma 5.1), as a first step we prove the following

**Lemma 6.1.** Let $v_{\min} \in \mathcal{M} \subset V$ be a minimal vector with $\|v_{\min}\| = 1$ and assume that $G \cdot v_{\min}$ is not closed. Then, there exists $\epsilon = \epsilon_{v_{\min}} > 0$, such that $\|v\| \geq 1 + \epsilon$ for any $v \in \overline{G \cdot v_{\min}} \setminus G \cdot v_{\min}$.

**Proof.** As we will show below $K \cdot v_{\min}$ admits an open, bounded neighborhood $U$ in $G \cdot v_{\min}$ such that the following holds: the closure $\overline{U}$ of $U$ in $V$ satisfies $\overline{U} \subset G \cdot v_{\min}$ and there exists $\epsilon > 0$, such that for all $v \in G \cdot v_{\min} \setminus U$ we have $\|v\| \geq 1 + \epsilon$. It follows then that any $v \in \overline{G \cdot v_{\min}} \setminus G \cdot v_{\min}$ satisfies $\|v\| \geq 1 + \epsilon$. 

To show this claim, let $g_{\min} \subset g$ denote the isotropy subalgebra of $v_{\min}$ and $p_{\min}^\perp$ the orthogonal complement of $g_{\min} \cap p$ in $p$ with respect to the given scalar product on $g$. Then $\psi : p_{\min}^\perp \rightarrow G \cdot v_{\min} : A \mapsto \exp(A) \cdot v_{\min}$ is a local diffeomorphism close to $0 \in p_{\min}^\perp$, such that its image intersects $K \cdot v_{\min}$ transversally. Most importantly, by Lemma 5.7 assuming that $\|A\| = 1$ we know that the function $d(t) = d_{A,v_{\min}}(t)$ along $\exp(t \cdot A) \cdot v_{\min}$ satisfies $d'(0) = 0$ and $d''(0) = \|A \cdot v_{\min}\|^2$. Since $A \in p_{\min}^\perp$ and $\|A\| = 1$ there exists $\delta(v_{\min}) > 0$ such that $d''(t) \geq \delta(v_{\min}) > 0$ for all such $A$. Since $d''(t) = \|A \cdot \exp(t \cdot A) \cdot v_{\min}\|^2$ we deduce furthermore, that there exist $t_{\delta(v_{\min})} > 0$ and $\epsilon_{\min} > 0$ such that for all $t \in \mathbb{R}$ with $|t| \geq t_{\delta(v_{\min})}$ and for all $A \in p_{\min}^\perp$ with $\|A\| = 1$ we have $d_{A,v_{\min}}(t) \geq (1 + \epsilon_{\min})^2$.

We consider now the map $\Psi : p_{\min}^\perp \times U^K_{\min} \rightarrow G \cdot v_{\min} : (A, v) \mapsto \exp(A) \cdot v$ for an open neighbourhood $U^K_{\min}$ of $v_{\min}$ in $K \cdot v_{\min}$. Again, we may assume that $\Psi$ is a local diffeomorphism from $B_{t_{\delta(v_{\min})}}(0) \times U^K_{\min}$ to its image $U^\Psi_{\min} \subset G \cdot v$. Precisely as above, we deduce that there exist $t_{\delta(v_{\min})} > 0$ and $\epsilon_{\min} > 0$ such that for all $t \in \mathbb{R} \setminus (-t_{\delta(v_{\min})}, t_{\delta(v_{\min})})$ and for all $A \in p_{\min}^\perp$ with $\|A\| = 1$ and for all $v \in U^\Psi_{\min}$ we have that $d_{A,v}(t) \geq (1 + \epsilon_{\min})^2$.

Recall that $K \cdot v_{\min} \subset M$, since $K$ acts isometrically. Since $K \cdot v_{\min}$ is compact, there exist finitely many such open neighbourhoods $U_{1 \cdot v_{\min}}, \ldots, U_{N \cdot v_{\min}}$ such that $U = \bigcup_{i=1}^N U_{1 \cdot v_{\min}}$ is an open neighborhood of $K \cdot v_{\min}$, $k_1 = e$, $\ldots, k_N \in K$. We may of course assume that each of the open subsets $U_{k_i \cdot v_{\min}}^K$ contains a compact subset $A_{k_i \cdot v_{\min}}^K \subset U^{K \cdot v_{\min}}$, $i = 1, \ldots, N$, such that the interior of these sets still cover $K \cdot v_{\min}$, that is $K \cdot v_{\min} \subset U^K := \bigcup_{i=1}^N (A_{k_i \cdot v_{\min}}^K)^\circ$. This then shows the above claim. □

In the next lemma we show that a non-closed orbit has a closed, $G$-invariant subset in its closure, intersecting the orbit trivially.

**Lemma 6.2.** Let $v \in V$ and suppose that the orbit $G \cdot v$ is not closed. Then there exists $\bar{v} \in G \cdot v \setminus G \cdot v$ such that $Y = G \cdot \bar{v}$ satisfies $Y \cap G \cdot v = \emptyset$.

**Proof.** Notice first that the set $Z := G \cdot v$ is closed and $G$-invariant, hence it contains a minimal vector $v_{\min} \in M$. Since by assumption $G \cdot v$ is not closed, there are now two cases to be considered: $v_{\min} \in G \cdot v$ and $v_{\min} \in Z \setminus G \cdot v$.

If $v_{\min} \in G \cdot v$ by Lemma 6.1 there exists $\epsilon > 0$ such that for any $\bar{v} \in Z \setminus G \cdot v$ we have $\|\bar{v}\| \geq \|v_{\min}\| + \epsilon$. In particular, the same estimate holds true on $Y = G \cdot \bar{v}$. Since $G \cdot v \cap Y$ is $G$-invariant, this intersection must be empty, since otherwise it would contain $G \cdot v$, hence $v_{\min}$ contradicting the above estimate.

In case $v_{\min} \in Z \setminus G \cdot v$, we set $Y := G \cdot v_{\min}$. Again, by Lemma 6.1 any element in $G \cdot v_{\min}$ must satisfy $\|v\| \geq \|v_{\min}\| + \epsilon$ for some $\epsilon > 0$. Thus $G \cdot v \cap Y = \emptyset$, since $v_{\min} \in G \cdot v$ implies that $G \cdot v$ must contain vectors of norm $\|v_{\min}\| + \epsilon/2$. □

We can now provide a proof of the Hilbert-Mumford criterion in this setting. The following argument is due to Richardson (see also [Bir71, Thm. 5.2]).

**Lemma 6.3** (Hilbert-Mumford criterion for real reductive groups). Let $v \in V$. If the orbit $G \cdot v$ is not closed, then for some $\alpha \in p$ the limit $\lim_{t \rightarrow \infty} \exp(t \alpha) \cdot v$ exists.

**Proof.** Let $T = \exp(t) \subset G$ be a maximal abelian subalgebra, $t \subset p$, and choose $\bar{v} \in G \cdot v \setminus G \cdot v$ such that $Y := G \cdot \bar{v}$ satisfies $Y \cap G \cdot v = \emptyset$; see Lemma 6.2. We will show below that then there exists $g \in G$, $k \in K$ and $\alpha \in t$ such that $g \cdot \bar{v} = \lim_{t \rightarrow \infty} \exp(t \alpha) \cdot (k \cdot v)$. Notice that the lemma follows, since for $\alpha' = k^{-1} \alpha k$, $\bar{v}' = k^{-1} \cdot g \cdot \bar{v}$ we deduce $\bar{v}' = \lim_{t \rightarrow \infty} \exp(t \alpha') \cdot v$. 

To prove the above claim, suppose on the contrary that \( Y \cap T \cdot k \cdot v = \emptyset \) for all \( k \in K \). Since \( Y \) is closed and \( T \)-invariant, by Corollary 5.3 for each \( k \in K \) there exists a continuous \( T \)-invariant function \( f_k : V \to \mathbb{R} \) with \( f_k(T \cdot (k \cdot v)) = 1 \) and \( f_k(Y) \equiv 0 \). By continuity, each \( k \) has an open neighborhood \( U_k \) in \( K \) such that \( f_k(T \cdot U_k \cdot v) > 1/2 \). Since \( K \) is compact, we may extract a finite number of such functions \( f_1, \ldots, f_n \) such that for \( f = f_{k_1} + \cdots + f_{k_n} \) we have that \( f((TK) \cdot v) > 1/2 \) and \( f(Y) \equiv 0 \). Since \( K \cdot \bar{v} \subset Y \), we deduce \( TK \cdot v \cap K \cdot \bar{v} = \emptyset \), thus \( \bar{v} \notin K(TK \cdot v) \).

Using \( G = KTK \) and \( G \cdot v \subset K(TK \cdot v) \), we obtain \( \bar{v} \notin G \cdot v \), a contradiction.

To see why one has \( G \cdot v \subset K(TK \cdot v) \), observe that if \( w = \lim_{i \to \infty} g_i \cdot v \) with \( g_i = k_i t_i k'_i \in G = KTK \), by compactness of \( K \) one may assume that \( k_i \to k_\infty \) and hence \( w = k_\infty \cdot \lim_{i \to \infty} t_i k'_i \cdot v \in K(TK \cdot v) \).

**Corollary 6.4.** Let \( v \in V \). Then, the orbit \( G \cdot v \) is closed if and only if there exists \( v_m \in G \cdot v \) with \( \|v_m\| \leq \|g \cdot v_m\| \) for all \( g \in G \).

**Proof.** If the orbit is closed then the existence of \( v_m \) is clear. Conversely, assume that there exists a minimal vector \( v_m \) but \( G \cdot v_m \) is not closed. Notice that by continuity we also have that \( \|v_m\| \leq \|\bar{v}\| \) for all \( \bar{v} \in G \cdot v_m \). Lemma 6.3 together with Corollary 5.3 give a contradiction. □

**Lemma 6.5.** Any orbit \( G \cdot v \) contains exactly one closed orbit in its closure.

**Proof.** Suppose that \( \bar{v} \in G \cdot v \) is minimal. Then, by Corollary 6.4 the orbit \( G \cdot \bar{v} \subset G \cdot v \) is closed. Suppose furthermore, that there is second closed orbit \( G \cdot \bar{w} \subset G \cdot v \setminus G \cdot \bar{v} \). Then, by Corollary 6.3 there exists a continuous, \( T \)-invariant function \( f : V \to [0, 1] \) with \( f(G \cdot \bar{v}) = 1 \) and \( f(G \cdot \bar{w}) = 0 \). Let now \( (w_i)_{i \in \mathbb{N}} \subset G \cdot v \) be a sequence with \( \lim_{i \to \infty} w_i = \bar{w} \). By the claim in the proof of Lemma 6.3, for each \( i \) there exist \( g_i \in G \), \( k_i \in K \) and \( \alpha_i \in t \) such that \( \lim_{t \to \infty} \exp(t \alpha_i) \cdot (k_i \cdot w_i) = g_i \cdot \bar{v} \).

Since \( f \) is \( T \)-invariant and continuous, we deduce \( f(k_i \cdot w_i) = 1 \) for all \( i \in \mathbb{N} \). On the other hand side, the sequence \( (k_i \cdot w_i) \) subconverges to a vector in \( G \cdot \bar{w} \), hence \( f(k_i \cdot w_i) \to 0 \) along that subsequence. Contradiction. □

**Proof of Theorem 6.4.** For (i): if \( v \) is a minimal vector then by Lemma 5.1 and the decomposition \( G = KTK \) the set of minimal vectors in the closed orbit \( G \cdot v \) is precisely \( K \cdot v \). For (ii): let \( G \cdot v \) be a non-closed orbit, and pick \( \bar{v} \in G \cdot v \) of minimal norm. Then, by Corollary 6.4 the orbit \( G \cdot \bar{v} \) is closed. From the proof of Lemma 6.3 we know that there exists one-parameter subgroup such that \( \lim_{t \to \infty} \exp(ta) \cdot v \in G \cdot \bar{v} \). The third item is precisely Lemma 6.5. For (iv): Let \( (v_i) \subset V \) be a sequence with \( 0 \in G \cdot v_i \) for all \( i \) such that \( v_i \to v_\infty \). By (ii), it follows that there exists maximal abelian subalgebras \( t_i \subset p \) such that \( 0 \in T_i \cdot v_i \), where \( T_i := \exp(t_i) \). Since by Proposition 4.1 all such \( T_i \) are conjugate by elements in \( K \), we may assume (after possibly changing \( v_\infty \) by \( k \cdot v_\infty \), \( k \in K \)) that \( T_i \equiv T \) is constant. The result now follows from Corollary 5.3. □

### 7. Stratification

In this section we provide a proof for Theorem 6.4. This will be done by using the energy map \( F(v) = \|m(v)\|^2 \) associated to the moment map \( m : V \setminus \{0\} \to p \) (see [3]) as a Morse function. The map \( F \) has the following remarkable property: its critical points are mapped under the moment map onto finitely many \( K \)-orbits \( K \cdot \beta_1, \ldots, K \cdot \beta_N \) in \( p \) (see Lemma 5.1). We set \( B := \{\beta_1, \ldots, \beta_N\} \), and for \( \beta \in B \)
we let $C_\beta$ denote the set of critical points of $F$ with $m(C_\beta) \subset K \cdot \beta$. It will turn out that the stratum $S_\beta \subset V \setminus \{0\}$ is the unstable manifold corresponding to $C_\beta$.

In order to briefly describe how the strata are constructed, let us fix $\beta \in B$ and let $G_\beta$ denote the centralizer of $\beta$ in $G$. It turns out that critical points $v_C$ of $F$ with $m(v_C) = \beta$ correspond to minimal vectors for the action of a real reductive subgroup $H_\beta \subset G_\beta$ with Lie algebra $\mathfrak{h}_\beta = \beta^\perp$ on a certain subspace $V_{\beta^+}^0 \subset V$. This makes it possible to apply Theorem 1.1 for the restricted action. Inspired by the negative directions of the Hessian of $F$ at $v_C$ (Lemma 8.2) and the fact that $F$ is $K$-invariant, one defines the stratum $S_\beta$ as in Definition 7.8. After proving that this is a smooth submanifold (Proposition 8.3), it will follow that $S_\beta$ is invariant under the negative gradient flow of $F$.

Along the proof it will turn out to be extremely convenient to break the $K$-symmetry, and work with a fixed $\beta$ as opposed to the entire $K$-orbit $K \cdot \beta$. Thus, the crucial results will be proved on the slice $V_{\beta^+}^0$ (see (7)), and then extended to all of $S_\beta$ by $K$-invariance. This forces us to work with a certain parabolic subgroup $Q_\beta$ of $G$ associated to $\beta$ (Definition 7.5) which preserves the subspace $V_{\beta^+}^0$. Well-known properties of $Q_\beta$ and of other subgroups of $G$ adapted to $\beta$ will be needed along this section. They will be proved in Appendix B.

Recall that $G \subset GL(V)$ is a closed subgroup satisfying (11) (see also Appendix A). In particular, $\mathfrak{g} \subset \mathfrak{g}(V)$ is a Lie subalgebra, with the property that $A' \in \mathfrak{g}$ for all $A \in \mathfrak{g}$. Recall also that $\mathfrak{g}$ has a Cartan decomposition $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}$, where $\mathfrak{k} \subset \mathfrak{so}(V)$ and $\mathfrak{p} \subset \text{Sym}(V)$.

**Notation 7.1.** For $\beta \in \mathfrak{p}$ we set $\beta^+ := \beta - ||\beta||^2 \cdot \text{Id}_V \in \text{Sym}(V)$.

This notation appears naturally in the formula for the gradient of $F$:

**Lemma 7.2.** The gradient of the energy map $F : V \setminus \{0\} \to \mathbb{R}$ is given by

$$
(\nabla F)_v = \frac{4}{||v||^4} \cdot m(v)^+ \cdot v.
$$

**Proof.** Since $F$ is scaling-invariant, we have $(\nabla F)_v \perp v$ for $v \in V \setminus \{0\}$. So let $w \perp v$ with $||v|| = ||w||$ and set $v(t) = \cos(t)v + \sin(t)w$. Then by (3) for $A \in \mathfrak{p}$ we have

$$
\langle (d m)_{m(v)} v'(t), A \rangle = \frac{4}{||v||^4} \cdot \langle A \cdot v(t), v'(t) \rangle.
$$

Thus $\langle (\nabla F)_v, w \rangle = \frac{4}{||v||^4} \cdot \langle m(v) \cdot v, w \rangle$ and the lemma follows since again by (3) we have $\frac{1}{||v||^2} \langle m(v) \cdot v, v \rangle \cdot v = ||m(v)||^2 \cdot v$. \qed

Since $\beta \in \mathfrak{p}$ is a symmetric endomorphism, we may decompose $V$ as a sum of eigenspaces $V_{\beta^+}^r$ of $\beta^+$ corresponding to its eigenvalues $r \in \mathbb{R}$. Of major importance will be $V_{\beta^+}^0$, the kernel of $\beta^+$, and the sum of the non-negative eigenspaces

$$
V_{\beta^+}^{\geq 0} := \bigoplus_{r \geq 0} V_{\beta^+}^r.
$$

The reason is that the above mentioned Hessian is non-negative on $V_{\beta^+}^{\geq 0}$ in every critical point $v_C \in C_\beta$ of $F$: see Lemma 8.2 below. Let us explicitly mention though, that at this point $\beta$ is arbitrary.

Analogous to the subspaces $V_{\beta^+}^0$, $V_{\beta^+}^{> 0} := \bigoplus_{r > 0} V_{\beta^+}^r$ and $V_{\beta^+}^{\geq 0}$, we have certain special subgroups of $G$. To define them, consider the symmetric endomorphism

$$
\text{ad}(\beta) : \mathfrak{g} \to \mathfrak{g} ; \ A \mapsto [\beta, A].
$$
Lemma 7.4. Using the eigenspace decomposition $\mathfrak{g} = \bigoplus_{r \in \mathbb{R}} \mathfrak{g}_r$ of $\text{ad}(\beta)$, we denote by $\mathfrak{g}_\beta := \mathfrak{g}_0$, set $u_\beta := \bigoplus_{r > 0} \mathfrak{g}_r$ and $q_\beta = \mathfrak{g}_\beta \oplus u_\beta$.

Definition 7.3. We denote by $G_\beta := \{g \in G : g \beta g^{-1} = \beta\}$ the centralizer of $\beta$ in $G$, by $U_\beta := \exp(u_\beta)$, and we set $Q_\beta := G_\beta U_\beta$.

It turns out that $G_\beta$, $U_\beta$ and $Q_\beta$ are closed subgroups of $G$, with Lie algebras $\mathfrak{g}_\beta$, $u_\beta$ and $q_\beta$, respectively. We refer the reader to Appendix [3] for more details and properties of these groups.

Lemma 7.4. The subspace $V_{\beta+}^{\geq 0}$ is $Q_\beta$-invariant.

Proof. For $A \in \mathfrak{g}$, if the action field $X_A(v) = A \cdot v$ is tangent to a subspace $W$ of $V$, then the integral curves of $X_A$ starting tangent to $W$ cannot leave $W$. Thus it suffices to show that for all $A \in q_\beta$ and $v \in V_{\beta+}^{\geq 0}$, we have that $A \cdot v \in V_{\beta+}^{\geq 0}$.

By linearity we may assume that $v \in V_{\beta+}^r$, $r \geq 0$, and that $A$ is an eigenvector of $\text{ad}(\beta) : \mathfrak{g} \to \mathfrak{g}$ with eigenvalue $\lambda_A \geq 0$. Then,

$$\beta^+ \cdot (A \cdot v) = [\beta^+, A] \cdot v + A \cdot \beta^+ \cdot v = \lambda_A (A \cdot v) + r (A \cdot v),$$

thus $A \cdot v \in V_{\beta+}^{r+\lambda_A} \subset V_{\beta+}^{\geq 0}$ and the lemma follows. \hfill \qed

The linear orthogonal projection $p_\beta : V_{\beta+}^{\geq 0} \to V_{\beta+}^0$ will be important later on.

Lemma 7.5. The orthogonal projection $p_\beta : V_{\beta+}^{\geq 0} \to V_{\beta+}^0$ satisfies the formula

$$p_\beta(v) = \lim_{t \to \infty} \exp(-t \beta^+) \cdot v,$$

it is $G_\beta$-equivariant, and for each $v \in V_{\beta+}^0$, the fibre $p_\beta^{-1}(v)$ is $U_\beta$-invariant.

Proof. Let $v = \sum_{r \geq 0} v_r$ with $v^r \in V_{\beta+}^r$. Since the action of $\exp(-t \beta^+)$ on $V_{\beta+}^r$ is simply given by scalar multiplication by $e^{-tr}$, we immediately obtain (9). To show the $G_\beta$-equivariance, let $v \in V_{\beta+}^r$ and $h \in G_\beta$. Since $[G_\beta, \exp(\beta^+)] = 0$ we deduce

$$p_\beta(h \cdot v) = \lim_{t \to \infty} \exp(-t \beta^+) \cdot (h \cdot v) = h \cdot \lim_{t \to \infty} \exp(-t \beta^+) \cdot v = h \cdot p_\beta(v).$$

To prove that the above fibre $p_\beta^{-1}(v)$ is $U_\beta$-invariant, recall that for $u \in U_\beta$ we have $\lim_{t \to \infty} \exp(-t \beta^+) \cdot u \cdot \exp(t \beta^+) = e$ by Lemma [3]. It follows that

$$p_\beta(u \cdot v) = \lim_{t \to \infty} \exp(-t \beta^+) \cdot u \cdot \exp(t \beta^+) \exp(-t \beta^+) \cdot v = p_\beta(v),$$

which shows the claim. \hfill \qed

Remark 7.6. From the proof of the previous lemma it also follows that for an arbitrary $v \in V$, the limit in (9) exists if an only if $v \in V_{\beta+}^{\geq 0}$.

Before introducing the strata $S_\beta$ algebraically we need to consider one further group related to the $Q_\beta$-action on $V_{\beta+}^{\geq 0}$. Recall that the group $G_\beta$ is reductive, with Cartan decomposition given by $G_\beta = K_\beta \exp(p_\beta)$ induced from that of $G$: $K_\beta = G_\beta \cap K$, $p_\beta = \mathfrak{g}_\beta \oplus \mathfrak{p}$. Consider the following Lie subalgebra of $\mathfrak{g}_\beta$

$$\mathfrak{h}_\beta := \{A \in \mathfrak{g}_\beta : \langle A, \beta \rangle = 0\}.$$

Definition 7.7. The subgroup $H_\beta \subset G_\beta$ is defined by

$$H_\beta = K_\beta \exp(p_\beta \cap \mathfrak{h}_\beta).$$
The group $H_\beta$ is real reductive, see \([1]\). Its Lie algebra is $\mathfrak{h}_\beta$ and we have $G_\beta = \exp(\mathbb{R}\beta) \times H_\beta$ by the explicit description of $G_\beta$ given after Definition \([3.1]\). Moreover, it follows from \([5]\), that $H_\beta$ acts on $V^0_{\beta^+}$, and that this action satisfies \([1]\) with respect to the induced scalar product on $V^0_{\beta^+}$. Thus Theorem \([1.3]\) applies in this case.

**Definition 7.8.** We call
\[ U^0_{\beta^+} := \{ v \in V^0_{\beta^+} : 0 \notin H_\beta \cdot v \} \]
the subset of $H_\beta$-semistable vectors in $V^0_{\beta^+}$. We also define accordingly
\[ U^0_{\beta^+} := p_{\beta}^{-1}(U^0_{\beta^+}). \]
Then, the stratum $S_\beta$ associated with the orbit $K \cdot \beta$ is the set defined by
\[ S_\beta := G \cdot U^0_{\beta^+}. \]

It will be made clear afterwards that for most $\beta \in \mathfrak{p}$ the stratum $S_\beta$ is actually empty. However, if the subset $U^0_{\beta^+}$ of semi-stable vectors is non-empty, then it is an open subset of $V^0_{\beta^+}$ by Theorem \([1.1]\) (iv), applied to the action of $H_\beta$ on $V^0_{\beta^+}$. The same holds of course for $U^0_{\beta^+}$ in $V^0_{\beta^+}$.

**Remark 7.9.** Notice that the strata $S_\beta$ are scale-invariant. Indeed, a vector $v \in V^0_{\beta^+}$ is $H_\beta$-semi-stable if and only if $c \cdot v$ is so, for any $c \neq 0$. Thus, $U^0_{\beta^+}$ is scale invariant, and the same holds for $U^0_{\beta^+}$ since $p_{\beta}$ is a linear map.

A second observation is that for a critical point $v_C$ of $F$ we have $v_C \in U^0_{\beta^+} \subset S_\beta$, where $\beta := m(v_C)$. This also follows from Theorem \([1.1]\) applied to the action of $H_\beta$ on $V^0_{\beta^+}$, since the following lemmas will imply that the moment map
\[ m_{H_\beta} : V^0_{\beta^+} \setminus \{0\} \to \mathfrak{p} \cap \mathfrak{h}_\beta \]
for this action, which a priori is given by the orthogonal projection of $m(v)$ to $\mathfrak{h}_\beta$, satisfies the formula
\[ m_{H_\beta}(v) = m(v) - \beta. \]
Let us mention that up to the $K$-action on $\mathfrak{p}$ there are only finitely many $\beta$’s of the form $m(v_C)$, for $v_C$ a critical point of the energy map $F$ (Lemma \([5.1]\)).

The two main statements to be proved are the fact that the strata are smooth submanifolds, and that not only the critical point $v_C$, but also the entire flow lines of the negative gradient flow of $F$ converging to $v_C$, are contained in the corresponding stratum $S_\beta$. From this, the other assertions in Theorem \([1.3]\) will easily follow.

We first compute the moment map on $V^0_{\beta^+}$.

**Lemma 7.10.** For $v \in V^0_{\beta^+} \setminus \{0\}$ we have that $m(v) = m_{H_\beta}(v) + \beta$. Moreover, if $m(v) = \beta$, then $v$ is a critical point of $F$.

Proof. Let $v \in V^0_{\beta^+} \setminus \{0\}$ with $\|v\| = 1$. Since $\beta \in \mathfrak{p}$ and $\beta^+ \cdot v = 0$, \([2]\) implies that for any $A \in \mathfrak{g}$ we have that
\[ \langle [\beta, m(v)], A \rangle = \langle m(v), [\beta, A] \rangle = \langle [\beta, A] \cdot v, v \rangle = \langle [\beta^+, A] \cdot v, v \rangle = 0. \]
This shows that $m(v) \in \mathfrak{g}_\beta$. Recall that $\mathfrak{g}_\beta = \mathbb{R}\beta \oplus \mathfrak{h}_\beta$, and observe that
\[ m(v), \beta \rangle = \langle \beta \cdot v, v \rangle = \langle \beta^+ \cdot v, v \rangle + \|v\|^2 = \langle \beta, \beta \rangle. \]
Hence the $\beta$-component of $m(v)$ is precisely $\beta$. On the other hand, the orthogonal projection of $m(v)$ to $\mathfrak{h}_\beta$ is $m_{A,\beta}(v)$, since $H_\beta \subseteq G$.

The last assertion follows from Lemma 7.2 since $m(v)^+ \cdot v = \beta^+ \cdot v = 0$. □

In the next step, we deduce that $F |_{V_{\beta^+}^0}$ attains its minimum precisely at the critical points of $F$ with critical value $\|\beta\|^2$.

**Lemma 7.11.** For $v \in V_{\beta^+}^0 \setminus \{0\}$ we have that $\|m(v)\| \geq \|\beta\|$, with equality if and only if $v \in V_{\beta^+}^0$ is a critical point of $F$ with $m(v) = \beta$.

**Proof.** We write $v = \sum_{r \geq 0} v_r$ with $v_r \in V_{\beta^+}^r$ and $\|v\|^2 = 1$. Notice that $\beta \cdot v_r = (r + \|\beta\|^2)v_r$. Then, we have that

$$\langle m(v), \beta \rangle = \sum_{r \geq 0} \langle \beta \cdot v_r, v_r \rangle \geq \|\beta\|^2.$$

It is clear that equality holds if and only if $v \in V_{\beta^+}^0$. By Cauchy-Schwarz we deduce $\|m(v)\|^2 \geq \langle m(v), \beta \rangle \geq \|\beta\|^2$, with equality if and only if $m(v) = \beta$ and $v \in V_{\beta^+}^0$. By Lemma 7.10 $v$ is then a critical point of $F$. □

The following lemma shows that critical points of $F$ which are mapped to $\beta$ under the moment map $m$ correspond to minimal vectors for the $H_\beta$-action on $V_{\beta^+}^0$.

**Lemma 7.12.** Let $v \in V_{\beta^+}^0$. Then, $v \in U_{\beta^+}^0$ if and only if there exists a critical point $v_C \in \overline{H_\beta \cdot v \setminus \{0\}}$ of $F$ with $m(v_C) = \beta$.

**Proof.** Clearly, $0 \not\in \overline{H_\beta \cdot v}$ is equivalent to the existence of a vector $w \in \overline{H_\beta \cdot v}$ of minimal positive norm. This implies that for all $A \in \mathfrak{h}_\beta$ we have

$$0 = \frac{d}{dt} \| \exp(tA) \cdot w \|^2 = 2 \cdot \langle A \cdot w, w \rangle = 2 \cdot \|w\|^2 \cdot \langle m(w), A \rangle.$$

Thus, $m(w) \perp \mathfrak{h}_\beta$. By Lemma 7.10 we deduce that $m(w) = \beta$, and that $w$ is a critical point.

Conversely, if $0 \in \overline{H_\beta \cdot v}$ then there would be two closed $H_\beta$-orbits in $\overline{H_\beta \cdot v}$: the one corresponding to $v_C$, and $\{0\}$. This contradicts Theorem 1.1. □

In the next lemma we show, up to the action of $K$, the stratum equals $U_{\beta^+}^0$.

**Lemma 7.13.** The set $U_{\beta^+}^0$ is $Q_\beta$-invariant and $S_\beta = K \cdot U_{\beta^+}^0$.

**Proof.** The group $H_\beta$ leaves $U_{\beta^+}^0$ invariant by definition. Since $U_{\beta^+}^0 \subseteq V_{\beta^+}^0$, and the latter is an eigenspace of $\exp(\beta)$, it follows that $G_\beta = \exp(\mathbb{R} \beta) \times H_\beta$ preserves $U_{\beta^+}^0$, because an orbit is closed if and only if the scaled orbit is so. By its definition and Lemma 7.5 we have that $U_{\beta^+}^0$ is $G_\beta$-invariant and $U_{\beta^+}$-invariant. The last assertion follows from the facts that $S_\beta = G \cdot U_{\beta^+}^0$ and $G = K Q_\beta$: see Lemma 13.2. □

**Corollary 7.14.** For $v \in \overline{S_\beta \setminus \{0\}}$ we have that $\|m(v)\| \geq \|\beta\|$. Equality holds if and only if $m(v) \in K \cdot \beta$, and in this case $v \in S_\beta$ is a critical point for $F$.

**Proof.** From Lemma 7.13 and compactness of $K$ we have that $\overline{S_\beta} \subseteq \overline{K \cdot U_{\beta^+}^0} \subseteq K V_{\beta^+}^0$. The claim now follows from Lemma 7.11 and the $K$-equivariance (resp. invariance) of $m$ (resp. $F$). □
This shows that on the stratum $\mathcal{S}_\beta$ the energy map $F$ is bounded below by the critical value $F(v_C)$, for $v_C \in m^{-1}(\beta)$. Moreover, the minimum is attained precisely at those critical points $v_C$ of $F$ with $m(v_C) \in K \cdot \beta$.

**Corollary 7.15.** If $v \in \mathcal{S}_\beta$ then there exists a critical point $v_C \in (\mathbb{R}_{>0} \cdot G) \cdot v \subset \mathcal{S}_\beta$ of $F$ with $m(v_C) = \beta$.

**Proof.** By Lemma 7.13 we may replace $v$ by $k \cdot v \in U^{0+}_{\beta \circ}$, for some $k \in K$. Applying Lemma 7.12 to $p_\beta(k \cdot v) \in U^{0+}_{\beta \circ}$ and using Lemma 7.6 and 10 one obtains

$$v_C \in \overline{H_\beta \cdot p_\beta(k \cdot v)} = \overline{p_\beta(H_\beta \cdot k \cdot v)} \subset (\mathbb{R}_{>0} \cdot G) \cdot v$$

as in the statement. \hfill $\square$

We are now in a position to prove Theorem 1.3. The key analytical property is the negativity of the Hessian of the energy map $F$ restricted to the normal space of a stratum at a critical point: see Lemma 8.2.

**Proof of Theorem 1.3.** For each critical point $v_C$ of $F$ we consider the set $\mathcal{S}_\beta$ defined in Definition 7.8, where $\beta = m(v_C)$. Notice first that for all $k \in K$, $K_{k \cdot \beta \cdot k^{-1}} \cdot \beta = \beta$ by $K$-equivariance. By picking one representative for each $K$-orbit, say a diagonal $\beta$ with eigenvalues in non-decreasing order, the strata may be parameterized by a finite set $B$ by Lemma 8.1.

We now prove one direction in (iii). Let $v(t)$ denote a solution to the negative gradient flow of $F$ with $v(0) = v \in V \setminus \{0\}$. Since $F$ is scale-invariant we have $\|v(t)\| = \|v\|$. Using that $F$ is real analytic, by Lojasiewicz' theorem there exists a unique limit point $\lim_{t \to \infty} v(t) = v_C$, which is of course a critical point of $F$. Let $\beta := m(v_C)$ and notice that $v_C \in U^{0+} \subset \mathcal{S}_\beta$ by Lemma 7.12. Since $\mathcal{S}_\beta$ is a smooth embedded submanifold of $V$ by Proposition 8.3, there exists an open neighbourhood $\Omega \subset V$ of $v_C$ which is diffeomorphic to the normal bundle of $\mathcal{S}_\beta$ restricted to $\mathcal{S}_\beta \cap \Omega$, such that $\mathcal{S}_\beta \cap \Omega$ is the zero section. For some $t_0 \in \mathbb{R}$ we have $v(t) \in \Omega, \forall t \geq t_0$. Also, since $v_C \in V^{+0} \cap \mathcal{S}_\beta$, we obtain $T_{v_C} \mathcal{S}_\beta = T \cdot v_C + V^{+0}$. By the Hessian computations from Lemma 8.2 and a standard second-order argument, see Remark 7.10 we conclude that we must have $v(t) \in \mathcal{S}_\beta \cap \Omega$ for all $t \geq t_0$ and some open subset $\tilde{\Omega} \subset \Omega$. Since the flow lines are, up to scaling, tangent to $G$-orbits, and since the stratum $\mathcal{S}_\beta$ is $G$-invariant and scale-invariant (Remark 7.9), we conclude that $v \in \mathcal{S}_\beta$ is as well. As a consequence $V \setminus \{0\} = \bigcup_{\beta \in B} \mathcal{S}_\beta$.

To prove (i) it remains to show that $\mathcal{S}_\beta \cap \mathcal{S}_{\beta'} \neq \emptyset$ implies $K \cdot \beta = K \cdot \beta'$. Suppose that $v \in \mathcal{S}_\beta \cap \mathcal{S}_{\beta'}$. By Corollary 7.15 one obtains critical points $v_C \in \overline{\mathcal{S}_\beta}$ and $v'_C \in \overline{\mathcal{S}_{\beta'}}$ with $m(v_C) = \beta$ and $m(v'_C) = \beta'$. Since $v_C, v'_C \in (\mathbb{R}_{>0} \cdot G) \cdot v$, we deduce $v_C, v'_C \in \overline{\mathcal{S}_\beta \cap \mathcal{S}_{\beta'}}$. Applying Corollary 7.14 twice we get $\|\beta\| = \|\beta'\|$, thus by the rigidity in the equality case in that result we conclude that $K \cdot \beta = K \cdot \beta'$.

We can now prove the other direction in (iii). Let $v \in \mathcal{S}_\beta$ and assume that the limit $v_C$ of the negative gradient flow of $F$ starting at $v$ satisfies $m(v_C) = \beta'$. By the above we have $v \in \mathcal{S}_{\beta'}$, thus $\mathcal{S}_\beta \cap \mathcal{S}_{\beta'} \neq \emptyset$ and hence $\beta' \in K \cdot \beta$ and $\mathcal{S}_\beta = \mathcal{S}_{\beta'}$.

Finally, to show (ii) let $v \in \overline{\mathcal{S}_\beta \cap \mathcal{S}_\beta}$, with say $v \in \mathcal{S}_{\beta'}$. By (iii) we may assume that $m(v) = \beta'$, thus Corollary 7.14 applied to $\mathcal{S}_\beta$ yields $\|\beta'\| = \|m(v)\| \geq \|\beta\|$. Since equality would imply that $\beta' \in K \cdot \beta$ and $\mathcal{S}_\beta = \mathcal{S}_{\beta'}$, contradicting the fact that $v \notin \mathcal{S}_\beta$, we deduce $\|\beta'\| > \|\beta\|$. \hfill $\square$
Remark 7.16. We now briefly explain the second-order argument mentioned in the proof above. Let \( Z(\xi, \omega) = (f(\xi, \omega), g(\xi, \omega)) \) be a smooth vector field on \( \mathbb{R}^2 \), such that \( g(\xi, 0) = 0 \) for all \( \xi \in \mathbb{R} \), \( f(\xi, 0) = 0 \), \( \frac{\partial g}{\partial x}(\xi, 0) = 2x > 0 \) and \( \frac{\partial g}{\partial y}(\xi, 0) = 0 \). Then by Taylor’s formula \( g(\xi, \omega) = 2cy + \eta C_1 \xi y + \tilde{\eta} C_2 y^2 \) where \( \eta = \eta(x, y), \tilde{\eta} = \tilde{\eta}(\xi, y) \in (0, 1) \) and \( C_1, C_2 \in \mathbb{R} \). It follows that for \( y \neq 0 \) we have \( yg(x, y) > cy^2 > 0 \) for all \((x, y) \in B_1((0, 0)) \), \( \epsilon > 0 \) small enough. This shows that the vector field \( Z \) cannot have an integral curve converging to the origin, unless it is contained in the \( x \)-axis.

8. Properties of critical points of the energy map

In this section we prove some properties of the critical points of the energy map \( F \). We first show that they are mapped under \( m \) onto finitely many \( K \)-orbits.

Lemma 8.1. The moment map \( m \) maps the set of critical point of \( F \) onto a finite number of \( K \)-orbits.

Proof. Fix an orthonormal basis \( \{e_i\}_{i=1}^N \) for \( V \) which diagonalizes the action of \( T \), and let us adopt the notation from Section 4. If \( v = \sum v_i e_i \in V \) then

\[
\alpha \cdot v = \sum \langle \alpha, \alpha_i \rangle v_i e_i,
\]

for any \( \alpha \in \mathfrak{t} \). By (10) we obtain \( \langle m(v), \alpha \rangle = \frac{1}{\|\alpha\|^2} \sum \langle \alpha, \alpha_i \rangle v_i^2 \), thus if \( m(v) \in \mathfrak{t} \) it follows that

\[
m(v) = \sum \frac{v_i^2}{\|\alpha_i\|^2} \cdot \alpha_i,
\]

Hence \( m(v) \in \Delta_I \), the convex hull of those \( \alpha_i \) for which \( v_i \neq 0 \).

Let now \( v_C \) be a critical point of \( F \) such that \( \beta := m(v_C) \) is diagonal. Then \( \beta \cdot v = \|\beta\|^2 v \) by Lemma 7.2. Thus, by equation (10) we must have \( \langle \beta, \alpha_i \rangle = \|\beta\|^2 \) for all \( i \) such that \( v_i \neq 0 \). Equivalently \( \langle \beta, \alpha_i - \beta \rangle = 0 \) for all such \( i \). We deduce that \( \beta \perp (\alpha - \beta) \), for all \( \alpha \in \Delta_I \). Since \( \beta \in \Delta_I \) by (11), \( \beta \) is the element of minimal norm in \( \mathfrak{h} \). Therefore, there are only a finite number of possible \( \beta \)'s.

If \( v_C \) is a critical point of the energy map \( F \), then the orbit \( K \cdot v_C \) consists of critical points too. By the \( K \)-equivariance of the moment map, we may therefore assume that \( \beta := m(v_C) \) is diagonal. Hence \( \beta^+ \cdot v_C = 0 \) by Lemma 7.2 thus \( v_C \in V_{\beta^+}^{\geq 0} \). As a consequence \( \beta^+ \) preserves the orthogonal complement of \( v_C \) in \( V \).

Lemma 8.2. Let \( v_C \) be a critical point of \( F \) with \( m(v_C) = \beta \) and let \( w \perp v_C \) be an eigenvector of \( \beta^+ \) with eigenvalue \( \lambda_{\beta^+} \in \mathbb{R} \) and \( \|w\| = \|v_C\| \). Then

\[
\langle \text{Hess}_{v_C} F \rangle(w, w) = 4 \cdot \lambda_{\beta^+} + 2 \cdot \|(dm)_{v_C} \cdot w\|^2.
\]

Moreover, on the subspaces \( \mathfrak{k} \cdot v_C, V_{\beta^+}^{\geq 0} \) and \( (\mathfrak{k} \cdot v_C + V_{\beta^+}^{\geq 0})^\perp \) the Hessian of \( F \) is zero, non-negative and negative, respectively.

Proof. As in the proof of Lemma 7.2 we set \( v(t) = \cos(t)v_C + \sin(t)w \). This implies for all \( t \) that \( \frac{d}{dt} F(v(t)) = 2 \cdot \langle m(v(t)), (dm)_{v(t)}(v'(t)) \rangle \) and differentiating once more yields

\[
\frac{d^2}{dt^2} F(v(t)) = 2 \cdot \frac{d}{dt} \langle \beta, (dm)_{v(t)} \cdot v'(t) \rangle + 2 \cdot \|(dm)_{v_C} \cdot w\|^2.
\]

From (10) we deduce

\[
\frac{d}{dt} \langle \beta, (dm)_{v(t)} \cdot v'(t) \rangle = \frac{2}{\|v_C\|^2} \cdot \langle \beta \cdot w, w \rangle - \frac{2}{\|v_C\|^2} \cdot \langle \beta \cdot v_C, v_C \rangle.
\]
Since \( \beta^+ \cdot v_C = 0 \) and \( \beta^+ \cdot w = \lambda_{\beta^+} \cdot w \), we have that \( \beta \cdot v_C = \|\beta\|^2 v_C \) and \( \beta \cdot w = (\lambda_{\beta^+} - \|\beta\|^2) \cdot w \). The formula now follows from \( \|w\| = \|v_C\| \).

From the \( K \)-invariance of \( F \) it follows \( \mathbf{t} \cdot v_C \) lies in the kernel of the Hessian. The nonnegativity of the Hessian on the subspace \( V_{\beta^+}^{>0} \) follows from its definition and the above formula. To prove the last assertion observe that for any \( w \perp \mathbf{g} \cdot v_C \) one has that \( (d m)_{v_C} \cdot w = 0 \) by \( 10 \). By Lemma 7.3 we get \( \mathbf{g} \cdot v_C \subset \mathbf{t} \cdot v_C + V_{\beta^+}^{>0} \) and the lemma follows.

Finally, we show that the strata \( S_\beta = G \cdot V_{\beta^+}^{>0} = K \cdot U_{\beta^+}^{>0} \subset V \setminus \{0\} \) corresponding to the images of critical values of the energy map \( F \) are smooth, embedded submanifolds.

Let \( G \times Q_\beta U_{\beta^+}^{>0} \) be the quotient of \( G \times U_{\beta^+}^{>0} \) with respect to the action of \( Q_\beta \) given by \( q \cdot (g, v) = (q g^{-1}, q \cdot v) \). Since this action is proper and free, \( G \times Q_\beta U_{\beta^+}^{>0} \) is a smooth manifold by a classical result of Koszul (cf. Proposition 2.2.1 in [Pal61]). This yields a well-defined, smooth, surjective and \( G \)-equivariant map

\[
\Psi : G \times Q_\beta U_{\beta^+}^{>0} \to S_\beta ; \ [g, v] \mapsto g \cdot v .
\]

Here the action of \( G \) on \( G \times Q_\beta U_{\beta^+}^{>0} \) is given by left multiplication on the \( G \) factor, and it commutes with the action of \( Q_\beta \) mentioned above. Notice also that by linearity of the \( G \)-action, the map \( \Psi \) is \( \mathbb{R}_{>0} \)-equivariant, where \( \mathbb{R}_{>0} \) acts by scalar multiplication on the second factor in \( G \times U_{\beta^+}^{>0} \) (and the action commutes with the \( Q_\beta \)-action, thus passes to the quotient).

**Proposition 8.3.** Let \( v_C \in S_\beta \) be a critical point of \( F \) with \( m(v_C) = \beta \). Then, the map \( \Psi : G \times Q_\beta U_{\beta^+}^{>0} \to S_\beta \) is an embedding.

**Proof.** We first prove that \( \Psi \) is an immersion at \( [e, v_C] \). To that end, it suffices to show that the kernel of the differential of the map \( \Psi : G \times U_{\beta^+}^{>0} \to S_\beta , (g, v) \mapsto g \cdot v \), is given by the tangent space to the \( Q_\beta \)-orbit \( Q_\beta \cdot (e, v_C) \). By linearity of the action, the latter is given by

\[
T_{(e,v_C)} (Q_\beta \cdot (e, v_C)) = \{(A, -A \cdot v_C) : A \in q_\beta \}.
\]

On the other hand, the differential is given by

\[
d\Psi|_{(e,v_C)} (A, w) = A \cdot v_C + w ,
\]

and this vanishes if and only if \( (A, w) = (A, -A \cdot v_C) \), where \( w \in V_{\beta^+}^{>0} \).

Suppose that there exists \( A \in \mathfrak{t} \) with \( A \cdot v_C \in V_{\beta^+}^{>0} \). Then \( \exp(t A) \cdot v_C \in V_{\beta^+}^{>0} \) and \( \exp(t A) \in K \) for all \( t \in \mathbb{R} \). The \( K \)-equivariance of the moment map \( m \) implies that \( \|m(\exp(t A) \cdot v_C)\| = \|m(v_C)\| = \|\beta\| \). Since \( \exp(t A) \cdot v_C \in V_{\beta^+}^{>0} \), we deduce from Lemma 7.11 that \( m(\exp(t A) \cdot v_C) = \beta \) for all \( t \in \mathbb{R} \). Thus \( m(\exp(t A) \cdot v_C) = \exp(t A) \cdot \beta \cdot \exp(-t A) \) for all \( t \in \mathbb{R} \). Differentiating show \( A \in \mathfrak{t}_\beta \subset q_\beta \). This shows the above claim.

In order to show that it is an immersion at any point, we recall that \( \Psi \) is \( G \)-equivariant and \( \mathbb{R}_{>0} \)-equivariant, and apply Corollary 7.10.

In the second step we show that \( \Psi \) is injective. By the above, there exists an open neighbourhood \( \Omega \) of \( [e, v_C] \) in \( G \times Q_\beta U_{\beta^+}^{>0} \) such that \( \Psi|_\Omega \) is injective. If \( \Psi \) is not globally injective, then there exists \( v \in V_{\beta^+}^{>0} \) and \( g \in G \setminus Q_\beta \) such that \( g \cdot v \in V_{\beta^+}^{>0} \).

By \( G = K Q_\beta \), we may assume that \( g = k \in K \setminus K_\beta \). Using Corollary 7.10, let
Lemma 7.11 we deduce for \( k \to \infty \) that \( \hat{v} \) is a critical point of \( F \) with \( m(\hat{v}) = \beta \). By Lemma \[7.11\] we deduce \( \overline{v} \in V_{\beta}^0 \) and by Lemma \[7.12\] even \( \overline{v} \in U_{\beta}^0 \).

By compactness of \( K \) we may assume that 

\[
v_s := c_s q_s \cdot (k \cdot v) \to \overline{v},
\]

where \( \overline{v} \in K \cdot \overline{v} \) is another critical point. Since \( k \cdot v \in V_{\beta}^0 \), by Lemma \[7.14\] \( v_s \in V_{\beta}^0 \) for all \( s \), thus \( \overline{v} \in V_{\beta}^0 \). It follows that \( m(\overline{v}) = \beta \) by Lemma \[7.11\] and \( \overline{v} \in U_{\beta}^0 \), as above. We now write \( q_s k = \tilde{k}_s q_s \) with \( \tilde{k}_s \in K, q_s \in Q_\beta, \) and assume that \( \tilde{k}_s \to \tilde{k}_\infty \in K \) as \( s \to \infty \). By setting \( \hat{v}_C := \tilde{k}_\infty^{-1} \cdot \overline{v} \), also a critical point, we have that \( c_s \tilde{k}_s \cdot v \to \hat{v}_C \in V_{\beta}^0 \) and \( m(\hat{v}_C) = \beta \) again by Lemma \[7.11\]. In particular, \( \tilde{k}_\infty^{-1} \in K_\beta = G_\beta \cap K \) by \( K \)-equivariance of \( m \) and the very definition of \( G_\beta \). Now if we put \( \hat{k}_s := \tilde{k}_\infty \tilde{k}_s^{-1} \not\in K_\beta \), it satisfies \( \hat{k}_s \to \text{Id} \) and \( \hat{k}_s \cdot v_s \to \overline{v} \), or in other words, \( [\hat{k}_s, v_s] \to [e, \overline{v}] \). Since \( \Psi([\hat{k}_s, v_s]) = \Psi([e, \hat{v}_C]) \) and \( \hat{k}_s \not\in Q_\beta \), this contradicts the injectivity of \( \overline{\Psi} \) near \( [e, \overline{v}] \).

In order to show that \( \overline{\Psi} \) is an embedding it remains to show that \( \Psi \) is a proper map. So let \(([g_i, v_i])_{i \in \mathbb{N}} \) be a sequence in \( G \times Q_\beta U_{\beta}^{\geq 0} \) with \( \Psi([g_i, v_i]) = g v_i \) for \( i \to \infty \). We write \( g_i = k_i q_i \) with \( k_i \in K \) and \( q_i \in Q_\beta \). Assuming that \( k_i \to k \) for \( i \to \infty \) we deduce \( q_i v_i \to k^{-1} g v_i \) for \( i \to \infty \). Thus \( [g_i, v_i] = [k_i, q_i v_i] \to [k, k^{-1} g v_i] \) for \( i \to \infty \). This shows the claim.

An immediate consequence is the following characterization of the parabolic subgroup \( Q_\beta \) (cf. Lemma \[7.13\]):

**Corollary 8.4.** For \( v \in U_{\beta}^{\geq 0}, g \in G \) we have that \( g \cdot v \in U_{\beta}^{\geq 0} \) if and only if \( g \in Q_\beta \).

**Proof.** If \( g \cdot v \in U_{\beta}^{\geq 0} \) then \( [g, v], [e, g \cdot v] \in G \times Q_\beta U_{\beta}^{\geq 0} \) and \( \Psi([g, v]) = \Psi([e, g \cdot v]) \), thus \( g \in Q_\beta \) by injectivity. The converse is clear by Lemma \[7.13\].

Another application is the fact that the stratum fibers over the compact homogeneous space \( K/K_\beta \):

**Corollary 8.5.** The map \( \Psi_K : K \times_{K_\beta} U_{\beta}^{\geq 0} \to S_\beta, [k, v] \mapsto k \cdot v \), is a diffeomorphism.

## 9. Applications

We collect some applications of the above results. The first is only a restatement of Lemma \[7.11\] but very important in applications since it gives non-trivial estimates on strata \( S_\beta \) with \( \beta \neq 0 \).

**Lemma 9.1.** For \( v \in V_{\beta}^{\geq 0} \setminus \{0\} \) we have that

\[
\|m(v)\|^2 \geq \langle m(v), \beta \rangle \geq \|\beta\|^2
\]

with equality if and only if \( v \in V_{\beta}^{\geq 0} \) is a critical point of \( F \) with \( m(v) = \beta \).

The second application gives information about the isotropy subgroups.

\[ G_v := \{ g \in G : g \cdot v = v \}. \]

**Corollary 9.2.** For any \( v \in U_{\beta}^{\geq 0} \) we have \( G_v \subset H_\beta U_\beta \) and \( G_v \cap K \subset K_\beta \).
Proof. Let $\varphi \in G_\o$. Then $\Psi([\varphi, v]) = v = \Psi([e, v])$. By the injectivity of $\Psi$ (see Proposition 8.3), we deduce $[\varphi, v] = [e, v]$, thus $\varphi \in Q_\beta = G_\beta U_\beta$. Hence $\varphi = \varphi_\beta \varphi_u$ with $\varphi_\beta \in G_\beta$ and $\varphi_u \in U_\beta$. Let now $w := p_\beta(v)$, where $p_\beta : V^0_{\beta} \to V^0_{\beta}$ denotes the orthogonal projection. Then we have $w \in U^0_{\beta}$, since $U^0_{\beta} = p_\beta^{-1}(U^0_{_\beta})$, and $\varphi \in G_\o$ by Lemma 7.5. We write $\varphi_\beta = \varphi H \exp(a\beta)$ with $\varphi H \in H_\beta$ and $a \in \R$. Recall now that $U^0_{\beta} \subset V^0_{\beta}$ by Def. 7.8 and that $\exp(-t\beta)$ acts trivially on $V^0_{\beta}$ for any $t \in \R$. Thus,

$$(\varphi H)^n \cdot w = \exp(-na\beta) \cdot w = \left(\exp(na\|\beta\|^2 \Id) \exp(-na\beta^+)\right) \cdot w = e^{na\|\beta\|^2} w,$$

for all $n \in \Z$. It follows that $a = 0$, since otherwise we would have $w \in H_\beta \cdot w$ contradicting $w \in U^0_{\beta}$ and the very definition of $U^0_{\beta}$.

The last assertion follows from the fact that $K \cap Q_\beta = K_\beta$: see Lemma 7.2.

The next application shows that the semi-stable vectors are precisely the stratum corresponding to $\beta = 0$:

**Corollary 9.3.** We have that $V \setminus \mathcal{N} = S_0$.

**Proof.** If $v \in V \setminus \mathcal{N}$, then by Theorem 1.1, there exists a minimal vector $\bar{v} \in G \cdot v \cap S_0$, hence $v \in S_0$ by part (ii) of Theorem 1.3. To see that $S_0 \subset V \setminus \mathcal{N}$ notice that if $v \in S_0 \cap \mathcal{N}$, then also the cone $C(G \cdot v)$ over $G \cdot v$ is contained in $\mathcal{N}$, and by part (iv) of Theorem 1.1 the same is true for its closure. Using that by Lemma 7.2 the gradient of $F$ is tangent to $C(G \cdot v)$, we deduce from part (iii) of Theorem 1.1 that for the limit $v_C$ of the negative gradient flow of $F$ starting at $v_0$ we have that $v_C \in S_0 \cap \mathcal{N}$. Thus, $m(v_C) = 0$ and hence $v_C \in V \setminus \mathcal{N}$, a contradiction.

Finally, our last application of the Stratification Theorem 1.3 generalizes the uniqueness (up to $K$-action) of zeros of the moment map within the closure of an orbit (Theorem 1.1 (i) and (iii)) to critical points of $F$ of higher energy. To that end, one has to restrict to critical points lying in the same stratum, since in general the closure of an orbit may contain several $K$-orbits of critical points, lying however in strata of higher energy. Let us also mention that this by no means implies that on each stratum there is a unique $K$-orbit of critical points: these typically come in families of several continuous parameters.

**Corollary 9.4.** Assume that $\Id_\o \in g$, and let $v \in S_\beta$. Then, there exists a critical point $v_C \in G \cdot v \cap S_\beta$ of $F$ of unit norm, which is unique up to the action of $K$.

**Proof.** Since $\Id_\o \in g$, it follows from Lemma 7.2 that the negative gradient flow of $F$ is tangent to $G$-orbits. Thus, existence of $v_C$ follows by Theorem 1.3 (iii).

Regarding uniqueness, assume without loss of generality that $v \in U^0_{\beta}$ (Lemma 7.13) and let $v_C, w_C \in G \cdot v \cap S_\beta$ be two critical points of unit norm. Up to the action of $K$ we may assume $v_C, w_C \in V^0_{\beta}$ and $m(v_C) = m(w_C) = \beta$ by Lemma 7.11. Lemma 7.12 then implies that $v_C, w_C \in U^0_{\beta}$, and from Corollary 8.4 we deduce

$$G \cdot v \cap U^0_{\beta} = Q_\beta \cdot v \cap U^0_{\beta}.$$  

This implies that $v_C, w_C \in Q_\beta \cdot v \cap U^0_{\beta}$. Using $G_\beta = \exp(\R \beta) \times H_\beta$ and Lemma 7.3 we obtain that

$$v_C = p_\beta(v_C) \in p_\beta(Q_\beta \cdot v) \subset p_\beta(Q_\beta \cdot v) = \R_{>0} \cdot H_\beta \cdot p_\beta(v),$$

...
and the same for $w_C$. The result now follows from Theorem 1.1 (i) applied to the $H_β$-action on $V_β^0$ (see also Lemma 7.10). \hfill \Box

\section*{Appendix A. Real reductive Lie groups}

In this section we collect useful properties of closed subgroups $G \subset \text{GL}(V)$ that satisfy condition (I), i.e. those we call real reductive Lie groups.

Firstly, let us mention that there exist in the literature several non-equivalent definitions of this concept. To the best of our knowledge, we can mention at least four: those groups in the Harish-Chandra class \cite[p. 3]{HC75}; Knapp’s slightly more general definition \cite[Ch. VII, § 8]{Kna02}; Wallach’s definition \cite{Wal88}; and Borel’s definition \cite[§ 6]{Bor06}. Usually the aim of these is to enlarge the class of real semisimple Lie groups to allow for inductive arguments, since most structural results remain valid for the more robust classes of real reductive groups. Of all of them perhaps the more succinct is that of Borel: a real reductive Lie group is one with finitely many connected components, and whose Lie algebra is reductive (the direct sum of a semisimple Lie subalgebra and its center).

Our interest in linear representations allows us to reduce ourselves to the case of linear groups (i.e. those contained in some $\text{GL}(V)$ for a vector space $V$), thus avoiding lots of technicalities of the general case. Let us also mention that linear groups satisfying Knapp’s definition automatically satisfy ours. Conversely, recall that $\text{O}(n)$ for $n$ even is not real reductive in the sense of Knapp. Regarding a linear group satisfying Borel’s definition, it will satisfy (I) provided the center acts on $\mathfrak{g}$ by semisimple endomorphisms (i.e. diagonalizable over $\mathbb{C}$).

A first immediate property of a group $G$ satisfying (I) is that both $G$ and $\mathfrak{g}$ are closed under transpose (i.e. they are self-adjoint, cf. \cite{Mos55}). The following further property, whose proof is based on that given in \cite{Hel01}, shows that subalgebras in $\mathfrak{p}$ are all conjugate by an element in $K$:

\begin{proposition}
Let $t_1, t_2 \subset \mathfrak{p}$ be two maximal abelian subalgebras. Then, there exist $k \in K$ such that $k t_1 k^{-1} = t_2$. In particular, for any maximal abelian subalgebra $\mathfrak{t} \subset \mathfrak{p}$ we have that

$$\mathfrak{p} = \bigcup_{k \in K} k \mathfrak{t} k^{-1}.$$ 

\end{proposition}

\begin{proof}
Recall, that we have by assumption an $\text{Ad}(K)$-invariant scalar product $\langle \cdot, \cdot \rangle$ on $\mathfrak{g}$. Let $H_i \in t_i$ be generic, so that $Z_\mathfrak{p}(H_i) = \{ A \in \mathfrak{p} : [A, H_i] = 0 \} = t_i$, $i = 1, 2$. Then, there exist $k \in K$ which minimizes $d : K \to \mathbb{R}$; $k \mapsto \langle k H_1 k^{-1}, H_2 \rangle$, since $K$ is compact. At the infinitesimal level this implies that

$$\langle [Z, k H_1 k^{-1}], H_2 \rangle = 0,$$

for all $Z \in \mathfrak{k}$. We deduce $\langle [H_2, k H_1 k^{-1}], Z \rangle = 0$ for all $Z \in \mathfrak{k}$, using (2) and that $H_i \in \mathfrak{p} \subset \text{Sym}(V)$, $Z \in \mathfrak{k} \subset \mathfrak{so}(V)$. Since $[\mathfrak{p}, \mathfrak{p}] \subset \mathfrak{k}$, we have $[H_2, k H_1 k^{-1}] \in \mathfrak{k}$, thus $[H_2, k H_1 k^{-1}] = 0$. By definition of $H_2$ this yields $k H_1 k^{-1} \in \mathfrak{t}_2$. For any $A_2 \in \mathfrak{t}_2$ we deduce $[k^{-1} A_2 k, H_1] = 0$, from which $A_2 \in \mathfrak{t}_1$ by definition of $H_1$. Therefore, $k^{-1} A_2 k \subset \mathfrak{t}_1$, which also reads as $t_2 \subset k t_1 k^{-1}$. By maximality of $t_2$ this implies that $t_2 = k t_1 k^{-1}$.

The last assertion follows from the previous one, by choosing any $A \in \mathfrak{p}$ and extending $RA$ to a maximal abelian subalgebra. \hfill \Box
Corollary A.2. For any maximal abelian subalgebra $t \subseteq p$ we have that $G = KTN,$ where $T := \exp(t)$.

Proof. We have $G = K \exp(p)$ and Proposition A.1 implies that $\exp(p) \subseteq KTN$. □

Let us now fix a maximal abelian subalgebra $t \subseteq p$. Choose an orthonormal basis for $(V, \langle \cdot, \cdot \rangle)$ such that $t$ is contained in $\mathfrak{d}$, the set of diagonal matrices in $\mathfrak{gl}(V)$. Moreover, by maximality of $t$ it also holds that $t = \mathfrak{g} \cap \mathfrak{d}$. Denote by $u$ (resp. $u^t$) the nilpotent subalgebra of $\mathfrak{gl}(V)$ of strictly lower (resp. upper) triangular matrices, and by $U := \exp(u)$ the corresponding analytic subgroup of $GL(V)$.

We now look at the root space decomposition of $\mathfrak{gl}(V)$ with respect to $t$. More precisely, $\text{ad}(t)$ is a commuting family of symmetric endomorphisms of $\mathfrak{gl}(V)$, hence there exists a finite subset $\Sigma \subseteq t^*$ and a decomposition into common eigenspaces

$$\mathfrak{gl}(V) = \bigoplus_{\lambda \in \Sigma} \mathfrak{gl}(V)_\lambda,$$

where for $E \in t$ we have $\text{ad}(E)|_{\mathfrak{gl}(V)_\lambda} = \lambda(E) \cdot \text{Id}_{\mathfrak{gl}(V)_\lambda}$. Since for any $E \in t$ we have that $\text{ad}(E)|_u = -\text{ad}(E)|_{u^t}$, as is well-known $\Sigma$ can be decomposed as a disjoint union $\Sigma = \{0\} \cup \Sigma^+ \cup \Sigma^-$, such that

$$t \subseteq \mathfrak{gl}(V)_0, \quad \bigoplus_{\lambda \in \Sigma^+} \mathfrak{gl}(V)_\lambda \subseteq u, \quad \bigoplus_{\lambda \in \Sigma^-} \mathfrak{gl}(V)_\lambda \subseteq u^t.$$

Consider now the corresponding subalgebras of $\mathfrak{g}$, $\mathfrak{n} := \mathfrak{g} \cap u$, $\mathfrak{n}^t := \mathfrak{g} \cap u^t$, and the analytic subgroups $T := \exp(t)$, $N := \exp(n) = (G \cap U)_0$, corresponding to $t, n$, respectively. Since $\text{ad}(t)$ preserves $\mathfrak{g}$, we have the induced root space decomposition

$$\mathfrak{g} = \bigoplus_{\lambda \in \Sigma} \mathfrak{g}_\lambda,$$

where now some $\mathfrak{g}_\lambda$ might be trivial. The above discussion implies that

$$\mathfrak{n} = \bigoplus_{\lambda \in \Sigma^+} \mathfrak{g}_\lambda, \quad \mathfrak{n}^t = \bigoplus_{\lambda \in \Sigma^-} \mathfrak{g}_\lambda \quad \text{and} \quad t = \mathfrak{g}_0,$$

thus $\mathfrak{g} = t \oplus \mathfrak{n} \oplus \mathfrak{n}^t$.

Proposition A.3. If $G \subseteq GL(V)$ is closed and satisfies $\Box$, then $G = KTN$.

Proof. Assume first that $G$ is connected. Since $t \oplus n$ is a subalgebra of $\mathfrak{g}$, it follows that $TN$ is a closed connected subgroup of $G$, intersecting $K$ trivially: the only lower triangular orthogonal matrix with positive eigenvalues is the identity. The result in this case would follow provided we show that $\mathfrak{g} = \mathfrak{k} \oplus t \oplus \mathfrak{n}$. To that end, let $E \in \mathfrak{g} = \bigoplus_{\lambda \in \Sigma} \mathfrak{g}_\lambda$, say $E \in \mathfrak{g}_\lambda$. If $\lambda = 0$ then $E \in t$. If $\lambda \in \Sigma^+$ then $E \in \mathfrak{n}$. And finally, for $\lambda \in \Sigma^-$, we have $E^t \in \mathfrak{n}$ thus

$$E = (E - E^t) + E^t \in \mathfrak{k} \oplus \mathfrak{n}.$$

The general case follows from the previous one: we know that $G_0 = K_0TN$. On the other hand, the connected component of the identity $G_0$ is given by $G_0 = K_0 \exp(p)$ thanks to $\Box$, thus $G/G_0 \simeq K/K_0$ and hence $G = KTN$. □
APPENDIX B. THE PARABOLIC SUBGROUP $Q_\beta$

Let $G \subset GL(V)$ be a closed subgroup satisfying \([1]\) with Lie algebra $g \subset gl(V)$ and Cartan decomposition $g = \mathfrak{t} \oplus \mathfrak{p}$, $\mathfrak{t} = g \cap so(V)$, $\mathfrak{p} = g \cap \text{Sym}(V)$. We will describe in this section some important subgroups of $G$ associated with a fixed element $\beta \in p$.

Consider for such a fixed $\beta \in p$ the adjoint map

$$\text{ad}(\beta) : g \rightarrow g, \quad A \mapsto [\beta, A].$$

Assume that $\text{ad}(\beta) : g \rightarrow g$ is a symmetric endomorphism with respect to some scalar product on $g$: see \([2]\). If $g_r$ is the eigenspace of $\text{ad}(\beta)$ with eigenvalue $r \in \mathbb{R}$ then $g = \bigoplus_{r \in \mathbb{R}} g_r$, and we set

$$g_\beta := g_0 = \ker(\text{ad}(\beta)), \quad u_\beta := \bigoplus_{r > 0} g_r, \quad q_\beta := g_\beta \oplus u_\beta.$$

**Definition B.1.** We denote by

$$G_\beta := \{ g \in G : g_\beta g^{-1} = \beta \}, \quad U_\beta := \exp(u_\beta) \quad \text{and} \quad Q_\beta := G_\beta U_\beta$$

the centralizer of $\beta$ in $G$, the unipotent subgroup associated with $\beta$, and the parabolic subgroup associated with $\beta$, respectively.

To describe these groups more explicitly, let us decompose $V = V_1 \oplus \cdots \oplus V_m$ as a sum of $\beta$-eigenspaces corresponding to the real eigenvalues $\lambda_1 < \cdots < \lambda_m$ with multiplicities $n_1, \ldots, n_m \in \mathbb{N}$. For simplicity we suppose that $m = 3$, the general case being completely analogous. With respect to a suitable orthonormal basis of $V$ the map $\beta = (\lambda_1 \text{Id}_1, \lambda_2 \text{Id}_2, \lambda_3 \text{Id}_3)$ is diagonal, and we have

$$G_\beta = G \cap \left\{ \left( \begin{array}{ccc} g_1 & 0 & 0 \\
0 & g_2 & 0 \\
0 & 0 & g_3 \end{array} \right) : g_i \in GL(V_i) \right\},$$

$$U_\beta = G \cap \left\{ \left( \begin{array}{ccc} \text{Id}_1 & 0 & 0 \\
g_{21} & \text{Id}_2 & 0 \\
g_{31} g_{32} & \text{Id}_3 \\
g_{31} g_{32} g_{33} & \text{Id}_3 \end{array} \right) : g_{ij} \in \text{End}(V_j, V_i), \ i > j \right\},$$

$$Q_\beta = G \cap \left\{ \left( \begin{array}{ccc} g_{11} & 0 & 0 \\
g_{21} & g_{22} & 0 \\
g_{31} g_{32} g_{33} & \text{Id}_3 \end{array} \right) : g_{ij} \in \text{End}(V_j, V_i) \text{ if } i > j, \ g_{ii} \in GL(V_i) \right\}.$$

**Lemma B.2.** The groups $G_\beta, U_\beta, Q_\beta$ are closed in $G$, and their Lie algebras are given respectively by $g_\beta, u_\beta, q_\beta$. We have that

$$G = K Q_\beta, \quad K \cap Q_\beta = K \cap G_\beta =: K_\beta.$$

Moreover, $U_\beta$ is connected and normal in $Q_\beta$, $G_\beta$ is reductive and satisfies \([1]\), and we have $U_\beta \cap G_\beta = \{ \text{Id}_V \}$.

**Proof.** A simple computation shows that $[g_r, g_s] \subset g_{r+s}$, thus $u_\beta$ is a Lie subalgebra of $g$ and an ideal in $q_\beta$. Hence $U_\beta$ is a closed subgroup of $G$, which is normal in $Q_\beta$. The claims for $G_\beta$ are well-known.

The fact that $G = K Q_\beta$ follows at once from Proposition \([A.3]\) applied to a maximal abelian subalgebra $\mathfrak{t} \subset p$ containing $\beta$: in this case, we have that $TN \subset Q_\beta$.

If $g \in G_\beta \cap U_\beta$, say $g = \exp(N)$ with $N \in u_\beta$, then $g$ preserves the eigenspaces of $\beta$, thus so does $N$. Hence $N \in \mathfrak{g}_\beta$, therefore $N = 0$ and $g = \text{Id}_V$. 


Now observe that $G^t = G$, so in particular we also have $G = U_2 = \{\text{Id}_V\}$.
Also, since $q^t = g_{-r}$, we obtain in the same way as above that $U_2 = Q_2 = \{\text{Id}_V\}$.
Since $U_2$ is normal in $Q_2$ we may write $Q_2 = U_2 G_2 = U_2 G_2$, and in particular
$Q_2 = U_2 G_2$. From this observations it follows that $Q_2 = Q_2 = G$, and it is now clear that $K \cap Q_2 = K G_2$.
Finally, if we define $p_2 = G_{G_2} \cap \text{Sym}(V) = G_{G_2} \cap p$, from the fact that $G_2 = G$ we clearly have that $G_2 = K G_2 \exp(p)$.

The following characterization turns out to be very useful in the applications.

Lemma B.3. For $\beta \in p$ we have that

$$G_2 = \{g \in G : g \exp(\beta)g^{-1} = \exp(\beta)\},$$

$$U_2 = \{g \in G : \lim_{t \to \infty} \exp(-t \beta)g \exp(t \beta) = \text{Id}\},$$

$$Q_2 = \{g \in G : \lim_{t \to \infty} \exp(-t \beta)g \exp(t \beta) \text{ exists}\}.$$

Proof. Notice that $g \in G$ if and only if $g$ preserves all the eigenspaces of $\beta$. Since these coincide with the eigenspaces of $\exp(\beta)$, the first assertion follows.
For the other two claims, as above we work in the case where $\beta$ has only 3 different eigenvalues, bearing in mind that the general case follows in exactly the same way. Adopting the same notation as in the paragraph following Definition B.2, for $g = (g_{ij})_{1 \leq i, j \leq 3} \in \text{GL}(V)$ we have that the limit

$$\left(\begin{array}{ccc}
e^{-t\lambda_1}
e^{-t\lambda_2}
e^{-t\lambda_3}
\end{array}\right) \cdot \left(\begin{array}{ccc}g_{11} & g_{12} & g_{13} \\
g_{21} & g_{22} & g_{23} \\
g_{31} & g_{32} & g_{33}
\end{array}\right) \cdot \left(\begin{array}{ccc}e^{t\lambda_1}
e^{t\lambda_2}
e^{t\lambda_3}
\end{array}\right)$$

$$\left(\begin{array}{ccc}g_{11} & e^{-t(\lambda_1 - \lambda_2)}g_{12} & e^{-t(\lambda_1 - \lambda_3)}g_{13} \\
e^{-t(\lambda_2 - \lambda_1)}g_{21} & g_{22} & e^{-t(\lambda_2 - \lambda_3)}g_{23} \\
e^{-t(\lambda_3 - \lambda_1)}g_{31} & e^{-t(\lambda_3 - \lambda_2)}g_{32} & g_{33}
\end{array}\right) \rightarrow \left(\begin{array}{ccc}g_{11} & g_{12} & g_{13} \\
g_{21} & g_{22} & g_{23} \\
g_{31} & g_{32} & g_{33}
\end{array}\right)$$

as $t \to \infty$ exists if and only if $g_{12} = g_{13} = g_{13} = 0$, and it is Id_{V} if and only if in addition we have $g_{ii} = \text{Id}_{V}$ for $i = 1, 2, 3$.
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