Few-Shot Defect Segmentation Leveraging Abundant Normal Training Samples Through Normal Background Regularization and Crop-and-Paste Operation
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Abstract—In industrial product quality assessment, it is essential to determine whether a product is defect-free and further analyze the severity of anomaly. To this end, accurate defect segmentation on images of products provides an important functionality. In industrial inspection tasks, it is common to capture abundant defect-free image samples but very limited anomalous ones. Therefore, it is critical to develop automatic and accurate defect segmentation systems using only a small number of annotated anomalous training images. This paper tackles the challenging few-shot defect segmentation task with sufficient normal (defect-free) training images but very few anomalous ones. We present two effective regularization techniques via incorporating abundant defect-free images into the training of a UNet-like encoder-decoder defect segmentation network. We first propose a Normal Background Regularization (NBR) loss which is jointly minimized with the segmentation loss, enhancing the encoder network to produce distinctive representations for normal regions. Secondly, we crop/paste defective regions to the randomly selected normal images for data augmentation and propose a weighted binary cross-entropy loss to enhance the training by emphasizing more realistic crop-and-pasted augmented images based on feature-level similarity comparison. Both techniques are implemented on an encoder-decoder segmentation network backboned by ResNet-34 for few-shot defect segmentation. Extensive experiments are conducted on the recently released MVTec Anomaly Detection dataset with high-resolution industrial images. Under both 1-shot and 5-shot defect segmentation settings, the proposed method significantly outperforms several benchmarking methods.

Index Terms—Defect segmentation, Few-shot segmentation, Industrial image inspection

I. INTRODUCTION

DEFECT segmentation provides an important step in various industrial inspection tasks relying on localizing and delineating defective regions that visually appear anomalous against the normal ones. In general, it is tedious and time-consuming to manually identify and annotate the defect regions on real-captured images. Therefore, automating the process is in demand. Moreover, in real-world applications, it is relatively easy to capture defect-free images but challenging to obtain sufficient anomalous training images [1, 2]. Hence, building up an automatic and accurate defect segmentation model using only a small number of annotated anomalous images is valuable. Motivated by the aforementioned demands, this paper tackles the task of defect segmentation with very few annotated anomalous images, i.e., few-shot defect segmentation.

Defect segmentation is closely related to the task of Anomaly Detection (AD), which aims at predicting an image (as a whole) to be either normal or anomalous [3]. Most research works handle AD by exploiting deep neural networks, e.g., Deep Convolution Autoencoder (DCAE) or Generative Adversarial Network (GAN), which are trained using only normal images [4]–[8]. Although the AD methods achieve good accuracy on classifying low resolution images, they are rarely formulated to accurately localize the defect regions from high-resolution industrial images. Hence, defect segmentation presents a more challenging task which not only requires differentiating anomalous/normal image patches but also delineating the boundaries of the defects within the anomalous image.

Another related task with defect segmentation is semantic segmentation, i.e., predicting the semantic class for every pixel within an image. Semantic segmentation tasks are predominantly tackled using fully convolutional networks (FCN) [9] which exploit encoder-decoder architectures to predict masks from images [10]–[14]. Supervised training of these models typically requires a large number of ⟨image, mask⟩ pairs for tuning network parameters. However, in real-world industrial applications, only very limited anomalous images with pixel-level annotation masks are available for model training. Hence, the traditional supervised training severely suffers from the overfitting problem. Recently, learning with less training data has drawn great research interest in the computer vision community, especially in the field of image classification and segmentation, i.e., few-shot image classification [15]–[17] and segmentation [18]–[20]. The state-of-the-art approaches to the few-shot problems typically adopt the meta-learning scheme, which requires an auxiliary dataset with sufficient data to train the meta learner with few-shot learning capability [15]–[18]. On one hand, differing from the generic few-shot semantic segmentation task, sufficient defect-free training images are available in industrial inspection tasks, which are explored to improve the performance of defect segmentation under few-shot settings in this paper. On another hand, our solution does
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not require auxiliary datasets for meta-learning as they are usually not available in industrial inspection applications.

To address few-shot defect segmentation from high resolution images, we propose two regularization methods by leveraging abundant defect-free normal images through a novel training scheme involving two input branches during the training of the segmentation network. One is for sufficient defect-free normal images while the other is for limited annotated defective images. The proposed techniques could be easily implemented in an encoder-decoder segmentation networks to significantly improving the accuracy of defect segmentation results under both 1-shot and 5-shot settings. To our best knowledge, this paper is the first work to develop more effective defect segmentation via harvesting of abundant normal training samples under few-shot settings. The major contributions of this paper are summarized as follows:

1) We propose a novel Normal Background Regularization (NBR) loss into the training process of the encoder network. This loss facilitates the encoder to produce distinctive representations of normal regions by maximizing the similarity between the normal regions within anomalous images and randomly picked normal training images.

2) We propose a simple yet effective Crop-and-Paste (CaP) operation for data augmentation. Moreover, we develop a weighted binary cross-entropy loss to enhance the influence of more realistic defective images via computing the feature-level similarity between artificially generated and real-captured anomalous images.

3) We adopt a UNet-like encoder-decoder segmentation network backboned by ResNet-34 as the baseline model and demonstrate the effectiveness of the proposed regularization techniques, achieving significantly higher few-shot segmentation and anomaly detection accuracy without increasing inference computational complexity on the MVTec Anomaly Detection benchmark dataset.

The remaining sections of this paper are organized as follows. The related works are reviewed in Section II. The details of the proposed method are presented in Section III. The experimental results on the comparison with several benchmarking methods and the ablation studies are shown and analyzed in Section IV. Section V concludes the entire paper.

II. RELATED WORK

In this section, we briefly review some related works on anomaly detection, U-Net segmentation architecture and few-shot semantic segmentation via meta learning.

A. Anomaly Detection

Anomaly detection (AD) aims at predicting a testing image as either normal or anomalous given only normal images as training data. Several early statistical AD methods, such as One-Class Support Vector Machine (OC-SVM) \cite{1}, One-Class Support Vector Data Description (OC-SVDD) \cite{2} and Kernel Density Estimation (KDE) \cite{3} address AD using hand-crafted features for one-class classification. Recently, deep learning based methods are widely exploited for anomaly detection problems. These methods can be divided into two groups: image reconstruction based and AD oriented objective based methods. The image reconstruction based methods exploit only normal images to train an image reconstruction model, e.g., Deep Convolution Autoencoder (DCAE) and Deep Generative Adversarial Network (GAN), and assumes the model could produce lower reconstruction errors for normal images than those anomalous ones \cite{4}, \cite{7}, \cite{24}, \cite{25}. The reconstruction based AD methods are built upon the assumption that the reconstruction process is discriminative and they do not directly optimize for an AD oriented objective \cite{5}. To better align the problem target and the optimization objective, AD oriented objective based methods are proposed. For example, Deep SVDD \cite{5} trains a deep neural network by minimizing the volume of a hypersphere that encloses the latent representations of normal class images.

Our few-shot defect segmentation task is not the traditionally defined AD task. They are similar since they both adopt a sufficient number of normal training images. However, they are different in two aspects: (i) our task not only focus on predicting the whole image as normal or anomalous, but also segmenting out the defective regions which are not provided by AD methods. Towards this more challenging objective, we extend training resources of AD to incorporate very few (1 or 5) annotated anomalous samples; (ii) our task can handle high-resolution industrial images which are more challenging than low resolution images handled by AD methods.

B. U-Net Segmentation Architecture

In this subsection, we review several U-Net segmentation architectures since we exploit U-Net-like segmentation model in this work. U-Net \cite{11} is one of the most widely studied fully convolutional network (FCN) \cite{9} models which exploit encoder-decoder architectures to predict segmentation masks from images. U-Net consists of an encoding path followed by an decoding path to perform dense pixel-wise prediction. It also introduces skip connections to concatenate low-level features in the encoding path with the high-level features in the decoding path for recovering spatial information. Motivated by the original U-Net, many U-Net variants are proposed to modify the original model from various perspectives \cite{12}, \cite{14}, \cite{26}–\cite{29}. TernausNet-11 \cite{12}, TernausNet-16 \cite{14} and AlbuNet-34 \cite{30} exploited VGG-11, VGG-16 and ResNet-34 as the backbones of their encoding paths, respectively. Ref \cite{27} proposed U-Net++ which builds up intermediate layers into the skip connections to alleviate big semantic gaps caused by long skip connections. Attention U-Net \cite{28} is designed by incorporating attention mechanism into the skip connections to make the model focus on salient features within images. Motivated by ResNet \cite{31}, \cite{29} proposed deep residual U-Net by adding residual (shortcut) connections in the U-Net decoder.

C. Few-shot Semantic Segmentation via Meta Learning

Learning with an extremely small number of training data has drawn great research interest in the computer vision community, especially in the field of image classification, i.e.,
few-shot image classification [15]–[17]. Regarding semantic segmentation of images, the regular supervised training of fully-convolutional network models typically requires a large number of (image, mask) pairs for tuning network parameters. An increasing number of research works are proposed to perform semantic segmentation under few-shot settings [18]–[20]. The state-of-the-art approaches to addressing the few-shot semantic segmentation usually adopt a learning scheme called meta-learning which requires an auxiliary dataset with sufficient data to train the model for few-shot learning capability instead of fitting the original training data. For example, CA Net [18] is proposed to perform class-agnostic deep feature comparison. PANet [19] is formulated to generate class prototypes for dense pixelwise prediction.

Our few-shot defect segmentation task is similar to few-shot semantic segmentation in terms of only an extremely small number of annotated (image, mask) training data are available. However, in this work, we aim to formulate a solution that does not require auxiliary datasets for meta-learning as they are usually not available in industrial inspection applications. Instead of using auxiliary datasets, we leverage abundant defect-free training images to improve the defect segmentation performance under few-shot settings.

III. METHOD

A. Problem Setting

We define our $K$-shot defect segmentation problem corresponding to $C$ classes of defects and each has $K$ (image, mask) pairs of training data. Specifically, the training set $D_{\text{train}}$ consists of two subsets: a normal training subset $D^n_{\text{train}} = \{(I^n_i, M^n_i)\}$ where $i = 1, 2, \ldots, N_n$ and a defective training subset of (image, mask) pairs $D^d_{\text{train}} = \{(I^d_{c,k}, M^d_{c,k})\}$ where $n$ denotes “normal”, $d$ denotes “defective”, $c = 1, 2, \ldots, C$ and $k(k = 1, 2, \ldots, K)$ denote the indexes for the defective categories and the defective images, respectively. The number of normal images $N_n$ is sufficiently large while these images contain no mask annotation since they are defect-free. The testing set $D_{\text{test}}$ contains multiple unseen anomalous images with pixel-wise annotated masks from one of $C$ training defect classes. We exploit both normal and defective training subsets to train a defect segmentation network whose performance is evaluated in the testing dataset.

B. Method Overview

To alleviate the overfitting problem due to the limited annotated anomalous image samples, two regularization techniques are proposed by exploiting the abundant defect-free images into the training of a segmentation network. The first contribution is the proposal of a novel normal background regularization (NBR) loss, which is jointly minimized with the segmentation loss to encourage the encoder network to produce distinctive representations of normal regions. The second contribution is to deploy the Crop-and-Paste (CaP) operation to generate artificial defect samples for data augmentation and further design a weighted cross-entropy loss to enhance the influence of more realistic defective images during the training process. Based on the proposed regularization techniques, a U-Net-like encoder-decoder segmentation network is trained for few-shot defect segmentation. During inference, the unseen images are fed through the segmentation network to predict the defect masks, as illustrated in Fig.1.

C. Baseline Encoder-Decoder Segmentation Network

For baseline network, we adopt a U-Net-like encoder-decoder segmentation network proposed in [30] backboned by ResNet-34 shown in Fig. 2. The encoder part exploits the convolution blocks of ResNet-34 with fully-connected layers...
removed. The decoder part exploits several decoder blocks to progressively upsample the feature maps. The skip connections proposed by U-Net [11] are applied to concatenate low-level feature maps with high-level ones. An image can be fed through the CNN encoder and decoder network in sequence to obtain the predicted defect mask as shown in Fig. 3.

D. Normal Background Regularization (NBR)

We first propose Normal Background Regularization (NBR) to facilitate the encoder to produce distinctive representations of normal regions by maximizing the similarity between the normal regions within anomalous images and the global regions of normal training images. Such idea is motivated by the assumption that the segmentation network should produce relatively consistent deep representations for the normal regions within anomalous images to the normal training images because they have similar appearances. Given a large number of normal (defect-free) training images but very few annotated anomalous ones, we attempt not only to delineate defective regions but also to maximize the similarity between the normal regions within anomalous images and abundant normal training samples. In such a way, it is possible to better depict the characteristics of normal regions and to generate more accurate boundaries between defective and defect-free regions within an image.

Specifically, as shown in Fig. 3 assuming batch size is set as 1, i.e., within one minibatch, we have one normal image \( I^n \), one defect image \( I^d \) and its defect mask \( M^d \). Both \( I^n \) and \( I^d \) are fed through the encoder to generate feature map \( F^n \) and \( F^d \), respectively. Then the normal background component \( B^d \) is cropped from \( F^d \) by elementwisely multiplying \( F^d \) with the reversed downsampled mask \( \hat{M}^d \):

\[
B^d = F^d \odot (1 - \hat{M}^d),
\]

where \( \hat{M}^d \) is the downsampled version of the original groundtruth mask \( M^d \). 1 is the mask with the same size as \( M^d \) filled with ones. \( \odot \) denotes elementwise multiplication. Then Global Average Pooling (GAP) [32] is applied on both \( B^d \) and \( F^n \) to obtain vectorized representations \( b^d \) and \( f^n \) as:

\[
b^d = \text{GAP}(B^d), \quad f^n = \text{GAP}(F^n).
\]

To encourage alignment of normal regions, a normal background regularization loss is proposed as the negative cosine similarity between \( b^d \) and \( f^n \) as:

\[
\mathcal{L}_{\text{NBR}} = - \frac{(b^d)^T (f^n)}{||b^d||_2 \cdot ||f^n||_2}.
\]

The normal background regularization loss is jointly minimized with the segmentation loss proposed in the subsequent subsection.

E. Crop-and-Paste (CaP)

To further alleviate overfitting, we propose the second regularization method called Crop-and-Paste (CaP) operation inspired by Cutmix [33] in image classification and object detection. As shown in Fig. 3 the defect region in an anomalous image \( I^d \) is cropped out and pasted upon a normal image \( I^n \). Such operation is conducted using the groundtruth mask \( M^d \) by:

\[
I^d_{\text{CaP}} = I^d \odot M^d + I^n \odot (1 - M^d).
\]

The resulted augmented image \( I^d_{\text{CaP}} \) is fed through the encoder and the decoder networks to generate predicted defect mask \( M_{\text{CaP}}^d \in [0, 1] \) using sigmoid activation function on the final output layer. We propose a weighted binary cross-entropy loss by pixelwisely comparing the groundtruth mask \( M^d \) and \( M_{\text{CaP}}^d \):

\[
\mathcal{L}_{\text{WBCE}} = - \lambda \sum_{(w,h)} [M^d(w,h)\log(\hat{M}_{\text{CaP}}^d(w,h))] + (1 - M^d(w,h))\log(1 - \hat{M}_{\text{CaP}}^d(w,h)),
\]

where \( w \) and \( h \) denote the width and height coordinate, respectively. The weight \( \lambda \) is defined as the cosine similarity between two vectors after global average pooling \( F^d \) and \( F_{\text{CaP}}^d \), i.e.:

\[
\lambda = \frac{||\text{GAP}(F^d)^T \text{GAP}(F_{\text{CaP}}^d)||}{||\text{GAP}(F^d)||_2 \cdot ||\text{GAP}(F_{\text{CaP}}^d)||_2}.
\]
Algorithm 1 Training procedure

Input:
- The normal training subset $D_{\text{train}}^{n} = \{I_{n}^{i}\} (i = 1, 2, \cdots, N_{n})$
- The defect training subset $D_{\text{train}}^{d} = \{I_{d}^{c,k}, M_{d,k}^{c}\} (c = 1, 2, \cdots, C$ and $k = 1, 2, \cdots, K)$
- The encoder-decoder segmentation network

for number of iterations on defect batch sampling do
  • Sample a minibatch of $m$ training (image, mask) pairs $\{(I_{c,i}^{n}, M_{c,i}^{n}), \ldots, (I_{c,m}^{n}, M_{c,m}^{n})\}$ from $D_{\text{train}}^{n}$.

for number of iterations on normal batch sampling do
  • Sample a minibatch of $m$ training normal images $\{I_{n}^{1}, \ldots, I_{n}^{m}\}$ from $D_{\text{train}}^{n}$.

Normal Background Regularization

- Calculate $L_{\text{NBR}}(I_{n}^{i}, I_{c,i}^{n})$ using Eqs. 1, 3 and Eq. 10 for $i = 1, 2, \cdots, m$.
- Calculate $L_{\text{NBR}} = \sum_{i=1}^{m} L_{\text{NBR}}(I_{n}^{i}, I_{c,i}^{n})$.

Crop-and-Paste Operation

if probability > 50%: then
  • Calculate $L_{\text{WBCE}}(I_{n}^{i}, I_{c,i}^{n}, M_{c,i}^{d})$ using Eqs. 4, 5 and Eq. 12 for $i = 1, 2, \cdots, m$.
  • Calculate $L_{\text{WBCE}} = \sum_{i=1}^{m} L_{\text{WBCE}}(I_{n}^{i}, I_{c,i}^{n}, M_{c,i}^{d})$.
  • Calculate the overall loss of the minibatch:
    $L = L_{\text{NBR}} + L_{\text{WBCE}}$.

else
  • Calculate the original binary cross-entropy loss $L_{\text{BCE}}(I_{n}^{i}, M_{c,i}^{d})$ using Eq. 11.
  • Calculate $L_{\text{BCE}} = \sum_{i=1}^{m} L_{\text{BCE}}(I_{n}^{i}, I_{c,i}^{n}, M_{c,i}^{d})$.
  • Calculate the overall loss of the minibatch:
    $L = L_{\text{NBR}} + L_{\text{BCE}}$.
end if

end for

Tune the network by descending the gradients of $L$ with respect to the segmentation network parameters.

end for

on the picked normal image. $\lambda$ is calculated to quantify the “realistic degree” of the crop-and-pasted augmented image by comparing it to the original anomalous image. The augmented image is more realistic if it is highly similar to the original anomalous image. Hence, a bigger $\lambda$ reflects a relatively realistic augmented anomalous image and its loss contributes more to the tuning of the network parameters. An ablation study on the effect of $\lambda$ is conducted and analyzed in Section IV-H.

For each minibatch iteration, we set a probability parameter which is randomly drawn uniformly from the range of $[0, 1]$. If the probability parameter exceeds a fixed threshold (e.g., 50%), the CaP operation is applied. Otherwise, we feed the original feature map of anomalous image $F^{d}$ through the decoder to obtain the predicted mask $\hat{M}^{d}$ and then calculate the standard binary cross-entropy loss as:

$$L_{\text{BCE}} = -\sum_{(w,h)}\left[M_{d}(w, h)\log(\hat{M}_{d}(w, h)) + (1 - M_{d}(w, h))\log(1 - \hat{M}_{d}(w, h))\right].$$

(7)

To update the parameters of the encoder and decoder networks, we minimize the overall loss $L$ defined as the summation of $L_{\text{NBR}}$ and the segmentation loss depending on the probability parameter. Algorithm 1 summarizes the overall training procedure using the proposed regularization methods in pseudo codes.

Remark 1: Here, we provide some further analysis on NBR and CaP, respectively. Both techniques exploit a huge amount of normal training images. On one hand, NBR is formulated to train the network to generate class-wisely consistent representations of the normal regions. Without NBR, the network can only learn “normal” semantics from the normal regions of the very few defect training images and therefore suffers from overfitting. NBR facilitates the network to learn intra-class (normal) similarity by comparing the deep representations between the normal regions of the anomalous images and the randomly selected normal images. On the other hand, CaP is formulated to facilitate the network to learn inter-class (normal and anomalous) discriminative knowledge from different combinations of defective regions and normal images.
through the simple Crop-and-Paste operation. In summary, the proposed regularization techniques effectively increase the intra-class similarity for the segmentation of normal class and simultaneously enhances the inter-class discriminative capability for the normal and anomalous regions. We will study the superiority of the proposed techniques in terms of segmentation performance and model training convergence in the ablation experiments in detail in Section IV-H.

IV. EXPERIMENTS

A. Dataset

We exploit recently released MVTec Anomaly Detection (MVTec AD) \cite{gst} dataset for experiments. MVTec AD contains 5354 high-resolution images of multiple object or texture categories. For each category, it contains defect-free images and anomalous images. Overall, MVTec AD contains over 70 different types of defects such as holes, contaminations, scratches, and etc. Fig. 5 shows several examples of normal images and different types of anomalous images for the category “Hazelnut”. Table I shows the number of images for each category in the defective training subset, the normal training subset and the testing set, respectively.

| Category | # Train (Defect) 1 shot | # Train (Normal) | # Test (Defect) 1 shot | # Test (Normal) |
|----------|-------------------------|-----------------|------------------------|-----------------|
| Carpet   | 280                     | 88              | 84                     | 28              |
| Grid     | 264                     | 56              | 52                     | 21              |
| Leather  | 245                     | 91              | 87                     | 32              |
| Tile     | 230                     | 83              | 79                     | 33              |
| Wood     | 247                     | 59              | 55                     | 19              |
| Bottle   | 209                     | 62              | 58                     | 20              |
| Cable    | 224                     | 91              | 87                     | 58              |
| Capsule  | 219                     | 108             | 104                    | 23              |
| Hazelnut | 391                     | 69              | 65                     | 40              |
| Metal nut| 220                     | 92              | 88                     | 22              |
| Pill     | 267                     | 140             | 136                    | 26              |
| Screw    | 220                     | 118             | 114                    | 12              |
| Toothbrush| 213                    | 39              | 35                     | 60              |
| Zipper   | 240                     | 118             | 114                    | 32              |

B. Experiment Settings

We first conduct two experiments to compare our model with several benchmarking methods. The first experiment is on few-shot defect segmentation. Specifically, under K-shot (K=1 or 5) defect segmentation setting, for each type of defect, K ⟨image, mask⟩ pairs are randomly selected to construct the defect training subset while the normal training subset is constructed using the defect-free training images provided by MVTec AD. The remaining anomalous images are used for performance evaluation. The second experiment is on few-shot anomaly detection, i.e., image-level classification of normal and anomalous images under our few-shot settings. We label the normal images as category ‘0’ while the anomalous ones as category ‘1’. Since the proposed method is formulated for defect segmentation, a testing image is predicted as defective if at least one of its pixels is predicted as defective. The anomaly score for the image is defined as the area of the defective regions. We further conduct several ablation studies to analyze the effectiveness of the proposed regularization techniques from multiple aspects.

C. Benchmarking Methods

We exploit the encoder-decoder architecture proposed by \cite{cor} which is backboned by ResNet-34 \cite{res}. Therefore, the original model is set as baseline B. Our model is denoted as B+NBR+CaP—the baseline model with both normal background regularization and crop-and-paste operation. To build a strong baseline B, the similar crop-and-paste data augmentation is applied at the probability of 50% for randomly sampled minibatches and the standard binary cross-entropy loss (without weighting) is used for optimization. We also conduct the experiments on TernausNet-11 \cite{ter}, TernausNet-16 \cite{ter}, the original U-Net \cite{unet}, Attention U-Net \cite{atunet} and U-Net++ \cite{unet++} as benchmarking methods. For all the benchmarking methods, we also exploit crop-and-paste data augmentation but they are trained using the standard binary cross-entropy loss.

D. Performance Metrics

For the experiments of few-shot defect segmentation and the ablation studies, the performance criteria Intersection-Over-Union (IOU) and Dice Coefficient (DC) are adopted to evaluate the segmentation performance. IOU and DC are adopted to measure the overlapping regions between the predicted binary mask and the groundtruth:

$$IOU = \frac{TP}{TP+FN+FP},$$

$$DC = \frac{2TP}{2TP+FN+FP}.$$
## Table II: Mean IOU under 1-shot and 5-shot settings. The best values are in bold.

| Category    | TernausNet-11 | TernausNet-16 | U-Net | Attention U-Net | U-Net++ | B | B+NBR+Cap (ours) |
|-------------|---------------|---------------|-------|----------------|---------|---|------------------|
| Toothbrush  | 0.7275 (0.104) | 0.7195 (0.009) | 0.7846 (0.057) | 0.6621 (0.103) | 0.7354 (0.001) | 0.7291 (0.004) | 0.5840 (0.009) |
| Toothbrush  | 0.6384 (0.036) | 0.5126 (0.004) | 0.6480 (0.037) | 0.5403 (0.036) | 0.5699 (0.007) | 0.5590 (0.004) | 0.6753 (0.016) |
| Toothbrush  | 0.5877 (0.036) | 0.4517 (0.028) | 0.5403 (0.026) | 0.4275 (0.036) | 0.5699 (0.007) | 0.5590 (0.004) | 0.6753 (0.016) |
| Toothbrush  | 0.6251 (0.058) | 0.6256 (0.029) | 0.6824 (0.038) | 0.6418 (0.016) | 0.7214 (0.030) | 0.6057 (0.039) | 0.7416 (0.054) |
| B           | 0.4083         | 0.3839        | 0.4049      | 0.3701          | 0.4377   | 0.4217          | 0.5916          |

*For category toothbrush, all the compared methods cannot converge during training under 1-shot setting.

## Table III: Mean DC under 1-shot and 5-shot settings. The best values are in bold.

| Category    | TernausNet-11 | TernausNet-16 | U-Net | Attention U-Net | U-Net++ | B | B+NBR+Cap (ours) |
|-------------|---------------|---------------|-------|----------------|---------|---|------------------|
| Toothbrush  | 0.6080 (0.015) | 0.6090 (0.010) | 0.6250 (0.072) | 0.5860 (0.001) | 0.7291 (0.004) | 0.6580 (0.078) | 0.8490 (0.003) |
| Toothbrush  | 0.5877 (0.036) | 0.5126 (0.004) | 0.6480 (0.037) | 0.5403 (0.036) | 0.5699 (0.007) | 0.5590 (0.004) | 0.6753 (0.016) |
| Toothbrush  | 0.6251 (0.058) | 0.6256 (0.029) | 0.6824 (0.038) | 0.6418 (0.016) | 0.7214 (0.030) | 0.6057 (0.039) | 0.7416 (0.054) |
| B           | 0.4083         | 0.3839        | 0.4049      | 0.3701          | 0.4377   | 0.4217          | 0.5916          |

*For category toothbrush, all the compared methods cannot converge during training under 1-shot setting.
where TP, FP, and FN denotes the number of pixels in the predicted mask which are true positive, false positive and false negative compared with the groundtruth mask, respectively. The mean IOU and DC are recorded over the testing images.

For the experiments of few-shot anomaly detection, we plot the Receiver Operating Characteristic (ROC) curves for the compared methods under 1-shot and 5-shot setting, respectively. The average classification accuracy and the area under the ROC curves are calculated as the performance metrics for evaluation.

E. Implementation Details

The experiments are implemented using Pytorch [35] framework and Python3 ran on a NVIDIA TITAN X GPU. The training and testing images (along with their annotation masks) are resized to 512×512 in resolution. All the compared methods have two branches of input images, i.e., the input branches for the normal training subset and the defect training subset, respectively. For both branches, the batch size is set as 2 for 1-shot and 4 for 5-shot defect segmentation, respectively. Adam optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.999$ are exploited and the learning rate is set as 0.0001. The number of training iterations is set as 1350. For our proposed method, the probability of adopting the crop-and-paste is set as 50% and for the rest of the tuning iterations, we minimize the standard binary cross-entropy loss with respect to the original anomalous training images without CaP operation. The same probability parameter for crop-and-paste operation is applied for the benchmarking methods. It is noted that all the proposed regularization methods are applied only in the training process. For all the benchmarking methods, we use the same batch size, optimizer, learning rate and the number of the iterations as our method since we can observe the convergence of training loss under these settings.

F. Comparison on Few-Shot Defect Segmentation

In this subsection, we conduct the experiments on the comparison among our models and the related benchmarking methods in few-shot defect segmentation. For each model, we repeat the experiment for 5 times with different random seeds. Table II and III show the mean IOU and DC and the standard deviation for each category under 1-shot and 5-shot setting, respectively. It is observed that the proposed method significantly outperforms all the benchmarking methods in terms of mean IOU and mean DC under both few-shot settings. The performance gain shrinks from 1-shot to 5-shot because the overfitting is alleviated by increasing the number of anomalous images. Note that even when more annotated training data is provided, our method could still improve the segmentation performance. It is worthwhile to note that the original U-Net beats TernausNet-11, TernausNet-16 and B under 1-shot setting but is comparable or slightly underperforms them under 5-shot setting. This indicates the lower capacity model (i.e., with lower number of tunable parameters) shows better generalization performance than the higher ones in the case of extremely limited annotated training data. From the experimental results, the proposed methods effectively regularize a high capacity baseline model B and significantly boost the segmentation performance. Fig. 6 shows the qualitative segmentation results of compared methods under 1-shot setting. We choose two representative categories for “Object” and “Texture”, respectively. It is observed that, providing only a single annotated training image, our model could produce better generalization segmentation performance than all the benchmarking methods, especially on the fine details such as object edges and thin cracks. To summarize, both quantitatively and qualitatively, the proposed method significantly outperforms all the benchmarking methods under both few-shot settings.

Fig. 6: The qualitative segmentation results of category “Bottle”, “Hazelnut”, “Tile” and “Zipper” under 1-shot defect segmentation setting. (a) and (b): the training image and its groundtruth; (c) and (d): the testing image and its groundtruth; (e) to (i): the predicted masks of (e) our method (B+NBR+CaP); (f) B [30]; (g) TernausNet-11 [12]; (h) TernausNet-16 [14]; (i) U-Net [11]; (j) Attention U-Net [28]; (k) U-Net++ [27], respectively.
G. Comparison on Few-Shot Anomaly Detection

In this subsection, we conduct the experiments on few-shot anomaly detection. Since all the compared methods are originally formulated for few-shot defect segmentation, we determine a testing image to be anomalous if at least one of its pixels is predicted as defective. The anomaly score for the image is defined as the area of the defective regions. The ROC curves are plotted by thresholding the anomaly scores. Fig 7a and 7b illustrates the ROC curves for the compared methods under 1-shot and 5-shot setting, respectively. Table IV records the average classification accuracy and the areas under the ROC curves, respectively. It is noted that the ROC curves and the performance metrics are averaged across all the categories in MVTec dataset. From the ROC curves, it is observed that our proposed model outperforms all the benchmarking methods under both settings. From the table, our model produces higher classification accuracy than all the benchmarking methods. Specifically, under 1-shot setting, the proposed model produces 88.56% and 92.19% in classification accuracy and AUC value, respectively. Under 5-shot setting, we reach 94.12% and 97.03%. We achieve such high classification accuracy at very low annotation cost by means of leveraging sufficient normal training data which is annotation-free.

H. Ablation Study and Discussion

In this subsection, some ablation studies and discussions are conducted on the proposed methods. We mainly consider three ablation models: B—the baseline model; B+NBR—the baseline model with normal background regularization; B+NBR+CaP—the baseline model with both normal background regularization and crop-and-paste operation.

Table V shows the mean IOUs and DCs over all the categories for three ablation models under 1-shot and 5-shot settings, respectively. From the table, it is clearly that both B+NBR and B+NBR+CaP significantly outperform the original baseline model B by big margin in both evaluation metrics. Secondly, B+NBR+CaP further boosts the performance of B+NBR by around 7% and 4% under 1-shot and 5-shot settings, respectively. Fig. 8 shows the qualitative segmentation examples under 1-shot setting. It is observed that B+NBR can better reduce the segmentation errors on the normal background regions by conducting normal background regularization and B+NBR+CaP further improves the segmentation performance on the defect regions. These observations indicate that the proposed regularization methods could jointly improve the performance of the baseline model.

To observe the regularization performance, we further plot the curves of mean IOUs using the testing set of category “Carpet” during the training of the three ablation models. Figs. 9a and 9b shows the mean IOUs under the settings of 1-shot and 5-shot, respectively. From the figures, it is observed that, compared with the baseline B, both B+NBR and B+NBR+CaP not only achieve better generalization performance, but also accelerate the training convergence process by adding effective regularization.

We also study the effect of exploiting the weight λ to quantify the “realistic degree” of the crop-and-pasted augmented image as proposed in Section III-E and Eq. (6). Fig. 10 shows the visualization examples of category “Hazelnut” and “Tile” for different λ values. During the Crop-and-Paste operation, we reserve the spatial location of the pasted defective region in
TABLE V: mean IOU and DC for ablation study on the proposed regularization methods.

| Method          | 1 shot IOU | 1 shot DC | 5 shot IOU | 5 shot DC |
|-----------------|------------|-----------|------------|-----------|
| B               | 0.3190     | 0.3936    | 0.5507     | 0.6537    |
| B+NBR           | 0.4241     | 0.5245    | 0.6039     | 0.7101    |
| B+NBR+CaP       | 0.4919     | 0.5944    | 0.6445     | 0.7479    |

Fig. 8: The qualitative segmentation results of category “Bottle”, “Hazelnut”, “Tile” and “Zipper” under 1-shot defect segmentation setting. (a) and (b): the testing image and its groundtruth; (c) to (e): the predicted masks of (c) B [30]; (d) B+NBR; (e) B+NBR+CaP, respectively.

the original anomalous image to avoid generating unrealistic anomalous training images. We further use the parameter $\lambda$ to finely quantify the “realistic degree” of the generated image. It is observed that more realistic augmented anomalous images (e.g., the four images for the “Hazelnut” category in Fig. 10) are reflected by larger $\lambda$ values ($\geq 0.95$). The less realistic augmented anomalous images are quantified by smaller $\lambda$ values, such as the cases of “Tile” where the background pattern directions and illumination conditions are quite different between the original anomalous images and the selected normal images. We conduct the experiments on comparing our B+NBR+CaP with its counterpart by fixing the value of $\lambda$ as 1. The mean IOUs and DCs are shown in Table VII. By introducing the weight $\lambda$, the segmentation performance is improved for both 1-shot and 5-shot settings. It is also noted that $\lambda$ is not a weight need to be tuned but can be directly determined by Eq. (6) during training.

TABLE VI: Mean IOU and DC for ablation study on $\lambda$

| Method          | 1 shot IOU | 1 shot DC | 5 shot IOU | 5 shot DC |
|-----------------|------------|-----------|------------|-----------|
| B+NBR+CaP ($\lambda = 1$) | 0.4745 | 0.5728 | 0.6371 | 0.7398 |
| Ours            | 0.4919     | 0.5944    | 0.6445     | 0.7479    |

For NBR loss, the cosine similarity is adopted to measure the alignment of two normal components inspired by several few-shot learning literatures [15], [18], [19]. Here, we consider the ablation model which uses Euclidean distance to replace the cosine similarity in Eq. (3). Table VII shows that both similarity metrics could produce comparable performance under 1-shot setting while our version with cosine similarity outperforms the Euclidean distance based on by around 2.5% in mean IOU and DC under 5-shot setting. Based on this analysis, the cosine similarity is adopted in our NBR loss.

TABLE VII: Mean IOU and DC for ablation study on NBR loss

| Method                              | 1 shot IOU | 1 shot DC | 5 shot IOU | 5 shot DC |
|-------------------------------------|------------|-----------|------------|-----------|
| B+NBR+CaP (Euclidean)               | 0.4954     | 0.5947    | 0.6186     | 0.7223    |
| B+NBR+CaP (Cosine)                  | 0.4919     | 0.5944    | 0.6445     | 0.7479    |

For computational complexity, both NBR and CaP do not introduce any new tunable parameter or expand the baseline network during inference. Hence, the computational complexity remains the same as the baseline network while the segmentation performance is improved.

V. CONCLUSION

To handle the few-shot defect segmentation problem, we have proposed two effective regularization methods, namely...
Normal Background Regularization (NBR) and Crop-and-Paste (CaP) operation into the training of a U-Net-like segmentation network. Both methods effectively exploit the abundant defect-free normal images to alleviate the model overfitting due to very limited annotated anomalous training images. NBR facilitates the encoder network to produce distinctive representations for normal regions. CaP exploits normal training images for data augmentation and enhance the training of the segmentation networks by emphasizing more realistic augmented images. Extensive experiments are conducted on MVtec Anomaly Detection dataset across both object and texture category images. The experimental results show that, both quantitatively and qualitatively, the proposed methods significantly outperform multiple benchmarking methods under the settings of few-shot defect segmentation using high-resolution industrial images.
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