Prospects for distinguishing dynamical tides in inspiralling binary neutron stars with third generation gravitational-wave detectors
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Tidal effects in gravitational-wave (GW) observations from binary neutron star mergers have the potential to probe ultra-dense matter and shed light on the unknown nuclear equation of state of neutron stars. Tidal effects in inspiralling neutron star binaries become relevant at GW frequencies of a few hundred Hz and require detectors with exquisite high-frequency sensitivity. Third generation GW detectors such as the Einstein Telescope or Cosmic Explorer will be particularly sensitive in this high-frequency regime, allowing us to probe neutron star tides beyond the adiabatic approximation. Here we assess whether dynamical tides can be measured from a neutron star inspiral. We find that the measurability of dynamical tides depends strongly on the neutron star mass and equation of state. For a semi-realistic population of 10,000 inspiralling binary neutron stars, we conservatively estimate that on average $\mathcal{O}(50)$ binaries will have measurable dynamical tides. As dynamical tides are characterised not only by the star’s tidal deformability but also by its fundamental ($f$-) mode frequency, they present a possibility of probing higher-order tidal effects and test consistency with quasi-universal relations. For a GW170817-like signal in a third generation detector network, we find that the stars’ $f$-mode frequencies can be measured to within a few hundred Hz.

I. INTRODUCTION

The detection of gravitational waves (GWs) from binary neutron star (BNS) mergers [1, 2] has opened up a new avenue to study the microscopic physics of neutron stars from their macroscopic properties. This inference is enabled by the imprint of tidal effects on the GW signal, which allows for the extraction of information about the as-of-yet unknown nuclear equation of state (EOS) of neutron stars [3, 4]. The discovery of the BNS inspiral GW170817 allowed to place the first constraints on the nuclear EOS of neutron stars favouring a soft to medium-soft EOS with a medium pressure at twice the nuclear saturation density of $3.5 \times 10^{14}$ dyn cm$^{-2}$ [5]. In addition, complimentary constraints on the neutron star EOS have been obtained from the NICER observation of PSR J0740+6620 [6, 7], and the neutron skin thickness of the lead isotope $^{208}$Pb($^{208}$R$_{\text{skin}}$) as measured by the PREX-2 experiment [8].

Improvements in the sensitivity of the currently operating network of ground-based GW detectors Advanced LIGO [9], Virgo [10] and KAGRA [11] will allow for observation of many more BNS signals [12] in the coming years. However, the third generation (3G) of GW detectors is particularly promising not only for the detection of all BNS out to a redshift of $z = 3$ [13, 14] but especially for precision measurements of the EOS from GW observations [15].

The measurement of the neutron star EOS from BNS observations is made possible by the characteristic imprint left in the GW signal due to interaction of the star with its companion’s gravitational field [3, 16–20], which leads to the excitation of various fluid oscillation modes. Here, we consider only the GW signature of the fundamental oscillation modes ($f$-modes) with $n = 0$ radial nodes. The $\ell$-th multipolar oscillation mode is characterised by two parameters: The tidal deformability $\lambda_\ell$ and the angular mode frequency $\omega_\ell$. In the regime where $\omega_\ell$ is much smaller than the orbital frequency of the binary motion, the dominant tidal effects are adiabatic $f$-modes, which depend purely on $\lambda_\ell$ and are known to 7.5 post-Newtonian (PN) order [20, 21]. The observation of GW170817 allowed for the first measurement of the tidal deformability [1, 5, 22]. In the late inspiral at GW frequencies $\gtrsim 800$ Hz, finite-$\omega_\ell$ effects, referred to as dynamical tides, become important, further enhancing the GW emission. The first constraints on the $f$-mode frequency of the companions of GW170817 were presented in [23].

Assuming General Relativity (GR) and a hadronic composition of the neutron star, the tidal deformability and $f$-mode frequency can be related through quasi-universal relations (UR) [24]. By directly measuring both dynamical and adiabatic tides, the assumptions behind these URs use can be tested, most prominently as a platform to test General Relativity and exotic matter models. Furthermore, the $f$-mode frequency is commonly contextualised as a property of the post-merger if a neutron star is formed [25–27], however, measuring it also during the inspiral would allow for consistency tests between the inspiral and remnant properties and to search for possible phase transitions during the merger.

Current GW detectors are not sufficiently sensitive at frequencies above $\sim 800$Hz where dynamical tides become more prominent, and hence the measurements of the $f$-mode frequency is difficult. However, 3G detectors such as the Einstein Telescope (ET) [28] and Cosmic Ex-
II. METHODOLOGY

A. Waveform Model

To simulate the BNS, we model the frequency-domain GW phase $\Psi(f)$ of their signals as the post-Newtonian point-particle inspiral phase at 3.5PN order (see [22, 32] and Refs. therein for details) augmented with quadrupolar ($\ell = 2$) adiabatic tidal effects up to 7.5PN order [20, 33], the 6PN octopolar ($\ell = 3$) adiabatic contribution [34], and the quadrupolar as well as octopolar dynamical tides contributions of Ref. [35]. For consistency with the dynamical tides prescription we only consider nonspinning neutron stars.\(^1\) We do not include any tidal corrections in the PN amplitude. Hence, the BNS signal is schematically given as

$$\tilde{h}_{\text{BNS}}(f) = A_{pp}(f) e^{i(\Psi_{pp}(f) + \Psi_{ad}(f) + \Psi_{dyn}(f))},$$  \hfill (1)

where $A_{pp}$ is the pure point-particle amplitude without tidal corrections, $\Psi_{pp}$ the point particle contribution to the GW phase, $\Psi_{ad}$ the adiabatic, and $\Psi_{dyn}$ the dynamical phase all in the frequency domain.

The leading-order adiabatic tidal effects enters the GW phase at 5PN order and are entirely characterised by the binary tidal deformability $\Lambda$ [3, 4]. The quadrupolar adiabatic tidal terms depend on the individual dimensionless tidal deformability of the A-th neutron star, $\Lambda_{2,A} = \lambda_{2,A}/m_A^2$, the octopolar term on $\Lambda_{3,A} = \lambda_{3,A}/m_A^2$. The dynamical tidal terms additionally depend on the stars’ dimensionless angular $f$-mode frequencies $\Omega_{2,A} = m_A\omega_{2,A}$ and $\Omega_{3,A} = m_A\omega_{3,A}$. We consider these terms and neglect the quadrupole-monopole contribution [37] as we only consider nonspinning neutron stars.

For the majority of analyses we choose a waveform starting frequency of $f_{\text{min}} = 10$ Hz unless stated otherwise, and truncate the waveforms at a maximum frequency $f_{\text{max}}$ either given by the (Newtonian) contact frequency [38, 39] or the frequency of the innermost stable circular orbit (ISCO) whichever one is smaller.

B. Distinguishability Criterion

The agreement between two waveforms $h_1$ and $h_2$ is measured in terms of the match $\mathcal{M}(h_1,h_2)$ given by

$$\mathcal{M}(h_1,h_2) = \frac{\langle h_1|h_2 \rangle}{\sqrt{\langle h_1|h_1 \rangle \langle h_2|h_2 \rangle}},$$  \hfill (2)

where

$$\langle h_1|h_2 \rangle = 4 \text{Re} \int_{f_{\text{min}}}^{f_{\text{max}}} \frac{\tilde{h}_1(f)\tilde{h}_2^*(f)}{S_n(f)} df,$$  \hfill (3)

\(^1\) We note that recent work in the EOB framework has started to include the effect of the neutron star spin on the $f$-mode frequency and the associated GW phase [36].
is the noise-weighted inner product between two waveforms. Here, \( S_n(f) \) is the PSD of the detector strain noise, \( h(f) \) denotes the Fourier transform of \( h(t) \) and \( * \) complex conjugation. The noise-weighted inner product of a GW \( h \) with itself is the optimal signal-to-noise (SNR)

\[
\rho_{\text{opt}}(h) = \sqrt{\langle h, h \rangle}.
\]

We will use the PSDs of [30] for the ET-D and CE sensitivities in our analysis. We place ET at the current Virgo site and CE at the current Hanford site of Advanced LIGO.

Two waveforms \( h_1 \) and \( h_2 \) are considered indistinguishable in a given detector if

\[
1 - \mathcal{M}(h_1, h_2) < \frac{D}{2\rho^2},
\]

where \( \rho \) is the measured SNR and \( D \) denotes the number of measurable intrinsic binary parameters [40, 41]. Conversely, two signals can be distinguished if the measured SNR is larger than the necessary distinguishability SNR defined as

\[
\rho_{\text{dist}} = \sqrt{\frac{D}{2(1 - \mathcal{M})}}.
\]

We will use the distinguishability SNR in Sec. III A to determine where in the BNS parameter space dynamical tides will be, in principle, measurable in 3G detectors.

C. Bayesian Inference

While the distinguishability criterion is a sufficient condition to gauge for which binaries dynamical tides may be significant, it does not allow us to determine to what degree the \( f \)-mode frequencies \( \Omega_{\ell, A} \) can be constrained in future BNS observations. Therefore, we perform full Bayesian inference on a 3G detector networks for a GW170817-like BNS merger. Bayes theorem states that the posterior density function (PDF) of a set of parameters \( \theta \) given the data \( d \) is

\[
p(\theta|d) = \frac{p(d|\theta)p(\theta)}{p(d)},
\]

where \( p(d|\theta) \) is the likelihood, \( p(\theta) \) the prior reflecting any prior knowledge about the parameters, and \( p(d) \) is the evidence or marginalised likelihood,

\[
p(d) = \int p(d|\theta)p(\theta)d\theta,
\]

which serves as a normalisation factor.

For the BNS systems that we will consider in Sec. III C, \( \theta \) consists of the intrinsic parameters of the binary, i.e. the component masses \( m_A \), the quadrupolar tidal deformabilities \( \Lambda_2, A \) and the quadrupolar \( f \)-mode frequencies \( \Omega_{2, A} \) (all octopolar contributions are omitted) with \( A = 1, 2, \) and extrinsic parameters, i.e. the sky location, inclination, distance, polarisation, coalescence time and phase.

For a detector network the joint likelihood is given by the product of the individual detector likelihoods,

\[
p(d|\theta) = \prod_{i=1}^{N} p(d_i|\theta),
\]

where \( N \) is the number of detectors in the network.

One-dimensional and two-dimensional PDFs are obtained by marginalising over the other parameters. We utilise the BIJLY inference library [42, 43] in conjunction with the nested sampler DYNESN [44] using slice sampling to sample the parameter space and estimate the posterior density. We inject simulated signals into zero noise, which is broadly equivalent to the results obtained by averaging the PSD over many noise realisations. However, we do not neglect noise entirely as it still enters the likelihood calculation through the PSD.

III. RESULTS

A. Distinguishability SNR for BNS

Despite their high relative PN order, dynamical tides are expected to be distinguishable from adiabatic tides in the late inspiral of BNS if the SNR is large enough. Here, we perform a first assessment of the SNR required to separate adiabatic and dynamical tides in 3G detectors for a range of neutron star masses. Considering only nonspinning BNS with tides up to octopolar order, we compute the distinguishability SNR \( \rho_{\text{DPT}} \) following Eq. (6) with \( D = 6 \), where the six intrinsic parameters are \( m_A, \Lambda_2, A, \Omega_{2, A}^{\Lambda} \) and the match \( M \) between a waveform containing only adiabatic tides, \( h_{\text{ad}} \), and one that includes both adiabatic and dynamic tides, \( h_{\text{dyn}} \), for the same parameters for ET and CE with \( f_{\text{min}} = 10 \) Hz. Both waveforms \( h_{\text{ad}} \) and \( h_{\text{dyn}} \) include quadrupolar and octopolar adiabatic tidal terms; \( h_{\text{dyn}} \) additionally includes the quadrupolar and octopolar dynamical tidal terms.

We consider three hadronic EOS representative of soft to medium-soft EOS consistent with GW170817 [5]: APR4 [45], SLy [46–48] and MPA1 [49] and use the UR of Ref. [24] to evaluate the quadrupolar \( f_2 \)-mode and octopolar \( f_3 \)-mode frequencies. In reality the EOS is unlikely to adhere to any specific model listed here, but lie somewhere in the parameter space that they cover. We choose a minimum NS mass of \( 1 M_{\odot} \) up to the maximum

\[ 2 \text{ We do not include the } \ell = 3 \text{ tidal parameters in } D \text{ as these are even more difficult to measure but their neglect in waveform models may induce a bias in the } \ell = 2 \text{ tidal parameters and hence they are included in our inspiral model.} \]
FIG. 2. Contour plots for the minimal SNR required to distinguish between adiabatic and dynamical tides as a function of component mass $m_1, m_2$ for ET (left column) and CE (right column). We show results for three different EOS: APR4 (top row), SLy (middle row) and MPA1 (bottom row). The black star represents a GW170817-like event.
mass allowed by each EOS. Figure 2 shows the distinguishability SNR for dynamical tides for ET (left column) and CE (right column) for APR4 (top row), SLy (middle row) and MPA1 (bottom row). In all panels we indicate a GW170817-like binary with mass ratio \( q_* = 1.17 \) and source-frame total mass \( M_*^{\text{src}} = 2.735 M_\odot \) with a star.

The dependence of \( \rho_{\text{DT}} \) on the total mass \( M = m_1 + m_2 \) and EOS is a consequence of their effect on \( \Psi_{\text{dyn}} \). Figure 3 shows the dynamical tides part of the phase for 10% changes in either the total mass or mass ratio \( q = m_1/m_2 \geq 1 \) for a GW170817-like system. It is evident that \( \Psi_{\text{dyn}} \) is maximised for low total masses. Consequently, we see that for heavy BNS systems the dynamical tides are suppressed and therefore more difficult to measure. Variation in EOS shows that for a given pair of \((M, q)\), stiffer EOS (e.g. MPA1) produce the largest contribution to the dynamical tidal phase for the EOS considered here. Physically, this corresponds to between a quarter and half an orbit dephasing at the contact frequency solely due to dynamical tides for our softest and stiffest EOS in the case of GW170817. These observations explain the distribution of \( \rho_{\text{DT}} \) in Fig. 2: At regions where \( \Psi_{\text{dyn}} \) is maximised, i.e. lighter neutron stars, a lower \( \rho_{\text{DT}} \) is required to disentangle adiabatic and dynamical tides. The SNRs required to see a noticeable impact of dynamical tides on the tidal phase reach up to 6400 in ET for the MPA1 EOS, which admits the largest neutron star mass of the EOS considered here. However, when quantifying these SNRs, the overall increased sensitivity of 3G detectors must be taken into account as illustrated below.

Considering a GW170817-like event as a typical event, we measure \( \rho_{\text{DT}} = 84, 74, 56 \) (102, 89, 67) for APR4, SLy and MPA1 respectively in ET (CE). For comparison, the measured SNR of GW170817 in the LIGO-Virgo network was \( \sim 32 \) [1]. For ET and CE the optimal SNRs for a GW170817-like binary would be 1031 and 2935 respectively for this event. In this scenario, any EOS considered here would lead to results that exceed the minimum distinguishability SNR \( \rho_{\text{DT}} \) by at least a factor of 10. It is also important to note that these results consider only one detector, while for any coincident event the network SNR is the quadrature sum of the individual detector SNRs.

When comparing the two 3G detectors, we consistently find that CE requires larger values of \( \rho_{\text{DT}} \). It may seem counterintuitive to require a higher distinguishability SNR for a more sensitive detector at first glance, however, the higher optimal SNR (Eq. (4)) of a signal detected by CE must be remembered comparatively. Therefore, to meaningfully compare the two 3G detectors, it is necessary to also take the optimal SNR into account. We demonstrate a comparison between detectors in Fig. 4, where we mirror Fig. 2 but show the ratio \( \rho_{\text{opt}}/\rho_{\text{DT}} \) assuming the BNS are at a luminosity distance of 100 Mpc. This ratio can be interpreted as the fraction of the optimal SNR that is required to distinguish between adiabatic and dynamical tides. It follows that for \( \rho_{\text{opt}}/\rho_{\text{DT}} > 1 \), it is possible to distinguish dynamical tides in this signal for the chosen luminosity distance. Therefore despite the higher \( \rho_{\text{DT}} \) in CE relative to ET, the required fraction of the optimal SNR is much lower, and hence dynamical tides are more easily detectable.

For example, in the case of a GW170817-like system at 100 Mpc \( \rho_{\text{DT}} = \rho_{\text{opt}}/5 \) for ET and \( \rho_{\text{DT}} = \rho_{\text{opt}}/11 \) for CE.

We also explored the distinguishability of octopolar (\( \ell = 3 \)) dynamical tides from quadrupolar dynamical tides, which, as expected, requires even higher SNRs. As reference, for a GW170817-like binary the SNRs required to discriminate the two would be 1258, 1050, 684 (1545, 1278, 822) for APR4, SLy and MPA1 respectively in ET (CE). Comparing this to the optimal SNRs of 1031 (ET) and 2935 (CE), it is evident that for the softer EOS (as preferred by GW170817) ET is unlikely to be able to disentangle octopolar from quadrupolar dynamical tides, whereas CE would be able due to its increased sensitivity.

---

**B. Population Study**

We now consider a realistic population of BNS to which we apply the distinguishability methodology for our choices of EOS. We assume that the EOS is universal, i.e. it is the same for all NS.

Following the neutron star population model outlined in Ref. [50], we sample NS masses from the formation channel corresponding to the second-born NS of the binary system, referred to as “slow” neutron stars due to their effectively zero spin. Ref. [50] assumes here that the
first and second-born mass distributions are independent. This population takes the form of a double Gaussian in which the probability of a neutron star with mass $m$ is given by

$$p(m) = \xi_N N(\mu_1, \sigma_1) + (1 - \xi) N(\mu_2, \sigma_2),$$

(10)

where $N(\mu, \sigma)$ are normalised Gaussians with mean $\mu$ and standard deviation $\sigma$, and $\xi$ is the fraction of binaries in the low mass peak. The values for $\xi$, $\mu_1$, $\sigma_1$, $\mu_2$, $\sigma_2$ are taken from Tab. 1 of Ref. [50]. Here the low mass peak corresponds to radio-visible NS, and the high mass peak is informed by GW190425 as originating from a fast merging population.

Although the BNS redshift horizon of 3G detectors is predicted to reach up to $z \sim 3$ [13, 14], we recall from Sec. II B that high SNRs are required to distinguish higher order tidal effects, and we therefore introduce a redshift cut-off of $z = 0.5$ (equivalent to a luminosity distance $D_L \sim 3000$ Mpc assuming a Planck15 [51] cosmology) for our population study. We also impose a minimum SNR of $\rho_{\text{opt}} > 8$ for each detector. Considering a GW170817-like event placed at $z = 3$, the measured SNR would be $\sim 5$ (6) for ET (CE), which would not be detectable and demonstrates our choice for the distance cut. We distribute the BNS in redshift following the Madau-Dickinson star formation rate (SFR) [52], as at low redshift regardless of the time delay distribution chosen between birth and merger, merger rates broadly follow the SFR. We specifically adopt the distribution described in Ref. [53], in which the probability distribution of redshift $z$ is given by

$$p(z) = \frac{dV_c}{dz} \frac{1}{1 + z} \psi(z),$$

(11)

where $V_c$ is the comoving volume and $\psi(z)$ is the SFR

$$\psi(z) = 0.015 \frac{(1 + z)^{2.7}}{1 + [(1 + z)/2.9]^{5/6}} M_\odot \text{yr}^{-1} \text{Mpc}^{-3}.$$  

(12)

Current GW observations constrain the local merger rate for BNS to be $\sim 10 - 1700$ Gpc$^{-3}$ yr$^{-1}$ [54]. Following [55], we estimate the detection rate of BNS up to $z \sim 0.5$ for a single CE detector to be $\sim \mathcal{O}(\text{few} \times 10^4)$ yr$^{-1}$, which is consistent with the estimated detection rate for BNS mergers in 3G detectors [29]. We therefore generate ten (random) realisations of $10^4$ binaries, where the gstime of each binary is chosen randomly from the uniform interval $[1703721618, 1735257618]$, to place a conservative bound on the observability of dynamical tides from a population of BNS.

Extrinsic parameters are randomly drawn from uniform distributions, where declination $\delta$ is sampled in cosine, inclination $i$ in sine, and right ascension $\alpha$ and polarisation angle $\psi$ are sampled between 0 and $\pi$. The optimal SNR $\rho_{\text{opt}}$ is then calculated as in Eq. (4), however, due to varying extrinsic parameters there now also exists a geometric factor folded in via the detector response.

| $\rho_{\text{opt}} \geq \rho_{\text{AT}}$ | $\rho_{\text{opt}} \geq \rho_{\text{DT}}$ |
|---|---|
| ET | CE | ET | CE |
| APR4 | 1018.4 | 14.9 | 43.0 |
| SLy | 1309.8 | 22.3 | 68.6 |
| MPA1 | 2392.6 | 46.8 | 149.7 |

TABLE I. The average number of events detected by ET and CE where adiabatic tides are distinguishable $\rho_{\text{opt}} \geq \rho_{\text{AT}}$, and the subset of these for which also dynamical tides are distinguishable $\rho_{\text{opt}} \geq \rho_{\text{DT}}$ from 10 realisations of $10^4$ BNS for different EOS.

Table I shows the number of events for which tidal information is recovered when averaged over our ten reali-
sations, i.e. all binaries satisfying $\rho_{\text{opt}} \geq \rho_{\text{AT}}$, where $\rho_{\text{AT}}$ is the distinguishability SNR Eq. (5) for adiabatic tides. No tidal information would be recovered in cases that do not satisfy this, making them indistinguishable from binary black hole events, and the only evidence for a BNS would be from the component masses. We also list the subset of events that have detectable dynamical tides, i.e. where $(\rho_{\text{opt}} \geq \rho_{\text{AT}})$. Considering the stiff EOS MPA1, tidal information is measurable in 11.5% (23.9%) of binaries, and for 4.2% (6.7%) of those also dynamical tides can be recovered in ET (CE). This fraction decreases for softer EOS such as APR4, reducing to 4.0% (10.2%) of events with measurable tides, and 3.7% (4.2%) of those have distinguishable dynamical tides. Figure 5 shows the average number of BNS as a function of $\rho_{\text{opt}}/\rho_{\text{AT}}$ for the soft APR4 EOS. For events with $\rho_{\text{opt}}/\rho_{\text{AT}} < 1$, no tidal information is measurable. For all EOS considered here, the vast majority of events would not be distinguishable from BBH events. However, taking into account that the predicted BNS detection rates for a network of 3G detectors is on the order of $\sim 10^3 - 10^5$ binaries per year, we still expect a substantial number of binaries to have dynamical tidal contributions depending on the true EOS and detector network. From Table 1, we expect $\sim \mathcal{O}(\text{few} \times 10^3)$ binaries per year with distinguishable adiabatic tides and $\sim \mathcal{O}(50)$ binaries per year with distinguishable dynamical tides with a single CE detector.

C. Parameter Estimation

Whilst the distinguishability criterion Eq. (5) is a useful measure to estimate for which events dynamical tides may be significant, it does not inform on the accuracy to which the $f_2$-mode frequency can be constrained from a GW observation. Thus, we perform full Bayesian inference on a GW170817-like BNS signal in an ET-CE 3G detector network to determine the posterior probability densities of the tidal parameters and, in particular, the accuracy to which the $f_2$-mode frequency can be measured during the inspiral. Here, we only consider quadrupolar adiabatic and dynamical tides. We use the same waveform model for our simulated GW signal and to infer the parameters as detailed in Sec. II.A.

Consistent with GW170817 we choose source-frame component masses of the primary $m_1 = 1.475M_\odot$ and the secondary $m_2 = 1.26M_\odot$, and the soft APR4 EOS for the simulated signal. The extrinsic parameters are as follows: The inclination between the orbital angular momentum and the line-of-sight $i = 0.1$ rad, right ascension $\alpha = 2.554$ rad, declination $\delta = -0.41$ rad, luminosity distance $D_L = 40$Mpc. We set the phase $\phi$, polarisation angle $\psi$ and GPS time to zero.

To reduce the computational cost of the sampling, we assume that the sky location $(\alpha, \delta)$, distance $D_L$ and polarisation $\psi$ are known. This assumption is justified by the detection of an electromagnetic counterpart to pin the sky location and distance, which, for a nonspinning system, trivially gives a measurement of the polarisation.\footnote{We note that electromagnetic counterparts are expected to be observable up to distances of $\sim 200$ Mpc for the next generation of telescopes [56].} We integrate the likelihood from a GW frequency $f_{\text{min}} = 20$ Hz up to the Schwarzschild ISCO frequency of 1593 Hz. We note that for the chosen parameters, the BNS contact frequency is estimated to be 1843 Hz, which is significantly higher than the point at which we truncate the analysis and hence it is safe to assume that the two stars are still well separated and that the $f_2$-mode frequency of each neutron star is a well defined quantity. While the choice of the lower frequency cut-off reduces the signal length and hence the accumulated SNR, (adiabatic) tidal contributions to the phase only become prominent at GW frequencies $\gtrsim 400$ Hz [3] and dynamical tides become relevant at even higher frequencies [35]. We therefore expect the impact of this choice to be small for the measurement of the $f_2$-mode frequency. Our simulated signal has an ET-CE network SNR of 2360 which per the results of Sec. II.B easily satisfies the distinguishability criterion for a GW170817-like binary and hence we expect that some information about the $f_2$-mode frequency can be recovered from such an observation.

We obtain posterior probability distributions of the source parameters using the Nested Sampling algorithm DYNesty [44], as implemented in BILBY [42], with random slice sampling and 2000 live points. The simulated GW signal is injected into zero noise to avoid any noise-induced biases in the results. For our fiducial analysis we sample in chirp mass $M_c$ and the inverse mass ratio $1/q$ and adopt the following uniform priors: $M_c \in [1.19666, 1.19675]M_\odot$, $1/q \in [0.825, 0.875]$, $\Lambda_2, A \in [0, 1000]$, $\Omega_2, A \in [0.05, 0.125]$, phase $\phi \in [0, 2\pi]$ and geocentric time $[-0.1, 0.1]$ around the injected value.

Figure 6 shows the 1D and 2D posteriors of the tidal parameters. The complete results are shown in Fig. 9 in Appendix A. At 90% confidence we find the median $f_2$-mode frequencies of the stars to be $f_{2,1} = 1916^{+641}_{-598}$ Hz, and $f_{2,1} = 2103^{+526}_{-499}$ Hz, compared to the injected values of $f_{2,1} = 2044$ Hz and $f_{2,2} = 1947$ Hz. While the recovered median values are in good agreement with the injected values, the 90% credible intervals are wider than 1000 Hz despite the large SNR. From the 2D posteriors it becomes evident that there is a noticeable correlation between the $f_2$-mode frequency and $\Lambda_2$. As an attempt to break this correlation, we repeat the inference but choose a different mass prior. This choice is motivated by examination of the quadrupolar contribution of the dynamical phase, which is dependent on various combinations of component masses and tidal parameters. Noting the dependence of the dimensionless tidal deformability on the mass, by improving the component mass measurement we expect to improve constraints on the tidal parameters, leading to an improvement in the measurement of...
$$\Omega_A.$$ To do so, we first determine the component mass posteriors from a low-frequency analysis from 10 – 20 Hz entirely without tides and use the resulting mass posterior distributions as prior for the subsequent tidal analysis. For this restricted analysis, the SNR is 1582, and we sample again in $M_c$ and $q$, keeping the $M_c$ prior as before, however widening the mass ratio uniform prior to $q \in [0.5, 1]$. We also restrict the allowed range for the component masses to be $m_A \in [1, 3] M_\odot$. Everything else remains unchanged relative to our fiducial analysis. Once the mass posteriors are determine from the restricted analysis, we proceed with the tidal analysis from 20Hz as before but now sample directly in the component masses. The mean and variance are $\mu_1 = 1.4465$, $\sigma_1 = 0.0320$ and $\mu_2 = 1.3078$, $\sigma_2 = 0.0285$, respectively.

Figure 7 shows the resulting 1D posteriors of $f_{2,A}$ in comparison to the results with the uniform mass prior. With the Gaussian mass priors we find the $f_{2}$-mode frequencies at 90% confidence to be $f_{2,1} = 1959^{+649}_{-517}$ Hz, and $f_{2,2} = 2154^{+535}_{-684}$ Hz. When considering the primary mass, the Gaussian mass prior results show improvement in the posterior around the injected value and in turn a reduction in the 90% interval. However, in the case of the secondary mass, no improvement is evident. This is unsurprising, as tidal deformation is enhanced for smaller masses, and thus the regime in which we can gain the most improvement is for the larger primary mass. The complete results for the analysis with the Gaussian mass prior and the non-tidal 10 – 20 Hz run are shown in Figs. 10 and 11 in Appendix A.

While the individual tidal parameters $\Lambda_{2,A}$ yield only broad posterior distributions (see e.g. Fig. 9 in Appendix A), the binary tidal deformability $\tilde{\Lambda}$ [4] is well constrained to $\tilde{\Lambda} = 294^{+14}_{-13}$ for the fiducial run at the 90% credible interval, which is in excellent agreement with the injected value as shown in the left panel of Fig. 8. Similarly, we find that the quadrupolar dynamical phasing coefficient given by

$$c_{2}^{DT} := -\frac{1}{X_1 X_2} \left[ \frac{A_{2,1}}{\Omega_{2,1}^2} X_1^6 (155 - 147 X_1) + \frac{A_{2,2}}{\Omega_{2,2}^2} X_2^6 (155 - 147 X_2) \right], \quad (13)$$

where $X_A = m_A / M$, is found to be $c_{2}^{DT} = -4.3^{+0.7}_{-0.7} \times 10^5$ at 90% confidence, which is in excellent agreement with the injected value $c_{2}^{DT} = -4.3 \times 10^5$. For comparison, the prior range is $c_{2}^{DT} \in [-4.3 \times 10^5, 0]$ as shown in the right panel of Fig. 8. We find that $c_{2}^{DT} = 0$ (adiabatic limit) is excluded at >99% confidence, showing a coherent measurement of dynamically driven dephasing within the signal.

IV. CONCLUSIONS

The next generation of ground-based GW detectors will have unprecedented sensitivities between $\sim 10$ Hz and a few kHz. The improved sensitivity at frequencies $\sim 400$ Hz is particularly enticing as it will allow to place formidable constraints on the as-of-yet unknown EOS of neutron stars by measuring tidal effects in inspiralling neutron star binaries. Beyond the leading-order adiabatic tidal effects, dynamical tides can become important at higher frequencies and may be measurable in
3G detectors [23]. This would allow to independently verify EOS-independent relations [24, 57, 58] and search for higher-order phase transitions between the inspiral and post-merger regime [59] and therefore provide a means to study potentially new physics.

In this paper, we have investigated the detectability of dynamical tides from inspiralling BNS in 3G detectors. First, using the conservative distinguishability criterion [41] we determined the SNRs required to disentangle dynamical from leading order adiabatic tides. We found that for loud enough signals, dynamical tides are indeed distinguishable but that the required SNR depends on the NS EOS, component masses and detector: binaries with a stiff EOS and low total mass present the best candidates for measuring dynamical tides. For a GW170817-like signal we found that irrespective of the EOS and the specific detector network, the distinguishability criterion is always fulfilled since the optimal SNR would be SNR 1031 (2935) for ET (CE) and the highest required SNR to distinguish dynamical tides is 84 and 102 respectively.

We then applied this methodology to a population of BNS: We simulated 10,000 BNS inspiral signals with masses drawn from a double-peaked mass distribution consistent with the galactic double neutron star and recycled pulsar distribution and three different EOS up to a redshift of $z = 0.5$. We found that for the vast majority of signals no tidal information is recovered, and therefore they cannot be discerned from binary black holes unless an electromagnetic counterpart is detected simultaneously [60]. In the case of the soft APR4 EOS tidal information can be obtained in only 4.0% (10.2%) of cases, for 3.7% (4.2%) dynamical tides can be measured in addition to adiabatic effects. However, given the BNS detection rates expected for 3G instruments of $10^3 - 10^5$ per year, for a significant number of BNS detections dynamical tides will be distinguishable.

To understand whether simple distinguishability maps
FIG. 7. One-dimensional posterior distributions of the quadrupolar \( f \)-mode frequency for the primary (left) and secondary (right) neutron star for a GW170817-like binary in an ET-CE detector network. Flat priors (blue) and Gaussian component mass priors (yellow) are shown alongside the injected values (black solid lines) and the 90\% credible intervals (dotted lines).

into a measurement of the \( f \)-mode frequencies of the two stars during the inspiral, we performed full Bayesian inference on a GW170817-like signal in a CE-ET detector network. While we found that the \( f \)-mode frequencies of the individual stars are only constrained to within a few hundred Hz, the leading-order PN phasing coefficient for dynamical tides \( c_2^{\text{DT}} \) is measured to \( \mathcal{O}(30\%) \) and purely adiabatic tides (i.e. \( c_2^{\text{DT}} = 0 \)) is excluded at > 99\% confidence. Fisher estimates promise tighter bounds on the \( f \)-mode frequencies, but we observe large correlations between the star’s tidal deformability \( \Lambda_A \) and its \( f \)-mode frequency, which are neglected in Fisher estimates. Similarly, the individual \( \Lambda_A \) are poorly constrained, but the binary tidal deformability parameter \( \tilde{\Lambda} \) is measured to within \( \sim 5\% \) at the 90\% CI. Preliminary studies suggest that similar to \( \tilde{\Lambda} \), \( c_2^{\text{DT}} \) might be a preferred sampling parameter and we leave further investigations to future work. We leave a more comprehensive investiga-
tions across the BNS parameter space to future work.

The results presented here assume perfect knowledge of the waveform describing a BNS inspiral in General Relativity as well as the correctness of quasi-universal relations for tidal parameters. In addition, we assume perfect calibration knowledge when performing parameter estimation. All three assumptions are simplifications and hence pose a caveat to our analyses. Recent work suggests that systematic waveform errors will have the largest impact on astrophysical inference of the nuclear EOS while detector calibration errors still play a crucial but subdominant role [61–63]. A future avenue we will explore is understanding how dynamical tidal information can be incorporated into the joint inference of the astrophysical population and the equation of state [64], especially in the presence of correlated parameters [65] and waveform systematics [62]. Another caveat to our analysis is the neglect of spin. The inclusion of spin will in practice affect the measurability of resonant tidal effects [36, 66–72]. For spins which are (anti-)aligned with the orbital angular momentum, the f-mode frequency is shifted upwards (downwards) [73] and thus results in less (more) dephasing in the signal [36] but we caution that rather high NS spins are needed to have a noticeable effect on the tidal phase [70, 72]. In addition, the inclusion of spin precession in the point-particle sector is known to break mass – spin degeneracies, which results in a more accurate mass measurement [74–77] and therefore may improve the measurement of tidal parameters. We leave the extension to spinning neutron stars for future work.
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Appendix A: Complete Parameter Estimation Results

Here we show the full 1- and 2D posterior distributions for all parameter estimation analyses presented in Sec. III C. Due to fixing most of the extrinsic parameters, we show all intrinsic parameters as well as the angle between the total angular momentum and the line-of-sight, $\theta_{jn}$. The dashed vertical lines in the marginalised 1D distributions indicate the 90\% credible interval. All mass parameters are shown in the source frame. The posteriors for the fiducial run are shown in Fig. 9, whilst posteriors for the results containing Gaussian mass priors are shown in Fig. 10 and the corresponding 10-20 Hz results to inform the Gaussian mass priors are shown in Fig. 11. The injection parameters for all runs are as follows: $M = 1.186 M_\odot$, $M = 2.735 M_\odot$, $m_1 = 1.475 M_\odot$, $m_2 = 1.26 M_\odot$, $q = 0.854$, $A_{2,1} = 176.7$, $A_{2,2} = 473.2$, $f_{2,1} = 2044$ Hz, $f_{2,2} = 1947$ Hz, $\theta_{jn} = 0.1$ rad.
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