Dynamic detection of abnormalities in video analysis of crowd behavior with DBSCAN and neural networks
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ABSTRACT

Visual analysis of human behavior is a broad field within computer vision. In this field of work, we are interested in dynamic methods in the analysis of crowd behavior which consist in detecting the abnormal entities in a group in a dense scene. These scenes are characterized by the presence of a great number of people in the camera’s field of vision. The major problem is the development of an autonomous approach for the management of a great number of anomalies which is almost impossible to carry out by human operators. We present in this paper a new approach for the detection of dynamic anomalies of very dense scenes measuring the speed of both the individuals and the whole group. The various anomalies are detected by dynamically switching between two approaches: An artificial neural network (ANN) for the management of group anomalies of people, while the DBSCAN method is used to detect the entities [8, 9]. For greater robustness and effectiveness, we introduced two routines that serve to eliminate the shades and the management of occlusions. The two latter phases have proven that the results of the simulation are comparable to existing work.

1. Introduction

Recently, computer vision in the analysis of densely crowded environments has been very interesting. Problems such as segmenting, estimating, and determining the goal of individuals’ crowd components have all been subjects of research [1–4]. This field of research is an important application in the video surveillance intelligences and visual crowd behavior analysis. In many of these researches, the purpose is not to analyze normal crowd behavior but to detect deviations and abnormal events.

The approach suggested in this paper differs from the existing approach [5–7] by relying on detection of dynamic anomalies, which makes the detection of anomalies possible for both cases (a group or a single person).

It can be divided into three sublevels: the bottom level (the estimate of optical flow), the intermediate level (construction of the model magnitude) and the semantic level (the notification of operators).

The goal of this approach is to illustrate the detection of anomalies in very dense scenes based on the speed of the individuals and that of the group. The various anomalies are detected automatically by dynamic switching between two approaches which are the artificial neural networks for the management of anomalies in a group of people, while the DBSCAN method is used to detect the entities [8, 9]. For greater robustness and effectiveness, we have introduced two routines.
allowing the elimination of the shades [10, 11] and the management of occlusions [11].

Figure 1: Global illustration of our solution for crowd behavior analysis.

The rest of this paper is organized as follows: in section 2 we present a brief background on the various approaches as well as the works related to this field, and our suggested approach in order to overcome certain problems encountered in the literature. Section 3 presents the mathematical formulation of the various methods used in order to detect anomalies of the race type and walk type in a crowded scene. Finally, the results are presented in section 4 and we can conclude that new prospects for future work are provided.

2. State of the art and approach description

Crowd behavior is classified in two categories: the first one consists of estimating the density of the crowd and the second of extracting motives for movement or detecting events in a scene of a crowd and following the abnormal behavior.

In the first category we distinguish the methods based on the analysis of behavior [7-11]. These methods supply an interesting static analysis of the surveillance of the crowds but do not detect abnormal events. There are also some techniques based on optical flow [1-4] that detect stationary crowds.

In the second category the purpose is to detect abnormal events in a crowd by basing itself on the motives for movement. The principle of extraction of the motives for movement is to model the most frequent behavior and to consider the abnormal events as absurd cases. The deviation from typical behavior is used to characterize the abnormality. Several techniques were proposed for this category [12]. Combine hidden Markov models with analysis of the main vector components of the optical flow to detect scenarios of emergencies. However, the experiments concerned simulated data. Using the dynamics of tracking behavior one can recognize and locate present objects in a temporal sequence of images [13]. Within the framework of human crowds there is a particular interest in video surveillance where the follow-up of individuals allows checking automatically the comings and goings in a space. Just like in image recognition, a follow-up can be based on graphic properties such as colors or outlines [14, 15]. The added temporal dimension allows the possibility of a continuity of the presence and the position of the person in the scene, in spite of the occlusion. The temporal and spatial consistency of the followed characteristics can be obtained in certain cases by means of methods of clustering [16].

The proposed approaches contribute to the detection of major anomalies arising in a complex scene. They also contribute to the detection of events in the crowd by following groups instead of following every person individually which facilitates the detection of events occurring in crowds.

The approaches usually used for the analysis of crowd behavior in video sequences generally comprise four essential stages: detection of movement, segmentation, classification and tracking.

In our work we propose the use of the detection movement technique by optical flow [12-15]. The latter makes it possible to detect groups which move in the same direction and to extract the reasons for movement. The major advantage of this method is that it doesn’t need to be modeled, [4, 5], because it consists of detecting the movement by calculation in any point of the image of a mathematical quantity which is a function of the intensity or the color of the whole of the pixels and which is supposed to reflect the importance of the visible movement in the scene. Therefore we propose that the segmentation [16] be done by regrouping the areas with the aim of providing a more precise cutting of the borders of the areas. Afterwards, we propose to use a technique of classifying anomalies by a dynamic switching between the two approaches of artificial neural networks [17] for the management of anomalies in a group of people, and the DBSCAN [9] method for detecting the entities. Then we propose that the improvement of the results be obtained by adding techniques of elimination of shades and of occlusion which is due to position and the orientation of the camera and the degree of influence of the occlusion. Lastly, we propose the use of a particle filter, which is well adapted to follow disturbed trajectories with abrupt changes of movement, or a KALMAN filter [7] for the tracking.

According to the state of the art, the proposed approach is illustrated in the flow chart in (Figure 2). The first stage is for acquiring the image to be treated by the means of a camera. After that, we carried out detection by the optical flow; segmentation of the movements and classification, the last of which represents the new approach for the detection of abnormalities in very dense scenes while being based on the speed of the individuals and of the group. The various anomalies are first detected to be handled automatically without training by the DBSCAN method to detect the entities. The next stage is the tracking of the abnormalities. Finally a test is carried out in order to enable us to extract some
comprehensible information detecting normal and abnormal crowd behavior.

3. Mathematical formulation

The general architecture used will be detailed by the following sections:

3.1. Motion vector extraction

The investigated crowd activities are characterized by the movement of people. The examination of motion dynamics of crowds is based on the so-called motion vectors obtained by the method of optical flow which is applied to each pair of subsequent video frames.

Applying optical flow returns a set of motion vectors in the form:

$$V_i = \left(x_i, y_i, m_i, \theta_i\right)$$  \hspace{1cm} (1)

Where "$V_i$" is the motion vector "i" at frame "i", represented by the feature point at the coordinate $(x_i, y_i)$, the magnitude "$m_i$" and the orientation angle "$\theta_i$".

3.2. Elimination of shade

The stage of the shades removal was achieved by a simple passage of colorimetric space RGB towards space HSV "for Hue / Saturation / Value", while eliminating the component brightness $V$. This space highlights the chromatic properties due to its components H, S and V.

The chromaticity of pixel $(x,y)$ could be obtained by color normalization. For example for the red channel:

$$C(r, x, y) = \frac{l(r, x, y)}{l(r, x, y) + l(g, x, y) + l(b, x, y)}, \hspace{1cm} (2)$$

where $l(r, x, y)$, $l(g, x, y)$, $l(b, x, y)$ are respectively the intensities of the channels red, green and blue.

It is the same for the two other channels green and blue. The chromaticity of a pixel is then

$$C(x, y) = (C(r, x, y), C(g, x, y), C(b, x, y)). \hspace{1cm} (3)$$

The difference in chromaticity $\Delta C$, between the current $C(x, y)$ chromaticity of the pixel and its chromaticity $C(x, y)$ in the model of the background makes it possible to measure the Mahalanobis distance $D(x, y)$ represented as follows:

$$D(x, y) = \sqrt{\Delta C(x, y)^T S^{-1} \Delta C(x, y)} \hspace{1cm} (4)$$

Where $S(x, y)$ the chromaticity covariance matrix of the pixel $(x, y)$. Then, for each new image and each pixel, the Mahalanobis distance is calculated.

3.3. Management occlusion

The position and orientation of a camera influences the degree of occlusion. If the camera’s optical axis is horizontal, then occlusion will occur in the segment parallel to the horizontal axis of the image plane. Occluded blobs will be indistinguishable due to overlap in depth. We developed a hybrid segmentation methodology to split occluded blobs using a histogram-based approach for horizontal occlusion and an ellipse-based approach for vertical occlusion (Figure 3).

Blows, which become slightly occluded at the same depth such as those, usually have special shape-based features. When projected vertically onto a horizontal line the blows change into the shapes shown. The curve is similar to a signal in the time domain where the horizontal line is the time axis, and thus discrete Fourier transformation "DFT" can be employed to transform the line into a frequency domain. Thereafter, the lowest frequency components are retained and the rest are set to zero by a filter. Using inverse discrete Fourier transformation "IDFT" they are then transformed back into the time domain. This process smoothes the original curve and benefits the following segmentation. On the smooth curve, the significant peaks are usually located at the horizontal position of the head, whereas the significant valleys are usually located at the effective cut points for segmenting the occlusion.

3.4. Motion vectors clustering

Among the many algorithms proposed in data mining field, DBSCAN is one of the most popular algorithms due to its high quantity of noiseless output clusters. It discovers clusters with arbitrary shape with minimal number of input parameters.

The input parameters are the radius of the cluster "Eps" and minimum points required inside the cluster "Minpts". Complete algorithm of DBSCAN is given by [18].

In order to determine the membership of each element to a cluster and make decisions we need a measure function. Minkowski distance is widely used:

$$d(i, j) = \sqrt[q]{|x_{i1} - x_{j1}|^q + |x_{i2} - x_{j2}|^q + \cdots + |x_{in} - x_{jn}|^q} \hspace{1cm} (5)$$

Many variants are used, mostly with $q=1$ or $q=2$. In our case, we used $q=2$, which represents the Euclidean distance. From the latter distance, we have derived the next equation. Using a simple difference between the position coordinates, and the magnitudes:

$$\sqrt{(x_p - x_q)^2 + (y_p - y_q)^2 + (m_p - m_q)^2} < \varepsilon \hspace{1cm} (6)$$

Where: $(x_p, y_p)$ and $(x_q, y_q)$ are the coordinates of the point’s $p$ and $q$; "$m_p$" and "$m_q$" are magnitudes of the motion vectors at the point’s $p$ and $q$.

As using DBSCAN by one of these three distance measurements, we can cluster motion vectors into diverse groups of data points which have similar coordinates, similar magnitudes

**Figure 3: Segmentation flow chart.**
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Motion vectors clustering

The neuronal network is used to classify the crowd behavior. Classification is made for each sequence of images in order to detect the various behaviors of a group of people. The classifier is based on a set of neurons which contain three layers. Each type of behavior is individually detected by a network. The structure of each network is defined so that the number of neurons in the input layer is equal to the number of input parameters, and the number of neurons in the hidden layer can be experimentally determined. In this work, two classes of behavior are considered, the normal and abnormal classes, each type of behavior is represented by a neuron in the output layer. Neurons in the hidden layer are represented by a sigmoid function. The model is represented by the following equation:

\[ e_k^{(i)} = \sum w_{jk}^{(i-1)} s_j^{(i-1)} + b_k^{(i-1)} \]  

(7)

In output, we have \( s_k^{(i)} = a_k^{(i)}(e_k^{(i)}) = \frac{1}{1+exp(-e_k^{(i)})} \) which is related to the applied activation in the network. The value \( b_k^{(i-1)} \) is a skew added to the entry of the kth neuron. The function of error, which represents the Euclidean distance between the output of the network and the target, is given as follows:

\[ E = \frac{1}{2} \| y - c \|_2^2 = \frac{1}{2} \sum_{i=1}^{m} (y_i - c_i)^2 \]  

(8)

It is now necessary to minimize the average of the errors given by the function E on the whole of the data provided in input \( E_{\text{average}} = \frac{1}{N} \sum_{i=1}^{N} E_i \). Where \( N \) is the number of couples given and \( E_i \) represents the t-th error of training.

Detection of events

In this section, we describe the detection of anomalies in a dense scene. The selected scenarios belong to the events described in the video [19, 20].

Run and walk behavior: The principal idea consists of calculating the average magnitude of the movement vectors in each image. A high magnitude means the event runs, while low magnitude means the event goes.

\[ M_{\text{mean}} = \frac{\sum_{i=1}^{n \times m} \text{mag}(i)}{n \times m} \]  

(9)

With \( n \) and \( m \) numbers it points to movement in the image, and \( \text{mag}(i) = 2 \text{Re} i^2 + \text{Im} i^2 \) is the magnitude of each point of movement.

Where \( \text{Re} \) and \( \text{Im} \) are the real and imaginary components of the movement vector.

We considered that the characteristic of the state of a collapse situation is a signal of sudden change with a high peak height of duration. If there is such a signal then there is an abnormal event. The decision for normal or abnormal events is to be taken by comparing the calculated and normalized measure with a specific threshold defined by:

\[ T_N = \max_{k=1}^{F} \{ N(t \{ M_k, M_{k+1} \}) \} \]  

(10)

The strategy of detection in (Figure 4) represents the unusual way of detecting crowd behavior by two approaches (DBSCAN and ANN). This dynamic strategy is always in the case of entity and group of people. The results of simulation of this new approach will be presented in the following section.

4. Results

In this section, the proposed method of detection by switching in a dynamic way between two approaches, the artificial neurons networks (ANN) for the management of group anomalies of people, and the Density Based Spatial Clustering of Application
with Noise (DBSCAN) in the case of entities. The videos are mainly collected from the UMN dataset [19]. The BEHAVE video dataset and the PETs2009 dataset [20] for performance evaluation are adopted in anomalous frame behavior detection experiments.

The proposed approach is based on computing the magnitude of the motion vector which presents the optical flow in the Cartesian frame. The point $P(x,y)$ is the position of its interests point at time $t$, where $Q(x,y)$ is the position of the same point at time $t+1$, we use the Euclidean distance.

We calculate the average magnitude of each sequence of images with an aim to determine the running and walking events (Figure 5). These events can be identified by using the magnitude of the vectors of optical flow. Therefore the principal idea consists of calculating the average magnitude of the movement vectors in each image. A high magnitude indicates a running event while low magnitude indicates a walking one. The detection is performed using DBSCAN in the case of entities, and ANN for the management of people in a group, the classifiers based on the average speed as criteria. The results of the approach suggested are represented in (Figure 6) and (Figure 7).

![Figure 6: Behaviors detection by NNA, (a) normal behavior, (b) abnormal Behavior.](image)

In our work, we suppose that the number of people in an occluded group is not limited. Moreover, we compare our results with other methods (Figure 8), such as the function of probabilistic density [21] and [22], the social force model (SFM) [23], and the metric ones of similarities based on the speed and the orientation of decoupling 2D of histograms [24] and [23]. The obtained results are encouraging when the automatic detection of anomalies is close to the real time measurement. The approach suggested shows a great robustness against false alarm detection since the automatic detection of anomaly occurs after the real release of the anomaly.

These results prove that our method gives the satisfactory results comparable to ones concerning the other three methods (Figure 8).

In (Figure 9) and (Figure 10) is present some results that illustrate the case of occlusion management and elimination of shades. Our approach has some advantages as it presents a positive contribution for the detection of the movement in a complex environment. However it requires the estimation of temporal time for each sequence of image and at every moment of the video sequence which makes it very greedy in computing power consumption. Moreover the optical flow occupies only about 84% of movement surface detection in opposition to the advection of particles of social forces model which is used to locate a large surface (more than 96%). Our approach reached a flow of 4 images per second on an INTEL Pentium 2.16 GHz processor (which can be seen as a weak processor) simulated under MATLAB "R2014a".

![Figure 7: Examples of behaviors analysis by DBSCAN.](image)

![Figure 8: Moment’s anomalies detection for video 1 and 3 in data UMN [19] (green: Normal events, red: Abnormal events).](image)

![Figure 9: Results before and after the removal of shades. (a) Original image, (b) Binary image, (c) and (d) Results of shadow elimination.](image)
We have some illustrative results in (Figure 11) expressing the case of elimination of shade. We note that our described approach favors as it presents a positive contribution for the detection of the reasons for movement in a complex environment. The results of (Figure 11) show that our system has a good robustness with a precision of more than 0.75.

![Figure 10: States of occlusion (a) Occlusion (b) Histogram of image (c) Result of occlusion (d) Smoothing of the histogram.](image)

![Figure 11: Example Results of Precision presentation of shadow elimination.](image)

To clarify other advantages of the algorithm we simulated the video according to:

The blue colored curve below (Figure 12) presents the output of the algorithm proposed previously. Different sequences from the image in the normal and abnormal situations were differentiated by a label from one or zero respectively, according to classification by neural networks.

To show the effectiveness of the method ran a simulation using the data from [20] which showed satisfactory results in another behavior situation i.e. in the case of the presence of a vehicle, unusual crossing of a road at a faster pace (Figure 13).

![Figure 12: Example of total video analysis contains abnormal behavior and classification by neural networks.](image)

![Figure 13: Detection of behavior by NNA in data [20], (a) normal behavior, (b) abnormal behavior.](image)

For the identification of events of crowd evaluation, we examine the calculation of the performances of the strategy and we obtain these following results:

| NUMBERS POINTS | COMPUTING TIME OF THE CLUSTERS (SEC) |
|----------------|-------------------------------------|
| 484           | 0.112150                           |
| 891           | 0.302466                           |
| 1203          | 0.610144                           |
| 1433          | 0.687086                           |
| 2051          | 1.508658                           |
| 2357          | 1.958189                           |
| 2873          | 2.498675                           |
| 3412          | 3.749445                           |
| 3632          | 3.831626                           |
| 3776          | 4.157234                           |
| 4046          | 5.663246                           |
| 4956          | 7.070499                           |
| 5396          | 8.723374                           |

The results of our experiments show that with time the execution by contribution with the number of points of DBSCAN is close to the quadratic equation as seen in Table 1, and the numbers of the points on top is almost linear as seen in (Figure 14). The Figure 14 illustrates the efficiency of DBSCAN. Figure 15 is the following different watch examples of the images with behavior abnormal.

We noticed that the adopted algorithm manages to detect an abnormal behavior when it appears. This algorithm functions in the majority of cases. Nevertheless, in certain cases it shows its imperfections. It is judged sufficiently effective to supervise the behavior of crowds where there is movement of the crowd in a linear direction like the example of a population crossing the road.
5. Conclusion

In this article, we described a new method based on dynamics of the detection of abnormal crowd behavior. We are interested in the analysis of crowd behavior and its entities in a dense scene. The approach is composed of two components: the calculation of the dispersion parameters and the behavior classification. The various anomalies are detected while dynamically switching between two approaches: artificial neural networks (ANN) for the detection of anomalies of a group of people, and the Density Based Spatial Clustering of Application with Noise (DBSCAN) in the entities case. In order to examine the effectiveness of the detection algorithm proposed, several synthetic and public scenes are employed. In conclusion, the experiments prove that the algorithm proposed in detection was examined on several scenes depending on the successful detection of abnormal behaviors.

The method suggested is applied to detect the abnormal crowd behavior to imply the dynamics of detection. Behaviors of escape from the crowd in the low ones or average crowd scenes density can be identified remarkably, but the results in the scene with high crowd density can be insufficient. The method suggested can be estimated exactly only for the strongly distinguishable areas. And one of the main problems of the method suggested is an execution in weak real time. As an element of future work the authors’ aim is to study the factors affecting the speed of the algorithm and improve the execution of the algorithm in real time and its exactitude.
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