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Abstract—An optimization problem has been formulated to find a resonant current extremizing various antenna parameters. The method is presented on, but not limited to, particular cases of gain $G$, quality factor $Q$, gain to quality factor ratio $G/Q$, and radiation efficiency $\eta$ of canonical shapes with conduction losses explicitly included. The Rao-Wilton-Glisson basis representation is used to simplify the underlying algebra while still allowing surface current regions of arbitrary shape to be treated. By switching to another basis generated by a specific eigenvalue problem, it is finally shown that the optimal current can, in principle, be found as a combination of a few eigenmodes. The presented method constitutes a general framework in which the antenna parameters, expressed as bilinear forms, can automatically be extremized.

Index Terms—Antenna theory, optimization methods, $Q$ factor, Antenna gain.

I. INTRODUCTION

OPTIMAL radiators, i.e., radiators whose fundamental parameters as gain, fractional bandwidth or radiation efficiency [1] are as good as allowed by the laws of physics, have been of interest to applied electromagnetism theorists for almost a century [2]. The optimal radiator design is commonly divided into two steps, the first of which sets the optimal current occupying a given spatial region, and the second tries to find realistic support for such a current. Presently, the second step can only be solved via heuristic optimization [3]–[9]. Three important achievements have, however, been reached in the search for optimal current.

The first is the realization that a current can always be formed to produce infinite directivity. This observation dates back to [2] where it is shown that a current properly distributed on an arbitrarily small region can give rise to an arbitrarily narrow radiation pattern. This result has been rediscovered several times [10]–[12] and was given the name superdirectivity. Interest in this topic continues even nowadays [13], [14] and reviews can be found in [15], [16].

The second finding on the optimal current concerns the upper bound of the gain to quality factor ratio $G/Q$. This ratio was proposed as a trade-off between superdirectivity and available bandwidth and was found to be, at a given electrical size, strictly limited [17] from above. The original work [17] was latter refined [18], [19] but it still suffered from the general issue of having been derived for the ideal case of current distributed within a spherical region. Such an upper bound was, thus, unattainable by common antenna designs. A breakthrough came with the works [20]–[22] showing that it is the dipolar polarisability [23] of the antenna body that guides the values of the $G/Q$ ratio, regardless of the shape. The upper bound of the $G/Q$ ratio could, thereby, be given for electrically small antennas of arbitrary shape [20]–[22]. The ultimate solution to this optimization problem was, however, known only after [24], [25] where it was shown that the upper bound of the $G/Q$ ratio can be formulated as a convex optimization problem [26]. The versatility of this optimization scheme is presented in [27]. A similar method is also used in [28] for wire radiators.

The third important field of work lay in search for current minimizing quality factor $Q$. The pioneering work [17] set the absolute lower bound of the radiation quality factor $Q$ for current occupying a spherical region of a given electrical size. The approximations used in [17] were later refined in [29], but as with the other optimized antenna parameters, the final goal was to specify the lower bound of quality factor $Q$ for regions of arbitrary shape. Related work began in [22] where the problem was converted to the optimization of the dipole moment of the antenna body when illuminated by a uniform field. The validity of such an approach is restricted to electrically small antennas and suffers from the lack of the method for finding the optimal current. Similar line of reasoning, but using scattering cross-section, was later used in [30]. Progress was made by [31] by formulating an explicit condition on the optimal current in electrically small regions of arbitrary shape. Even though a general method for obtaining the optimal current was not presented. Recent works [32]–[34] approached the lower bound of the radiation quality factor $Q$ on surfaces of arbitrary shape, but a general prescription for the optimal current is still missing.

In this paper an optimization problem for finding resonant current extremizing various antenna parameters is formulated and its solution is presented on the case of quality factor $Q$, gain $G$, gain to quality factor ratio $G/Q$ and radiation efficiency $\eta$. The solution to the problem is given in the Rao-Wilton-Glisson (RWG) basis representation [35] which allows for describing surfaces of arbitrary shape.

The paper is organized as follows. Section II introduces the necessary mathematical tools. Particularly, Section II-A introduces a description by source current. Section II-B introduces a representation of smooth operators by matrices, and Section II-C contains a general formulation of the optimization problem to be solved. Section III presents a solution to various optimization tasks covering convex as well as non-convex antenna parameters. Section IV addresses feeding of the optimal current density. The achieved results are discussed in Section V. The paper concludes in Section VI.
II. MATHEMATICAL TOOLS

A. Source Description

The description of an electromagnetic system can be equivalently given in terms of fields or field sources \[36, 37\]. As an example, we mention the field formulation of the cycle mean radiated power in a time-harmonic steady state \[38\],

\[
P_{\text{rad}} = \frac{1}{2} \text{Re} \left\{ \oint_S (\mathbf{E} \times \mathbf{H}^*) \cdot d\mathbf{S} \right\}, \tag{1}
\]

where \( \mathbf{E}, \mathbf{H} \) are the electric and magnetic intensity within the time-harmonic convention \( F(t) = \text{Re} \{ F(\omega) \exp(j\omega t) \} \) with angular frequency \( \omega \). This convention is also used throughout the paper.

Being equivalent to \[1\], the radiated power can also be expressed in terms of field sources as \[36\]

\[
P_{\text{rad}} = \frac{1}{8\pi\omega} \text{Im} \left\{ k^2 \langle \mathbf{J}, L\mathbf{J} \rangle - \langle \nabla \cdot \mathbf{J}, L\nabla \cdot \mathbf{J} \rangle \right\}, \tag{2}
\]

where \( k \) is the wavenumber and a homogeneous, isotropic medium of permittivity \( \varepsilon \) and permeability \( \mu \) is assumed. The prescription \[2\] also involves the operator

\[
L\mathbf{J} = \int_V J(r') e^{-jk|r-r'|} |r-r'| dV',
\]

and a suitably defined scalar product

\[
\langle M, N \rangle = \int_V M^*(r) \cdot N(r) dV. \tag{4}
\]

The formulation \[2\] affords many advantages, the most important being the change of the integration domain to the source region only. It is also noteworthy to mention that, at the modest expense of introducing magnetic current \[39\], the formulation \[2\] can also be rewritten solely in terms of sources distributed on surfaces (thanks to the surface equivalence principle \[39\]) which significantly reduces evaluation time. Due to these properties, the source formulation is a popular choice for optimizations \[20-22, 24, 25, 31-33, 40, 41\] and this paper is no exception. This text therefore assumes \( J dV \rightarrow J dS \), switching the units of current density as \( \text{A m}^{-2} \rightarrow \text{A m}^{-1} \), i.e., to electric sources distributed on a surface.

B. Matrix Description

To reduce the computational burden further, it is advantageous to discretize the continuous quantities presented in Section II-A, i.e., to represent them in a (reduced) basis \[42\]. In this paradigm, the continuous bilinear forms are transformed as \( \langle \mathbf{J}, L\mathbf{J} \rangle \rightarrow \mathbf{I}^H \mathbf{L} \mathbf{I} \), where \( \mathbf{I} \) is the vector representation of the current density, \( \mathbf{L} \) is the matrix representation of the operator \( L \) and super-index \( H \) represents the Hermitian conjugation. Within the community of applied electromagnetism, such a matrix representation can be dated back to the works of Harrington \[43\] and is, once again, becoming increasingly popular \[25, 33, 40, 41\]. Throughout this paper, the RWG representation \[35\] is used as a primary, in which the surfaces are decomposed into triangular patches and expansion coefficients \( \mathbf{I} \) are the values of the RWG edge surface current densities.

Notable examples of the RWG representations of continuous bilinear forms used in this paper are:

- Radiated power and reactive power \[38\]
  \[
  P_{\text{rad}} + jP_{\text{react}} \rightarrow \frac{1}{2} \mathbf{I}^H (\mathbf{R} + j\mathbf{X}) \mathbf{I}. \tag{5}
  \]
- Stored electromagnetic energy \[44\]
  \[
  W_{\text{sto}} \rightarrow \mathbf{I}^H \mathbf{W} \mathbf{I} = \mathbf{I}^H \frac{\partial \mathbf{X}}{\partial \omega} \mathbf{I}. \tag{6}
  \]
- Ohmic lost power \[38\]
  \[
  P_{\text{lost}} \rightarrow \frac{1}{2} \mathbf{I}^H \mathbf{\Sigma} \mathbf{I}. \tag{7}
  \]
- Partial radiation intensity in the direction \( \theta_0 \) or \( \varphi_0 \) \[1\]
  \[
  U_{(\theta/\varphi)} \rightarrow \mathbf{I}^H U_{(\theta/\varphi)} \mathbf{I}. \tag{8}
  \]

The matrices \( \mathbf{R} \) and \( \mathbf{X} \) coincide with the real and imaginary parts of the EFIE impedance matrix \[45\]. The construction of matrices \( \mathbf{R}, \mathbf{X}, \mathbf{W}, \mathbf{\Sigma}, U_{(\theta/\varphi)} \) can be determined from the smooth forms of the corresponding physical quantities. A detailed description is provided in Section VII and can be ignored without going off track in subsequent developments. One only has to keep in mind the physical meaning of bilinear forms \[8\].

Using the above description, important radiation characteristics \[1\] can be written as:

- Radiation quality factor
  \[
  Q = \frac{2\omega \mathbf{I}^H \mathbf{W} \mathbf{I}}{\mathbf{I}^H \mathbf{R} \mathbf{I}} + \frac{\mathbf{I}^H \mathbf{X} \mathbf{I}}{2 \mathbf{I}^H \mathbf{R} \mathbf{I}}. \tag{9}
  \]
- Partial directivity
  \[
  D_{(\theta/\varphi)} = \frac{8\pi \mathbf{I}^H U_{(\theta/\varphi)} \mathbf{I}}{\mathbf{I}^H \mathbf{R} \mathbf{I}}. \tag{10}
  \]
- Radiation efficiency
  \[
  \eta = \frac{\mathbf{I}^H \mathbf{R} \mathbf{I}}{\mathbf{I}^H (\mathbf{R} + \mathbf{\Sigma}) \mathbf{I}}. \tag{11}
  \]

C. Optimization Procedure

The description of the antenna characteristics by bilinear forms developed in the previous section gives us the possibility to perform various optimization tasks. A solution to quite a general class of antenna optimization problems (which include the maximization of the gain to quality factor ratio, the minimization of quality factor, the maximization of gain or the maximization of radiation efficiency) is presented in this subsection.

Considering this point, assume there are three Hermitian matrices \( \mathbf{A}, \mathbf{B}, \mathbf{C} \) and that the following optimization problem needs to be solved

\[
\min_{\mathbf{I}} \left\{ \mathbf{I}^H \mathbf{A} \mathbf{I} \right\}, \tag{12a}
\]

\[
\mathbf{I}^H \mathbf{B} \mathbf{I} = 1, \tag{12b}
\]

\[
\mathbf{I}^H \mathbf{C} \mathbf{I} = \gamma; \tag{12c}
\]
where column vector $I$ stands for the unknown vector of RWG edge currents, while matrices $A$, $B$, $C$ can be any of the matrices from Section II-B.

At this point it is advantageous to make a transformation to yet another basis, namely to express

$$I = \sum_n \alpha_n I_n$$

with

$$SI_n = \zeta_n TI_n,$$

where $S$ and $T$ are also Hermitian matrices. The hermicity of matrices assures $\alpha > 0$ that vectors $I_n$ form a basis, which can be orthogonalized as

$$I_n^H (T + jS) I_m = (1 + j\zeta_n) \delta_{mn}$$

and that the eigen-values $\zeta_n$ are real. The representation recasts the optimization problem (12a)–(12c) to

$$\min_\alpha \{ \alpha^H A_{GEP} \alpha \},$$

(16a)  

$$\alpha^H B_{GEP} \alpha = 1,$$

(16b)  

$$\alpha^H C_{GEP} \alpha = \gamma,$$

(16c)

with

$$A_{GEP} = \begin{bmatrix} I_1^H A_1 & \cdots & I_N^H A_N \\ \vdots & \ddots & \vdots \\ I_1^H A_1 & \cdots & I_N^H A_N \end{bmatrix}$$

(17)

as the representation of matrix $A$ in the basis, the superscript $GEP$ denoting a generalized eigenvalue problem and with column vector $\alpha$ as the representation of vector $I$. The meaning of $B_{GEP}$, $C_{GEP}$ is analogous to $A_{GEP}$.

The solution to (16a)–(16c) is found by the method of Lagrange multipliers [47]. The corresponding Lagrangian density reads

$$L (\alpha, \lambda_1, \lambda_2) = \alpha^H A_{GEP} \alpha - \lambda_1 (\alpha^H C_{GEP} \alpha - \gamma) - \lambda_2 (\alpha^H B_{GEP} \alpha - 1).$$

(18)

Note that the hermicity of the matrices $A$, $B$, $C$ assures that $L (\alpha, \lambda_1, \lambda_2) \in \mathbb{R}$ for $\lambda_1, \lambda_2 \in \mathbb{R}$, while vectors $\alpha$ are generally complex. The stationary points of (18) follow from

$$\frac{\partial L}{\partial \alpha_k^H} = \frac{\partial L}{\partial \alpha_{km}} = \frac{\partial L}{\partial \lambda_1} = \frac{\partial L}{\partial \lambda_2} = 0$$

(19)

and generates the following equation system

$$A_{GEP} \alpha = \lambda_1 C_{GEP} \alpha + \lambda_2 B_{GEP} \alpha,$$

(20a)  

$$\alpha^H B_{GEP} \alpha = 1,$$

(20b)  

$$\alpha^H C_{GEP} \alpha = \gamma.$$  

(20c)

When solving (20a)–(20c), it is important to realize that (20a) is invariant with respect to scaling by a constant. The solution proceeds as follows:

- Choose $\lambda_2$ and solve (20a).
- Normalize all solutions to satisfy (20b).
- Check the constraint (20c).
- Vary $\lambda_2$ and find solutions to (20c).
- From solutions satisfying (20a)–(20c) select the one which minimizes the goal (16a).

Clearly, the constraints (20b) and (20c) can be mutually exclusive and the solution may not exist. In the special case of $\gamma = 0$, which is the case of this paper, a solution always exists, as both (20a) and (20c) are invariant with respect to scaling by a constant. In this special case, the Lagrange multiplier $\lambda_2$ also attains clear meaning, for multiplying (20a) by $\alpha^H$ from the left and employing the constraints (20b)–(20c) we obtain (for $\gamma = 0$)

$$\lambda_2 = \alpha^H A_{GEP} \alpha,$$

(21)

i.e., in this case $\lambda_2$ is equal to the optimized function values. It is also important to realize that by a particular choice of matrices $S$ and $T$ we can always diagonalize at least two of the matrices $A_{GEP}$, $B_{GEP}$, $C_{GEP}$. The choice of matrices $S$ and $T$ is discussed in Section III and Section V.

III. RESULTS

The utility of the procedure presented in Section II-C will now be presented through several examples which are of interest to designers of electrically small antennas. In each case we set $C = X$ and $\gamma = 0$, i.e., we force the resulting current to be resonant, a natural choice for antenna applications. The resonant assumption has two important implications. First, the optimization problem (16a)–(16c) is not convex [47]. Second, we are not forced to use posterior tuning by external lumped element, which, as will be shown, is not always the optimal choice.

A. Maximization of the gain to quality factor ratio $G/Q$

The optimization of the $G/Q$ ratio is used as a proof of concept since its upper bound is known for electric current on arbitrarily shaped surfaces, see [25] and the references therein. Within the scheme presented in Section II-C the $G/Q$ ratio optimization induces $A = \omega W, B = 4\pi U$. The optimal choice of matrices $S$ and $T$ will be discussed at a later point. At the present moment we have, quite arbitrarily, chosen $S = X$ and $T = \omega W$, which leads to expansion modes defined via

$$X I_n = \zeta_n \omega W I_n.$$  

(22)

This choice not only helps with numerical stability, as, together with the normalization (15), it provides us with $A_{GEP}$ as the unit matrix and $C_{GEP} = \text{diag} (\zeta_n)$, but also gives us a clear indication of how to satisfy the constraint (20c) through recasting it to

$$\alpha^H \text{diag} (\zeta_n) \alpha = 0.$$  

(23)

Recall that resonance, i.e., $\gamma = 0$ in (20c) is assumed. To satisfy the constraint (23), the eigen-numbers $\zeta_n$ must be zero or contain both signs. Since $\zeta_n < 0$ implies $I_n^H X I_n < 0$ (excess electric energy) and $\zeta_n > 0$ implies $I_n^H X I_n > 0$ (excess magnetic energy), this requirement means that the solution must be formed by a mixture of capacitive and inductive modes or, in exceptional cases, by modes in resonance, a\footnote{Equation (23) must be strictly adhered to. It can, however, happen that infinitesimally localized modes representing lumped circuit elements are needed for the optimal solution, see Section V. This is, of course, only approximately possible with finite discretization.}
natural requirement once we desire a resonant current. The Lagrange multiplier $\lambda_2$ is equal to the $Q/G$ ratio. The solution of the system (20a)–(20c) has been implemented in Matlab [48] via generalized Schur decomposition [46] and a root-search method. The routine sought for the lowest value of $\lambda_2$ for which the system (20a)–(20c) was satisfied. A particular result of the $G/Q$ ratio maximization is presented in Fig. 1. Apart from small discrepancies attributable to the discretization (approx. 670 triangles), the method presented in Section II-C gives the same values as the upper bound found by the convex optimization [27] or upper bound found from the polarisability matrices [20].

The current maximizing the $G/Q$ ratio corresponding to $ka = 0.4$ is depicted in Fig. 2 for the rectangular patch of proportions $L \times L/2$. For presentation purposes, the amplitude of the final current is further renormalized so as to radiate 1 W. In this calculation, 41 modes of (22) have been taken. The modal amplitudes of the final mixture are depicted in Fig. 3, in which the modes are ordered so that the negative (capacitive) values of $I_{IHX}$ grow in amplitude to the left, while positive (inductive) eigenvalues grow in amplitude to the right. When selecting the modes for optimization, it is advantageous to choose those with high values of modal $G/Q$ ratio. Such modes are located at low magnitudes of $\zeta_n$. In this example, 21 capacitive modes, with the lowest magnitude of $\zeta_n$, and 20 inductive modes, with the lowest magnitude of $\zeta_n$, were taken. While the addition of more modes to the optimization process only has an insignificant influence on the optimal value of the $G/Q$ ratio, it does exhibit unexpected behaviour. The mixture of capacitive modes is stable, though the mixture of inductive modes changes dramatically as does the shape of the optimal current. This behaviour is depicted in Fig. 4 and Fig. 5 where more inductive modes are used. These results suggest that convergence may not have been reached, a conclusion which is in sheer contradiction with Fig. [1]. The reason behind this discrepancy is given in [20], [22], [24] where it is shown that electric dipole moment guides the values of the $G/Q$ ratio at small electrical sizes and that adding loop-like currents with zero divergence does not affect the $G/Q$ ratio values while dramatically changing the current shape. The optimal current is not unique in this case, even though the upper bound of the $G/Q$ ratio (dictated solely by charge distribution) is [20], [24].

The magnetization loop-like currents are exactly the modes added in Fig. [4] However, in both presented cases, the charge...
distribution (given mostly by capacitive modes) is alike, with a shape according to Fig. 6 (both in real and imaginary part). The charge distribution evidently maximizes the electric dipole moment.

The above discussion suggests that the maximization of the $G/Q$ ratio has too much freedom. Although the currents depicted in Fig. 2 and Fig. 5 are identical with respect to the $G/Q$ ratio, they certainly have a different quality factor $Q$ and different gain $G$, parameters that are of interest on their own. It is also noteworthy that the $G/Q$ ratio completely ignores losses, so adding a lossy constraint $\mathbf{I}^\dagger \mathbf{\Sigma} \mathbf{I} < \kappa$ would be an interesting option.

### B. Minimization of quality factor $Q$

The minimization of quality factor $Q$ is a more challenging task which, in fact, has not yet been solved for arbitrarily shaped surfaces, although close approximations [32]–[34], [49] exist.

The formulation, via the method of Section II-C, requires $\mathbf{A} = \omega \mathbf{W}$, $\mathbf{B} = \mathbf{R}/2$. An interesting choice $\mathbf{S} = \mathbf{X}$ and $\mathbf{T} = \mathbf{R}$, which is the same as in [33], [34], decomposes the solution into modes defined as

$$\mathbf{X}_n = \zeta_n \mathbf{R}_n$$

which are well-known characteristic modes [50]. With these settings, the method searches for the lowest value of $\lambda_2$, which is directly equal to quality factor $Q$.

Two particular results for the minimum quality factor $Q$ on a rectangular patch and a disc are depicted in Fig. 7. The optimal values of quality factor $Q$ are compared with the theoretical lower bound derived in [29] which reads

$$Q_{\text{Chu}}^{\text{TE+TM}} = \frac{1}{2} \left( \frac{1}{(ka)^3} + \frac{2}{ka} \right).$$

Choosing the specific electrical size $ka = 0.4$, Fig. 8 shows the current density exhibiting the minimum quality factor $Q$. In contrast to Section III-A, Fig. 9 reveals that, visually, only two characteristic modes form the solution. Numerical tests show that with growing electrical size, more than two modes contribute, but their impact on the optimal value of quality factor $Q$ is minor. Clearly, the characteristic modes are a favourable basis for this optimization task as envisaged previously in [33], [34], [51].

The low number of characteristic modes necessary to achieve current minimizing quality factor $Q$ rises a question of whether the choice of matrices $\mathbf{S}$, $\mathbf{T}$ exists that will allow the optimal current to be composed of minimum number of modes. It can be shown that choosing $\mathbf{S} = \omega \mathbf{W}$, $\mathbf{T} = \mathbf{R}/2$, i.e., to expand a solution into modes defined as

$$\omega \mathbf{W} \mathbf{I}_n = \frac{\zeta_n}{2} \mathbf{R} \mathbf{I}_n,$$

is the desired choice as the modes (26) can be made ortho-
Fig. 7. The lower bound of quality factor $Q$ for a rectangular patch of proportions $L \times L/2$ and for a disc of radius $a$. The radius $a$ also denotes the radius of the smallest circumscribing sphere. The values of quality factor $Q$ are normalized to the theoretical lower bound derived in [29].

Fig. 9. A modal mixture of 11 modes corresponding to the optimal current depicted in Fig. 8. The modes are ordered so that the negative (capacitive) values of $\Im[I_n \chi_n]$ grow in amplitude to the left, while positive (inductive) values of $\Re[I_n \chi_n]$ grow in amplitude to the right.

The current on a rectangular patch minimizing quality factor $Q$ at $ka = 0.4$. The dimensions of the patch are $1 \text{ m} \times 0.5 \text{ m}$ and the current is normalized to radiate $1 \text{ W}$. A mix of 11 modes depicted in Fig. 9 was used.

Using the above approximation by two modes, the optimization task leading to the resonant current minimizing quality factor $Q$ is analytically solvable, once the modes of (26) are known. The solution is to take a mode (26) with the lowest eigenvalue and mix it with a second mode which has the opposite sign of $\Re[I_n \chi_n]$ with respect to the first mode and has the lowest possible eigenvalue, a conclusion also reached in [49] by a different methodology. Addition of more modes commonly presents only slight improvement.

Although straightforward, care should be taken when implementing the above procedure. The issue comes from the notoriously ill-conditioned matrix $R$ [53], which results in only a few modes of (24), (26) being numerically stable on electrically small structures. Common algorithms, such as the generalized Schur decomposition or the implicitly restarted Arnoldi method as implemented in the Matlab [48], are often unable to generate modes satisfying (15) which ruins the theoretical reasoning below (27). It is highly advisable to utilize some of the multi-precision packages, such as [54], for the eigenvalue decomposition if attempts are made to obtain the true global optimum in the basis (26). Numerical tests suggest that quad precision is satisfactory for the mesh densities presented.
C. Maximization of gain $G$

Although the current in the prescribed region can always be formed so as to have an infinitely sharp radiation pattern and, therefore, infinite directivity \[15\], the consequences are dire. First, the quality factor $Q$ of such superdirective current is extremely high, making the ratio $D/Q$ much below the optimum shown in Section III-A. Second, the superdirective current gives rise to high losses, making gain $G$ finite and not optimal \[55\].

In this section, the current reaching the optimal value of gain $G$ is presented. Within the scheme shown in Section II-C, the optimization task is characterized by $A = (R + \Sigma)/2$, $B = 4\pi U$. Using furthermore the results of Section III-B, an interesting choice $S = 4\pi U$ and $T = (R + \Sigma)/2$ decomposes the solution into the modes of

$$4\pi U I_n = \frac{\zeta_n}{2} (R + \Sigma) I_n,$$

which eigenvectors diagonalize matrices $A$ and $B$ and which eigenvalues are equal to gain $G_n$ of stand-alone modes.

The above choice of the basis has two important consequences. First, the fact that matrix $U$ is composed of a single vector (see Section VII-C) leads to zero eigenvalues $\zeta_n$ with exception of one. Second, the product $I_n^H XI_n$ has the same sign for all modes. Constructing, thus, an equation analogous to \[27\] leaves us with a single non-zero term. The single non-zero eigenvalue is the value of the maximum achievable gain. Unfortunately, the structure cannot be brought to resonance since all modes are, for small electrical sizes, capacitive. This is, however, only true for finite discretization.

If an infinite discretization were available, a mode (with zero eigenvalue) would exist simulating an ideal reactive lumped element leaving the value of gain untouched, but bringing the system to the resonance. The maximization of gain is thereby a trivial task requiring us only to find a non-zero eigenvalue of \[27\]. Notice that this conclusion is identical to that reached for a multi-port antenna system \[56\], \[57\]. The optimal values of gain for current distributed on a spherical surface, a disc and rectangular patch are depicted in Fig. 10. The results are normalized with respect to the so called “normal gain” \[58\], defined by \[29\]. In order to make the problem scalable, the ratio $\sigma/\omega\epsilon$ has been fixed.

$$G_{\text{normal}} = (ka)^2 + 2ka,$$

where $a$ is the radius of the smallest circumscribing sphere. The optimal gain was sought in the direction normal to the surface (irrelevant for a sphere) with polarization along the longer edge of the rectangular patch (irrelevant for a sphere and a disc). In order to make the problem scalable, the ratio $\sigma/\omega\epsilon$ has been fixed, rather than the value of conductivity $\sigma$. The current layer thickness is assumed to be much bigger than the penetration depth, see Section VII-C.

The current leading to the optimal gain at $ka = 0.4$ is depicted in Fig. 11 and the corresponding radiation pattern is shown in Fig. 12. The radiation pattern bears no sign of superdirectivity and resembles that of an electric dipole oriented along the longer edge of the rectangular patch.

D. Maximization of radiation efficiency $\eta$

A search for the upper bound of radiation efficiency $\eta$ has the poorest history from the antenna metrics discussed so far. A rigorous upper bound is known for a current density filling a spherical volume \[59\]–\[61\], while only its estimate \[62\] exists for surfaces of arbitrary shape. This section therefore aims at giving a prescription for a current distribution maximizing radiation efficiency $\eta$ on an arbitrary surface.

Following the previous sections, we set $A = (R + \Sigma)$, $B = R$, and without hesitation we take $S = R$ and $T = (R + \Sigma)$, i.e., decompose the solution into the modes of

$$RI_n = \zeta_n (R + \Sigma) I_n.$$  \[30\]

Note that the eigenvalues $\zeta_n$ of \[30\] are equal to the modal radiation efficiencies.
Ensuring (15), the total radiation efficiency is given by equation analogous to (27), but unlike the minimization of quality factor $Q$ and similarly to the maximization of gain $G$, all the eigensolutions have the same sign of the product $\mathbf{I}^\text{opt} \mathbf{X}_\text{opt}$, being all capacitive for small values of $ka$. This observation tells us that the optimal resonant current is given by the mode of (30) with the highest radiation efficiency which is then tuned to resonance by a lumped element. Taking the best possibility of tuning by lossless lumped reactance, the upper bound of radiation efficiency $\eta$ for a current distributed on a spherical surface, on a disc and a rectangular patch are depicted by continuous lines in Fig. 13 where the normalization of the losses is the same as in Section II-C.

The results are also compared to the upper estimate (31) presented by circular marks. In order to make the problem scalable, the ratio $\sigma / (\omega \epsilon)$ has been fixed.

\[ \eta_{\text{max}} = \left( 1 + 6\pi \frac{\text{Re} \{ Z_s \}}{Z_0 k^2 S} \right)^{-1} \]  

with $Z_0$ being the freespace impedance, $S$ being the total surface of the analysed object and $Z_s$ being the surface impedance of a lossy conductor defined by (47) or (51). The results of (31) are depicted by circle marks. Coherently with the exposition given in [62], the prescription (31) always lies above the true upper bound given by the method of this paper. For planar shapes presented in Fig. 13 the estimate (31) must however be denoted as a close one.

The lumped lossless tuning used above is however not realistic and an antenna designer could ask what is the achievable radiation efficiency $\eta$ when, as an example, only 20 characteristic modes with lowest magnitude of the eigenvalue (filtering our those exhibiting negative radiated power or complex eigenvalues) is available. The method presented in this paper is able to give the answer which is depicted by the cross marks in Fig. 13. The solution is mostly generated by a mixture of capacitive and inductive mode with the lowest eigenvalue. The drop with respect to the true upper bound is considerable.

IV. EXCITATION OF THE OPTIMAL CURRENT

The optimal current obtained by the method presented in this paper sets an absolute bound to a given antenna metric for a given surface. It is important to stress that this current has to be seen as an impressed source in vacuum with no real support. If such a current is to be supported by a conducting surface, then a delta gap excitation would be needed at every discretization edge, as suggested by the discretized electric field integral equation (assuming no losses) [45]

\[ \mathbf{V} = \mathbf{ZI}^{\text{opt}}, \]  

where $\mathbf{I}^{\text{opt}}$ is the vector of edge current densities representing the optimal current in the RWG basis and $\mathbf{V}$ is the vector of excitation coefficients [45], which would be full of non-zero entries in this case. By reducing the number of feeding points, optimality always has to be sacrificed, notwithstanding the fact that using stand-alone feeders inside conducting regions will lead to short-circuits via their surroundings.

Based on the above discussion, the interesting question arises of how to cover parts of the optimized region by a conductor so that a good approximation of the optimal current would be excited by a user-defined number of feeders. In the current state of understanding, two options exist for solving this task, both of which are heuristic. The first option uses a defined number of feeding points and a heuristic algorithm, combined with a method, such as pixelling [6], to optimize the positions and complex amplitudes of the feeders, as well as the structure of the supporting conductor. Unfortunately, it typically leads to a current notably different in shape to the optimal one [5], [7], [8], although exhibiting values close to the optimum for the metric at hand. The second option starts with finding the optimal current in the basis generated by characteristic modes [24] with the hope they can selectively be excited [63]. At this point the optimization scheme presented in Section II-C becomes extremely useful, since the characteristic modes are not the optimal basis for most of the optimization.
tasks. The presented optimization scheme, however, always returns the optimal modal composition regardless of the basis.

The search for an approximation of the optimal currents presented in the previous sections, but having realistic feeding, is out of the scope of this paper. In one particular example we will, nevertheless, show a trade-off between the number of feeders and optimality. For the example we choose the current density shown in Fig. 8 which minimizes quality factor $Q$ at $ka = 0.4$ on a rectangular patch region. The optimal composition of characteristic modes $\alpha_{opt}$ corresponding to this current is depicted in Fig. 9.

The shape of the current depicted in Fig. 8 suggests that if the internal parts of the region are cut out, leaving only a thin strip coinciding with the external periphery, the optimal current should mostly be unharmed. This reasoning can be verified by a direct calculation of the optimal current on such a loop by the method described in Section II-B. The result is depicted in Fig. 14 and Fig. 15. The resulting quality factor equals 78.9, while the current of Fig. 8 gives $Q = 69.5$. The rise of quality factor $Q$ induced by the removal of the central region is to be expected, since the new structure has lower polarizability than a complete rectangle [20]. At this modest sub-optimality, we have, however, obtained a structure with many possible feeding edges.

Keeping the structure fixed and covering it with PEC, the question of how a given number of feeders should be distributed along the structure, and with what complex amplitudes, in order to achieve minimum quality factor $Q$ can be asked. We have approached this task through a genetic algorithm [64], the result of which is depicted in Fig. 16.

With respect to this result it is also interesting to know the modal composition of the fed current with respect to the six modes used for the optimal current, see Fig. 15. Using the orthogonal properties of characteristic modes, the modal coefficients $\alpha$ for a given feeding vector $V$ can easily be calculated as [65]

$$\alpha_n = \frac{I_n^m V}{1 + j\zeta_n}. \quad (33)$$

Ordering the modes in the same way as in Fig. 15, the amplitudes of coefficients $\alpha$ are depicted in Fig. 17 for all feeding options used in Fig. 16.

V. DISCUSSION

This section considers some important properties of the proposed optimization scheme.
A. Optimal choice of $S$ and $T$

The results presented in Section III clearly show that the optimal way of solving (12a)–(12c) is to represent the solution in the basis generated by

$$\mathbf{A}I_n = \zeta_n \mathbf{B}I_n,$$  \hfill (34)

or

$$\mathbf{B}I_n = \zeta_n \mathbf{A}I_n.$$  \hfill (35)

Such a choice allows us to find the optimal current in terms of few modes of (34) or (35) so chosen as to have minimum / maximum possible eigenvalues $\zeta_n$, while allowing (12c) to be satisfied.

The optimal $G/Q$ ratio should be sought in the basis

$$4\pi UI_n = \zeta_n \omega WI_n$$  \hfill (36)

and tuned to resonance by a distributed current $I_n$. The optimal quality factor $Q$ should be sought in the basis

$$\omega WI_n = \frac{\zeta_n}{2} RI_n$$  \hfill (37)

and tuned to resonance by a distributed current $I_n$. The optimal gain $G$ should be sought in the basis

$$4\pi UI_n = \frac{\zeta_n}{2} (R + \Sigma)I_n$$  \hfill (38)

and tuned to resonance by a lumped reactive element and, lastly, the optimal radiation efficiency should be sought in the basis

$$RI_n = \zeta_n (R + \Sigma)I_n$$  \hfill (39)

and tuned to resonance by a lumped reactive element.

B. Other choices of $S$ and $T$

If other, less optimal bases, are used, the method presented in this paper finds the best solution within the number of expansion modes used. Enlarging the number of modes allows us to approach the optimal solution as closely as desired. The number of necessary modes can, however, be large, particularly when a metric, whose optimum is reached by a lumped circuit tuning, is being optimized, see Section III-D for an example.

There could, nevertheless, be strong motivations for using non-optimal bases and sacrificing the optimality. One reason could be the inaccessibility of lumped tuning elements, another, an attempt for realistic excitation of the optimal current.

C. Global optimum

With $\gamma = 0$ in (20c), which is the case of all optimizations performed in this paper, the optimization process can always be formed so that the global optimum corresponds to the lowest value of the Lagrange multiplier $\lambda_2$ for which the system $\{20a\}$–$\{20c\}$ is satisfied, see Section III for examples. In principle, the method thus finds the global optimum. In reality one must be careful, as the slope of the constraint $\{20c\}$ as a function of $\lambda_2$ can be steep.

D. Excitation of the optimal current

Section IV has shown that optimal currents obtained by the method described in this paper should be interpreted mostly as unbreakable and unreachable lower or upper bounds. Any attempt to create realistic feeding of such current will always lead to a sub-optimal solution. An interesting possibility of approaching the optimal current is to utilize characteristic modes and try to excite them selectively by a combination of feeders and slots in a metallic support covering the optimized region [63]. The optimization scheme presented in this paper gives the optimal modal excitation coefficients.

VI. CONCLUSION

A systematic approach leading to a surface current density optimizing convex and non-convex radiation metrics has been presented. The method has been used to find a current density minimizing quality factor $Q$ and ohmic losses which are two core parameters of electrically small antennas. The proposed method is, however, of general validity not being limited to an electrically small domain.

The optimization has been presented in the RWG basis and it has been demonstrated that forming the optimal current as a combination of modes of specific generalized eigenvalue problem can tremendously simplify the solution. In many relevant cases the optimum can be reached by the proper combination of only few modes. The form of the eigenvalue problem has been specified for the optimization of quality factor $Q$, gain $G$, the $G/Q$ ratio and radiation efficiency $\eta$.

The presented method provides results fully consistent with previous works, but offers the added advantage of producing upper and lower bounds of radiation parameters for surfaces of arbitrary shape. Of particular importance is the fact that the method enables us to find the optimal combination of characteristic modes for specified optimized parameter. This can lead to the realistic excitation of the optimal current density and, thus, to the design of optimal antennas.

Future work should aim at finding a realistic excitation of the optimal current densities as well as a way to utilize the method for electrically large structures, such as antenna arrays.
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VII. APPENDIX

This appendix contains explicit forms of matrices $R$, $X$, $\Sigma$, $U_{(\theta/\varphi)}$ in the RWG representation which assumes the expansion of the surface current density into the set of RWG functions as [35]

$$J(r) = \sum_n I_n f_n(r),$$

(40)

where $I_n$ are the RWG edge surface current densities [35].

A. Radiated and reactive power matrices

Within the notation used, the complex power [38] can be written as

$$P_{\text{rad}} + jP_{\text{react}} = \frac{j}{8\pi \epsilon_0 \omega} \left( k^2 \langle J, L J \rangle - \langle \nabla \cdot J, L \nabla \cdot J \rangle \right).$$

(41)

Substitution of (40) directly leads to real symmetric matrices $R$, $X$ in the form

$$R + jX = j \left[ \frac{1}{8\pi \epsilon_0 \omega} \left( k^2 \langle f_m, L f_n \rangle - \langle \nabla \cdot f_m, L \nabla \cdot f_n \rangle \right) \right],$$

(42)

where operator $L$ is defined by (48). The partial radiation intensity $U_{\theta/\varphi}$ for diagonal terms and

$$\langle f_m, f_n \rangle = \frac{\chi_{mn} l_m l_n}{24 A_m} \left[ 9 r_m^{(c)} \cdot \left( 9 r_m^{(c)} - 15 p_m^{(1)} \right) \right] + \left[ p_m^{(2)} \cdot p_m^{(3)} \right]$$

(43)

for off-diagonal terms, with $l_m$ as the edge length of the $m$-th RWG function, $A_m$ as the area of its positive / negative triangle and $r_m^{(c)}$ as the positive / negative triangle centre [35]. The vertices $p$ are defined according to Fig. 18. The superindex $(1)$, used in (50), denotes free vertices (the vertices $p_m^{(1)}$ and $p_m^{(4)}$) belonging to the triangle common to the $m$-th and the $n$-th RWG function. The coefficient $\chi_{mn}$ is equal to unity for cases depicted in Fig. 18.\(\text{c.e.}\) to minus unity for cases depicted in Fig. 18\(\text{d.e.}\) and to zero for RWG functions with no common triangle.

When the current layer is not thick enough with respect to the penetration depth, the aforementioned formulation can be significantly improved by changing [67]

$$\text{Re} \{ Z_s \} \rightarrow \frac{1}{\sigma_0} \left( 1 - e^{-2t} \right) \left| 1 - e^{-\left(1-j\right)t} \right|^{-2},$$

(51)

where $t$ is the thickness of the lossy layer.

D. Radiation intensity matrix

The partial radiation intensity $U_{(\theta/\varphi)}$ in spherical direction $\theta_0$ or $\varphi_0$ is related to partial directivity $\Pi$ as

$$D(\theta/\varphi) = \frac{4\pi U_{(\theta/\varphi)}}{P_{\text{rad}}} = \frac{2\pi |F(\theta/\varphi)|^2}{Z_0 P_{\text{rad}}},$$

(52)
where $P_{\text{rad}}$ is the radiated power (41) and
\[ F(\theta/\phi) = -\frac{j\omega\mu}{4\pi} \int_{S'} J(\theta/\phi)(r') e^{jkr_0 r'} \, dS' \]  
(53)
is the far-field radiation pattern projected in a given spherical direction (1). Note that the observation directions $\theta_0, \phi_0, r_0$ are assumed constant during the integration (53).

The partial radiation intensity can, therefore, be written as
\[ U(\theta/\phi) = \frac{Z_0 k^2}{32\pi^2} \left( J(\theta/\phi), L_U J(\theta/\phi) \right) \]  
(54)
with
\[ L_U M = \int_{S'} M(r') e^{-jkr_0 (r-r')} \, dS'. \]  
(55)
Assuming the expansion (40), the partial radiation intensity matrix $U(\theta/\phi)$ can be written as
\[ U(\theta/\phi) = \frac{Z_0 k^2}{32\pi^2} \left[ (f(\theta/\phi)n, L_U f(\theta/\phi)n) \right]. \]  
(56)
Assuming further that RWG triangles are much smaller than the operating wavelength, we can approximate
\[ \int_{S'} f(\theta/\phi)n(r') e^{jkr_0 r'} \, dS' \approx e^{jkr_0 \frac{r(r_0)}{2}}, \]  
(57)
This allows for writing
\[ U(\theta/\phi) = \frac{Z_0 k^2}{32\pi^2} u_H u(\theta/\phi), \]  
(58)
where $u(\theta/\phi)n$ is a column vector of components
\[ u(\theta/\phi)n = ln \left( \frac{r_{(\theta/\phi)n}^{(c+)} - r_{(\theta/\phi)n}^{(c-)} e^{2jkr_0}}{2} \right). \]  
(59)
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