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Abstract
This paper is devoted to the numerical analysis of non-smooth ensemble optimal control problems governed by the Liouville (continuity) equation that have been originally proposed by R.W. Brockett with the purpose of determining an efficient and robust control strategy for dynamical systems. A numerical methodology for solving these problems is presented that is based on a non-smooth Lagrange optimization framework where the optimal controls are characterized as solutions to the related optimality systems. For this purpose, approximation and solution schemes are developed and analysed. Specifically, for the approximation of the Liouville model and its optimization adjoint, a combination of a Kurganov–Tadmor method, a Runge–Kutta scheme, and a Strang splitting method are discussed. The resulting optimality system is solved by a projected semi-smooth Krylov–Newton method. Results of numerical experiments are presented that successfully validate the proposed framework.
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1 Introduction

The ensemble control problems considered in this paper were proposed by Brock-ett [7–9] to design efficient and robust control strategies for steering ensembles of trajectories of dynamical systems in a desired way. For this purpose, the adequate model governing the evolution of the ensembles expressed in terms of a density is the hyperbolic Liouville (continuity) equation. In application, this ensemble may represent the probability density of trajectories of multiple trials of a dynamical system with the initial conditions specified by a distribution function, or the physical density of multiple non-interacting systems (e.g., particles). In both cases, the function that determines the dynamics of these systems appears as the drift coefficient of the Liouville equation. Therefore, the Liouville framework allows to lift the problem of controlling a single trajectory of a finite-dimensional dynamical system to the optimal control problem governed by a partial differential equation (PDE) for a continuum (ensemble) of dynamical systems subject to the same control strategy. We remark that the Liouville equation represents also the fundamental building block for continuity models as the Fokker–Planck equation for stochastic systems and the Boltzmann equation for atomistic models. In particular, it can be used to model particle streaming while neglecting collisions but allowing to consider source terms [19]. Thus, one of the purposes of this work is to present a numerical optimization framework devoted to ensemble optimal control problems that can be applied to similar problems involving continuity equations; see, e.g., [2,13,18,21,31] for different classes of these equations.

The formulation and theoretical investigation of the ensemble control problems considered in this paper are presented in [3], where existence and regularity of solutions for a class of Liouville optimal control problems is discussed in the case where the drift function corresponds to a composition of linear and bilinear (input-affine) control mechanisms for the underlying dynamical system. In this class of problems, the purpose of the controls is to steer the ensemble of trajectories along a given path and to come close to a desired target configuration at a given final time. As in [7,8], these objectives are formulated in terms of minimizing different expectation functionals that include appropriately chosen costs of the controls. In particular, we consider $L^2$-, $L^1$- and $H^1$-costs of the controls, where the $L^2$ term is a classical regularization term, the $L^1$-cost has the purpose to promote minimum action of the control during the time evolution by promoting sparsity [15,37], and the $H^1$-cost corresponds to the minimum attention control proposed by Brockett in [9].

The challenges of the numerical investigation presented in this paper are manifold. One of these challenges is that we are considering a nonlinear control mechanism in the Liouville model where the controls multiply the density function, and this product is subject to spatial differentiation. A further challenge posed is that the numerical approximation of the Liouville equation must guarantee non-negativity of the computed density in addition to the required properties of accuracy and stability. Moreover, turning to the functional structure of the controls’ objectives, we notice that ensemble cost functionals are a much less investigated topic, especially in combination with non-smooth costs of the controls. Furthermore, the presence of $L^1$ costs and box constraints on the values of the controls require further numerical analysis effort due to the resulting lack of Fréchet differentiability of the resulting optimization problem.
On the other hand, our formulation covers and extends Brockett’s ensemble optimal control strategy so as to address many possible requirements in applications of this framework. For this purpose, in this work we consider all numerical analysis issues concerning the solution of our general Liouville-based ensemble optimal control problems.

As thoroughly discussed in [3] and illustrated below, the first step in solving our ensemble optimal control problems is the derivation of the corresponding first-order optimality conditions that consist of the controlled Liouville equation, its optimization adjoint (having the structure of a transport equation), and a variational inequality that we may also call (with some abuse of wording) the optimality condition equation. The numerical solution of this optimality system proceeds along two main steps that are the numerical approximation of the equations involved and their solution by a numerical optimization scheme.

For the approximation step, we present a novel formulation and analysis of discretization of the Liouville equation and its optimization adjoint model; the latter is called the adjoint Liouville equation. For the former, we consider the well-known second-order finite-volume Kurganov–Tadmor (KT) discretization scheme for the spatial flux derivatives that results in a generalized monotonic upwind scheme for conservation laws (MUSCL). For the temporal discretization, we use the second-order strong stability preserving Runge–Kutta (SSPRK2) discretization scheme. Such schemes possess several important properties (such as conservation of probability) that are inherent to the exact solutions of the Liouville equation. In addition, because the solution of the Liouville equation represents a density function, it is crucial that the numerical solution remains non-negative over all times.

We prove that our SSPRK2-KT scheme preserves positivity subject to a restriction on the time-step size. Further, we prove that our scheme is second-order convergent in the $L^1$ norm. This result is less-known in the context of generic finite-volume schemes for linear conservation laws. For the adjoint Liouville equation, which is a transport equation with a source term, we use a second-order Strang time-splitting scheme combined with the KT spatial discretization scheme, and for the resulting approximation we prove second-order accuracy. Further, we notice that the optimality condition equation is a variational inequality involving an integral for which we use second-order accurate quadratures, and we implement a projection step in the optimization procedure. Notice that, while second-order accuracy for the above three components of the optimality system is separately guaranteed by suitable approximation, we are not able to prove this order of accuracy of the coupled system; this is an issue that remains widely open in the scientific literature, apart of the case of much simpler problems with linear control mechanisms; see, e.g., [6].

The second fundamental step in solving our ensemble optimal control problems is the design of a numerical optimization procedure. For this purpose, one recognizes that the optimality condition equation provides the semi-smooth gradient of the ensemble-cost functional along the constraint given by the Liouville model. However, because of the presence of control constraints and the combination of $L^2$-, $L^1$- and $H^1$-costs, the assembling of our gradient is challenging. In particular, by imposing constraints on the value of the control, we are required to implement a $H^1$ projection of the control
update. At this point, we remark that the combination of $L^1$- and $H^1$-costs and the $H^1$ projection are less investigated in the literature.

However, this effort is very well justified by our purpose of implementing a state-of-the-art semi-smooth Krylov–Newton methodology for our new class of PDE optimal control problems. In doing this, we also rely on past experience in [14,15], and the resulting Newton scheme is used to validate our optimal control framework.

In the next Section, we illustrate the formulation of Liouville ensemble optimal control problems, and discuss the chosen control mechanism and the constitutive terms of an ensemble cost functional. Further, in correspondence to our optimization setting, we present the optimality system and discuss the construction of the gradient.

In Sect. 3, we investigate the approximation of the Liouville equation and of adjoint Liouville equation in the optimality system. For the former, we consider a combination of a second order accurate strong stability preserving Runge–Kutta discretization in time and the Kurganov–Tadmor finite volume discretization in space. For the latter, we discuss a scheme that combines the Kurganov–Tadmor discretization and a Strang’s splitting technique. For both methods, we present a detailed analysis of stability and accuracy, and in the case of the Liouville equation we prove that our scheme is positive preserving.

Section 4 is devoted to the implementation of our semi-smooth Krylov–Newton method that requires the numerical solution of the Liouville equation and its adjoint and the implementation of the gradient together with a $H^1$-projection procedure for the controls.

In Sect. 5, we present results of numerical experiments with our solution methodology that validate our optimal control framework in terms of the ability of the controls to perform the given tasks. For this purpose, we consider the tracking of non-differentiable trajectories and also the case of bimodal distributions. A section of conclusion completes this work.

Notation

In this section, we present our notation that we use throughout the paper.

Given a bounded domain $\Omega \subset \mathbb{R}^d$, the symbol $C_c^\infty (\Omega)$ denotes the space of infinitely often differentiable functions with compact support in $\Omega$. Given $k \in \mathbb{N}$, we denote by $C^k (\Omega)$ the space of all $k$-times continuously differentiable functions defined on $\Omega$, and by $C^k_b (\Omega)$ the subspace of $C^k (\Omega)$ formed by functions which are uniformly bounded together with all their derivatives up to the order $k$. We equip $C^k_b (\Omega)$ with the $W^{k, \infty}$-norm as follows

$$\|v\|_{C^k_b} := \sum_{|\alpha| \leq k} \|D^\alpha v\|_{L^\infty}.$$  

For $\alpha \in ]0, 1]$, we denote with $C^{0,\alpha} (\Omega)$ the classical Hölder space (Lipschitz space if $\alpha = 1$), endowed with the norm

$$\|v\|_{C^{0,\alpha}} := \sum_{|\alpha| \leq k} \|D^\alpha v\|_{L^\infty}.$$
Consider a particle whose position at time $t$ is denoted by $\xi(t) \in \mathbb{R}^d$. Suppose that this particle is subject to a velocity field $a(x, t)$ over $\mathbb{R}^d$, where $(x, t) \in \mathbb{R}^d \times [0, T]$, for some final time $T > 0$; then the particle’s trajectory is obtained by integrating $\dot{\xi}(t) = a(\xi(t), t)$ assuming an initial condition $\xi(0) = \xi_0$.

Now, suppose we have an infinite number of non-interacting particles subject to the same vector field and being distributed with a smooth initial density $\rho_{|t=0} = \rho_0$; then the evolution of this material density is modelled by the following Liouville equation

$$
\partial_t \rho(x, t) + \text{div} \left( a(x, t) \rho(x, t) \right) = 0,
$$

(2.1)
with the initial condition at $t = 0$ given by $\rho(x, 0) = \rho_0(x)$. Notice that, in this model, the state variable $x$ of the dynamical system defined by $a$, becomes the space variable in the Liouville equation. We call $a$ the drift function.

We have the same model (2.1) if we consider a unique particle subject to the flow $a$ and having the initial condition $\xi_0$ chosen based on the probability density $\rho_0$. In this case, the Liouville equation governs the evolution of the probability density function $\rho$ of the position of the particle in the interval $[0, T]$. However, the significance of the Liouville equation above is not limited to the case where $x$ denotes the space coordinate and $a$ a velocity field. In fact, it applies equally well in the case where $x$ represents the velocity of the particle and $a$ plays the role of acceleration/force. Another possibility is to identify $x$ with the position and velocity of a particle in the phase space, and in this case the Liouville operator corresponds to the streaming part in the transport and Boltzmann equations [10,19].

Clearly, the interpretation of $\rho$ as a probability or material density leads to the requirement that the initial condition for the Liouville model is non-negative, $\rho_0 \geq 0$. Moreover, we can normalize the total probability or mass requiring that $\int_{\mathbb{R}^d} \rho_0(x) \, dx = 1$. With this conditions, one can show that the evolution of $\rho$ modeled by the Liouville equation (2.1) has the following properties

$$\rho(x, t) \geq 0 \quad \text{and} \quad \int_{\mathbb{R}^d} \rho(x, t) \, dx = \int_{\mathbb{R}^d} \rho_0(x) \, dx = 1, \quad t \geq 0. \quad (2.2)$$

The first property can be proved by the vanishing viscosity method and the maximum principle or solving along characteristics; see, e.g., [20,22]; the second property follows from a simple application of the divergence theorem.

We remark that the Liouville equation allows to model the transport of the (material or probability) density also in the case when the drift function is non-smooth [2,18,31], and also in the case when it includes a control mechanism.

Therefore, the representation of the ensemble of trajectories in terms of an evolving density and the fact that we can manipulate the drift with a control function to achieve some purposes of the motion of the particles leads to the formulation of the following ensemble optimal control problem

$$\min_{u \in U_{ad}} J(\rho, u) := \int_0^T \int_{\mathbb{R}^d} \theta(x, t) \rho(x, t) \, dx \, dt + \int_{\mathbb{R}^d} \varphi(x) \rho(x, T) \, dx$$

$$+ \int_0^T \kappa(u(t)) \, dt \quad (2.3)$$

s.t. $\partial_t \rho(x, t) + \text{div}(a(x, t; u) \rho(x, t)) = 0, \quad \rho(x, 0) = \rho_0(x). \quad (2.4)$

In this problem, the drift $a(x, t; u) \in \mathbb{R}^d$ includes a time-dependent vector-valued control function $u$, and the purpose of this control is to drive $\rho$ such that the cost functional $J$ is minimized.
As in many application, we consider dynamical systems that are controlled by linear and bilinear control mechanisms as follows

\[ a(x, t; u) = a_0(x, t) + b u_1(t) + c x \circ u_2(t), \quad (2.5) \]

where \( a_0 \) is a given smooth vector field, which is Lipschitz in \( x \), and \( b, c \in \mathbb{R} \) are constants. Moreover, the function \( u_1 \) corresponds to a linear control mechanism, and \( u_2 \) represents a bilinear (input-affine) control term. We assume that both functions are defined on the time interval \([0, T]\) with values in \( \mathbb{R}^d \). With \( \circ : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d \), we denote the Hadamard product of two vectors; we also use the notation \( u = (u_1, u_2) \).

Notice that, in the simple case where \( a_0 = 0, b = c = 1, \) and \( \rho_0 \) is a normalized Gaussian unimodal distribution, then, the Liouville dynamics can be completely described by the first- and second-moment equations that include the controls \( u_1 \) and \( u_2 \). To illustrate this fact, consider the following average operator applied to an integrable function \( g \)

\[
\mathbb{E}[g](t) = \int_{\mathbb{R}^d} g(x \rho(x, t)) \, dx.
\]

In particular, we have the mean \( m(t) = \mathbb{E}[x](t) \) and the variance \( v(t) = \mathbb{E}[(x - m(t))^2](t) \). Then, by taking the average of our controlled dynamical system (that is, using the Liouville equation), we obtain

\[
\dot{m}(t) = u_1(t) + m(t) u_2(t), \quad m(0) = m_0,
\]
\[
\dot{v}(t) = 2v(t) u_2(t), \quad v(0) = v_0.
\]

(2.6)

where the control \( u_1 \) appears as the main driving force of the mean value of the density, and \( u_2 \) determines the evolution of the variance of the density. See [7] for more details on this construction. However, the validity of this setting is very limited by the assumptions above whereas the Liouville framework allows to accommodate a more general drift and to consider multi-modal distributions of the density function.

Next, we discuss the meaning of the different terms in our cost functional. The first term in (2.3) has the purpose to model the tracking of a desired trajectory \( \xi_D(t) \), in the sense that minimizing this term corresponds to having all trajectories of the ensemble of particles being close to \( \xi_D \). For this purpose, we choose a function \( \theta(x, t) \) that, for a fixed \( t \), is required to monotonically increase as a function of the distance \( |x - \xi_D(t)| \). Therefore, by minimization of the first term we have that \( \rho \) is mainly concentrated on the minimum of \( \theta \) corresponding to \( \xi_D \). We refer to \( \theta \) as an attracting potential, and focus on the following choice

\[
\theta(x, t) = -\alpha \exp\left(-\frac{|x - \xi_D(t)|^2}{2\sigma_0^2}\right), \quad \alpha > 0, \quad \sigma_0 > 0.
\]
Similarly, the purpose of the second term in $J$ is to model the requirement that the density $\rho$ at final time concentrates on a final position denoted with $\xi_T \in \mathbb{R}^d$. Therefore, we may choose

$$\varphi(x) = -\beta \exp \left( -\frac{|x - \xi_T|^2}{2\sigma_\varphi^2} \right), \quad \beta > 0, \quad \sigma_\varphi > 0.$$  

Notice that, because of (2.2), we can augment this function by adding a constant such that $J$ is bounded from below by zero. However, this shift would not influence the result of the optimization problem.

The last term in (2.3) represents the cost of the controls’ action. Moreover, it determines the functional space where the control is sought. In our case, the cost function $\kappa$ is chosen based on the requirement of implementing a slowly varying control function with sparsity along the time horizon. A control that slowly changes in time can be obtained considering the following cost of the control

$$\nu \int_0^T |u(t)|^2 dt,$$

where $\nu > 0$ is a positive weight, and $|\cdot|$ denotes the Euclidean norm. In fact, as $\nu$ is taken larger, the emerging optimal control will result in controls with small values of its time derivative, which corresponds to the “minimum attention control” in [9]. In addition, we add a $L^2$-cost of the control that should measure the total effort made by $u$ as follows

$$\frac{\nu}{2} \int_0^T \left| \frac{du}{dt}(t) \right|^2 dt,$$

where $\nu > 0$ is a positive weight. Clearly, if $\nu = \gamma > 0$, then these two terms together correspond to a $H^1(0, T)$-cost of the control.

As for inducing sparsity of the control function $u$, we consider the following $L^1$-cost of the control

$$\delta \int_0^T |u(t)| dt,$$

where $\delta \geq 0$. This cost promotes sparsity of the control function, in the sense that, as $\delta$ is increased, the $u$ resulting from the minimization procedure will be zero on larger open intervals in $(0, T)$; see Figure 2 of [15]. In our framework, the purpose of this control is to promote “minimum action”.

Summarizing, we specify the term $\kappa(u(t))$ in (2.3) as follows

$$\kappa(u(t)) := \frac{\nu}{2} |u(t)|^2 + \delta |u(t)| + \frac{\nu}{2} \left| \frac{du}{dt}(t) \right|^2,$$  

(2.7)
where \( \gamma, \nu > 0 \) and \( \delta \geq 0 \). It is clear that, with this setting, the control space \( U \) corresponds to a weighted \( H^1 \) space given by \( \tilde{H}_1^T := \tilde{H}_1^T \times \tilde{H}_1^T \), where \( \tilde{H}_1^T \) corresponds to the \( H^1_0 \) space, endowed with the following weighted \( H^1 \)-product

\[
(u, v)_{\tilde{H}_1^T} := \gamma \int_0^T u(t) \cdot v(t) \, dt + \nu \int_0^T u'(t) \cdot v'(t) \, dt.
\]

The notation \( ' = \frac{d}{dt} \) stands for the weak time derivative.

In order to complete the modelling of the control space, we also require that each component of the control function \( u \) may only take values in a compact convex set of \( \mathbb{R} \). Thus, we define the following set of admissible controls

\[
U_{ad} := \left\{ u \in \tilde{H}_1^T(\mathbb{R}^d) \mid u^a \leq u(t) \leq u^b \text{ for a.e. } t \in [0, T] \right\}, \tag{2.8}
\]

where the inequalities are meant componentwise, and we choose \( u^a = (u^a_1, u^a_2) \) and \( u^b = (u^b_1, u^b_2) \) in \( \mathbb{R}^{2d} \), with \( u^a < u^b \). We remark that, with \( \nu > 0 \), the resulting \( u \) is continuous because of the compact embedding \( H^1_0 (0, T) \subset \subset C([0, T]) \).

As discussed in detail in [3], the optimal control problem (2.3)–(2.4), with (2.5) and (2.7) and the admissible set of controls \( U_{ad} \), admits a solution. Furthermore, this solution can be characterized as the solution to the so-called first-order optimality condition. This condition can be formulated by first introducing the Liouville control-to-state map \( G \) defined by

\[
G : U_{ad} \longrightarrow L^\infty ([0, T]; L^2(\mathbb{R}^d)), \quad u \mapsto \rho := G(u),
\]

where \( \rho \) is the unique solution to the Liouville equation with the chosen control \( u \in U_{ad} \) and the given initial data \( \rho_0 \in L^2(\mathbb{R}^d) \). Notice that, in our setting, with \( \rho_0 \in H^m(\mathbb{R}^d) \), the Liouville problem admits a unique weak solution \( \rho \in C([0, T]; H^m(\mathbb{R}^d)) \); see [3] for all details.

With this map, our optimal control problem can be equivalently formulated as

\[
\min_{u \in U_{ad}} \tilde{J}(u), \tag{2.9}
\]

where \( \tilde{J}(u) := J(G(u), u) \) represents the so-called reduced cost functional.

Now, if \( \delta = 0 \), then \( \tilde{J}(u) \) is Fréchet differentiable in suitable topologies [3], and a solution \( u \) to our optimal control problem necessarily satisfies the first-order optimality condition given by \( (\nabla \tilde{J}(u), v - u)_U \geq 0 \) for all \( v \in U_{ad} \), where \( \nabla \) represents the gradient in the control space; see [27,40]. However, since we have \( \delta > 0 \), our reduced cost functional is only sub-differentiable [17,41], and the formulation of the optimality condition becomes more involved, especially in our case where a \( \tilde{H}_1^T(\mathbb{R}^d) \) control space is involved.

In the following, we give a detailed discussion of the formulation of the optimality condition in terms of an optimality system, where the calculation of \( \nabla \tilde{J}(u) \) is achieved.
by introducing an auxiliary adjoint variable with its own constitutive equation. Further, we use the notion of Clarke’s subdifferential that we illustrate in detail in Sect. 4.

The derivation of the optimality system can be conveniently done in the Lagrange framework starting from following Lagrange functional

$$
L(\rho, u, q) := J(\rho, u) + \int_0^T \int_{\mathbb{R}^d} \left( \partial_t \rho(x, t) + \text{div} \left( a(x, t; u) \rho(x, t) \right) \right) q(x, t) \, dx \, dt 
+ \int_{\mathbb{R}^d} \left( \rho(x, 0) - \rho_0(x) \right) q_0(x) \, dx,
$$

(2.10)

where \( q \) and \( q_0 \) represents Lagrange multipliers (the adjoint variables). In this framework, the optimality system is obtained by requiring that the Fréchet derivatives of \( L(\rho, u, q) \) with respect to each of its arguments are zero. As shown in [3], Fréchet differentiability of \( L \) with respect to \( \rho \) and \( q \) involves a loss of derivatives, which is natural owing to the hyperbolic nature of the underlying PDEs and which requires more regular initial data.

Clearly, the derivatives of \( L \) with respect to \( q \) and \( q_0 \) give the Liouville equation and its initial conditions. On the other hand, the Fréchet derivative of \( L \) with respect to \( \rho \) leads to the following adjoint Liouville equation

$$
- \partial_t q - a(x, t; u) \cdot \nabla q = - \theta, \quad \text{with} \quad q|_{t=T} = - \varphi.
$$

(2.11)

Notice that this is a transport problem with a given terminal condition and thus evolving backwards in time. However, with our choice of \( \theta \) and \( \varphi \) as Gaussian functions, the adjoint equation admits a solution in the same functional space of the solution of the Liouville equation [3]. We remark that the density \( \rho \) does not explicitly appear in this equation, which means that the Liouville equation and its adjoint are decoupled; however, both are driven by the same drift.

Next, we discuss the derivative of \( L \) with respect to \( u \). For this purpose, we remark that the case \( \delta, \gamma > 0 \) and \( \nu = 0 \) is well-known in the literature [37], whereas the case that includes the minimum attention control term (\( \nu > 0 \)) is novel. For this reason, to ease our discussion and make it more accessible, we first discuss the case \( \nu = 0 \), for which \( \mathbb{H}^{1}_T(\mathbb{R}^d) \) is replaced with \( \mathbb{L}^\infty_T(\mathbb{R}^d) \) in \( U_{ad} \) given by (2.8), and thereafter we also include the term with \( \nu > 0 \).

In the case \( \nu = 0 \), as proved in [3], there exists a \( \widehat{\lambda} \in \partial g(u) := \delta \partial (\| u \|_{L^1}) \), the Clarke’s subdifferential [16] of the \( L^1 \)-cost, such that the following inequality condition must be satisfied at optimality

$$
\left( \gamma u^r_m + \widehat{\lambda}^r_m + \int_{\mathbb{R}^d} \text{div} \left( \frac{\partial a}{\partial u^r_m} \rho \right) q \, dx, \, v^r_m - u^r_m \right)_{L^2(0, T)} \geq 0 
\forall v \in U_{ad}, \, m = 1, 2, \, r = 1 \ldots d.
$$

(2.12)

Notice that in this inequality condition, the argument on the left-hand side in the scalar product represents the reduced gradient in \( \mathbb{L}^2_T \).
Moreover, because of the presence of constraints for the controls, there exist \( \lambda_+ \) and \( \lambda_- \), belonging to \( L^\infty_T(\mathbb{R}^d) \), such that (2.12) is equivalent to the equations

\[
\begin{align*}
\gamma u^r_m & + \int_{\mathbb{R}^d} \text{div} \left( \frac{\partial a}{\partial u^r_m} \rho \right) q \, dx + (\lambda_+)^r_m - (\lambda_-)^r_m + \hat{\lambda}^r_m = 0 \\
(\lambda_+)^r_m & \geq 0, \quad u^b_m - u^r_m \geq 0, \quad (\lambda_+)^r_m (u^b_m - u^a_m) = 0 \\
(\lambda_-)^r_m & \geq 0, \quad u^r_m - u^a_m \geq 0, \quad (\lambda_-)^r_m (u^r_m - u^a_m) = 0 \\
\hat{\lambda}^r_m &= \delta \quad \text{a.e. in} \quad \{ t \in [0, T] \mid u^r_m(t) > 0 \} \\
|\hat{\lambda}^r_m| &\leq \delta \quad \text{a.e. in} \quad \{ t \in [0, T] \mid u^r_m(t) = 0 \} \\
\hat{\lambda}^r_m &= -\delta \quad \text{a.e. in} \quad \{ t \in [0, T] \mid u^r_m(t) < 0 \},
\end{align*}
\]

(2.13)

for all \( m = 1, 2 \) and all \( 1 \leq r \leq d \).

In (2.13), one usually refers to the first equation as the optimality condition equation; the conditions given in the second and third line are the complementarity conditions for the inequality constraints in \( U_{ad} \). Moreover, the last three lines give an equivalent expression for \( \hat{\lambda} \in \partial g(u) \); see [37]. In our case, \( \hat{\lambda}^r_m \) can be understood to be \( \delta \text{sgn}(u^r_m) \), where \( \text{sgn}(x) \) is the sign function.

Now, in the case \( \nu > 0 \), the control is sought in \( U_{ad} \) given by (2.8), which requires to construct the reduced gradient in the space \( U = \tilde{H}^1_T(\mathbb{R}^d) \). For this purpose, let \( \mu = (\mu_1, \mu_2) \) be the \( \tilde{H}^1 \)-Riesz representative of the continuous linear functional

\[ v \mapsto \left( \hat{\lambda} + \int_{\mathbb{R}^d} \text{div} \left( \frac{\partial a}{\partial u} \rho \right) q \, dx, v \right)_{L^2_T}. \]

Then, assuming that \( u \in U_{ad} \cap H^1_0([0, T]; \mathbb{R}^{2d}) \), we compute \( \mu \) by solving the following boundary-value problem

\[
\left( -\nu \frac{d^2}{dt^2} + \gamma \right) \mu = \hat{\lambda} + \int_{\mathbb{R}^d} \text{div} \left( \frac{\partial a}{\partial u} \rho \right) q \, dx, \quad \mu(0) = 0, \quad \mu(T) = 0,
\]

(2.14)

which has to be understood in a weak sense. Notice that, in this construction, we have made the modelling choice that the control function \( u \) is zero at the beginning and at the end of the time interval. This setting corresponds to having the control switched on at \( t = 0 \) and off at \( t = T \).

Based on (2.12) and the definition of \( \mu \) in the \( \tilde{H}^1 \) space, we identify the reduced gradient in this space as follows

\[ \tilde{\nabla}_{u^r_m} J(u) = u^r_m + \mu^r_m, \]

(2.15)

where \( m = 1, 2 \) and \( r = 1 \ldots d \). Thus, the optimality condition (2.12) becomes

\[ (u^r_m + \mu^r_m, v^r_m - u^r_m)_{\tilde{H}^1} \geq 0 \]

(2.16)
for all $v \in U_{ad}$, where $U_{ad}$ is given in (2.8), $m = 1, 2$ and $r = 1 \ldots d$.

The result of this section is that a solution to our ensemble optimal control problems can be characterized as the solution to the following optimality system.

$$\partial_t \rho + \text{div} \left( a(x, t; u) \rho \right) = 0, \quad \rho|_{t=0} = \rho_0$$

$$- \partial_t q - a(x, t; u) \cdot \nabla q = -\theta, \quad q|_{t=0} = -\varphi$$

$$(u^m_m + \mu^m_m, u^r_m - u^r_m) \overset{H^1_T}{\geq} 0, \quad \forall v \in U_{ad}, \ m = 1, 2, \ r = 1 \ldots d$$

$$\left(-\nu \frac{d^2}{dt^2} + \gamma \right) \mu = \hat{\lambda} + \int_{\mathbb{R}^d} \text{div} \left( \frac{\partial a}{\partial u} \rho \right) q \, dx, \quad \mu(0) = \mu(T) = 0.$$  

(2.17) \quad (2.18) \quad (2.19) \quad (2.20)

Notice that, for the sake of better readability, in the following we choose $\nu = \gamma > 0$ and $\delta > 0$.

3 Approximation of the Liouville optimality system

In this section, we discuss the spatial and temporal discretization of the Liouville equation and its adjoint in the optimality system. Our aim is to develop an approximation framework that is second-order accurate and preserves the two essential properties of the continuous Liouville model given in (2.2), namely positivity and conservativeness of its solution.

For simplicity of notation, in the following we focus on a two-dimensional problem, i.e. $d = 2$. Then $a = (a_1, a_2) \in \mathbb{R}^2$. In view of applications to the numerical study of our optimal control problem, we consider a large but bounded convex domain $\Omega \subset \mathbb{R}^2$: we choose $\Omega = (-B, B) \times (-B, B)$, for some large $B > 0$.

We also fix a smooth initial density $\rho_0$ that is (by machine precision) compactly supported in $\Omega$. For $\theta$ and $\varphi$ we take Gaussian functions having sufficiently small variance and centred sufficiently far from the boundary of $\Omega$, so that (by machine precision) we can assume that also those functions are compactly supported in $\Omega$. Then, we solve problems (2.17) and (2.18) in $\Omega \times [0, T]$, supplemented with homogeneous Dirichlet boundary conditions on $\partial \Omega$. Notice that, in this setting, it is possible to use the results of [3] to prove existence and uniqueness of smooth enough solutions to (2.17) and (2.18). For this purpose, one extends the functions $\rho_0, \theta$ and $\varphi$ to be zero outside the domain $\Omega$, and the drift function $a$ to a smooth function, which is bounded on $\mathbb{R}^d$ together with all its space derivatives. We remark that this is always possible, for instance by multiplying $a$ with a smooth compactly supported function $\chi$ of the space variable only, such that $\chi \equiv 1$ on a neighbourhood of $\Omega$.

We consider our solutions on a time interval $[0, T]$, where $T > 0$ is chosen such that the corresponding solutions $\rho$ to (2.17) and $q$ to (2.18) are still compactly supported.
in \( \Omega \), far away from its boundary \( \partial \Omega \). Observe that this property is true by finite propagation speed, since the (extended) drift is bounded on \( \mathbb{R}^d \).

For \( \Omega = (-B, B) \times (-B, B) \) fixed above, we set a numerical grid that provides a partitioning of \( \Omega \) in \( N_x \times N_x, N_x > 1 \), equally-spaced non-overlapping square cells of side length \( h = 2B/N_x \). On this partitioning, we consider a cell-centred finite-volume setting, where the nodal points at which the density and adjoint variables are defined are placed at the centres of the square volumes. These nodal points are given by

\[
x^i_1 := \left( i - \frac{1}{2} \right) h - B, \quad x^j_2 := \left( j - \frac{1}{2} \right) h - B.
\]

Therefore, the elementary cell is defined as

\[
\omega_{ij}^h := \left\{ (x_1, x_2) \in \Omega \mid x_1 \in \left[ x^i_1 - \frac{h}{2}, x^i_1 + \frac{h}{2} \right], \quad x_2 \in \left[ x^j_2 - \frac{h}{2}, x^j_2 + \frac{h}{2} \right] \right\}.
\]

Thus, the computational domain is given by

\[
\Omega_h = \bigcup_{i,j=1}^{N_x} \omega_{ij}^h.
\]

Analogously, the time interval \( [0, T] \) is divided in \( N_t > 1 \) subintervals of length \( \Delta t \) and the points \( t^k \) are given by

\[
t^k := k\Delta t, \quad k = 0, \ldots, N_t, \quad \Delta t := \frac{T}{N_t}.
\]

This defines the time mesh \( \Gamma_{\Delta t} := \{ t^k \in [0, T], \quad k = 0, \ldots, N_t \} \). Therefore, corresponding to the space-time cylinder \( Q := \Omega \times [0, T] \) we have its discrete counterpart \( Q_h, \Delta t := \Omega_h \times \Gamma_{\Delta t} \).

In this setting, the cell average of the density \( \rho \) (and so of any integrable function), on the cell with centre \((x^i_1, x^j_2)\) at time \( t^k \), is given by

\[
\bar{\rho}^k_{i,j} = \frac{1}{h^2} \int_{x^i_1 - \frac{h}{2}}^{x^i_1 + \frac{h}{2}} \int_{x^j_2 - \frac{h}{2}}^{x^j_2 + \frac{h}{2}} \rho(x_1, x_2, t^k) \, dx_2 \, dx_1.
\]

(3.1)

In particular,

\[
\bar{\rho}^0_{i,j} = \rho_{i,j} = \frac{1}{h^2} \int_{x^i_1 - \frac{h}{2}}^{x^i_1 + \frac{h}{2}} \int_{x^j_2 - \frac{h}{2}}^{x^j_2 + \frac{h}{2}} \rho_0(x_1, x_2) \, dx_2 \, dx_1.
\]

Notice that, in our numerical setting, function values are identified with their cell-based average located at the cell centres. For this reason, our numerical framework
aims at determining approximation of theses averages. Specifically, we discuss a discretization scheme that results in values $\rho_{i,j}^k$ that approximate $\bar{\rho}_{i,j}^k$. Similarly, we denote with $a_{i,j}^k$ the numerical approximation of $\bar{a}_{i,j}^k$ that is computed as in (3.1).

We also consider a piecewise constant approximation to the time-dependent control functions, where we denote with $u^{k+1/2}$ the value of the control in the time interval $[t^k, t^{k+1})$. Further, for the projection of a continuous $u$ to the corresponding approximation space, we set $u^{k+1/2} = u(t^k)$. For a function $f$ defined on $Q_{h,\Delta t}$, we define the discrete norms $\| \cdot \|_{1,h}$ and $\| \cdot \|_{\infty,h}$ as follows:

$$\| f(\cdot, \cdot, t^k) \|_{1,h} = h^2 \sum_{i,j}^N f_{i,j}^k,$$

$$\max_{i,j=1,...,N_x} \| f(\cdot, \cdot, t^k) \|_{\infty,h} = \| f_{i,j}^k \|,$$

where $f_{i,j}^k = f(x_1^i, x_2^j, t^k)$, and $(x_1^i, x_2^j, t^k)$ denotes a grid point in $\Omega \times [0, T]$.

3.1 A Runge–Kutta Kurganov–Tadmor scheme for the Liouville equation

In this section, we discuss a suitable approximation of our controlled Liouville equation in $\Omega \times [0, T]$. Supposing that $\rho_0$ has compact support, and because of finite propagation speed, we can choose $\Omega$ such that the solution $\rho$ at the boundary $\partial \Omega$ is zero for all times $t \in [0, T]$.

For our purpose, we focus on the finite-volume scheme proposed by Kurganov–Tadmor (KT) in [26] that involves a generalized MUSCL flux. To describe this scheme, we denote the flux in the Liouville equation as a function of $\rho$ with $f(\rho) = a \rho = a(x, t) \rho(x, t)$. With this definition, the KT scheme for the Liouville equation in semi-discretized form is given by

$$\frac{d}{dt}(\rho_{i,j}(t)) = -\frac{H_{i+1/2,j}^{x_1}(\rho^+, \rho^-; t) - H_{i-1/2,j}^{x_1}(\rho^+, \rho^-; t)}{h} - \frac{H_{i,j+1/2}^{x_2}(\rho^+, \rho^-; t) - H_{i,j-1/2}^{x_2}(\rho^+, \rho^-; t)}{h}, \quad i, j = 1, \ldots, N_x - 1, \quad (3.2)$$

where the $H_{i,j}^{x_r}(\rho^+, \rho^-; t)$ are the fluxes in $r$-direction, $r = 1, 2$. Specifically, for $H_{i,j}^{x_1}(\rho^+, \rho^-; t)$ we have

$$H_{i+1/2,j}^{x_1}(\rho^+, \rho^-; t) := \frac{f_1^{\rho^+_{i+1/2,j}(t)}(t) + f_1^{\rho^-_{i+1/2,j}(t)}(t)}{2} - \frac{\mathcal{V}_{i+1/2,j}(t)}{2} [\rho_{i+1/2,j}^+(t) - \rho_{i+1/2,j}^-(t)], \quad (3.3)$$

where $f = (f_1, f_2) = (a_1 \rho, a_2 \rho)$, and similarly for $H_{i,j+1/2}(\rho^+, \rho^-; t)$. In this formula, the so-called local speeds $\mathcal{V}_{i,j}^{x_r}(t)$ are given by

$$\mathcal{V}_{i+1/2,j}^{x_r}(t) = a_r (x_1^{i+1/2}, x_2^j, t; u(t)), \quad r = 1, 2, \quad (3.4)$$
since \( f(\rho) = a \rho \) is linear in \( \rho \).

Further in (3.3), the approximation of \( \rho \) at the cell edges is given by intermediate values that approximate the function value from above respectively from below as follows

\[
\rho_{i+1/2,j}^+ := \rho_{i+1,j}(t) - \frac{h}{2}(\rho_{i+1,j}(t)), \quad \rho_{i+1/2,j}^- := \rho_{i,j}(t) + \frac{h}{2}(\rho_{i,j}(t)). \tag{3.5}
\]

We approximate the partial derivatives of \( \rho \) using the minmod function as follows: In direction \( x_1 \), this approximation is given by

\[
(\rho_{x_1})_{i,j}(t) = \minmod\left(\frac{\rho_{i+1,j}(t) - \rho_{i-1,j}(t)}{h}, \frac{\rho_{i+1,j}(t) - \rho_{i,j}(t)}{2h}, \frac{\rho_{i,j}(t) - \rho_{i-1,j}(t)}{h}\right). \tag{3.6}
\]

An analogous expression holds in the direction \( x_2 \). The multivariable minmod function for vectors \( x \in \mathbb{R}^d \) is given by

\[
\minmod(x_1, x_2, \ldots, x_d) := \begin{cases} 
\min_j \{x_j\} & \text{if } x_j > 0, \ \forall \ j \in [1, d] \\
\max_j \{x_j\} & \text{if } x_j < 0, \ \forall \ j \in [1, d] \\
0 & \text{otherwise.}
\end{cases}
\]

Next, we discuss the local truncation error of the semi-discrete KT scheme (3.2)–(3.4).

**Lemma 3.1** The KT scheme given in (3.2)–(3.5) is at least second-order accurate for smooth \( \rho \), except possibly at the points of extrema of \( \rho \).

**Proof** The flux \( H \), given in (3.3), is a first-order Rusanov flux [34] that is \( C^2 \) with Lipschitz continuous partial derivatives with respect to \( \rho^+ \), \( \rho^- \), in a neighbourhood of \( \rho_{i,j} \). Further, by using a Taylor series expansion, we have the following approximation

\[
h \frac{(\rho_{x_1})_{i+1,j}}{\rho_{i+1,j} - \rho_{i,j}} = 1 + \mathcal{O}(h), \quad h \frac{(\rho_{x_1})_{i,j}}{\rho_{i+1,j} - \rho_{i,j}} = 1 + \mathcal{O}(h),
\]

and a similar result holds in the \( x_2 \) direction, except at the points of extrema, which are characterized by \( (\rho_{x_1})_{i,j} = 0 \) (see [30, Th. 3.2]). Using the result in [29, Lemma 2.1], we have that the semi-discrete scheme (3.2)–(3.5) is second-order accurate in space except possibly at points of extrema.

For the time discretization of the Liouville equation (2.4), we use a second-order strong stability preserving Runge–Kutta (SSPRK2) method [35] (also known as the Huen’s method). The combination of this scheme with the KT discretization of the flux \( f \), given in (3.2), results in a new approximation method that we call the SSPRK2-KT-scheme. This scheme is implemented by the Algorithm 3.1 given below using the following definition

\[
F(\rho_{i,j}^k) = -\frac{H_{i+1/2,j}^{x_1,k} - H_{i-1/2,j}^{x_1,k}}{h} - \frac{H_{i,j+1/2}^{x_2,k} - H_{i,j-1/2}^{x_2,k}}{h}. \tag{3.7}
\]
where $H_{xj}^{x_{i,k}}$ denotes $H_{xj}$, $j = 1, 2$, given in (3.3) corresponding to the time step $t^k$.

**Algorithm 3.1 SSPRK2-KT scheme**

**Require:** $\rho_{i,j}^0$, $F$

**Ensure:** Solve the Liouville equation in $\rho$ as follows

1: Set $k = 0$
2: while $0 \leq k < N_t$ do
3:   for $1 < i, j < N_x - 1$ do
4:     In $(t^k, t^{k+1})$, compute $\rho_{i,j}^{(1)} = \rho_{i,j}^k + \Delta t F(\rho_{i,j}^k)$ with initial condition $\rho_{i,j}^0$, where $F(\rho_{i,j}^k)$ is computed using (3.7).
5:     In $(t^k, t^{k+1})$, compute $\rho_{i,j}^{(2)} = \rho_{i,j}^{(1)} + \Delta t F(\rho_{i,j}^{(1)})$ with initial condition $\rho_{i,j}^0$, where $F(\rho_{i,j}^{(1)})$ is computed using (3.7).
6:     Time step update: $\rho_{i,j}^{k+1} = \frac{1}{2} \rho_{i,j}^k + \frac{1}{2} \rho_{i,j}^{(2)}$.
7:   end for
8:   $k = k + 1$
9: end while
10: return $\rho^k$

Now, we study the properties of the SSPRK2-KT scheme given in Algorithm 3.1. This method has the following strong stability property [23, Lemma 2.1]

$$\|\rho^{k+1}\|_{\infty, h} \leq \|\rho^k\|_{\infty, h}, \quad k = 0, \ldots, N_t - 1.$$ 

Further, we have conservativeness of the total probability (or mass) as a consequence of the finite-volume formulation:

**Lemma 3.2** (Conservativeness) The SSPRK2-KT scheme is conservative, in the sense that

$$\sum_{i,j=1}^{N_x} \rho_{i,j}^k = \sum_{i,j=1}^{N_x} \rho_{i,j}^0, \quad k = 1, \ldots, N_t.$$ 

**Proof** Fix $k \in \{0, \ldots, N_t\}$. From the first step of the SSPRK2-KT scheme, given in Algorithm 3.1, summing up over all indices $i, j \in \{1, \ldots, N_x\}$ and using the fact that the solution has zero flux on the boundary (since it has compact support in $\Omega$), we get

$$\sum_{i,j=1}^{N_x} \rho_{i,j}^{(1)} = \sum_{i,j=1}^{N_x} \rho_{i,j}^k.$$ 

In a similar way, we have

$$\sum_{i,j=1}^{N_x} \rho_{i,j}^{(2)} = \sum_{i,j=1}^{N_x} \rho_{i,j}^{(1)} = \sum_{i,j=1}^{N_x} \rho_{i,j}^k.$$
Thus,
\[
\sum_{i,j=1}^{N_x} \rho_{i,j}^{k+1} = \frac{1}{2} \sum_{i,j=1}^{N_x} \rho_{i,j}^k + \frac{1}{2} \sum_{i,j=1}^{N_x} \rho_{i,j}^{(2)} = \sum_{i,j=1}^{N_x} \rho_{i,j}^k,
\]

Iterating over \( k \), we have
\[
\sum_{i,j=1}^{N_x} \rho_{i,j}^k = \sum_{i,j=1}^{N_x} \rho_{i,j}^0, \quad k = 1, \ldots, N_t.
\]

Next, we show that, starting from a non-negative initial density, the solution obtained with the SSPRK2-KT scheme remains non-negative. For this purpose, we define the CFL-number
\[
\lambda := \frac{\Delta t}{h}, \quad (3.8)
\]
and require the conditions on the components of the drift \( a \) given in (2.5) given by
\[
\lambda \left\| a^1 \right\|_{L^\infty_T(L^\infty(\Omega))} \leq \frac{1}{4}, \quad \lambda \left\| a^2 \right\|_{L^\infty_T(L^\infty(\Omega))} \leq \frac{1}{4}.
\]

Notice that the control \( u \) belongs to the set \( U_{ad} \) defined in (2.8). Then, for \( j = 1, 2 \), we see that
\[
\left\| a^j \right\|_{L^\infty_T(L^\infty(\Omega))} \leq \left\| a_0^j \right\|_{L^\infty_T(L^\infty(\Omega))} + (b + c B) \max \left\{ |u^a|, |u^b| \right\},
\]
so that the aforementioned conditions on the components of the drift \( a \) are satisfied under the following CFL condition.
\[
\lambda \left( \left\| a_0^j \right\|_{L^\infty_T(L^\infty(\Omega))} + (b + c B) \max \left\{ |u^a|, |u^b| \right\} \right) \leq \frac{1}{4}, \quad j = 1, 2. \quad (3.9)
\]
This CFL condition only depends on the components of the vector \( a_0 \), and it does not rest on the unknowns of the problem.

With the conditions (3.9), we can prove the following lemma on the positivity of the SSPRK2-KT scheme.

Lemma 3.3 (Positivity) Under the CFL-condition (3.9), with \( u \in U_{ad} \) and \( \rho_{i,j}^0 \geq 0 \), \( i, j = 1, \ldots, N_x \), the solution to the Liouville problem computed with the SSPRK2-KT scheme given in Algorithm 3.1 is non-negative, that is,
\[
\rho_{i,j}^k \geq 0, \quad i, j = 1, \ldots, N_x, \quad k = 1, \ldots, N_t. \quad (3.10)
\]
Proof The SSPRK2-KT scheme, given in Algorithm 3.1, comprises of a two-step Euler scheme that results in the computation of $\rho^{(1)}$ and $\rho^{(2)}$ and a final averaging step. To prove positivity of the SSPRK2-KT scheme, it is enough to show that the solutions obtained in each of the two Euler steps are positive. Without loss of generality, we prove that the solution obtained in the first step of the SSPRK2-KT scheme is positive. A similar analysis holds true for the second step.

Let $\rho_{i,j}^k \geq 0$ for fixed $0 \leq k < N_t$. We will show that $\rho_{i,j}^{k+1} \geq 0$ for all $i, j = 1, \ldots, N_x$. For this purpose, notice that the SSPRK2-KT scheme can be written as follows

$$
\rho_{i,j}^{k+1} = \frac{\lambda}{2} (|a_{i+1/2,j}^1 - a_{i+1/2,j}^1|) \rho_{i+1/2,j}^+ + \frac{\lambda}{2} (|a_{i-1/2,j}^1 + a_{i-1/2,j}^1|) \rho_{i-1/2,j}^-
$$

$$
+ \left[\frac{1}{4} - \frac{\lambda}{2} (|a_{i+1/2,j}^1 + a_{i+1/2,j}^1|)\right] \rho_{i+1/2,j}^- + \left[\frac{1}{4} - \frac{\lambda}{2} (|a_{i-1/2,j}^1 - a_{i-1/2,j}^1|)\right] \rho_{i-1/2,j}^+
$$

$$
+ \left[\frac{1}{4} - \frac{\lambda}{2} (|a_{i,j+1/2}^2 - a_{i,j+1/2}^2|)\right] \rho_{i,j+1/2}^+ + \left[\frac{1}{4} - \frac{\lambda}{2} (|a_{i,j-1/2}^2 - a_{i,j-1/2}^2|)\right] \rho_{i,j-1/2}^+
$$

(3.11)

where all discrete quantities on the right are considered at the timestep $t^k$. We see that the first four terms on the right hand side in (3.11) are always non-negative, provided that $\rho_{i\pm 1/2,j}^\pm, \rho_{i\pm 1/2,j}^\pm \geq 0$. The remaining terms are non-negative under the CFL-condition (3.9).

Thus, it remains to show that $\rho_{i+1/2,j}^\pm, \rho_{i,j+1/2}^\pm \geq 0$ for all $i, j = 1, \ldots, N_x$, where $\rho_{i,j}^\pm$ is given as in (3.5).

We consider each of the expressions for $(\rho_{x_1})_{i,j}^k$ in the direction of $x_1$ given as in (3.6). First, assume that $(\rho_{x_1})_{i,j}^k = \frac{\rho_{i,j}^k - \rho_{i-1,j}^k}{h}$, which is one of the possible values of the minmod limiter in (3.6).

Then it follows that

$$
\rho_{i+1/2,j}^+ = \left(1 - \frac{1}{2}\right) \rho_{i+1,j}^k + \frac{1}{2} \rho_{i,j}^k.
$$

This is non-negative, since $\rho_{i,j}^k \geq 0$ for all $i, j = 1, \ldots, N_x$ by the inductive assumption. Further, $\rho_{i+1/2,j}^- = \rho_{i,j}^k + \frac{h}{2} \left[\frac{\rho_{i,j}^k - \rho_{i-1,j}^k}{h}\right]$. If $\frac{\rho_{i,j}^k - \rho_{i-1,j}^k}{h} > 0$, then it implies $\rho_{i+1/2,j}^- > 0$. If $\frac{\rho_{i,j}^k - \rho_{i-1,j}^k}{h} < 0$, then by the definition of the minmod limiter, we have $\frac{\rho_{i,j}^k - \rho_{i-1,j}^k}{h} \geq \frac{\rho_{i+1,j}^k - \rho_{i,j}^k}{h}$ and therefore

$$
\rho_{i+1/2,j}^- \geq \rho_{i,j}^k + \frac{h}{2} \left[\frac{\rho_{i+1,j}^k - \rho_{i,j}^k}{h}\right] = \frac{\rho_{i+1,j}^k + \rho_{i,j}^k}{2} \geq 0.
$$
The other cases for the value of \((\rho_x)_{i,j}^k \neq 0\) follow analogously. If \((\rho_x)_{i,j}^k = 0\), then \(\rho_{i+1/2,j}^\pm = \rho_{i+1,j} \geq 0\) and \(\rho_{i,j+1/2}^\pm = \rho_{i,j+1} \geq 0\). This proves the lemma. □

**Remark 3.1** The proof of the above lemma follows similar arguments as in [25, Theorem 2.1]. However, a primary difference is that in [25], the positivity result is proved using one-sided local speeds, exploiting the structure of the hyperbolic equation, whereas in our case, the proof relies on conversion of the intermediate values \(\rho^\pm\) to the cell-average values \(\rho_{i,j}^k\) and then showing that \(\rho_{i,j}^k \geq 0\) implies \(\rho_{i,j}^{k+1} \geq 0\), which seems a much simpler approach.

**Remark 3.2** Under the same CFL-like condition (3.9), the proof of Lemma 3.3 can be extended to the case of a SSPRK-KT scheme with a Runge–Kutta method of \(p\)th order, \(p \in \mathbb{N}\), that is given as an average of \(p\) Euler steps.

**Remark 3.3** For the case where \((\rho_x)_{i,j}^k = 0\), the approximations of \(\rho\) at the cell-edges, given by (3.5), are piecewise constant in the cell \(\omega_{ij}^h\). Thus, the KT scheme given by (3.2)–(3.5), reduces to a linear upwind scheme that is locally first-order accurate, TVD and positive. This is consistent with the Godunov’s barrier theorem.

Next, we prove discrete \(L^1\) stability of the SSPRK2-KT scheme without a right-hand side.

**Lemma 3.4** (Stability) *The solution \(\rho_{i,j}^k\) obtained with the SSPRK2-KT-scheme in Algorithm 3.1 is discrete \(L^1\) stable in the sense that*

\[
\left\| \rho_{i,j}^k \right\|_{1,h} = \left\| \rho_{i,j}^0 \right\|_{1,h}, \quad k = 1, \ldots, N_t,
\]

*under the CFL condition (3.9).*

**Proof** Using Lemma 3.2, we have

\[
\sum_{i,j=0}^{N_x} \rho_{i,j}^k = \sum_{i,j=0}^{N_x} \rho_{i,j}^0, \quad k = 1, \ldots, N_t.
\]

Again, from Lemma 3.3, we have that the solution obtained with the SSPRK2-KT scheme is positive under the CFL condition (3.9). This gives us the following relation

\[
\sum_{i,j=0}^{N_x} |\rho_{i,j}^k| = \sum_{i,j=0}^{N_x} |\rho_{i,j}^0|, \quad k = 1, \ldots, N_t,
\]

which proves the result. □

Next, we aim at proving the \(L^1\) convergence of the SSPRK2-KT scheme. For this purpose, we prove the following stability estimate for the discrete solution of the Liouville equation (2.4) with a right-hand side function \(g(x, t)\). We remark that in the case \(g \neq 0\) the solution may not be positive.
Lemma 3.5 Let \( \rho_{i,j}^k \) be the SSPRK2-KT solution to the Liouville equation (2.4) with a Lipschitz continuous right-hand side \( g(x,t) \) and let the CFL condition \( (3.9) \) be fulfilled. Then this solution satisfies the following stability estimate

\[
\| \rho_{i,j}^{k+1} \|_{1,h} \leq \| \rho_{i,j}^0 \|_{1,h} + \Delta t \sum_{m=0}^k \| g_{i,j}^m \|_{1,h},
\]

where \( g_{i,j}^m = g(x_i^m, x_j^m, t^m) \).

**Proof** The SSPRK2-KT scheme, given in Algorithm 3.1, for the Liouville equation (2.4) with a right-hand side \( g(x,t) \) can be written as

\[
\begin{align*}
\frac{\rho_{i,j}^{k+1} - \rho_{i,j}^k}{\Delta t} &= -\frac{1}{2h} (L_i^k + L_j^k)(\rho) + g_{i,j}^k, \\
\frac{\rho_{i,j}^{k+1} - \rho_{i,j}^k}{\Delta t} &= -\frac{1}{4h} (L_i^k + L_j^k + L_i^{(1)} + L_j^{(1)})(\rho) + g_{i,j}^k,
\end{align*}
\]

(3.12)

where

\[
L^n_i(\rho) = (|a_{i+1/2,j}^1 - a_{i+1/2,j}^1| - (|a_{i+1/2,j}^1 + a_{i+1/2,j}^1|) \rho_{i+1/2,j}^n + (|a_{i-1/2,j}^1 + a_{i-1/2,j}^1| - (|a_{i-1/2,j}^1 - a_{i-1/2,j}^1|) \rho_{i-1/2,j}^n,
\]

\[
L^n_j(\rho) = (|a_{i,j+1/2}^2 - a_{i,j+1/2}^2| - (|a_{i,j+1/2}^2 + a_{i,j+1/2}^2|) \rho_{i,j+1/2}^n + (|a_{i,j-1/2}^2 + a_{i,j-1/2}^2| - (|a_{i,j-1/2}^2 - a_{i,j-1/2}^2|) \rho_{i,j-1/2}^n
\]

with \( n = 1 \) and \( n = k \) correspond to the solution \( \rho^{(1)} \) and \( \rho^k \), respectively, at the time step \( t^k \) and analogously for \( \rho^{n+} \). Moreover, also the drift is always considered at the time-step \( t^k \). The equations in (3.12) can be rewritten in a compact form with a suitable function \( \mathcal{H} \) as follows

\[
\rho_{i,j}^{k+1} = \mathcal{H}(\rho^k, \rho^{(1)}) + \Delta t g_{i,j}^k.
\]

(3.13)

Now, the KT flux \( H \), given in (3.3), is a combination of the monotonicity preserving Rusanov flux and the monotonicity preserving MUSCL reconstruction. This leads to the SSPRK2-KT scheme to be monotone preserving under the CFL condition [24]. Thus, \( \mathcal{H} \) is a monotone non-decreasing function of its arguments. Then the following discrete entropy inequality holds for the specific Kruzkov entropy pair \( (|\rho|, \text{sgn}(\rho)) \) (see [39, Lemma 2.4])

\[
|\rho_{i,j}^{k+1}| \leq |\rho_{i,j}^k| - \lambda \left( \Psi_{i+1/2,j}^{1,k} - \Psi_{i-1/2,j}^{1,k} + \Psi_{i,j+1/2}^{2,k} - \Psi_{i,j-1/2}^{2,k} \right) + \text{sgn}(\rho^{k+1}) \Delta t g_{i,j}^k,
\]

(3.14)
where $\Psi_{i,j}^{1,k}$, $\Psi_{i,j}^{2,k}$ are the conservative entropy fluxes defined as follows for $i, j = 1, \ldots, N_x$

$$
\Psi_{i+1/2,j}^{1,k} = \frac{H_{i+1/2,j}^1(\max(\rho^+, 0), \max(\rho^-, 0)) - H_{i+1/2,j}^1(\min(\rho^+, 0), \min(\rho^-, 0))}{2} + \frac{H_{i+1/2,j}^1(\max(\rho(1)^+, 0), \max(\rho(1)^-, 0)) - H_{i+1/2,j}^1(\min(\rho(1)^+, 0), \min(\rho(1)^-, 0))}{2},
$$

$$
\Psi_{i,j+1/2}^{2,k} = \frac{H_{i,j+1/2}^2(\max(\rho^+, 0), \max(\rho^-, 0)) - H_{i,j+1/2}^2(\min(\rho^+, 0), \min(\rho^-, 0))}{2} + \frac{H_{i,j+1/2}^2(\max(\rho(1)^+, 0), \max(\rho(1)^-, 0)) - H_{i,j+1/2}^2(\min(\rho(1)^+, 0), \min(\rho(1)^-, 0))}{2}.
$$

Therefore, we have for $k = 0, \ldots, N_t - 1$

$$
|\rho_{i,j}^{k+1}| \leq |\rho_{i,j}^k| - \lambda \left( \Psi_{i+1/2,j}^{1,k} - \Psi_{i-1/2,j}^{1,k} + \Psi_{i,j+1/2}^{2,k} - \Psi_{i,j-1/2}^{2,k} \right) + \Delta t |g_{i,j}^k|.
$$

Summing up over all $i, j$ and because of our assumption on $\rho$ being zero on the boundary, we have

$$
\|\rho_{i,j}^{k+1}\|_{1,h} \leq \|\rho_{i,j}^0\|_{1,h} + \Delta t \sum_{m=0}^{k} \|g_{i,j}^m\|_{1,h},
$$

which iteratively gives us

$$
\|\rho_{i,j}^{k+1}\|_{1,h} \leq \|\rho_{i,j}^0\|_{1,h} + \Delta t \sum_{m=0}^{k} \|g_{i,j}^m\|_{1,h}.
$$

Next, we consider the local consistency error of our SSPIRK2-KT at the point $(x_1^i, x_2^j, t^k)$ defined as

$$
T_{i,j}^k = \frac{\rho(x_1^i, x_2^j, t^{k+1}) - \rho(x_1^i, x_2^j, t^k)}{\Delta t} + \frac{1}{4h}(L_i^k + L_j^k + L_i^{(1)} + L_j^{(1)})(\rho(x_1^i, x_2^j, t^k) - g_{i,j}^k).
$$

The accuracy result for the KT scheme, given by Lemma 3.1, the MUSCL reconstruction error given in Equation (60) in [28, Section 4.4] for the case when $\kappa = 0$ (in this reference), and the accuracy result for the SSPIRK2 scheme from [23, Proposition 3.1], for which we need the CFL condition, give us the following result

**Lemma 3.6** Let $\rho \in C^3$ be the exact solution of the Liouville equation (2.1). Under the CFL condition (3.9), the consistency error $T_{i,j}^k$ satisfies the following error estimate

$$
|T_{i,j}^k| = O(h^2)
$$

except possibly at the points of extrema of $\rho$ where the consistency error can be first-order in $h$. 
Define the error at the point \((x_1^i, x_2^j, t^k)\) as

\[ e_{i,j}^k = \rho_{i,j}^k - \rho(x_1^i, x_2^j, t^k) . \]

Notice that \(\rho_{i,j}^k\) satisfies (3.12) with \(g \equiv 0\) by construction. Further, the exact solution \(\rho\) satisfies (3.12) with the consistency error \(T_{i,j}^k\) as source term. Hence, by taking the difference, the error satisfies (3.12) with the source term given by \(-T_{i,j}^k\). From Lemma 3.5, we obtain

\[
\|e_{i,j}^{k+1}\|_{1,h} \leq \|e_{i,j}^0\|_{1,h} + \Delta t \sum_{m=0}^{k} \|T_{i,j}^m\|_{1,h} .
\]

This leads to the following result on the \(L^1\) convergence of the solution obtained using the SSPRK2-KT scheme.

**Theorem 3.1** Let \(\rho \in C^3\) be the exact solution of the Liouville equation (2.1), with finite many extrema, and let \(\|\rho_{i,j} - \rho_0(\cdot, \cdot)\|_{1,h} = \mathcal{O}(h^2)\). Under the CFL condition (3.9), the solution \(\rho_{i,j}^k\) obtained with the SSPRK2-KT scheme, given by Algorithm 3.1, is second-order accurate in the discrete \(L^1\)-norm as follows

\[
\|\rho_{i,j}^k - \rho(\cdot, \cdot, t^k)\|_{1,h} \leq D(T, \Omega, \lambda) h^2 .
\]

### 3.2 Numerical analysis of the Strang splitting scheme

In this section, we deal with the numerical solution of the adjoint equation (2.11). In this case, we have a terminal condition, and the adjoint problem requires evolution backward in time. For this reason, it is convenient to perform a change of the time variable as follows:

\[
\tau(t) = T - t, \quad \frac{\partial \tau}{\partial t} = -1 .
\]

With this transformation, we can rewrite (2.11) in the following way

\[
\partial_\tau q(x, \tau) - a(x, \tau; u(\tau)) \cdot \nabla q(x, \tau) = -\theta(x, \tau), \quad \text{with} \quad q(x, 0) = -\varphi(x) .
\]

To solve this problem, we apply the Strang splitting method [38] by first rewriting (3.15) as follows

\[
\partial_\tau q(x, \tau) - \text{div} (a(x, \tau; u(\tau)) q(x, \tau)) + (\text{div} a(x, \tau; u(\tau))) q(x, \tau) = -\theta(x, \tau),
\]

with \(q(x, 0) = -\varphi(x)\),

\[
(3.16)
\]
which is defined in $\Omega \times [0, T]$. Furthermore, we assume that $\varphi$ and $\theta$ have (by machine precision) compact support for all times inside the interval $[0, T]$. See the numerical experiments section for the specific choices for $\theta$ and $\varphi$. Then, we solve problem (3.16), supplemented with homogeneous Dirichlet boundary conditions.

We can conveniently illustrate the Strang splitting method applied to (3.16) remaining at the continuous level within one time interval. Let us consider the solution of the adjoint equation (3.16) at time $\tau^k$ given by $q^k(x), x \in \Omega$. Then, the first step of our solution scheme is to solve the following equation

$$
\partial_\tau q(x, \tau) - \text{div} \left( a(x, \tau; u(\tau)) q(x, \tau) \right) = 0, \quad q(x, \tau^k) = q^k(x), \quad \tau \in [\tau^k, \tau^{k+1/2}].
$$

(3.17)

For this purpose, we use the SSPRK2-KT scheme given in Algorithm 3.1. We denote the solution to this problem with $q_1$.

In the second step, for each $x$ fixed, we analytically solve the following linear ordinary differential equation

$$
\partial_\tau q(x, \tau) = -\left( \text{div} \left( a(x, \tau; u(\tau)) \right) q(x, \tau) - \theta(x, \tau), \quad q(x, \tau^k) = q_1(x, \tau^{k+1/2}), \quad \tau \in [\tau^k, \tau^{k+1}],
$$

(3.18)

Let the solution obtained in this step be denoted with $q_2$. The analytical solution of (3.18) at the discrete level is given in (3.22) below.

Notice that $q_1(x, t)$ and $q_2(x, t)$ denote functions of continuous variables. We define $q_{1,i,j}^k$ and $q_{2,i,j}^k$ as their discrete counterparts using the finite-volume approximation strategy.

The last step is to solve (3.17) with the SSPRK2-KT scheme with the initial condition $q_2(\cdot, \tau^{k+1/2})$ in the time interval $[\tau^{k+1/2}, \tau^{k+1}]$. This problem is formulated as follows

$$
\partial_\tau q(x, \tau) - \text{div} \left( a(x, \tau; u(\tau)) q(x, \tau) \right) = 0, \quad q(x, \tau^{k+1/2}) = q_2(x, \tau^{k+1}), \quad \tau \in [\tau^{k+1/2}, \tau^{k+1}].
$$

(3.19)

In a numerical setting, the solution obtained in this step is the desired solution of the adjoint equation (3.16), and $q^{k+1}$ denotes the adjoint variable at time $\tau^{k+1}$. Notice that, by our numerical approximation strategy for $u$, the value of $u$ in $[\tau^k, \tau^{k+1}]$ is constant.

The steps of the Strang splitting scheme are outlined in Algorithm 3.2 below.
Algorithm 3.2 Kurganov–Tadmor–Strang (KTS) scheme

Require: \( q^0 = -\varphi, F \)
Ensure: Solve adjoint equation in \( q \)
1: \( k = 0 \)
2: while \( 0 \leq k < N_t \) do
3: for \( 1 < i, j < N_x - 1 \) do
4: Apply one temporal step of Algorithm 3.1 in \((\tau^k, \tau^{k+1/2})\), with inputs \( q^k_{i,j}, -F \), within the time-interval \((\tau^k, \tau^{k+1/2})\). Denote the solution \( q^{k+1/2}_{i,j} \).
5: In \((\tau^k, \tau^{k+1/2})\), solve (3.18) using exact integration as given in (3.22)
6: Apply one temporal step of Algorithm 3.1 in \((\tau^{k+1/2}, \tau^{k+1})\), with inputs \( q^{k+1}_{2,i,j}, -F \), within the time-interval \((\tau^{k+1/2}, \tau^{k+1})\). Denote the solution with \( q^{k+1}_{i,j} \).
7: end for
8: \( k = k + 1 \)
9: end while
10: return \( q^k \)

Now, we discuss some properties of the Strang-splitting scheme described in Algorithm 3.2. For this purpose, we denote with \( q^k_{i,j} \) the numerical solution of (3.16) with the generic right-hand side \( G \), at the grid point \((x_1^i, x_2^j, \tau^k)\).

We have the following discrete \( L^1 \) stability estimate.

**Lemma 3.7** (Stability of adjoint equation) Let \( q \) be the numerical solution of (3.16), obtained using the KTS scheme, in the interval \([\tau^k, \tau^{k+1}]\). Then the following estimate holds

\[
\left\| q^{k+1}_{i,j} \right\|_{1,h} \leq \exp(3LT) \left( \left\| q^0_{i,j} \right\|_{1,h} + TM \right),
\]

(3.20)

where \( L = \| \text{div} a \|_{L^\infty(\Omega \times [0,T])}, M = \| G \|_{L^\infty_T(L^1(\Omega))}. \)

**Proof** Let \( q^{k+1/2}_{i,j} \) be the numerical solution obtained from (3.17). Since (3.17) is solved using the SSPRK2-KT scheme, using the entropy inequality computations as in Lemma 3.5, we have

\[
\left\| q^{k+1/2}_{i,j} \right\|_{1,h} \leq \left\| q^k_{i,j} \right\|_{1,h}.
\]

(3.21)

Next, denoting the numerical solution as \( q^{k+1}_{2,i,j} \) obtained as the analytical solution from (3.18), using an integrating factor approach in \([\tau^k, \tau^{k+1}]\), we have

\[
q^{k+1}_{2,i,j} = \exp \left( \mathcal{R}(\tau^k) - \mathcal{R}(\tau^{k+1}) \right) q^{k+1/2}_{1,i,j} - \exp \left( -\mathcal{R}(\tau^{k+1}) \right) \int_{\tau^k}^{\tau^{k+1}} \exp(\mathcal{R}(\tau)) G \, d\tau
\]

(3.22)

where \( \mathcal{R} = \int \text{div} a \, d\tau \).

Notice that, because the drift and \( G \) are given explicitly, and the control \( u \) is constant in the sub-interval of integration, this equation can be solved exactly. We exemplify
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In this calculation considering \( G \) being constant in \([\tau^k, \tau^{k+1})\) and equal to its value at \( \tau^k \). In this case, it holds that \( \mathcal{R}(\tau^k) = ((u_1^1)^{k+1/2} + (u_2^1)^{k+1/2}) \tau^k \).

In general, without any assumptions on the approximation strategy for \( u \) and \( G \), but considering the bilinear structure of our drift function (c.f. (2.5)) and the assumption on \( a_0 \), we can state that there exists an \( L > 0 \) such that

\[
|\text{div}(a(x, \tau, u))| \leq L, \quad \forall (x, \tau) \in \Omega \times [0, T].
\]

Thus, we have

\[
|\mathcal{R}(\tau)| \leq L T, \quad \mathcal{R}(\tau^k) - \mathcal{R}(\tau^{k+1}) \leq L \Delta t.
\]

Hence, by integration we obtain

\[
q_{2,i,j}^{k+1} \leq \exp(L \Delta t)q_{1,i,j}^{k+1/2} + \exp(2LT) \int_{\tau^k}^{\tau^{k+1}} |\mathcal{G}| \, d\tau,
\]

Further, by using (3.21), we have

\[
\left\| q_{i,j}^{k+1} \right\|_{1,h} \leq \exp(L \Delta t) \left\| q_{i,j}^{k+1/2} \right\|_{1,h} + \exp(2LT) \Delta t M \leq \exp(L \Delta t) \left\| q_{i,j}^k \right\|_{1,h} + \exp(2LT) \Delta t M,
\]

where \( M = \max_{\tau \in [0,T]} h^2 \sum_{i,j} |\mathcal{G}(x_1^i, x_2^j, \tau)| \). Again, since (3.19) is solved using the SSPRK2-KT scheme, we have

\[
\left\| q_{i,j}^{k+1} \right\|_{1,h} \leq \left\| q_{i,j}^{k+1} \right\|_{1,h} \leq \exp(L \Delta t) \left\| q_{i,j}^k \right\|_{1,h} + \exp(2LT) \Delta t M \quad \text{(using (3.23))}
\]

\[
\leq \exp(L \Delta t(k + 1)) \left\| q_{i,j}^0 \right\|_{1,h} + \Delta t M \sum_{m=0}^{k} \exp(L \Delta tm + 2LT)
\]

\[
\leq \exp(L \Delta t N_t) \left\| q_{i,j}^0 \right\|_{1,h} + N_t \Delta t M \exp(L \Delta t N_t + 2LT)
\]

\[
\leq \exp(3LT) \left( \left\| q_{i,j}^0 \right\|_{1,h} + TM \right),
\]

which gives the desired result. \( \square \)

Next, we consider the local truncation error of our KTS scheme at the point \((x_1^i, x_2^j, \tau^k)\) defined as [42]

\[
Z_{i,j}^k = q(x_1^i, x_2^j, \tau^k) - \left[ 
\mathcal{H}(q_2, q_1^{(1)}) \circ \Lambda(q_1, \mathcal{G}) \circ \mathcal{H}(q^k, q_1^{(1)}) \right] (q(x_1^i, x_2^j, \tau^k)),
\]
where \( H \) is the SSPRK2-KT operator given in (3.13) and \( \Lambda \) is the exact integration operator for (3.18) at time \( \tau^k \), defined in (3.22). We have the following temporal error estimate for the continuous Strang splitting scheme (for its proof see [38, Page 510], [36, Eq. (1.7)], [11, Eq. (2.13)]).

**Lemma 3.8** (Time error Strang-splitting) Let \( S = S(\Delta t) \) be the exact solution operator of (3.16) in \([\tau^k, \tau^{k+1}]\), i.e., \( S q^k = q^{k+1} \). Denote with \( q_{SP} \) the solution of (3.16) under the Strang splitting scheme, given by (3.17)–(3.19), applied at the continuous level (no discretization of the spatial and the temporal operators) in the time interval \([\tau^k, \tau^{k+1}]\) and with a smooth initial condition \( \bar{q}(\cdot, \tau_k) \). This solution can be written as follows

\[
q_{SP}(\cdot, \tau^{k+1}) = (S_2 \circ \Lambda \circ S_1) \bar{q}(\cdot, \tau^k),
\]

where \( S_1 = S_1(\Delta t) \) denotes the exact integration of \( \partial_\tau q - \text{div}(aq) = 0 \) in time interval \([\tau^k, \tau^{k+1}/2]\), and \( S_2 = S_2(\Delta t) \) the same operator for \([\tau^{k+1}/2, \tau^{k}]\). Then the following error estimate holds

\[
\max_{x \in \Omega} \left| q_{SP}(x, \tau^{k+1}) - S \bar{q}(x, \tau^{k+1}) \right| = O(\Delta t^3). \tag{3.24}
\]

With this result and the truncation error estimate of the SSPRK2-KT scheme given in 3.6, we have the following result

**Lemma 3.9** Let \( q \in C^3 \) be the exact solution of the adjoint equation (3.16) Under the CFL condition (3.9), the truncation error \( Z_{i,j}^k \) satisfies the following error estimate

\[
|Z_{i,j}^k| = O(h^3)
\]

except possibly at the points of extrema of the exact solution \( q(x, 1) \).

Define the error at the point \((x_1^i, x_2^j, \tau^k)\) as

\[
e_{i,j}^k = q_{i,j}^k - q(x_1^i, x_2^j, \tau^k).
\]

Then \( e_{i,j}^k \) satisfies (3.16), with the right-hand side being \( \frac{Z_{i,j}^k}{\Delta t} \); see the explanation after Lemma 3.6. Thus, from Lemma 3.7 we obtain

\[
\|e_{i,j}^{k+1}\|_{1,h} \leq \exp(LT) \left( \|e_{i,j}^0\|_{1,h} + \frac{MT}{\Delta t} \right),
\]

where \( M = \max_{k \in \{0, \ldots, N_t\}} h^2 \sum_{i,j} |Z_{i,j}^k| \). This leads to the following result on the \( L^1 \) convergence of the solution obtained using the KTS scheme

**Theorem 3.2** Let \( q \in C^3 \) be the exact solution of the adjoint equation (3.16), with countably many extrema, and let \( \|q_0 + \varphi(\cdot, \cdot)\|_{1,h} = O(h^2) \). Under the CFL condition (3.9), the solution \( q_{i,j}^k \) obtained with the KTS scheme, given by Algorithm 3.2, is
second-order accurate in the discrete $L^1$-norm as follows

$$
\left\| q_{\cdot}^k - q(\cdot, \cdot, t^k) \right\|_{1, h} \leq E(T, \Omega, \lambda) h^2.
$$

**Remark 3.4** We remark that results similar to Theorem 3.2 have been obtained in [11,12]. However, in these papers the equation that has been considered is the convection diffusion equation, which is parabolic, whereas we have a hyperbolic transport (adjoint) equation with a source term. Furthermore, we employ a different analysis using an entropy inequality technique for proving the discrete stability estimate that is subsequently used for proving the convergence error estimate.

### 4 A projected semi-smooth Krylov–Newton method

In this section, we illustrate a semi-smooth Krylov–Newton (SSKN) method for solving the ensemble optimal control problem (2.3)–(2.4) with the drift given by (2.5) and the cost functional setting specified in Sect. 2. We remark that our SSKN scheme belongs to the class of projected semi-smooth Newton schemes discussed in [41].

In general, a Newton method is an iterative procedure aiming at finding roots of a given function. Its peculiarity is that it may generate a sequence that can converge superlinearly or even quadratically to the solution sought.

In order to explain the Newton method in simple terms, consider the problem to find a root $\zeta^* \in \mathbb{R}^N$ of a map $\mathcal{M} : \mathbb{R}^N \rightarrow \mathbb{R}^N$, as follows

$$
\mathcal{M}(\zeta^*) = 0, \quad (4.1)
$$

where, for the moment, we assume that $\zeta \mapsto \mathcal{M}(\zeta)$ is continuously differentiable.

Now, denote with $\mathcal{J}(\zeta)$ the Jacobian of $\mathcal{M}$ at $\zeta$. The Newton method generates a sequence $(\zeta^\ell)_{\ell \in \mathbb{N}}$ by means of the following two steps

\begin{align*}
\text{s}_1 : & \quad \Delta \zeta^\ell = - (\mathcal{J}(\zeta^\ell))^{-1} \mathcal{M}(\zeta^\ell) \\
\text{s}_2 : & \quad \zeta^{\ell+1} = \zeta^\ell + \Delta \zeta^\ell. \quad (4.2)
\end{align*}

The steps $\text{s}_1$–$\text{s}_2$ are performed for $\ell = 0, 1, 2, \ldots$, starting with a given initial guess $\zeta^0$.

Clearly, the Newton sequence is well defined if the Jacobian isinvertible at each iterate, and we assume that this is the case in a neighbourhood $\mathcal{N}$ of the solution $\zeta^*$, where also the inverse is uniformly bounded. With these assumptions and requiring that the initial guess $\zeta^0 \in \mathcal{N}$ is sufficiently close to $\zeta^*$, one can prove that the sequence $(\zeta^\ell)$ converges quadratically to the root $\zeta^*$, that is,

$$
\| \zeta^{\ell+1} - \zeta^* \|_2 \leq c \| \zeta^\ell - \zeta^* \|_2^2,
$$

for some constant $c > 0$, and $\| \cdot \|_2$ denotes the Euclidean norm of a vector in $\mathbb{R}^N$. However, in the case where $\mathcal{M}$ is only differentiable and provided that the following holds

$$
\| \mathcal{M}(\zeta + \delta \zeta) - \mathcal{M}(\zeta) - \mathcal{J}(\zeta)(\delta \zeta) \|_2 = o(\| \delta \zeta \|_2) \quad \text{as} \quad \delta \zeta \to 0, \quad (4.3)
$$
then the Newton sequence converges at least superlinearly, i.e. faster than linearly.

The same Newton procedure (4.2) can be applied to find an extremal of the minimization problem $\min_{\zeta \in \mathbb{R}^N} f(\zeta)$, by considering $\mathcal{M}(\zeta) := \nabla f(\zeta)$, where $\nabla$ denotes the gradient in $\mathbb{R}^N$, and assuming that $f : \mathbb{R}^N \to \mathbb{R}$ is twice differentiable. In this case, we have that $J(\zeta) = \nabla^2 f(\zeta)$.

Now, in the case of a constrained optimization problem $\min_{\zeta \in K} f(\zeta)$, where $K \subset \mathbb{R}^N$ is closed and convex, an extremal $\zeta^*$ of this problem is characterized by the inequality $\nabla f(\zeta^*) \cdot (\zeta - \zeta^*) \geq 0$. However, this inequality can be equivalently written as follows

$$\mathcal{F}(\zeta^*) := \zeta^* - P_K (\zeta^* - s \nabla f(\zeta^*)) = 0, \quad (4.4)$$

where $P_K$ is the projection of $\mathbb{R}^N$ onto $K$, and $s > 0$ is arbitrary but fixed. Therefore the solution of the optimality condition in the form of an inequality can be reformulated as a root problem. However, even if $f$ is continuously differentiable, the function $\mathcal{F}$ is not. On the other hand, if $\nabla f$ is locally Lipschitz, then also $\mathcal{F}$ is locally Lipschitz continuous.

We see that a lack of differentiability of $\nabla f(\zeta)$ or the presence of constraints as above hinder the application of the Newton scheme to solve optimization problems. This situation has motivated a great effort towards the generalization of the notion of differentiability that makes possible to pursue the Newton approach also in non-differentiable cases; see [16,17,41] for details and further references.

The main assumption for this generalization is the Lipschitz continuity of the map $\zeta \mapsto \mathcal{F}(\zeta)$, in which case Rademacher’s theorem [41] states that this map is almost everywhere differentiable. Based on this result, the notion of differentiability has been extended as follows; see [41] for a detailed discussion.

**Definition 4.1** Assuming $\mathcal{F} : \mathbb{R}^N \to \mathbb{R}^N$ be locally Lipschitz continuous, we have the following generalized Jacobians of $\mathcal{F}$ at $\zeta$:

(a) the Bouligand subdifferential given by

$$\partial_B \mathcal{F}(\zeta) := \{ S \in \mathbb{R}^{N \times N} : \exists \{ \zeta^\ell \}_\ell \subset \mathbb{R}^N \setminus U_{nd} : \zeta^\ell \to \zeta, \ J(\zeta^\ell) \to S \},$$

where $U_{nd}$ is the set of points where $\mathcal{F}$ fails to be Fréchet differentiable and $J(\zeta)$ denotes the Jacobian of $\mathcal{F}$ at $\zeta$;

(b) the Clarke’s subdifferential is the convex hull of $\partial_B \mathcal{F}(\zeta)$, denoted with $\partial \mathcal{F}(\zeta) := \text{co} \partial_B \mathcal{F}(\zeta)$.

With this construction, we can apply (4.2) by choosing a generalized Jacobian $\tilde{J}^\ell \in \partial \mathcal{F}(\zeta^\ell)$. However, in order to guarantee superlinear convergence of the resulting Newton sequence, the following property of semi-smoothness is required; see [32,41].

**Definition 4.2** A locally Lipschitz continuous function $\mathcal{F} : \mathbb{R}^N \to \mathbb{R}^N$ is said to be semi-smooth at $\zeta \in \mathbb{R}^N$ if and only if $\mathcal{F}$ is directionally differentiable at $\zeta$, and it satisfies the condition

$$\max_{\tilde{J} \in \partial \mathcal{F}(\zeta + \delta \zeta)} \| \mathcal{F}(\zeta + \delta \zeta) - \mathcal{F}(\zeta) - \tilde{J}(\delta \zeta) \|_2 = o(\|\delta \zeta\|_2) \quad \text{as} \quad \delta \zeta \to 0. \quad (4.5)$$
Notice that the discussion above has focused on finite dimensional spaces, which is also the case of our numerical optimization problem. However, the subdifferential framework given above has been extended also to maps acting between infinite-dimensional Banach spaces \([16,17,41]\). In particular, we can apply it to our ensemble optimal control problem (2.9), that is, \(\min_{u \in U_{ad}} \tilde{J}(u) := J(G(u), u)\). One can recognize that \(\tilde{J}(u)\) is not Fréchet differentiable (see also details in [3]) due to the presence of the \(L^1\)-cost, which however is Lipschitz in \(u\). In fact, in Sect. 2, we have used sub-differential calculus \([41]\) to determine the gradient \(\tilde{\nabla} \tilde{J}(u)\), and formulated the first-order optimality condition \((\tilde{\nabla} \tilde{J}(u), v - u)_U \geq 0\) for all \(v \in U_{ad}\). Therefore we can proceed as in (4.4) and consider to apply the Newton scheme with generalized Jacobian to the equation

\[
u - P_{U_{ad}}(u - s \tilde{\nabla} \tilde{J}(u)) = 0.
\]

However, although this procedure is standard with control problems with \(L^2-L^1\) costs \([14,15,41]\), it becomes very cumbersome in our case with \(H^1\) costs. For this reason, we consider a projected semi-smooth Newton (pSSN) scheme with the following steps

\[
s_1: \quad \Delta u^\ell = -(\tilde{\nabla} \tilde{J}(u^\ell))^{-1} \tilde{\nabla} \tilde{J}(u^\ell)
\]

\[
s_2: \quad u^{\ell+1} = P_{U_{ad}} \left( u^\ell + s \Delta u^\ell \right).
\]

with \(\ell = 0, 1, 2, \ldots\), and starting with a given initial guess \(u^0 \in U_{ad}\). In the following, we discuss the step \(s_1\) and thereafter \(s_2\).

Concerning the step \(s_1\), we see that the main computational effort in the procedure (4.6) would be the assembly and inversion of the Jacobian \(\tilde{\nabla} \tilde{J}(u^\ell)\), but this is not possible because of the size of the problem. In fact, in PDE optimization, one implements the action of the Jacobian (reduced Hessian) on a vector and uses a Krylov approach. Thus, we replace the step \(s_1\) in this procedure with the step: Solve

\[
\tilde{\nabla} \tilde{J}(u^\ell) \Delta u^\ell = - \tilde{\nabla} \tilde{J}(u^\ell)
\]

by a Krylov method (e.g. minres) to a given tolerance. In this way, we have a projected SSKN scheme.

Next, we illustrate how the action of the Jacobian on the increment \(\Delta u^\ell\) is constructed. For this purpose, we determine the second-order directional derivative of our Lagrange functional (2.10) with respect to \(u\), and this requires to consider the linearizations of the forward and adjoint equations with respect to \(u\). We have the following

\[
\tilde{\nabla} \tilde{J}(u) \Delta u = (\nabla_{uu} L)(\Delta u) + (\nabla_{u\rho} L) \tilde{\rho} + (\nabla_u L)^*(\tilde{q}),
\]

where \(L(\rho, u) := \partial_t \rho + \text{div}(a(u) \rho)\) represents the Liouville operator, and \(*\) means adjoint. In (4.7), the function \(\tilde{\rho}\) is the solution of the following linearized Liouville
problem
\[ \partial_t \hat{\rho} + \text{div} (a \hat{\rho}) = -\text{div} (\hat{a} \rho), \quad \text{with} \quad \hat{\rho}_{|t=0} = 0, \]  
(4.8)

where \( \hat{a} = \frac{\partial a}{\partial u} \Delta u. \)

Equation (4.8) is obtained in the following way. First, define a small variation \( \hat{\rho} \) of \( \rho \) such that \( (\rho + \hat{\rho}) \in C_T (L^2(\mathbb{R}^d)) \) and \( (\hat{\rho})_{|t=0} = 0 \). Then, insert \( \rho + \hat{\rho} \) for \( \rho \) in equation (2.4), use the linearity of (2.1) with respect to \( \rho \) and take into account that \( \rho \) itself solves (2.1).

To complete the discussion of (4.7), we explain how to compute \( \hat{q} \). It is obtained solving the following linearized adjoint problem, resulting from a linearization procedure similar to that for \( \hat{\rho} \). We have
\[ -\partial_t \hat{q} - a \cdot \nabla \hat{q} = \hat{a} \cdot \nabla q, \quad \text{with} \quad \hat{q}_{|t=T} = 0. \]  
(4.9)

We solve (4.8) and (4.9) with our KTS scheme. For further details on the implementation of the action of the Jacobian on a vector, we refer to, e.g., [5], Chapter 6.3.5.

Specifically, for our case one can verify that (4.7) is explicitly given component-wise by
\[ (\tilde{J}(u)(\Delta u))_{m,r} := (\Delta u)^r_m + \Phi_{m,r}, \quad m = 1, 2, \quad r = 1, 2, \]

where the components of \( \Phi \) are solutions to the following boundary-value problem
\[ \left( -\nu \frac{d^2}{dt^2} + \gamma \right) \Phi_{m,r} = -\int_{\mathbb{R}^2} \frac{\partial a}{\partial u_m^r} \hat{\rho} \cdot \nabla q \, dx + \int_{\mathbb{R}^2} \text{div} \left( \frac{\partial a}{\partial u_m^r} \rho \right) \hat{q} \, dx \]
\[ \Phi_{m,r}(0) = 0, \quad \Phi_{m,r}(T) = 0. \]  
(4.10)

We approximate this problem by finite differences for the time derivative, which results in a tridiagonal linear system, and solve it with the Thomas algorithm. Compare this boundary-value problem with (2.14).

Notice that, in general in optimal control problems, the reduced Hessian has a favourable spectral structure, in the sense that it is spectrally equivalent to a second-kind Fredholm integral operator, and in this case Krylov solvers can converge in a mesh-independent number of iterations [1]. We remark that our numerical experience is consistent with this statement. Moreover, it is supported by our estimate of the condition number of the Jacobian. For this purpose, we use the power method to estimate the largest eigenvalue of \( \tilde{J}(u) \), and the inverse power method to estimate its smallest eigenvalue, and obtain an approximation to the spectral condition number of the Jacobian. (Notice that these methods also do not require the assembly of \( \tilde{J}(u) \).) We compute this condition number in correspondence to different mesh sizes and report these values in Table 1. A plot of these values for different mesh sizes is shown in Fig. 1, where we see that the condition number has similar values for different mesh sizes.
Next, we discuss step $s_2$ of (4.6). This step is required to ensure that any control update results in a control function in $U_{ad}$. To implement the $H^1$ projection, $P_{U_{ad}}$, we solve the following optimization problem

$$\min_{\tilde{u} \in U_{ad}} \frac{1}{2} \|\tilde{u} - u\|_{\tilde{H}^1_T}^2.$$  

(4.11)

Since $\tilde{H}^1_T$ is a Hilbert space and $U_{ad}$ is non-empty, closed and convex, we know that there exists a unique projection (see [33], Theorem 4.11). This problem can equivalently be written as follows

$$\begin{cases} \min_{\tilde{u} \in \tilde{H}^1_T} f_P(u) := \frac{1}{2} \|\tilde{u} - u\|_{L^2_T}^2 + \frac{1}{2} \left\| \frac{d}{dt} (\tilde{u} - u) \right\|_{L^2_T}^2, \\
\text{s.t. } \max(u^a - \tilde{u}) = 0, \quad \max(\tilde{u} - u^b) = 0. \end{cases}$$  

(4.12)

Notice that, corresponding to this optimization problem, we have the following Lagrange functional with Lagrange multipliers $q_a, q_b$.

$$l(u, q_a, q_b) := f_P(u) + \int_0^T \max(u - u^b, 0) q_b \, dt + \int_0^T \max(u^a - u, 0) q_a \, dt.$$  

To solve this optimization problem to implement the projection $P_{U_{ad}}$, we use a gradient descent scheme; see, e.g., [4], Section 2.8.
Next, we summarize the Newton procedure to solve our Liouville ensemble optimal control problem in the following algorithm that determines the reduced gradient at a given $u$.

**Algorithm 4.1** Computation of the gradient $\tilde{\nabla} \hat{J}(u)$

**Require:** $u$

1: Solve the Liouville equation (2.17) with Algorithm 3.1
2: Solve the adjoint Liouville equation (2.18) with Algorithm 3.2
3: Assemble the $L^2$ gradient in (2.12)
4: Assemble the $H^1$ gradient given by $\bar{\nabla} \hat{J}(u)$ in (2.15)
5: return $\tilde{\nabla} \hat{J}(u)$

Notice that $\delta$ enters in step 3 of Algorithm 4.1 through $\hat{\lambda}$. With Algorithm 4.1, we can define our projected semi-smooth Krylov–Newton algorithm as follows.

**Algorithm 4.2** Projected semi-smooth Krylov–Newton method

**Require:** $u^0$

1: Set $\ell = 0$, $E > \text{tol}$
2: while $E > \text{tol}$ and $\ell < \ell_{\text{max}}$ do
3: Compute $\bar{\nabla} \hat{J}(u^\ell)$ with Algorithm 4.1
4: Solve $\bar{J}(u^\ell) \Delta u = -\tilde{\nabla} \hat{J}(u^\ell)$ (we use minres; here we need to solve (4.8), (4.9), (4.10))
5: Set $u^{\ell+1} = P_{U_{ad}}(u^\ell + s \Delta u)$, where $s$ is determined by the Armijo linesearch-backtracking scheme. We solve (4.12) within the backtracking scheme.
6: Set $E = \|u^{\ell+1} - u^\ell\|_{1,h}$
7: $\ell = \ell + 1$
8: end while
9: Solve the Liouville equation (2.17) with Algorithm 3.1
10: return $(\rho(u^{\ell}), u^\ell)$

In this algorithm, we use the difference between consecutive iterations of the control as termination criterion, specifically to stop the algorithm, if the difference is less than a threshold $\text{tol} > 0$. Moreover, we define a maximum number of iterations $\ell_{\text{max}} \in \mathbb{N}$.

## 5 Numerical experiments

In this section, we present results of numerical experiments to validate the accuracy of our numerical framework and to demonstrate the ability of the ensemble optimal control in driving the density in order to perform a given objective.

We have proved second-order accuracy of our SSPRK2-KT scheme for the Liouville equation in Theorem 3.1. In order to validate this estimate, we define a setting that admits an exact solution. Thus, we choose the following control function

$$u(t) = \begin{pmatrix} 0.05t & 0.002 \\ 0.5 & -0.001 \end{pmatrix},$$
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Table 2  \(L^1\)-norm of solution error for the SSPRK2-KT scheme

| \(N_x\) | \(N_t\) | \(e_{KT}(\rho_h)\) |
|--------|--------|----------------|
| 5      | 20     | 0.9399        |
| 2 \cdot 5 | 2 \cdot 20 | 0.4897        |
| \(2^2 \cdot 5\) | \(2^2 \cdot 20\) | 0.1417        |
| \(2^3 \cdot 5\) | \(2^3 \cdot 20\) | 0.0433        |
| \(2^4 \cdot 5\) | \(2^4 \cdot 20\) | 0.0117        |
| \(2^5 \cdot 5\) | \(2^5 \cdot 20\) | 0.0031        |
| \(2^6 \cdot 5\) | \(2^6 \cdot 20\) | 0.00085       |

which results in the following drift

\[
a(x, t) = \begin{pmatrix} 0.05 t \\ 0.5 \end{pmatrix} + \begin{pmatrix} 0.002 x_1 \\ -0.001 x_2 \end{pmatrix}.
\] (5.1)

Further, we take the initial condition

\[
\rho_0(x) = \frac{1}{2\pi v_0} \exp\left(-\frac{1}{2} \left[ \frac{x_1^2}{v_1} + \frac{x_2^2}{v_2} \right]\right),
\] (5.2)

where \(v_0 = \frac{1}{4}\).

With this setting, the Liouville problem

\[
\partial_t \rho + \text{div}(a \rho) = 0, \quad \text{with} \quad \rho|_{t=0} = \rho_0,
\]

admits the solution

\[
\bar{\rho}(x, t) = \frac{1}{2\pi \sqrt{v_1(t)v_2(t)}} \exp\left(-\frac{1}{2} \left[ \frac{(x_1 - m_1(t))^2}{v_1(t)} + \frac{(x_2 - m_2(t))^2}{v_2(t)} \right]\right),
\] (5.3)

where the mean \(m(t) = (m_1(t), m_2(t))\) and the variance \(v = (v_1(t), v_2(t))\) are the solutions to (2.6) with the initial conditions \(m(0) = (0, 0)\) and \(v(0) = (1, 1)\). Now, we use this setting to determine the solution error of our algorithm. For this purpose, we solve the corresponding Liouville problem and report the values of the discrete \(L^1\) norm of the solution error given by

\[
e_{KT}(\rho_h) := \|\rho_h(\cdot, T) - \bar{\rho}(\cdot, T)\|_{1,h}.
\]

In Table 2, the values of \(e_{KT}\) corresponding to different grids are presented, and in Fig. 2, we compare the rate of change of these values with that of first- and second-order accuracies. We see that the obtained numerical accuracy lies between these reference rates, becoming closer to second-order by refining the mesh size.

Next, we validate our estimate for the KTS scheme in solving a transport problem with source term (the adjoint problem) as given in Theorem 3.2. We proceed in a
similar way as for the Liouville problem. In fact, since (5.3) solves the Liouville problem with the drift (5.1) and the initial condition (5.2), it is easy to verify that this solution satisfies the problem

\[ \partial_t q - \tilde{a}(x, t) \cdot \nabla q = -\theta, \quad q(0) = -\varphi, \]

where \( \tilde{a}(x, t) = -a(x, t), \theta = \tilde{\rho} \nabla a \) and \( -\varphi = \rho_0 \). Thus, we have the solution \( \tilde{q} = \tilde{\rho} \).

However, notice that the KTS scheme uses the Strang splitting in order to accommodate the source term \( -\theta \). Therefore, the solution \( \tilde{q} = \tilde{\rho} \) is appropriate to independently test the KTS scheme. Thus, we define

\[ e_{KTS}(q_h) = \| q_h(\cdot, T) - \tilde{q}(T) \|_{1,h}. \]

Hence, we perform a second series of experiments where we compute the values of this norm in correspondence to solutions obtained on different grids. These values are reported in Table 3, and in Fig. 3, we compare the rate of change of \( e_{KTS} \) with that of first- and second-order accuracies. Also in this case, we see that the resulting rate of convergence is approximately of second-order.

Next, we validate the ability of our optimization framework to construct controls that steer the ensemble density in order to follow a desired path. For this purpose, we start considering the tracking of a piecewise smooth trajectory with an initial density given by an unimodal distribution. Thereafter we demonstrate that our approach allows to construct control functions that are able to drive the evolution of the density with a bimodal structure.
A numerical investigation of Brockett’s ensemble optimal…

### Table 3 $L^1$-norm of solution error for the KTS scheme

| $N_x$ | $N_t$ | $\varepsilon_{KTS}(q_h)$ |
|-------|-------|--------------------------|
| 5     | 20    | 0.9414                   |
| 2·5   | 2·20  | 0.4884                   |
| $2^2$·5 | $2^2$·20 | 0.1385               |
| $2^3$·5 | $2^3$·20 | 0.0425               |
| $2^4$·5 | $2^4$·20 | 0.0116               |
| $2^5$·5 | $2^5$·20 | 0.0035               |
| $2^6$·6 | $2^6$·20 | 0.0010               |

**Fig. 3** Logarithmic plot of accuracy test for the KTS scheme

In our first experiment on tracking, we choose $\Omega_1 = [-1, 1] \times [-1, 1]$, and the initial density on this domain is given by

$$\rho_0(x) := \frac{C_0}{2\pi \sigma^2} \exp\left(-\frac{|x - \xi_0|^2}{2\sigma^2}\right).$$

This $\rho_0 \in C^\infty(\Omega)$ represents a unimodal Gaussian distribution centred in $\xi_0 = (-0.5, 0.5)$, with variance $\sigma = \frac{1}{4}$, and we take $C_0 = \frac{1}{10}$. Notice that, by this choice, the value of $\rho_0$ at the boundary of $\Omega$ is of the order of machine precision.
In this experiment, the purpose of the control is to drive the ensemble of trajectories along the following piecewise smooth desired trajectory

$$\xi_D(t) := \begin{cases} 
(\frac{3t}{T} - \frac{1}{2}, \frac{1}{2}) & 0 \leq t \leq \frac{T}{3} \\
(\frac{1}{2}, \frac{3}{2} - \frac{3t}{T}) & \frac{T}{3} < t \leq \frac{2T}{3} \\
(\frac{5}{2} - \frac{3t}{T}, -\frac{1}{2}) & \frac{2T}{3} < t \leq T 
\end{cases} \quad (5.4)$$

A plot of this trajectory in $\Omega$ is given in Fig. 4a. Correspondingly, our potentials in the objective functional are chosen as follows

$$\theta(x, t) = -\frac{C_\theta}{2\pi \sigma_\theta^2} \exp \left( -\frac{|x - \xi_D(t)|^2}{2\sigma_\theta^2} \right), \quad \varphi(x) = -\frac{C_\varphi}{2\pi \sigma_\varphi^2} \exp \left( -\frac{|x - \xi_D(T)|^2}{2\sigma_\varphi^2} \right),$$

where $x \in \Omega$ and $t \in [0, T]$, and the values of $C_\theta$, $C_\varphi$, $\sigma_\theta$ and $\sigma_\varphi$ are given in Table 4.

Now, we specify a setting that facilitates a comparison of our results of ensemble control with a simple dynamics for the trajectory. Specifically, suppose that our desired trajectory is the result of the following dynamics

$$\dot{\xi}_D(t) = u_1(t), \quad \xi_D(0) = \xi_0. \quad (5.5)$$
Then we can immediately compute the control $u_1$ in this equation such that the solution to (5.5) is given by (5.4). This control is plotted in Fig. 5b, and we refer to it as the single-trajectory control, specifically taken $u_2 \equiv 0$, which corresponds to no change in the variance. Notice that this control is not in our control space $U_{ad}$ (recall its definition (2.8) above), since it is not continuous. Moreover, in its construction, we do not require to satisfy the conditions of its value being zero at initial and final times.

In our drift (2.5), we choose $a_0 = 0$, $b = 1$ and $c = 0$, and with this setting we solve our Liouville control problem, taking the numerical values given in Table 4. The resulting control function is depicted in Fig. 5a, which appears similar to the single-trajectory control in Fig. 5b. We see that the former is in $H^1_T$ and is zero at $t = 0$ and $t = T$ as required, we refer to it as the Liouville control.

Corresponding to the Liouville control, we obtain an evolution of the density with which we compute the function $E[x](t) = \int x \rho(x, t) \, dx$. This function is shown in Fig. 4b. Notice that it closely resembles the desired trajectory.

In our second experiment, we consider the setting $a_0 = 0$, $b = 1$ and $c = 1$, an we take a smooth initial $\rho_0$ that is given by a bimodal Gaussian distribution as follows

$$\rho_0(x) = \frac{C_0}{2\pi\sigma} \exp\left(-\frac{|x - \xi_0^1|^2}{2\sigma^2}\right) + \frac{C_0}{2\pi\sigma} \exp\left(-\frac{|x - \xi_0^2|^2}{2\sigma^2}\right), \quad (5.6)$$

where

$$\xi_0^1 = \left(-\frac{3}{4}, \frac{3}{4}\right), \quad \xi_0^2 = \left(-\frac{3}{4}, -\frac{3}{4}\right), \quad \sigma = \frac{1}{4}, \quad C_0 = \frac{1}{10}. $$

![Fig. 5 Comparison of controls for the first experiment](image)
Fig. 6 Setting and results of the second experiment

Table 5 Parameters’ setting for the second experiment

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \( \gamma \) | \( 10^{-4} \) | \( \delta \) | \( 10^{-5} \) |
| \( \nu \) | \( 10^{-4} \) | \( N_x \) | 51 |
| \( N_t \) | 150 | \( T \) | 3 |
| \( u_{\max} \) | 1 | \( u_{\min} \) | \(-1\) |
| \( C_\theta \) | 10 | \( \sigma_\theta \) | 0.45 |
| \( C_\phi \) | \( C_\theta \frac{T}{N_t-1} \) | \( \sigma_\phi \) | 0.45 |

The values of the other parameters are specified in Table 5.

In this case, we choose the following desired trajectory

\[
\xi_D(t) := \left( -\frac{3}{4} \frac{3t}{2T} + \sin \left( \frac{\pi t}{T} \right) \right)
\]

We have that \( \xi_D(0) \) corresponds to the midpoint between the centres of the two Gaussians defining the initial density; see Fig. 6a, where we plot circles around the centres of the two Gaussians with radius of their standard deviation.

With this setting, we solve our Liouville optimal control problem and obtain the controls shown in Fig. 6b. The values of \( C_\theta \), \( C_\phi \), \( \sigma_\theta \) and \( \sigma_\phi \) together with the values of the numerical parameters are given in Table 5.

Corresponding to these controls, we obtain the evolution of the density depicted in Fig. 7a. Specifically, we plot the shape of the density \( \rho \) at all times. One can see that the bimodal density is driven towards the desired trajectory becoming unimodal. The same result is visualized in Fig. 7b from a different perspective.

We would like to conclude this section considering a setting that generalizes our framework. Our purpose is to demonstrate that our control framework is also able to drive a smooth bimodal distribution to follow two trajectories. In this case, we choose
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Fig. 7 Evolution of the density in the second experiment

In this experiment, we consider the initial bimodal $\rho_0$ given in (5.6), and consider the following two desired trajectories

$$\xi_{D1}(t) = \left(-\frac{3}{4} + \frac{3}{2T}, \frac{3}{4} - \frac{3}{4T}\right)^T, \quad \xi_{D2}(t) = \left(-\frac{3}{4} + \frac{3}{2T}, -\frac{3}{4} + \frac{3}{4T}\right)^T$$

In correspondence to these trajectories, we define $\theta$ as follows

$$\theta(x, t) = -\frac{C_\theta}{2\pi \sigma^2} \left[ \exp \left( -\frac{|x - \xi_{D1}(t)|^2}{2\sigma^2} \right) + \exp \left( -\frac{|x - \xi_{D2}(t)|^2}{2\sigma^2} \right) \right].$$

Similarly, we define $\phi(x) = \theta(x, T)$.

We solve the resulting ensemble control problem with Algorithm 4.2 and obtain the controls depicted in Fig. 8. In correspondence to these controls, we obtain the evolution of the initial bimodal density shown in Fig. 9b. We see that the two initial Gaussians are driven along the desired trajectories $\xi_{D1}$ and $\xi_{D2}$ shown in Fig. 9a and merge at the final time.

6 Conclusion

A numerical optimization framework to solve non-smooth ensemble optimal control problems governed by the Liouville equation was presented. In these problems, the cost functional has the structure of an expected value function for the ensemble of trajectories and includes $L^2$, $L^1$ and $H^1$ costs of the controls.

The solutions to these Liouville control problems were characterized as solutions to first-order optimality systems consisting of the Liouville equation, its optimization adjoint, and a variational inequality in $H^1$. In order to numerically solve the Liouville
problem, a strong stability-preserving Runge–Kutta method (SSPRK2) in time and a Kurganov–Tadmor (KT) scheme in space were discussed, proving that the combined SSPRK2-KT scheme provides a second-order accurate solution. Moreover, positivity and conservativeness of the SSPRK2-KT scheme were also shown under a CFL condition. To solve the adjoint Liouville equation, a Strang splitting technique combined with the SSPRK2-KT scheme and exact integration were proposed. The resulting Kurganov–Tadmor–Strang scheme was shown to be second order accurate.

The above approximation schemes were used to implement a $H^1$-projected semismooth Krylov Newton method to solve the Liouville optimal control problems. Results of numerical experiments were presented that successfully validated the proposed computational framework and the ability of the resulting control functions to
drive the ensemble of trajectories in the case of both unimodal and bimodal initial distributions.
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