Floquet vortex states induced by light carrying an orbital angular momentum
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We propose a scheme to create an electronic Floquet vortex state by irradiating a two-dimensional semiconductor with a laser light carrying nonzero orbital angular momentum. We analytically and numerically study the properties of the Floquet vortex states, with methods analogous to the ones previously applied to the analysis of superconducting vortex states. We show that such Floquet vortex states are similar to superconducting vortex states, and they exhibit a wide range of tunability. To illustrate the potential utility of such tunability, we show how such states could be used for quantum state engineering.
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Introduction. Quantum vortices and the localized quantum states associated with them have long been a subject of active interest in diverse areas of physics [1–6]. To create and observe such quantum vortex states, numerous efforts have been made in diverse systems such as Bose-Einstein condensates [7–12], superconductors [13,14], and magnetic materials [15–17]. While the quantum vortex states themselves exhibit many exotic quantum and classical many-body phenomena [18–23], their stability as topological defects makes them a promising quantum platform for applications such as quantum information processing [24–26].

Recently, Floquet systems have become popular as a useful way to engineer exotic quantum states [27–37]. Moreover, there have been many recent advancements in the spatial control of optical beams in atomic systems [38–41]. These techniques have the potential to be applied to electronic systems and can provide a wide range of tunability in quantum state engineering.

In this Letter, we present a scheme to create Floquet quantum vortex states by shining a light field carrying orbital angular momentum (OAM) on a two-dimensional (2D) semiconductor, as illustrated in Fig. 1. In small detuning and the weak-field limit, we show that electronic Floquet vortex states are localized around the optical vortices with a localization length bounded by the shape and intensity of the optical field. We also show that the number of vortex state branches is directly given by the vorticity of the light, which quantifies the OAM carried by each photon. Such a close relation with OAM of light distinguishes these vortex states from the edge states of the uniform Floquet Chern insulator [28] or the vortex states introduced in Refs. [30,31]. While many characteristics of these Floquet vortex states carry a close analogy with superconducting systems, we show that the Floquet vortex states in the current system benefit from a very broad range of tunability. For example, the freedom to choose the size of the optical vortex can be used as a knob to control the non-linearity of the vortex state spectrum. To demonstrate how such tunability can be exploited for quantum state engineering, we construct a scheme of quantum information processing based on optically manipulating Floquet vortex states, with simple single-qubit and two-qubit operations.

Model. We consider \( H_0 = (v_k x, v_k y, M) \cdot \sigma \) as our model for a spinless 2D semiconductor [42,43]. For brevity, we have set \( \hbar = 1 \). Here, \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \) are Pauli matrices. \( M \) is a half of the band gap and \( v \) is a parameter determining the curvature of the band dispersion \( \pm \sqrt{M^2 + v^2(k_x^2 + k_y^2)} \), where the positive (negative) energy states correspond to the conduction (valence) band. We vertically shine a linearly polarized laser field with a nonzero orbital angular momentum (OAM), \( A(r, t) = A(r)e^{im\phi} + c.c. \) on a semiconductor, as illustrated in Fig. 1 where \( \omega \) is the frequency of the laser field. The OAM of the laser field is represented in the azimuthal phase factor of \( A(r) = A_0(r)e^{im\phi} \), where \( r = \sqrt{x^2 + y^2} \) and \( \phi = \arctan(y/x) \). The integer \( m \) here is the vorticity of the field, and we refer to the vortex structure with nonzero vorticity in the light field as an optical vortex. Due to this vortex structure, \( A_0(r) \) should vanish at \( r = 0 \). We set the size of the optical vortex to \( \xi \), which means that \( A_0(r) \) smoothly saturates to \( A_{\text{max}} \) at \( r \gtrsim \xi \). With minimal coupling \( k = (k_x, k_y) \rightarrow k + eA(r, t) \), we obtain the time-periodic Hamiltonian

\[
H(t) = H_0 + evA(r, t) \cdot \sigma.
\]  

(1)

When \( \omega > 2M \), the frequency detuning \( \delta = \omega - 2M \) becomes positive and the conduction and valence bands become resonant at the resonance ring of momentum, \( |k| = k_0 = v^{-1}\sqrt{2\omega^2/4 - M^2} \). From Eq. (1), the applied laser field generates a position-dependent Rabi frequency \( \Omega(r) = evA_0(r) \) and hybridizes the conduction and valence bands while opening an energy gap about \( 2\xi_0 \) around the resonance ring, where
\[ \Omega_0 = \lim_{r \to \infty} \Omega(r). \] To describe these hybridized bands, we consider the transformation into a rotating frame, \( U(t) = P_r e^{-i \omega t/2} + P_i e^{i \omega t/2}, \) where \( P_r \) and \( P_i \) are the projection operators into the conduction and valence bands, respectively. In the weak-field limit \( \Omega_0 \ll \sqrt{\omega \delta}, \) we can drop the fast oscillating terms from the rotated Hamiltonian \(-iU^\dagger(t)\hat{\sigma}_i U(t) + U(t)\hat{H} U^\dagger(t)\) and obtain the effective Hamiltonian under the rotating wave approximation (RWA). Furthermore, we consider the small detuning regime \( \delta \ll \omega. \) In this regime, we can write \( \delta \simeq v^2 k_0^2 / M \) and \( v k_0 \ll M. \) Then, for the small momenta \( |k| = O(k_0) \) (see Supplemental Material [44]),

\[ H_{\text{RWA}} = \frac{\delta}{2} \left( k^2 - k_0^2 \right) \sigma_z + [\Omega(r) e^{-i m \phi} \sigma_x + \text{H.c.}], \]

where \( \sigma_\pm = (\sigma_x \pm i \sigma_y)/2. \)

**Floquet vortex states.** Because of the breaking of translational symmetry by the optically induced vortex, it is possible to have electronic states with energies inside the spectral gap that are localized in the vicinity of the vortex. From Eq. (2), we can estimate the spatial extent of such states. First, one can readily observe that the diagonal components are dominant over off-diagonal elements for most of the \( k \)’s except in the vicinity of the resonance ring. This means that the hybridization mostly occurs at the momenta in the narrow region near the resonance ring, and the thickness of this region can be estimated by finding the range of \( |k| \) that makes the off-diagonal elements of Eq. (2) comparable to or larger than the diagonal elements. We find that the hybridization of the two bands occurs at \( |k| = k_0 = O(k_0), \) where \( k_0 \equiv k_0 \Omega_0 / \delta, \) that characterizes the momentum range over which the Rabi frequency and dispersion of Eq. (2) are comparable around the resonant momentum ring. If any intragap state develops in this hybridization gap, such a state should be a superposition of the Bloch states within this momentum region. Therefore \( k_0^{-1} \) serves as a lower bound for the spatial size of such an intragap state. If a localized intragap state develops around the optical vortex, this state cannot extend to the region where \( A_0(r) \) saturates to \( A_{\text{max}} \) since the field is nearly uniform and therefore the system remains gapped. Therefore such a localized intragap state has an upper bound \( O(k_0^{-1} + \xi) \) for its size.

By using the semiclassical argument introduced in Ref. [45], one can show that \( |m| \) branches of intragap states develop around the optical vortex with vorticity \( m \) (see Supplemental Material [44]). We call these states Floquet vortex states, and we can obtain a fully quantum-mechanical description of the dispersion and wave function of these states by applying mathematical methods used for superconducting vortices [4,46–48]. To do so, we note that while the effective Hamiltonian in Eq. (2) does not commute with the electronic OAM, \( \hat{L} = -i \partial_\phi \) does commute with the electronic pseudo-OAM, \( \tilde{l} = -i \partial_\phi + (m/2) \partial_r. \) Then the eigenstates of this effective Hamiltonian can be written in the form of vortex states,

\[ \psi_{n,l}(r) = (e^{i(l+m)/2} \psi_{l,n,l,+}(r), e^{i(l+m)/2} \psi_{l,n,l,-}(r))^T. \]

Here, the branch index \( n = 1, \ldots, m \) represents different branches of Floquet vortex states. One can also show that this system satisfies the particle-hole symmetry which requires \( \psi_{n,-l}(r) = i r \sigma_y \psi_{|m+n|,-l}(r) \) and \( E_{n,-l} = -E_{|m|+1-n,l}, \) where \( E_{n,l} \) is the corresponding eigenenergy for \( \psi_{n,l}(r). \) In the large optical vortex regime \( k_0^{-1} \ll \xi, \) the low-energy spectra of these Floquet vortex states are given by [48]

\[ E_{n,l} = ml \omega_0 + [n - (|m| + 1)/2] \tilde{\omega}_0, \]

where

\[ \omega_0 = \frac{\delta}{k_0} \int_0^{\infty} e^{-2 k_0 \delta/\omega} |r| \partial_r |r|^2 dr, \]

\[ \tilde{\omega}_0 = \frac{\delta (\pi/2)}{k_0} \int_0^{\infty} e^{-2 k_0 \delta/\omega} |r|^2 \partial_r dr. \]

Here, the energy separations between nearby states and branches, \( \omega_0 \) and \( \tilde{\omega}_0, \) respectively, are solely determined by the bulk properties and the details of the radial beam profile \( A_0(r). \) These parameters are independent of the system size and therefore the energy separation between states remains in the thermodynamic limit. This analytic expression of the dispersion is valid for the low-energy and the low-\( l \) regime, \( |E_{n,l}| \ll \Omega_0 \) and \( |l| \ll \sqrt{k_0^2 \Omega_0}. \) Figure 2(a) presents how this analytically found dispersion agrees with the numerical dispersion obtained by diagonalizing Eq. (2) (see Supplemental Material [44]). As shown in the figure, the number of intragap state branches is given by \( |m|. \) The analytic dispersion and the numerical dispersion agree for the low-energy and low-\( l \) regime, and deviate from each other as the energy or \( l \) moves away from zero. Nevertheless, we can still use Eq. (4) to get a rough estimate of the pseudo-OAM differences between different intragap state branches, in the large optical vortex regime (see Supplemental Material [44]). Assuming the entire intragap state branches are linearly dispersing, the different branches at the same energy would have a pseudo-OAM momentum difference of \( \tilde{\omega}_0 / \omega_0 = O(k_0 k_0^{-1} \sqrt{k_0^2 \Omega_0}). \) This
large difference in the angular momentum prevents the vortex modes from different branches to hybridize each other. With the same assumption, the number of states in a single branch can be also estimated as $2\Omega_0/\omega_0 = O(k_0\xi)$.

Note that these Floquet vortex states around the optical vortex are distinguished from the edge states of topological Floquet Chern insulators [28] or the vortex states introduced in Refs. [30,31]. For an edge state of the Floquet Chern insulator to develop, the bulk part of the system should have a nonzero Chern number, while the Floquet vortex states we are discussing appear regardless of the Chern number of the system. This point becomes clear by investigating the system under irradiation of a circularly polarized light beam which also carries a nonzero OAM (see Supplemental Material [44]). While the bulk part of such a system becomes a Floquet Chern insulator as explained in Ref. [28], there are still $|m|$ branches of Floquet vortex states in the middle of the hybridization gap. The Floquet vortex states in our system also differ from the vortex states in Refs. [30,31] where the vortex structure does not couple with the electronic kinetic terms and has no trivial OAM.

While many properties of the Floquet vortex states can be analyzed with similar techniques used for superconducting vortex states in Refs. [30,31] where the vortex structure does not couple with the electronic kinetic terms and has no trivial OAM (see Supplemental Material [44]), the optical vortices can be used to encode a qubit (blue arrow). Arbitrary single-qubit rotation can be performed by shining an extra linearly polarized light. While the polarization $\hat{n}_0$ determines the rotation axis, the beam amplitude $\mathcal{E}_{\text{ext}}$ and the irradiation time determine the rotation angle.

Quantum information processing with floquet vortex states. Since we can set shapes and locations of the optical vortices arbitrarily as well as change them dynamically, the Floquet vortex states can be used to engineer and manipulate different quantum states with their wide range of tunability. To illustrate the potential utility of the Floquet vortex states as a platform for quantum state engineering, we show how one- and two-qubit operations can be performed in this system.

Specifically, we consider two Floquet vortex states with pseudo-angular momentum $l_0$ and $l_0 + 1$ of an intragap branch with index $n$. That is, $|\mathbf{r}|0\rangle \equiv \psi_{n,l_0}(\mathbf{r})$ and $|\mathbf{r}|1\rangle \equiv \psi_{n,l_0+1}(\mathbf{r})$. (While here we choose the vortex states from the same intragap branch, alternatively vortex states from different branches can be also used.) To manipulate this qubit, we may apply an extra linearly polarized field to create an oscillating potential,

$$V_{\text{ext}}(t) = e\mathcal{E}_{\text{ext}}\hat{n}_0 \cdot \mathbf{r} \cos(\Omega_{\text{ext}}t),$$

where $\mathcal{E}_{\text{ext}}$ is the amplitude of the applied electric field and $\hat{n}_0 = \cos \phi_0 \hat{x} + \sin \phi_0 \hat{y}$ is the polarization of the field. Then, in the rotating frame with frequency $\Omega_{\text{ext}}$, the effective Hamiltonian for this qubit space becomes

$$H_{1\text{-qubit}} = \left(E_{l_0} + \frac{\Omega_{\text{ext}}}{2} |0\rangle \langle 0| + \left(E_{l_0+1} - \frac{\Omega_{\text{ext}}}{2}\right) |1\rangle \langle 1| \right. $$

$$+ \left. [e\mathcal{E}_{\text{ext}} \left(1/r \cos(\phi - \phi_0)\right)|0\rangle \langle 1| + \text{H.c.}]\right)$$

FIG. 3. (a) The nonlinearity of the dispersion allows one to encode different Floquet vortex states as qubits. For example, the vortex states with pseudo-OAM $l_0$ and $l_0 + 1$ from the vortex state branch with index $n$ (red arrow) or the branches with indices $n$ and $n + 1$ can be used to encode a qubit (blue arrow). Arbitrary single-qubit rotation can be performed by shining an extra linearly polarized light. While the polarization $\hat{n}_0$ determines the rotation axis, the beam amplitude $\mathcal{E}_{\text{ext}}$ and the irradiation time determine the rotation angle.

(b) Two-qubit gates can be performed by bringing two vortices close to each other and then separating them back.
By setting $\Omega_{\text{ext}} = E_{n, l+1} - E_{n, l}$, we can effectively tune $H_{1\text{-qubit}}$ to be a superposition of $\sigma_x$ and $\sigma_y$ with an arbitrary ratio between them. Then this extra field implements an arbitrary single-qubit rotation where the rotation angle is tuned by the field amplitude $\mathcal{E}_{\text{ext}}$ and the irradiation time, while the rotational axis is set by the polarization $\hat{n}_0$. Note that this qubit is isolated from other vortex states because the field with frequency matched to the energy difference $E_{n, l+1} - E_{n, l}$ cannot couple to other modes due to the nonlinear dispersion of the vortex states (see Supplemental Material [44]).

For two-qubit operations, we can move two vortices close to one another. This will lead to a hybridization $J$ between the modes with the same quantum numbers on the two vortices. Yet, single-electron hopping from one vortex to another may be energetically unfavorable due to the on-site interaction energy $U$. This will generate an effective superexchange interaction $\sim J^2/U$, with the corresponding two-qubit Hamiltonian,

$$H_{2\text{-qubit}} = -\frac{J^2}{U} |01\rangle \langle 01| + |10\rangle \langle 10| + (|10\rangle \langle 01| + \text{H.c.}),$$

(7)

where $|s_1s_2\rangle = |s_1\rangle \otimes |s_2\rangle$ ($s_{1,2} = 0, 1$) is the computational basis for the two-qubit space. Since we have full control over the location of the vortices, we can tune our time-evolution operator to act as a $\sqrt{\text{SWAP}}$ gate up to some single-qubit $\sigma_z$ operations (see Supplemental Material [44]). This $\sqrt{\text{SWAP}}$ gate and previously introduced single-qubit rotations constitute a gate set for universal quantum computation [49,50]. We stress again that this proximity-based scheme of a two-qubit gate is only possible because the current system allows enhanced freedom to change the locations of Floquet vortex states. This is a big advantage that Floquet vortex state qubits have over other qubits based on solid-state systems such as quantum dots [51–53].

While the state preparation in Floquet systems is a challenging problem in general, one may be able to prepare the desired Floquet state by using proper bosonic and fermionic reservoirs through dissipative engineering [34,54,55]. Once the initialization method is established, the desired qubit state can be prepared by controlling the back-gate voltage, similar to the initialization procedure in quantum-dot qubit systems.

Discussion and outlook. The most important challenges in using periodic driving in condensed matter systems are the heating effects. However, recently there have been several theoretical proposals to restrain such destructive effects by using bath engineering techniques [34,54–61]. In particular for Floquet topological insulators (FTIs) [28] created by irradiating light to semiconductors as in our proposal, it has been demonstrated that in the weak-drive limit and in the presence of a phononic heat bath, heating effects produced by electron-electron and electron-phonon interactions can be suppressed provided that the bath-induced relaxation rates are sufficiently large [55]. For such baths the key features of FTIs such as the existence of protected edge states can be preserved in the steady state which can make our proposal also stable in the steady state [62]. Also, recent experiments [36,37] on an irradiated 2D material also provide more evidence that quantum states engineered by periodic driving on condensed matter systems can be stabilized in the laboratory.

While vortex states can also be engineered in cold atoms [8–12], there are several advantages to engineer them in electronic systems. One main advantage is the possibility of creating and manipulating multiple vortex states more conveniently, as demonstrated in the aforementioned qubit manipulation. While this is in principle possible in BEC systems too [63], controlling the transition of numerous atoms can be more challenging than manipulating a single electron. Also, our Floquet vortex state is spin independent, unlike the cold atom systems with spin-orbit-angular-momentum coupling [11,12,64–67], and this spin degrees of freedom can provide extra knobs for state engineering such as the Zeeman field.

To further elaborate the scheme for the quantum information processing, it would be interesting to study the possible measurement protocols for the OAM of Floquet vortex states. One potential candidate for such a protocol is through the measurement of optical Hall conductivity, which might have different responses to states with different OAM. Also, since our system has multiple nonlinearly dispersed Floquet vortex states, the extension to the qudit system is a natural topic for future study. While we briefly examined the possibility of such a vortex state as a qubit, there are many unanswered questions such as the heating, decoherence, and sensing in this platform. While we treated the vortex state of a single electron, it would be interesting to study how the presence of Coulomb interactions can change the vortex state structure or even help to create exotic many-body states. Another interesting direction is to investigate lattices of optical vortices and other field patterns such as electromagnetic skyrmions [68]. It would be also interesting to investigate how our approach can help to control the optical properties of materials such as van der Waals layered magnetic insulators [69].
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