INTRODUCTION

The electrical response of a crystalline oxide is often governed by interactions between the system's point defects and its interfaces. The segregation of charged point-defects to a grain boundary, for instance, results in the grain boundary becoming electrostatically charged and space-charge zones forming in the adjacent bulk phase to preserve global electroneutrality. This re-distribution of charged point-defects may alter local point-defect concentrations in the vicinity of a boundary by many orders of magnitude, and thus, it may give rise to grain boundaries that are, relative to the bulk phase, highly conductive or highly resistive.

The abrupt core-space-charge model currently represents the standard treatment of space-charge layers at grain boundaries in complex oxides. It is essentially a two-phase model, in which a grain-boundary core phase is sandwiched between two slabs of bulk material, the grain-boundary core being the structurally perturbed region between the two grains. (Since the grain-boundary core is characterized by a finite width and by a distinct set of thermodynamic quantities, and since it is in (partial)
thermodynamic equilibrium with the adjacent slabs of bulk phase but cannot exist independently of them, it can be termed a grain-boundary complexion.\(^9,10\)\) The usefulness of the abrupt core-space-charge model is that it easily links observable physical properties, such as the grain boundaries' resistance and capacitance, to space-charge quantities such as the space-charge potential, which describes the degree to which point defects are depleted or accumulated in the space-charge zone, and the space-charge screening length, which describes the length scale over which such changes occur.

For systems that contain a dopant and one charge-compensating defect, two limiting cases are commonly considered in the literature: (a) the Gouy-Chapman case, in which both dopant and charge-compensating defect are mobile and their concentration profiles are in electrochemical equilibrium; (b) the Mott-Schottky case, in which the dopant's concentration is constant across the entire system, and only the mobile compensating defect is in electrochemical equilibrium. (These two limiting cases are considered because they lead to simple analytical expressions linking space-charge parameters to observable properties.) Many actual samples, however, will be characterized by some intermediate case, one in which the exact concentration profile of the dopant conforms neither to the Mott-Schottky nor to the Gouy-Chapman case. Such intermediate cases result whenever the dopant is mobile at fabrication temperatures (i.e., sintering and conditioning of the polycrystalline oxide) but not at the (much lower) temperatures at which electrical measurements are made (i.e., at those temperatures at which the space-charge layers are probed). The critical factors, therefore, are the thermal history of the sample and the mobility of the dopant.

One oxide system whose grain boundaries have received much attention is the fluorite-structured oxide CeO\(_2\).\(^{5,11-45}\) The total ionic conductivity of the solid solutions CeO\(_2\)-M\(_2\)O\(_3\) is sufficiently high that the materials find application as oxygen-ion conducting electrolytes in intermediate temperature solid oxide fuel cells.\(^{46-52}\)\) Despite pristine grain boundaries exhibiting substantially lower conductivity than the bulk phase. Since the structural perturbation on its own is deemed insufficient to generate such considerable resistance, and since the grain-boundary width extracted from capacitance measurements is much larger than the structurally perturbed (core) region observed in transmission electron micrographs, it has been concluded that the high resistance is due to diffuse space-charge layers depleted of oxygen vacancies.

The formation of space-charge layers at grain boundaries in CeO\(_2\)-based materials is widely attributed to the behavior of ionic defects (as opposed to the trapping of electronic defects in interface states). Specifically, oxygen vacancies, in response to their Gibbs formation energy being lower at the core than in the bulk,\(^{2,5,7,53}\) segregate from bulk to core. The grain-boundary core thus develops an excess positive charge, and this charge is compensated by negatively charged space-charge zones, in which, at least in the dilute-solution picture, oxygen vacancies are strongly depleted and acceptor-dopant cations, if sufficiently mobile, are accumulated.

It is worth taking note of our use of the terms “segregation” and “accumulation.” Following Ref.\(^7,\)\) we use “segregation” to refer to the redistribution of a defect from the bulk to the core, increasing the concentration of that defect in the core; and we use “accumulation” to refer to the redistribution from bulk to the diffuse space-charge layers, increasing the concentration of that defect within the layers. Defect segregation does not necessarily imply defect accumulation, and vice versa.

Grain-boundary resistances measured for CeO\(_2\)-M\(_2\)O\(_3\) solid solutions at \(T < 1000\) K are generally analyzed\(^{24,31,34,35,40,54-59}\) within the Mott-Schottky approach (with one notable exception\(^7\)). Such an analysis ignores, however, two things. First, that concentrated solid solutions are being studied, whereas Mott-Schottky (and Gouy-Chapman) approaches, being based on the Poisson-Boltzmann formulism, are only valid for dilute solutions. Second, that dopant accumulation will have occurred at sintering temperatures. Atomic-level characterization by means of transmission electron microscopy\(^{38,60-64}\) (TEM) or atom probe tomography (APT)\(^{65,66}\) has found significant accumulation of the acceptor cation at grain boundaries in CeO\(_2\) solid solutions (grain boundaries in the related ZrO\(_2\)-Y\(_2\)O\(_3\) materials also show accumulation of the Y cations\(^{60,67-70}\)). Acceptor-cation accumulation can only take place at sintering temperatures because cation transport in fluorite-structured oxides, such as CeO\(_2\) and ZrO\(_2\), is extremely slow (orders of magnitude slower than oxygen transport) and because it is characterized by much higher activation energies.\(^{71-75}\) Knowledge of a sample’s thermal history is thus essential to the interpretation of experimental results.

In this study, we analyze the grain-boundary resistance of CeO\(_2\)-Gd\(_2\)O\(_3\) materials, moving beyond these usual assumptions of no dopant accumulation and of a dilute solution. To this end, we extend our previous work on space-charge layers at grain boundaries in the theoretical framework of Poisson-Cahn theory.\(^7,66\) Combining Poisson-Boltzmann and Cahn-Hilliard\(^7,77\) formalisms, Poisson-Cahn theory\(^7,66,79,80\) is able to treat space-charge layers at extended defects over the entire compositional space, from weakly doped systems up to concentrated solid solutions. We extend our previous study in one particular way: We take into account the (temperature-dependent) mobility of the cations and the thermal history of the sample. That is, we consider the realistic case of a restricted equilibrium in which (a) oxygen ions achieve electrochemical equilibrium quasi-instantaneously at all temperatures; and (b) the Gd\(^{3+}\) cations are allowed to attain electrochemical equilibrium at elevated (sintering) temperature, reacting to the electric potential profile set up by the vacancies redistribution, but are frozen-in at lower, measuring temperatures. We
2 | THE STANDARD POISSON-BOLTZMANN TREATMENTS

The principal aim of the standard treatments is to obtain simple analytical expressions for the grain-boundary resistance $R^{gb}$ in terms of space-charge potential $\phi_0$. We reproduce below the major equations, although they have been reported elsewhere, so that the assumptions involved in deriving such expressions are evident, and in this way, the conditions under which the expressions are valid are clear. This information is required later (Section 4.3), when experimental data are analyzed with Poisson-Cahn theory and with the standard approaches, and comparisons are made. Some mistakes and misconceptions in published studies are also cleared up.

Our considerations are restricted to an $AO_2$ oxide containing acceptor cations (site fraction $n_a$) and charge-compensating oxygen vacancies (site fraction $n_v$). Electrons are neglected on the assumption that they are minority species in the bulk and in the space-charge layers; this is a reasonable approximation for a $CeO_2$-$M_2O_3$ material under oxidizing conditions and at not too high temperatures. In the bulk, the electroneutrality condition is thus $n_b = 4n^b_v$ (since the concentrations are related through $c^b_e = 2c^b_v$ and the site densities in an $AO_2$ oxide through $2N^b_v = N^b_e$).

The standard treatments of Gouy-Chapman and Mott-Schottky space-charge layers in ionic solids are based on two main assumptions. First, materials’ parameters, such as charge-carrier mobilities or standard chemical potentials, are assumed to exhibit step functions at the core (abrupt core-space-charge model). That is, the mobilities, for example, exhibit one value in the bulk phase all the way up to the core and a different value in the grain-boundary core. Second, point defects are assumed to behave as dilute, non-interacting defects. The electrochemical potentials of the two defects (as building units) in the bulk and in the core take, therefore, the standard Maxwell-Boltzmann form:

$$\mu_v = \mu_v^\Theta + k_B T \ln n_v + 2e\phi$$

(1a)

$\mu_v^\Theta$ are the standard chemical potentials of the defect building units; $\phi$ is the electric potential; and $k_B$, $T$, and $e$ have their usual meanings. It is the difference in $\mu_v^\Theta$ between bulk phase and core phase, with $\mu_v^\Theta_v - \mu_v^\Theta_b < 0$, that drives the formation of the space-charge layers in our $AO_2$ oxide.

A defect (building unit) is considered to be in electrochemical equilibrium if its electrochemical potential is constant throughout the system ($\nabla\mu = 0$). (This presupposes that the defect is sufficiently mobile over the appropriate time and length scales.) For the electroneutral bulk and the space-charge layers, characterized in the model by spatially invariant values of $\mu_v^\Theta$, this means that the equilibrium concentration profiles in the space-charge layers take the form (with $\alpha = e/k_B T$):

$$c_v(x) = c_v^b e^{2\alpha(\phi(x) - \phi_b)} \quad (2a)$$

$$c_e(x) = c_e^b e^{2\alpha(\phi(x) - \phi_b)} \quad (2b)$$

2.1 | Simple analytical expressions for $R^{gb}$

A measured conductivity contains contributions from all mobile charge carriers, electronic and ionic. Which contributions need to be taken into account for the $CeO_2$-$M_2O_3$ system? In the present case—oxidizing conditions, intermediate (measurement) temperatures—the contributions from electrons to the bulk and grain-boundary conductivities can be ignored. For the bulk phase, the electronic conductivity is orders of magnitude lower than the ionic conductivity (the materials are excellent oxide-ion conductors). In the space-charge layers, electron accumulation may be significant, but there can be no contribution to the measured grain-boundary resistance, since an ionic current cannot be transformed into an electronic current within a material (the ionic and electronic rails run in parallel). In addition, the contributions to measured conductivities from the cations can be safely ignored, since, as noted above, they have negligible mobility at intermediate (measurement) temperatures. Consequently, only oxygen vacancies need to be taken into account when considering the measured conductivities.

The resistance of a single grain boundary, $R^{gb}$, when considered as an excess quantity, is the total resistance of a system containing a bulk phase, one grain-boundary core and two space-charge layers minus the resistance of a grain of identical dimensions without grain boundary and space-charge layers ($R^{gb} = R - R^{gb} = 2R^{cl} + R^{gb}$). Assuming the resistance of the core to be negligible ($2R^{cl} \gg R^{gb}$), we can express $R^{gb}$ as follows:

$$R^{gb} = \frac{2}{A} \left( \int_0^L \frac{1}{\sigma_e(x)} \, dx - \int_0^L \frac{1}{\sigma_v} \, dx \right)$$

(3)
where \(\sigma_v(x)\) is the local oxygen-vacancy conductivity and \(\sigma_b\), its value in the bulk. \(A\) is the cross-sectional area of the grain. The grain extends from \(x = 0\) to \(x = 2L\), with identical space-charge layers at \(x = 0\) and \(x = L\). Hence, the grain is symmetrical about \(x = L\), and only the portion between \(x = 0\) and \(x = L\) needs to be considered. The grain half-width \(L\) is considered to be large compared with the extent of the space-charge zone, such that bulk defect concentrations are found at \(x = L\).

The local oxygen-vacancy conductivity \(\sigma_v(x)\) can be expressed as the product of the vacancies’ concentration \(c_v(x)\), charge \(2e\) and mobility \(u_v\), that is, \(\sigma_v(x) = c_v(x)2eu_v\). Since, as one of the two main assumptions, \(u_v\) is taken to be constant up to the core, the factor \(1/u_v\) can be moved outside the integrals of Equation 3. In addition, since electrochemical equilibrium is assumed for the vacancies \((\nabla \mu_v = 0)\), \(c_v(x)\) is related to \(c_b^v\) through Equation 2a, and the factor \(1/c_b^v\) can be moved outside the integrals, too. In this way, Equation 3 becomes,

\[
R_b^v = \frac{2}{\alpha A}\int_0^L \left( e^{2\alpha(\phi(x) - \phi_b)} - 1 \right) dx.
\]  

(4)

The potential distribution, \(\phi(x) - \phi_b\), is found by solving the Poisson equation,

\[
\epsilon_0\epsilon_r \frac{d^2\phi}{dx^2} = e c_a(x) - 2e c_v(x),
\]

for the boundary conditions \(\Phi_0 = \phi(0) - \phi_b\) and \(\nabla \phi_b = 0\). The critical issue, as noted above, is the behavior of the dopant: Gouy-Chapman corresponds to \(\nabla \mu_a = 0\); Mott-Schottky corresponds to \(\nabla c_b = 0\). In each case the aim when solving Equation 5 is to obtain an expression for \(\phi(x) - \phi_b\) that, upon substitution into Equation 4, gives a form amenable to analytical integration.

2.2 | Gouy-Chapman (GC) space-charge layers

For the case of both point defects being mobile, we can substitute Equation 2 into Equation 5 to give,

\[
\frac{d^2\phi}{dx^2} = \frac{1}{2\alpha \epsilon_D^2} \left( e^{\alpha(\phi(x) - \phi_b)} - e^{-2\alpha(\phi(x) - \phi_b)} \right),
\]

(6)

where \(\epsilon_D\) is the Debye length,

\[
\epsilon_D = \sqrt{\frac{\epsilon_0\epsilon_r k_BT}{2e^2 c_b^v}}.
\]

Writing Equation 6 in this way emphasizes that \(\epsilon_D\) emerges naturally as the characteristic length.

Equation 6 does not have an analytical solution. Numerical solutions can be easily obtained for all values of \(\Phi_0\), but only those numerical solutions for which \(\alpha \Phi_0 < \ln[N_a/c_b^v]\) are physically reasonable, that is, for values of \(\Phi_0\) such that the dopant concentration at the interface does not exceed the number of cation sites, \(c_b^v < N_a\). With \(c_b^v/N_a = 1\%\) at \(T = 713 K\), for example, physically reasonable values of the space-charge potential are limited to \(\Phi_0 < 0.28\) V. One can avoid this problem by replacing the Maxwell-Boltzmann form of Equation 1b containing \(k_BT \ln n_a\) with a Fermi-Dirac-type expression \(\{\text{containing } k_BT \ln[n_a/(1 - n_a)]\}\), which takes site exclusion into account. This does not lead, however, to a simple expression for \(\phi(x)\), and consequently, for \(R_b^v\).

An analytical solution is possible by making the depletion approximation: the concentration of the depleted species (oxygen vacancies) is neglected in Equation 6. This is a reasonable approximation, since the contribution of the depleted charge carriers to the charge density is small compared to that from the accumulated acceptor dopants. The resultant Poisson equation has the solution

\[
\phi(x) - \phi_b = \begin{cases} 
\Phi_0 - 2\alpha \ln \left( 1 + \frac{1}{2\epsilon_D^2} e^{\alpha \Phi_0/2} \right), & 0 \leq x \leq 2\epsilon_D \\
0, & 2\epsilon_D < x 
\end{cases}
\]

(8)

In order to show how reasonable the depletion approximation is, we compare in Figure 1 the exact (numerical) and approximate (depletion-approximation) solutions to Equation 6. The approximate solution is identical to the exact solution close to the interface, since in this region the depletion approximation is best fulfilled, \(c_v(x) \ll c_a(x)\). Further from the interface,

**FIGURE 1** Dimensionless space-charge potential plotted against normalised spatial coordinate for a Gouy-Chapman space-charge layer: comparison of numerical (exact) and depletion-approximation solutions to the Poisson equation, Equation 6. \(\epsilon_D\) is the Debye screening length; \(\alpha = e/k_BT\)**
interface, the approximate solution deviates from the numerical solution, as the concentration of vacancies approaches that of the dopant and the depletion approximation loses validity.

Substitution of Equation 8 into Equation 4 and integrating over \( x = 0 \ldots 2\epsilon_D \) (the region for which Equation 8 is valid) gives,

\[
R_{GB}^{\text{GC}} = \frac{4\epsilon_D}{3\sigma_b^3} \left[ 3\Phi_0/2 - \frac{e^{3\Phi_0/2}}{(e^{\Phi_0/2} + 1)^3} - 3 \right].
\]

For values of \( a\Phi_0 \leq 3 \), the two latter terms within the square brackets are negligible, and one obtains

\[
R_{GB}^{\text{GC}} \approx \frac{4\epsilon_D}{3\sigma_b^3} e^{3\Phi_0/2}.
\]

The analysis of experimental data is often based on the ratio of the grain-boundary to bulk resistance, \( R_{GB}^{\text{GC}}/R_b \). In the Gouy-Chapman case, this ratio follows from Equation 10 as (note the grain size of 2L).

\[
\left( \frac{R_{GB}^{\text{GC}}}{R_b} \right) \approx \frac{2\epsilon_D}{3L} e^{3\Phi_0/2}.
\]

In Figure 2 we compare the resistance ratio obtained numerically by integration (first, of the Gouy-Chapman Poisson equation, Equation 6, and then, of Equation 4) with the approximate value from Equation 11. We see that Equation 11 is a remarkably good approximation down to \( a\Phi_0 \approx 0.8 \). A closer examination of the data (not shown) indicates that, for \( 0.8 \leq a\Phi_0 \leq 10 \), Equation 11 underestimates the resistance ratio by less than 3%. Alternatively, using Equation 11 to analyze resistance ratios yields values of \( a\Phi_0 \) that are overestimated by up to 6% for \( 0.8 \leq a\Phi_0 \leq 3 \) but by less than 1% for \( 3 \leq a\Phi_0 \leq 10 \).

2.3 Mott-Schottky (MS) space-charge layers

One widely held misconception is that the alternative extreme case—a Mott–Schottky space-charge layer—refers to the dopant being immobile. This is incorrect. It refers to the dopant’s concentration being fixed at its bulk value. Dopant immobility is of course required for the concentration to be constant, but it is not the defining condition.

With \( c_a(x) = c_{a,b} \), Equation 5 becomes,

\[
\frac{d^2\phi}{dx^2} = \frac{1}{2a\epsilon_a^2} \left( 1 - e^{-2a(\phi(x) - \phi^c)} \right).
\]

Neglecting, as before, the depleted charge carriers (the exponential term) and integrating twice, one obtains,

\[
\phi(x) - \phi^c = \begin{cases} \Phi_0 \left( \frac{1}{\epsilon_{MS}} - 1 \right), & 0 \leq x \leq \ell_{MS} \\ 0, & \ell_{MS} < x \end{cases}
\]

\( \ell_{MS} \), the Mott-Schottky screening length, is given by,

\[
\ell_{MS} = \frac{2\epsilon_D \epsilon_a \Phi_0}{\epsilon_a e^{\epsilon_a^b}} = \ell_D \sqrt{4a\Phi_0}.
\]

Unfortunately, substitution of Equation 13 into Equation 4 does not yield an expression that can be easily integrated (\( \int e^{x^2} dx \)). In this case, a further approximation is required: By linearizing the electric potential of Equation 13, to give \( \phi(x) - \phi^c = \Phi_0 [1 - 2x/\ell_{MS}] \), the integral of Equation 4 can be evaluated, and one obtains,

\[
R_{MS}^{\text{GC}} = \frac{2\epsilon_{MS}}{A\sigma_v^b \epsilon_a} \left[ \sinh(2a\Phi_0) - 1 \right].
\]

For values of \( a\Phi_0 > 3 \), the first term in the square brackets dominates and the \( \sinh \) function can be approximated by a single exponential, leading to,

\[
R_{MS}^{\text{GC}} \approx \frac{2\epsilon_{MS}}{A\sigma_v^b \epsilon_a} \frac{e^{2a\Phi_0}}{4a\Phi_0} = \frac{2\epsilon_D}{A\sigma_v^b} \frac{e^{2a\Phi_0}}{\sqrt{4a\Phi_0}}.
\]

The ratio of grain boundary to bulk resistance, \( R_{GB}^{\text{GC}}/R_b \), in this case follows from Equation 16 as follows:

\[
\frac{R_{GB}^{\text{GC}}}{R_b} \approx \ell_D \frac{e^{2a\Phi_0}}{L \sqrt{4a\Phi_0}}.
\]

\( \text{NB: Potential profiles for the MS depletion approximation and linearized depletion approximation plotted in Figure 8 of Göbel et al.}\)
A comparison of the exact (numerical) and two approximate solutions to Equation 12 is given in Figure 3. Again, the depletion approximation yields a relatively good description of \( \Phi(x) \) close to the interface, with slight deviations at the edge of the space-charge layer, where the depletion approximation does not hold. The linearized depletion approximation provides a poor description of \( \Phi(x) \), describing only the potential distribution close to the interface. Nevertheless, the analytical expression derived for \( R^b/R^g \) from the linearised depletion approximation (Equation 17) gives a surprisingly good approximation (see Figure 4) of the resistance ratio obtained numerically by integration (first, of the Mott-Schottky Poisson equation, Equation 12, and then, of Equation 4). This is because the most resistive part of an MS space-charge layer is that part closest to the interface (the local resistivity in a space-charge layer depending exponentially on \( \Phi(x) - \phi^b \), see Equation 4), and this part is described well by the linearized depletion approximation.

Comparing Figures 2 and 4, we see that, in the MS case, the analytical expression gives resistance ratios that underestimate the numerical (exact) values to a much larger degree for \( a\Phi_0 > 0.8 \). The detailed analysis (not shown) indicates a difference of up to 12% for \( 0.8 \leq a\Phi_0 \leq 10 \) but below 5% for \( 10 \leq a\Phi_0 \leq 30 \). Alternatively, for a given value of \( R^b/R^g \), \( a\Phi_0 \) is overestimated by up to 12% for \( 0.8 \leq a\Phi_0 \leq 3 \) but by less than 5% for \( 3 \leq a\Phi_0 \leq 10 \).

### 2.4 Interfacial thermodynamics

The quantity reported most often to characterize space-charge layers at grain boundaries in ion-conducting oxides is the space-charge potential \( \Phi_0 \). It is easily determined by applying, for example, Equation 17 to experimental resistance ratios. Sometimes it is used as a simple test of reasonableness: If values of \( \Phi_0 \) obtained in an analysis are similar to those reported in the literature for other oxide-ion conducting systems (not necessarily referring to the same materials system, let alone the same composition), then the results are regarded as reasonable. \( \Phi_0 \) however, is neither specific to a material nor specific to a particular interface. For a given interface, it will vary with the thermodynamic variables (eg, temperature and dopant concentration). For given thermodynamic variables, it will vary with the atomistic structure of the grain boundary, and thus, with the grain-boundary orientation.

Values of \( \Phi_0 \) obtained for ceramics are thus weighted averages over the type, frequency and spatial distribution of grain boundaries in the ceramic sample. The quantities that are specific to a material and to interfaces are the differences in the standard chemical potentials of the defects between bulk and core, \( \Delta \mu_{\text{def}}^c = \mu_{\text{def}}^c - \mu_{\text{def}}^b \). These differences constitute the thermodynamic driving energies for space-charge formation.

The space-charge potential can be predicted from a given set of \( \Delta \mu_{\text{def}}^c \) by coupling the interfacial defect thermodynamics to the bulk defect thermodynamics. Essentially, one assumes that the mobile point defects are in electrochemical equilibrium between core and bulk phases, \( \bar{\mu}_{\text{def}}^c - \bar{\mu}_{\text{def}}^b = 0 \), subject to the condition that the charge (per unit area) of the grain-boundary core is compensated by the two space-charge layers, \( Q_r + 2Q^{\text{cl}} = 0 \). Generally, for a system containing two charge carriers, these two contributions can be written as (where \( \iota^c \) is the core's width),

\[
Q_r = \omega^c \left[ 2e(c_v^c - c_b^b) - e(c_a^c - c_b^b) \right] - \int_0^L \left[ 2ec_v(x) - ec_a(x) \right] \, dx 
\]

\[
Q^{\text{cl}} = \int_0^L \left[ 2ec_v(x) - ec_a(x) \right] \, dx
\]  

\[ (18) \]
Let us first briefly sketch out the procedure of calculating $\Phi_0$, from given $\Delta \mu_{\text{def}}^{\Theta}$, taking as our example the case of Mott-Schottky space-charge layers. With the help of Equation 1a, one can re-write Equation 18 as follows:

$$Q_{\text{MS}}^c = w^c e^{\frac{b}{a}} \left[ \left( \frac{N_c^c}{N_b^c} \right) e^{-\alpha(\Phi_0 + \Delta \mu_{\text{def}}^{\Theta}/e)} - 1 \right]$$

$$Q_{\text{MS}}^{cl} = e^{\frac{b}{a}} \int_0^L \left[ e^{-2\alpha[(\phi(x)-\Phi_0)]} - 1 \right] \, dx.$$  \hspace{1cm} (19)

To evaluate the integral, one requires the electric potential profile, $\phi(x) - \Phi_0$, and this can only be obtained exactly by solving numerically Equation 12 (the relevant Poisson equation). Obtaining a self-consistent solution requires, therefore, an iterative procedure, in which $\Phi_0$ is varied (with Equation 12 being solved and Equation 19 being evaluated) until $Q_{\text{MS}}^c + 2Q_{\text{MS}}^{cl} = 0$ is fulfilled to required accuracy.

This procedure is not undemanding because $\phi(x) - \Phi_0$ has to be calculated numerically in every single iteration cycle. A preferable procedure would avoid this, and here we present a closed-form solution. A single integration of Equation 12 and subsequent application of Gauss’ Law yields namely

$$Q_{\text{MS}}^{cl} = -2e\alpha e^{\frac{b}{a}} \sqrt{\left( \alpha \Phi_0 - \frac{1}{2} \right)}. \hspace{1cm} (20)$$

Thus, combining $Q_{\text{MS}}^c$ from Equation 19 and $Q_{\text{MS}}^{cl}$ from Equation 20 according to $Q_{\text{MS}}^c + 2Q_{\text{MS}}^{cl} = 0$ results in a single equation with one unknown ($\Phi_0$) that can be solved for given $T$, $e^c_a$, $N^c_v$, $N^b_v$, $w^c$, and $\Delta \mu_{\text{def}}^{\Theta}$. Although this simple short-cut avoids determining the exact form of $\phi(x) - \Phi_0$, it is nevertheless mathematically exact.

In the case of Gouy-Chapman space-charge layers, the relevant equations are as follows:

$$Q_{\text{GC}}^c = w^c e^{\frac{b}{a}} \left[ \left( \frac{N_c^c}{N_b^c} \right) e^{-\alpha(\Phi_0 + \Delta \mu_{\text{def}}^{\Theta}/e)} \right.$$  

$$\left. - \left( \frac{N_a^c}{N_a^b} \right) e^{-\alpha(\Phi_0 + \Delta \mu_{\text{def}}^{\Theta}/e)} \right]$$

$$Q_{\text{GC}}^{cl} = -4e\alpha e^{\frac{b}{a}} \frac{\Delta \mu_{\text{def}}^{\Theta}}{2} \sinh \left( \frac{\alpha \Phi_0}{2} \right). \hspace{1cm} (21)$$

The considerations in this section have employed the Maxwell-Boltzmann forms of Equation 1 in Equations 19 and 21 for consistency, but we recommend using Fermi-Dirac expressions for the electrochemical potentials of the defect building units, in order to avoid physically unreasonable defect concentrations.

Lastly, we note that Maier and co-workers include a gap between core and bulk phases. Their arguments for the inclusion of a gap are essentially phenomenological, that is, that certain grain-boundary properties can only be described with a thermodynamic model when a gap is included. In contrast, examination of grain-boundary structures obtained experimentally from TEM or obtained by atomistic modelling reveal no such gap. It appears, therefore, that the inclusion of such a gap serves only to account for non-ideal thermodynamic behavior.

### 3 | POISSON-CAHN THEORY

For a system of point defects that exhibits deviations from dilute-solution behavior, one traditionally accounts for the deviations by introducing defect associates into the thermodynamic description of the system. Thus for the present case, in addition to considering acceptor dopants (a) and oxygen vacancies (v) as defect chemical species, one introduces dopant-vacancy associates, such as a-v pairs and a-v-a trios. By specifying equilibrium constants for the respective defect association reaction(s), one can, in principle, achieve a quantitative description of the point-defect thermodynamics. One may, however, obtain enthalpies of defect association that vary with acceptor concentration, and one may have to introduce even higher order associates arbitrarily with increasing acceptor concentration.

There is also a conceptual problem in seeking to extend the standard dilute-solution approach by introducing defect associates. The idea of acceptor species trapping vacancies makes no sense at high acceptor concentrations because the vacancies can never be free: they are always trapped. Moving away from one acceptor cation in a solid solution, a vacancy finds itself immediately next to another acceptor cation. For a trapping model to be applicable, vacancies need to be able to reside at lattice positions away from the influence of the acceptor cations.

The need to move beyond dilute-solution treatments for interfaces is impelled, therefore, in part by dilute-solution treatments of the bulk phase being inadequate or unsatisfactory. Indeed, current models of the bulk properties of CeO$_2$-Gd$_2$O$_3$ materials require far more complex approaches than simply introducing defect associates. The need to move beyond dilute-solution treatments is also impelled in part by the very presence of an interface in a system of interacting species (see Section 3.1). And it is impelled by two substantial deficiencies in the dilute-solution descriptions of interfacial behavior. One deficiency concerns the extent of acceptor-cation accumulation at grain boundaries in ceria solid solutions. Experimentally they are found to extend several nanometers, and the Debye length (Equation 7) of the dilute-solution approach predicts, in contrast, values of only a few angstroms. This deficiency cannot be remedied by including a-v pairs and a-v-a trios. The second deficiency concerns the spatial variation of oxygen vacancies in space-charge layers. APT studies of grain boundaries in...
Ce_{0.9}Nd_{0.1}O_{1.95} and Ce_{0.7}Nd_{0.3}O_{1.85}, as well as atomic simulations of grain boundaries\(^5\) and surfaces\(^{100,101}\) in Gd_{2}O_{3}-substituted CeO\(_2\), find co-accumulation of acceptor cations and oxygen vacancies. It is impossible for such behavior—co-accumulation of oppositely charged defects—to emerge from a dilute-solution approach (see Equation 1). There is little doubt, therefore, that a new approach is necessary.

Our approach to this problem, essentially, is to restrict the thermodynamic description to the two fundamental defect species, a and v, (in order to keep the same basic formalism) but to replace the site fractions of the dilute approximation with chemical activities. Poisson-Cahn theory constitutes one method for calculating activity coefficients for a and v as a function of temperature and composition. And it does so consistently across the entire compositional range. For dilute solutions, the activity coefficients reduce to unity, and for the case of mobile a and v, Gouy-Chapman behavior (see Section 2.2) is obtained, as it should (this being one benefit of keeping the same basic formalism); for concentrated solid solutions, in contrast, the activity coefficients deviate substantially from unity, and complex behavior may emerge.\(^76,80\). In the following section, we present Poisson-Cahn theory in detail.

### 3.1 Variational formulation

We focus on the same system as in Section 2, that is, with two charge carriers (a and v). Poisson-Cahn theory, it is stressed, is not restricted to only two charge carriers, and we have already extended the theory elsewhere\(^80\) to include electronic charge not restricted to only two charge carriers, and we have already explicitly from the beginning, but to keep the two cases comparable and for the sake of simplicity, we assume that the core has identical space-charge layers. Here, the core has to be included in Section 2, on a grain extending from \(x = 0\) to \(x = 2L\) with two identical space-charge layers. Here, the core to be included explicitly from the beginning, but to keep the two cases comparable and for the sake of simplicity, we assume that the core has no width. This assumption can be discarded if the need arises, but it does serve to keep the following derivation relatively simple.

We begin by considering the total free energy of the non-homogeneous system between \(x = 0\) and \(x = 2L\). Again, since the grain is symmetrical about \(x = L\), only the portion between \(x = 0\) and \(x = L\) needs to be considered. The inhomogeneity of the system makes this free energy a functional:

\[
F[n_a, n_v; \phi; T, n^0] = \Gamma^v \Delta \mu_a^0 n_a(0) + \Gamma^a \Delta \mu_v^0 n_v(0) + \int_0^L \left\{ g(n_a, n_v, T) + e\phi (2N_v^b n_a - N_a^b n_v) + N_a^b k_B T \left[ n_a \ln n_a + (1 - n_a) \ln (1 - n_a) + 2n_v \ln n_v + 2(1 - n_v) \ln (1 - n_v) \right] + \frac{1}{2} B_a \left( \frac{dn_a}{dx} \right)^2 + \frac{1}{2} B_v \left( \frac{dn_v}{dx} \right)^2 - \frac{1}{2} \epsilon_{ab} \epsilon_{0} \left( \frac{d\phi}{dx} \right)^2 \right\} dx
\]

where \(\Gamma^v\) are the areal densities of sites characterized by \(\Delta \mu_a^0\) within the core; the function \(g\) is the excess free energy due to defect interactions; and the coefficients \(B\) are gradient energy coefficients. Here, we assume that \(g\) takes the form,

\[
g = N_v v_0 \frac{1}{2} f_{a,v} n_a^2 + N_a a_0 \frac{1}{2} f_{a,v} n_v^2 + N_{a,v} f_{a,v} n_a n_v,
\]

where \(f_{ij}\) is an association free energy between the species \(i\) and \(j\), and \(N_{i,j}\) is the bond density.

It is worth devoting a few words to the gradient energy terms of Equation 22. The concept of a gradient energy in a solid solution was introduced by Cahn in the context of a miscibility gap in a phase diagram that leads to spinodal decomposition.\(^77\) Such a miscibility gap is one source of symmetry breaking—in this context meaning a departure of the average solute lattice configuration from the space-group symmetry of the host lattice—but others may arise from external fields such as those imposed on the system by the presence of extended defects. In such situations there must be a positive gradient energy contribution to the free energy, for the simple reason that the homogeneous solution is not otherwise stable. One can imagine a microscopic explanation for this phenomenon in terms of the ensemble of solute configurations that characterizes the free energy minimum in the homogeneous state. These configurations will extend infinitely in space, and hence, an external field inducing an inhomogeneous solute concentration will necessarily cause the system’s free energy to increase. That long-range configurations result from short-range forces is well understood in statistical mechanics: the same principles explain why the long-range effects of gradient energies have their origin in short-range solute interactions.\(^102\) In summary, the inclusion of gradient energy terms for an inhomogeneous concentrated solid solution is a thermodynamic necessity.

Recently, Vikrant et al\(^{103}\) predicted defect concentrations in ceria solid solutions neglecting gradient energy terms but introducing elastic energy terms into their free energy functional.\(^1\) Such terms arise, essentially, from point defects possessing non-zero formation volumes.\(^104\) In our study, we neglect elastic effects for simplicity, so that we can focus on our main theme, the analysis of the grain-boundary resistance in a thermodynamically consistent manner.

Let us now return to the free energy functional, Equation 22. The equilibrium state of the system is given by the functions \(n_a, n_v\), and \(\phi\) that minimize the functional, subject to the mass-conservation constraints.

\(^{7}\)Vikrant et al\(^{103}\) claim surprisingly that gradient energy coefficients are "experimentally unmeasurable." This is incorrect: they are measurable in the same way that thermodynamic driving energies of space-charge formation, interaction energies between point defects and diffusion coefficients are measurable. That is, by fitting a mathematical model to experimental data in order to extract the required parameter.
\[ \int_0^L \left[ n_v(x) - n_v^b \right] \, dx = 0 \]  
\[ \int_0^L \left[ n_a(x) - n_a^b \right] \, dx = 0 \]

Standard variational calculus yields the Euler-Lagrange equations for the minimizing functions:

\[ \frac{1}{N_v^b} \frac{\partial g}{\partial n_v} + k_B T \ln \frac{n_v}{1 - n_v} - e\phi - \beta_a \frac{d^2 n_v}{dx^2} = \lambda_v \]  
\[ \frac{1}{N_a^b} \frac{\partial g}{\partial n_a} + k_B T \ln \frac{n_a}{1 - n_a} + 2e\phi - \beta_v \frac{d^2 n_a}{dx^2} = \lambda_a \]

where \( \beta = B_a/N_a^b \). We term these equations the Poisson-Cahn equations. The expressions on the left-hand side of Equations 26 and 27 are the electrochemical potentials for inhomogeneous systems, meaning that the constants on the right—the Lagrange multipliers—are the electrochemical potentials in the bulk. These three equations are subject to the boundary conditions:

\[ B_a \left. \frac{dn_a}{dx} \right|_{x=0} = \Gamma_a^c \Delta \mu_a^c \]  
\[ \left. \frac{dn_a}{dx} \right|_{x=L} = 0 \]  
\[ B_v \left. \frac{dn_v}{dx} \right|_{x=0} = \Gamma_v^c \Delta \mu_v^c \]  
\[ \left. \frac{dn_v}{dx} \right|_{x=L} = 0 \]  
\[ \left. \frac{d\phi}{dx} \right|_{x=0} = \left. \frac{d\phi}{dx} \right|_{x=L} = 0 \]

The boundary conditions in the oxide bulk are the bulk defect concentrations and the reference electrostatic potential. Because the theory does not consider the grain-boundary core to exist as a separate phase, there is no charge separation outside of the interval \([0, L]\), and the derivative of the electrostatic potential is therefore zero at the interface.

The model so formulated is a second-order, nonlinear boundary value problem (retaining the elliptic character of the Poisson-Boltzmann model) that can be solved with standard techniques. The results presented in the subsequent section were generated with a custom-built, adaptive finite-elements solution implemented in MATLAB.

Parameters used in the simulations appear in Table 1. They probably do not constitute a unique set: another set may give an equally good, if not better, description of the system. Some parameters appearing in Table 1 have been drawn from first principles calculations—it should be possible to derive first principles estimates for the other parameters as well, including the gradient energy coefficients—however, the theory as utilized in this work is phenomenological. Some of the parameters are substantially different to those published in our previous paper; this is a consequence of considering the restricted equilibrium case for acceptor cations here, but the less realistic case of electrochemical equilibrium for acceptor cations in the previous study. In addition, we are aware that a continuum approach is an approximation that becomes poorer as the space-charge layer and structural extent of the grain boundary become comparable in length. However, continuum theories operating at similar length scales (in particular the Cahn-Hilliard theory itself) have proven successful in the past, and there is currently no straightforward possibility of recourse to an atomistic theory if equilibrium with a bulk phase is desired.

### 3.2 Length scale

Experiments indicate that the characteristic length for acceptor accumulation derived from Poisson-Boltzmann theory—the Debye length—does not pertain to concentrated systems in which accumulation layers have been found to be an order of magnitude larger. Since Poisson-Cahn theory yields space-charge layers that extend nanometres rather than angstroms, it is interesting to consider whether a characteristic length may be derived from the theory.

| Parameter | Value | Comment |
|-----------|-------|---------|
| \( \epsilon \)  | 35 | Relative dielectric permittivity |
| \( a_{\text{a}} / \AA \)  | 5.43 | Lattice constant |
| \( f_{\text{v}} / eV \)  | 0.47 | v-v interaction energy* |
| \( f_{\text{a}} / eV \)  | 1.67 | a-a interaction energy* |
| \( f_{\text{v}} / eV \)  | -1.33 | a-v interaction energy* |
| \( \Delta \mu_{\text{v}}^c / eV \)  | -2.20 | Drives space-charge formation* |
| \( \Delta \mu_{\text{a}}^c / eV \)  | 0 | |
| \( \lambda_{\text{v}}^c / \text{mol m}^{-2} \)  | 2.38 \( \times \) 10\(^{-5} \) | Areal density of sites with \( \Delta \mu_{\text{v}}^c \) |
| \( N_{\text{v}} / \text{m}^{-3} \)  | 3N\(_{\text{v}}\) |
| \( N_{\text{a}} / \text{m}^{-3} \)  | 8N\(_{\text{a}}\) |
| \( N_{\text{a}} / \text{m}^{-3} \)  | 4N\(_{\text{a}}\) |
| \( B_{\text{v}} / eV \text{ nm}^{-1} \)  | 4.56 \( \times \) 10\(^{-5} \) | Gradient energy coefficient for v* |
| \( B_{\text{a}} / eV \text{ nm}^{-1} \)  | 5.06 \( \times \) 10\(^{-4} \) | Gradient energy coefficient for a* |

The symbol (*) indicates that this parameter was varied to reproduce experimental conductivity data.
The Debye length, we recall, emerges naturally as a characteristic length in Poisson-Boltzmann theory (see Equations 6 and 12). In Poisson-Cahn theory, there is no such natural emergence of a characteristic length because we have a systems of linked Equations 26–28, each of which shows some mathematically complexity. We may also recall that the Debye length can be obtained by linearizing a Poisson-Boltzmann expression (for a dilute solution of two mobile, equally charged species). We follow, therefore, an analogous route to obtain a characteristic Poisson-Cahn length. We linearize the system of Equations 26–28 about the bulk values \( n_a^b \) and \( n_v^b \), using the local excess free energy of Equation 23 and extending the domain to \( L = \infty \). We thus obtain the linear system.

\[
\beta_a \frac{d^2 n_a}{dx^2} = \frac{k_B T}{n_a^b (1 - n_v^b)} + v_{aa} f_{aa} + (n_a - n_a^b) + v_{va} f_{va} - e \phi
\]

(34)

\[
\beta_v \frac{d^2 n_v}{dx^2} = v_{va} f_{va} (n_a - n_v^b) + \frac{k_B T}{n_v^b (1 - n_v^b)} + v_{vv} f_{vv} + (n_v - n_v^b) + 2e \phi
\]

(35)

\[
\epsilon_r \epsilon_0 \frac{d^2 \phi}{dx^2} = e [N_a^b (n_a - n_a^b) - 2N_v^b (n_v - n_v^b)]
\]

(36)

with the solution,

\[
\begin{pmatrix}
(n_a - n_a^b) \\
(n_v - n_v^b)
\end{pmatrix} = \sum_{i=1}^{3} k_i \xi_i \exp \left(-\frac{x}{\ell_i} \right)
\]

(37)

where \( k_i \) are constants determined by boundary conditions and \( \xi_i \) and \( 1/\ell_i^2 \) are the eigenvectors and eigenvalues, respectively, of the matrix.

\[
\begin{bmatrix}
\beta_a & 0 & 0 \\
0 & \beta_v & 0 \\
0 & 0 & \epsilon_r \epsilon_0
\end{bmatrix}
\]

(38)

\[
\begin{bmatrix}
\frac{k_B T}{n_a^b (1 - n_v^b)} + v_{aa} f_{aa} \\
\frac{k_B T}{n_v^b (1 - n_v^b)} + v_{va} f_{va} \\
v_{aa} f_{aa} - e
\end{bmatrix}
\]

\[
\begin{bmatrix}
\frac{k_B T}{n_v^b (1 - n_v^b)} + v_{vv} f_{vv} \\
v_{va} f_{va} - 2e N_v^b
\end{bmatrix}
\]

\[
0
\]

with \( v_{aa} = N_{aa}/N_a^b \), \( v_{va} = N_{va}/N_a^b \), and \( v_{vv} = N_{vv}/N_v^b \).

Equation 37 thus indicates that there are several lengths in Poisson-Cahn theory (one or more of which may be complex, indicative of an oscillatory solution). The maximum length \( \ell_{PC} \) derived from the eigenvalues of the matrix (38) will dominate the solution of Equation 37 and thus we take it to be the characteristic Poisson-Cahn length. A note of caution is warranted here. Since it has been obtained through linearization, \( \ell_{PC} \) is only valid in the limit of small effects, that is, it gives the screening length in a homogeneous, concentrated solid solution probed by an infinitesimal charge. Much larger effects, for example, acceptor accumulation in space-charge layers, may not necessarily be characterized by \( \ell_{PC} \).

### 3.3 | Vacancy mobility

One of the two main assumptions of the Poisson-Boltzmann models, as already mentioned in Section 2, is that the mobility of the charge carriers is constant throughout the bulk phase and the space-charge layers. This is a reasonable zero-order assumption for a dilute solution. In the Mott-Schottky case, \( a \) and \( v \) constitute a dilute solution in the bulk phase, and the concentration of \( v \) gets even more diluted in the space-charge zones. The Gouy-Chapman case is more complex because of acceptor accumulation in the space-charge zones. As long as the accumulation profile is accurately described by \( \epsilon^b \epsilon e^{q(\phi - \phi_0)} \) (cf. Equation 1b), however, the system behaves as a dilute solution. One may say, therefore, that the assumption of a constant mobility is reasonable as long as the composition of the matrix does not change significantly.

In a concentrated solid solution, on the other hand, the composition of the matrix—on both anion and cation sublattices—can change significantly in a space-charge layer. The assumption of constant charge-carrier mobility loses, therefore, its validity. In order to calculate the vacancy mobility as a function of composition (and thus of position within the space-charge layers), we employed the model of Nakayama and Martin. This model considers the association between oxygen vacancies and ionized acceptors, beginning with a defect equilibrium model composed of cation tetrahedra and the accompanying tetrahedrally coordinated anion sites in the fluorite lattice. The acceptor-vacancy interaction energy in the Poisson-Cahn model is thus employed to determine a distribution of tetrahedral configurations found in the lattice. An average activation energy for vacancy hopping between two adjoining tetrahedra is determined through a weighted harmonic mean of Boltzmann factors calculated with the activation enthalpy appropriate to the composition of the cation-cation edge (whether Ce-Ce, Ce-Gd, or Gd-Gd) through which the vacancy must move. The three activation enthalpies and a common attempt frequency were used as fitting parameters. The values are listed in Table 2.

### 4 | RESULTS

#### 4.1 | Space-charge extent

We begin by considering the evolution of acceptor accumulation profiles at grain boundaries in the CeO\(_2\)-Gd\(_2\)O\(_3\)
system as a function of acceptor site fraction. With our focus being on the profiles' extent, we compare in Figure 5 profiles predicted from Poisson-Cahn theory for the parameter values appearing in Table 1 with profiles calculated from the Gouy-Chapman model (Equation 6) with the same $n_a^b$. The two types of profile agree very well at low $n_a^b$, indicating clearly that Poisson-Cahn theory reduces to Gouy-Chapman theory in the limit of dilute solutions. From $n_a^b \approx 10^{-2}$ onwards, however, the profiles predicted from Poisson-Cahn theory are almost constant in extent, at around 4 nm, whereas the corresponding Gouy-Chapman profiles are far shorter and decrease in a strong and constant manner (Figure 5D-F). In other words, differences in the lengths of the accumulation layers start to appear at $n_a^b \approx 10^{-2}$, and these differences become more prominent with increasing $n_a^b$.

Keeping these results in mind, let us now consider the characteristic screening lengths. The benefit of calculating a screening length from Poisson-Cahn theory is that it obviates the need to solve the nonlinear Poisson-Cahn equations. Instead, a comparatively simple mathematical procedure is performed—the eigendecomposition of a matrix—and as described in Section 3.2, it is only a $3 \times 3$ matrix that needs to be eigendecomposed for a solid solution of two species (a and v). The characteristic Poisson-Cahn length, $\ell_{PC}^{max}$, was obtained from the eigenvalues of matrix (38) for the parameter values appearing in Table 1. The data are plotted for two different temperatures in Figure 6A, B, taking the real part of any complex-valued data, and including the Debye length $\ell_D$ for comparison.

At low $n_a^b$ there is, as required, no difference between $\ell_{PC}^{max}$ and $\ell_D$ at either temperature: Poisson-Cahn theory reduces to Gouy-Chapman theory in the dilute limit. As $n_a^b$ increases, one sees from some critical level onwards increasing deviations between the two characteristic lengths. $\ell_D$ continues to fall, decreasing even below the lattice constant of CeO$_2$, whereas $\ell_{PC}^{max}$, after a short plateau, rises strongly. This behavior is qualitatively, but not quantitatively, similar to that shown in Figure 5. This, then, is the (expected) disadvantage of the linearization required to obtain $\ell_{PC}^{max}$ (see Section 3.2). We attribute the rise in $\ell_{PC}^{max}$ with increasing $n_a^b$ to the gradient energy becoming increasingly important. The crossover point—the point at which the Debye length (and thus the dilute-solution approximation) is no longer valid for this system—is at $n_a^b \approx 0.5\%$ at $T = 713$ K and at $n_a^b \approx 1\%$ at $T = 1573$ K (again, similar to the behavior of Figure 5). The data of Figure 6 thus provide a means for determining quantitatively the limit of dilute-solution behavior. Furthermore, it indicates that the critical concentration depends on temperature and that materials with less than 1% bulk acceptor concentration may display the behavior of concentrated systems.

Lastly, we comment on why the Mott-Schottky model (rather than the Gouy-Chapman model) is widely applied in the literature to concentrated solid solutions. Sometimes it is because the Mott-Schottky case is misunderstood as the case of immobile acceptors rather than the case of constant acceptor concentration. Sometimes it is because of the characteristic screening length. Equation 14 indicates that $\ell_{MS}$ can be much larger than $\ell_D$. For example, at $T = 713$ K, and with a modest space-charge potential of only $\Phi_0 = 0.25$ V, one finds $\ell_{MS} \approx 4\ell_D$. The Mott-Schottky approach thus permits the electrical width of a grain boundary to take values that are much larger than the Debye length, and hence, comparable with experiment. That is, $\ell_{MS}$ can be physically reasonable, while $\ell_D$ drops below the lattice spacing.

### 4.2 Conductivity

In Figure 7A, B we compare literature data$^5,17,21,31,50,108$ for the total and the bulk conductivity of CeO$_2$-Gd$_2$O$_3$ ceramics at $T = 713$ K. In those cases where no experimental data are available at this temperature, we interpolated or extrapolated as necessary. Some studies only reported the total conductivity, which is why there are more datasets in (A) than in (B). The total conductivity, it is noted, is an effective quantity over bulk and grain boundaries. It can expressed in terms of the resistance ratio as follows:

$$\frac{\sigma^b}{\sigma^i} = \frac{R_{gb}}{R^b} + 1. \quad (39)$$

It is emphasized that the range of acceptor site fractions that we consider in this figure corresponds, in the light of Figure 6, to those outside the dilute regime, that is, $n_a^b \geq 1\%$.

Let us start by examining the data for $\sigma^b$ in Figure 7A. Small variations between the individual studies are evident, with the variation between minimum and maximum values being less than a factor of 1.4; the maximum conductivity at this temperature is achieved for $n_a^b \approx 0.1$. Turning now to the data for $\sigma^i$ in Figure 7A, we find more pronounced scatter, with the variation between minimum and maximum values varying by up to a factor of 4; the broad maximum in the total conductivity appears at this temperature at $n_a^b \approx 0.2$.

That the data for $\sigma^i$ exhibit more pronounced scatter than the $\sigma^b$ data is to be expected. The former includes

| Table 2 | Parameters used in the Nakayama-Martin model$^{107}$ to calculate the composition-dependent ionic conductivity of the CeO$_2$-Gd$_2$O$_3$ system |
| Parameter | Value |
|------------|-------|
| $v_s$/$s^{-1}$ | $1.062 \times 10^{13}$ |
| $\Delta H_{PC}^{\text{max}}$/eV | 0.682 |
| $\Delta H_{PC}^{\text{min}}$/eV | 1.192 |
| $\Delta H_{Gd - Gd}$/eV | 1.323 |

It is emphasized that the range of acceptor site fractions that we consider in this figure corresponds, in the light of Figure 6, to those outside the dilute regime, that is, $n_a^b \geq 1\%$.
contributions from the grain boundaries, see Equation 39. Samples from various studies will thus be characterized, possibly, by differing grain sizes; by differing amounts and distributions of intergranular porosity; by differing amounts and types of impurities at the grain boundaries; and in particular, by differing degrees of acceptor accumulation resulting from differing thermal histories.

In Figure 7C we plot the ratio $\sigma^b/\sigma^t$ (see Equation 39), together with values of the ratio calculated by combining Poisson-Cahn theory and the Nakayama-Martin model for the conductivity (with the set of parameters listed in Tables 1 and 2). Here, we have focussed on describing the data from Tschöpe et al.\textsuperscript{5} because we know the samples’ thermal histories and they are simple: All samples were quenched from $T = 1573$ K. Cooling samples in a furnace from the sintering
temperature constitutes a far more complicated case, since it is unclear at what the temperature(s) the acceptor accumulation profiles are frozen in.

### 4.3 | Space-charge potential

The parameter used most often in the literature to characterize space-charge layers is the space-charge potential (see also Section 2.4). Previously, this meant applying dilute-solution theories, even though invalid, to concentrated solutions. Poisson-Cahn theory avoids this inconsistency but generates a different problem: it does not provide a comparatively simple mathematical procedure for extracting the space-charge potential from experimental data, and there is a reason for this.

In Sections 2.2 and 2.3, we saw that the simple functional form of the electrochemical potential of a defect in a dilute solution (Equation 1) allows simple equations relating the grain-boundary resistance to the space-charge potential to be derived. In a concentrated solid solution, a far more complex form is required for the electrochemical potential of a defect, in order to capture the increased complexity of the system. Within Poisson-Cahn theory, the defect electrochemical potential (Equations 26 and 27) contains additional terms that arise from the excess free energy due to defect-defect interactions and from the gradient energy terms. It is, therefore, the necessarily complex functional form of a defect electrochemical potential in a concentrated solid solution that prevents simple procedures from being developed.

Given the lack of alternatives, we examine, consequently, how well the expressions from the dilute-solution theories perform when applied to data obtained for concentrated solutions (i.e., outside their region of validity). To this end, we take the conductivity ratios calculated by combining Poisson-Cahn theory and the Nakayama-Martin model (Figure 7C) and extend them down to the dilute-solution regime. We then apply Equations 11 and 17 to obtain \( \Phi_{GC}^0 \) and \( \Phi_{MS}^0 \), respectively. These data can be compared with values from the Poisson-Cahn simulations, \( \Phi_{PC}^0 \).

Before we compare the data, let us first consider possible sources of discrepancy between \( \Phi_{PC}^0 \) and \( \Phi_{GC}^0 \) or \( \Phi_{MS}^0 \). We expect, of course, discrepancies as we cross the boundary between dilute and concentrated solutions; but we also expect discrepancies for the entire range of acceptor concentrations from three separate sources. First, the Poisson-Cahn model that we implemented in this study refers to a restricted equilibrium for the acceptors—equilibrated at \( T = 1573 \) K but frozen-in at \( T = 713 \) K—whereas the Poisson-Boltzmann models assume that the acceptors are either in electrochemical equilibrium at \( T = 713 \) K (Gouy-Chapman) or have a constant concentration (Mott-Schottky). The electrostatic potential profiles in the space-charge zones will thus differ substantially between the two cases. Second, the Nakayama-Martin model necessarily predicts a spatially varying conductivity within the space-charge zones on account of compositional changes; the Poisson-Boltzmann models, in contrast, employ a constant charge-carrier mobility equal to the value in the bulk phase. The values of \( \Phi_{GC}^0 \) and \( \Phi_{MS}^0 \) obtained will thus include the effect of the spatially varying ion mobility. Third, various approximations are made in deriving Equations 11 and 17, and as discussed in Sections 2.2 and 2.3, they also introduce errors.

Bearing these points in mind, we now compare \( \Phi_{PC}^0 \) with \( \Phi_{GC}^0 \) and \( \Phi_{MS}^0 \) as a function of \( n_a^b \) in Figure 8. We consider three general regions, without wanting to define strict boundaries between these regions. At low \( n_a^b \), \( \Phi_{PC}^0 \) is close to the

---

**FIGURE 6** Characteristic length scale of space-charge layers in the CeO₂-Gd₂O₃ system obtained from Poisson-Cahn theory (\( \xi_{PC}^{max} \)) against bulk acceptor site fraction \( n_a^b \). Plotted for comparison is the Debye length (\( \xi_D \)). A, \( T = 713 \) K and (B) \( T = 1573 \) K. The dashed, horizontal, gray line denotes the lattice parameter of CeO₂.
two dilute-solution values, falling between them at the lowest $n_b^a$. This suggests that Equations 11 and 17, despite the three sources of discrepancy—neglecting restricted equilibrium; ignoring spatially varying mobility; including simplifying approximations—yield values of $\Phi_0$ that reflect the space-charge potential at the interface. In the intermediate region, with site fractions from below one percent up to several percent, $\Phi_0^{GC}$ and $\Phi_0^{MS}$ diverge substantially from $\Phi_0^{PC}$, and at high $n_b^a$, that is, above several percent, the dilute-solutions values bear no relation to the electrostatic potential at the interface. So, one can apply dilute-solution models to concentrated solid solutions, but the results one obtains will be meaningless.

Finally, we comment on other experimental procedures that can be used to extract the space-charge potential. One alternative electrical method, proposed by Kim and Lubomirsky, is the analysis of a polycrystal's current-voltage characteristics. Such an analysis has been shown for ceria-based electrolytes to yield space-charge potentials different to those obtained by applying Equation 17 to conductivity data. One consequence according to Kim and Lubomirsky is that there are additional sources of resistance (e.g., a non-negligible core resistance). It is not surprising, though, that the two approaches, current-voltage characteristics and resistance ratio, yield different values. Both approaches start by assuming incorrectly that the point defects in a concentrated solid solution behave as in a dilute solution, and then they take different routes to the space-charge potential. There is no reason to believe that they will yield the same value of $\Phi_0$. It seems unnecessary, therefore, to invoke other sources of resistance, if the complexity of point-defect behavior in concentrated solid solution is not taken into account.

Consequently, there is a need to determine directly the space-charge potential at grain boundaries, and this can be
achieved by electron holography in a TEM or by scanning probe techniques. Conducting and analyzing such experiments is not trivial, however. In electron holography, large changes in composition (acceptor accumulation!) complicate the extraction of the electrostatic potential, while for scanning probe measurements, the grain-boundary potential has to be isolated from that arising from the surface space-charge layer.

5 | CONCLUDING REMARKS

The intrinsic simplicity of a dilute solution of point defects is beguiling, part of the allure being the ability to describe not only the bulk properties but also the interfacial properties of such a system with simple analytical expressions. Most oxide-ion conducting electrolytes, however, are concentrated solutions and thus constitute complex systems of point defects. The addition of interfaces that modify the complex point-defect behavior by generating deviations from local electroneutrality introduces yet further complexity. The application of dilute-solution concepts to systems that evidently do not conform to this degree of simplicity is, therefore, incorrect. In this study, we have concerned ourselves with some of the consequences.

We have demonstrated that there is no simple way to calculate the extent of the acceptor accumulation layers at a grain boundary in a concentrated solution. A characteristic screening length, analogous to the Debye length, can be derived from linearized Poisson-Cahn theory in a relatively simple fashion. It provides a means to determine quantitatively the (temperature-dependent) limit between dilute and concentrated solid solutions. But, owing to the linearization of a highly nonlinear problem, it fails to describe the extent of space-charge zones in concentrated solutions. The extent of the accumulation layer can only be obtained through solution of the Poisson-Cahn equations. In addition, we have demonstrated that there is no simple way to analyze the grain-boundary resistance of a concentrated solution. Worse still, the application of the standard analytical expressions from dilute-solution theories will generally yield values for the space-charge potential that, though not physically unreasonable, bear no relation to reality. In this way, we advocate the use of a sufficiently complex approach, such as Poisson-Cahn theory, to describe the complex electrical behavior of complex materials.
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