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The name Schur is associated with many terms and concepts that are widely used in a number of diverse fields of mathematics and engineering. This survey article focuses on Schur’s work in analysis. Here too, Schur’s name is commonplace: The Schur test and Schur-Hadamard multipliers (in the study of estimates for Hermitian forms), Schur convexity, Schur complements, Schur’s results in summation theory for sequences (in particular, the fundamental Kojima-Schur theorem), the Schur-Cohn test, the Schur algorithm, Schur parameters and the Schur interpolation problem for functions that are holomorphic and bounded by one in the unit disk. In this survey, we shall discuss all of the above mentioned topics and then some, as well as some of the generalizations that they inspired. There are nine sections of text, each of which is devoted to a separate theme based on Schur’s work. Each of these sections has an independent bibliography. There is very little overlap. A tenth section presents a list of the papers of Schur that focus on topics that are commonly considered to be analysis. We shall begin with a review of Schur’s less familiar papers on the theory of commuting differential operators.
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1. Permutable differential operators and fractional powers of differential operators.

Let

\[ P(y) = p_n(x) \frac{d^n y}{d x^n} + p_{n-1}(x) \frac{d^{n-1} y}{d x^{n-1}} + \cdots + p_0(x) y \]

and

\[ Q(y) = q_m(x) \frac{d^m y}{d x^m} + q_{m-1}(x) \frac{d^{m-1} y}{d x^{m-1}} + \cdots + q_0(x) y. \]
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be formal differential operators, where \( n \geq 0 \) and \( m \geq 0 \) are integers, and \( p_k(x) \) and \( q_k(x) \) are complex valued functions. Then \( Q \) commutes with \( P \) if \( (PQ)(y) = (QP)(y) \). (It is assumed that the coefficients \( p_k, q_l \) are smooth enough, say infinitely differentiable, so that the product of the two differential expressions is defined according to the usual rule for differentiating a product. The commutativity \( PQ - QP = 0 \) means that the appropriate differential expressions, that are constructed from the coefficients \( p_k, q_l \) according to the usual rules for differentiating a product, vanish.)

In [Sch1] Schur proved the following result: Let \( P, Q_1 \) and \( Q_2 \) be differential operators of the form (1.1) and (1.2). Assume that each of the operators \( Q_1 \) and \( Q_2 \) commutes with \( P \): \( PQ_1 = Q_1P \) and \( PQ_2 = Q_2 P \). Then the operators \( Q_1 \) and \( Q_2 \) commute with each other: \( Q_1 Q_2 = Q_2 Q_1 \).

This result of Schur was forgotten and was rediscovered by S. Amitsur ([Ami], Theorem 1) and by I.M. Krichever ([Kri1], Corollary 1 of Theorem 1.2). (Amitsur does not mention the result of Schur, and Krichever does not mention either the result of Schur, or the result of Amitsur in [Kri1], but does refer to Amitsur in a subsequent paper [Kri2].)

The method used by Schur to obtain this result is not less interesting than the result itself. In modern language, Schur developed the calculus of formal pseudodifferential operators in [Sch1]: for every integer \( n \) (positive, negative or zero), Schur considers the formal differential “Laurent” series of the form

\[
F = \sum_{-\infty < k \leq n} f_k(x) D^k, \tag{1.3}
\]

where the coefficients \( f_k(x) \), \( -\infty < k \leq n \), are smooth complex-valued functions of \( x \) and \( D = \frac{d}{dx} \). (He does not discuss the existence of an operator in a space of functions that corresponds to this formal series.) The sum of two formal “Laurent” series and the product of such a series and a complex constant are defined in the usual way. To define the product \( F \circ G \) of two such series \( F \) and

\[
G = \sum_{-\infty < l \leq m} g_l(x) D^l, \tag{1.4}
\]

one needs a rule for commuting powers of the operator \( D \) with powers of the operator of multiplication by the function \( a(x) \). This rule is defined by the formulas

\[
D a = a(x)D + a'(x)I,
\]

and

\[
D^{-1} a = a(x)D^{-1} - a'(x)D^{-2} + a''(x)D^{-3} + \cdots + (-1)^{k-1} a^{(k-1)}(x)D^{-k} + \cdots,
\]

where \( a'(x), a''(x), \ldots a^{(k-1)}(x), \ldots \) are the derivatives of the function \( a(x) \) of the indicated order. The set of all formal differential “Laurent” series provided with such
operations becomes an associative (but not commutative) ring over the field of complex numbers. If the function \( f_n(x) \) is invertible (in which case we can and will assume that \( f_n(x) \equiv 1 \)), then the formal Laurent series (1.3) is invertible, and its inverse is of the form

\[
H = \sum_{-\infty < l \leq -n} h_l(x)D^l,
\]

where \( h_{-n}(x) = 1 \), and the coefficients \( h_k(x) \) are polynomials in the functions \( f_k(x), k < n \), and their derivatives.

In particular, a differential operator \( P \) of the form (1.1) may be considered as a formal “Laurent” series (1.3) whose “positive” part \( F_+ = \sum_{0 \leq k \leq n} f_k(x)D^k \) coincides with \( P \) and whose “negative” part \( F_- = \sum_{-\infty < k < 0} f_k(x)D^k \) vanishes. In [Sch1], Schur proved that if each of two formal differential Laurent series \( F_1 \) and \( F_2 \) commutes with a differential operator \( P \) of the form (1.1): \( P \circ F_1 = F_1 \circ P \) and \( P \circ F_2 = F_2 \circ P \), then \( F_1 \) and \( F_2 \) commute with each other: \( F_1 \circ F_2 = F_2 \circ F_1 \). In particular, this result is applicable to polynomial differential operators \( Q_1 \) and \( Q_2 \) of the form (1.2) commuting with \( P \). (\( Q_1 \) and \( Q_2 \) are considered as differential formal Laurent series whose “negative” parts are equal to zero.) Schur gives an explicit description of the commutant of the differential operator \( P \) (and, even more generally, the description of the commutant of any formal differential Laurent series). The notion of the fractional power \( P^{1/n} \) of the differential operator \( P \) is involved in this description.

Let \( n \geq 0 \) and let \( F \) be a formal differential Laurent series of the form (1.3). The formal differential Laurent series \( F^{1/n} \) is defined as the formal differential series \( R \) for which the equality

\[
\underbrace{R \circ R \circ \cdots \circ R}_{n \text{ times}} = F
\]

holds. In [Sch1] it is proved that if the function \( (f_n(x))^{1/n} \) exists (in which case we can and will assume that \( f_n(x) \equiv 1 \)), then such a series \( R = F^{1/n} \) exists and is of the form

\[
R = \sum_{-\infty < \rho \leq 1} r_{\rho}(x)D^\rho,
\]

where \( r_1(x) \equiv 1 \). The coefficients \( r_0(x), r_{-1}(x), r_{-2}(x), \ldots \) can be determined in a recursive manner as polynomials of the functions \( f_{n-1}(x), f_{n-2}(x), \ldots, f_0(x), \ldots \) and their derivatives. The differential Laurent series \( F^{k/n} \) (\( k \) an integer) is defined as \( F^{k/n} \overset{\text{def}}{=} (F^{1/n})^k \).

For example, if

\[
L = D^2 + q(x)I
\]

is a Sturm-Liouville differential operator of second order, then

\[
L^{1/2} = D + s_0(x)I + s_{-1}(x)D^{-1} + s_{-2}(x)D^{-2} + s_{-3}(x)D^{-3} + s_{-4}(x)D^{-4} + \cdots \tag{1.9}
\]
where
\[ s_0(x) = 0, \ s_{-1}(x) = \frac{1}{2} q(x), \ s_{-2}(x) = -\frac{1}{4} q', \ s_{-3}(x) = \frac{1}{8} q''(x) - \frac{1}{8} q^2(x), \]
\[ s_{-4}(x) = -\frac{1}{16} q'''(x) + \frac{3}{8} q(x) q'(x), \ldots \] (1.10)

Furthermore, \( L^{3/2} = (L^{1/2})^3 = L \cdot L^{1/2} = L^{1/2} \cdot L \), and we can calculate
\[ L^{3/2} = D^3 + t_2(x) D^2 + t_1(x) D + t_0(x) I + t_{-1}(x) D^{-1} + \cdots, \] (1.11)
where
\[ t_2(x) = 0, \ t_1(x) = \frac{3}{2} q(x), \ t_0(x) = \frac{3}{4} q'(x), \ t_{-1}(x) = \frac{1}{8} q''(x) + \frac{3}{8} q^2(x), \ldots \] (1.12)

In [Sch1] it is proved that the formal differential Laurent series \( F \) commutes with a differential operator \( P \) of the form (1.1) (of order \( n \)) if and only if \( F \) is of the form
\[ F = \sum_{-\infty < k \leq n} c_k P_k/n, \] (1.13)
where \( c_k \) are complex constants \((c_k \text{ do not depend on } x)\). In particular, some series of the form (1.13) can in fact be differential operators (if by some very special choice of the \( c_k \) the negative part \( F_- \) of the series (1.13) vanishes). These and only these differential operators commute with \( P \). Moreover, it is clear that series of the form (1.13) commute with each other.

The results of Schur on fractional powers of differential operators were forgotten. The resurgence of interest in this topic is related to the inverse scattering method for solving non-linear evolution equations. The inverse scattering method was discovered and applied to the Korteweg-de Vries equation by C. Gardner, J. Green, M. Kruskal and R. Miura in their famous paper [GGKM]. This method was then extended to some other important equations towards the end of the sixties. P. Lax [Lax] developed some machinery (that is now commonly known as the method of \( L \cdot A \) pairs, or Lax pairs) that allows one to use the inverse scattering formalism in a more organized way. The first step of the Lax method is to express the given evolution equation in the form
\[ \frac{\partial L}{\partial t} = [A, L], \] (1.14)
where \( L \) is a differential operator (with respect to \( x \)), some of whose coefficients depends on \( t \), \( A \) is a differential operator with respect to \( x \) that does not depend on \( t \) and (the commutator) \([A, L] = AL - LA\). In subsequent developments, the evolution equation (1.14) was investigated using various analytic methods drawn from the theory of inverse spectral and scattering problems and the Riemann-Hilbert problem, among others. In their article [GeDi], I.M. Gel’fand and L.A. Dikiǐ (=L. Dickey) observed that fractional
powers of differential operators can help in a systematic search for pairs $L$ and $A$ whose commutator $[A, L]$ is related to a nonlinear evolution equation. The idea of Gel'fand and Dikii is to consider the “positive” part $(L^\alpha)_+$ of some fractional power $L^\alpha$ as such an operator $A$. Let us explain how the fractional powers of the Sturm-Liouville operator $L$ of the form (1.8) can be applied to construct the $L$-$A$ pair for the Korteweg-de Vries equation. Since an operator $L$ of the form (1.8) is of second order, it suffices to consider only integer and half-integer powers of $L$. Integer powers do not lead to anything useful: the appropriate $A$ just commutes with $L$. Half-integer powers are more interesting. According to (1.9)-(1.10), $(L^{1/2})_+ = D$. The direct computation of the commutator gives: $[A, L] = q'I$ for $A = D$. The evolution equation (1.14) is of the form $\frac{\partial q}{\partial t} = \frac{\partial q}{\partial x}$ in this case. The case $A = (L^{3/2})_+$ is much more interesting. From (1.11)-(1.12) it follows that

$$A = D^3 + \frac{3}{2} q(x)D + \frac{3}{4} q'(x)I.$$  

(1.15)

The direct calculation of the commutator of the differential expressions $A$ and $L$ of the forms (1.15) and (1.8), respectively, gives

$$[A, L] = \frac{1}{4} q'''(x) + \frac{3}{2} q(x)q'(x).$$  

(1.16)

Thus, the evolution equation (1.14) takes the form

$$\frac{\partial q}{\partial t} = \frac{1}{4} \frac{\partial^3 q}{\partial x^3} + \frac{3}{2} q \frac{\partial q}{\partial x}.$$  

(1.17)

This is the Korteweg-de Vries equation. In the paper [GeDi] a symplectic structure was introduced and a Hamiltonian formalism was developed. The approach of Gel’fand and Dikii was further developed by M. Adler [Adl] and by B.M. Lebedev and Yu.I. Manin [LebMa]. However, the results of Schur on permutable differential expressions and on fractional powers of differential expressions are not mentioned either in [Adl], or in [LebMa], nor are they mentioned in the well-known surveys [Man], [Tsu], dedicated to algebraic aspects of non-linear differential equations. The fact that these results of Schur were largely forgotten may be due to the lack of a natural area of application for a long time. We found only one modern source where this aspect of Schur’s work is mentioned: Tata Lectures by D. Mumford. Mumford cites the paper [Sch1] in Chapter IIIa, §11 of [Mum] (Proposition 11.7).

The paper [Sch1] does not discuss the structure of the set of differential expressions which commute with a given operator $P$. The answer “the differential expressions which commute with $P$ are those formal Laurent series in $P^{1/n}$ for which “negative part” vanishes is not satisfactory because it just replaces the original question by the question “what is the structure of formal Laurent series in $P^{1/n}$ for which “negative part” vanishes. Of course, if $P$ is a given differential operator and $b$ is a polynomial with constant coefficients then the differential operator $Q = b(P)$ commutes with $P$. More generally, if $Z$ is any differential operator and $a$ and $b$ are polynomials with constant coefficients then the
operators $P = a(Z)$ and $Q = b(Z)$ commute each with other. However there exist pairs of commuting differential operators $P, Q$ which are not representable in the form $P = a(Z)$, $Q = b(Z)$. (See formula (1) in \[BuCh1\].) The problem of describing pairs of commuting differential operators was essentially solved by J.L. Burchnall and T.W. Chaundy \[BuCh1], \[BuCh2], \[BuCh3] in the twenties. See also \[Bak1\]. (The complete answer was obtained for those pairs $P, Q$ whose orders are coprime.) The answer was expressed in terms of Abelian functions. In particular, it was proved that the commuting pair $P, Q$ satisfy the equation

$$r(P, Q) = 0,$$

where $r(\lambda, \mu)$ is a (non-zero) polynomial of two variables with constant coefficients. (This result is known as the Burchnall-Chaundy lemma.) The remarkable papers \[BuCh1], \[BuCh2], \[BuCh3], \[Bak1] were forgotten. Their results were rediscovered and further developed by I.M. Krichever, \[Kri1], \[Kri2], \[Kri3], \[Kri4] in the seventies. (When Krichever started his investigations in this direction, he was not aware of the results of Burchnall and Chaundy. In his paper \[Kri1] he mentioned only the relevant recent works of a group of Moscow mathematicians. However, in his subsequent papers he referred to \[BuCh1], \[BuCh2], \[BuCh3] and \[Bak1]; see the “Note in Proof” at the end of \[Kri2] and references [2-4] in \[Kri3].)

Thus, the history of commuting differential expressions, which began with the work of Schur \[Sch1], is rich in forgotten and rediscovered results.
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2. Generalized limits of infinite sequences and their matrix transformations.

One of the basic notions of mathematical analysis is the notion of the limit of a sequence of real or complex numbers. A sequence \( \{x_k\}_{1 \leq k < \infty} \) of complex numbers for which the limit \( \lim_{k \to \infty} x_k \) exists is said to be convergent. A sequence \( \{x_k\}_{1 \leq k < \infty} \) of complex numbers for which \( \sup_k |x_k| < \infty \) is said to be bounded. Let the set of all convergent sequences be denoted by \( c \), the set of all bounded sequences be denoted by \( m \), and the set of all sequences be denoted by \( s \).

It is clear that each of the sets \( c \), \( m \) and \( s \) is a vector space, and that \( c \subset m \subset s \).

Sometimes one needs to define a generalized limit \( R - \lim_{k \to \infty} x_k \) (according to some rule \( R \)) for some sequences for which the “usual” limit \( \lim_{k \to \infty} x_k \) may not exist. Let \( c_R \) denote the set of all sequences \( \{x_k\}_{1 \leq k < \infty} \) for which the \( R - \lim_{k \to \infty} x_k \) is defined (in other words, “exists”). Usually some natural requirements are imposed on such a rule \( R \). Thus, for example, it is often required that the set \( c_R \) be a vector space. In this case, if the condition

\[
c \subset c_R \quad \text{and} \quad R - \lim_{k \to \infty} x_k = \lim_{k \to \infty} x_k \quad \text{for all} \quad \{x_k\}_{1 \leq k < \infty} \in c,
\]

is satisfied, then the generalized limit \( R - \lim \) is said to be regular.

A familiar example of a generalized limit is the well known (Césaro) \( C \)-limit: Given a sequence \( \{x_k\}_{1 \leq k < \infty} \), the sequence \( \{y_k\}_{1 \leq k < \infty} \) is defined as

\[
y_n = \frac{x_1 + x_2 + \cdots + x_n}{n} \quad (n = 1, 2, 3, \ldots)
\]

By definition, the \( C \)-limit of the sequence \( \{x_k\} \) exists, if usual limit of the sequence \( \{y_k\} \) exists, and

\[
C - \lim_{k \to \infty} x_k \stackrel{\text{def}}{=} \lim_{k \to \infty} y_k.
\]

It is not difficult to prove that the \( C \)-limit is regular. There are sequences for which the \( C \)-limit exists, but the “usual” limit does not exist. For example, the sequence \( x_k \stackrel{\text{def}}{=} \frac{1 + (-1)^k}{2} \) does not tend to a limit as \( k \to \infty \), but the Césaro limit exists, and \( C - \lim_{k \to \infty} x_k = \frac{1}{2} \).

Matrix transformations can be used to define generalized limits. Let \( A \) be an infinite
where the matrix entries $a_{jk}$ are real or complex numbers. The matrix transformation $x \rightarrow y = Ax$ is defined for those sequences $x = \{x_k\}_{1 \leq k < \infty}$ for which all the series $\sum_{1 \leq k < \infty} a_{nk} x_k$, $n = 1, 2, 3, \ldots$, converge. The resulting sequence $y = Ax$, $y = \{y_k\}_{1 \leq k < \infty}$ is defined by $y_n = \sum_{1 \leq k < \infty} a_{nk} x_k$, $(n = 1, 2, 3, \ldots)$. It is clear that the domain of definition $\mathcal{D}_A$ of the matrix transformation generated by the matrix $A$ is a vector space, $\mathcal{D}_A \subset \mathfrak{s}$. Moreover, there is a natural generalized limit associated with each such infinite matrix $A$ (that we denote as $A$-limit and which we shall refer to as the matrix generalized limit generated by the matrix $A$). Namely, by definition, the $A$-limit of a sequence $x = \{x_k\}_{1 \leq k < \infty}$ exists, if $x \in \mathcal{D}_A$ (i.e. the matrix transformation $Ax$ is defined), and the sequence $y = Ax$ is convergent: $y \in \mathfrak{c}$. By definition,

$$A \text{-} \lim_{k \to \infty} x_k = \lim_{k \to \infty} y_k .$$

The Cesaro generalized limit ($C$-limit) can be considered as the matrix generalized limit generated by the lower triangular matrix $A$ for which $a_{nk} = \frac{1}{n}$ for $k = 1, 2, \ldots, n$ and $a_{nk} = 0$ for $k > n$. The systematic investigation of matrix generalized limits was initiated by O. Toeplitz, [Toep]. A fundamental contribution to the theory of matrix generalized limits was made by Schur. In [Sch16] he introduced three classes of matrix transformations: convergence preserving, convergence generating and regular.

A matrix transformation $x \rightarrow Ax$ is said to be

1. convergence preserving, if it is defined for every sequence $x \in \mathfrak{c}$, and for $x \in \mathfrak{c}$ the sequence $y = Ax$ belongs to $\mathfrak{c}$ as well.
2. convergence generating, if it is defined for every sequence $x \in \mathfrak{m}$, and for $x \in \mathfrak{m}$ the sequence $y = Ax$ belongs to $\mathfrak{c}$.
3. regular, if it is convergence preserving and, moreover, if $x \in \mathfrak{c}$ and $y = Ax$, then the equality $\lim_{k \to \infty} y_k = \lim_{k \to \infty} x_k$ holds.

Schur obtained necessary and sufficient conditions for a matrix transformation $x \rightarrow Ax$ to belong to each of these three classes. These conditions are presented in the following three theorems that are taken from [Sch16]. They are formulated in terms of the numbers

$$\sigma_n = \sum_{1 \leq k < \infty} a_{nk} \quad \text{and} \quad \zeta_n = \sum_{1 \leq k < \infty} |a_{nk}|$$

(2.3)
for those $n$, $1 \leq n < \infty$, for which these values exist. The values $\sigma_n$ are said to be the row sums; the values $\zeta_n$ are said to be the row norms.

**THEOREM I.** The matrix transformation $A$ is convergence preserving if and only if the following three conditions are satisfied:

1. For every $k$ the following limit exists
   \[ a_k \overset{\text{def}}{=} \lim_{n \to \infty} a_{nk}. \quad (2.4) \]

2. The row sums $\sigma_k$ tend to the finite limit $\sigma$:
   \[ \sigma = \lim_{k \to \infty} \sigma_k. \quad (2.5) \]

3. The sequence of row norms is bounded:
   \[ \sup_{1 \leq n < \infty} \zeta_n < \infty. \quad (2.6) \]

If these conditions are satisfied, then the series $\sum_{1 \leq k < \infty} a_k$ converges absolutely and, if

\[ \alpha \overset{\text{def}}{=} \sum_{1 \leq k < \infty} a_k, \quad (2.7) \]

then for every convergent sequence $\{x_k\}$

\[ \lim_{n \to \infty} \sum_{1 \leq k < \infty} a_{nk} x_k = (\sigma - \alpha) \lim_{k \to \infty} x_k + \sum_{1 \leq k < \infty} a_k x_k. \quad (2.8) \]

**THEOREM II.** The convergence preserving matrix transformation $A$ is regular if and only if all the column limits $a_k$ defined in (2.4) are equal to zero:

\[ a_k = 0 \quad (k = 1, 2, 3, \ldots), \quad (2.9) \]

and the limit $\sigma$ of the row sums $\sigma_n$ defined in (2.5) is equal to 1:

\[ \sigma = 1. \quad (2.10) \]

**THEOREM III.** The matrix transformation $A$ is convergence generating if and only the three assumptions of Theorem I are satisfied and the series $\sum_{1 \leq k < \infty} |a_{nk}|$, $n = 1, 2, 3, \ldots$, converge uniformly with respect to $n$. In this case

\[ \lim_{n \to \infty} \sum_{1 \leq k < \infty} a_{nk} x_k = \sum_{1 \leq k < \infty} a_k x_k. \quad (2.11) \]
Theorem II was formulated and proved by O. Toeplitz in ([Toep]). However, Toeplitz considered only lower-triangular matrices $A$. Theorem II is commonly known as the Toeplitz theorem or as the Silverman-Toeplitz theorem, since part of Theorem II was obtained also by L.L. Silverman in his PhD thesis, [Silv]. Theorem I is known as the Schur-Kojima theorem. (Part of Theorem I was also obtained by T.Kojima for lower-triangular matrices.) The paper [Koj] by Kojima was published earlier than the paper [Sch16] by Schur. However, in a footnote on the last page of [Sch16], Schur remarks that he only became aware of the paper [Koj] while reading the proofs of his own paper. The matrices $A$ which correspond to convergent generated transformations are called Schur matrices in [Pet]. There is a rich literature dedicated to matrix generalized limits and to matrix summation methods. (If a considered sequence is a sequence of partial sums of a series, then the terminology “generalized summation method” is used instead of “generalized limit” or “generalized limitation method”.) We mention only the books [Bo], [Coo], [Har], [Pet], [Pey] and [Zel]. In all these books, the sections that deal with the basic theory of generalized limits and generalized summation methods cite the results of Schur and refer to him as one of the founders of this theory.

In a footnote near the beginning of his paper [Sch16], Schur notes that his considerations have many points in common with the considerations of H. Lebesgue and H. Hahn, dedicated to the sequence of integral transformations of the form

$$y_n(r) = \int_a^b A_n(r, s) \, ds.$$  

He also considers some applications of his Theorems I - III to the multiplication of series and to Tauberian theorems. In particular, he derives the Tauberian theorem by Tauber (about power series) from Theorem II.

In his other paper [Sch6], Schur consider Hölder and Cesaro limit methods of $r$-th order and proves that these limit methods are equivalent.

Given a sequence $x_1, x_2, x_3, \ldots$ of real or complex numbers, we form the sequences

$$h_n^{(1)} = \frac{x_1 + x_2 + \cdots + x_n}{n}, \quad h_n^{(2)} = \frac{h_1^{(1)} + h_2^{(1)} + \cdots + h_n^{(1)}}{n},$$

$$h_n^{(3)} = \frac{h_1^{(2)} + h_2^{(2)} + \cdots + h_n^{(2)}}{n}, \ldots, h_n^{(r)} = \frac{h_1^{(r-1)} + h_2^{(r-1)} + \cdots + h_n^{(r-1)}}{n}.$$  

The sequence $h_1^{(r)}, h_2^{(r)}, \ldots, h_k^{(r)}, \ldots$ is said to be the sequence of Hölder means of order $r$ (constructed from the initial sequence $x_1, x_2, x_3, \ldots$). Another class of sequences can be constructed as follows. Let

$$s_n^{(1)} = x_1 + x_2 + \cdots + x_n, \quad s_n^{(2)} = s_1^{(1)} + s_2^{(1)} + \cdots + s_n^{(1)},$$
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\[ s_n^{(3)} = s_1^{(2)} + s_2^{(2)} + \cdots + s_n^{(2)} , \quad \ldots , \quad s_n^{(r)} = s_1^{(r-1)} + s_2^{(r-1)} + \cdots + s_n^{(r-1)} , \]

and set

\[ c^{(r)} = \frac{s^{(r)}}{n+r-1} . \]

The sequence \( c_1^{(r)} , c_2^{(r)} , \ldots , c_k^{(r)} , \ldots \) is said to be the sequence of Cesaro means of order \( r \) (constructed from the initial sequence \( x_1 , x_2 , x_3 , \ldots \)). The transformations

\[ \{ x_1 , x_2 , \ldots , x_k , \ldots \} \rightarrow \{ h_1^{(r)} , h_2^{(r)} , \ldots , h_k^{(r)} , \ldots \} \]

and

\[ \{ x_1 , x_2 , \ldots , x_k , \ldots \} \rightarrow \{ c_1^{(r)} , c_2^{(r)} , \ldots , c_k^{(r)} , \ldots \} \]

can be considered as matrix transformations based on appropriately defined matrices that we denote by \( H^{(r)} \) and \( C^{(r)} \), respectively. These matrices are lower-triangular. Both generalized limits \( H^{(r)} \)-limit and \( C^{(r)} \)-limit are regular. In [Sch6] it is shown that these generalized limits are equivalent in the following sense:

Let a sequence \( x_1 , x_2 , x_3 , \ldots \) and a natural number \( r \) be given. Then the sequence of Cesaro means \( \{ c_1^{(r)} , c_2^{(r)} , \ldots , c_k^{(r)} , \ldots \} \) tends to a finite limit if and only if the sequence of Holder means \( \{ h_1^{(r)} , h_2^{(r)} , \ldots , h_k^{(r)} , \ldots \} \) tends to a finite limit. Moreover, in this case, the two limits must agree.

Schur obtained this result by showing that both the matrices \((H^{(r)})^{-1} \cdot C^{(r)}\) and \((C^{(r)})^{-1} \cdot H^{(r)}\) satisfy the assumptions of Theorem II (the Toeplitz regularity criterion). Thus, the appropriate matrix transformations are regular.

This result by Schur was not new. At the time that the paper [Sch6] was published proofs of the equivalency of Hölder’s and Cesaro’s methods had already been obtained by K. Knopp, by W. Schnee and by W.B. Ford. However, these proofs were very computational, very involved and not very transparent.
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3. Estimates for matrix and integral operators, bilinear forms and related inequalities.

The terms Schur test, Schur (or Hadamard-Schur) multiplication of matrices, Schur (or Hadamard-Schur) multipliers are all related to Schur’s contributions to the estimates of operators and bilinear forms, see [Sch1]. In this section we consider the Schur test. Results related to the Schur (or Schur-Hadamard) product will be considered in the next section.

Let $A = \|a_{jk}\|$ be a matrix, finite or infinite, with real or complex entries. This matrix generates the bilinear form

$$A(x, y) = \sum_{j,k} a_{jk}x_k y_j,$$  \hspace{1cm} (3.1)
where $x$ and $y$ are vectors with entries $\{x_j\}$ and $\{y_k\}$ that are real or complex. The matrix $A$ also generates the linear operator

$$x \rightarrow Ax, \quad \text{where} \quad (Ax)_j = \sum_k a_{jk}x_k. \quad (3.2)$$

If the matrix $A$ is not finite, we consider only finite vectors $x$ and $y$, i.e., vectors with only finitely many nonzero entries. This allows us to avoid troubles related to the convergence of infinite sums. If the sets of vectors $x$ and $y$ are provided with norms, then a problem of interest is to estimate the bilinear form (3.1) in terms of the norms of the vectors $x$ and $y$. In particular, the sets of vectors $x$ and $y$ can be provided with $l_2$ norms:

$$\|x\|_{l_2} = \left\{ \sum_j |x_j|^2 \right\}^{1/2}, \quad \|y\|_{l_2} = \left\{ \sum_k |y_k|^2 \right\}^{1/2}. \quad (3.3)$$

If the estimate

$$|A(x, y)| \leq C \|x\|_{l_2} \|y\|_{l_2} \quad (3.4)$$

holds for every pair of vectors $x$ and $y$ for some constant $C < \infty$, then the bilinear form (3.1) is said to be bounded. The smallest constant $C$, for which the inequality (3.4) holds, is denoted by $C_A$ and is termed the norm of the bilinear form $A(x, y)$:

$$C_A = \sup_{x \neq 0, y \neq 0} \left| \frac{A(x, y)}{\|x\|_{l_2} \|y\|_{l_2}} \right|. \quad (3.5)$$

The norm $C_A$ of the bilinear form generated by the matrix $A$ coincides with the norm of the linear operator generated by this matrix, considered as a linear operator acting from $l_2$ into $l_2$:

$$\|A\|_{l_2 \rightarrow l_2} = \sup_{x \neq 0} \frac{\|Ax\|_{l_2}}{\|x\|_{l_2}}. \quad (3.6)$$

The cases in which it is possible to express the norm $C_A$ in terms of the entries of the matrix $A$ are very rare. Thus, the problem of estimating the value of $C_A$ in terms of the matrix entries is a very important problem. In particular, if the matrix $A$ is infinite, it is important to recognize whether the value $C_A$ is finite or not. Schur made important contributions to this circle of problems.

In [Sch4] (§2, Theorem I), the following estimate was obtained.

**THEOREM (The Schur test).** Let $A = \|a_{jk}\|$ be a matrix, and let

$$\zeta(A) = \sup_j \sum_k |a_{jk}|, \quad \kappa(A) = \sup_k \sum_j |a_{jk}|. \quad (3.7)$$

Then

$$C_A \leq \sqrt{\zeta(A)\kappa(A)}. \quad (3.8)$$
It is enough to prove the estimate (3.8) for finite matrices $A$ (of arbitrary size). The proof of the estimate (3.8) that was obtained in [Sch4] is based on the fact that

$$C_A = \sqrt{\lambda_{\text{max}}},$$

(3.9)

where $\lambda_{\text{max}}$ is the largest eigenvalue of the matrix $B = A^*A$. Let $\xi = \{\xi_k\}$ be the eigenvector which corresponds to the eigenvalue $\lambda_{\text{max}}$:

$$\lambda_{\text{max}} \xi = B \xi.$$

Let $|\xi_p| = \max_k |\xi_k|$. Then, since $\lambda_{\text{max}} |\xi_p| \leq \left( \sum_k |b_{pk}| \right) |\xi_p|$, it is easily seen that

$$\lambda_{\text{max}} \leq \sum_k |b_{pk}|,$$

where the $\{b_{jk}\}$ are the entries of the matrix $B = A^*A$: $b_{jk} = \sum_r a_{rj} a_{rk}$. Thus,

$$\sum_k |b_{pk}| \leq \sum_k \sum_r |\pi_{rp}| |a_{rk}| \leq \left( \sum_r |a_{rp}| \right) \left( \max_k \sum_k |a_{rk}| \right) \leq \kappa(A) \cdot \zeta(A).$$

This completes the proof.

Another proof, which does not use the equality (3.9), is even shorter:

$$|A(x, y)| \leq \sum_{j,k} |a_{jk}| \cdot |x_k| \cdot |y_j|$$

$$= \sum_{j,k} (|a_{jk}|^{1/2} |x_k|) \cdot (|a_{jk}|^{1/2} |y_j|)$$

$$= \left( \sum_{j,k} |a_{jk}||x_k|^2 \right)^{1/2} \cdot \left( \sum_{j,k} |a_{jk}||y_j|^2 \right)^{1/2}$$

$$\leq \left( \sup_k \sum_j |a_{jk}| \cdot \sum_k |x_k|^2 \right)^{1/2} \cdot \left( \sup_j \sum_k |a_{jk}| \cdot \sum_j |y_j|^2 \right)^{1/2}$$

$$= \sqrt{\kappa(A)\zeta(A)} \|x\|_{l_2} \|y\|_{l_2}.$$

(3.10)

The estimate (3.8) can be considered as a special case of an interpolation theorem that is obtained by introducing the $l_1$ and $l_\infty$ norms. If $x = \{x_k\}$ is a finite sequence of real or complex numbers, then these norms are defined by the usual rules:

$$\|x\|_{l_1} = \sum_k |x_k| \quad \text{and} \quad \|x\|_{l_\infty} = \sup_k |x_k|,$$  

(3.11)
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respectively. If $A$ is a matrix, we can consider the linear operator generated by this matrix as an operator acting in the space $l_1$ as well as an operator acting in the space $l_\infty$. The corresponding norms $\|A\|_{l_1 \to l_1}$ and $\|A\|_{l_\infty \to l_\infty}$ are defined by the formulas

$$\|A\|_{l_1 \to l_1} = \sup_{x \neq 0} \frac{\|Ax\|_{l_1}}{\|x\|_{l_1}} \quad \text{and} \quad \|A\|_{l_\infty \to l_\infty} = \sup_{x \neq 0} \frac{\|Ax\|_{l_\infty}}{\|x\|_{l_\infty}}.$$ 

Unlike the norm $\|A\|_{l_2 \to l_2}$, the norms $\|A\|_{l_1 \to l_1}$ and $\|A\|_{l_\infty \to l_\infty}$ can be expressed explicitly in terms of the matrix entries $\{a_{jk}\}$:

$$\|A\|_{l_1 \to l_1} = \kappa(A) \quad \text{and} \quad \|A\|_{l_\infty \to l_\infty} = \zeta(A),$$

where the numbers $\zeta(A)$ and $\kappa(A)$ are defined in (3.7). The estimate (3.8) takes the form

$$\|A\|_{l_2 \to l_2} \leq \sqrt{\|A\|_{l_1 \to l_1} \cdot \|A\|_{l_\infty \to l_\infty}}. \quad (3.12)$$

The inequality (3.12) is a direct consequence of the M. Riesz’ Convexity Theorem. To apply this theorem, let $\|A\|_{l_p \to l_q}$ denote the norm of the operator, generated by a matrix $A$, considered as an operator from $l_p$ into $l_q$ for $1 \leq p \leq \infty$, $1 \leq q \leq \infty$. Then, Riesz’ theorem states that $\log \|A\|_{l_p \to l_q}$ is a convex function of the variables $\alpha = 1/p$ and $\beta = 1/q$ in the square $0 \leq \alpha \leq 1, 0 \leq \beta \leq 1$. This theorem can be found in [HLP], Chapter VIII, sec. 8.13. G.O. Thorin, [Tho], found a very beautiful and ingenious proof of this theorem using a new method based on Hadamard’s Three Circles Theorem from complex analysis. Therefore this theorem is also called the Riesz-Thorin Convexity Theorem. Now this theorem is presented in many sources, and even in textbooks. The Riesz-Thorin Convexity Theorem belongs to a general class of interpolation theorems for linear operators. A typical interpolation theorem for linear operators deals with a linear operator that is defined by a certain analytic expression, for example by a certain matrix or kernel, but is considered not in a fixed space, but in a whole “scale” of spaces. A typical interpolation theorem claims that if the linear operator, generated by the given expression, is bounded in two spaces of the considered “scale of spaces”, then it also is bounded in all the “intermediate” spaces. Moreover, the norm of the operator in the “intermediate” spaces is estimated through the norms of the operators in the original two spaces. The Riesz-Thorin theorem states that the spaces $l_p$ with $1 < p < \infty$ are “intermediate” for the pair of spaces $l_1$ and $l_\infty$.

The estimate (3.8) can also be considered as a special case of another interpolation theorem for linear operators, the so-called interpolation theorem for modular spaces. This theorem is based on quite another circle of ideas that are more geometrical in nature and was partially inspired by Schur’s work ([Sch18]). We will discuss this in the next section.

For practical application, the “weighted” version of the Schur estimate (3.8) is useful. In fact, this version was also considered in ([Sch4]) (but not as explicitly, as the “unweighted” version). In the weighted version, a positive sequence $\{r_k\}$, $r_k > 0$, appears and the
“weighted” $l_1$- and $l_\infty$-norms

$$\|x\|_{l_1, r} = \sum_k |x_k| \cdot r_k \quad \text{and} \quad \|x\|_{l_\infty, r^{-1}} = \sup_k \frac{\|x_k\|}{r_k}$$

(3.13)

are considered.

**THEOREM (The weighted Schur test).** Let $A = [a_{jk}]$ be a matrix and let $r_k$ be a sequence of strictly positive numbers: $r_k > 0$. Let

$$\zeta_r(A) = \sup_{x \neq 0} \frac{1}{r_j} \cdot \sum_k |a_{jk}| \cdot r_k \quad \text{and} \quad \kappa_r(A) = \sup_{x \neq 0} \frac{1}{r_k} \sum_j |a_{jk}| \cdot r_j .$$

(3.14)

Then the value $C_A$, defined in (3.5), is subject to the bound

$$C_A \leq \sqrt{\zeta_r(A)\kappa_r(A)} .$$

(3.15)

It is easy to see that

$$\zeta_r(A) = \sup_{x \neq 0} \frac{\|Ax\|_{l_1, r}}{\|x\|_{l_1, r}} \quad \text{and} \quad \kappa_r(A) = \sup_{x \neq 0} \frac{\|Ax\|_{l_\infty, r^{-1}}}{\|x\|_{l_\infty, r^{-1}}} .$$

Thus, the estimate (3.15) can be presented in the form

$$\|A\|_{l_2 \to l_2} \leq \sqrt{\|A\|_{l_1, r \to l_1, r} \cdot \|A\|_{l_\infty, r^{-1} \to l_\infty, r^{-1}}} .$$

(3.16)

The inequality (3.16) is also an “interpolation” inequality. It shows that the space $l_2$ is an “intermediate” space, between the spaces $l_1, r$ and $l_\infty, r^{-1}$.

The inequality (3.15) can be proved in much the same way as the special case (3.8).

As an example, we consider a Toeplitz matrix, i.e., a matrix $A$ of the form $a_{jk} = w_{j-k}$. The Schur test leads to the estimate

$$C_A \leq \sum_l |w_l| .$$

The same bound holds for Hankel matrices, i.e., matrices $A$ of the form $a_{jk} = w_{j+k}$.

As a second example, let us consider the Hilbert matrix $H^+ = \left[ \frac{1}{j+k-1} \right]_{j,k=1}^\infty$. For this matrix, $\sum_k |h_{jk}^+| = \infty$, so the “unweighted” Schur test does not work. However, if
we chose \( r_t = t^{-\alpha} \) with a fixed \( \alpha \in (0, 1) \), then 
\[
\sup_{1 \leq j < \infty} \left( j\alpha \sum_{1 \leq k < \infty} \frac{k^{-\alpha}}{j + k} \right) = s(\alpha) < \infty.
\]
Thus, \( \|H^+\| \leq s(\alpha) \). Then we can optimize the estimate by choosing the “best” \( \alpha \). In the discrete case the precise value \( s(\alpha) \) is unknown. Nevertheless, it is reasonable to choose \( \alpha = 1/2 \), since this is the optimum value for the continuous analogue of the matrix \( H^+ \):
\[
x^\alpha \int_0^\infty \frac{1}{x+y} y^{-\alpha} dy = \frac{\pi}{\sin \pi \alpha}, \quad \min_{\alpha \in (0,1)} \frac{\pi}{\sin \pi \alpha} = \pi \text{ is attained at the point } \alpha = 1/2.
\]

Some other applications of the Schur test can be found in [BiSo], Chapter 2, Section 10.

Schur used the estimate (3.8) in ([Sch4]) to study the infinite Hilbert forms
\[
H^- = \sum_{p,q=1\atop p \neq q}^\infty \frac{x_p y_q}{p-q}, \quad H^+ = \sum_{p,q=1}^\infty \frac{x_p y_q}{p+q-1},
\]
and the generalized Hilbert forms
\[
H^-_\lambda = \sum_{p,q=1}^\infty \frac{x_p y_q}{p-q + \lambda}, \quad H^+_\lambda = \sum_{p,q=1}^\infty \frac{x_p y_q}{p+q-1 + \lambda}, \quad (0 < \lambda < 1).
\]

For the Hermitian matrices
\[
N = (H^+)^* H^+ + (H^-)^* H^- = [n_{pq}]_{p,q=1}^\infty \quad \text{and} \quad N_\lambda = (H^+_\lambda)^* H^+_\lambda + (H^-_\lambda)^* H^-_\lambda,
\]
the conditions
\[
\sum_{1 \leq q < \infty} |n_{pq}| < 3 \sum_{q=-\infty \atop q \neq p}^\infty \frac{1}{(p-q)^2} = \pi^2, \quad \sum_{1 \leq q < \infty} |(n_\lambda)_{pq}| \leq \sum_{-\infty < r < \infty} \frac{1}{(r+\lambda)^2} = \frac{\pi^2}{\sin^2 \pi \lambda}
\]
are satisfied for every \( p \). According to (3.8), the estimates
\[
C_{H^+} \leq \pi, \quad C_{H^-} \leq \pi, \quad C_{H^+\lambda} \leq \frac{\pi}{\sin \pi \lambda}, \quad C_{H^-\lambda} \leq \frac{\pi}{\sin \pi \lambda}
\]
hold. It turns out that in fact equality prevails in the first two inequalities in (3.19), i.e., the method of Schur gives the exact values for the norms of the matrices \( H^+, H^- \). (See [HLP], Chapter IX). It should be remarked that an essential part of Chapters VIII and IX of [HLP] is based on results of the paper [Sch4].

In § 6 of [Sch4], the infinite quadratic form
\[
F(t) = \sum_{p,q=1\atop p \neq q}^\infty \frac{\sin (p-q)t}{p-q} x_p x_q,
\]
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is considered, where \( t, -\pi < t < \pi \), is a parameter. It is shown that the form \( F(t) \) is bounded and that

\[
- t \sum_{p=1}^{\infty} x_p^2 \leq F(t) \leq (\pi - t) \sum_{p=1}^{\infty} x_p^2.
\]

It is also shown that the quadratic form

\[
\sum_{p,q=1}^{\infty} \frac{\sin (p - q)t}{p - q} |x_p x_q|
\]

is unbounded for \( t \neq 0 \). The form (3.20) is interesting because it is an example of a symmetric infinite matrix \( [a_{pq}] \) that corresponds to a bounded bilinear form, whereas the form related to the matrix \( [|a_{pq}|] \) is unbounded. The Hilbert matrix \( [h_{pq}] \), also generates a bounded bilinear form \( H^- \) (see (3.18)) and the matrix \( [|h_{pq}|] \) also corresponds to an unbounded form. However, the Hilbert matrix \( H^- \) is antisymmetric.
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4. The Schur product and Schur multipliers.

Let $A$ and $B$ be matrices of the same size whose entries are either real or complex numbers (or even belong to some ring $\mathfrak{R}$): $A = [a_{pq}]$, $B = [b_{pq}]$. The Schur product $A \circ B$ of the matrices $A$ and $B$ is the matrix $C = [c_{pq}]$ (of the same size as $A$ and $B$) for which $c_{pq} = a_{pq} \cdot b_{pq}$.

The term Schur product is used because the product $A \circ B$ was introduced in ([Sch4]) for matrices, and some basic results about this product were obtained by Schur in that paper. The most basic of these results states that the cone of positive semidefinite matrices is closed under the Schur product. We recall that a square matrix $M = [m_{pq}]$ (with complex entries) is said to be positive semidefinite if the inequality $\sum_{p,q} m_{pq} x_q x_p \geq 0$ holds for every sequence $\{x_k\}$ of complex numbers. (In the case of an infinite matrix $M$, only sequences $\{x_k\}$ with finitely many $x_k$ different from zero are considered.)

THEOREM (The Schur product theorem, Theorem VII, [Sch4]). If $A$ and $B$ are positive semidefinite matrices (of the same size), then their Schur product $A \circ B$ is a positive semidefinite matrix as well.

For self-evident reasons, the Schur product is sometimes called the entrywise product or the elementwise product. It is also often referred to as the Hadamard product. The term Hadamard product seems to have appeared in print for the first time in the 1948 (first) edition of [Hal1]. This may be due to the well known paper of Hadamard [Had], in which he studied two Maclaurin series $f(z) = \sum_n a_n z^n$ and $g(z) = \sum_n b_n z^n$ with positive radii of convergence and their composition $h(z) = \sum_n a_n b_n z^n$, which he defined as the coefficientwise product. Hadamard showed that $h(\cdot)$ can be obtained from $f(\cdot)$ and $g(\cdot)$ by an integral convolution. He proved that any singularity $z_1$ of $h(\cdot)$ must be of the form $z_1 = z_2 z_3$, where $z_2$ is a singularity of $f(\cdot)$ and $z_3$ is a singularity of $g(\cdot)$. (This result is commonly known as the Hadamard composition theorem.) Even though Hadamard did not study entrywise products of matrices in this paper, the enduring influence of the cited result as well as his mathematical eminence seems to have linked his name firmly with term-by-term products of all kinds, at least for analysts. (Presentations of the Hadamard composition theorem can be found, for example, in [Bie], Theorem 1.4.1, and in [Tit], Section 4.6.

PROOF of the Schur product theorem. It is enough to prove this theorem for matrices of arbitrary finite size. First we prove the theorem for matrices $A$ and $B$ of rank one. In this case the matrices $A$ and $B$ must be of the form $A = a \cdot a^*$, $B = b \cdot b^*$, where $a$ and $b$ are column vectors. It is evident that the matrix $C = A \circ B$ is of the form $C = c \cdot c^*$ where the column vector $c$ is just the Schur product of the column vectors $a$ and $b$: $c = a \circ b$. Hence, the matrix $C$ is positive semidefinite. In the general case, we use the spectral decomposition theorem. This theorem states that every finite positive
semidefinite matrix $M$ admits a decomposition of the form $M = \sum_{\lambda \in \sigma(M)} M(\lambda)$, where the summation index $\lambda$ runs over the spectrum $\sigma(M)$ of the matrix $M$, and the matrices $M(\lambda)$ are either positive semidefinite matrices of rank one or zero matrices. Decomposing the given matrices $A$ and $B$ in this way: $A = \sum_{\lambda \in \sigma(A)} A(\lambda)$, $B = \sum_{\mu \in \sigma(B)} B(\mu)$, we see that $A \circ B = \sum_{\lambda \in \sigma(A)} A(\lambda) \circ B(\mu)$ is a sum of positive semidefinite matrices: The Schur product $A(\lambda) \circ B(\mu)$ of positive definite matrices of rank one is a positive semidefinite matrix, whereas, if at least one of the matrices $A(\lambda)$ or $B(\mu)$ is equal to zero, then their Schur product is equal to zero. Thus, the theorem is proved.

Every matrix $H$, finite or infinite, generates a linear operator $\Sigma_H$ acting in the space of all matrices of the same size as $H$:

$$\Sigma_H : A \to H \circ A, \text{ or } \Sigma_H A = H \circ A.$$ 

The linear operator $\Sigma_H$ is said to be the Schur transformator generated by the matrix $H$. (The term transformator is borrowed from [GoKr], who used it to designate a linear operator that acts in a space of matrices (operators).) If the Schur transformator $\Sigma_H$ is a bounded operator in a space of infinite matrices, equipped with a norm, then the matrix $H$ is said to be the Schur multiplier (with respect to this norm).

The first basic estimate of the norm of the transformator $\Sigma_H$ was obtained by Schur in [Sch4]:

**THEOREM (The Schur estimate for positive definite Schur transformators).** Let $H = [h_{pq}]$ be a positive semidefinite matrix for which

$$D_H \overset{\text{def}}{=} \sup_p h_{pp} < \infty \quad (4.1)$$

Then

$$\|H \circ A\|_{l^2 \to l^2} \leq D_H \|A\|_{l^2 \to l^2} \quad (4.2)$$

(Here, as before, $\|A\|_{l^2 \to l^2}$ is the operator norm of the matrix $A$ considered in the appropriate space $l^2$ of sequences).

**PROOF of the estimate (4.2).** We reproduce here the reasoning of Schur from [Sch4]. It suffices to consider only finite matrices. The proof is based essentially on the fact that a positive semidefinite matrix $H$ admits a factorization of the form

$$H = LL^*, \quad (4.3)$$

where $L = [l_{pq}]$, i.e.,

$$h_{pq} = \sum_r l_{pr} l_{qr} \quad (\forall p, q). \quad (4.4)$$
Therefore, the number $\sum_{p,q} a_{pq} h_{pq} y_q \overline{x_p}$ can be rewritten as
\[
\sum_{p,q} a_{pq} h_{pq} y_q \overline{x_p} = \sum_{p,q} a_{pq} \left( \sum_r l_{pr} \overline{m_{qr}} \right) y_q \overline{x_p} = \sum_r \sum_{p,q} a_{pq} (l_{pr} \overline{x_p}) (m_{qr} y_q).
\]
Thus,
\[
\left| \sum_{p,q} a_{pq} h_{pq} y_q \overline{x_p} \right| \leq \left| \sum_{p,q} a_{pq} (l_{pr} \overline{x_p}) (m_{qr} y_q) \right| \leq \sum_r \| A \| \left( \sum_k |l_{kr} x_k|^2 \right)^{1/2} \left( \sum_k |l_{kr} y_k|^2 \right)^{1/2}
\]
\[
= \| A \| \sum_r \left( \sum_k |l_{kr} x_k|^2 \right)^{1/2} \left( \sum_k |l_{kr} y_k|^2 \right)^{1/2} \leq \| A \| \left( \sum_r \sum_k |l_{kr} x_k|^2 \right)^{1/2} \left( \sum_r \sum_k |l_{kr} y_k|^2 \right)^{1/2}
\]
\[
\leq \| A \| \left( \sum_k \left( \max_r \sum_k |l_{kr}|^2 \right) |x_k|^2 \right)^{1/2} \left( \sum_k \left( \max_r \sum_k |l_{kr}|^2 \right) |y_k|^2 \right)^{1/2}
\]
\[
= \| A \| \left( \max_k \sum_r |l_{kr}|^2 \right) \left( \sum_k |x_k|^2 \right)^{1/2} \left( \sum_k |y_k|^2 \right)^{1/2}.
\]
According to (4.1), $\sum_r |l_{kr}|^2 = h_{kk}$. Thus, $\max_k \left( \sum_r |l_{kr}|^2 \right) = \max_k h_{kk} = D_H$. Finally,
\[
\left| \sum_{p,q} a_{pq} h_{pq} y_q \overline{x_p} \right| \leq \| A \| \cdot D_H \cdot \left( \sum_k |x_k|^2 \right)^{1/2} \left( \sum_k |y_k|^2 \right)^{1/2}, \quad (4.5)
\]
where $\{x_k\}$ and $\{y_k\}$ are arbitrary sequences. This is the estimate (4.2).

In fact, the reasoning of Schur allows us to prove a slightly more general result:

THEOREM (The Schur factorization estimate for Schur transformators). Let $H = [h_{pq}]$ be a matrix which admits a factorization of the form
\[
H = L \cdot M^*, \quad \text{i.e.,} \quad h_{pq} = \sum_r l_{pr} \overline{m_{qr}} \quad (\forall p,q), \quad (4.6)
\]
where the matrices $L = [l_{pr}]$ and $M = [m_{rq}]$ satisfy the conditions
\[
D_L \overset{\text{def}}{=} \sup_p \sum_r |l_{pr}|^2 < \infty \quad \text{and} \quad D_M \overset{\text{def}}{=} \sup_q \sum_r |m_{qr}|^2 < \infty. \quad (4.7)
\]
Then for every matrix $A$ (of the same size as $H$) the following inequality holds:
\[
\| H \circ A \|_{i_2 \to i_2} \leq \sqrt{D_L D_M} \| A \|_{i_2 \to i_2}. \quad (4.8)
\]
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REMARK. The matrices \( L, M \) and \( H \) need not be square. The only restriction is that the matrix multiplication \( L, M \to L \cdot M^* \) is feasible. In fact, the set over which the summation index \( r \) runs in (4.6) need not be a subset of the set of integers. It can be of a much more general nature. Thus, for example, let \( \mathcal{X} \) be a measurable space carrying a sigma-finite non-negative measure \( dx \). Let \( \{l_p(x)\} \) and \( \{m_q(x)\} \) be sequences of \( \mathcal{X} \)-measurable functions defined on \( \mathcal{X} \) and satisfying the conditions \( D_L < \infty, D_M < \infty \), where now

\[
D_L = \sup_k \int X |l_k(x)|^2 \, dx \quad \text{and} \quad D_M = \sup_k \int X |m_k(x)|^2 \, dx. \tag{4.9}
\]

Let \( H \) be a matrix with entries

\[
h_{pq} = \int_X l_p(x)m_q(x) \, dx \quad (\forall p, q) \tag{4.10}
\]

(i.e., the matrix \( H \) admits a factorization of the form \( H = L \cdot M^* \), where \( L \) and \( M \) are operators acting from the Hilbert space \( L^2(\mathcal{X}, dx) \) into appropriate spaces of \( l^\infty \) sequences). Then the inequality (4.8) holds for an arbitrary matrix \( A \) (of the appropriate size), where now \( D_L \) and \( D_M \) are defined in (4.9).

The last result (with \( \mathcal{X} = (a, b) \), a finite or infinite subinterval of \( \mathbb{R} \), and Lebesgue measure \( dx \) on \( (a, b) \)) appears as Theorem VI in [Sch4].

The matrix

\[
H = \left[ \begin{array}{cccc}
\frac{1}{\lambda_p + \mu_q} \\
\end{array} \right]_{1 \leq p, q < \infty},
\]

where \( \lambda_k \) and \( \mu_k \) are sequences of positive numbers that are separated from zero: \( \inf_k \lambda_k > 0, \inf_k \mu_k > 0 \), serves as an example. Here,

\[
h_{pq} = \int_0^\infty e^{-\lambda_p x} \cdot e^{-\mu_q x} \, dx, \quad \text{i.e.,} \quad l_p(x) = e^{-\lambda_p x}, m_q(x) = e^{-\mu_q x}, \quad 1 \leq p, q < \infty ,
\]

and for this \( H \) the inequality (4.2):

\[
\left\| \left[ \begin{array}{c}
a_{pq} \\
\end{array} \right] \right\|_{l^2 \to l^2} \leq D_H \left\| [a_{pq}] \right\|_{l^2 \to l^2}
\]

holds with

\[
D_H = \frac{1}{2} \cdot \frac{1}{\sqrt{\inf_k \lambda_k}} \cdot \frac{1}{\sqrt{\inf_k \mu_k}} .
\]

(This example is adopted from [Sch4]; it appears at the end of §4.)

It is remarkable that the existence of a factorization of the form \( H = L \cdot M^* \) for the matrix \( H \) is not only sufficient but is also a necessary condition for the operator \( A \to H \circ A \)
to be a bounded operator in the space of all matrices $A$ (equipped with the operator norm in $l^2$). This converse result was proved by G.Bennett in [Ben].

**THEOREM (The inversion of the Schur factorization estimate).** Let a given matrix $H = [h_{pq}]$ (finite or infinite) satisfy the inequality

$$\| H \circ A \|_{l^2 \to l^2} \leq D \| A \|_{l^2 \to l^2}$$

(4.11)

for all matrices $A$ of the same size as $H$, for some finite constant $D$ that does not depend on $A$. Then for every $\epsilon > 0$, the matrix $H$ can be factored in the form $H = L \cdot M^*$, where the matrices $L = [l_{pr}]$ and $M = [m_{rq}]$ act from $l^2$ to $l^\infty$ and satisfy the inequality $\sqrt{D_L \cdot D_M} < D + \epsilon$, and the values $D_L$ and $D_M$ are defined in (4.7), i.e., $D_L = \| L \|_{l^2 \to l^\infty}$ and $D_M = \| M \|_{l^2 \to l^\infty}$.

This theorem appears as Theorem 6.4 in [Ben]. It shows that the Schur factorization gives a result which is in some sense optimal. The proof of this theorem of G. Bennett is essentially based on results obtained by A. Pietsch on absolute summing operators in Banach spaces, see [Pie1] and [Pie2] (which, in turn, are based on fundamental results of A. Grothendieck, see the references in [Pie1] and [Pie2]).

In [Sch4], Schur considers a new class of functions of matrices, namely, the so called Schur (or Schur-Hadamard) functions of matrices. Let $A = [a_{pq}]$ be an infinite matrix whose entries have a common finite bound: $|a_{pq}| \leq R$ ($\forall p, q$), where $R < \infty$. Let $f(\cdot)$ be a function that is defined in the closed disk $\{ z : |z| \leq R \}$. The matrix $f^0(A)$ is defined “entrywise” as follows:

$$f^0(A) \overset{\text{def}}{=} [f(a_{pq})].$$

The following result is proved in [Sch4]: Let $f(z) = \sum_{k=1}^{\infty} c_k z^k$, where $\sum_{k=1}^{\infty} |c_k| R^k < \infty$ and let the operator generated by the matrix $A$ be bounded, i.e., $\| A \|_{l^2 \to l^2} < \infty$. Then the operator generated by the matrix $f^0(A)$ is also bounded: $\| f^0(A) \|_{l^2 \to l^2} < \infty$.

This result appears as Theorem IV in [Sch4].

The concept of the Schur (Schur-Hadamard) product arises in several different areas of analysis (complex function theory, Banach spaces, operator theory, multivariate analysis); see the references in the introduction to [Ben]. The paper [Sty] contains some applications of the Schur product to multivariate analysis as well as a rich bibliography of books and articles related to Schur-Hadamard products. The paper [HorR1] contains a lot of facts about Schur-Hadamard products and Schur-Hadamard functions of matrices as well as a rich bibliography. In particular, it discusses fractional Schur-Hadamard powers of a positive matrix, infinite Schur-Hadamard divisibility of a positive matrix and its relation to the conditional positivity of the logarithmic $\circ$ matrix. Chapter 5 of the book [HorR2] (about eighty pages) is dedicated to the Schur-Hadamard product of matrices.

A very fruitful generalization of the Schur transformator is the *the Stieltjes double-integral operator*. This notion seems to have appeared first in the papers of Yu.L. Daletskii
and S.G. Krein \cite{DaKr1}, \cite{DaKr2}, \cite{Da1}, \cite{Da2}. Later on, the theory of double-integral operators was elaborated on in great detail by M.S. Birman and M.Z. Solomyak in \cite{BiSo1} – \cite{BiSo4}.

Let $\Lambda$ and $M$ be measurable spaces, i.e., sets provided with sigma-algebras of subsets, and let $E(d\lambda)$ and $F(d\mu)$ be two orthogonal measures in a separable Hilbert space $\mathfrak{H}$ that are defined on $\Lambda$ and $M$, respectively, i.e., weakly-countably-additive functions taking their values in the set of orthogonal projectors in $\mathfrak{H}$ and satisfying the condition $E(\alpha)E(\beta) = 0$ if $\alpha \cap \beta = \emptyset$ and $F(\gamma)F(\delta) = 0$ if $\gamma \cap \delta = \emptyset$. We assume also that the orthogonal measures $E(d\lambda)$ and $F(d\mu)$ are spectral measures, i.e., they also satisfy the conditions $E(\Lambda) = I$ and $F(M) = I$, where $I$ is the identity operator in $\mathfrak{H}$. If $A$ is a bounded linear operator in $\mathfrak{H}$, then

$$ A = \int\int_{M \times \Lambda} F(d\mu)AE(d\lambda), $$

(4.12)

where the integral can be understood in any reasonable sense. The equality (4.12) can be considered as a direct generalization of the matrix representation of an operator in a Hilbert space with respect to two orthonormal bases. Namely, let the orthogonal spectral measures $E(d\lambda)$ and $F(d\mu)$ be discrete and let their “atoms” be one-dimensional orthogonal projectors, i.e., the atom of the measure $E(d\lambda)$, located at the point $\lambda \in \Lambda$, is of the form $E(\{\lambda\}) = \langle \cdot, e_{\lambda} \rangle e_{\lambda}$ and the atom of the measure $F(d\mu)$, located at the point $\mu \in M$, is of the form $F(\{\mu\}) = \langle \cdot, f_{\mu} \rangle f_{\mu}$, where $e_{\lambda}$ and $f_{\mu}$ are normalized vectors generating the one-dimensional subspaces $E(\{\lambda\})\mathfrak{H}$ and $F(\{\mu\})\mathfrak{H}$, respectively. The collection of all the vectors $\{e_{\lambda}\}$ corresponding to all the atoms of the measure $E(d\lambda)$ forms an orthonormal basis of the space $\mathfrak{H}$. Analogously, the collection of all the vectors $\{f_{\mu}\}$ corresponding to all the atoms of the measure $F(d\mu)$ also forms an orthonormal basis of the space $\mathfrak{H}$. Consequently, the representation (4.12) of the operator $A$ takes the form

$$ A = \sum_{\lambda,\mu} f_{\mu} a_{\mu,\lambda} \langle \cdot, e_{\lambda} \rangle, $$

(4.13)

where $a_{\mu,\lambda} = \langle Ae_{\lambda}, f_{\mu} \rangle$. Thus, in the case of discrete orthogonal spectral measures with one-dimensional atoms, the representation (4.12) turns into the matrix representation of a given operator with respect to given orthonormal bases. The matrix $[a_{\mu,\lambda}]$ corresponds to the operator $A$. If $h(\mu, \lambda)$ is a measurable function defined on $M \times \Lambda$, then the sum

$$ \mathfrak{T}_h A \overset{\text{def}}{=} \sum_{\lambda,\mu} f_{\mu} h_{\mu,\lambda} \cdot a_{\mu,\lambda} \langle \cdot, e_{\lambda} \rangle $$

(4.14)

can be pictured as an application of the Schur transformator corresponding to the matrix $[h_{\mu,\lambda}]$ to the operator $A$: $A \mapsto \mathfrak{T}_h A$. The sum on the right hand side of the equality (4.14) can be formally written as an integral:

$$ \mathfrak{T}_h A = \int\int_{M \times \Lambda} h(\mu, \lambda)F(d\mu)AE(d\lambda). $$

(4.15)

25
However, one can consider integrals of the form (4.15) for arbitrary orthogonal spectral measures $E(d\lambda)$ on $\Lambda$ and $F(d\mu)$ on $M$, and more or less arbitrary functions $h(\mu, \lambda)$ on $M \times \Lambda$. If the integral (4.15) exists in a reasonable sense (either as a Lebesgue integral, or a Riemann-Stieltjes integral, or some other integral), it is said to be a Stieltjes double-integral operator. The problem of establishing the existence of a Stieltjes double-integral operator is intimately associated with estimates for it in various norms. In particular, the estimates

$$\|T_h A\|_{\mathfrak{R} \to \mathfrak{R}} \leq C \|A\|_{\mathfrak{R} \to \mathfrak{R}} \tag{4.16}$$

and

$$\|T_h A\|_{\mathfrak{S}_1 \to \mathfrak{S}_1} \leq C \|A\|_{\mathfrak{S}_1 \to \mathfrak{S}_1} \tag{4.17}$$

are extremely important. Here $\|\Phi\|_{\mathfrak{R} \to \mathfrak{R}}$ is the “uniform” norm of the operator $\Phi$, acting in $\mathfrak{H}$: $\|\Phi\|_{\mathfrak{R} \to \mathfrak{R}} = \sup_{v \in \mathfrak{H}, v \neq 0} \frac{\|\Phi v\|_{\mathfrak{H}}}{\|v\|_{\mathfrak{H}}}$, and $\|\Phi\|_{\mathfrak{S}_1 \to \mathfrak{S}_1}$ is its “trace” norm.

In [BiSo4] the estimate (4.16) was obtained for functions $h(\cdot, \cdot)$ which admit a “factorization” of the form

$$h(\mu, \lambda) = \int_\mathcal{X} m(\mu, x) \cdot l(\lambda, x) dx, \tag{4.18}$$

where $\mathcal{X}$ is a measurable space carrying a non-negative sigma-finite measure $dx$, and

$$C_m = \operatorname{ess sup}_{\mu \in M} \int_\mathcal{X} |m(\mu, x)|^2 dx, \quad C_l = \operatorname{ess sup}_{\lambda \in \Lambda} \int_\mathcal{X} |l(\lambda, x)|^2 dx \tag{4.19}$$

and

$$C = \sqrt{C_m \cdot C_l} < \infty. \tag{4.20}$$

The inequality (4.16) is then obtained (with the same constant $C$) by invoking the duality between the set $\mathfrak{R}$ of all bounded operators in $\mathfrak{H}$ and the set $\mathfrak{S}_1$ of all trace class operators. The estimate (4.17) holds with the same constant $C$ (that is given in (4.20)). Unfortunately, the paper [BiSo4] is not translated into English, but some results of this paper, in particular, the estimate (4.16), (4.20), are reproduced in [ABF], Section 2.

The estimate (4.16) is a direct analog of the Schur factorization estimate (4.8), (4.7) and is obtained by the same method that Schur used. However, when Birman and Solomyak started to develop the theory of Stieltjes double-integral operators, they were not aware of the paper [Sch4] by Schur. The close relationship between double-integral operators and the results of Schur was only discovered later. In Section 2 of [Pel], V. Peller obtained a result that “inverts” the estimate (4.16) by Birman and Solomyak in the same sense that Theorem 6.4 of [Ben] (that was stated earlier) inverts the factorization estimate by Schur. Peller proved an even stronger result, a “maximal” version of the inverse result. Namely, he proved that if the function $h$ is such that the estimate (4.16) holds for every bounded operator $A$ in $\mathfrak{H}$ with a finite constant $C$ that is independent of $A$, then the
function \( h(\cdot, \cdot) \) admits a factorization of the form (4.18), where the functions \( m(\cdot, \cdot) \) and \((\cdot, \cdot)\) satisfy the conditions

\[
\int_X \left( \text{ess sup} \ |m(\mu, x)| \right)^2 \, dx < \infty \quad \text{and} \quad \int_X \left( \text{ess sup} \ |l(\lambda, x)| \right)^2 \, dx < \infty. \tag{4.21}
\]

The estimate (4.16), (4.20) is “semi-effective”: given the function \( h(\mu, \lambda) \), it is not so easy to see when it admits a factorization of the form (4.18). To overcome this difficulty, Birman and Solomyak developed another approach that reduces the study of Stieltjes double-integral operators to the study of integral operators of the form

\[
u(\lambda) \rightarrow v(\mu) = \int_{\Lambda} h(\mu, \lambda) \nu(\lambda) \rho(d\lambda) . \tag{4.22}
\]

This reduction is explained in [BiSo2], Theorem 2, and also in [BiSo4], Lemma 1.1. The operator (4.22) acts from the space \( L^2(\Lambda, d\rho(\lambda)) \) into the space \( L^2(M, d\sigma(\mu)) \), where \( \rho(d\lambda) = \langle E(d\lambda) \omega, \omega \rangle \), \( \sigma(\mu) = \langle F(d\mu) \theta, \theta \rangle \) and \( \omega, \theta \in \mathcal{H} \). The estimates for the integral operators (4.22) must be carried out for all vectors \( \omega, \theta \in \mathcal{H} \) and must be uniform with respect to the measures \( \rho(d\lambda) \) and \( \sigma(d\mu) \). To obtain such estimates, Birman and Solomyak developed a method that is based on the approximation of functions from the Sobolev-Slobodetskiï classes \( W^\alpha_p \) by piecewise-polynomial functions, [BiSo5], [BiSo6], [BiSo7], §§ 8 - 9, [BiSo8], Chapter 3, §§ 5 - 7. In the construction of the approximating functions, a partition of the domain of definition of the approximated function appears. To achieve the desired uniformity of the approximation with respect to the measures \( \rho(d\lambda) \) and \( \sigma(d\mu) \), this partition must be adapted to these measures.

The approach, based on piecewise-polynomial approximations, allows one to approximate the kernels of the integral operators (4.22) by finite-dimensional kernels, and thus to obtain the needed estimates for the singular values of the Stieltjes double-integral operators. The estimates of the double-integral operators are made not only in the uniform and trace norms, but also in many other norms. These estimates depend upon the smoothness of the function \( h(\cdot, \cdot) \) (assuming that \( \Lambda \) and \( M \) are smooth manifolds).

Double-integral operators appear in the formula for differentiating functions of Hermitian operators with respect to a parameter. Namely, let \( \tau \rightarrow H(\tau) \) be a function on some open subinterval of the real axis \( \mathbb{R} \) whose values are self-adjoint operators in a Hilbert space \( \mathcal{H} \). Let \( f : \mathbb{R} \rightarrow \mathbb{R} \) be a real-valued function that is defined and bounded on \( \mathbb{R} \) and let \( E(d\lambda, \tau) \) be the spectral measure of the operator \( H(\tau) \). Under appropriate assumptions, Yu.L. Daletskii and S.G. Krein, [DaKr1], obtained the formula

\[
\frac{\partial f(H(\tau))}{\partial \tau} = \int_{\mathbb{R} \times \mathbb{R}} \frac{f(\lambda) - f(\mu)}{\lambda - \mu} E(d\mu, \tau) \frac{\partial H(\tau)}{\partial \tau} E(d\lambda, \tau). \tag{4.23}
\]

This formula, which expresses the derivative \( \frac{\partial f(H(\tau))}{\partial \tau} \) as a Stieltjes double-integral operator, seems to be the first recorded application of Stieltjes double-integral operators.
The paper [Da1] contains a version of Taylor’s formula for operator functions. The paper [DaKr2] (and, to some extent, the paper [Da2]) contains a more detailed presentation of the results of the papers [DaKr1] and [Da1] as well as some extensions. Later on, Stieltjes double-integral operators were widely used in scattering theory. M.Sh. Birman, [Bi1], used them to prove the existence of wave operators. (See also [BiSo2], especially the last paragraph of this paper.) Double-integral operators are involved in the study of the so-called spectral shift function (see [BiSo10] and [BiYa]). The paper [BiSo11] is devoted to the application of double-integral operators to the estimation of perturbations and commutators of functions of self-adjoint operators. It is worth noticing that double-integral operators allow one to make an abstract and symmetric definition of a pseudodifferential operator with prescribed symbol (see item 3 of the paper [BiSo9]).

Thus, the ideas of Issai Schur on the termwise multiplication of matrices, partially forgotten and rediscovered, are seen to lead very far from the original setting.
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5. The Schur Convexity Theorem.

The well known Hadamard inequality states that

$$ \det H \leq \prod_{1 \leq k \leq n} h_{kk} \quad (5.1) $$

for every non-negative definite Hermitian matrix $H = [h_{jk}]_{1 \leq j, k \leq n}$. (There are many proofs; see, for example, [HoJo], Section 7.8.) In a short but penetrating paper published in 1923, Issai Schur [Sch18] gave a highly effective method for deriving this inequality. However the importance of the paper [Sch18] rests primarily on the ideas which are contained there and by the impact which the paper had on various areas of mathematics, some of which lie very far from the original setting. This paper has generated and continues to generate many fruitful investigations.
Given a Hermitian matrix \( H = [h_{jk}]_{1 \leq j,k \leq n} \), it can be reduced to the diagonal form

\[
H = U \text{diag}(\omega_1, \ldots, \omega_n) U^*,
\]

where \( \omega_1, \ldots, \omega_n \) are the eigenvalues of the matrix \( H \), and \( U = [u_{jk}]_{1 \leq j,k \leq n} \) is a unitary matrix. (If the Hermitian matrix \( H \) is real, then the matrix \( U \) can be chosen real also, i.e., if \( H \) is real and symmetric, then \( U \) is orthogonal.) In particular, the equality (5.2) implies that

\[
\begin{bmatrix}
h_{11} \\
\vdots \\
h_{nn}
\end{bmatrix} =
\begin{bmatrix}
|u_{11}|^2 & \ldots & |u_{1n}|^2 \\
\vdots & \ddots & \vdots \\
|u_{n1}|^2 & \ldots & |u_{nn}|^2
\end{bmatrix}
\begin{bmatrix}
\omega_1 \\
\vdots \\
\omega_n
\end{bmatrix}.
\]

(5.3)

Since the matrix \( U \) in (5.2) is unitary (orthogonal), the matrix \( M = [m_{jk}]_{1 \leq j,k \leq n} \), with

\[
m_{jk} = |u_{jk}|^2,
\]

as in (5.3), possesses the properties

i. \( m_{jk} \geq 0 \), \( 1 \leq j,k \leq n \);

ii. \( \sum_{1 \leq k \leq n} m_{jk} = 1 \), \( 1 \leq j \leq n \);  

iii. \( \sum_{1 \leq j \leq n} m_{jk} = 1 \), \( 1 \leq k \leq n \).

(5.5)

It turns out to be fruitful to consider linear transformations whose matrices \( M \) satisfy the conditions (5.5), without regard to the relations (5.4).

**DEFINITION 1.** A matrix \( M = [m_{jk}]_{1 \leq j,k \leq n} \) is said to be **doubly-stochastic** if the conditions (5.5) are fulfilled.

**DEFINITION 2** A matrix \( M = [m_{jk}]_{1 \leq j,k \leq n} \) is said to be **ortho-stochastic** if there exists an orthogonal matrix \( U = [u_{jk}]_{1 \leq j,k \leq n} \) such that the matrix entries \( m_{jk} \) are representable in the form (5.4), i.e., if \( M \) is the Schur product of an orthogonal matrix \( U \) with itself.

**REMARK 1.** It is clear that every ortho-stochastic matrix is a doubly-stochastic. However, not every doubly-stochastic matrix is an ortho-stochastic. For example\(^1\), the matrix

\[
P = \frac{1}{6}
\begin{bmatrix}
0 & 3 & 3 \\
3 & 1 & 2 \\
3 & 2 & 1
\end{bmatrix}
\]

is doubly-stochastic, but not ortho-stochastic.

Many well known elementary inequalities can be put in the form

\[
\Phi(\overline{x}, \ldots, \overline{x}) \leq \Phi(x_1, \ldots, x_n),
\]

(5.6)

\(^1\)This example is adopted from [Sch18].
where \( \overline{x} = (x_1 + \cdots + x_n)/n \) and \( x_1, \ldots, x_n \) lie in a specified set. For example, the inequality
\[
\varphi(\overline{x}) \leq (\varphi(x_1) + \cdots + \varphi(x_n))/n \tag{5.7}
\]
for a convex function \( \varphi \) of one variable can be written in the form (5.6), with \( \Phi(\xi_1, \ldots, \xi_n) = \varphi(\xi_1) + \cdots + \varphi(\xi_n) \).

We recall, that a real valued function \( \varphi \), defined on a subinterval \((\alpha, \beta)\) of the real axis, is said to be \textit{convex} if \( \varphi \) is continuous there and the inequality \( \varphi((x_1 + x_2)/2) \leq (\varphi(x_1) + \varphi(x_2))/2 \) holds for every \( x_1, x_2 \in (\alpha, \beta) \). The inequality (5.7) is a special case of the so-called

\textbf{JENSEN INEQUALITY.} Let \( \varphi \) be a convex function on an interval \((\alpha, \beta)\), let \( x_1, \ldots, x_n \) be points in the interval \((\alpha, \beta)\), and let the numbers \( \lambda_1, \ldots, \lambda_n \) satisfy the conditions
\[
\begin{align*}
\text{i.} & \quad \lambda_k \geq 0, \quad 1 \leq k \leq n; \\
\text{ii.} & \quad \sum_{1 \leq k \leq n} \lambda_k = 1. \tag{5.8}
\end{align*}
\]
Then
\[
\varphi(\lambda_1 x_1 + \cdots + \lambda_n x_n) \leq \lambda_1 \varphi(x_1) + \cdots + \lambda_n \varphi(x_n). \tag{5.9}
\]

The value \( \overline{x} = (x_1 + \cdots + x_n)/n \) that appears in (5.7), the so called \textit{arithmetic mean} of the values \( x_1, \ldots, x_n \), is the most commonly used average value for \( x_1, \ldots, x_n \). The value \( \lambda_1 x_1 + \cdots + \lambda_n x_n \) that appears in (5.9), the so-called \textit{weighted arithmetic mean}, is a more general average value for \( x_1, \ldots, x_n \).

In [Sch18], doubly-stochastic matrices \( M = [m_{jk}]_{1 \leq j,k \leq n} \) are used to construct an average sequence \( y_1, \ldots, y_n \) from a given sequence of real or complex numbers \( x_1, \ldots, x_n \) by the averaging rule
\[
y = \begin{bmatrix} y_1 \\ \vdots \\ y_n \end{bmatrix} = \begin{bmatrix} m_{11} & \cdots & m_{1n} \\ \vdots & \ddots & \vdots \\ m_{n1} & \cdots & m_{nn} \end{bmatrix} \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix} = Mx. \tag{5.10}
\]
It is intuitively clear that the sequence of “averaged” values \( \{y_k\} \) is “less spread out” than the original sequence \( \{x_k\} \). In [Sch18], inequalities of the form
\[
\Phi(y_1, \ldots, y_n) \leq \Phi(x_1, \ldots, x_n), \tag{5.11}
\]
are considered for points \((x_1, \ldots, x_n)\) and \((y_1, \ldots, y_n)\) in the domain of definition of the function \( \Phi \) that are related by a doubly stochastic matrix \( M = [m_{jk}]_{1 \leq j,k \leq n} \) by means of the averaging procedure \( y = Mx \) given in (5.10). In particular, the inequality (5.11) is established there for functions \( \Phi \) of the form \( \Phi(\xi_1, \ldots, \xi_n) = \varphi(\xi_1) + \cdots + \varphi(\xi_n) \):

\textbf{THEOREM I.} Let \( \varphi \) be a convex function defined on a subinterval \((\alpha, \beta)\) of the real axis, let \( x_1, \ldots, x_n \) be arbitrary numbers from \((\alpha, \beta)\), let \( M = [m_{jk}]_{1 \leq j,k \leq n} \) be a doubly stochastic
matrix and let the numbers \( y_1, \ldots, y_n \) be obtained from the averaging procedure \( y = Mx \).

Then

\[
\varphi(y_1) + \cdots + \varphi(y_n) \leq \varphi(x_1) + \cdots + \varphi(x_n).
\]  

(5.12)

**Proof** of Theorem I. In view of the conditions (5.5.i) and (5.5.ii), Jensen’s inequality is applicable with \( \lambda_k = m_{jk}, k = 1, \ldots, n \), and implies that

\[
m_{j1}\varphi(x_1) + \cdots + m_{jn}\varphi(x_n) \leq \varphi(m_{j1}x_1 + \cdots + m_{jn}x_n) = \varphi(y_j).
\]

The desired conclusion is now obtained by summing the last inequality over \( j \) from 1, \ldots, \( n \) and invoking the condition (5.5.iii).

The preceding theorem appears as Theorem V in [Sch18] and is used there to derive the (Hadamard) inequality

\[
\prod_{1 \leq k \leq n} \omega_k \leq \prod_{1 \leq k \leq n} h_{kk}
\]

for a positive definite Hermitian matrix \( H = [h_{jk}]_{1 \leq j,k \leq n} \) with eigenvalues \( \omega_1, \ldots, \omega_n \).

The latter is equivalent to the inequality

\[
\sum_{1 \leq k \leq n} (-\log h_{kk}) \leq \sum_{1 \leq k \leq n} (-\log \omega_k),
\]  

(5.13)

which is of the form (5.12), with the convex function \( \varphi(\xi) = -\log \xi \). In this case, the averaging doubly-stochastic matrix \( M = [m_{jk}]_{1 \leq j,k \leq n} \) is the ortho-stochastic one, with entries \( m_{jk} \) of the form (5.4), as in (5.3).

In [Sch18], functions \( \Phi \) of several variables for which inequalities of the form (5.11) hold are also considered.

**Definition 3.** A function \( \Phi \) of \( n \) variables \( x_1, \ldots, x_n \) is said to be \( S \)-convex (i.e., convex in the sense of Schur) if for every doubly-stochastic matrix \( M \) and every pair of points \( x = (x_1, \ldots, x_n) \) and \( y = Mx \) in the domain of \( \Phi \), the inequality (5.11) holds. The function \( \Phi \) is said to be \( S \)-concave if the opposite inequality holds, i.e., if \( \Phi(x_1, \ldots, x_n) \leq \Phi(y_1, \ldots, y_n) \), holds for every pair of points \( x \) and \( y = Mx \) in the domain of \( \Phi \). A function \( \Phi \) is \( S \)-concave if and only if the function \( -\Phi \) is \( S \)-convex.

Let \( \pi \) be a permutation of the set \( \{1, \ldots, n\} \). Then the corresponding operator on \( \mathbb{R}^n \) that permutes coordinates according to the rule \( (x_1, \ldots, x_n) \rightarrow (x_{\pi(1)}, \ldots, x_{\pi(n)}) \) is linear. Its matrix \( P_\pi \) with respect to the standard basis in \( \mathbb{R}^n \) is termed a permutation matrix and is of the form

\[
P_\pi = [(p_{\pi})_{jk}]_{1 \leq j,k \leq n}, \quad \text{where, for } k = 1, \ldots, n, \quad (p_{\pi})_{jk} = \begin{cases} 1, & \text{if } j = \pi(k); \\ 0, & \text{if } j \neq \pi(k). \end{cases}
\]  

(5.14)
There are \( n! \) permutation matrices of size \( n \times n \). Every permutation matrix is a doubly-

stochastic one. The inverse of a permutation matrix is a permutation matrix as well, and

hence it is also doubly-stochastic. Therefore,

Every \( S \)-convex function \( \Phi \) of \( n \) variables is a symmetric function:

\[
\Phi(x_1, \ldots, x_n) \equiv \Phi(x_{\pi(1)}, \ldots, x_{\pi(n)}), \text{ for every permutation } \pi.
\]  

(5.15)

**THEOREM II.** Let \( \Phi \) be a \( S \)-convex function of \( n \) variables, \( n \geq 2 \), and let all its partial
derivatives of the first order exist and be continuous. Then the function \( \Phi \) satisfies the condition

\[
\frac{\partial \Phi}{\partial x_1}(x_1, x_2, \ldots, x_n) - \frac{\partial \Phi}{\partial x_2}(x_1, x_2, \ldots, x_n) \geq 0, \text{ if } x_1 > x_2.
\]  

(5.16)

This theorem provides a necessary condition for a symmetric function \( \Phi \) be \( S \)-convex. It

appears as Theorem I in [Sch18]. Theorem II in [Sch18] also contains a sufficient condition

for a symmetric function \( \Phi \) be \( S \)-convex.

**THEOREM III.** Let \( \Phi \) be a symmetric function of \( n \) variables, \( n \geq 2 \), that satisfies the

condition

\[
\left( \frac{\partial^2 \Phi}{\partial x_1^2} + \frac{\partial^2 \Phi}{\partial x_2^2} - 2 \frac{\partial^2 \Phi}{\partial x_1 \partial x_2} \right)(x_1, x_2, \ldots, x_n) \geq 0 \text{ for all } x_1, x_2, \ldots, x_n.
\]  

(5.17)

Then the function \( \Phi \) is \( S \)-convex.

However, A. Ostrowski showed that condition (5.16) is both necessary and sufficient for

a symmetric function \( \Phi \) to be \( S \)-convex; see Theorem VIII in [Ostr]. The reasoning in

[Ostr] is based essentially on the the reasoning in [Sch18], but is more precise.

In [Sch18] it is shown that the elementary symmetric functions \( c_k(x_1, \ldots, x_n), \ k = 1, \ldots, n \), are \( S \)-concave, and that the functions \( \Phi_k(x_1, \ldots, x_n) = c_{k+1}(x_1, \ldots, x_n) / c_k(x_1, \ldots, x_n) \), \( k = 1, \ldots, n - 1 \), are \( S \)-concave.

To this point, we have reviewed almost all the main results of the short paper [Sch18].
The significance of this paper is not confined to these results, important as they are,

but rests primarily on the fact that linear transformations with doubly-stochastic ma-

trices were introduced there. This paper attracted the attention of mathematicians to

doubly-stochastic matrices. (In [BeBe] the term “Schur transformation” is used for linear

transformations with such matrices; see [BeBe], Chapter I, § 29.) Schur himself did not

use the term doubly-stochastic matrix. He just referred to “a matrix \( M \) that satisfies the

conditions (5.5).” The term “doubly-stochastic matrix” seems to have appeared first in
the first edition of the book [Fel] by W. Feller, in 1950.\footnote{However, the term “stochastic matrix” was used as early as 1931 in [Rom1] (see also [Rom2]) for matrices satisfying the conditions (5.5.ii) and (5.5.iii) only (but not necessarily the condition (5.5.iii)). Such matrices play a crucial role in the theory of Markov chains.}

Many results were influenced by the paper [Sch18]. We shall begin with the theorems of Hardy-Littlewood-Polya and Birkhoff.

To formulate the Hardy-Littlewood-Polya Theorem, we have to introduce the notion of majorization. Let \( \xi_1, \xi_2, \ldots, \xi_n \) be a sequence of real numbers. By \( \xi_1^*, \xi_2^*, \ldots, \xi_n^* \) we denote the rearrangement of this sequence in non-increasing order:

\[
\xi_1^* \geq \xi_2^* \geq \ldots \geq \xi_n^*, \quad \xi_k^* = \xi_{\pi(k)}
\]

The relations (5.18) were considered by R.F. Muirhead [Muir] and by M.O. Lorenz [Lor] in the beginning of 20th century. Muirhead introduced these relations (with integer \( x_k, y_k \) only) to study inequalities for homogeneous symmetric functions (Muirhead’s result is also presented in [HLP], Chapter II, sec. 2.18). Lorenz used the relations (5.18) to describe the non-uniformity of the distribution of wealth in a population. However, the notation (5.19) and the term “majorization” were introduced by G.H. Hardy, J.W. Littlewood and G. Polya in 1934; see [HLP], Sec. 2.18. Chapter II of the book [HLP], in which majorization is introduced and discussed, contains a number of references to private communications by Schur.

Theorem (G.H. Hardy, J.W. Littlewood and G. Polya, [HLP], sec. 2.20)

I. Let \( \mathbf{x} = (x_1, \ldots, x_n) \) and \( \mathbf{y} = (y_1, \ldots, y_n) \) be two sequences of real numbers and let matrix \( \mathbf{M} \) be a doubly-stochastic matrix such that \( \mathbf{x} = \mathbf{My} \). Then \( \mathbf{y} \prec \mathbf{x} \).

II. Let \( \mathbf{x} = (x_1, \ldots, x_n) \), and \( \mathbf{y} = (y_1, \ldots, y_n) \) be two sequences of real numbers such that \( \mathbf{y} \prec \mathbf{x} \). Then there exists a doubly stochastic matrix \( \mathbf{M} \) such that \( \mathbf{x} = \mathbf{My} \). (In general such a matrix \( \mathbf{M} \) is not unique.)
Part II of this theorem and the first cited theorem of Schur (which appears as Theorem I in this section) implies the following result:

**THEOREM I’.** Let a sequence $\mathbf{y} = (y_1, \ldots, y_n)$ be majorized by a sequence $\mathbf{x} = (x_1, \ldots, x_n)$, let $x_k, y_k \in (\alpha, \beta) \subset \mathbb{R}$ for $k = 1, \ldots, n$, and let $\varphi$ be a convex function on the interval $(\alpha, \beta)$. Then the inequality (5.12) holds.

It turns out that the converse statement is true ([HLP1], Theorem 8; [HLP], Theorem 108):

Let $x_k, y_k \in (\alpha, \beta)$ for $k = 1, \ldots, n$ and assume that the inequality (5.12) holds for every function $\varphi$ which is convex on the interval $(\alpha, \beta)$. Then $\mathbf{x} = M \mathbf{y}$ for some doubly-stochastic matrix $M$.

This means that Schur’s result (which appears as Theorem I in this section) is sharp in some sense.

In [GoKr1], Chapt. II, Lemma 3.5, a very elementary proof of the following fact is presented: Let $\Phi$ be a symmetric function of $n$ variables which has continuous derivatives of the first order. Assume that the condition (5.16) is satisfied. If a sequence $\mathbf{x} = (x_1, \ldots, x_n)$ of real numbers majorizes a sequence $\mathbf{y} = (y_1, \ldots, y_n)$, then the inequality (5.11) holds.

The last result combined with the Hardy-Littlewood-Polya theorem that was discussed earlier yields an independent proof of the fact that a symmetric function $\Phi$ that satisfies the condition (5.16) is $S$-convex.

The theorem by G. Birkhoff sheds light on geometric aspects of majorization and Schur averaging. It is clear that the set of all doubly-stochastic matrices is compact and convex. Therefore, it is of interest to find the extreme points of this set. It is clear that permutation matrices are doubly-stochastic and that they are extreme points. It turns out that they are the only extreme points.

**THEOREM (G. Birkhoff).** Every doubly-stochastic matrix $M = [m_{jk}]_{1 \leq j, k \leq n}$ is representable as a convex combination of permutation matrices:

$$M = \sum_{\pi \in \mathcal{S}_n} \lambda_\pi P_\pi,$$

where $\pi$ runs over the set $\mathcal{S}_n$ of all permutations of the set $\{1, \ldots, n\}$, $P_\pi$ are the corresponding permutation matrices (5.14), and the coefficients $\lambda_\pi = \lambda_\pi(M)$ satisfy the conditions

$$\lambda_\pi \geq 0 \ (\forall \ \pi \in \mathcal{S}_n), \quad \sum_{\pi \in \mathcal{S}_n} \lambda_\pi = 1.$$

**REMARK 2.** In general, the coefficients $\lambda_\pi(M)$ in the representation (5.20) are not
uniquely determined from the matrix $M$.

This theorem was formulated and proved in 1946 in the paper [Birk1]. (This formulation also appeared in Example 4* in [Birk2], p.266.) The original proof due to Birkhoff is based on a theorem by Ph. Hall on representatives of subsets, [HalP]. (The latter theorem can also be found in [HalM], sec.5.1). G.B. Dantzig [Dan] gives an algorithm for solving a transportation problem, the solution of which leads to Birkhoff’s theorem. An independent proof of Birkhoff’s theorem was given by J. von Neumann [Neu1] in the setting of game theory. “Combinatorial” proofs of Birkhoff’s theorem (based on Ph.Hall’s theorem), are presented in the books of M. Hall [HalM] (see Theorem 5.1.9), and C. Berge [Ber] (see Theorem 11 in Chapt. 10). A geometric proof (based on a direct investigation of extreme points) is presented in [HoJo], Theorem 8.7.1. Two different proofs of Birkhoff’s theorem are presented in [MaOl], Chapt.2, Sect. F. The paper [Mir] is a good survey of doubly-stochastic matrices. In particular, it contains a proof of Birkhoff’s theorem. See also the problem book by I.M. Glazman and Yu.I. Lyubich [GlLy], Ch. 7, §4, where Birkhoff’s theorem is presented in problem form.

Let $x = (x_1, \ldots, x_n)$ be a sequence of real numbers and, for a permutation $\pi$ of the set $\{1, \ldots, n\}$, let $x_\pi = (x_{\pi(1)}, \ldots, x_{\pi(n)})$. (Thus, for given $x$ there are $n!$ sequences $x_\pi$, some of which can coincide.) We consider these sequences as vectors in $\mathbb{R}^n$. Let $C_x$ denote the convex hull of all the vectors $x_\pi$ where $\pi \in S_n$.

**THEOREM** (R. Rado) Let $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$ be two sequences of real numbers. Then

$$y \in C_x \iff y \prec x.$$ 

**PROOF.** The implication $\Rightarrow$ is easy. The converse can be obtained by combining the cited theorems of Hardy-Littlewood-Polya and Birkhoff.

This theorem seems to have been established first by R. Rado [Rad]. His proof was based on a theorem on the separation of convex sets by hyperplanes. A. Horn ([HorA1], Theorem 2) observed it can also be obtained by combining the results of Hardy-Littlewood-Polya and Birkhoff that were cited earlier. A short proof of Rado’s theorem, which does not use the Birkhoff theorem, can be found in [Mark] (see Theorem 1.1).

The circle of ideas related to Schur averaging, majorization and Birkhoff’s theorem is well represented in the literature. The whole book [MaOl] (of more than 550 pages) is dedicated to this circle. It includes applications to combinatorial analysis, matrix theory, numerical analysis and statistics. The books [ArnB] and [PPT] are also relevant. There are generalizations of Birkhoff’s theorem to the infinite dimensional case, see [Mir] and [NenA].

One generalization of Birkhoff’s theorem leads to an interpolation theorem for linear operators. Let $B$ be the linear space $\mathbb{R}^n$ provided with a norm $\|\cdot\|_B$ such that $\|x\|_B =$
∥xπ∥_B for every x ∈ ℝ^n and for every permutation π ∈ S_n, where, as usual, xπ = (xπ(1), ..., xπ(n)). In other words, this property of the norm ∥·∥_B can be expressed as ∥P_π∥_{B→B} = 1 for every permutation π ∈ S_n where the permutation operator P_π is defined by the permutation matrix P_π, (5.14), in the natural basis of the space ℝ^n. A norm ∥·∥_B with this property is said to be a symmetric norm. A Banach space B with a symmetric norm is said to be a symmetric Banach space.

Let an operator A in the space ℝ^n be defined by its matrix A = [a_{jk}]_{1≤k≤n} in the natural basis of the space ℝ^n and assume that it satisfies the norm estimates

∥A∥_{l^1→l^1} ≤ 1 and ∥A∥_{l^∞→l^∞} ≤ 1. (5.22)

Then, as noted earlier in Section 4,

∑_{1≤j≤n} |a_{jk}| ≤ 1, 1 ≤ k ≤ n and ∑_{1≤k≤n} |a_{jk}| ≤ 1, 1 ≤ j ≤ n. (5.23)

According to one generalization of Birkhoff’s theorem, a matrix A satisfying the conditions (5.23) admits a representation of the form

A = ∑_{π∈S_n} λ_π P_π

where the λ_π are real (not necessarily non-negative) numbers satisfying the conditions

∑_{π∈S_n} |λ_π| ≤ 1.

Therefore, since ∥P_π∥_{B→B} = 1, the operator A must be a contraction in this norm:

∥A∥_{B→B} ≤ 1. (5.24)

Thus, the following result holds:

**THEOREM** (Interpolation theorem for symmetric Banach spaces). Let an operator A acting in the space ℝ^n be a contraction in the l^1 and l^∞ norms, i.e., let the estimates (5.22) hold. Then the operator A is a contraction in every symmetric norm ∥·∥_B on ℝ^n, i.e., the estimate (5.24) holds.

Here we presented the simplest interpolation result for symmetric spaces. A more advanced result can be found in [Mit]. Thus, the development of ideas initiated by Schur leads to interpolation theorems for Banach spaces with symmetric norms.

The last topic which we discuss here is the Schur-Horn convexity theorem. A. Horn ([HorA1], Theorem 4) obtained the following strengthening of the second part of the Hardy-Littlewood-Polya theorem:
THEOREM (A. Horn). Let \( \mathbf{x} = (x_1, \ldots, x_n) \) and \( \mathbf{y} = (y_1, \ldots, y_n) \) be any two points in \( \mathbb{R}^n \) such that \( \mathbf{y} \prec \mathbf{x} \). Then there exists an ortho-stochastic matrix \( M \) such that \( \mathbf{y} = M \mathbf{x} \).

The following result is a direct consequence of the cited theorems of Rado and A. Horn:

Given \( \mathbf{x} = (x_1, \ldots, x_n) \in \mathbb{R}^n \), the following two sets coincide:

1. The set \( \mathcal{C}_x \) def = the convex hull of the family of vectors \( \{x_\pi\}_{\pi \in S_n} \).
2. The set \( \{M \mathbf{x}\} \), where \( M \) runs over the set of all ortho-stochastic matrices.

In view of the relations (5.2) and (5.3), the last statement can be reformulated in terms of eigenvalues and diagonal entries: Let us associate with every real symmetric \( n \times n \) matrix \( H = [h_{jk}]_{1 \leq j, k \leq n} \) the \( n \)-tuple \( \mathbf{h}(H) = (h_{11}, \ldots, h_{nn}) \) of its diagonal entries and the \( n \)-tuple \( \mathbf{\omega}(H) = (\omega_1(H), \ldots, \omega_n(H)) \) of its eigenvalues arranged in non-increasing order: \( \omega_1(H) \geq \ldots \geq \omega_n(H) \). We consider these \( n \)-tuples as vectors in \( \mathbb{R}^n \). Given an \( n \)-tuple \( \mathbf{\omega} = (\omega_1, \ldots, \omega_n) \) of real numbers, arranged in non-increasing order: \( \omega_1 \geq \ldots \geq \omega_n \), let

\[ \mathcal{H}_\omega = \{H : H \text{ is real symmetric and } \mathbf{\omega}(H) = \mathbf{\omega}\} \]

THEOREM (Schur-Horn convexity theorem). Given an \( n \)-tuple \( \mathbf{\omega} = (\omega_1, \ldots, \omega_n) \) of real numbers: \( \omega_1 \geq \ldots \geq \omega_n \), the set \( \{\mathbf{h}(H)\}_{H \in \mathcal{H}_\omega} \) of all “diagonals” of matrices from \( \mathcal{H}_\omega \) is convex. Moreover,

\[ \{\mathbf{h}(H)\}_{H \in \mathcal{H}_\omega} = \mathcal{C}_\omega, \quad (5.25) \]

where \( \mathcal{C}_\omega \) is the convex hull of the family of \( n! \) vectors \( \mathbf{\omega}_\pi = (\omega_{\pi(1)}, \ldots, \omega_{\pi(n)}) \), as \( \pi \) runs over the set \( \mathcal{C}_n \) of all permutations of the set \( \{1, \ldots, n\} \):

\[ \mathcal{C}_\omega = \text{Conv} \{\mathbf{\omega}_\pi : \pi \in \mathcal{S}_n\}. \quad (5.26) \]

Schur himself established the formula

\[ \{\mathbf{h}(H)\}_{H \in \mathcal{H}_\omega} = \{M \mathbf{\omega} : M \text{ is ortho-stochastic}\}. \]

He did not described the set on the right geometrically as a convex hull. The term “convex set” does not appear in the paper [Sch18] at all. The “Schur-Horn convexity theorem” appeared only in the paper by A. Horn [HorA2] (which used in an essential way the cited results by Hardy-Littlewood-Polya and Birkhoff.) However, the influence of Issai Schur on the area was so great that the term “Schur-Horn convexity theorem” is now common.

In the last thirty years, the Schur-Horn convexity theorem has been generalized significantly. In 1973 (fifty years after the publication of [Sch18]) B. Kostant published a seminal paper [Kos] in which he interpreted the Schur-Horn result as a property of adjoint orbits of the unitary group and generalized it to arbitrary compact Lie groups. More precisely, he proved (see especially [Kos], sect. 8) that for an element \( x \) in a maximal abelian subspace \( \mathfrak{t} \) in the Lie algebra \( \mathfrak{k} \) of a compact Lie group \( K \) one has

\[ \text{pr}_1(\text{Ad } K. x) = \text{Conv } W. x, \]
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where \( \text{pr}_t : \mathfrak{t} \to \mathfrak{t} \) is the orthogonal projection (with respect to the Killing form) and \( \mathcal{W} \) is the Weyl group associated with the pair \((\mathfrak{t}_C, \mathfrak{t}_C)\). Subsequently, M.F. Atiyah [Ati] and, independently, V. Guillemin and S. Sternberg [GuSt1, GuSt2] gave an interpretation of Kostant’s theorem as a special case of a theorem on the image of the momentum map of a Hamiltonian torus action. Atiyah’s proofs depend on some ideas from Morse theory. Subsequently, the results of Kostant, Atiyah, Guillemin and Sternberg were extended to the setting of symmetric spaces. See, for example, the paper [HNP], where more references can be found, the paper [BFR] and the book [HiOl], sections 4.3 and 5.5.

In yet another direction, the relevance of doubly-stochastic matrices and Schur averaging to operator algebras and quantum physics is discussed in the book [AlU].

Thus, once again a relatively short paper of Issai Schur is seen to have had significant influence on the development of a number of diverse areas of mathematics. In particular, [Sch18] paved the way to important results in matrix theory, statistics, the theory of Lie groups and symmetric spaces, symplectic geometry and Hamiltonian mechanics. Many of these areas are very far from the original setting.
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6. Inequalities between the eigenvalues and the singular values of a linear operator.

Let $A = [a_{jk}]_{1 \leq j, k \leq n}$ be an $n \times n$ matrix with eigenvalues $\lambda_1, \ldots, \lambda_n \in \mathbb{C}$. In Theorem II of [Sch2], Schur proved the inequality

$$\sum_{\ell=1}^{n} |\lambda_\ell|^2 \leq \sum_{j,k=1}^{n} |a_{jk}|^2. \quad (6.1)$$

Schur’s proof was based on Theorem I of that paper, in which he established the fundamental fact that every square matrix $A$ with complex entries is unitarily equivalent to an upper triangular matrix, i.e., there exists a unitary matrix $U$ such that

$$T = U^*AU = U^{-1}AU \quad (6.2)$$

is upper triangular: $t_{jk} = 0$ for $j > k$. Therefore, the set of eigenvalues of the matrix $A$ is equal to the set of eigenvalues of the matrix $T$, which in turn is equal to the set of diagonal entries of $T$. Thus,

$$\sum_{\ell=1}^{n} |\lambda_\ell|^2 = \sum_{j=1}^{n} |t_{jj}|^2 \leq \sum_{j,k=1}^{n} |t_{jk}|^2 = \text{trace } T^*T = \text{trace } A^*A = \sum_{j,k=1}^{n} |a_{jk}|^2.$$
Apart from its use in the proof of the inequality (6.1), Theorem I serves as a model for some important constructions in operator theory that will be discussed below.

In [Sch2], Schur used (6.1) to obtain simple proofs of the estimates

$$|\lambda_l| \leq n \cdot \max_{1 \leq j,k \leq n} |a_{jk}| \quad (1 \leq l \leq n) \tag{6.3}$$

$$|\text{Re } \lambda_l| \leq n \cdot \max_{1 \leq j,k \leq n} |b_{jk}| \quad \text{and} \quad |\text{Im } \lambda_l| \leq n \cdot \max_{1 \leq j,k \leq n} |c_{jk}| \quad (1 \leq l \leq n), \tag{6.4}$$

for the eigenvalues $\lambda_l$ of a general $n \times n$ matrix $A = [a_{jk}]$, where, $B = [b_{jk}] = (A + A^*)/2$ and $C = [c_{jk}] = (A - A^*)/(2i)$. The estimates (6.4) were first obtained by A. Hirsch [Hir]. They were improved to

$$|\text{Im } \lambda_l| \leq \sqrt{\frac{n(n-1)}{2}} \cdot \max_{1 \leq j,k \leq n} |c_{jk}| \quad (1 \leq l \leq n) \tag{6.5}$$

for real matrices $A$ by F. Bendixson [Bend] and reproved in [Sch2]. In §7 of [Sch2], the interesting inequality

$$\sum_{j<k} |\lambda_j - \lambda_k|^2 \leq \sum_{j<k} |a_{jj} - a_{kk}|^2 + n \sum_{j \neq k} |a_{jk}|^2 \tag{6.6}$$

is derived and then used to obtain the following estimate for the discriminant

$$d = \prod_{j,k} (\lambda_j - \lambda_k)^2,$$

of the characteristic equation $\det (\lambda I_n - A) = 0$:

$$|d|^{\frac{n^2}{n(n-1)}} \leq \frac{2}{n(n-1)} \sum_{j<k} |a_{jj} - a_{kk}|^2 + \frac{2}{n-1} \sum_{j \neq k} |a_{jk}|^2. \tag{6.7}$$

In §5 of [Sch2], the well known Hadamard bound

$$|\det A| \leq \left( \max_{1 \leq j,k \leq n} |a_{jk}| \right) n^{n/2}. \tag{6.8}$$

on the maximal value of the determinant of a matrix is derived from the inequality (6.1) with the help of the inequality between the geometric and the arithmetic means:

$$|\det A|^2 = |\lambda_1|^2 \cdot \cdots \cdot |\lambda_n|^2 \leq \left( \frac{|\lambda_1|^2 + \cdots + |\lambda_n|^2}{n} \right)^n \leq \left( \frac{\sum_{j,k=1}^n |a_{jk}|^2}{n} \right)^n.$$

The challenge of obtaining simple new proofs of various Hadamard inequalities seems to have been one of Issai Schur’s favorite occupations.
In [Sch2], Schur also considers integral operators \( x(t) \to (Kx)(t) \) in \( L^2(a,b) \),
\[
(Kx)(t) = \int_a^b K(t, \tau)x(\tau) \, d\tau \quad (a \leq t \leq b), 
\]
with kernels \( K(t, \tau) \) that satisfy the condition
\[
\int_a^b \int_a^b |K(t, \tau)|^2 \, dt \, d\tau < \infty. 
\]

Today, such operators are commonly called **Hilbert-Schmidt integral operators**. Schur extended the inequality (6.11) to these operators:
\[
\sum_l |\lambda_l(K)|^2 \leq \int_a^b \int_a^b |K(t, \tau)|^2 \, dt \, d\tau, 
\]
where the summation on the left hand side is extended over the set of all eigenvalues \( \lambda_l(K) \) of the integral operator \( K \). In particular, the series on the left hand side of (6.11) converges.

One of the fundamental results of the Fredholm theory of integral equations [Fred] is the identification of the nonzero eigenvalues \( \lambda_l(K) \) of an integral operator with a continuous kernel as the reciprocals of the zeros of an entire function \( D_K(\lambda) \) (that is constructed from the kernel \( K(t, \tau) \) of this operator). This function is termed the **Fredholm denominator** (or the **Fredholm determinant**) of the operator (6.9). It is defined by the Taylor series
\[
D_K(\lambda) = \sum_{n=0}^{\infty} c_n \lambda^n, 
\]
with coefficients
\[
c_n = \frac{(-1)^n}{n!} \int_a^b \cdots \int_a^b \det \begin{bmatrix} K(t_1, t_1) & \cdots & K(t_1, t_n) \\ \vdots & \ddots & \vdots \\ K(t_n, t_1) & \cdots & K(t_n, t_n) \end{bmatrix} \, dt_1 \cdots dt_n. 
\]

From (6.13) and the Hadamard inequality (6.8), it follows that if
\[
\sigma = (b-a) \left( \max_{a \leq t, \tau \leq b} |K(t, \tau)| \right) < \infty, 
\]
then
\[
|c_n| \leq \sigma^n \cdot n^{n/2}/n!. 
\]
Consequently, the series (6.12) converges for every complex \( \lambda \), and its sum \( D_K(\lambda) \) is an entire function that is subject to the bound
\[
\ln |D_K(\lambda)| \leq \sigma^2 |\lambda|^2 (1 + o(1)) \quad (|\lambda| \to \infty). 
\]
Thus, the counting function of the zeros $\mu_1, \mu_2, \ldots$ of $D_K(\lambda)$:

$$n_K(r) = \#\{\mu_\ell(K) : |\mu_\ell(K)| \leq r\} = \#\{\lambda_\ell(K) : |\lambda_\ell(K)|^{-1} \leq r\},$$

satisfies the condition

$$n_K(r) = O(r^2), \quad \text{as} \quad r \to \infty. \quad (6.16)$$

The estimates (6.15) and its consequence (6.16) were known [Lal] before the Schur paper [Sch2] appeared. However, the estimate (6.11) is stronger than the estimate (6.16). From the convergence of the series $\sum |\lambda_\ell(K)|^2$ and from the estimate (6.15) it follows that the Fredholm denominator (6.12)-(6.13) admits the multiplicative decomposition

$$D_K(\lambda) = e^{c\lambda + d\lambda^2} \prod_\ell \left(1 - \lambda \lambda_\ell(K)\right) e^{\lambda \lambda_\ell(K)}, \quad (6.17)$$

for some choice of constants $c$ and $d$. The fact that the Fredholm denominator of the integral operator (6.9) with a continuous kernel admits a representation of the form (6.17) was first noted by Schur in §14 of [Sch2]. (It is important to note that the kernel $K(t, \tau)$ is not assumed to be symmetric or Hermitian.) This result of Schur is sharp in the sense that there exists a continuous kernel $K$ on a finite interval $[a, b]$ whose eigenvalues satisfies the condition

$$\sum_\ell |\lambda_\ell(K)|^{2-\epsilon} = \infty \text{ for every } \epsilon > 0.$$ 

To construct an example, let $K(t, \tau) = \varphi(t - \tau)$ for $0 \leq t, \tau \leq 1$, where $\varphi(t + 1) = \varphi(t)$ is a continuous periodic function on $\mathbb{R}$ with Fourier expansion $\varphi(t) \sim \sum_\ell c_\ell e^{2\pi i \ell t}$. Then the functions $e^{2\pi i \ell t}$ are eigenfunctions of the kernel $K$, and the Fourier coefficients $c_\ell$ are eigenvalues of this kernel. A kernel with the desired properties is obtained by choosing a continuous periodic function $\varphi$ whose Fourier coefficients $c_\ell$ satisfy the condition $\sum_\ell |c_\ell|^{2-\epsilon} = \infty$ for every $\epsilon > 0$. The first example of such a function was constructed by T. Carleman [Carl2]. Other examples can be found in [Bar], Chapt. 4, §16, or in [Zyg], Chapt. 5. (4.9). In his first publication [Carl1], Carleman proved that in fact $d = 0$ in (6.17). Thus, the scientific career of this outstanding analyst started with an improvement of a result of Issai Schur.

The inequality (6.1) can also be presented in the form

$$\sum_{l=1}^{n} |\lambda_l(A)|^2 \leq \sum_{l=1}^{n} s_l(A)^2, \quad (6.18)$$

where the $\lambda_l(A)$ are the eigenvalues of the matrix $A$ and the numbers $s_l(A)$ are the singular values of $A$.

The auxiliary inequality

$$\sum_{l=1}^{n} |\lambda_l(A)| \leq \sum_{l=1}^{n} s_l(A) \quad (6.19)$$
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can also be proved in an elementary way by using the Schur transformation \(6.2\) to reduce the matrix \(A\) to upper triangular form. In fact, it suffices to prove \(6.19\) for upper triangular matrices \(A\), since the transformation \(6.2\) does not change either the eigenvalues or the singular values of the matrix. But then, if \(\{e_l\}_{1\leq l\leq n}\) is the natural basis of the space \(\mathbb{C}^n\),

\[
a_{ll} = \langle Ae_l, e_l \rangle = \lambda_l(A), \quad l = 1, \ldots, n,
\]

up to a reindexing of the eigenvalues, if need be. Now let \(A = S \cdot V\) be the polar decomposition of the matrix \(A\): \(S \geq 0, V^*V = VV^* = I_n\) and let \(h_l = Ve_l\). Then the vectors \(\{h_l\}_{1\leq l\leq n}\) form an orthonormal basis of the space \(\mathbb{C}^n\) and, by the Cauchy-Schwarz inequality,

\[
|\langle Ae_l, e_l \rangle| = |\langle Sh_l, e_l \rangle| \leq \sqrt{\langle Sh_l, h_l \rangle} \cdot \sqrt{\langle Se_l, e_l \rangle}.
\]

Therefore,

\[
\sum_{l=1}^{n} |\lambda_l(A)| = \sum_{l=1}^{n} |\langle Ae_l, e_l \rangle| \leq \sqrt{\sum_{l=1}^{n} \langle Sh_l, h_l \rangle} \cdot \sqrt{\sum_{l=1}^{n} \langle Se_l, e_l \rangle} = \sum_{l=1}^{n} |\lambda_l(S)| = \sum_{l=1}^{n} s_l(A),
\]

since

\[
\sum_{l=1}^{n} \langle Sh_l, h_l \rangle = \sum_{l=1}^{n} \langle Se_l, e_l \rangle = \text{trace} \cdot S = \sum_{l=1}^{n} |\lambda_l(S)|,
\]

and, by the definition of singular values, \(\{\lambda_l(S)\}_{l=1}^{n} = \{s_l(A)\}_{l=1}^{n}\).

The inequalities \(6.1\), written in the form \(6.18\), and \(6.19\) were significantly generalized by H. Weyl \([\text{Wey}]\) in 1949. The generalization is based on the concept of majorization that was discussed in the previous section. A crucial role is played by the inequalities

\[
|\lambda_1(A) \cdot \lambda_2(A) \cdots \lambda_k(A)| \leq s_1(A) \cdot s_2(A) \cdots s_k(A) \quad (k = 1, 2, \ldots, n-1),
\]

which are valid when the eigenvalues \(\lambda_k(A)\) and the singular values \(s_k(A)\) are indexed in such a way that \(|\lambda_1(A)| \geq |\lambda_2(A)| \geq \cdots \geq |\lambda_n(A)|\) and \(s_1(A) \geq s_2(A) \geq \cdots \geq s_n(A)\). The equality

\[
|\lambda_1(A) \cdot \lambda_2(A) \cdots \lambda_n(A)| = s_1(A) \cdot s_2(A) \cdots s_n(A)
\]

holds because both sides are equal to \(|\det A|\). The relations \(6.20\) and \(6.21\) mean that the sequence \(\{\ln |\lambda_k(A)|\}_{k=1}^{n}\) is majorized by the sequence \(\{\ln s_k(A)\}_{k=1}^{n}\):

\[
\{\ln |\lambda_k(A)|\}_{k=1}^{n} \prec \{\ln s_k(A)\}_{k=1}^{n}.
\]

In \([\text{Wey}]\), Weyl derived the inequalities \(6.20\) and then applied the inequality

\[
\sum_{k=1}^{n} \psi(y_k) \leq \sum_{k=1}^{n} \psi(x_k),
\]

\footnote{This proof is adopted from \([\text{GoKr1}]\), Chapt. IV, §8. See Theorem 8.1, especially the footnote 7 on p. 128 of the Russian original or on p. 98 of the English translation.}
which holds for any convex function \( \psi(\cdot) \) on \((-\infty, \infty)\) and any pair of sequences \( \{y_k\} \) and \( \{x_k\} \) such that \( \{y_k\} \prec \{x_k\} \), to the sequences \( y_k = \ln |\lambda_k(A)| \) and \( x_k = \ln s_k(A) \). The inequality (6.23) is a direct consequence of the result\(^4\) by Schur (which states that the inequality (6.23) holds for sequences \( x \) and \( y = Mx \) that are related by a doubly-stochastic matrix \( M \)), and of the result\(^4\) by Hardy, Littlewood and Polya, who proved that

\[ y \prec x \implies y = Mx \]

for some doubly-stochastic matrix \( M \). However, Weyl was not aware of these results and gave an independent proof of the implication

\[ y \prec x \implies (6.23) \quad (6.24) \]

in Lemma 1 of [Wey]. The inequalities (6.20) were known before the paper [Wey] was published. (See, for example, Exercise 17 on page 110 of the book [TuAi].) However, it was Hermann Weyl who first combined the inequalities (6.20) with the implication (6.24) to obtain the following

**THEOREM.** Let \( A \) be an \( n \times n \) matrix with eigenvalues \( \{\lambda_k(A)\}_{k=1}^n \) and singular values \( \{s_k(A)\}_{k=1}^n \) (counting multiplicities) and let \( \varphi(\cdot) \) be a function on \((0, \infty)\) such that the function \( \psi(t) = \varphi(e^t) \) is convex on \((-\infty, \infty)\). Then

\[ \sum_{k=1}^n \varphi(\lambda_k(A)) \leq \sum_{k=1}^n \varphi(s_k(A)) . \]  

(6.25)

Weyl invoked the inequality (6.25) with \( \varphi(t) = t^p \) and \( p > 0 \) to obtain the following generalization of Schur’s inequality (6.18):

\[ \sum_{l=1}^n |\lambda_l(A)|^p \leq \sum_{l=1}^n s_l(A)^p \quad (0 < p < \infty) . \]  

(6.26)

Analogous inequalities hold for linear operators \( A \) in a Hilbert space \( \mathcal{H} \) that belong to the class \( \mathfrak{S}_p \), i.e., for which \( \sum_l s_l(A)^p < \infty \), where the \( s_l(A) \) are the eigenvalues of the operator \( \sqrt{A^*A} \). (Usually the singular values \( s_l(A) \) are enumerated by the indices \( l = 0, 1, 2, \ldots \).) The summation in the last inequality is then extended over all eigenvalues and over all singular values of the operator \( A \). The resulting inequality is very useful in the theory of integral equations. The point is that it is difficult to calculate the eigenvalues and singular values of an integral operator in terms of its kernel. However, the singular values can be effectively estimated from above by approximating the kernel \( K(t, \tau) \) by degenerate kernels of the form \( K_n(t, \tau) = \sum_{l=1}^n \varphi_l(t) \psi_l(\tau) \) and invoking the fact that

\[ s_n(K) = \inf \|K - K_n\| \]

\(^4\)These results were discussed in the previous section; see Theorems I, II and I’.
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as $K_n(t, \tau)$ runs over the set of all degenerate kernels of the indicated form. (See [GoKr1], Chapt. 2, §2, item 3.) The smoother the kernel $K$, the more rapid the rate of decay of the sequence $\|K - K_n\|$ and thus, the rate of decay of the sequence $|s_n K|$. The inequality
\[
\sum_{l} |\lambda_l(K)|^p \leq \sum_{l=0}^{\infty} s_l(K)^p
\]
(6.27)
is then used to derive the rate of decay of the eigenvalues $\lambda_n(K)$. This is the “modern” way to derive the rate of decay of the eigenvalues $\lambda_n(K)$ of an integral operator from the smoothness of its kernel $K(t, \tau)$. The theory of spline approximation is often used to construct good approximating kernels. (See, for example, the papers by M. Sh. Birman and M.Z. Solomyak mentioned in Section 4.)

The “classical” approach, which does not exploit the Weyl inequalities, is more complicated and gives weaker results. Chang, in a paper [Chang], that appeared before the paper [Wey], proved that
\[
\sum_{l=0}^{\infty} s_l(K)^p < \infty \implies \sum_{l} |\lambda_l(K)|^p < \infty
\]
(6.28)
for integral operators (6.9) of Hilbert-Schmidt class, i.e., with kernels $K(t, \tau)$ satisfying the condition (6.10). The “classical” methods of the paper [Chang] are involved and rather difficult.

The Weyl inequalities are also useful in “abstract” operator theory. Taking $\varphi(t) = \ln(1 + |\lambda|t)$ (which is admissible, since the function $\psi(t) = \ln(1 + |\lambda|e^t)$ is convex), one can obtain the inequality
\[
\left| \prod_{l} \left( 1 - \lambda \lambda_l(A) \right) \right| \leq \prod_{l} \left( 1 + |\lambda| s_l(A) \right) \quad (\forall \lambda \in \mathbb{C}),
\]
(6.29)
for linear operators $A$ from the class $S_1$ of trace class operators in a Hilbert space. This inequality is useful in the study of the so-called characteristic determinants of trace class operators and related analytic considerations. (See Chapter IV of [GoKr1].) In particular, the inequality (6.29) plays an important role in the proof of a theorem by V.B. Lidskiĭ, which states that the matricial trace and the spectral trace of a trace class operator coincide. (See [Lid], and [GoKr1], Chapt. III, §8, Theorem 8.1.) This theorem is of principal importance in operator theory.

The Weyl inequality (6.25) is one of the central tools in the toolbox of modern operator theory. However, as Weyl himself wrote [Wey], the first step was taken by Schur:

"Long ago I. Schur proved (6.26) for $p = 1$. Recently S.H. Chang showed in his thesis that, in the case of integral equations, the convergence of $\sum s_l^p$ implies the convergence of

---

5 This reference by Weyl is not accurate. Schur proved the inequality (6.26) for $p = 2$, but not for $p = 1$. 50
These two facts led me to conjecture the relation \( \sum |\lambda_t|^p \leq 1 \). After having conceived a simple idea for the proof, I discussed the matter with C.L. Siegel and J. von Neumann; their remarks have contributed to the final form and generality in which the results are presented here.

Thus, the paper [Sch2] served as source of inspiration for both T. Carleman and H. Weyl.
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7. Triangular representations of matrices and linear operators.

One of the important theorems of Schur that was discussed in the preceding section states that every square matrix is unitarily equivalent to a triangular matrix. In the early fifties, stimulated by this theorem of Schur, Moshe (Mikhail Samuilovich) Livšic (= Livshits) obtained an analogue of this result for a class of bounded linear operators in a separable Hilbert space.

To explain his results, let us first recall that every bounded operator $A$ in a Hilbert space $\mathcal{H}$ is representable in the form

$$A = B_A + iC_A,$$

(7.1)

where

$$B_A = \Re A = \frac{A + A^*}{2} = (B_A)^*$$

and

$$C_A = \Im A = \frac{A - A^*}{2i} = (C_A)^*.\quad (7.2)$$

Livšic obtained his conclusions in the class $i\Omega$ of bounded linear operators $A$ for which $C_A$ is of of trace class. In the simplest case of this setting,

$$\text{rank}(C_A) = 1,$$

(7.3)
and hence \( C_A \) must be be definite: either \( C_A \geq 0 \), or \( C_A \leq 0 \). Thus,
\[
C_A = j |C_A|, \quad \text{where} \quad |C_A| = \sqrt{(C_A)^*C_A}, \quad j = +1 \text{ or } j = -1
\]
and the imaginary parts \( \beta_k \) of the eigenvalues \( \lambda_k = \alpha_k + i\beta_k \) of the operator \( A \) are of the form \( \beta_k = j|\beta_k| \).

Without loss of generality, we may assume that the the operator \( A \) is completely non-selfadjoint: There is no invariant subspace for the operator \( A \) on which \( A \) induces a self-adjoint operator. Indeed, if the operator \( A \) is not completely non-selfadjoint, then it splits into the orthogonal sum \( A = S \oplus A_{\text{cns}} \), where \( S \) is a selfadjoint operator and \( A_{\text{cns}} \) is a completely non-selfadjoint operator. Moreover, \( \text{Im} A = \text{Im} A_{\text{cns}} \).

The eigenvalues \( \lambda_k = \alpha_k + i\beta_k \) of a completely non-selfadjoint operator \( A \) with non-negative (non-positive) imaginary part are never real: either \( \beta_k > 0 \) for all \( k \) (if \( C_A \geq 0 \)), or \( \beta_k < 0 \) for all \( k \) (if \( C_A \leq 0 \)).

The triangular model \( T \) for an operator \( A \) satisfying the condition (7.3) acts in the model Hilbert space \( H_{\text{mod}} = l^2 \oplus L^2 \) that is the orthogonal sum of the space \( l^2 \) of square summable one-sided infinite sequences \( (\xi_1, \xi_2, \ldots) \) of complex numbers of dimension \( n \leq \infty \), where \( n \) is equal to the number of eigenvalues of the operator \( A \) (counting multiplicities), and \( L^2 \) is the space of all square summable complex-valued functions on a finite interval \([0, l]\), where the number \( l \) is determined uniquely by the operator \( A \). The spaces \( l^2 \) and \( L^2 \) are equipped with the standard scalar products. The block decomposition of the operator \( T \) that corresponds to the decomposition \( H_{\text{mod}} = l^2 \oplus L^2 \) of the space \( H_{\text{mod}} \), is of the form
\[
T = \begin{bmatrix} T_{\text{dis}} & T_{\text{con}} \\ 0 & T_{\text{con}} \end{bmatrix},
\]  
where \( T_{\text{dis}} : l^2 \to l^2 \), \( T_{\text{con}} : L^2 \to L^2 \) and \( T_{\text{con}} : L^2 \to l^2 \).

The operator \( T_{\text{dis}} \), the discrete part of the operator \( T \), is defined by its matrix \([t_{km}]\) in the natural basis of the space \( l^2 \). This matrix is upper triangular, i.e., with \( j \) as in (7.4),
\[
t_{km} = 0 \quad \text{for} \quad k > m, \quad t_{kk} = \lambda_k, \quad t_{km} = i |\beta_k|^{1/2} j |\beta_m|^{1/2} \quad \text{for} \quad k < m.
\]

The operator \( T_{\text{dis}} \) is bounded, since \( A \) is bounded and \( \sum_k |\beta_k| \leq \text{trace} |C_A| < \infty \). The operator \( T_{\text{con}} \), the continuous part of the operator \( T \), is an integral operator of the form
\[
(T_{\text{con}} \xi)(t) = \lambda(t)\xi(t) + i \int_t^l K(t, s) \xi(s) \, ds \quad 0 \leq t \leq l,
\]
where \( \lambda(t) \) is a non-decreasing bounded real-valued function on the interval \([0, l]\) which is determined by the operator \( A \). The kernel \( K(t, s) \) of the integral operator (7.7) is of the form
\[
K(t, s) = 0 \quad \text{for} \quad 0 \leq s < t \leq l, \quad K(t, s) = i j \quad \text{for} \quad 0 \leq t < s \leq l,
\]
i.e., the operator \( T \) can be considered as upper triangular. The summand \( \lambda(t)\xi(t) \) corresponds to the “main diagonal” of this operator. For the operator \( T_{\text{con}} \), the so-called coupling operator, an explicit formula can be obtained. Thus, the whole operator \( T \) can be naturally considered as an upper triangular operator.

**DEFINITION.** Let \( A \) be an operator which acts in a Hilbert space \( \mathcal{H} \). An operator \( \tilde{A} \) acting in a larger Hilbert space \( \tilde{\mathcal{H}}, \tilde{\mathcal{H}} \supseteq \mathcal{H} \), is said to be an inessential extension of the operator \( A \), if \( \tilde{A} = A \oplus S \), where \( S \) is a selfadjoint operator acting in the space \( \tilde{\mathcal{H}} \ominus \mathcal{H} \).

**THEOREM I’** (M. Livšic). Let \( A \) be a bounded completely non-selfadjoint linear operator in a Hilbert space \( \mathcal{H} \) such that \( C_A \) is one-dimensional. Then there exists an inessential extension \( \tilde{A} : \tilde{\mathcal{H}} \to \mathcal{H} \) of the operator \( A \) that is unitarily equivalent to an “upper triangular” model operator \( T \) of the form \( (7.5) \): There exists a unitary operator \( U \) acting from \( \mathcal{H}_{\text{mod}} = l^2 \oplus l^2 \) onto \( \tilde{\mathcal{H}} \) such that

\[
T = U^* \tilde{A} U = U^{-1} \tilde{A} U. \tag{7.9}
\]

Triangular models of the same general form \( (7.5)-(7.6)-(7.7) \) can also be constructed for bounded linear operators \( A \) in a separable Hilbert space \( \mathcal{H} \) when \( C_A \) is only assumed to be of trace class. They are, however, a bit more complicated.

For an operator \( A \) in a separable Hilbert space \( \mathcal{H} \), let us introduce the non-hermitian subspace \( \mathcal{N}_A \) as the closure of the image of its imaginary part \( C_A \):

\[
\mathcal{N}_A = \overline{C_A \mathcal{H}}. \tag{7.10}
\]

The dimension \( n_A \) of the non-hermitian subspace \( \mathcal{N}_A \) is said to be the non-hermitian rank of the operator \( A \):

\[
n_A = \dim \mathcal{N}_A. \tag{7.11}
\]

The restriction \( C_A|_{\mathcal{N}_A} \) of the operator \( C_A \) on the subspace \( \mathcal{N}_A \), considered as an operator in the Hilbert space \( \mathcal{N}_A \), is a selfadjoint operator for which the point \( \{0\} \) is not an eigenvalue. Therefore, the polar decomposition of this operator is of the form

\[
C_A|_{\mathcal{N}_A} = J_A \cdot M_A, \tag{7.12}
\]

where

\[
J_A : \mathcal{N}_A \to \mathcal{N}_A, \quad J_A = J_A^*, \quad J_A^2 = I_{\mathcal{N}_A} \quad \text{and} \quad M_A : \mathcal{N}_A \to \mathcal{N}_A, \quad M_A \geq 0. \tag{7.13}
\]

(In this polar decomposition, \( J_A \) is the unitary operator and \( M_A \) is the operator modulus.)

---

\(^6\)The operator \( T \) will not contain a discrete part \( T_{\text{dis}} \) if the operator \( A \) has no eigenvalues. It will not contain a continuous part \( T_{\text{con}} \) if \( l = 0 \).
To construct the triangular model of the operator $A$, let us choose a Hilbert space $\mathcal{E}$ of the same dimension as the non-hermitian subspace $\mathcal{N}_A$: $\dim \mathcal{E} = \dim \mathcal{N}_A$. Let $J_\mathcal{E}$ be an operator in $\mathcal{E}$,

$$J_\mathcal{E} : \mathcal{E} \to \mathcal{E}, \quad J_\mathcal{E} = J_\mathcal{E}^*, \quad J_\mathcal{E}^2 = I_\mathcal{E},$$

(7.14)
of the same signature as that of the operator $J_A$. For the sake of brevity, we shall restrict our attention to the case of operators with real spectrum only. The model space $\mathcal{H}_{\text{mod}}$ in this case is the space $L_2^2([0, l])$, i.e., the space of all square-integrable functions on a finite interval $[0, l] \subset \mathbb{R}$, whose values are elements of the Hilbert space $\mathcal{E}$, with the scalar product:

$$\langle \xi, \eta \rangle_{\mathcal{H}_{\text{mod}}} = \int_0^l \langle \xi(t), \eta(t) \rangle_\mathcal{E} dt, \quad \text{for } \xi = \xi(t), \eta = \eta(t) \in L_2^2([0, l]).$$

The model operator $T$ acts in the space $\mathcal{H}_{\text{mod}}$ according the rule

$$(T\xi)(t) = \lambda(t)\xi(t) + i \int_0^l \Pi(t)J_\mathcal{E}(s)^*\xi(s) ds,$$

(7.15)

where $\lambda(t)$ is a non-decreasing real-valued function on the interval $[0, l]$ and $\Pi(t)$ is a function on the interval $[0, l]$ whose values are Hilbert-Schmidt operators in $\mathcal{E}$ that satisfy the normalization condition

$$\text{trace}_\mathcal{E} \Pi(t)^*\Pi(t) \equiv 1, \quad 0 \leq t \leq l.$$  

(7.16)

**THEOREM I” (M. Livšic).** Let $A$ be a bounded completely non-selfadjoint linear operator in a Hilbert space $\mathcal{H}$ such that $C_A$ is of trace class and the spectrum of $A$ is real. Then there exists an inessential extension $\tilde{A} : \mathcal{H} \to \mathcal{\tilde{H}}$, $\mathcal{\tilde{H}} \supseteq \mathcal{H}$, of the operator $A$ that is unitarily equivalent to an “upper triangular” model operator $T$ of the form (7.15): There exists a unitary operator $U$ acting from $\mathcal{H}_{\text{mod}} = L_2^2([0, l])$ onto $\mathcal{\tilde{H}}$ such that

$$T = U^*\tilde{A}U = U^{-1}\tilde{A}U.$$  

(7.17)

**REMARK.** Direct calculation shows that

$$((T - T^*)\xi)(t) = i \int_0^l \Pi(t)J_\mathcal{E}(s)^*\xi(s) ds$$

(7.18)

---

7The spectrum of an operator $J$ which posses the properties $J = J^*$, $J^2 = I$ can consist of the points $\{+1\}$ and $\{-1\}$ only. These points are eigenvalues of $J$. Let $p_J$ and $q_J$ denote the dimensions of the corresponding eigenspaces, $0 \leq p_J, q_J \leq \infty$. The signature of the operator $J$ is the pair $(p_J, q_J)$. 
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Thus, the model operator (7.15) is of the form

\[ (T\xi)(t) = \lambda(t)\xi(t) + 2i \int_0^t \chi(t, s)H(t, s)\xi(s) \, ds, \]

(7.19)

where

\[ \chi(t, s) = 1 \quad \text{for} \quad s > t, \quad \chi(t, s) = 0 \quad \text{for} \quad s < t, \]

and the kernel \( H(t, s) = \Pi(t)J_\xi \Pi(s)^* \) represents the imaginary part of the operator \( T \):

\[ ((T - T^*)\xi)(t) = 2i \int_0^t H(t, s)\xi(s) \, ds. \]

(7.20)

In other words, the kernel \( K(t, s) \) that represents the operator \( T \) can be obtained from the kernel \( H(t, s) \) that represents the imaginary part of \( T \), by means of “truncation to the upper triangle”: \( K(t, s) = \chi(t, s)H(t, s) \).

For operators whose imaginary part is of trace class but whose spectrum is not necessary real, the triangular model has a more complicated form; see e.g., [Liv5] and in [BroLi].

Moshe Livšic introduced the machinery of characteristic functions of linear operators in the mid forties in order to solve a number of problems connected with theory of extensions of linear operators, see [Liv1] and [Liv2]. He then applied this machinery to establish the unitary equivalence of an operator of the class \( i\Omega \) to a triangular model in the early fifties. See [Liv3], [Liv4] for the first results and [Liv5] for a detailed presentation.

The characteristic function of a non-selfadjoint linear operator \( A \) acting in a Hilbert space \( \mathcal{H} \) is defined as follows: Choose a Hilbert space \( \mathcal{E} \) of the same dimension as the non-hermitian subspace \( C_A\mathcal{H} \) of the operator \( A \) and then factor the operator \( C_A \) in the form

\[ C_A = \Gamma J_\xi \Gamma^*, \]

(7.21)

where \( \Gamma, \ J_\xi \) are linear operators,

\[ \Gamma : \mathcal{E} \to \mathcal{H}, \quad J_\xi : \mathcal{E} \to \mathcal{E}, \quad J_\xi^2 = I_\xi \quad (I_\xi \text{ denotes the identity operator in } \mathcal{E}). \]

(7.22)

The characteristic function \( W_A(z) \) of the operator \( A \) is the operator valued function of the complex variable \( z \) that is defined for \( z \) out of the spectrum of \( A \) by the rule

\[ W_A(z) = I_\xi + 2i\Gamma^*(zI - A)^{-1}\Gamma J_\xi. \]

(7.23)

Notice that \( W_A(z) \) acts in the Hilbert space \( \mathcal{E} \), which, in many problems of interest, is a finite dimensional space. In Livšic’s terminology, the space \( \mathcal{E} \) is said to be the channel space and the operator \( \Gamma \) is said to be the channel operator.
Livšic showed that the characteristic function is a unitary invariant of a completely non-selfadjoint operator: Let $A_1$ and $A_2$ be two completely non-selfadjoint operators such that their characteristic functions $W_{A_1}(z)$ and $W_{A_2}(z)$ (with the same channel space $E$) are equal: $W_{A_1}(z) \equiv W_{A_2}(z)$. Then the operators $A_1$ and $A_2$ are unitarily equivalent. To reduce a non-selfadjoint operator to triangular form, Livšic calculated its characteristic function $W_{A_1}(z)$ and then constructed a model operator $T$ in such a way that its characteristic function $W_{T}(z)$ coincides with $W_{A}(z)$. Subsequently, triangular models of operators were partially superceded by functional models, see [SzNFo], [Bran], [NiVa].

There is also a very important correspondence between the invariant subspaces of an operator $A$ and certain divisors of its characteristic function. However, the importance of the notion of a characteristic function is not confined to its applications in operator theory. Livšic related the theory of stationary linear dynamical systems to the theory of linear non-selfadjoint operators and showed that the characteristic matrix function of a linear operator that serves as an “inner operator” for the dynamical system can be identified with the scattering matrix of this system. Examples are furnished in [Liv6], [Liv7], and [BroLi]. A detailed presentation of the early stages of the theory of open systems (as Livšic termed them) can be found in [Liv8]. In particular, as he noted in the first sentence of Section 2.2 of that source: “The resolution of a system into a chain of elementary systems is closely related to the reduction of the operator ... to triangular form.”

The results of Livšic on reducing operators to triangular form are similar in form to the result of Schur. However, the methods that he used are absolutely different from the method of Schur. Schur’s result implies that there exists an orthonormal basis $e_1, \ldots, e_n$ of the space $\mathbb{C}^n$ such that the given matrix $A$ is upper-triangular in this basis. Thus, if

$$H_0 = 0, \quad H_k = \text{span}\{e_1, \ldots, e_k\}, \quad k = 1, 2, \ldots, n, \quad (7.24)$$

then this collection $\{H_k\}_{0 \leq k \leq n}$ of subspaces of $\mathbb{C}^n$ possesses the following properties:

i. $0 = H_0 \subset H_1 \subset H_2 \subset \ldots \subset H_n = \mathbb{C}^n$,

ii. $\dim (H_k \ominus H_{k-1}) = 1$,

iii. Every subspace $H_k$ is invariant for the operator $A$.

Conversely, let an operator $A$ in $\mathbb{C}^n$ and a collection of subspaces $\{H_k\}_{0 \leq k \leq n}$ satisfying the conditions (7.25 i)–(7.25 iii) be given, and let $e_k \in H_k \ominus H_{k-1}$ be unit vectors for $k = 1, 2, \ldots, n$. Then the set of vectors $\{e_k\}$ forms an orthonormal basis of $\mathbb{C}^n$ and the matrix of the operator $A$ in this basis is upper-triangular. It turns out that this strategy

---

8For more information on the characteristic function of a linear operator, see also the M.S. Livšic Anniversary Volume [OTSTR], in particular, the Preface and the paper [Kats].

9A more elaborate presentation of scattering theory for linear stationary dynamical systems (with emphasis on applications to the wave equation in $\mathbb{R}^n$) was carried out in [LaPhi].
can be adapted to obtain analogues of Schur’s theorem in infinite dimensional Hilbert spaces. The first step in this direction was taken by L.A. Sakhnovich [Sakh1] who noticed that although the proof of Schur is based on the fact that every operator $A$ in a finite dimensional linear space over $\mathbb{C}$ has an eigenvector, that really the proof only depended upon following property of the operator $A$:

Property IS. For every pair of closed invariant subspaces $\mathcal{H}_1$ and $\mathcal{H}_2$ of the operator $A$ such that $\mathcal{H}_1 \subset \mathcal{H}_2$ and $\dim(\mathcal{H}_2 \ominus \mathcal{H}_1) > 1$, there exists a third closed invariant subspace $\mathcal{H}_3$ of the operator $A$ such that $\mathcal{H}_1 \subset \mathcal{H}_3 \subset \mathcal{H}_2$, $\mathcal{H}_3 \neq \mathcal{H}_1$, $\mathcal{H}_3 \neq \mathcal{H}_2$.

A theorem of J. von Neumann (unpublished) and of N. Aronszajn and K. Smith [ArSm], guarantees that every compact operator in a Hilbert space possesses the property IS. In [Sakh1], Sakhnovich proved that if the imaginary part $C_A$ of the operator $A$ is of Hilbert-Schmidt class, i.e., if

$$
\sum_k (s_k(C_A))^2 < \infty, \quad (7.26)
$$

then the operator $A$ possesses the property IS. From later results of V.I. Matsaev it follows that this condition can be relaxed: if

$$
\sum_k \frac{s_k(C_A)}{k+1} < \infty, \quad (7.27)
$$

then $A$ possesses the property IS.

Let $\mathcal{H}$ be a Hilbert space and let $\mathcal{P}_\mathcal{H}$ denote the collection of orthoprojectors onto all possible closed subspaces of $\mathcal{H}$. The set $\mathcal{P}_\mathcal{H}$ is partially ordered: $P_1 \leq P_2$ if the corresponding ranges are ordered by inclusion, i.e., if $\mathcal{R}_{P_1} \subseteq \mathcal{R}_{P_2}$, and $P_1 < P_2$ if the inclusion of the ranges is proper. A subset $\mathcal{P}$ of the set $\mathcal{P}_\mathcal{H}$ that contains at least two orthoprojectors is said to be a chain if it is fully ordered, i.e., if the conditions $P_1 \in \mathcal{P}$, $P_2 \in \mathcal{P}$, $P_1 \neq P_2$ imply that either $P_1 < P_2$, or $P_2 < P_1$.

If a chain $\mathcal{P}$ contains orthoprojectors $P^-$ and $P^+$ ($P^- < P^+$) such that every orthoprojector $P \in \mathcal{P}$ distinct from them satisfies either the inequality $P < P^-$ or the inequality $P > P^+$, then the pair $(P^-, P^+)$ is said to be a jump in the chain $\mathcal{P}$, and the dimension of the subspace $P^+\mathcal{H} \ominus P^-\mathcal{H}$ is said to be the dimension of the jump. A chain without jumps is said to be continuous.

The set of all chains in $\mathcal{H}$ can be ordered by inclusion: the chain $\mathcal{P}_1$ is said to precede the chain $\mathcal{P}_2$ (and we write $\mathcal{P}_1 \prec \mathcal{P}_2$) if every orthoprojector in $\mathcal{P}_1$ also lies in $\mathcal{P}_2$. A chain $\mathcal{P}$ is said to be maximal with respect to this ordering if there is no chain $\mathcal{P}'$ satisfying the conditions $\mathcal{P} \prec \mathcal{P}'$, $\mathcal{P} \neq \mathcal{P}'$.

Let $A$ be a bounded operator in a Hilbert space $\mathcal{H}$ and let $\mathcal{P}$ be a chain of orthoprojectors in $\mathcal{H}$. Then the chain $\mathcal{P}$ is said to be an eigenchain for the operator $A$ if for every $P \in \mathcal{P}$
the subspace $P\mathcal{H}$ is invariant under $A$, i.e., if the equality $AP = PAP$ holds for every $P \in \mathcal{P}$.

The following result is established by transfinite induction in [Brod2] and in [Brod4], where it appears as Theorem 15.2.

**THEOREM II** [M.S. Livšic-M.S. Brodskii; L.A. Sakhnovich]. Let $A$ be a bounded linear operator in a Hilbert space $\mathcal{H}$ that satisfies the condition $I\mathcal{S}$. Then there exists a maximal chain of orthoprojectors that is an eigenchain for $A$.

The idea for the proof of this theorem arose in a conversation between M.S. Livšic and M.S. Brodskii. (See the historical remark in the book [Brod4], p. 278 of the Russian original or p. 234 of the English translation.) L.A. Sakhnovich gave an independent proof in [Sakh1]. This theorem can be considered as a first step in extending the Schur theorem on reducing a matrix to triangular form to the setting of a more general class of operators in Hilbert space. Based on it, Sakhnovich obtained the following result in [Sakh2]:

Every bounded linear operator $A$ in a separable Hilbert space that satisfies the condition $I\mathcal{S}$ has an inessential extension $\tilde{A}$ which is unitarily equivalent to an integral operator of the form

$$
x(t) \rightarrow (Kx)(t) = \frac{d}{dt} \int_0^t K(t,s)x(s) \, ds,
$$

acting in a space $L^2((0, 1))$ of vector functions $x(t)$ defined on the interval $[0, 1]$ whose values belong to a Hilbert space $\mathcal{E}$, dim $\mathcal{E} \leq \infty$, provided with the scalar product:

$$
\langle x, y \rangle_{L^2} = \int_0^1 \langle x(t), y(t) \rangle_{\mathcal{E}} \, dt, \quad \text{for } x = x(t) \text{ and } y = y(t).
$$

(7.29)

The kernel $K(t, s)$ is a function defined for $0 \leq t, s \leq 1$ whose values are bounded linear operators acting in $\mathcal{E}$.

A limitation of this last result is that the class of kernels $K(t, s)$ is not described. However, starting from this theorem, Sakhnovich obtained the following result in [Sakh2]:

Every bounded operator $A$ in a Hilbert space $\mathcal{H}$ whose spectrum is real and whose imaginary part $C_A$ is of Hilbert-Schmidt class has an inessential extension $\tilde{A}$ which is unitarily equivalent to an operator of the form

$$
x(t) \rightarrow H(t)x(t) + \int_t^1 K(t,s)x(s) \, ds,
$$

(7.30)

acting in the space $L^2((0, 1))$ of functions defined on the interval $[0, 1]$ whose values belong to a Hilbert space $\mathcal{E}$, provided with the scalar product (7.29). $H(t)$ is a function defined
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on $[0, 1]$ whose values are bounded self-adjoint operators in $\mathcal{E}$: $H(t) = H^*(t)$ for $t \in [0, 1]$. The kernel $K(t, s)$ is a function defined for $0 \leq t, s \leq 1$ whose values are operators acting in the Hilbert space $\mathcal{E}$ that are of Hilbert-Schmidt class. The kernel $K$ satisfies the condition

$$
\int_0^1 \text{trace}_{\mathcal{E}} \{(K^*K)(t, t)\} \, dt < \infty.
$$

(7.31)

This result of Sakhnovich is on the one hand more general than the corresponding result of Livšic (because the condition (7.26) is less restrictive than requiring $C_A$ to be of trace class), but on the other hand it is less concrete, since it provides less information on the form of the kernel $K$ than the other theorem.

Further developments in this area are related to the theory of the abstract triangular representation of operators in a Hilbert space by means of an integral with respect to a chain. This integral appeared in the papers of M.S. Brodskii at the end of the fifties, [Brod1], [Brod2], [Brod3]. In a short time the theory of this new integral and its applications were developed considerably. Important contributions to this theory were made by V.I. Matsaev, [Mats1], and by I.Ts. Gohberg and M.G. Krein, [GoKr3], [GoKr4], [GoKr5]. The development of this theory stimulated new analytic investigations of the spectral properties of both selfadjoint and non-selfadjoint operators.

To explain the definition of this integral, we begin with a finite-dimensional example. Let $\mathcal{H}$ be a complex $n$-dimensional Hilbert space, $n < \infty$. Let $A$ be an operator in $\mathcal{H}$, and let $\{e_k\}_{1 \leq k \leq n}$ be an orthonormal basis in $\mathcal{H}$. Then the operator $A$ can be written in the form

$$
A = \sum_{j,k=1}^n e_j a_{jk} \langle \cdot, e_k \rangle,
$$

(7.32)

where $a_{jk} = \langle A e_k, e_j \rangle$ are the entries of the matrix of the operator $A$ in this basis. Let the subspaces $\mathcal{H}_k$ be defined by (7.24), and let $P_k$ be the orthoprojector onto $\mathcal{H}_k$. The collection $\mathfrak{P}$ of the orthoprojectors

$$
0 = P_0 < P_1 < \cdots < P_{n-1} < P_n = I
$$

(7.33)

forms a maximal chain in $\mathcal{H}$. This chain is an eigenchain for $A$. Let

$$
\Delta P_k = P_k - P_{k-1}, \quad k = 1, 2, \ldots, n.
$$

(7.34)

Then, since

$$
P_k - P_{k-1} = e_k \langle \cdot, e_k \rangle \quad \text{and} \quad e_j a_{jk} \langle \cdot, e_k \rangle = \Delta P_j A \Delta P_k,
$$

(7.35)

formula (7.32) can be written in the form

$$
A = \sum_{j,k=1}^n \Delta P_j A \Delta P_k.
$$

(7.36)
Moreover, if \( a_{jk} = 0 \) for some choice of \( j, k \), then, by (7.35), \( \Delta P_j A \Delta P_k = 0 \) in (4.12). Thus, if the matrix \( a_{jk} \) is upper triangular, i.e., if \( a_{jk} = 0 \) for \( j > k \), and if \( a_{kk} = \lambda_k \) (an eigenvalue of the matrix \( A \)), then the representation (7.36) takes the form

\[
A = \sum_{k=1}^{n} \lambda_k \Delta P_k + \sum_{k=2}^{n} \Delta P_j A \Delta P_k.
\]

(7.37)

Since \( \sum_{j=1}^{k-1} \Delta P_j = P_{k-1} \), (7.37) can be rewritten in the form

\[
A = \sum_{k=1}^{n} \lambda_k \Delta P_k + \sum_{k=1}^{n} P_{k-1} A \Delta P_k.
\]

(7.38)

The first sum on the right hand side of (7.38) represents the “diagonal part” of \( A \), the second sum represents the “super-diagonal” part with respect to the Schur basis \( \{ e_k \}_{1 \leq k \leq n} \). (Everything here depends on the choice of the basis.) Since the matrix of the adjoint operator \( A^* \) (with respect to the same orthonormal basis) is lower triangular, i.e., \( \Delta P_j A^* \Delta P_k = 0 \) for \( j < k \), and \( P_{k-1} A^* P_k = 0 \), the Schur result can be expressed as follows:

For every operator \( A \) in a finite-dimensional Hilbert space there exists at least one maximal eigenchain \( \mathfrak{P} = \{ P_k \}_{0 \leq k \leq n} \). For every such eigenchain, the operator \( A \) admits two representations: (7.38) and (with appropriate indexing) the representation

\[
A = \sum_{k=1}^{n} \lambda_k \Delta P_k + 2i \sum_{k=1}^{n} P_{k-1} C_A \Delta P_k,
\]

(7.39)

where \( \Delta P_k \) is defined by (7.34) and \( C_A = \frac{A - A^*}{2i} \).

The sums in (7.39) can be considered as “integrals” over the chain \( \mathfrak{P} \):

\[
A = \int_{\mathfrak{P}} \lambda(P) dP + 2i \int_{\mathfrak{P}} P C_A dP.
\]

(7.40)

In the case of the finite-dimensional \( \mathcal{H} \) that was just discussed, the “integrals” in (7.40) are no more than a notation for the finite sums in (7.39). It is not a problem to generalize integrals of the form \( \int_{\mathfrak{P}} \lambda(P) dP \) to the infinite-dimensional case. This is the usual integral of a scalar function with respect to an orthogonal spectral measure. Integrals of this kind are well understood, because of their connection with needs of the theory of selfadjoint operators. However, integrals of the form

\[
\mathcal{I}(X, \mathfrak{P}) \overset{\text{def}}{=} \int_{\mathfrak{P}} P X dP.
\]

(7.41)
for an arbitrary chain $\mathcal{P}$ of orthoprojectors and a more or less general bounded linear operator $X$ in an infinite dimensional Hilbert space $\mathcal{H}$ are more difficult to handle. An integral of the form (7.41) can be defined by means of a very natural limiting process that was introduced by M.S. Brodski˘ı as usual, certain integral sums should be constructed and then the passage to limit should be performed. The condition

\[(P^+ - P^-)X(P^+ - P^-) = 0 \text{ for every jump } (P - P^+ \text{ of the chain } \mathcal{P}) \quad (7.42)\]

is an evident necessary condition for the existence of the integral (7.41). However, the problem of obtaining sufficient conditions for the existence of such an integral turned out to be far more difficult. The theory of such integrals, the so-called integral of triangular truncation, was created mainly in the works of M.S. Brodski˘ı, I.Ts. Gohberg, M.G. Krein and V.I. Matsaev and served to complete a program that was initiated by M.S. Livšic (see the remark to Theorem II" of this section). A detailed exposition of this theory is presented in [Brod4], [GoKr2] and [GoGoK]. Brodskii proved that under condition (7.42), the integral (7.41) exists, if the operator $X$ is of trace class $\mathcal{S}_1$. V.I. Matsaev, sharpened this result. He proved, that under the condition (7.42), the integral (7.41) exists (in the sense of the convergence of integral sums with respect to the uniform operator norm), if the compact operator $X$ belongs to the class $\mathcal{S}_\omega$, i.e., if the condition

\[\sum_{1 \leq k < \infty} s_k(X) \cdot k^{-1} < \infty\]

holds. The latter result is precise in some sense. If a compact operator $X$ does not belong to the class $\mathcal{S}_\omega$, then there exists a continuous maximal chain $\mathcal{P}$ such that the integral (7.41) does not exist even in the sense of weak convergence; see [Brod4], Lemma 22.2. In any case, if the operator $X$ is compact and if the integral (7.41) exists (in the sense of the convergence of integral sums with respect to the uniform operator norm), then this integral represents a Volterra operator. We recall, that a linear operator in a Hilbert space is said to be a Volterra operator if it is compact and if its spectrum consists of only one point, the point zero.

The representation (7.40) of an operator $A$ by means of the integral of triangular truncation

\[\int_0^1 \int_0^1 \chi(t, s) dP(t) X dP(s), \quad \text{with } \chi(t, s) = \begin{cases} 1 & \text{for } s > t, \\ 0 & \text{for } s < t, \end{cases}\]

We already met such integrals in Section 4. However, here the function $\chi$ is of a very special form, and the results which can be obtained for double operator integrals with this function are much more precise than the results which follow from the general theory of double integral operators.

Recall that singular values of a compact operator $X$ are the eigenvalues of the operator $\sqrt{X^* X}$ indexed in such a way that $s_1(X) \geq s_2(X) \geq s_3(X) \geq \ldots$ and that $X \in \mathcal{S}_1$ if $\sum_{k=1}^{\infty} s_k(X) < \infty$. 62
tion can be considered as a coordinate-free representation of $A$ from its maximal eigenchain and its imaginary part. On the one hand, this representation generalizes the results of Livšic (see Theorem $I''$ and the Remark following it that focuses attention on the formulas (7.19) and (7.20)). On the other hand, the representation (7.40) is “coordinate free”, i.e., it represents the operator $A$ itself in the original Hilbert space $\mathcal{H}$, rather than a “model” operator $T$ that acts in the “model” space $L^2_\varepsilon$ and which is only unitarily equivalent to the original operator $A$ (or even to an inessential extension $\tilde{A}$ of $A$ acting in a larger space $\mathcal{H} \supset \mathcal{H}$). In spirit, the representation (7.40) is much closer to the original work of Schur [Sch2] than the triangular model (7.15) of Livšic. The integral representation (7.40) for a bounded linear operator $A$ with imaginary part $C_A \in \mathcal{S}_1$ was first obtained by Brodskii in [Brod1] using the representation (7.19)-(7.20) as a model. Brodskiǐ just transformed this representation to the coordinate free form (7.40). This proof used the theory of characteristic functions. Later, in [Brod2] and [Brod3], the representation (7.40) was obtained for arbitrary Volterra operators $A$ in a Hilbert space (in which case $\lambda(t) \equiv 0$ in (7.40)), and also for bounded linear operators $A$ with real spectrum and $C_A \in \mathcal{S}_\omega$, independently of the theory of characteristic functions, by methods based on consideration of the eigenchains of the operators $A$, i.e., by generalizing the reasoning of Issai Schur.

The study of the integral of triangular truncation has led to unexpected and deep connections between the spectra of the real and imaginary components of Volterra operators. In certain cases the clarification of these connections has required the development of new analytic tools, see Chapter III of the book [GoKr2]. As an example of the application of the general results obtained in the setting of the integral of triangular truncation, we consider the Volterra operator $A = B + iC, B = B^*, C = C^*$ in the Hilbert space $L^2([0, 1])$ that is defined by the equality

$$Ax(t) = 2i \int_{t}^{1} h(t - s)x(s) ds,$$

where the function $h(\cdot)$ is periodic: $h(t + 1) = h(t)$, Hermitian: $h(-t) = \overline{h(t)}$, and summable on $[0, 1]$. It is easily checked that the eigenvalues $\{\xi_j\}_{-\infty}^{\infty}$ and $\{\eta_j\}_{-\infty}^{\infty}$ of the operators $B$ and $C$ (appropriately indexed) are related by the discrete Hilbert transform:

$$\eta_k = \frac{1}{\pi} \sum_{l=-\infty}^{\infty} \frac{\xi_l}{l - k + \frac{1}{2}}, \quad -\infty < k < \infty. \quad (7.43)$$

Consequently, it is possible to obtain estimates for the discrete Hilbert transform by applying some results on the spectra of the Hermitian components of Volterra operators (7.43).

Thus, the Schur paper [Sch2], which is elementary and purely algebraic, stimulated the creation of several deep and rich analytic theories.
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8. Sequences of multipliers that preserve
the class of polynomials with only real zeros,
and entire functions of the Laguerre-Polya-Schur class.

Problems related to the distribution of the zeros of polynomials have attracted the
attention of mathematicians for a long time. In particular, the following question has
generated considerable interest. How many real zeros does a given polynomial with
real coefficients have? There are several methods for either estimating or determining
precisely the number of zeros of such a polynomial that belong to a given interval $(a, b)$
of the real axis. These include the Descartes’ rule of signs, the Budan-Fourier algorithm, the
Sturm algorithm and methods based on Hermitian forms. These methods are presented
in old books on algebra ([Web], Vol. I, [Kur]), as well as in books devoted to the zeros
of polynomials, [Obr], [Mar], [Dieu]. The article [KrNa] contains a detailed survey of
the method of Hermitian forms for the separation of the zeros of polynomials. A lot of
additional material on the distribution of roots of polynomials can be found in [PoSz],
Part V.

In this section we shall focus on a different class of results that deal with transformations
that preserve the class of polynomials $P(t) = p_0 + p_1 t + p_2 t^2 \cdots + p_n t^n$ with real coefficients
for which

$$\#_{nr}(P) = \text{the number of non real roots of the polynomial } P(t)$$

is equal to zero. The simplest result of this kind states that if $P(t)$ is a polynomial with
real coefficients and $\alpha \in \mathbb{R}$, then

$$\#_{nr}(P) = 0 \implies \#_{nr}(\alpha P + P') = 0.$$  

If the roots of $P(t)$ are distinct, then this follows easily from Rolle’s theorem applied to
$e^{-\alpha t}P(t)$.

**THEOREM** Let $P(t) = p_0 + p_1 t + p_2 t^2 \cdots + p_n t^n$ and $Q(t) = q_0 + q_1 t + q_2 t^2 + \cdots + q_m t^m$
be polynomials with real coefficients and assume that $\#_{nr}(Q) = 0$. Then the following
conclusions hold:

1. [*Hermite*] $\#_{nr}(\frac{d}{dt})P) \leq \#_{nr}(P)$.

2. [*Laguerre*] If also the roots of $Q(t)$ fall outside the interval $[0, n]$, then

$$\#_{nr}(Q(0)p_0 + Q(1)p_1 t + Q(2)p_2 t^2 + \cdots + Q(n)p_n t^n) \leq \#_{nr}(P).$$
(3) [Malo] If also the roots of \(Q(t)\) are either all positive or all negative and \(l = \min(n,m)\), then
\[
\#_{nr}(P) = 0 \implies \#_{nr}(p_0q_0 + p_1q_1t + \cdots + p_lq_lt^l) = 0.
\]

(4) [Schur] If also the roots of \(Q(t)\) are either all positive or all negative and \(l = \min(n,m)\), then
\[
\#_{nr}(P) = 0 \implies \#_{nr}(p_0q_0 + 1!p_1q_1t + 2!p_2q_2t^2 + \cdots + l!p_lq_lt^l) = 0.
\]

The cited results may be found in [Obr, Lag1], [Mal] and [Sch7], respectively; see also [PoSz], Part V, Chapter 1, §5, no. 63 and 67 for the first two.

The last three three statements of the theorem deal with an operation of the form
\[
p_0 + p_1t + \cdots + p_nt^n \longrightarrow \gamma_0p_0 + \gamma_1p_1t + \cdots + \gamma_n p_n t^n.
\]

(8.1)

In the particular case considered by Schur, \(\gamma_k = q_k\) for \(k \leq m\), and \(\gamma_k = 0\) for \(k > m\), where the \(q_k\) are obtained from the coefficients of a polynomial \(Q(t)\) with only negative roots that we now write as \(Q(t) = q_0 + \frac{q_1}{1!}t + \frac{q_2}{2!}t^2 + \cdots + \frac{q_m}{m!}t^m\). The importance of this result is that it admits a converse: Every sequences \(\{\gamma_k\}_{0 \leq k < \infty}\) for which the operation (8.1) preserves the class of polynomials with real coefficients and \(\#_{nr}(P) = 0\) is either generated by a polynomial \(Q(t) = q_0 + \frac{q_1}{1!}t + \frac{q_2}{2!}t^2 + \cdots + \frac{q_m}{m!}t^m\) with only negative zeros, or belongs to the closure of sequences generated by such polynomials. A full description of this class of sequences \(\{\gamma_k\}_{0 \leq k < \infty}\) is presented in the paper [PS] by G. Polya and I. Schur and will now be described briefly below.

Given an infinite unilateral sequence
\[
\Gamma = \{\gamma_0, \gamma_1, \gamma_2, \ldots, \gamma_k, \ldots\}
\]

(8.2)
of real numbers, let \(\Phi(t)\) denote the (formal) power series
\[
\Phi(t) = \sum_{k=0}^{\infty} \frac{\gamma_k}{k!} t^k
\]

(8.3)
and, for any polynomial
\[
P(t) = p_0 + p_1t + \cdots + p_nt^n,
\]

(8.4)
let \(\Gamma[P(t)]\) denote the new polynomial:
\[
\Gamma[P(t)] = \gamma_0a_0 + \gamma_1a_1t + \gamma_2a_2t^2 + \cdots + \gamma_na_nt^n.
\]

(8.5)

DEFINITION 1 ([PS]). 1. The sequence (8.2) is said to be a sequence of multipliers of the first type if for every polynomial \(P(t)\) with real coefficients (of arbitrary degree \(n\)),
\[
\#_{nr}(P) = 0 \implies \#_{nr}(\Gamma[P]) = 0.
\]
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II. The sequence (8.2) is said to be a sequence of multipliers of the second type if for every polynomial $P(t)$ with real coefficients (of arbitrary degree $n$) and only negative zeros, $\#_{nv}(\Gamma[P]) = 0$.

DEFINITION II [PS].

I. An entire function $\Phi(t) \not\equiv 0$ is an entire function of the first type, if it admits a multiplicative representation of the form

$$\Phi(t) = c t^l e^{\alpha t} \prod_k (1 + t \delta_k),$$

(8.6)

where $c = 0$ is a real number, $l$ is a non-negative integer, $\alpha$ is a non-negative real number, and the $\delta_k$ are non-negative numbers that satisfy the condition $\sum_k \delta_k < \infty$.

II. An entire function $\Phi(t) \not\equiv 0$ is an entire function of the second type, if it admits a multiplicative representation of the form

$$\Phi(t) = c t^l e^{-\beta t^2 + \alpha t} e^{-\delta_k t},$$

(8.7)

where $c = 0$ is a real number, $l$ is a non-negative integer, $\beta$ is a non-negative number, $\alpha$ is a real number, and the $\delta_k$ are real numbers that satisfy the condition $\sum_k (\delta_k)^2 < \infty$.

THEOREM (G. Polya and I. Schur, [PS]).

I. If the sequence $\gamma_0, \gamma_1, \ldots, \gamma_k, \ldots$ is a sequence of multipliers of the first (respectively the second) type, then the series (8.3) converges in the whole complex plane, and the entire function $\Phi(t)$ which is represented by this series is an entire function of the first (respectively the second) type.

II. If $\Phi(t)$ is an entire function of the first (respectively the second) type, and (8.3) is its Taylor expansion, then the sequence $\gamma_0, \gamma_1, \ldots, \gamma_k, \ldots$ is a sequence of multipliers of the first (respectively the second) type.

This theorem gives a full description of the sequences of multipliers of both the first and second type. The appearance of two types of multipliers (and two types of entire functions) corresponds to the fact that in the Schur theorem from [Sch7] that was stated above, the polynomials $P(t)$ and $Q(t)$ appear in a symmetric way: if one of the polynomials $P(t) = p_0 + p_1 t + p_2 t^2 + \cdots$ or $Q(t) = q_0 + q_1 + q_2 t^2 + \cdots$ has only real zeros, and the other has only negative zeros, then all the zeros of the polynomial $p_0 q_0 + 1! p_1 q_1 t + 2! p_2 q_2 t^2 + \cdots$ are real. Thus, roughly speaking, sequences of the first (respectively second) type act on polynomials that are entire functions of the second (respectively first) type. The two types of entire functions arise as limits of the two classes of polynomials:

THEOREM (E. Laguerre, [Lag2]; G. Polya, [Pol1]).

I. Let $\Phi(t)$ be an entire function of the first type (respectively the second type). Then there exists a sequence $\{\Phi_n(t)\}_{n=1,2,\ldots}$ of polynomials such that the zeros of $\{\Phi_n(t)\}$ lie
in the negative half-axis (respectively the real axis) and \( \{ \Phi_n(t) \} \) converges to \( \Phi(t) \) locally uniformly in the whole complex plane.

II. If a sequence of polynomials \( \{ \Phi_n(t) \}_{n=1,2,\ldots} \) converges uniformly in a neighborhood of the origin to a function that is not identically equal to zero and if all the zeros of every polynomial \( \Phi_n \) lie in the negative half-axis (respectively the real axis), then the sequence \( \{ \Phi_n \}_{n=1,2,\ldots} \) converges locally uniformly in the whole complex plane and the limit function \( \Phi(t) \) is an entire function of the first (respectively second) type.

Part I of this theorem was obtained by Laguerre, [Lag2]; part II was obtained by Polya, [Pol1]. Laguerre obtained a weak version of part II. Namely, he assumed that the sequences of polynomials \( \{ \Phi_n \} \) considered above converge in the whole complex plane, not just in a neighborhood of the origin, and deduced the same properties of the limiting function that are stated in part II of the preceding theorem. This result of Laguerre is not strong enough to obtain a description of the multiplier sequences, the stronger result by Pólya is needed. The theorems of Laguerre and Polya, and some generalizations, can be found in [HiWi], Chapter III, §3, and in [Lex], Chapter VIII.

The paper [PS] by Pólya and Schur served as a source of inspiration for the investigations of I.J. Schoenberg on the representation of totally positive functions and sequences. The notion of total positivity was introduced by Schoenberg in [Scho1].

**Definition III.** A real function (or, in other terms, kernel) \( K(t,s) \) of two variables ranging over linearly ordered sets \( T \) and \( S \), respectively, is said to be totally positive if for every\(^1\) \( m \) and for every

\[
t_1 < t_2 < \cdots < t_m, \quad s_1 < s_2 < \cdots < s_m, \quad t_i \in T, \ t_j \in S,
\]

the inequalities

\[
K\left( \begin{array}{c}
  t_1, t_2, \cdots, t_m \\
  s_1, s_2, \cdots, s_m
\end{array} \right) \geq 0
\]

hold, where

\[
K\left( \begin{array}{c}
  t_1, t_2, \cdots, t_m \\
  s_1, s_2, \cdots, s_m
\end{array} \right) = \det \begin{bmatrix}
  K(t_1, s_1) & K(t_1, s_2) & \cdots & K(t_1, s_m) \\
  K(t_2, s_1) & K(t_2, s_2) & \cdots & K(t_2, s_m) \\
  \vdots & \vdots & \ddots & \vdots \\
  K(t_m, s_1) & K(t_m, s_2) & \cdots & K(t_m, s_m)
\end{bmatrix}.
\]

Usually \( T \) and \( S \) are either subintervals of the real axis (that may coincide with the full axis), or countable sets of real numbers such as the set of all integers or the set of all

\(^1\)If both sets \( T \) and \( S \) are infinite, then \( m \) can be an arbitrary natural number; if at least one of the sets \( T \) or \( S \) is finite then \( m \) can be an arbitrary natural number satisfying the restriction \( m \leq \min\{|T|,|S|\} \), where \( |M| \) denotes the cardinality of the set \( M \).
non-negative integers, or even finite sets of integers. If $T$ and $S$ are sets of integers, then $K$ can be viewed as a matrix; in this case, $K$ is referred to as a totally positive matrix.

A concept that is more general than total positivity is sign regularity.

A function $K(t,s)$ is said to be sign regular if there exists a sequence of numbers $\varepsilon_m$, each of which is equal to either $+1$ or $-1$, such that in the setting of (8.8), the inequalities

$$\varepsilon_m K\left(\begin{array}{c} t_1, t_2, \ldots, t_m \\ s_1, s_2, \ldots, s_m \end{array} \right) \geq 0$$

hold.

Totally positive matrices (and kernels) have very interesting spectral properties that were discovered by F.R. Gantmacher and M.G. Krein, [GaKr1], [GaKr2], [GaKr3]. All the eigenvalues of a totally positive matrix are positive and distinct. Moreover, its eigenvectors possess oscillatory properties that are analogous to the oscillatory properties of the eigenfunctions of Sturm-Liouville differential equations. A presentation of the spectral properties of totally positive matrices and kernels can also be found in the survey article [Pink] by A. Pinkus. However, the notion of total positivity was introduced by Schoenberg in his study of variation-diminishing kernels. Strictly speaking, in [Scho], the definitions of total positivity and sign regularity were formulated for the case of finite matrices; generalizations to wider settings were developed later by Schoenberg himself and by S. Karlin. (See the book [Kar] for the references and for the history.)

Let $V[z_1, z_2, \ldots, z_l]$ denote the number of sign changes of a given sequence $[z_1, z_2, \ldots, z_l]$ of real numbers, when the zero terms are discarded. For example, $V[1, 0, 1, 0, -1] = 1$ and $V[1, -1, 1, -1, 1] = 3$.

**DEFINITION IV.** Let $K = [k_{ij}]$ be a $p \times q$ matrix with real entries $k_{ij}, 1 \leq i \leq p, 1 \leq j \leq q; p, q < \infty$. The matrix $K$ is said to be variation-diminishing, if for every sequence $x = [x_1, x_2, \ldots, x_q]$ of real numbers, the sequence

$$y_i = \sum_{1 \leq j \leq q} k_{ij} x_j , \quad (1 \leq i \leq p) ,$$

enjoys the property

$$V[y_1, y_2, \ldots, y_p] \leq V[x_1, x_2, \ldots, x_q] .$$

**THEOREM** (I.J. Schoenberg, [Scho]). Let $K$ be a $p \times q$ matrix with real entries.

I. If the matrix $K$ is sign-regular (in particular, if $K$ is totally positive), then $K$ is variation-diminishing.

---

14Under the assumption that all its minors are strictly positive.
II. If the matrix $K$ is variation-diminishing, and

$$\text{rank } K = q,$$  \hspace{1cm} (8.14)

then $K$ is sign-regular.

Under the additional restriction (8.14), this theorem gives necessary and sufficient conditions for a $p \times q$ matrix $K$ with real entries to be variation-diminishing. A characterization of variation-diminishing matrices without any restrictions was obtained by Th. Motzkin in his PhD Thesis (Basel, 1934). His thesis was published in 1936, [Mot1]; see also [Mot2]. Additional characterizations of matrix variation diminishing transforms can also be found in Chapter 4, §8 of [HiWi], and Chapter 5, §§1, 2 of [Kar]. The latter is a storehouse of wisdom on total positivity, variation diminishing transformations and related issues and applications.

For a function $x(t)$ which is defined on a linearly ordered set $T$, the number of sign changes $\mathcal{V}[x(t)]$ is defined as $\mathcal{V}[x(t)] = \sup \mathcal{V}[x(t_1), x(t_2), \ldots, x(t_l)]$, where the supremum is taken over all $t_1, t_2, \ldots, t_l$ from $T$ such that $t_1 < t_2 < \ldots < t_l$. (It is possible that $\mathcal{V}[x(t)] = \infty$).

For a real-valued kernel $K(t, s)$ defined for $t \in T$, $s \in S$, where $T$ and $S$ are subintervals (finite or infinite) of the real axis, the variation diminishing property also can be formulated in the form

$$\mathcal{V}[y(t)] \leq \mathcal{V}[x(s)] \quad (t \in T, s \in S),$$ \hspace{1cm} (8.15)

where

$$y(t) = \int_c^d K(t, s) x(s) \, ds, \quad a \leq t \leq b.$$ \hspace{1cm} (8.16)

Of course some restrictions have to be imposed on the class of functions $x(s)$ and on the kernel $K(t, s)$ to ensure the existence of the transformation (8.16) and the possibility of counting uniquely\(^{15}\) the number of changes of sign of the functions $x(s)$ and $y(t)$.

The preceding theorem of Schoenberg that characterizes matrices with variation-diminishing properties in terms of their sign-regularity, can be extended to continuous kernels $K(t, s)$.

It should be mentioned that as early as 1912, in order to estimate the number of real zeros of polynomials with real coefficients, M. Fekete considered formal power series with real coefficients $\sum_{0 \leq i < \infty} c_it^i$ that possess the following property: for a given natural number $r$, all the determinants (8.18) with $m = 1, 2, \ldots, r$ are non-negative. Power series with this property are called $r$-time positive. Multiplication by such a power series $\sum_{0 \leq i < \infty} c_it^i$,

\(^{15}\)Since the number of changes of sign of a function is defined pointwise, the functions $x(s)$ and $y(t)$ must be defined everywhere, not just almost everywhere on the appropriate intervals.
transforms the power series \( \sum_{0 \leq k \leq r} x_k t^k \) into the power series \( \sum_{0 \leq j < \infty} y_j t^j \) according to the rule

\[
\sum_{0 \leq j < \infty} y_j t^j = \left( \sum_{0 \leq i < \infty} c_i t^i \right) \cdot \left( \sum_{0 \leq k < \infty} x_k t^k \right),
\]

or, equivalently,

\[
y_j = \sum_{0 \leq k \leq j} c_{j-k} x_k, \quad 0 \leq j < \infty.
\]

Fekete formulated the following statement (see footnote number six in [Fek]):

Let \( \sum_{0 \leq i < \infty} c_i t^i \) be an \( r \)-time positive (formal) power series, and let \( \sum_{0 \leq k < \infty} x_k t^k \) be a polynomial of degree \( r \) (i.e., \( x_k = 0 \) for \( k > r \)) with real coefficients. Then

\[
\mathcal{V}[y_0, y_1, y_2, \ldots, y_j, \ldots] \leq \mathcal{V}[x_0, x_1, \ldots, x_r],
\]

Totally positive matrices and kernels that depend on the difference of their arguments are of special interest. Let \( \{c_i\}_{-\infty < i < \infty} \) be an infinite bilateral sequence and let the infinite Toeplitz matrix \( K \) be defined in terms of this sequence by the rule

\[
K = [k_{p,q}]_{0 \leq p,q < \infty}, \quad k_{p,q} \overset{\text{def}}{=} c_{p-q}.
\]  \hspace{1cm} (8.17)

If the sequence \( c_i \) is unilateral: \( c_i \) are defined only for \( i \geq 0 \), we first extend the original sequence to the set of all integers by setting \( c_i \overset{\text{def}}{=} 0 \) for \( i < 0 \) and then define the Toeplitz matrix \( K \) by rule (8.17) applied to the extended sequence.

**Definition V** (I.J. Schoenberg, [Scho2]). The real valued infinite sequence \( \{c_i\} \), bilateral or unilateral, is said to be totally positive if the matrix (8.17) is totally positive, i.e., if for every natural \( m \) and for every choice of integers \( p_1 < p_2 < \ldots < p_m, q_1 < q_2 < \ldots < q_m \) the inequality

\[
\det \begin{bmatrix}
  c_{p_1-q_1} & c_{p_1-q_2} & \cdots & c_{p_1-q_m} \\
  c_{p_2-q_1} & c_{p_2-q_2} & \cdots & c_{p_2-q_m} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{p_m-q_1} & c_{p_m-q_2} & \cdots & c_{p_m-q_m}
\end{bmatrix} \geq 0 \tag{8.18}
\]

holds.

**Definition VI** (I.J. Schoenberg, [Scho2]). A real valued function \( \Lambda(t) \) that is defined for all \( t \in (-\infty, \infty) \) is said to be totally positive if it satisfies the following three conditions:

i. The kernel \( K(t, s) \overset{\text{def}}{=} \Lambda(t - s), \quad -\infty < t, s < \infty, \) is totally positive, i.e., for every natural number \( m \) and for every \( t_1 < t_2 < \ldots < t_m, s_1 < s_2 < \ldots < s_m \) the
inequality

\[
\begin{vmatrix}
\Lambda(t_1 - s_1) & \Lambda(t_1 - s_2) & \cdots & \Lambda(t_1 - s_m) \\
\Lambda(t_2 - s_1) & \Lambda(t_2 - s_2) & \cdots & \Lambda(t_2 - s_m) \\
\vdots & \vdots & \ddots & \vdots \\
\Lambda(t_m - s_1) & \Lambda(t_m - s_2) & \cdots & \Lambda(t_m - s_m)
\end{vmatrix} \geq 0 \quad (8.19)
\]

holds.

ii. The function \( \Lambda(t) \) is measurable.

iii. The function \( \Lambda(t) \) is positive for at least two distinct values of \( t \).

It is not difficult to prove that if a function \( \Lambda(t) \) is defined on \( \mathbb{R} \) and is nonnegative there, and if the inequalities (8.19) hold for \( m = 2 \) and for all \( t_1 < t_2, s_1 < s_2 \), then the function \( \psi(t) = -\ln \Lambda(t) \) is convex (in the wide sense) on \( \mathbb{R} \). In particular, if a function \( \Lambda(t) \) is totally positive, then the function \( -\ln \Lambda(t) \) is convex (in the wide sense) on \( \mathbb{R} \). Therefore, for every totally positive function \( \Lambda(t) \) the limits

\[
\alpha = \lim_{t \to -\infty} \frac{-\ln \Lambda(t)}{t}, \quad \beta = \lim_{t \to +\infty} \frac{-\ln \Lambda(t)}{t}, \quad (8.20)
\]

exist and \( -\infty \leq \alpha \leq \beta \leq \infty \). The equality \( \alpha = \beta \) holds if and only if \( \Lambda(t) \) is of the form

\[
\Lambda(t) = e^{kt + l}, \quad -\infty < t < \infty, \text{for some real constants} \quad k \text{ and } l. \quad (8.21)
\]

(A function of the form (8.21) is easily seen to be totally positive since all the determinants (8.19) vanish, if \( m \geq 2 \).) Thus, if a function \( \Lambda(t) \) is totally positive, but not of the form (8.21), then \( \alpha < \beta \) and hence the two-sided Laplace transform \( \int_{\mathbb{R}} \Lambda(t)e^{zt}dt \) exists for all points \( z \) in the open strip \( \alpha < \text{Re} \, z < \beta \) of the complex \( z \)-plane and represents a holomorphic function there. Moreover, the function, represented by this Laplace transform, takes strictly positive values for \( z \in (\alpha, \beta) \subset \mathbb{R} \). Hence, the reciprocal function \( \Psi(z) \):

\[
\Psi(z) \overset{\text{def}}{=} \left( \int_{\mathbb{R}} \Lambda(t) e^{zt}dt \right)^{-1}, \quad \alpha < \text{Re} \, z < \beta, \quad (8.22)
\]

is meromorphic in the strip \( \alpha < \text{Re} \, z < \beta \), holomorphic in all points of the interval \( (\alpha, \beta) \in \mathbb{R} \), and takes strictly positive finite values in this interval: \( 0 < \Psi(x) < \infty, \alpha < x < \beta \).

\[16\] A function defined on \( \mathbb{R} \) is said to be convex in the wide sense if it is convex in the usual sense on some subinterval of \( \mathbb{R} \), which can coincide with \( \mathbb{R} \), can be finite or semi-infinite, and is equal to \( +\infty \) on the complement of this interval. A non-negative function \( \Lambda(t) \) on \( \mathbb{R} \) is convex in the wide sense if and only if the inequalities (8.19) hold for \( m = 2 \) and for all \( t_1 < t_2, s_1 < s_2 \).
THEOREM I (I.J. Schoenberg, Theorem 1 in [Scho2]).

I. Let \( \Lambda(t) \) be a totally positive function that is not of the form (8.21), and let the function \( \Psi(z) \) be defined by means of (8.22) as a meromorphic function in the strip \( \alpha < \text{Re} \, z < \beta \) (see (8.20)).

Then \( \Psi(z) \) is holomorphic in this strip and admits an analytic continuation to the whole complex plane \( \mathbb{C} \). The continued function (denoted by \( \Psi(z) \) as well) is an entire function \(^{17}\) which is not of the form

\[
\Psi(z) = ce^{az}, \quad \text{where } a \text{ and } c \text{ are real constants, } c \neq 0. \tag{8.23}
\]

The function \( \Lambda(t) \) can be recovered from \( \Psi(z) \) by mean of the inversion formula

\[
\Lambda(t) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{1}{\Psi(z)} e^{-zt} \, dz, \quad -\infty < t < \infty, \tag{8.24}
\]

where \( \gamma \) is an arbitrary\(^ {18}\) real number from \( (\alpha, \beta) \).

II. Let \( \Psi(z) \) be an entire function of the second type that is not of the form (8.23), and let \( \Psi(x) \) be strictly positive on an interval \( (\alpha, \beta) \in \mathbb{R} \) (so that the reciprocal function \( \frac{1}{\Psi(z)} \) is holomorphic in the vertical strip \( \alpha < \text{Re} \, z < \beta \)). Let the function \( \Lambda(t) \) be defined from this \( \Psi(z) \) by means of the integral.\(^ {19}\) Then the function \( \Lambda(t) \) is totally positive, and if the interval \( (\alpha, \beta) \) is the maximal interval on which the function \( \Psi(x) \) is positive,\(^ {20}\) then the endpoints \( \alpha \) and \( \beta \) of this interval coincide with the limits \( \alpha \) and \( \beta \) in (8.20).

The proof of this theorem is based essentially on methods and results from the paper [PS]. Indeed, the names of Polya and Schur (and Laguerre) appear in the title of [Scho2], and as Schoenberg himself writes “A proof of Theorem 1 is essentially based on the results and methods developed by Polya and Schur. The only additional element required is a set of sufficient conditions insuring that a linear transformation be variation diminishing.”

For the sake of added perspective, we shall sketch the proof of part II, which is not difficult (once the theorem has been formulated), but shall omit the proof of part I, which is not so simple and straightforward. If the function \( \Psi(z) \) is “a linear factor”, i.e., if \( \Psi(z) = (1 + \delta z), \delta \neq 0 \) when \( 1 + \delta \gamma > 0 \) and \( \Psi(z) = -(1 + \delta z), \delta \neq 0 \) when \( 1 + \delta \gamma < 0 \),

\(^ {17}\) In the sense of the paper [PS], see Definition II above in this section.

\(^ {18}\) The value of the integral in (8.24) does not depend on the choice of \( \gamma \in (\alpha, \beta) \).

\(^ {19}\) The integral (8.24) converges absolutely for every entire function \( \Psi(z) \) of the second type, except when \( \Psi(z) \) is of the form \( ce^{at}(1 + \delta z) \), where \( c \neq 0, \delta \neq 0, c, \delta, a \) are real, in which case the integral (8.24) converges in the sense of principal values.

\(^ {20}\) That is, if either \( \Psi(\alpha) = 0 \), or \( \alpha = -\infty \), and if either \( \Psi(\beta) = 0 \), or \( \beta = \infty \).
then
\[
\Lambda(t) = \begin{cases} 
\delta^{-1}e^{t/\delta}, & t < 0, \\
0, & t > 0,
\end{cases} \quad \text{if } \gamma > -1/\delta; \\
\Lambda(t) = \begin{cases} 
0, & t < 0, \\
\delta^{-1}e^{t/\delta}, & t > 0,
\end{cases} \quad \text{if } \gamma < -1/\delta. 
\]

This function \(\Lambda(t)\) is totally positive. If the formula (8.24) is used to construct the function \(\Lambda_j(t)\) from \(\Psi_j(z)\), \(j = 1, 2\), and the function \(\Lambda(t)\) from the product \(\Psi(z) = \Psi_1(z)\Psi_2(z)\), and if the same \(\gamma\) is used for all three constructions, then
\[
\Lambda(t) = \int_{-\infty}^{\infty} \Lambda_1(t - \xi)\Lambda_2(\xi) \, d\xi. 
\]

Moreover, if \(\Lambda_1\) and \(\Lambda_2\) are totally positive, then the function \(\Lambda\) is totally positive as well. Therefore, if \(\Psi(z) = \pm \prod_{1 \leq k \leq n} (1 + \delta_k z)\) is a polynomial with real roots, then the function \(\Lambda(t)\) defined by (8.24) is totally positive. Finally, if \(\Psi(z)\) is an entire function of the second type, then there exists a sequence of polynomials \(\Psi_n(z)\) with real roots such that \(\Psi_n(z) \to \Psi(z)\) and, correspondingly, \(\Lambda_n(t) \to \Lambda(t)\). Therefore, if \(\Psi(z)\) is an entire function of the second type, then the corresponding function \(\Lambda(t)\) that is defined by formula (8.24) is totally positive. Thus, part II of the theorem is proved.

The statement that the difference kernel \(K(t, \tau) = \Lambda(y - \tau)\) is variation diminishing if and only if the function \(\Lambda(t)\) is of the form (8.24), where \(\Psi(z)\) is an entire function of the second type, was formulated explicitly in [Scho3]. In particular, a difference kernel \(K\) is variation diminishing if and only if either the kernel \(K\) or the kernel \(-K\) is totally positive. Many results related to totally positive and variation diminishing difference kernels can be found in [HiWi], Chapter IV, and especially in [Kar], Chapter 7.

Discrete totally positive difference kernels were first considered in [AESW], [ASW] and [Edr]. The formulations are analogous to the formulations for continuous difference kernels, but the proofs are more difficult and use tools from value distribution theory for meromorphic functions.

**THEOREM** (A. Aissen, A. Edrei, I.J. Schoenberg, A. Whitney, [AESW], [ASW], [Edr]).

I. Let \(\{s_k\}_{0 \leq k < \infty}\) be a totally positive (unilateral) sequence with \(s_0 = 1\). Then the series
\[
F(z) = \sum_{0 \leq k < \infty} s_k z^k 
\]

\[\text{This agrees with the results of Schoenberg and Motzkin on general variation diminishing transforms since a difference kernels } K(t, \tau) = \Lambda(t - \tau) \text{ is sign regular if and only if either the kernel } K(t, \tau) \text{ or the kernel } -K(t, \tau) \text{ is totally positive.} \]
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converges in a neighborhood of the origin to a function of the form
\[
F(z) = e^{\gamma z} \prod_{k} \frac{(1 + \alpha_k z)}{(1 - \beta_k z)} \quad (\alpha_k \geq 0, \beta_k \geq 0, \gamma \geq 0, \sum (\alpha_k + \beta_k) < \infty). \tag{8.28}
\]

II. Let \(F(z)\) be a function of the form \(8.28\) and let \(8.27\) be its Taylor expansion in the vicinity of the origin. Then the sequence \(\{s_k\}_{0 \leq k < \infty}\) is totally positive.

This theorem provides a parametrization of the set of all totally positive unilateral sequences (under the normalizing condition \(s_0 = 1\)). The sequences \(\alpha_k\), \(\beta_k\) and the number \(\gamma\) serve as independent parameters. Various results related to unilateral and bilateral totally positive sequences can be found in [Kar], Chapter 8.

This parametrization of totally positive sequences plays an essential role in the theory of representations of the infinite symmetric group. It appears in the description of non-decomposable positive definite functions. This was discovered by Elmar Thoma in [Tho], where some earlier results on totally positive sequences were rediscovered. The generating function of the sequences that appear there are of the form \(8.28\), with \(\gamma = 0\), and \(\sum_k \alpha_k + \sum_k \beta_k \leq 1\). The theory of totally positive functions and sequences is used in approximation theory, mathematical statistics and in other fields. References can be found in [Kar] and in [GaMic]. Recently, a surprising connection between total positivity and canonical bases for quantum groups was discovered by G. Lusztig; see [FoZe].

The methods and especially the ideology of the paper [PS] underly some of the work of B.Ya. Levin that is considered in Chapter IX of his monograph [Lev]. The famous S.N. Bernstein inequality can be formulated in the following form: Let \(f(z)\) be an entire function of exponential type \(\sigma_f\). If the inequality \(|f(x)| \leq |e^{\sigma x}|\) holds for all real \(x\), \(-\infty < x < \infty\) and if \(\sigma_f \leq \sigma\), then the derivative \(f'(x)\) satisfies the inequality \(|f'(x)| \leq |(e^{\sigma x})'|\) \((-\infty < x < \infty)\).

In other words, the operator \(\frac{d}{dx}\) preserves inequalities on the real axis for some classes of entire functions. Levin has investigated the general form of linear operators which preserve inequalities of this sort. In this investigation, the linear operators that preserve the class of entire functions that is obtained as the closure of polynomials with zeros in the open right half plane play a crucial role. The operators of the form \((8.1)\), which were introduced and investigated in the paper [PS], are precisely those that commute with the operator \(z \frac{d}{dz}\).
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9. The Schur class of holomorphic functions, and the Schur algorithm.

The papers [Sch9]-[Sch10] are probably the best known contributions of Issai Schur to analysis. In these papers Schur introduced a new parametrization of functions that are holomorphic and bounded by one in the open unit disk $\mathbb{D}$ and an algorithm for calculating these parameters. These ideas and their subsequent generalizations to matrix and operator valued functions are widely used in a variety of applications that range from signal processing to the study of Pisot and Salem numbers.
DEFINITION 1. A function \( s(z) \) that is holomorphic in the open unit disk \( \mathbb{D} \) and satisfies the inequality
\[
|s(z)| \leq 1 \quad \text{for all points } \ z \in \mathbb{D}
\] (9.1)
is said to belong to the Schur class \( S \). A function \( s \in S \) will be referred to as a Schur function. A Schur function \( s \in S \) is said to be inner if the absolute value of the radial limit
\[
s(t) \overset{\text{def}}{=} \lim_{r \to 1^{-}} s(rt)
\] (9.2)
is equal to one a.e. with respect to Lebesgue measure. The set of inner functions will be denoted by the symbol \( S_{in} \). The set of rational inner functions will be denoted \( S_{rin} \).

The simplest inner functions are finite Blaschke products:
\[
s(z) = cz^\kappa \prod_{k=1}^{d} \frac{\alpha_k - z}{1 - \alpha_k z},
\] (9.3)
where \( c \) is a constant of modulus one, \( \kappa \) is a non-negative integer and \( \alpha_k \in \mathbb{D} \).

The Schur algorithm was introduced by I. Schur in Section 1 of [Sch9]. It exploits the fact that if \( \gamma \in \mathbb{D} \), then the linear fractional transformation
\[
\zeta \to \frac{\zeta - \gamma}{1 - \zeta \gamma}
\] (9.4)
is a one to one mapping of the open unit disk \( \mathbb{D} \) onto itself and a one to one mapping of the unit circle \( \mathbb{T} \), i.e., the boundary of \( \mathbb{D} \), onto itself. If \( |\gamma| = 1 \) the transformation (9.4) maps the set \( \mathbb{C} \setminus \{\gamma\} \) into the point \( \{-\gamma\} \) and is not defined at the point \( \gamma \).

Let \( f \in S \) be a Schur function that is not a constant of modulus one. Then \( |f(0)| < 1 \) and hence, in view of the properties of (9.4), the transformation
\[
f(z) \to \frac{f(z) - f(0)}{1 - f(z)f(0)}
\] (9.5)
maps \( S \) into \( \{s \in S : s(0) = 0\} \). Therefore, by the Schwarz Lemma, the transformation
\[
f(z) \to \frac{f(z) - f(0)}{1 - f(z)f(0)} \cdot \frac{1}{z}
\] (9.6)
maps \( \{s \in S : |s(0)| \neq 1\} \) onto the class \( S \) of all Schur functions. In particular if \( f \in S \setminus S_{rin} \), then \( |f(0)| < 1 \) and the transformation (9.6) is well defined. It is easy to see that:

PROPOSITION 1. The transformation (9.6) maps \( f \in S \setminus S_{rin} \) into itself.
PROPOSITION 2. The transformation (9.6 maps rational inner functions \( f \in \mathcal{S}_{rin} \) of degree \( n \), \( n \geq 1 \), into rational inner functions of degree \( n - 1 \).

DESCRIPTION OF THE SCHUR ALGORITHM. The Schur algorithm defines a sequence of Schur functions \( \{s_k(z)\}_{0 \leq k < \infty} \) starting from a given Schur function \( s(z) \) that is assigned the index zero:

\[
s_0(z) \overset{\text{def}}{=} s(z),
\]

\[
s_k(z) \overset{\text{def}}{=} \frac{s_{k-1}(z) - s_{k-1}(0)}{1 - s_{k-1}(z)s_{k-1}(0)} \cdot \frac{1}{z} \quad (k = 1, 2, 3, \ldots).\]

SCHUR PARAMETERS. Let \( s \in \mathcal{S} \) and let \( \{s_k\} \) be the sequence (finite or infinite) of functions generated by the Schur algorithm with \( s_0(z) = s(z) \). The numbers

\[
\gamma_k \overset{\text{def}}{=} s_k(0)
\]

are termed the Schur parameters of the function \( s \).

If the starting function \( s \notin \mathcal{S}_{rin} \), then, by Proposition 1, the algorithm continues indefinitely and produces infinitely many Schur functions \( s_k(z) \), \( k = 0, 1, 2, 3, \ldots \) and generates an infinite sequence of Schur parameters \( \{\gamma_k\}_{0 \leq k < \infty} \). In this case

\[
|\gamma_k| < 1, \quad k = 0, 1, 2, \ldots.
\]

If the starting function \( s \in \mathcal{S}_{rin} \) is a rational inner function of degree \( n \), then, by Proposition 2, the algorithm terminates after \( n \) steps. In this case, it generates a finite sequence of Schur parameters

\[
|\gamma_k| < 1, \quad k = 0, 1, 2, \ldots, n - 1 \quad \text{and} \quad |\gamma_n| = 1.
\]

The Schur parameter \( \gamma_k(s) \) of a Schur function

\[
s(z) = \sum_{k=0}^{\infty} c_k(s)z^k
\]

depends only on the Taylor coefficients \( c_0(s), c_1(s), \ldots, c_k(s) \) of the function \( s \):

\[
\gamma_k(s) = \Phi_k(c_0(s), c_1(s), \ldots, c_k(s)),
\]

where \( \Phi_k(c_0, c_1, \ldots, c_k) \) is a rational function of the variables \( c_0, c_0, c_1, c_1, \ldots, c_{k-1}, c_{k-1}, c_k \).

Conversely, the Taylor coefficient \( c_k(s) \) of a Schur function \( s \) depends only on the Schur parameters \( \gamma_0(s), \gamma_1(s), \ldots, \gamma_k(s) \) of this function:

\[
c_k(s) = \Psi_k(\gamma_0(s), \gamma_1(s), \ldots, \gamma_k(s)),
\]
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where \( \Psi_k(\gamma_0, \gamma_1, \ldots, \gamma_k) \) is a polynomial in \( \gamma_0, \gamma_1, \gamma_1, \ldots, \gamma_k-1, \gamma_k \).

Explicit expressions for \( \Phi_k \) and \( \Psi_k \) are given in [Sch9].

**DEFINITION 4.** A sequence \( \{\gamma_k\}_{0 \leq k < \infty} \) of complex numbers is said to be strictly contractive if \( |\gamma_k| < 1 \) for every \( k \).

Thus, the sequence of Schur parameters of a Schur function \( s \in \mathcal{S} \setminus \mathcal{S}_{rin} \) is strictly contractive. Moreover, every preassigned strictly contractive sequence \( \{\gamma_0, \gamma_1, \gamma_2, \ldots, \gamma_k, \ldots\} \) is the sequence of Schur parameters for some unique Schur function \( s \in \mathcal{S} \setminus \mathcal{S}_{rin} \). Such a function can be constructed by means of a continued fraction algorithm.

**SCHUR CONTINUED FRACTIONS.** Given an arbitrary strictly contractive sequence \( \{\gamma_0, \gamma_1, \ldots, \gamma_k, \ldots\} \) of complex numbers, one can construct a sequence of rational Schur functions which converge to a Schur function \( s \in \mathcal{S} \setminus \mathcal{S}_{rin} \). The function \( s \) which also maps \( \mathcal{S} \) into \( \mathcal{S} \). We use the 'inverse Schur algorithm' recursively to construct the \( n \)-th Schur approximant, which (following Schur) we will denote by \( [z; \gamma_0, \gamma_1, \ldots, \gamma_n] \).

Namely, we write

\[
[z; \gamma_0, \gamma_1, \gamma_2, \ldots, \gamma_n] = \frac{\gamma_k + z \cdot [z; \gamma_k+1, \gamma_k+2, \ldots, \gamma_n]}{1 + \gamma_k \cdot z \cdot [z; \gamma_k+1, \gamma_k+2, \ldots, \gamma_n]},
\]

where \( z \gamma_k \cdot [z; \gamma_k+1, \gamma_k+2, \ldots, \gamma_n] \) is a rational Schur function whose Schur parameters \( \gamma_k([z; \gamma_0, \gamma_1, \ldots, \gamma_n]) \) are equal to

\[
\begin{align*}
\gamma_k([z; \gamma_0, \gamma_1, \ldots, \gamma_n]) &= \gamma_k \quad \text{for} \quad k = 0, 1, \ldots, n; \\
\gamma_k([z; \gamma_0, \gamma_1, \ldots, \gamma_n]) &= 0 \quad \text{for} \quad k > n.
\end{align*}
\]

Let \( n_1 \) and \( n_2 \) be two nonnegative integers. Since the Schur parameters with index \( k : 0 \leq k \leq \min(n_1, n_2) \) for the functions \( [z; \gamma_0, \gamma_1, \ldots, \gamma_{n_1}] \) and \( [z; \gamma_0, \gamma_1, \ldots, \gamma_{n_2}] \) coincide, the Taylor coefficients \( c_k^1 \) and \( c_k^2 \) \( (0 \leq k \leq \min(n_1, n_2)) \) for these two functions coincide as well. Hence,

\[
[z; \gamma_0, \gamma_1, \ldots, \gamma_{n_1}] - [z; \gamma_0, \gamma_1, \ldots, \gamma_{n_2}] = \sum_{\min(n_1, n_2) < k < \infty} (c_k^1 - c_k^2) z^k.
\]
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Using the estimates $|z; \gamma_0, \gamma_1, \ldots, \gamma_{n_1}| \leq 1$, $|z; \gamma_0, \gamma_1, \ldots, \gamma_{n_2}| \leq 1$ for $z \in \mathbb{D}$ and the Schwarz Lemma, we obtain the inequality

$$|z; \gamma_0, \gamma_1, \ldots, \gamma_{n_1}| - |z; \gamma_0, \gamma_1, \ldots, \gamma_{n_2}| \leq 2|z|^{1+\min(n_1, n_2)}$$

for $z \in \mathbb{D}$. (9.18)

From (9.18) it follows that the limit

$$[z; \gamma_0, \gamma_1, \ldots, \gamma_k, \ldots] = \lim_{n \to \infty} [z; \gamma_0, \gamma_1, \ldots, \gamma_n]$$

exists in $\mathbb{D}$. The function $[z; \gamma_0, \gamma_1, \ldots, \gamma_k, \ldots]$ is said to be the Schur continued fraction constructed from the sequence $\{\gamma_0, \gamma_1, \ldots, \gamma_k, \ldots\}$.

The function $[z; \gamma_0, \gamma_1, \ldots, \gamma_k, \ldots] \in S\setminus S_{\text{rin}}$. Its Schur parameters $\gamma_k([z; \gamma_0, \gamma_1, \ldots, \gamma_k, \ldots])$ coincide with the numbers $\gamma_k$:

$$\gamma_k([z; \gamma_0, \gamma_1, \ldots, \gamma_k, \ldots]) = \gamma_k, \quad 0 \leq k < \infty.$$

Given $s \in S \setminus S_{\text{rin}}$, we can form the sequence $\{\gamma_0(s), \gamma_1(s), \ldots, \gamma_k(s), \ldots\}$ of its Schur parameters and then construct the Schur continued fraction $[z; \gamma_0(s), \gamma_1(s), \ldots, \gamma_k(s), \ldots]$. The function represented by this fraction is a Schur function whose Schur parameters coincide with the sequence of Schur parameters of the original function $s$. Hence, the Taylor coefficients of these two functions coincide as well. Thus, we are led to following result:

THEOREM (I. Schur, [Sch9]).

I. Every $s \in S \setminus S_{\text{rin}}$ admits the continued fraction expansion

$$s(z) = [z; \gamma_0(s), \gamma_1(s), \ldots, \gamma_k(s), \ldots].$$

II. A Schur function $s \in S_{\text{rin}}$ of degree $n$ admits the representation

$$s(z) = [z; \gamma_0(s), \gamma_1(s), \ldots, \gamma_n(s)].$$

DEFINITION 5. Let $s \in S \setminus S_{\text{rin}}$, let $n$ be a non-negative integer and let $[\gamma_0(s), \gamma_1(s), \ldots, \gamma_n(s)]$ be the Schur continued fraction expansion of the function $s$. Then the function

$$p_n(s; z) \equiv [z; \gamma_0(s), \gamma_1(s), \ldots, \gamma_n(s)]$$

is said to be the $n$-th Schur approximant of the function $s$.

REMARK 1. The $n$-th Schur approximant is a rational function of $z$ whose numerator and denominator are polynomials of degree not greater than $n$. In fact the $n$-th Schur approximant of $s \in S \setminus S_{\text{rin}}$ is the $n$-th convergent of its Schur continued fraction expansion.
The estimate
\[ |s(z) - p_n(s; z)| \leq 2|z|^{n+1}, \] (9.23)
which follows from the Schwarz Lemma, holds for every \( s \in \mathcal{S} \setminus \mathcal{S}_{\text{rin}} \) and implies that the sequence of the Schur approximants of such an \( s \) converges to it locally uniformly in the open unit disk \( \mathbb{D} \). This result on the locally uniform convergence of the approximants \( p_n(s; z) \) to \( s(z) \) in the open unit disc \( \mathbb{D} \) appears in \([\text{Sch9}]\) (with the rougher estimate \( |s(z) - p_n(s; z)| \leq 2|z|^{n+1}(1-|z|)^{-1} \)). The problem of convergence of Schur approximants to \( s \) on the unit circle \( \mathbb{T} \) is much more difficult. This problem was studied in \([\text{Nja}]\) and \([\text{Khru2}]\).

The preceding results imply that the correspondence
\[ \{\gamma_0, \gamma_1, \ldots, \gamma_k, \ldots\} \longleftrightarrow [z; \gamma_0, \gamma_1, \ldots, \gamma_k, \ldots] \] (9.24)
is a free parametrization of the class of all \( s \in \mathcal{S} \setminus \mathcal{S}_{\text{rin}} \) by means of the set of all strictly contractive sequences \( \{\gamma_0, \gamma_1, \gamma_2, \ldots, \gamma_k, \ldots\} \). where sequences serve as free parameters of this class. This is important because the geometry of the set of all Taylor coefficients of functions of this class is rather complicated, whereas the geometry of the set of all Schur parameters is very simple: it is just the direct product of the open unit disks. This geometry is compatible with probabilistic structures and is well suited for probabilistic study. Some results on Schur functions with random Schur parameters are obtained in \([\text{Kats}]\).

REMARK 2. It is not easy to express the properties of a concrete Schur function \( s \) in terms of its Schur parameters \( \gamma_k(s) \). In particular, it is not easy to recognize whether the function \( s \) is inner or not. Not much is known about this.

If \( \sum_{0 \leq k < \infty} |\gamma_k(s)| < \infty \), then the function \( s \) is continuous in the closed unit disk \( \overline{\mathbb{D}} \), and \( \max_{z \in \mathbb{D}} |s(z)| < 1 \). (Of course, \( s \) is not inner.) This result was obtained by I. Schur, \([\text{Sch10}]\), \( \S15, \text{Theorem XVIII.} \)

If \( \sum_{0 \leq k < \infty} |\gamma_k(s)|^2 < \infty \), then again the function \( s \) is not inner, as follows from the identity
\[ \prod_{0 \leq k < \infty} (1 - |\gamma_k(s)|^2) = \exp\left\{ \int_{\mathbb{T}} \ln(1 - |s(t)|^2) \, m(dt) \right\}. \]
(See \([\text{Boy}]\) and also formula (8.14) in \([\text{Ger3}]\), which expresses a similar result for polynomials that are orthogonal on \( \mathbb{T} \).)

\[22\] However, to express the properties of a Schur function in terms of its Taylor coefficients is, as a rule, even more difficult.
If \( \lim_{k \to \infty} |\gamma_k(s)| = 1 \), then the function \( s \) is inner. An equivalent result was obtained by E.A. Rakhmanov in the setting of orthogonal polynomials on the unit circle, [Rakh]. It is known as Rakhmanov’s Lemma. A simple function-theoretic proof of the Rakhmanov lemma in the setting of Schur functions can be found in [Kats].

If the sequence of Schur parameters \( \{\gamma_k(s)\}_{0 \leq k < \infty} \) satisfies the Maté–Nevai condition \( \lim_{k \to \infty} \gamma_k \gamma_{k+n} = 0 \) for \( n = 1, 2, 3, \ldots \), but \( \lim_{k \to \infty} |\gamma_k| > 0 \), then \( s \) is an inner function. This is Theorem 5 and Corollary 9.1 in [Khru2].

It is also known that there exists infinite Blaschke product \( s \) such that \( \sum_{0 \leq k < \infty} |\gamma_k(s)|^p < \infty \) for every \( p > 2 \). (This is shown in [Khru3].)

The following question is both natural and important:

**QUESTION 1:** Given a sequence \( \mathbf{c} = \{c_0, c_1, \ldots\} \), does there exist a function \( s \in S \) such that
\[
\frac{s^{(j)}(0)}{j!} = c_j \quad \text{for} \quad j = 0, 1, \ldots?
\]

Schur obtained an answer to this question by using the algorithm (9.7) - (9.8) starting with
\[
s_0(z) = f(z) = \sum_{j=0}^{\infty} c_j z^j,
\]
(9.25)
to calculate the parameters \( \gamma_j \). All the series are formal. However, since the Schur parameters \( \gamma_0, \ldots, \gamma_k \) only depend upon \( c_0, \ldots, c_k \), this does not present a problem. Proceeding this way, Schur obtained the following answer to Question 1.

In order for the series (9.25) to be the Taylor series of a Schur function, it is necessary and sufficient that either \( |\gamma_k(f)| < 1 \) for every integer \( k \) : \( 0 \leq k < \infty \), or \( |\gamma_k(f)| < 1 \) for \( k : 0 \leq k < n \), and \( |\gamma_n(f)| = 1 \). In the second case the coefficients \( c_k \) of the series (9.25) coincide with the \( k \)-th Taylor coefficients of the function \([z; \gamma_0(f), \gamma_1(f), \ldots, \gamma_n(f)]\) for every \( k : 0 \leq k < \infty \).

Schur also considered the following related question:

**QUESTION 2.** Given a finite set of complex numbers \( \{c_0, \ldots, c_m\} \), does there exist a function \( s \in S \) such that
\[
\frac{s^{(j)}(0)}{j!} = c_j \quad \text{for} \quad j = 0, 1, \ldots, m?
\]
(9.26)

Moreover, if such functions exist, how can one describe them?

\(^{23}\)For \( k = 0, 1, \ldots, n \) this coincidence holds automatically since the Schur parameters \( \gamma_0(f), \gamma_1(f), \ldots, \gamma_n(f) \) are built from \( c_0, c_1, \ldots, c_n \); the remaining coefficients \( c_k \) for \( k > n \) are determined by \( c_0, c_1, \ldots, c_n \).
Schur answered Question 2 in terms of the Schur parameters generated by the algorithm (9.7) - (9.8) starting with
\[
s_0(z) = g(z) = \sum_{j=0}^{m} c_j z^j.
\] (9.27)

**THEOREM 1** (I. Schur, [Sch9]). There exists a function \( s \in \mathcal{S} \) that meets the interpolation condition (9.26) if and only if: either \( |\gamma_k(g)| < 1 \) for every integer \( k : \ 0 \leq k \leq m \), or \( |\gamma_k(g)| < 1 \) for \( k : 0 \leq k < n \), and \( |\gamma_n(g)| = 1 \) for some \( n, n \leq m \). In the second case, the interpolating Schur function \( s(z) \) is unique, namely, \( s(z) = [z; \gamma_0(g), \gamma_1(g), \ldots \gamma_n(g)] \).

In the first case, there are infinitely many interpolating functions \( s(z) \). Moreover, the first \( m + 1 \) Schur parameters \( \gamma_k(g), k = 0, 1, \ldots, m \), of every interpolant \( s \) coincide with the Schur parameters \( \gamma_k(s) \) of the given polynomial. The remaining parameters \( \gamma_k(s) \) with \( k > m \) are either an infinite sequence of arbitrary strictly contractive complex numbers if \( s \in \mathcal{S} \setminus \mathcal{S}_{\text{rin}} \), or a finite sequence of strictly contractive numbers that terminates with \( |\gamma_n(s)| = 1 \) for some \( m < n \). Moreover, all interpolants are obtained this way.

Schur also formulated another criterion for the solvability of the interpolation problem (9.26) in terms of an \((m + 1) \times (m + 1)\) upper triangular Toeplitz matrix based on the the coefficients of the given polynomial:

\[
C_m = \begin{bmatrix}
c_0 & c_1 & c_2 & \cdots & c_m \\
0 & c_0 & c_1 & \cdots & c_{m-1} \\
0 & 0 & c_0 & \cdots & c_{m-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & c_0
\end{bmatrix}
\] (9.28)

**THEOREM 2** (I. Schur, [Sch9]). The given polynomial \( g(z) = c_0 + c_1 z + \cdots + c_m z^m \) can be interpolated by a function \( s \in \mathcal{S} \) if and only the Hermitian form based on the matrix \( I - C_m^* C_m \) is non-negative:

\[
\langle (I - C_m^* C_m) x, x \rangle \geq 0, \quad \forall x \in \mathbb{C}^{m+1},
\] (9.29)

where \( I \) is the identity matrix in \( \mathbb{C}^{m+1} \) and \( \langle , \rangle \) is the standard scalar product in \( \mathbb{C}^{m+1} \). The Hermitian form is strictly positive if and only if there exist more than one interpolating function \( s \in \mathcal{S} \).

We remark that the matrix \( C_m \) and an analogous matrix \( D_m \) based on the coefficients of the reflected polynomial \( z^m g(1/z) = c_m + c_{m-1} z + \cdots + c_0 z^m \) figure in the well known Schur-Cohn test:

The roots of the polynomial \( g(z) \) lie in \( \mathbb{D} \) if and only if \( D_m^* D_m - C_m^* C_m > 0 \).
A nice proof of this result based on Schur parameters may be found in the first chapter of [FoFr].

Schur derived the criterion (9.29) for the solvability of the interpolation problem (9.26) from the criterion for solvability in terms of Schur parameters (that was formulated as Theorem 1). As a by product of this derivation, he obtained a formula for the factorization of a $2 \times 2$ square block matrix

$$M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}$$

with square block diagonal entries $A$ and $C$ (not necessarily of the same size) when the matrix $A$ is invertible, which in turn leads easily to the identity

$$\begin{bmatrix} A & B \\ C & D \end{bmatrix} = \begin{bmatrix} I & 0 \\ CA^{-1} & I \end{bmatrix} \cdot \begin{bmatrix} A & 0 \\ 0 & D - CA^{-1}B \end{bmatrix} \cdot \begin{bmatrix} I & A^{-1}B \\ 0 & I \end{bmatrix}.$$ 

(9.30)

The matrix $D - CA^{-1}B$ is termed the Schur complement of the block entry $A$ with respect to $M$. If it is also invertible, then $M$ is invertible and the last formula leads easily to a formula for the inverse matrix $M^{-1}$, since each of the three factors on the right hand side of (9.30) are easily inverted. The same formula implies that

$$\det M = \det A \cdot \det(D - CA^{-1}B),$$

as was also noted in [Sch9]. Schur complements are widely used in the applied linear algebra and operator theory; see e.g., the long survey (of more then hundred pages) [Oue] and [Sm], respectively.

The $k$-th step (9.8) of the Schur algorithm can also be presented in the form

$$\begin{bmatrix} s_k(z) \\ 1 \end{bmatrix} = \begin{bmatrix} z^{-1} & -\gamma_{k-1} z^{-1} \\ -\frac{1}{\gamma_{k-1}} & 1 \end{bmatrix} \cdot \begin{bmatrix} s_{k-1}(z) \\ 1 \end{bmatrix} \cdot \frac{1}{-\gamma_{k-1} s_{k-1}(z) + 1},$$

where $\gamma_{k-1} = s_{k-1}(0)$. Thus, it is natural to associate the matrix $\begin{bmatrix} z^{-1} & -\gamma_{k-1} z^{-1} \\ -\frac{1}{\gamma_{k-1}} & 1 \end{bmatrix}$ with the $k$-th step of Schur algorithm. However, it turns out to be more fruitful to deal with the matrix $m_{\gamma_{k-1}}$, where

$$m_{\gamma}(z) = \begin{bmatrix} z^{-1} & -\gamma \cdot z^{-1} \\ -\bar{\gamma} & 1 \end{bmatrix} \cdot \frac{1}{\sqrt{1 - |\gamma|^2}}, \text{ when } |\gamma| < 1. \quad (9.31)$$

The matrix $m_{\gamma}$ is also a matrix of coefficients of the linear fractional transformation (9.15), which is the basic step (9.6) of the Schur algorithm, whereas the matrix

$$m_{\gamma}(z)^{-1} = \begin{bmatrix} z & \gamma \\ z \cdot \bar{\gamma} & 1 \end{bmatrix} \cdot \frac{1}{\sqrt{1 - |\gamma|^2}} \quad (9.32)$$
is the coefficient matrix of the linear fractional transformation \(9.16\) corresponding to the basic step of the inverse Schur algorithm.

The coefficient matrix of a linear fractional transformation is determined up to a nonzero scalar factor. The matrix of the linear fractional transformation \(9.15\) is chosen to be of the form \(9.31\) because then \(m_\gamma\) is \textit{j-inner} with respect to the signature matrix

\[
j = \begin{bmatrix}
-1 & 0 \\
0 & 1
\end{bmatrix},
\]  
(9.33)

i.e.,

\[
(m_\gamma(z)^*)^{-1} j (m_\gamma(z))^{-1} - j = (1 - |z|^2) \cdot \begin{bmatrix}
1 \\
0
\end{bmatrix} \begin{bmatrix}
1 & 0
\end{bmatrix}.
\]  
(9.34)

\textbf{DEFINITION.} Let \(\omega_m = \{\gamma_k\}_{0 \leq k \leq m}\) be a strictly contractive sequence of complex numbers and let the entries of the matrix valued function

\[
M_{\omega_m}(z) \overset{\text{def}}{=} m_{\gamma_m}(z) \cdot m_{\gamma_{m-1}}(z) \cdot \ldots \cdot m_{\gamma_1}(z) \cdot m_{\gamma_0}(z), \quad m = 0, 1, 2, \ldots
\]  
(9.35)

be denoted as

\[
M_{\omega_m}(z) = \begin{bmatrix}
a_{\omega_m}(z) & b_{\omega_m}(z) \\
c_{\omega_m}(z) & d_{\omega_m}(z)
\end{bmatrix}.
\]  
(9.36)

For \(s(z) \in S \setminus S_{\text{rin}}\), let \(\omega = \{\gamma_k\}_{0 \leq k < \infty}\) be the sequence of its Schur parameters and let \(\{s_k(z)\}_{0 \leq k < \infty}\) be the sequence of Schur functions generated by the Schur algorithm (so that \(\gamma_k = s_k(0)\)). Then

\[
M_{\omega_m}(z) \begin{bmatrix}
s(z) \\
1
\end{bmatrix} = \begin{bmatrix}
s_{m+1}(z) \\
1
\end{bmatrix} \cdot (c_{\omega_m}(z) s(z) + d_{\omega_m}(z)),
\]  
(9.37)

and hence

\[
\frac{a_{\omega_m}(z) s(z) + b_{\omega_m}(z)}{c_{\omega_m}(z) s(z) + d_{\omega_m}(z)} = s_{m+1}(z).
\]  
(9.38)

Moreover,

\[
s(z) = \frac{w_{11}(z) s_{m+1}(z) + w_{12}(z)}{w_{21}(z) s_{m+1}(z) + w_{22}(z)},
\]  
(9.39)

where the matrix \(W(z) = \begin{bmatrix}
w_{11}(z) & w_{12}(z) \\
w_{21}(z) & w_{22}(z)
\end{bmatrix} = M_{\omega_m}(z)^{-1}\) can be expressed in the term of the entries of the matrix \(M_{\omega_m}(z)\):

\[
W(z) = \begin{bmatrix}
d_{\omega_m}(z) & -b_{\omega_m}(z) \\
-c_{\omega_m}(z) & a_{\omega_m}(z)
\end{bmatrix} \cdot \frac{1}{a_{\omega_m}(z)d_{\omega_m}(z) - b_{\omega_m}(z)c_{\omega_m}(z)}.
\]  
(9.40)
Furthermore, since

$$W(z) = m^{-1}_{\gamma_0}(z) \cdot m^{-1}_{\gamma_1}(z) \cdot \ldots \cdot m^{-1}_{\gamma_{m-1}}(z) \cdot m^{-1}_{\gamma_m}(z),$$  \quad  (9.41)

and the matrix $m^{-1}_{\gamma}$ is linear with respect to $z$, the entries of the matrix $W(z)$ are polynomials with respect to $z$ of degree $m$ (or less). In view of (9.34), the matrix function $W(z)$ satisfies the condition

$$W^*(z) j W(z) - j \geq 0 \text{ for } z \in D,$$  \quad  (9.42)

$$W^*(t) j W(t) - j = 0 \text{ for } t \in T.$$  \quad  (9.43)

Formula (9.39) (in other notation) appears in §14 of [Sch10]. It expresses the Schur function $s(z)$ with Schur parameters $\gamma_k(s)$ that satisfy the condition $|\gamma_k(s)| < 1$, $k = 0, 1, \ldots, n$, as a linear fractional transformation of the function $s_{n+1}(z)$. It is important to note that the matrix $W(z)$ of this fractional-linear transformation can be constructed from only the first $n + 1$ Schur parameters $\gamma_k(s)$, $k = 0, 1, \ldots, n$.

The Schur parameters of the functions $s(z)$ and $s_{m+1}(z)$ are related: $\gamma_k(s_{m+1}) = \gamma_{m+k}(s)$, $k = 0, 1, 2, \ldots$. Thus, the following result holds:

**THEOREM 3.** The set of all functions $s(z) \in \mathcal{S}$, whose Schur parameters $\gamma_k(s)$ coincide with a prescribed set of numbers $\gamma_k$, $|\gamma_k| < 1$, $k = 0, 1, \ldots, m$, can be parametrized by means of the linear fractional transformation

$$s(z) = \frac{w_{11}(z) \omega(z) + w_{12}(z)}{w_{21}(z) \omega(z) + w_{22}(z)},$$  \quad  (9.44)

where the coefficient matrix $W(z)$ of this transformation can be constructed from only these $\gamma_k$, and the free parameter $\omega(z)$ is an arbitrary function from the class $\mathcal{S}$.

Schur did not mention either formula (9.39) or formula (9.44) explicitly in his description of the solutions of the interpolation problem of the form

$$\gamma_k(s) = \gamma_k, \quad k = 0, 1, \ldots, m.$$  \quad  (9.45)

Nor do the properties (9.42) and (9.43) of the matrix $W(z)$ in (9.44) appear in Schur’s work. But this was the starting point of subsequent research on interpolation problems with constraints in various classes of analytic functions, particularly that of M. Riesz and R. Nevanlinna. The work [Sch9]–[Sch10] stimulated interest in obtaining matrices of linear fractional transformations that appear in descriptions of the sets of solutions of such problems. The methods described above are recursive and depend essentially upon formulas involving the Schur parameters. V. P. Potapov showed how to obtain an expression for the matrix $W(z)$ that appears in the description of the set of all solutions of the problem (9.45) in the class $\mathcal{S}$ directly in terms of the data $c_0, c_1, \ldots, c_m$, without first calculating the Schur parameters. This method of V. P. Potapov, as applied to the the interpolation problem (9.26), is elaborated on in great detail in the monograph [DFK].
Considerations related to formula (9.39) were used by Schur to obtain the following result:

In order that the function \( s(z) = \frac{p(z)}{q(z)} \in \mathbb{S} \), where \( p(z) \) and \( q(z) \) are coprime polynomials, be representable in the form \( s(z) = [z; \gamma_0, \gamma_1, \ldots, \gamma_m] \), with \( m < \infty \), it is necessary and sufficient that the following two conditions are satisfied:

1. The polynomial \( q(z) \) does not vanish in the closed unit disc \( \mathbb{D} \);

2. The factorization identity \( |q(t)|^2 - |p(t)|^2 = r \), where \( r \) is a positive number, holds for \( t \in \mathbb{T} \).

The circle of problems related to Schur functions and the Schur algorithm is closely related to the theory of polynomials that are orthogonal on the unit circle. Note that

\[
\zeta \to \frac{1 + \zeta}{1 - \zeta}
\]

is one-to-one mapping of the unit disk \( \{ \zeta : |\zeta| < 1 \} \) onto the right half-plane \( \{ \zeta : \text{Re} \zeta > 0 \} \). Therefore, if \( s(z) \) is a Schur function, then the function

\[
w(z) = \frac{1 + z s(z)}{1 - z s(z)}
\]

(9.46)
is a Carathéodory function, i.e., a function which is holomorphic and has non-negative real part in the unit disk:

\[
\text{Re} \, w(z) \geq 0 \quad \text{for} \quad z \in \mathbb{D}.
\]

(9.47)
The factor \( z \) in (9.46) leads to the normalization

\[
w(0) = 1.
\]

(9.48)
Conversely, if \( w(z) \) is a Carathéodory function that satisfies the normalization condition (9.48), then it can be uniquely represented in the form (9.46), where \( s(z) \) is a Schur function. Every Carathéodory function \( w(z) \) which satisfies the normalization condition (9.48) admits the Herglotz representation

\[
w(z) = \int_{\mathbb{T}} \frac{t + z}{t - z} \sigma(dt),
\]

(9.49)
where \( \sigma \) is a probability measure on \( \mathbb{T} \). Conversely, if \( \sigma \) is a probability measure on \( \mathbb{T} \), then formula (9.49) defines a normalized Carathéodory function \( w(z) \). Thus, the transformation (9.46) together with the representation (9.49), establishes a one-to-one correspondence between Schur functions and probability measures on \( \mathbb{T} \). It is easy to see that

\[
S \in \mathcal{S}_{rin} \iff \sigma \text{ has finite support} \iff w(z) \text{ is rational with all its poles on } \mathbb{T}.
\]
Let $\sigma$ be a probability measure on $\mathbb{T}$ with infinitely many points of support and let $\{\varphi_k\}_{0 \leq k < \infty}$ be a sequence of polynomials that is orthonormal, with respect to $\sigma$. Such a sequence can be obtained by applying the Gram-Schmidt orthogonalization procedure to the sequence $\{z^k\}_{0 \leq k < \infty}$. Let $\varphi_k^*(z) \equiv z^k \varphi_k(1/z)$ denote the reciprocal polynomial. It turns out that the system of polynomials $\{\varphi_k, \varphi_k^*\}_{0 \leq k < \infty}$ satisfy linear recurrence relations that can be written in the form:

$$
\begin{bmatrix}
\varphi_{k+1}(z) \\
\varphi_k^*(z)
\end{bmatrix}
= \frac{1}{\sqrt{1 - |a_k|^2}}
\begin{bmatrix}
z & -\overline{a_k} \\
-z a_k & 1
\end{bmatrix}
\begin{bmatrix}
\varphi_k(z) \\
\varphi_k^*(z)
\end{bmatrix},
0 \leq k < \infty,
$$

(9.50)

with the initial condition

$$
\begin{bmatrix}
\varphi_0(z) \\
\varphi_0^*(z)
\end{bmatrix}
= \begin{bmatrix} 1 \\ 1 \end{bmatrix}.
$$

(9.51)

Here $\{a_k\}_{0 \leq k < \infty}$ is a strictly contractive sequence of complex numbers that is determined uniquely by the probability measure $\sigma$ that generates the sequence $\{\varphi_k\}_{0 \leq k < \infty}$ of orthogonal polynomials. The numbers $a_k(\sigma)$ are termed the reflection coefficients of the measure $\sigma$ or of the sequence $\{\varphi_k\}$ of orthogonal polynomials.

**THEOREM** [Ya.L. Geronimus]. Let $s \in S \setminus S_{rin}$ and let the normalized Carathéodory function $w(z)$ be related to $s$ by (9.46). Then the Schur parameters of $s$ coincide with the reflection coefficients of the measure $\sigma$:

$$
\gamma_k(s) = a_k(\sigma) \quad \text{for} \quad 0 \leq k < \infty.
$$

This theorem first appears in [Ger1]. It also appears as Theorem 18.2 in [Ger2]. Unfortunately, these papers are not easily accessible. However, an English translation of the second one is available. A simplified presentation of the cited theorem by Geronimus can be found in [Khru1] and in [PiNe].

Many (but not all) properties of a Schur function $s(z)$ can be naturally reformulated in terms of the related function $w(z)$, i.e., in terms of the related sequence of orthogonal polynomials. In particular: a Schur function $s(z)$ is inner if and only if the related measure $\sigma(dt)$ is singular. Indeed, $|s(t)| = 1$ if and only if $\text{Re } w(t) = 0$. On the other hand, $\text{Re } w(t) = \sigma'(t)$ for $m$ almost every $t \in \mathbb{T}$. (Here $s(t)$ and $w(t)$ are the boundary values of the appropriate functions and $\sigma'(t)$ is the derivative of the measure $\sigma$ with respect to the normalized Lebesgue measure $m$.) Some other connections between Schur functions and orthogonal polynomials can be found in [Gol1], [Gol2] and [Khru2].

There is a rich literature dedicated to the Schur algorithm and related topics. The volume [Ausz] contains a selection of basic early papers on Schur analysis written in German (by G. Herglotz, I. Schur, G. Pick, R. Nevanlinna, H. Weyl), as well as the Afterword written by B. Fritzsche and B. Kirstein, the editors of this volume. See also their survey [FrKi]. The last several years have witnessed an explosion of interest in generalizations of the Schur algorithm and the associated parametrization to matrix and operator
valued functions. In particular, a \( p \times q \) matrix valued function \( s(z) \) that is holomorphic in \( \mathbb{D} \) and satisfies the inequality

\[
|\xi^* s(z) \eta| \leq 1 \text{ for every point } z \in \mathbb{D} \text{ and every pair of unit vectors } \xi \in \mathbb{C}^p \text{ and } \eta \in \mathbb{C}^q
\]
is said to belong to the Schur class \( S^{p \times q} \). The Schur algorithm is developed in detail for this class of functions in [DeDy]; see also [AlDy] for a reproducing kernel Hilbert space interpretation and additional generalizations to Pontryagin spaces and the references to both of these papers. There are also many papers by the team P. Delsarte, Y. Genin and Y. Kamp that are devoted to generalizations of a number of the themes discussed in this section; see e.g., [DeGeK] for a start. The books [Alp], [Con], [DFK] and [PoFr] are dedicated to function theoretic questions related to the Schur algorithm and its applications to operator theory. Applications of the Schur algorithm to Pisot and Salem numbers are considered in the book [BDGPS]. The Schur algorithm is also useful in the setting of fast numerical algorithms for systems of linear equations with structured matrices \(^{24}\) (Toeplitz, Hankel, etc.); see the book [S:Meth] (and in particular the papers [Kail] and [LevKai]). The terminology ”I. Schur methods in signal processing” is now widely used in this connection. See the survey [KaSa1] and the volume [KaSa2] for further references in this direction.
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