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Abstract In this paper, we present recent efforts to develop reduced order modeling (ROM) capabilities for spectral element methods (SEM). Namely, we detail the implementation of ROM for both continuous Galerkin and discontinuous Galerkin methods in the spectral/hp element library Nektar++. The ROM approaches adopted are intrusive methods based on the proper orthogonal decomposition (POD). They admit an offline-online decomposition, such that fast evaluations for parameter studies and many-queries are possible. An affine parameter dependency is exploited such that the reduced order model can be evaluated independent of the large-scale discretization size. The implementation in the context of SEM can be found in the open-source model reduction software ITHACA-SEM.

1 Introduction

The spectral element method (SEM) \cite{12} is a discretization technique for partial differential equations (PDEs) that uses high-order polynomials on a tessellation of elements constituting the computational domain. Unlike other numerical discretiza-
tions, such as traditional finite element, finite difference and finite volume methods, SEM provides exponential convergence properties to the PDE solution and allows for tunable numerical properties, such as tunable diffusion and dispersion errors. This flexibility has been extensively leveraged to construct high-fidelity simulation capabilities \cite{15} in the context of both continuous Galerkin (CG) \cite{20,16}, and discontinuous Galerkin (DG) formulations \cite{13,19,14,21,14,5,17,28}. The former (CG) constructs a numerical discretization enforcing the solution to be continuous between elements. The latter (DG) enforces the numerical fluxes (and not the solution) to be continuous between elements. The use of SEM for high-fidelity simulations provides a pathway to next generation computational tools for engineering analysis and design, in fluid dynamics and other sectors. This offers the opportunity to devise improved reduced order models that may be used for real-time design and control purposes.

In this paper, with present recent efforts that were undertaken to develop reduced order modeling (ROM) \cite{26,10,4,9,7} approaches within SEM, both for CG and DG methods. These efforts were conveyed in the implementation of ROM into the spectral/hp element library Nektar++ \cite{3,22}. In particular, we show the global assembly of the PDE solution and how the model reduction relates to the full-order solver for both CG and DG. The different solver modules of Nektar++ share basic functionalities such as the geometry description and quadrature rules, among others. This also holds true for the Nektar++ incompressible and compressible solver modules. The former uses a CG discretization, while the latter uses DG. As a consequence, the model reduction codes for incompressible and compressible flow simulations are independent from each other. The implementation of ROM methods in Nektar++ is available in the open-source model reduction software ITHACA-SEM \cite{3}.

The open-source software ITHACA-SEM currently has the capability to generate POD-based ROMs for 2D incompressible Navier-Stokes equations with parametric variation in geometry and/or kinematic viscosity. The parametric dependency on geometry parameters is assumed to be affine and the user can specify the affine form in a header file. After another compilation of ITHACA-SEM, the affine form is then available. It can thus serve as a head start for a developer seeking to work in ROMs with the SEM and also to a practitioner within the boundaries mentioned. ITHACA-SEM is delivered and compiled with the Nektar++ master branch, which is periodically merged into the code. A few test cases are part of the Nektar++ unit test and additional examples are available.

The paper is organized as follows. In section \cite{2} we present the CG method and the ROM approach implemented. In section \cite{3} we detail the DG method and the associated ROM method implemented. In section \cite{4} we draw some conclusions and future perspectives.

\footnote{1}www.nektar.info
\footnote{2}https://mathlab.sissa.it/ITHACA-SEM
2 Continuous Galerkin: incompressible flow simulations

2.1 Overview

Let $\Omega$ denote the spatial computational domain. Incompressible, viscous fluid motion in the domain $\Omega$ over a time interval $(0, T)$ is governed by the incompressible Navier-Stokes equations

$$\frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla p + \nu \Delta u + f,$$

$$\nabla \cdot u = 0,$$  \hspace{1cm} (1) \hspace{1cm} (2)

where $u$ is the fluid velocity, $p$ is the pressure, $\nu$ is the kinematic viscosity, and $f$ is a body forcing term. The following boundary and initial conditions

$$u = d \quad \text{on } \Gamma_D \times (0, T),$$

$$\nabla u \cdot n = g \quad \text{on } \Gamma_N \times (0, T),$$

$$u = u_0 \quad \text{in } \Omega \times 0,$$  \hspace{1cm} (3) \hspace{1cm} (4) \hspace{1cm} (5)

fully define the problem (1)-(2), with $d$, $g$ and $u_0$ given and $\partial \Omega = \Gamma_D \cup \Gamma_N$, $\Gamma_D \cap \Gamma_N = \emptyset$. The Reynolds number $Re$ depends on the kinematic viscosity $\nu$ through the characteristic velocity $U$ and characteristic length $L$ as

$$Re = \frac{UL}{\nu}. \hspace{1cm} (6)$$

As an example of the inner workings of Nektar++, the computation of steady states is explained in detail, which will used for the model reduction in the next section. The steady states are solutions where $\frac{\partial u}{\partial t} = 0$ holds.

For the ROM in the next section, a parametric variation of the viscosity $\nu$ will be assumed. This corresponds to a variable Reynolds number via the relation $Re = \frac{UL}{\nu}$ and allows to compute the flow for various Reynolds numbers. To compute steady states for varying viscosity $\nu$, a solution $u(\nu_0)$ for a parameter value $\nu_0$ is used as an initial guess within a fixed point iteration to obtain the steady state solution $u(\nu_1)$ at a parameter value $\nu_1$. This is repeated for $\nu_2$ and so on. In this way, the parameter range of interest can be explored iteratively with a fixed point iteration.

The Oseen-iteration is a secant modulus fixed-point iteration with a linear rate of convergence. Given the current iterate (or initial condition) $u^k$, the linear system

$$-\nu \Delta u + (u^k \cdot \nabla)u + \nabla p = f \quad \text{in } \Omega,$$

$$\nabla \cdot u = 0 \quad \text{in } \Omega,$$  \hspace{1cm} (7) \hspace{1cm} (8)

$$u = d \quad \text{on } \Gamma_D,$$

$$\nabla u \cdot n = g \quad \text{on } \Gamma_N,$$  \hspace{1cm} (9) \hspace{1cm} (10)
is solved for the next iterate $u^{k+1} = u$. A usual stopping criterion is that the relative change between iterates in the $L^2$ or $H^1$ norm falls below a given tolerance. The initial solution $u^0(\nu_0)$ is computed by time-advancement of (1)–(2) from zero initial conditions at a parameter value $\nu_0$. From this starting point, solutions on the whole parameter domain can be found.

The discretized system solved in each step of the *Oseen*-iteration is decomposed as (11) as

$$
\begin{bmatrix}
A & -D_{bnd}^T & B \\
-D_{bnd} & 0 & -D_{int} \\
\hat{B}^T & -D_{int}^T & C
\end{bmatrix}
\begin{bmatrix}
v_{bnd} \\
p \\
v_{int}
\end{bmatrix} =
\begin{bmatrix}
f_{bnd} \\
0 \\
f_{int}
\end{bmatrix}
$$

(11)

where $v_{bnd}$ and $v_{int}$ denote velocity degrees of freedom on the boundary and in the interior, respectively. The forcing terms $f_{bnd}$ and $f_{int}$ refer to the boundary and interior, respectively. The matrix $A$ assembles the boundary-boundary terms, $B$ the boundary-interior terms, $\hat{B}$ the interior-boundary terms and $C$ assembles the interior-interior terms of elemental velocity ansatz functions. In a *Stokes* system, it holds that $B = \hat{B}^T$, but this is not the case in the *Oseen* equation, since the linearization term $(u^k \cdot \nabla)u$ is present in (7). The matrices $D_{bnd}$ and $D_{int}$ provide the pressure-velocity boundary and pressure-velocity interior couplings, respectively.

The linear system (11) is assembled in local degrees of freedom, leading to block matrices $A$, $B$, $\hat{B}$, $C$, $D_{bnd}$ and $D_{int}$, with each block referring to one spectral element. Thus, the system is singular in this form. To solve the system, the local degrees of freedom can be gathered into the global degrees of freedom, but here a multi-level static condensation is employed. See also the documentation and source code of *Nektar++*.

### 2.2 Reduced order modeling for continuous Galerkin methods

The reduced order model (ROM) needs to approximate the full order solutions accurately over the parameter domain of interest. The reduced basis (RB) model reduction uses a projection onto a low order space of snapshot solutions (i.e., full order solutions) and an offline-online decomposition to facilitate computational efficiency. A set of snapshots is computed over a coarse sample of the parameter domain and used to define a projection space $U$ of size $N$ using the standard solver provided by Nektar++. The POD computes a singular value decomposition (SVD) of the snapshot solutions to 99.9% of the most dominant POD modes. This defines a projection matrix $U \in \mathbb{R}^{N \times N}$. The software package *Eigen* is used in ITHACA-SEM to compute the SVD.

The offline-online decomposition allows for fast input-output solves, because they are independent of the original model size $N$. It is an important part of efficient reduced order modeling, but since the static condensation includes the inversion of the parameter-dependent matrix $C$, the projection is applied to the system (11).
Alternatively, also some degrees of freedom can be gathered, see [9]. In the offline phase, snapshot solutions have been gathered over the parameter domain, which now serve as a projection space to define the reduced order setting. To have fast reduced order solves, the offline-online decomposition expands (11) in the parameter of interest and stores the parameter independent projections as small-sized matrices of the order $N \times N$. Since during the Oseen-iteration each matrix is dependent on the previous iterate, the submatrices corresponding to each basis function are assembled and then formed online with the reduced basis coordinate representation of the current iterate. This is analogous to reduced order assembly of the nonlinear term in the Navier-Stokes equations. For more details and applications, see [8].

Particular care must be taken regarding the different levels of accuracy of a function within Nektar++. There exist three levels, the global degrees of freedom, the local degrees of freedom, where degrees of freedom on the boundaries between spectral elements are present multiple times and the physical degrees of freedom, which correspond to quadrature points. The nonlinear terms need to be evaluated on the level of physical degrees of freedom for the increased accuracy but the projection takes place in the local degrees of freedom. This correspondingly requires two separate sets of projection bases.

### 2.2.1 A numerical example

Consider a variable kinematic viscosity in the interval $\nu \in [0.15; 10]$ for a channel flow as depicted in Fig. 1 and Fig. 2. A parabolic inflow profile is prescribed on the left wall at $y = 0$, a natural outflow boundary is prescribed at $y = 8$ and the other walls are no-slip boundaries. The polynomial order of the ansatz functions is chosen as 11. The relative error between full order solutions upon increasing the polynomial order is about $0.05\%$. The Fig. 1 and Fig. 2 show the extreme cases considered here for a very small viscosity and very large viscosity.

![Fig. 1: Full order, steady-state solution for $\nu = 0.15$: velocity in x-direction (top) and y-direction (bottom).](image-url)
Fig. 2: Full order, steady-state solution for $\nu = 10$: velocity in x-direction (top) and y-direction (bottom).

There is a bifurcation occurring nearby for some $\nu < \nu_{\min} = 0.15$ as investigated in [23]. Since the bifurcation point represents a singularity, the convergence speed of the fixed-point iteration is very low close to the bifurcation. The tolerance for the fixed-point iteration has thus been set $1e^{-4}$ for a change among two iterates.

Sample solutions are computed at 22 values of $\nu$ in the interval of interest $[0.15; 10]$. The POD is computed and the POD energy reaches a threshold of 99% with 2 modes and a threshold of 99.99% with 6 modes. Ideally, the exponential decay in POD energy should translate into an exponential decay in relative approximation error. Fig. 3 shows the mean and maximum relative $L^2(\Omega)$ error in the velocity as an increasing number of POD modes is considered. A mean relative error of 1% is reached with 5 basis functions and a maximum relative error of 1% is reached with 6 basis functions.

The error plateaus at about $1e^{-4}$, which is because the fixed-point iteration is not more accurate than that. When the problem is such that the fixed-point iteration can work with a higher accuracy, then this will also be recovered in the ROM. The offline time took 46s and the online evaluation at all parameter values and over all basis sizes took 1s on a workstation with an i7-6700.

2.2.2 Parametric variation in geometry

Numerical examples where a parametrized geometry is considered can be found in [7] and [8]. In case of an affine parameter dependency, this parameter dependency can be made explicit in the system matrix as

$$A(\mu)x = \left(\sum_{i=1}^{Q} \Theta_i(\mu)A_i\right)x = b,$$

(12)

given a parameter vector $\mu$ with scalar functions $\Theta_i$ and parameter independent matrices $A_i$. The matrix $A$ corresponds to the matrix (11) in the full order assembly. The precise transformations to arrive at the form (12) can be found in [24]. ITHACA-
Fig. 3: Mean and maximum relative $L^2(\Omega)$ error in the velocity with increasing basis size.

SEM allows the user to specify the form (12) in a header file which is then used to achieve the offline-online decomposition by exploiting

$$V^T A(\mu)V x_r = \left( \sum_{i=1}^Q \Theta_i(\mu)V^T A_i V \right) x_r = V^T b,$$

given a projection matrix $V$. The terms $V^T A_i V$ are computed in the offline phase and are then available online as small scale matrices, which form the reduced order system by assembling the sum for a parameter of interest $\mu$. The approximation to the full-order solution $x$ is then given by

$$x \approx V x_r,$$

In case of a parametric variation in geometry which is non-affine, the empirical interpolation method (EIM) is usually used, see [6]. The EIM approximates an affine form, such as (12). To do that, a few degrees of freedom are identified, which allow to recover the whole system matrix in an affine form. Its speed-up depends on the ability to quickly compute a few entries of the system matrix. This is typically the case if the ansatz functions have a small support such as in a finite element method (FEM). But in the SEM the ansatz functions have a much larger support, such that this speed-up is not possible and the applicability of the EIM is limited. This was investigated in [7].
3 Discontinuous Galerkin: compressible flow simulations

3.1 Overview

The DG-based solver implemented in Nektar++ is used for the prediction of compressible flows in which density variations are not negligible. This implies that the zero-divergence condition of the velocity fields no longer holds; the resulting set of equations follows:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0
\]

\[
\frac{\partial u}{\partial t} + \nabla (\rho u \times u) = -\nabla p + \nabla \cdot \sigma + \rho f,
\]

\[
\frac{\partial E}{\partial t} + \nabla \cdot (uE) + \nabla \cdot (up) = \nabla \cdot (\sigma) + k\nabla T,
\]

where \( \rho \) is the density, \( E \) is the total energy, and \( T \) the temperature. Moreover \( \sigma \) indicates the viscous dissipation tensor:

\[
\sigma = 2\nu \rho \left( S_{ij} + \frac{1}{3} \nabla \cdot u \delta_{ij} \right),
\]

being the strain tensor \( S_{ij} \) defined as the symmetric part of the gradient of the velocity \( u \). To close the problem, proper initial and boundary conditions must be provided:

\[
U_i = d \quad \text{on } \Gamma_D \times (0, T),
\]

\[
\nabla U_i \cdot n = g \quad \text{on } \Gamma_N \times (0, T),
\]

\[
U_i = U_{i0} \quad \text{in } \Omega \times 0,
\]

being \( U = U_1, U_2, U_3 = \rho, u, T \).

In detail the DG scheme is a high order method that, differently from the continuous Galerkin approach, does not impose the continuity of the solution between contiguous elements. In order to keep the consistency of the solution, proper flux must be exchanged and in general flux splitting schemes are devised by the ones developed in the Finite Volume Method framework. In detail, in this work the HLLC flux splitting scheme was used. The HLLC differs from the more common HLL scheme because it is able to reconstruct the contact surface of a Riemann problem. For further details, one can refer to [29]. Time integration was performed with an explicit fourth order Runge-Kutta marching scheme, chosen because of its low dissipative properties. A more comprehensive description of the full order method implemented in Nektar++ can be found in [3].
3.2 Reduced order modeling for discontinuous Galerkin methods

As in the previous case, the ROM for compressible flows is structured according to an online/offline paradigm. During the offline phase, once that $N$ snapshots have been generated with the aid of the full order solver implemented in Nektar++ and gathered in a database, the dominant dynamics are extracted through a SVD procedure. The computational speed up of the ROMs relies on the fact that only the first $N_m < N$ most energetic modes are retained when the building of the bases is carried on, being $N$ the number of degree of freedom of the full order solver. The equations (16) are linearized and the operators are projected on the reduced basis once that a suitable inner product has been identified. ROMs for compressible flows are challenging since an energy-based inner product is not defined and the evolution of ROMs does not satisfy the energy equation. In this work a stabilization matrix inspired by the symmetry matrix introduced by Barone et al. [2] is used for recovering part of the stability of the reduced order system.

The introduction of the stabilization matrix aims to improve, beyond the stability, also the controllability of the system, e.g. moving the unstable (positive) eigenvectors closer to zero. This has important consequences when Eigenvalues Replacement (ER) techniques are employed for stabilizing the system since smaller spaces have to be explored. The first method based on Eigenvalues Replacement can be found in Balajewicz et al. [1], who propose to achieve the stability of the reduced system through a minimal subspace rotation, thus by introducing viscosity. In this work the ER is based on a Swarm Particle Optimization in order to find the combination of eigenvalues which minimize the distance between the predicted coefficients $a_{ROM}^k$ and the ones $a_{FOM}^k$ obtained by projecting the snapshots onto the reduced basis [25]. Moreover one requires that the total power of the system $W$ decreases with time. Hence:

$$\min_\lambda \sum_1^{N_s} \| a_{ROM}^k - a_{FOM}^k \|^2_2 \ s.t. \ W(t) < 0 \ , \quad (18)$$

being $N_s$ the number of snapshots and the total power computed as $E \approx a_{ROM}^2$. To include the constraints related to the total power, Equation (18) can be rewritten as follows:

$$\min_\lambda \sum_1^{N_s} \| a_{ROM}^k - a_{FOM}^k \|^2_2 + c_1(\alpha + c_2) \ , \quad (19)$$

where $c_1$ and $c_2$ are constants, $\alpha$ is the coefficient of the linear regression which gives the best fit of $W(t) = \alpha t + \beta$. In general $c_1$ is a constant which represent a penalization term and it has to be determined each time, while $c_2$ is a small positive number, that in the present work is evaluated as:

$$c_2 = \max(10^{-5}, a_{FOM}) \ , \quad (20)$$

where $a_{FOM}$ is the angular coefficient of the linear regression which best approximates the total power computed starting from the coefficients obtained from the
full order snapshots. The time integration is performed with an explicit fourth order Runge Kutta scheme in order to be consistent with the full order solver.

### 3.3 Results

A NACA 0012 airfoil exposed to a flow field with an angle of attack of 5 degrees is considered as a test case for applying the reduction strategy described in the previous sections. The unperturbed flow field is characterized by a Mach number of 0.5 and standard sea level air conditions are used for initializing the flow variables. The full order snapshots have been obtained using a two-dimensional computational grid whose main dimensions were 40 times the airfoil chord length and it was composed by approximately 4000 discrete elements. Moreover, a polynomial order \( P \) equal to four was used for the simulation. Figure 4 shows the distributions of pressure coefficients along the x-axis obtained by using two distinct polynomial orders (four and five); the two solutions do not differ significantly, thus indicating the convergence of the numerical model for \( P = 4 \). The resulting distribution of velocity components along the x-axis and y-axis obtained with the full order solver for a Reynolds number equal to 7500 is shown in Figure 5.

For each flow realization, 60 snapshots were saved and 8 modes were generated. Two distinct reconstruction strategies were adopted: in the first case the linearized governing equations were projected on the reduced basis and the reduced matrices were computed; in the second case the eigenvalues of these matrices were further optimized with the aid of the PSO-strategy previously described. Reconstructed flow fields for \( Re=7500 \) are reported in Figure 6 as one can observe the additional step contribute to enhance the stability and this can be seen in particular for the \( u \)
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Fig. 5: Flow field for Re=7500: velocity along the x-axis (left) and y-axis (right).

component of the velocity vector. The computational effort required by the online phase is approximately 28 seconds, on the same machine the FOM solution requires approximately 5 hours, given the small time step needed to guarantee the stability of the solution.

Fig. 6: Velocity along the x-axis (left) and y-axis (right): comparison between a simple stabilization strategy (top) and one reinforced with an eigenvalue replacement (bottom)

4 Conclusions

In this paper, we presented the first steps towards intrusive ROM capabilities for SEM. In particular, we highlighted the implementation of offline-online ROM decomposition strategies for both CG and DG, in the context of incompressible and compressible flow problems, respectively. These steps constitutes the basis for further ROM developments for SEM, that is of particular interest for high-fidelity flow simulations in complex geometries, such as explored for finite volume methods in
In detail next steps will be focused on the development of non-intrusive Reduced Order Models based on Machine Learning techniques and on the stabilization on non-linear compressible ROMs. Indeed, non-intrusive methods present some advantages with respect to intrusive ones, among the others they are naturally stable and more user friendly to deal with.
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