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In this paper, the 2-state decomposed-type quantum walk (DQW) on a line is introduced as an extension of the 2-state quantum walk (QW). The time evolution of the DQW is defined with two different matrices, one is assigned to a real component, and the other is assigned to an imaginary component of the quantum state. Unlike the ordinary 2-state QWs, localization and the spreading phenomenon can coincide in DQWs. Additionally, a DQW can always be converted to the corresponding 4-state QW with identical probability measures. In other words, a class of 4-state QWs can be realized by DQWs with 2 states. In this work, we reveal that there is a 2-state DQW corresponding to the 4-state Grover walk. Then, we derive the weak limit theorem of the class of DQWs corresponding to 4-state QWs which can be regarded as the generalized Grover walks.
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1 Introduction

Quantum walks (QWs) are quantum versions of classical random walks, and they have attracted much attention in various fields. In particular, QWs are expected to provide mathematical models for quantum algorithms, which can be implemented in quantum computers [1, 2, 3, 4]. Thus, various types of QWs have been analyzed since the early 2000s. In this work, we consider QWs starting from the origin on the integer lattice, where the walker moves to the left and to the right. The time evolution of QWs is defined with the coin operator and the shift operator. Also, we assume that the coin operator is position-independent, i.e., the homogeneous coin operator. Usually, the time evolution of QWs is linear and unitary since, at each position, the coin operator is defined as a unitary matrix called the coin matrix. To distinguish these common QWs from the models that we will introduce later, we call them linear quantum walks (LQWs). Despite the simplicity of the definition, LQWs show a remarkable spreading property that classical random walks do not possess. The standard deviation of the walker’s position grows linearly in time and quadratically faster than classical random walks. Konno [5, 6] proved this phenomenon rigorously by deriving a convergence in the distribution of a rescaled walker’s position (weak limit theorem) of the 2-state LQW for an arbitrary coin operator. Likewise, our focus is to derive a weak limit theorem, which can help us visualize the outlines of the probability distributions of a walker’s position.

This article aims to introduce a formalism of decompose-type quantum walks (DQWs), which are the extensions of LQWs. DQWs have the non-linear isometric coin operator, which consists of 2 different matrices, where at each position, one is assigned to a real component, and the other is assigned to an imaginary component of the quantum state. Our primary
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motivation for introducing DQWs is to investigate the behavior of non-linear QWs, which is realized by increasing the degrees of freedom. By regarding the real and imaginary parts as different elements of the quantum state, without loss of information about quantum states, we can convert 2-state DQWs to 4-state LQWs. The initial state of these 4-state LQWs is restricted in \( \mathbb{R}^4 \) instead of \( \mathbb{C}^4 \). Here, \( \mathbb{R} \) is the set of real numbers, and \( \mathbb{C} \) is the set of complex numbers. The probability distributions of a walker’s position in the DQW and their corresponding 4-state LQW are identical. In other words, we can achieve a class of 4-state LQWs by DQWs with only 2 states. Quaternionic quantum walks, which are the extensions of 2-state LQWs, can also be regarded as 4-state LQWs \[7, 8\], and other kinds of non-linear quantum walks have also been proposed and analyzed \[9, 10, 11, 12, 13, 14, 15\]. Furthermore, many types of LQWs with 3 or more states have been investigated \[16, 17, 18, 19, 20, 21\]. In the study of multi-state LQWs, the Grover walk often plays an important role. The name comes from Grover’s search algorithm \[22\], and it has the Grover matrix as a coin matrix. Grover walks are expected to speed up the search algorithms on general graphs \[23\]. Additionally, localization is a striking property of Grover walks, and it means that the probability measure takes a positive value at a certain position in the limit of infinite time. While only trivial models exhibit localization for 2-state LQWs, some non-trivial models exhibit localization for multi-state LQWs, including the Grover walks. The probability distributions of these models rescaled by time converges weakly to a random variable, which has the Dirac delta function and a continuous function with finite support. The Dirac delta function contributes to localization, and the continuous function corresponds to the spreading phenomenon. Interestingly, localization and the spreading phenomenon can occur simultaneously in multi-state LQWs. The 3-state and 4-state Grover walks were studied thoroughly in \[24, 25\], and Machida \[26\] derived the weak limit theorem for a one-parameter family of the 3-state Grover walk. However, the result for a one-parameter family of the 4-state Grover walk is not obtained. In this paper, we reveal that localization and the spreading phenomenon can coincide in DQWs, and there is a DQW corresponding to the 4-state Grover walk (note that the shift operator is slightly different from \[25\]). Thus, we derive the weak limit theorem of a one-parameter family of the 4-state Grover walk generated by DQWs.

The rest of this paper is organized as follows. In Section 2, we introduce 2-state LQWs and the weak limit theorem. In Section 3, we show the formalism of DQWs and give a method to convert them to corresponding 4-state LQWs. We also introduce a generalized 4-state Grover walk generated by DQWs. Section 4 is devoted to the analysis of 4-state LQWs by the Fourier transform. We utilize the method introduced by Grimmett et al. \[27\] to derive the weak limit theorem. Finally, we compare the probability distributions and the limit density functions by computer simulations to demonstrate the validity of our results.

2 LQWs

We introduce 2-state LQWs on the integer lattice. Firstly, we consider the Hilbert space defined as \( \mathcal{H}_{\mathbb{C}^2} = l^2(\mathbb{Z}; \mathbb{C}^2) = \{ \Psi : \mathbb{Z} \to \mathbb{C}^2 | \sum_{x \in \mathbb{Z}} \| \Psi(x) \|_{\mathbb{C}^2}^2 < \infty \} \), where \( \mathbb{Z} \) is the set of integers. The quantum state \( \Psi \) is an element of \( \mathcal{H}_{\mathbb{C}^2} \). Since we concentrate on the case that the walker departs from the origin, the initial state \( \Psi_0 \in \mathcal{H}_{\mathbb{C}^2} \) is given with a non-zero value at the origin:
\[ \Psi(x) = \begin{pmatrix} \Psi_1(x) \\ \Psi_2(x) \end{pmatrix}, \quad \Psi_0(x) = \begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix} \delta_0(x), \]

where \( \delta_0(x) (x \in \mathbb{Z}) \) is a function which outputs 1 at the origin and 0 at the other positions. It is generally formulated as follows for the sake of the rest of this article:

\[ \delta_{x_0}(x) = \begin{cases} 1, & x = x_0, \\ 0, & x \neq x_0. \end{cases} \quad (1) \]

The time evolution operator of the quantum state is formulated as \( U = SC \), where \( S \) denotes the shift operator and \( C \) denotes the coin operator. Both of them are operators on \( \mathcal{H}_{\mathbb{C}^2} \), thus \( U \) is an operator on \( \mathcal{H}_{\mathbb{C}^2} \) as well. The coin operator of the LQW is defined by the coin matrix acting on the quantum state at each position. In this paper, we assume that the coin operator is homogeneous; that is, its coin matrix is given as a position-independent \( 2 \times 2 \) unitary matrix \( M \):

\[ M = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad (C \Psi)(x) = M \Psi(x). \]

Additionally, the shift operator \( S \) is defined by

\[ (S \Psi)(x) = \begin{pmatrix} \Psi_1(x+1) \\ \Psi_2(x-1) \end{pmatrix}. \]

It shifts the first element of \( \Psi(x) \) to the left and the second element to the right. The time evolution operator can also be formulated by decomposing the coin matrix \( M \) into \( P \) and \( Q \), where the first and second rows of \( M \) are pulled out, respectively. Then, \( U \) can be rewritten only by \( P \) and \( Q \):

\[ P = \begin{pmatrix} a & b \\ 0 & 0 \end{pmatrix}, \quad Q = \begin{pmatrix} 0 & 0 \\ c & d \end{pmatrix}, \quad (U \Psi)(x) = P \Psi(x+1) + Q \Psi(x-1). \]

Finally, we define the probability measures of the LQW at time \( n \) by the \( L^2 \) norm as below:

\[ \mu_n(x) = \| (U^n \Psi_0)(x) \|^2 = \| (U^n \Psi_0)_1(x) \|^2 + \| (U^n \Psi_0)_2(x) \|^2. \]

Here we also define localization by “there exist \( \Psi_0 \in \mathcal{H}_{\mathbb{C}^2} \) and \( x \in \mathbb{Z} \) such that \( \limsup_{n \to \infty} \mu_n(x) > 0 \)”

We show three examples of the probability distributions at time \( n = 100 \) with the initial state \( \Psi_0(x) = T \left( \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ i \end{pmatrix} \right) \delta_0(x) \) in Fig. 1. With respect to Figure 1-(a), when time \( n \) is even, the probability measure is 1 at the origin, and when \( n \) is odd, the probability measures are 0.5 at position \( \pm 1 \), respectively. This LQW satisfies the condition of localization, \( \limsup_{n \to \infty} \mu_n(0) > 0 \). Thus, we call this model the trivial LQW model that exhibits localization. On the other hand, from Figs. 1-(b) and 1-(c), we can see that the quantum walkers are spreading instead of staying at the origin. Most of the distributions of 2-state LQWs show an inverted bell-shaped form similar to (c).

The weak limit theorem for 2-state LQWs was given in [5, 6] by a path counting method. Let \( X_n \) be a random variable defined by \( P(X_n = x) = \mu_n(x) \). Since LQWs spread quadratically faster than classical random walks, we rescale the probability distribution by \( n \) instead of \( \sqrt{n} \). The weak limit theorem provides a limit distribution of the spatially rescaled random value \( X_n/n \).
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\[ M = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \]

\[ M = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \]

\[ M = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \]

Fig. 1. Three examples of the probability distributions of 2-state LQWs at time \( n = 100 \) with the initial state \( \Psi_0(x) = \Phi\left(\frac{1}{\sqrt{2}}, \frac{i}{\sqrt{2}}\right)\delta_0(x) \).

**Theorem 1.** (Konno [5, 6])

\[
\lim_{n \to \infty} P\left(\frac{X_n}{n} \leq x\right) = \int_{-\infty}^{x} \{1 - C(a, b; \phi_1, \phi_2) y\} f_K(y; |a|) dy,
\]

where

\[
C(a, b; \phi_1, \phi_2) = |\phi_1|^2 - |\phi_2|^2 - \frac{a\phi_1 \overline{b\phi_2} + \overline{a\phi_1} b\phi_2}{|a|^2},
\]

\[
f_K(x; r) = \frac{\sqrt{1-r^2}}{\pi (1-x^2)^{3/2}} I_{(-r,r)}(x) \quad (0 < r < 1),
\]

\[
I_{(-r,r)}(x) = \begin{cases} 1, & (x \in (-r, r)) \\ 0, & (x \notin (-r, r)) \end{cases}.
\]

Here \( f_K(x; r) \) is a limit density function of 2-state LQWs spatially rescaled by time \( n \), which contributes to an inverse bell-shaped form of the probability distribution (Fig. 1(c)). It has a compact support, and its domain is \((-|a|, |a|)\), where \( a \) is the \((1, 1)\) entry of the coin matrix \( M \).

**3 DQWs**

In this section, we focus on introducing the definition of DQWs. The difference between LQWs and DQWs is in their coin operators. Subsequently, we convert DQWs to corresponding 4-state LQWs and define a one-parameter family of the 4-state Grover walk generated from DQWs.

**3.1 Definition of DQWs**

We consider the same quantum state \( \Psi \in \mathcal{H}_{\mathbb{C}^2} \). However, for the DQWs case, we decompose the quantum state into real and imaginary components:

\[
\Psi(x) = \begin{pmatrix} \Psi_1(x) \\ \Psi_2(x) \end{pmatrix} = (\Re\Psi)(x) + (\Im\Psi)(x)i.
\]
Here $\Re$ and $\Im$ are operators on $\mathcal{H}_{C^2}$, and they pull out the real and imaginary components of the quantum state:

$$(\Re \Psi)(x) = \left( \begin{array}{c} \Re (\Psi_1(x)) \\ \Re (\Psi_2(x)) \end{array} \right), \quad (\Im \Psi)(x) = \left( \begin{array}{c} \Im (\Psi_1(x)) \\ \Im (\Psi_2(x)) \end{array} \right) \in \mathbb{R}^2,$$

where $\Re(z)$ and $\Im(z)$ are the real and imaginary parts of a complex number $z$, respectively. Since we treat the walk starting from the origin, the initial state can also be decomposed as below:

$$(\Re \Psi_0)(x) = \left( \begin{array}{c} \Re (\phi_1) \\ \Re (\phi_2) \end{array} \right) \delta_0(x), \quad (\Im \Psi_0)(x) = \left( \begin{array}{c} \Im (\phi_1) \\ \Im (\phi_2) \end{array} \right) \delta_0(x).$$

Let $U_D$ denote the time evolution operator given as $U_D = SC_D$. Let $C_D$ denote the coin operator of DQWs, and it is formulated with two $2 \times 2$ matrices $M_R$ and $M_I$ corresponding to $(\Re \Psi)(x)$ and $(\Im \Psi)(x)$, respectively. We assume $a_R, b_R, c_R, d_R, a_I, b_I, c_I, d_I \in \mathbb{C}$, then

$$(C_D \Psi)(x) = M_R(\Re \Psi)(x) + M_I(\Im \Psi)(x)i,$$

where

$$M_R = \left( \begin{array}{cc} a_R & b_R \\ c_R & d_R \end{array} \right), \quad M_I = \left( \begin{array}{cc} a_I & b_I \\ c_I & d_I \end{array} \right).$$

The time evolution operator $U_D$ can also be formulated by decomposing $M_R$ and $M_I$ into $P_R, Q_R$ and $P_I, Q_I$, respectively:

$$P_R = \left( \begin{array}{cc} a_R & b_R \\ 0 & 0 \end{array} \right), \quad Q_R = \left( \begin{array}{cc} 0 & 0 \\ c_R & d_R \end{array} \right), \quad P_I = \left( \begin{array}{cc} a_I & b_I \\ 0 & 0 \end{array} \right), \quad Q_I = \left( \begin{array}{cc} 0 & 0 \\ c_I & d_I \end{array} \right),$$

$$(U_D \Psi)(x) = P_R(\Re \Psi)(x + 1) + Q_R(\Re \Psi)(x - 1) + \{P_I(\Im \Psi)(x + 1) + Q_I(\Im \Psi)(x - 1)\}i.$$

Note that the coin operator $U_D$ is no longer unitary for general. However, to preserve a sum of the probability measures of the DQW, we consider the necessary and sufficient condition for $C_D$ to be an isometry.

**Lemma 1.** The operator $C_D$ is an isometry $\Leftrightarrow M_R, M_I$ are unitary matrices and $M_R^*M_I$ is a real matrix. Here, $\Leftrightarrow$ means “if and only if”.

**Proof.** Put $\psi \in \mathbb{C}^2$, and we decompose $\psi$ into the real and imaginary components, i.e., $\psi_R$ and $\psi_I$:

$$\psi = \psi_R + \psi_Ii, \quad \psi_R = \left( \begin{array}{c} \alpha_R \\ \beta_R \end{array} \right), \quad \psi_I = \left( \begin{array}{c} \alpha_I \\ \beta_I \end{array} \right) \in \mathbb{R}^2.$$

The coin operator $C_D$ is an isometry, i.e., $\|C_D \Psi\|_{\mathcal{H}_{C^2}}^2 = \|\Psi\|_{\mathcal{H}_{C^2}}^2$ for any $\Psi \in \mathcal{H}_{C^2}$ ($\Leftrightarrow \| (C_D \Psi)(x) \|_{\mathcal{H}_{C^2}}^2 = \| \Psi(x) \|_{\mathcal{H}_{C^2}}^2$ for any $x \in \mathbb{Z}$ and $\Psi \in \mathcal{H}_{C^2}$). This is equivalent to the condition below:

$$\|M_R \psi_R + M_I \psi_Ii\|^2 = \|\psi\|^2 \text{ for any } \psi \in \mathbb{C}^2,$$

(2)

where

$$\|M_R \psi_R + M_I \psi_Ii\|^2 = \langle \psi_R | M_R^*M_R | \psi_R \rangle + \langle \psi_I | M_I^*M_I | \psi_I \rangle - 2\Im(\langle \psi_R | M_R^*M_I | \psi_I \rangle), \quad (3)$$

$$\|\psi\|^2 = \|\psi_R\|^2 + \|\psi_I\|^2.$$

(4)
The sufficiency ($\Leftarrow$) of this lemma is obvious, thus we prove the necessity ($\Rightarrow$) henceforward. We assume that \(2\) holds. When \(\psi_t = T(0,0)\), then \(\langle \psi_R | M_R^* M_I | \psi_I \rangle = \langle \psi_R | \psi_R \rangle\). When \(\psi_t = T(0,0)\), then \(\langle \psi_I | M_I^* M_I | \psi_I \rangle = \langle \psi_I | \psi_I \rangle\). Thus, \(M_R^* M_R\) and \(M_I^* M_I\) should be identity matrices, and \(\Re \left( \langle \psi_R | M_R^* M_I | \psi_I \rangle \right)\) should be 0 for any \(\psi\). By calculating \(\langle \psi_R | M_R^* M_I | \psi_I \rangle\) specifically, we get

\[
\Re \left( \langle \psi_R | M_R^* M_I | \psi_I \rangle \right) = 0 \iff \langle \psi_R | M_R^* M_I | \psi_I \rangle \in \Re
\]

\[
\iff 2i(\alpha_I \alpha_R (\Re (a_I a_R) + \Re (c_I c_R)) + \alpha_I \beta_R (\Im (a_I b_R) + \Im (c_I d_R)))
\]

\[
+ \alpha_R \beta_I (\Im (b_I a_R) + \Im (d_I c_R)) + \beta_I \beta_R (\Im (b_I b_R) + \Im (d_I d_R)) = 0.
\]

Hence,

\[
\Re \left( \langle \psi_R | M_R^* M_I | \psi_I \rangle \right) = \Im \left( \langle \psi_R | M_R^* M_I | \psi_I \rangle \right) = 0
\]

holds, i.e., each entry of \(M_R^* M_I\) is a real number. Hence, both \(M_R\) and \(M_I\) are unitary matrices, and \(M_R^* M_I\) is a real matrix. Therefore, we prove the necessity of this lemma. \(\Box\)

From Lemma \(1\), we assume that matrices \(M_R\) and \(M_I\) are unitary matrices, and \(M_R^* M_I\) is an orthogonal matrix. In this paper, we consider a pair of matrices \((M_R, M_I)\) satisfying

\[
M_R^* M_I = \begin{pmatrix} e & f \\ f & -e \end{pmatrix}, \quad (e, f \in \Re, \ e^2 + f^2 = 1).
\]

Hence, \(M_R\) and \(M_I\) can be expressed with \(\Delta \in [-\pi, \pi), \alpha, \beta \in C\) as

\[
M_R = e^{i\Delta} \begin{pmatrix} \alpha & \beta \\ -\beta & \alpha \end{pmatrix}, \quad M_I = e^{i\Delta} \begin{pmatrix} e\alpha + f\beta & f\alpha - e\beta \\ -e\beta + f\alpha & -f\beta - e\alpha \end{pmatrix},
\]

(5)

where \(|\alpha|^2 + |\beta|^2 = 1\). Finally, the probability measure at time \(n\) is obtained as

\[
\mu_n(x) = \|(U^n \Psi_0) (x)\|^2 = \|(\Re U^n \Psi_0) (x)\|^2 + \|(\Im U^n \Psi_0) (x)\|^2.
\]

When both \(M_R\) and \(M_I\) are orthogonal matrices, Lemma \(1\) implies that \(U_D\) is an isometry. Then, DQWs satisfy

\[
P_R(\Re \Psi)(x + 1) + Q_R(\Re \Psi)(x - 1) \in \Re^2,
\]

\[
P_I(\Im \Psi)(x + 1) + Q_I(\Im \Psi)(x - 1) \in \Re^2.
\]

Thus, we can consider the time evolution for \(\Re \Psi\) and \(\Im \Psi\) independently, which means

\[
(\Re U_D \Psi)(x) = P_R(\Re \Psi)(x + 1) + Q_R(\Re \Psi)(x - 1),
\]

\[
(\Im U_D \Psi)(x) = P_I(\Im \Psi)(x + 1) + Q_I(\Im \Psi)(x - 1).
\]

Therefore, the probability measure \(\mu_n(x)\) becomes a sum of the probability measures of two LQWs whose coin matrices are \(M_R\) and \(M_I\) with the initial states \(\Re \Psi_0\) and \(\Im \Psi_0\), respectively. Moreover, the ratio of the probability measures of these LQWs is determined by the amounts of \(\|\Re \Psi_0\|^2\) and \(\|\Im \Psi_0\|^2\), respectively. We show three examples of \(\mu_{100}(x)\) of DQWs with
the pairs of real matrices in Fig. 2. From these examples, we can see that the probability distributions seem to be the overlaps of the distributions in Fig. 1. However, note that since \( \Re \Psi_0, \Im \Psi_0 \in \mathbb{R}^2 \), there are no initial states which make the probability distributions symmetric for Figs. 2-(b) and 2-(c) (see [5]). Instead, we set the initial states for Figs. 2-(b) and 2-(c) which make their limit density functions (Theorem 1) symmetric.

\[ (a) \quad M_R = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad M_I = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \Psi_0(0) = \frac{1}{2} \left( \begin{array}{c} 1 + i \\ 1 - i \end{array} \right). \]

\[ (b) \quad M_R = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad M_I = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \Psi_0(0) = \frac{1}{25\sqrt{2}} \left( \begin{array}{c} 24\sqrt{2} - \sqrt{2} + 7\sqrt{2}i \\ 24\sqrt{2} + \sqrt{2} + 7\sqrt{2}i \end{array} \right). \]

\[ (c) \quad M_R = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad M_I = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \Psi_0(0) = \frac{1}{13\sqrt{2}} \left( \begin{array}{c} 12\sqrt{2} - \sqrt{2} + 5\sqrt{2}i \\ 12\sqrt{2} + \sqrt{2} + 5\sqrt{2}i \end{array} \right). \]

3.2 DQWs to 4-state LQWs

When \( M_R \) or \( M_I \) is not a real matrix, the time evolution cannot be considered individually for \( \Re \Psi \) and \( \Im \Psi \). Therefore, we analyze the corresponding 4-state LQW, which has the identical probability distribution. Firstly, we define an operator \( \iota : \mathcal{H}_{\mathbb{C}^2} \to \mathcal{H}_{\mathbb{R}^4} \) to get the 4-state quantum state corresponding to \( \Psi \). Also, the corresponding coin matrix \( \tilde{M} \) is given by \( M_R \) and \( M_I \) as a \( 4 \times 4 \) matrix:

\[ \iota(\Psi)(x) = \begin{pmatrix} \Re (\Psi_1(x)) \\ \Re (\Psi_2(x)) \\ \Im (\Psi_1(x)) \\ \Im (\Psi_2(x)) \end{pmatrix}, \quad \tilde{M} = \begin{pmatrix} \Re M_R & -\Im M_I \\ \Im M_R & \Re M_I \end{pmatrix}, \]

where \( \Re \) and \( \Im \) pull out the real and imaginary components of each matrix, respectively, that is, for all complex numbers \( j_1, j_2, j_3 \) and \( j_4 \), \( \Re \) and \( \Im \) satisfy

\[ \Re \begin{pmatrix} j_1 \\ j_3 \\ j_2 \\ j_4 \end{pmatrix} = \begin{pmatrix} \Re (j_1) \\ \Re (j_3) \\ \Re (j_2) \\ \Re (j_4) \end{pmatrix}, \quad \Im \begin{pmatrix} j_1 \\ j_3 \\ j_2 \\ j_4 \end{pmatrix} = \begin{pmatrix} \Im (j_1) \\ \Im (j_3) \\ \Im (j_2) \\ \Im (j_4) \end{pmatrix}. \]

Note that \( \iota \) is a unitary map since \( \iota^* \iota = I_{\mathcal{H}_{\mathbb{R}^4}} \) and \( \iota^* \iota = I_{\mathcal{H}_{\mathbb{C}^2}} \) hold, where the adjoint of \( \iota \) is given as \( (\iota^* \psi)(x) = (\psi_1(x) + i\psi_3(x), \psi_2(x) + i\psi_4(x))^\top \) for any \( \psi \in \mathcal{H}_{\mathbb{R}^4} \) with \( \psi(x) = \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \\ \psi_3(x) \\ \psi_4(x) \end{pmatrix} \).
By decomposing \( \tilde{\iota} \) the time evolution operator \( \tilde{\iota} S \tilde{\iota} \) since \( U \), here we also define the quantum state at time \( n \)
\[ |\beta\rangle = \beta |\alpha\rangle \]
\( |\alpha\rangle \) is the new type of quantum walks based on decomposing quantum states.

From the inverse Fourier transformation, we have
\[ \mathcal{F}^{-1} \mathcal{F}(\Psi) = \mathcal{F}^{-1} \mathcal{F}(\hat{\Psi}) = \mathcal{F}^{-1} \mathcal{F}(\tilde{\Psi}) \]
\[ \iota \mathcal{F}(\Psi) = \mathcal{F}^{-1} \mathcal{F}(\tilde{\Psi}) \]

The time evolution operator is defined by \( \tilde{U} = \tilde{S} \tilde{C} \), where the coin operators \( \tilde{C} \) and the shift operator \( \tilde{S} \) are determined by
\[ \tilde{M} = \tilde{P} \tilde{M} \tilde{P}^{-1} \]

By decomposing \( \tilde{M} \) into \( \tilde{P} \) and \( \tilde{Q} \) as
\[ \tilde{M} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \]

the time evolution operator \( \tilde{U} \) can also be expressed by \( \tilde{P} \) and \( \tilde{Q} \) as below:
\[ \tilde{U} \tilde{t} \Psi(x) = \tilde{P} \tilde{t} \Psi(x + 1) + \tilde{Q} \tilde{t} \Psi(x - 1) \]

Since \( \iota \tilde{S} \iota^* = \tilde{S} \) and \( \iota \tilde{C} \iota^* = \tilde{C} \), and \( \iota \) is a unitary map, then \( \tilde{U} = \iota \tilde{U} \iota^* \) holds. This implies
\[ \tilde{U}^n \tilde{t} \Psi_0 = \iota \tilde{U}^n \iota \Psi_0 \]

the quantum state at time \( n \) in the Fourier space \( \hat{\Psi}_n = \mathcal{F}^2(\Psi) \rightarrow \mathbb{C}^4 : \frac{dk}{2\pi} \). It is given as the Fourier transform of \( \tilde{U}^n \tilde{t} \Psi \), which is the quantum state at time \( n \):
\[ \hat{\Psi}_n(k) = \sum_{x \in \mathbb{Z}} e^{-ikx} \tilde{U}^n \tilde{t} \Psi(x) \]

From the inverse Fourier transformation, we have
\[ \tilde{U}^n \tilde{t} \Psi(x) = \int_{-\pi}^{\pi} e^{ikx} \hat{\Psi}_n(k) \frac{dk}{2\pi} \]

By defining a \( 4 \times 4 \) matrix \( \tilde{U}(k) \) as
\[ \tilde{U}(k) = \begin{pmatrix} e^{ik} & 0 & 0 & 0 \\ 0 & e^{-ik} & 0 & 0 \\ 0 & 0 & e^{ik} & 0 \\ 0 & 0 & 0 & e^{-ik} \end{pmatrix} \tilde{M}, \]

the time evolution of \( \hat{\Psi}_n(k) \) can be obtained in a simple way:
\[ \hat{\Psi}_n(k) = \tilde{U}(k) \hat{\Psi}_{n-1}(k) \]
As we mentioned in Section 1, the Grover walks are particularly important. The coin matrix of the 4-state Grover walk is given by the following $4 \times 4$ Grover matrix:

$$
\begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1
\end{pmatrix}.
$$

One of the most remarkable properties of Grover walks is localization, and it is caused by eigenvalues 1 and -1 of the time evolution operator in the Fourier space (see [28]). Thus, to consider the generalized Grover walk, we obtain the necessary and sufficient conditions for $\hat{U}(k)$ to have eigenvalues 1 and -1. Under these conditions, we prove the weak limit theorem of 4-state LQWs corresponding to DQWs whose $\tilde{M}$ includes the Grover matrix. The next lemma is obtained by directly analysing the characteristic polynomial of $\hat{U}(k)$.

**Lemma 2.** 1 and -1 are eigenvalues of $\hat{U}(k)$ if and only if one of the following conditions holds:

1. $\alpha = 0$ and $b \cos \phi \cos \Delta = 0$,
2. $\beta = 0$, $a = 0$ and $\sin \theta \sin \Delta = 0$,
3. $\alpha, \beta, b \neq 0$, $\cos(\theta - \phi) = -\frac{a|\alpha|}{b|\beta|}$ and $\sin \theta = 0$,
4. $\alpha, \beta, b \neq 0$, $\cos(\theta - \phi) = -\frac{a|\alpha|}{b|\beta|}$, $\cos \Delta \neq 0$ and $\tan \Delta = \frac{|a| \cos \theta + b|\beta| \cos \phi}{|a| \sin \theta}$.

**Proof.** The characteristic polynomial of $\hat{U}(k)$ is described as

$$x^4 + Ax^3 + 2|\alpha| \sin(2k)(e|\alpha| + f|\beta| \cos(\theta - \phi))x^2 - Ax - 1,$$

where

$$A = -2 \cos(k)\{|\alpha| \cos(\Delta) \cos(\theta) - e \sin(\Delta) \sin(\theta)| - f|\beta| \sin(\Delta) \sin(\phi)|$$

$$- 2i \sin(k)\{|\alpha|(e \cos(\Delta) \cos(\theta) - \sin(\Delta) \sin(\theta)| + f|\beta| \cos(\Delta) \cos(\phi)|\}.$$

Then, 1 and -1 are eigenvalues of $\hat{U}(k)$ if and only if the following condition holds:

$$A - \tilde{A} + 2|\alpha| \sin(2k)(e|\alpha| + f|\beta| \cos(\theta - \phi)) = 0 \quad \text{(for any } k \in [-\pi, \pi])$$

$$\Leftrightarrow |\alpha|(e|\alpha| + f|\beta| \cos(\theta - \phi)) = 0$$

and $|\alpha|(e \cos(\Delta) \cos(\theta) - \sin(\Delta) \sin(\theta)) + f|\beta| \cos(\Delta) \cos(\phi) = 0$.

The result of this lemma is given by this condition.

We focus on the model satisfying $\theta = 0$, $e = 0$, $f = -1$, $\phi = -\frac{\pi}{2}$ and $|\alpha|, |\beta| = \frac{1}{\sqrt{2}}$ in the next section. These conditions satisfy the conditions of Lemma 2. Here, $M_R, M_I,$ and $M$ become

$$M_R = \frac{e^{i\Delta}}{\sqrt{2}} \begin{pmatrix} 1 & -i \\ -i & 1 \end{pmatrix}, \quad M_I = \frac{e^{i\Delta}}{\sqrt{2}} \begin{pmatrix} i & -1 \\ -1 & i \end{pmatrix},$$
A new type of quantum walks based on decomposing quantum states

\[ \tilde{M} = \frac{1}{\sqrt{2}} \begin{pmatrix} \cos \Delta & \sin \Delta & -\cos \Delta & \sin \Delta \\ \sin \Delta & \cos \Delta & \sin \Delta & -\cos \Delta \\ \sin \Delta & -\cos \Delta & -\sin \Delta & -\cos \Delta \\ -\cos \Delta & \sin \Delta & -\cos \Delta & -\sin \Delta \end{pmatrix} . \]  

(6)

Note that when \( \Delta = \frac{3}{4} \pi \), \( \tilde{M} \) is nothing but the Grover matrix.

4 Analysis on DQWs via 4-state LQWs

Here we introduce the method of Grimmett, Janson, and Scudo \cite{27}. We apply this method to derive the weak limit theorem of a one-parameter family of the 4-state Grover walk generated by DQWs in the last part. Since \( \hat{U}(k) \) is a unitary matrix, it has eigenvalues \( \lambda_j \) \( (j = 1, 2, 3, 4) \) whose absolute values are 1 and also has the orthonormal eigenvectors \( |v_j\rangle \) associated with \( \lambda_j \). Using the spectral decomposition of \( \hat{U}(k) \), we have

\[ \hat{U}(k) = \sum_{j=1}^{4} \lambda_j^n |v_j\rangle \langle v_j|, \quad \hat{U}(k)^n = \sum_{j=1}^{4} \lambda_j^n |v_j\rangle \langle v_j|. \]

Putting \( D = \frac{d}{dk} \), the \( r \)-th moment of \( X_n \) can be expressed as

\[ E(X_n^r) = \int_{-\pi}^{\pi} \hat{\Psi}^*_n(k) D^r \hat{\Psi}_n(k) \frac{dk}{2\pi}, \]

where \( \hat{\Psi}^* \) is the hermitian conjugate of \( \hat{\Psi}(k) \). Furthermore,

\[ D^r \hat{\Psi}_n(k) = \sum_{j=1}^{4} (n)_r \lambda_j^{-n+r} \left( \frac{D\lambda_j}{\lambda_j} \right)^r |v_j\rangle \langle v_j| + O(n^{r-1}). \]

Here \( (n)_r = n(n-1)(n-2) \cdots (n-r+1) \), and \( O(f(n)) \) satisfies \( \limsup_{n \to \infty} |O(f(n))/f(n)| \leq C \) for a finite constant \( C \geq 0 \). Since \( \hat{\Psi}^*_n(k) = \sum_{j=1}^{4} \lambda_j^{-1} \hat{\Psi}^*_0(k) |v_j\rangle \langle v_j| \), the \( r \)-th moment of \( X_n \) becomes

\[ E(X_n^r) = \int_{-\pi}^{\pi} \sum_{j=1}^{4} (n)_r \left( \frac{D\lambda_j}{\lambda_j} \right)^r |v_j\rangle \langle v_j| \hat{\Psi}^*_0(k)|^2 \frac{dk}{2\pi} + O(n^{r-1}). \]

Then, the limit of the \( r \)-th moment of \( X_n/n \) is obtained as

\[ \lim_{n \to \infty} E \left( \left( \frac{X_n}{n} \right)^r \right) = \int_{-\pi}^{\pi} \sum_{j=1}^{4} \left( \frac{D\lambda_j}{\lambda_j} \right)^r |v_j\rangle \langle v_j| \hat{\Psi}^*_0(k)|^2 \frac{dk}{2\pi}. \]  

(7)

In Theorem \cite{2} for the generalization, let the initial state at the origin be an arbitrary 4-state complex vector. However, note that only when it is a real vector, there is a corresponding DQW:

\[ (\iota \Psi_0)(x) = \begin{pmatrix} \phi_1 \\ \phi_2 \\ \phi_3 \\ \phi_4 \end{pmatrix} \delta_0(x) \in \mathbb{C}^4. \]
Theorem 2.

(A) When $\Delta \not= \pm \frac{\pi}{4}, \pm \frac{3\pi}{4}$, we have
\[
\lim_{n \to \infty} P \left( \frac{X_n}{n} \leq x \right) = \int_{-\infty}^{x} \{A \delta_0(y) + f(y)I_{[-p,[p]}(y)\}dy.
\]
Here $\delta_0(x)$ is the Dirac delta function at the origin, and
\[
A = 1 - \frac{d_0}{2} - \frac{1 - \sqrt{1 - p^2}}{2p^2}d_2,
\]
\[
f(x) = \frac{\sqrt{1 - p^2}}{2\pi p^2 \sqrt{p^2 - x^2(1 - x^2)}}(p^2 d_0 + pd_1 x + d_2 x^2),
\]
where
\[
d_0 = |\phi_1 - \phi_2|^2 + |\phi_3 - \phi_4|^2,
\]
\[
d_1 = p \left( |\phi_2 - \phi_4|^2 - |\phi_1 - \phi_3|^2 \right) + q \left( |\phi_2 + \phi_4|^2 - |\phi_1 + \phi_3|^2 \right),
\]
\[
d_2 = pq \left( |\phi_1 + \phi_2|^2 - |\phi_3 + \phi_4|^2 \right) + 2p^2 \Re \left( (\phi_1 - \phi_3)(\phi_2 - \phi_3) \right) + 2q^2 \Re \left( (\phi_1 + \phi_3)(\phi_2 + \phi_4) \right),
\]
and
\[
p = \frac{1}{\sqrt{2}}(\cos \Delta - \sin \Delta), \quad q = \frac{1}{\sqrt{2}}(\cos \Delta + \sin \Delta).
\]

(B) When $\Delta = \frac{\pi}{4}$ or $\Delta = -\frac{3\pi}{4}$, for $x \in \mathbb{Z}$ and $m \in \mathbb{Z}_+ = \{0, 1, 2, \cdots \}$, the quantum state $(\hat{U}^n \Psi)(x)$ can be expressed as follows:

**Case 1** $n = 4m$ :

\[
(\hat{U}^n \Psi)(x) = \begin{pmatrix} \phi_1 \\ \phi_2 \\ \phi_3 \\ \phi_4 \end{pmatrix} \delta_0(x),
\]

**Case 2** $n = 4m + 1$ :

\[
(\hat{U}^n \Psi)(x) = \frac{(-1)^j}{2} \begin{pmatrix} \phi_1 + \phi_2 - \phi_3 + \phi_4 \\ 0 \\ \phi_2 - \phi_3 - \phi_4 \\ 0 \end{pmatrix} \delta_{-1}(x) + \frac{(-1)^j}{2} \begin{pmatrix} 0 \\ \phi_1 + \phi_2 + \phi_3 - \phi_4 \\ -\phi_1 + \phi_2 - \phi_3 - \phi_4 \end{pmatrix} \delta_1(x),
\]

**Case 3** $n = 4m + 2$ :

\[
(\hat{U}^n \Psi)(x) = \frac{1}{2} \begin{pmatrix} \phi_2 + \phi_4 \\ 0 \\ \phi_2 + \phi_4 \\ 0 \end{pmatrix} \delta_{-2}(x) + \frac{1}{2} \begin{pmatrix} 0 \\ \phi_2 - \phi_4 \\ \phi_4 - \phi_2 \\ \phi_3 - \phi_1 \end{pmatrix} \delta_0(x) + \frac{1}{2} \begin{pmatrix} 0 \\ \phi_1 + \phi_3 \\ 0 \\ \phi_1 + \phi_3 \end{pmatrix} \delta_2(x),
\]

**Case 4** $n = 4m + 3$ :

\[
(\hat{U}^n \Psi)(x) = \frac{(-1)^j}{2} \begin{pmatrix} \phi_2 - \phi_4 \\ \phi_2 + \phi_4 \\ \phi_2 - \phi_4 \\ -\phi_2 - \phi_4 \end{pmatrix} \delta_{-1}(x) + \frac{(-1)^j}{2} \begin{pmatrix} \phi_1 + \phi_3 \\ \phi_1 + \phi_3 \\ \phi_1 + \phi_3 \\ -\phi_1 - \phi_3 \end{pmatrix} \delta_1(x),
\]
where \( j = 0 \left( \Delta = \frac{\pi}{4} \right), \) \( j = 1 \left( \Delta = -\frac{3\pi}{4} \right), \) and \( \delta_{x_0}(x) \) is a function defined by \( (\delta) \).

(C) When \( \Delta = \frac{3\pi}{4} \) or \( \Delta = -\frac{\pi}{4} \), for \( x \in \mathbb{Z} \) and \( m \in \mathbb{Z}_2 \), the quantum state \( (\tilde{U}^{m_t}\Psi)(x) \) can be expressed as follows:

**case 1** \( n = 2m : \)

\[
(\tilde{U}^{n_t}\Psi)(x) = \begin{pmatrix}
\phi_1 - \phi_3 \\
\phi_3 - \phi_1
\end{pmatrix}
\begin{pmatrix}
\delta_{-n}(x) \\
\frac{2}
\end{pmatrix}
+ \begin{pmatrix}
\phi_1 + \phi_3 \\
\phi_3 + \phi_1
\end{pmatrix}
\begin{pmatrix}
\delta_{0}(x) \\
\frac{2}
\end{pmatrix}
+ \begin{pmatrix}
0 \\
\phi_2 - \phi_4
\end{pmatrix}
\begin{pmatrix}
0 \\
\phi_4 - \phi_2
\end{pmatrix}
\begin{pmatrix}
\delta_{n}(x) \\
\frac{2}
\end{pmatrix},
\]

**case 2** \( n = 2m + 1 : \)

\[
(\tilde{U}^{n_t}\Psi)(x) = (-1)^j \begin{pmatrix}
\phi_1 - \phi_3 \\
\phi_3 - \phi_1
\end{pmatrix}
\begin{pmatrix}
\delta_{-n}(x) \\
\frac{2}
\end{pmatrix}
- \begin{pmatrix}
\phi_2 + \phi_4 \\
\phi_2 + \phi_4
\end{pmatrix}
\begin{pmatrix}
\delta_{1}(x) \\
\frac{2}
\end{pmatrix}
- \begin{pmatrix}
0 \\
\phi_1 + \phi_3
\end{pmatrix}
\begin{pmatrix}
\delta_{1}(x) \\
\frac{2}
\end{pmatrix}
+ \begin{pmatrix}
0 \\
\phi_2 - \phi_4
\end{pmatrix}
\begin{pmatrix}
0 \\
\phi_4 - \phi_2
\end{pmatrix}
\begin{pmatrix}
\delta_{n}(x) \\
\frac{2}
\end{pmatrix},
\]

where \( j = 0 \left( \Delta = -\frac{\pi}{4} \right), \) \( j = 1 \left( \Delta = \frac{3\pi}{4} \right). \)

We should remark that the limit measure has a limit density function with finite support \((-|p|, |p|)\) and the Dirac delta function at the origin. Moreover, the Dirac delta part contributes to localization of the model. The result of (A) is given under the condition of \( \Delta \neq \pm \frac{\pi}{4}, \pm \frac{3\pi}{4} \). However, with respect to the case \( \Delta = \pm \frac{\pi}{4}, \pm \frac{3\pi}{4} \), we can get the quantum states for arbitrary \( n \) by calculating the inverse Fourier transform of \( \Psi_{n}(k) \). In particular, when \( \Delta = \frac{\pi}{4}, \frac{3\pi}{4}, \) the period of quantum states is 4, since \( \tilde{U}(k)^4 \) is the identity matrix.

**Proof.** We start with eigenvalues of \( \hat{U}(k) \) which are given by

\[
\lambda_1 = 1, \quad \lambda_2 = -1, \quad \lambda_3 = p \cos k + i\sqrt{1 - p^2 \cos^2 k}, \quad \lambda_4 = p \cos k - i\sqrt{1 - p^2 \cos^2 k}.
\]

Under the assumptions of \( \Delta \neq \frac{3\pi}{4} \) and \( \Delta \neq -\frac{\pi}{4} \), the normalized eigenvectors corresponding to \( \lambda_j(k) \) \((j = 3, 4)\) are obtained with appropriate normalization factors \( N_j \) as below:

\[
|v_j(k)\rangle = N_j \begin{pmatrix}
x_1(k, j)x_2(k, j)x_3(k, j) \\
x_1(k, j)x_3(k, j)x_4(k, j) \\
x_1(k, j)x_2(k, j)x_4(k, j) \\
x_2(k, j)x_3(k, j)x_4(k, j)
\end{pmatrix},
\]

where

\[
x_1(k, j) = \lambda_je^{ik} + \sqrt{2}\sin \Delta, \quad x_2(k, j) = \lambda_j^{-1}e^{-ik} - \sqrt{2}\cos \Delta, \quad x_3(k, j) = \lambda_j^{-1}e^{ik} + \sqrt{2}\sin \Delta, \quad x_4(k, j) = \lambda_j^{-1}e^{-ik} - \sqrt{2}\cos \Delta.
\]

Additionally,

\[
\frac{D\lambda_3}{\lambda_3} = \frac{-p \sin k}{\sqrt{1 - p^2 \cos k^2}}, \quad \frac{D\lambda_4}{\lambda_4} = \frac{p \sin k}{\sqrt{1 - p^2 \cos k^2}}.
\]
After a direct calculation of (7) by putting \( D\lambda_j/\lambda_j = x \) for \( j = 3, 4 \), and assuming \( \Delta \neq \frac{\pi}{3} \) and \( \Delta \neq -\frac{3\pi}{4} \), we get the continuous part \( f(x) \) of the limit measure for case (A). Moreover, the coefficient of the Dirac delta function denoted by \( A \), is obtained in the following way:

\[
A = \int_{-\pi}^{\pi} p_1(k) \frac{dk}{2\pi} + \int_{-\pi}^{\pi} p_2(k) \frac{dk}{2\pi} \\
= 1 - \left( \int_{-\pi}^{\pi} p_3(k) \frac{dk}{2\pi} + \int_{-\pi}^{\pi} p_4(k) \frac{dk}{2\pi} \right) \\
= 1 - \left( \int_{-|p|}^{\pi} \sqrt{1-p^2} dx + \int_{-|p|}^{\pi} \frac{\sqrt{1-p^2} x^2}{2p^2(1-x^2)} dx \right) \\
= 1 - \frac{d_0}{2} - 1 - \frac{\sqrt{1-p^2}}{2p^2} d_2.
\]

In the case of \( \Delta = \frac{\pi}{4} \) and \( \Delta = -\frac{3\pi}{4} \), we have

\[
\hat{U}(k)^n = \begin{cases} 
E, & n = 4m, \\
\left( \frac{-1}{2} \right)^j \begin{pmatrix} 
\frac{1}{2} \begin{pmatrix} 
1 + e^{2ik} & 0 & -1 + e^{-2ik} & 0 \\
0 & -1 + e^{2ik} & 0 & 1 + e^{2ik} \\
-1 + e^{-2ik} & 0 & 1 + e^{2ik} & 0 \\
\end{pmatrix} & n = 4m + 1, \\
\frac{1}{4} \begin{pmatrix} 
1 - e^{ik} & 1 - e^{-ik} & -e^{ik} \\
-e^{ik} & 1 + e^{-ik} & 1 + e^{ik} \\
-e^{-ik} & 1 - e^{ik} & -e^{-ik} \\
\end{pmatrix} & n = 4m + 3,
\end{cases}
\]

where \( m \in \mathbb{Z}_2 \), \( j = 0 (\Delta = \frac{\pi}{3}) \), \( j = 1 (\Delta = -\frac{3\pi}{4}) \) and \( E \) is an identity matrix. By the inverse Fourier transform of \( \hat{U}(k)^n \left( \phi_1 \ \phi_2 \ \phi_3 \ \phi_4 \right)^\top \), we get the result of (B). In the case of \( \Delta = \frac{3\pi}{4} \) and \( \Delta = -\frac{\pi}{4} \), from the spectral decomposition of \( \hat{U}(k) \), we have

\[
\hat{\Psi}_n(k) = (-1)^n \frac{1}{4} \begin{pmatrix} 
1 - e^{ik} & 1 - e^{-ik} & -e^{ik} \\
\end{pmatrix} + \frac{(-1)^n}{4} \begin{pmatrix} 
1 & e^{ik} & 1 & e^{ik} \\
1 & e^{-ik} & 1 & e^{-ik} \\
1 & -e^{ik} & 1 & -e^{-ik} \\
\end{pmatrix} \\
+ \frac{e^{ink}}{2} \begin{pmatrix} 
1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix} + \frac{e^{-ink}}{2} \begin{pmatrix} 
0 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 \\
\end{pmatrix} \left( \phi_1 \ \phi_2 \ \phi_3 \ \phi_4 \right)^\top
\]

where \( j = 0 (\Delta = -\frac{\pi}{3}) \) and \( j = 1 (\Delta = \frac{3\pi}{4}) \). By the inverse Fourier transform of \( \hat{\Psi}_n(k) \), we get the result of (C). \( \Box \)
In order to demonstrate the validity of our results in Theorem 2, we show comparisons between rescaled probability distributions at time \( n = 100 \) and continuous parts of the limit measures with numerical simulations in Figs. 3 and 4. For these cases, since \( d_1 = 0 \), the limit density functions are symmetric. In Fig. 3, the limit density functions are restricted in \( |x| < |p| = \frac{1}{\sqrt{2}} \approx 0.7071 \) with \( \lim_{x \to \pm |p|} f(x) = \infty \), which means that they show peaks at the leftmost and rightmost. In the case of Fig. 3(a), the limit measure has the Dirac delta function with a positive coefficient, and the probability distribution shows the peak around the origin. With respect to Fig. 3(b), the probability distribution does not show the peak around the origin, since the coefficient of the Dirac delta function is 0. In Fig. 4, \( \lim_{x \to \pm |p|} f(x) = 0 \) holds, which means that their probability distributions do not show the peak at the leftmost and the rightmost. The limit density function in Fig. 4(a) shows a convex shape, and with respect to Fig. 4(b), \( p \approx 0.966 \), and the limit density function shows slight concavity.

Fig. 3. The comparisons between rescaled probability distributions at time \( n = 100 \) and continuous parts of the limit measures satisfying \( \lim_{x \to \pm |p|} f(x) = \infty \).

Fig. 4. The comparisons between rescaled probability distributions at time \( n = 100 \) and continuous parts of the limit measures satisfying \( \lim_{x \to \pm |p|} f(x) = 0 \).
5 Summary

In this paper, we introduced 2-state DQWs on a line as the extensions of 2-state LQWs. The time evolution of the DQW was defined using two matrices, $M_R$ and $M_I$. In Lemma 1, we proved that to preserve a sum of the probability measures, $M_R$ and $M_I$ must be unitary matrices, and $M_R^*M_I$ must be a real matrix. Additionally, it was revealed that 2-state DQWs can be regarded as a class of 4-state LQWs, which includes the Grover walk. In Lemma 2, we showed the necessary and sufficient condition for 1 and -1 to be eigenvalues of the time evolution operator of 4-state LQWs corresponding to DQWs in the Fourier space. This lemma helps us construct the generalized 4-state Grover walk, and we focused on a specific one-parameter family of the 4-state Grover walk. Then, for this model, Theorem 2 reveals asymptotic behaviors by deriving the limit measures. Moreover, we showed that localization and the spreading phenomenon can occur simultaneously in DQWs, and there are two types of continuous parts of the limit measures. They can be visually confirmed by computer simulations in Figs. 3 and 4.
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