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Abstract—This letter presents a data-based control design for reference tracking applications. This design finds the optimal control sequence, which minimizes a quadratic cost function consisting of tracking error and input increments over a finite interval \([0, N]\). The only information needed is the first \(N + 1\) Markov parameters of the system. This design is employed on a tensegrity morphing airfoil whose topology has been described in detail in this letter. A NACA 2412 airfoil with specified morphing targets is chosen to verify the developed design. The principle developed in this letter is also applicable to other structural control problems.

I. INTRODUCTION

Researchers used to formulate the control problems of dynamic systems by starting with their equations of motions. For a nonlinear system, an appropriate linearization can be found, and most of the linear control theories become applicable. However, we simply are not able to write down the dynamics of systems of interest every time (such as black box systems) or do not trust the dynamics that we have already had. The development of modern technology enables the vast storage and fast process of big data, thereby data-driven approaches relying on input-output data have emerged. Lim and Phan developed an observer from I/O data, which estimates the state of the system at some future step [1]. Safonov and Taso developed a method to determine a validated control law that meets given performance specifications from I/O data [2]. Zhang et al. developed a data-driven control approach that recognizes a neural network model from I/O data then apply adaptive dynamic programming on it [3]. Proctor et al. used the technique of regression that recognizes a model from I/O data [4]. However, most of these approaches seek the best fit for input-output data, which may have no explicit physical explanations. On the other side, a few attempts have been made to control a system with interpreted physical properties from I/O data, such as Markov parameters. Markov parameters, which are impulse responses of a system, are evaluated from the knowledge of input-output data, step response [5], or well-conditioned time response [6]. The work by Furuta et al. solves the finite horizon LQG problem using an infinite number of Markov parameters [7]. Built upon that, Shi and Skelton proposed their Markov data-based control design in 2000 [8], which reduces the required information to the first \(N + 1\) Markov parameters only. While these designs are limited to regulator applications, this letter extends the work of Shi and Skelton by presenting a new Markov data-based control design for reference tracking applications, with a requirement of the first \(N + 1\) Markov parameters of a system.

Tensegrity structure is prestressable and stable structures composed of compressive (bars/struts) and tensile members (strings/cables) [9]. Biological systems provide perhaps the greatest evidence that tensegrity concepts yield the most efficient structures. For example, the molecular structure of cell surface [10], DNA bundles [11], spider fibers [12], and human elbows [13] are internally consistent with tensegrity models. After decades of study, tensegrity systems has shown its advantages in properties such as lightweight [14], [15], deployability [16], [17], energy absorption [18], [19], and promoting integration of structural and control [20], [21], [22], etc.

Due to the many benefits of tensegrity systems, many soft robots have been developed by control and robotics communities using the tensegrity paradigm in recent years. For example, Baines et al. presented tensegrity rolling robots by soft membrane actuators [23]. Wang et al. derived a nonlinear dynamics-based control and a decoupled data-based (D2C) LQR control law around the linearized open-loop trajectories [24]. Goyal et al. developed tensegrity robotics with gyros as the actuators [25]. Begey et al. demonstrated two approaches, X-shaped tensegrity mechanisms and an analogy with scissor structures, for the design of tensegrity-based manipulators [26].

Comparing with rigid airfoils, morphing airfoils are gaining significant interest from various researchers due to its promising advantages in flexibility to different flight regimes. Although current approaches, such as flaps, slats, aileron, and wing-let, can help achieve...
the desired control objective, most of these efforts are basically breaking the streamline airfoil shape, which is carefully designed by aerodynamics engineers. Other emerging methods, such as shape memory alloys, piezoelectric actuators, can also fulfill the morphing targets smoothly. However, most of them working at relatively low bandwidth and require heavy supporting equipment. A few attempts have also been made towards a system point of view by integrating structure and control designs. For example, Chen et al. [27] presented a design of tensegrity morphing airfoil and nonlinear control approach to class-k tensegrity structures. Shintake et al. designed a fish-like robot with tensegrity systems, which are driven by a waterproof servomotor [28]. This letter also tries to demonstrate structural control with an application of a tensegrity morphing airfoil control by a data-based approach.

The letter is structured as follows: Section II introduces the Markov data-based control design. Section III describes the topology of the tensegrity morphing airfoil. Section IV provides an explanation of the morphing target. Section V shows the results developed from the control design. Finally, a conclusion and a brief discussion about the letter is given in section VI.

II. DATA-BASED CONTROL LAW

This section first derives a model-based optimal control design for reference tracking applications that minimizes a quadratic cost function consists of tracking error and control increment. It is transformed into a data-based design which requires no additional information about the dynamics of the system but the first $N + 1$ Markov parameters.

A. Model Based Optimal Control

Consider the following state space system:

$$ G: \begin{cases} x_{k+1} = Ax_k + Bu_k + w_k \\ y_k = Cx_k \end{cases}, \quad (1) $$

where $A$, $B$, $C$ are state space coefficient matrices, $u_k$ is the control input, $w_k$ is the input disturbance and $v_k$ is the sensor noise.

A regulator application finds an optimal control sequence which minimizes input and output with some weights. In reference tracking applications, this does not apply since holding system to a reference configuration may require some actuation. One solution would be to modify the cost function. Consider a new system as the following [29]:

$$ \hat{G}: \begin{cases} \hat{x}_{k+1} = \hat{A}\hat{x}_k + \hat{B}\Delta u_k + \hat{D}w_k, \\ \hat{y}_k = \hat{C}\hat{x}_k + v_k \end{cases}, \quad (2) $$

where $\Delta u_k = u_k - u_{k-1}$ is the input increment, and

$$ \hat{A} = \begin{bmatrix} A & B \\ 0 & I \end{bmatrix}, \hat{B} = \begin{bmatrix} B \\ I \end{bmatrix}, \hat{D} = \begin{bmatrix} D \\ 0 \end{bmatrix}. \quad (3) $$

$$ \hat{C} = [C \ 0], \hat{x}_k = \begin{bmatrix} x_k \\ u_{k-1} \end{bmatrix}. \quad (4) $$

Given a trajectory reference signal $r_k$ which the output $y_k$ matches to. A cost function may be selected as the following:

$$ J = \frac{1}{2}(r_N - y_N)^T S(r_N - y_N) + \frac{1}{2} \sum_{k=0}^{N-1} [(r_k - y_k)^T Q(r_k - y_k)$$

$$ + \Delta u_k^T R \Delta u_k + \frac{1}{2} \Delta u_N^T T \Delta u_N^T], \quad (5) $$

which minimizes the accumulation of tracking error and rate of change of control input. The solution can be computed by taking $\nabla J = 0$. The solution of input increment sequence is given as below [29]:

$$ \Delta u_0 = K_0 \begin{bmatrix} r_0 \\ r_1 \\ \vdots \\ r_N \end{bmatrix} - \hat{C} \hat{A} \hat{x}_0, \quad (6) $$

$$ K_0 = (\bar{H}_0^T \bar{Q}_0 \bar{H}_0 + \bar{R}_0)^{-1}(\bar{Q}_0 \bar{H}_0)^T, \quad (7) $$

$$ \bar{H}_0 = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ C\bar{B} & 0 & \ddots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \hat{C}\hat{A}^{N-1} \bar{B} & \hat{C}\hat{A}^{N-2} \bar{B} & \cdots & \hat{C}\bar{B} \end{bmatrix}, \quad (8) $$

$$ \bar{Q}_0 = \begin{bmatrix} Q & 0 & \cdots & 0 \\ 0 & \ddots & \cdots & \vdots \\ \vdots & \ddots & Q & 0 \\ 0 & \cdots & 0 & S \end{bmatrix}, \ \ \ \bar{R}_0 = \begin{bmatrix} R & 0 & \cdots & 0 \\ 0 & \ddots & \cdots & \vdots \\ \vdots & \ddots & R & 0 \\ 0 & \cdots & 0 & T \end{bmatrix}, \quad (9) $$

where the subscript 0 represents the step 0 within a horizon of $N$. The notation of bold font ($\bar{H}_0$, $\bar{Q}_0$, and $\bar{R}_0$) indicates that these parameters will change according to their index number. Now consider a more general formula for the step $k \in [1, N]$. Without loss of generality, the following equation can be established [8]:

$$ \begin{bmatrix} \Delta u_k \\ \Delta u_{k+1} \\ \vdots \\ \Delta u_N \end{bmatrix} = K_k \begin{bmatrix} r_k \\ r_{k+1} \\ \vdots \\ r_N \end{bmatrix} - \hat{C} \hat{A} \hat{x}_k, \quad (10) $$

$$ K_k = (\bar{H}_k^T \bar{Q}_k \bar{H}_k + \bar{R}_k)^{-1}(\bar{Q}_k \bar{H}_k)^T, \quad (11) $$. 
where $\mathbf{H}_k$, $\mathbf{Q}_k$, and $\bar{R}_k$ are given as:
\[
\bar{H}_k = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
\hat{C} \hat{B} & 0 & \cdots & 0 \\
\hat{C} \hat{A} \hat{B} & \hat{C} \hat{B} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\hat{C} \hat{A}^{N-k-1} \hat{B} & \hat{C} \hat{A}^{N-k-2} \hat{B} & \cdots & \hat{C} \hat{B}
\end{bmatrix},
\]
\[
\bar{Q}_k = \begin{bmatrix}
Q & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & Q \\
0 & \cdots & 0 & S
\end{bmatrix},
\]
\[
\bar{R}_k = \begin{bmatrix}
R & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & R \\
0 & \cdots & 0 & T
\end{bmatrix}.
\]

\subsection*{B. State Estimator}

The parameter $\mathbf{H}_k$ can be formulated using Markov parameters $\hat{H}_i$ (see section II-C). The remaining unknown part is defined as the following variable:
\[
\bar{x}_k = \begin{bmatrix}
\hat{C} \\
\hat{C} \hat{A} \\
\vdots \\
\hat{C} \hat{A}^{N-k}
\end{bmatrix} \bar{x}_{k-1} + \begin{bmatrix}
\hat{C} \hat{B} \\
\hat{C} \hat{A} \hat{B} \\
\vdots \\
\hat{C} \hat{A}^{N-k-1} \hat{B}
\end{bmatrix} \bar{R}_k = \begin{bmatrix}
\hat{C} \\
\hat{C} \hat{A} \\
\vdots \\
\hat{C} \hat{A}^{N-k}
\end{bmatrix} \bar{R}_k
\]
\[
\bar{x}_{k+1} = \hat{A} \bar{x}_k + \hat{B} \Delta u_k + \mathbf{L}_k (y_k - \hat{C} \bar{x}_k),
\]
where $\bar{x}_k$ is the estimation of the state $\dot{x}_k$, and $L_k$ stands for the gain of the estimator. The following relation can be established [8]:
\[
\bar{x}_k = \begin{bmatrix}
\hat{C} \\
\hat{C} \hat{A} \\
\vdots \\
\hat{C} \hat{A}^{N-k}
\end{bmatrix} \bar{x}_{k-1} + \begin{bmatrix}
\hat{C} \hat{B} \\
\hat{C} \hat{A} \hat{B} \\
\vdots \\
\hat{C} \hat{A}^{N-k-1} \hat{B}
\end{bmatrix} \Delta u_{k-1} + \begin{bmatrix}
\hat{C} \\
\hat{C} \hat{A} \\
\vdots \\
\hat{C} \hat{A}^{N-k}
\end{bmatrix} \bar{R}_k (y_{k-1} - \hat{C} \bar{x}_{k-1}) + v_k
\]
\[
+ \begin{bmatrix}
\hat{C} \hat{B} \\
\hat{C} \hat{A} \hat{B} \\
\vdots \\
\hat{C} \hat{A}^{N-k-1} \hat{B}
\end{bmatrix} \Delta u_{k-1} + \begin{bmatrix}
\hat{C} \\
\hat{C} \hat{A} \\
\vdots \\
\hat{C} \hat{A}^{N-k}
\end{bmatrix} \mathbf{L}_{k-1} y_{k-1}
\]
\[
= [\mathbf{F}_k \quad I] \bar{x}_{k-1} + \mathbf{B}_k \Delta u_{k-1} + \mathbf{F}_k y_{k-1},
\]
where
\[
\mathbf{F}_k = \begin{bmatrix}
\hat{C} \\
\hat{C} \hat{A} \\
\vdots \\
\hat{C} \hat{A}^{N-k}
\end{bmatrix}, \quad \mathbf{B}_k = \begin{bmatrix}
\hat{C} \hat{B} \\
\hat{C} \hat{A} \hat{B} \\
\vdots \\
\hat{C} \hat{A}^{N-k} \hat{B}
\end{bmatrix}.
\]

The solution of the estimator gain can be expressed as the following [30]:
\[
\mathbf{L}_k = \hat{A} \mathbf{Y}_{k-1}^{\top} (V + \hat{C} \mathbf{Y}_{k-1} \hat{C}^\top)^{-1},
\]
\[
\mathbf{Y}_{k-1} = \mathbf{D}_k \mathbf{P}_k \mathbf{D}_k^\top,
\]
\[
\mathbf{D}_k = \begin{bmatrix}
\hat{D} & \hat{A} \hat{D} & \cdots & \hat{A}^{k-1} \hat{D}
\end{bmatrix},
\]
\[
\mathbf{P}_k = \begin{bmatrix}
\mathbf{W}_k^{-1} & \mathbf{T}_k \mathbf{V}_k^{-1} \mathbf{T}_k^{-1}
\end{bmatrix},
\]
\[
\mathbf{W}_{k-1} = \text{diag}(W), \quad W = \text{E}(u_k^T v_k),
\]
\[
\mathbf{V}_{k-1} = \text{diag}(V), \quad V = \text{E}(v_k^T v_k).
\]

Applying Eq. (20) one may get the following expression:
\[
\mathbf{F}_k = \mathbf{M}_k \mathbf{P}_k \mathbf{N}_k^T (V + \mathbf{N}_k \mathbf{P}_k \mathbf{N}_k^T)^{-1},
\]
where
\[
\mathbf{M}_k = \begin{bmatrix}
\hat{C} \hat{A} \hat{D} & \hat{C} \hat{A}^2 \hat{D} & \cdots & \hat{C} \hat{A}^k \hat{D}
\hat{C} \hat{A} \hat{D}^2 & \hat{C} \hat{A}^2 \hat{D}^2 & \cdots & \hat{C} \hat{A}^{k+1} \hat{D}
\vdots & \vdots & \ddots & \vdots \\
\hat{C} \hat{A}^{N-k+1} \hat{D} & \hat{C} \hat{A}^{N-k+2} \hat{D} & \cdots & \hat{C} \hat{A}^N \hat{D}
\end{bmatrix},
\]
\[
\mathbf{N}_k = \begin{bmatrix}
\hat{C} \hat{D} & \hat{C} \hat{A} \hat{D} & \cdots & \hat{C} \hat{A}^{k-1} \hat{D}
\end{bmatrix}.
\]

With the implementation of section II-C, all parameters can be formulated using Markov parameters of $\hat{H}_i$ and $\hat{M}_i$.

\subsection*{C. Markov Parameters}

Markov parameters of a system convey its transient properties and can be evaluated via many approaches. A common approach is to find the impulse responses of a system which is identical to Markov parameters. Besides that, two approaches are introduced below.

Given an unknown system, one may determine its $i$th Markov parameter regarding input ($H_i$) and disturbance ($M_i$) experimentally from the following input-output relation:
\[
H_i = \text{E}(y_{k+i} u_k^T) = \lim_{N \to \infty} \sum_{k=0}^{N-1} y_{k+i} u_k^T,
\]
\[
M_i = H_i,
\]
where \( u_k \) is a white noise input signal with covariance \( U = I \), and \( y_k \) is the output signal. For a linear system \( G \) which we know the exact dynamics, its Markov parameters may be computed via state space coefficients as the following:

\[
H_i = M_i = \begin{cases} 0, & \text{i = 0} \\ C A^{i-1} B, & \text{i > 0} \end{cases}
\]

(30)

Similarly, the Markov parameters for the augmented system \( G \) are the following:

\[
\hat{H}_i = \begin{cases} 0, & \text{i = 0} \\ \hat{C} \hat{A}^{i-1} \hat{B}, & \text{i > 0} \end{cases},
\]

(31)

\[
\hat{M}_i = \begin{cases} 0, & \text{i = 0} \\ \hat{C} \hat{A}^{i-1} \hat{D}, & \text{i > 0} \end{cases}
\]

(32)

The following pattern can be observed:

\[
\hat{H}_i = \sum_{j=0}^{i} H_j, \quad \hat{M}_i = M_i.
\]

(33)

Therefore, one may get Markov parameters of the augmented system \( G \) from that of \( G \), which can be determined experimentally. It is also obvious that parameters of \( \hat{H}_i, \hat{B}_i, \hat{M}_i \), and \( N_k \) can be constructed if one knows the Markov sequences \( \{H_0, H_1, ..., H_{N-1}\} \) and \( \{M_0, M_1, ..., M_{N+1}\} \).

\section{D. Data-Based Control Law}

Combining the results from sections II-A, II-B and II-C, the complete Markov data-based reference tracking design for a system \( G \) is summarized here. Notice the only required information is the Markov sequences \( \{H_0, H_1, ..., H_{N-1}\} \) and \( \{M_0, M_1, ..., M_{N+1}\} \).

\[
u_k = \begin{cases} 0, & \text{k = 0} \\ u_{k-1} + \Delta u_k, & \text{k \in [1, N]} \end{cases}
\]

(34)

where we have:

\[
\begin{bmatrix}
\Delta u_k \\
\Delta u_{k+1} \\
\vdots \\
\Delta u_N
\end{bmatrix} = K_k \begin{bmatrix}
r_k \\
r_{k+1} \\
\vdots \\
r_N
\end{bmatrix} - \bar{x}_k,
\]

(35)

\[
K_k = (\hat{H}^T_k \hat{Q}_k \hat{H}_k + \hat{R}_k)^{-1}(\hat{Q}_k \hat{H}_k)^T.
\]

(36)

The parameters \( \hat{Q}_k \), and \( \hat{R}_k \) are given in Eq. (13). \( \hat{H}_k \) is given below:

\[
\hat{H}_k = \begin{bmatrix}
\hat{H}_0 & 0 & \cdots & 0 \\
\hat{H}_1 & \hat{H}_0 & \ddots & \vdots \\
\hat{H}_2 & \hat{H}_1 & \ddots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
\hat{H}_{N-k} & \hat{H}_{N-k-1} & \cdots & \hat{H}_1 & \hat{H}_0
\end{bmatrix}
\]

(37)

The rule of update for \( \bar{x}_k \) is:

\[
\bar{x}_k = \begin{cases} 0, & \text{k = 0} \\ \begin{bmatrix}
-\hat{F}_k \\
\hat{I}
\end{bmatrix} \bar{x}_{k-1} + \hat{B}_k \Delta u_{k-1} + \hat{F}_k \hat{y}_{k-1} & \text{k \in [1, N]} \end{cases}
\]

(38)

\[
\hat{F}_k = M_k \hat{P}_k N_k (V + \hat{N}_k \hat{P}_k N_k^T)^{-1},
\]

(39)

\[
B_k = \begin{bmatrix}
\hat{H}_1 \\
\hat{H}_2 \\
\vdots \\
\hat{H}_{N-k+1}
\end{bmatrix},
\]

(40)

\[
M_k = \begin{bmatrix}
\hat{M}_2 & \hat{M}_3 & \cdots & \hat{M}_{k+1} \\
\hat{M}_3 & \hat{M}_4 & \cdots & \hat{M}_{k+2} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{M}_{N-k+2} & \hat{M}_{N-k+3} & \cdots & \hat{M}_{N+1}
\end{bmatrix},
\]

(41)

\[
N_k = \begin{bmatrix}
\hat{M}_1 & \hat{M}_2 & \cdots & \hat{M}_{k}\end{bmatrix},
\]

(42)

\[
P_k = \begin{bmatrix}
\hat{W}_{k-1} & \hat{V}_{k-1} & \hat{T}_{k-1}
\end{bmatrix}^{-1},
\]

(43)

\[
W_{k-1} = diag(W), \quad V = E(w_k^T w_k), \quad \hat{V}_{k-1} = diag(V), \quad \hat{V} = E(\hat{w}_k^T \hat{w}_k),
\]

(44)

\[
T_{k-1} = \begin{bmatrix}
0 & M_0 & \cdots & \hat{M}_{k-1} \\
0 & 0 & \cdots & \hat{M}_{k-2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{bmatrix},
\]

(46)

\[
\hat{H}_i = \sum_{j=0}^{i} H_j, \quad \hat{M}_i = M_i.
\]

(47)

\section{III. TENSEGRITY MORPHING AIRFOIL}

Inspired by the structure of vertebra, we connect the discrete points in a similar pattern, as shown in Fig. 1. The notation of nodes, bars, and strings of a tensegrity airfoil with any complexity \( q \) is given in Fig. 2, where \( q \) is the number of horizontal bars in the tensegrity structure. The discrete points on the surface of the airfoil (nodes \( n_{q+1}, n_{q+2}, ..., n_{3q+1} \)) are determined by error bound spacing method developed in [27], which is defined as the maximum error between the continuous surface shape and each straight-line segment is less than a specified value \( \delta \). The coordinate of node \( \bar{x}_i \) (\( i = 1, 2, ..., q \)) is determined by the nodes above and below this point with a same ratio \( \mu \in (0, 1) \), which satisfies \( n_i = \mu n_{q+1+i} + (1 - \mu) n_{2q+1+i} \).

We define nodal, bar, string, bar connectivity, and string connectivity matrices: \( N, B, S, \hat{C}_b, \) and \( \hat{C}_s \) to describe a tensegrity airfoil with any complexity \( q \). The nodal matrix \( N = [n_1, n_2, ..., n_{3q+1}] \), its each column represents the \( x-, y-, \) and \( z\)-coordinate of each node.
Fig. 1. Tensegrity airfoil configuration, blue area is the rigid body, black and red lines are bars and strings.

\[ (n_i = [x_i \ y_i \ z_i]^T). \] \( C_S \) and \( C_B \) are connectivity matrices (with 0, -1, and 1 contained in each column) of strings and bars. The bar and string matrices \( B = [b_1, b_2, \ldots, b_{3q}] = NC_B^T, \ S = [s_1, s_2, \ldots, s_{6q-4}] = NC_S^T, \) where \( b_j \) \((j = 1, 2, \ldots, 3q)\) and \( s_k \) \((k = 1, 2, \ldots, 6q - 4)\) are the \( j \)th bar and \( k \)th string. \( C_{b_n} \) and \( C_{s_n} \), whose two elements in each row denotes the start and end node of one bar or string:

\[
C_{b_n} = \begin{cases} 
[i, i + 1], & 1 \leq i \leq q \\
[i - q, i + 1], & q + 1 \leq i \leq 2q \\
[i - 2q, i + 1], & 2q + 1 \leq i \leq 3q 
\end{cases}
\]

\[
C_{s_n} = \begin{cases} 
[i + 1 + q, i + 2 + q], & 1 \leq i \leq q - 1 \\
[q + i, i], & 2 \leq i \leq q \\
[i, q + 2 + i], & 1 \leq i \leq q - 1 \\
2q + 1, & 2 \leq i \leq q \\
[i + 1 + 2q, i + 2 + 2q], & 1 \leq i \leq q - 1 \\
[2q + 1, q + 1], & 3q + 1, q + 1 
\end{cases}
\]

Then, a function \texttt{tensegrid2C.m} can be written to convert \( C_{b_n} \) and \( C_{s_n} \) to \( C_n \) and \( C_s \) [31]. The nonlinear FEM tensegrity dynamics is used as the black box system to do the system identification, which is given in a vector form [32]:

\[
M \ddot{n} + D \dot{n} + Kn = f_{ex} - g,
\]

\[
M = \frac{1}{6} (|C|^T m |C| + |C|^T \dot{m} |C|) \otimes I_3,
\]

\[
K = (C_D \dot{x} C) \otimes I_3,
\]

\[
g = \frac{g}{2} |C|^T m \otimes [0 \ 0 \ 1]^T,
\]

where nodal coordinate vector \( n \in \mathbb{R}^{3m} \) for the whole structure \( n = [n_1^T \ n_2^T \ \cdots \ \ n_{3q+1}^T]^T \), connectivity matrix \( C = [C_B^T \ C_S^T]^T \), mass, damping, and stiffness matrices, \( M \), \( D \), and \( K \) are mass, damping, and stiffness matrices, \( m \) is the mass vector of bars and \( \dot{m} \) is a diagonal matrix, \( f_{ex} \) is external forces on the structure nodes, and \( g \) is gravity vector (\( g \) is gravity constant).

IV. MORPHING TARGET

We choose NACA 2412, with a chord length \( c = 1 \) m, \( 0 \sim 0.3 \) m as the rigid part, vertical bar length ratio

\( \mu = 1/3, \) and error bound \( \delta = 0.001 \) m to generate the initial configuration of the tensegrity foil. In this example, there are five horizontal bars \( (q = 5) \). The morphing targets are generated by the rotation of the horizontal bars \( (bars \ b_1, b_2, \ldots, b_5) \) in the tensegrity structure in a linear manner while keeping the length of every bar unchanged during deformation. That is, bar \( b_1 \) rotates \( \theta_1 = \frac{\pi}{5}, b_2 \) rotates \( \theta_2 = \frac{2\pi}{5}, \) and up to bar \( b_5 \) rotates \( \theta_5 = \frac{4\pi}{5}, \) the vertical bars remain the same angle with the horizontal bars as the initial configuration. The final morphing target is shown in Fig. 3.

V. DATA EXPERIMENT AND RESULTS

A black box system which contains the dynamics of the tensegrity airfoil shown in section 3 has been constructed, which accepts 26 input signal and returns 26 output signal. Its Markov parameters have been evaluated via black box experiments Eq. (28), and control sequences have been computed using Eq. (35) to track a reference configuration. It costs 164 seconds to determine the Markov parameters from experiments,
and 88 seconds for control sequence calculations using an Intel7-9700, 3.60 GHz computer.

Fig. 4 shows a time history of airfoil configuration while tracking a trajectory at time T = 0s, 0.5s, and 1s. Fig. 5 is the length change of each string. Fig. 6 and Fig. 7 show the error x- and y-coordinates during the process of tracking, which demonstrate the successful control of the airfoil. Note that the control starts at step 3, where one can observe an obvious bump. The first sample represents the initial conditions, and there is one sample transport delay from input to output.

VI. CONCLUSION

This letter presents a data-based optimal control design that only requires the first $N + 1$ Markov parameters of a system for reference tracking applications. It optimizes the control sequence with respect to a cost function integrating tracking error and input increments. The only necessary knowledge, Markov parameters, can be evaluated in many approaches, including an input-output method. Therefore, this design does not require any explicit information about the dynamics of a system. Result demonstrates a successful control of a tensegrity morphing airfoil reference tracking application.
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