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Abstract

Personalized recommendation system has become pervasive in various video platforms. Many effective methods have been proposed, but most of them didn’t capture the user’s multi-level interest trait and dependencies between their viewed micro-videos well. To solve these problems, we propose a Self-over-Co Attention module to enhance user’s interest representation. In particular, we first use co-attention to model correlation patterns across different levels and then use self-attention to model correlation patterns within a specific level. Experimental results on filtered public datasets verify that our presented module is useful.

Introduction

With the emergence of various micro-videos platforms, the amount of micro-videos and users are growing exponentially (Zhang 2020). Simultaneously, it also becomes increasingly difficult for users to watch micro-videos that they are interested in (Zhang 2020). Given this, an intelligent personalized recommendation system is crucial. However, building a personalized recommendation system is a big challenge, owing to the following two reasons: 1) Multi-level interest. There are different interaction behaviors between users and micro-videos. In our dataset, three interaction types are included: “click”, “like”, and “follow”, representing user’s different levels of preference. 2) Correlation and dependencies. Various micro-videos interacted by one user may have inherent correlation from each, and the pattern of such correlation can vary within and across levels of interest.

In recent years, many effective models have been applied in the personalized recommendation system, such as collaborative filtering based models (Xin 2016), content-based systems (Zhongqi 2014), hybrid methods (Ferracani A.) and sequential recommendation (Lu 2020). Despite the promising performance achieved by such methods, most of them neglect the nature of the user’s multi-level interests. To this end, some researchers propose to model the user’s multi-level interest and construct level-specific embedding in a pre-processed manner (Yongqi Li 2019). However, they don’t consider the correlation of micro-videos. To explicitly capture such correlation, we propose the Self-over-Co Attention module, dubbed as SoC Attention. The overall architecture is displayed in Figure 1. Specifically, SoC Attention first models the correlation patterns across levels using co-attention and investigates the level-specific correlation using the self-attention mechanism. Compared with existing methods that directly learn the level related representation by back-propagation such as ALPINE (Yongqi Li 2019), SoC Attention can quickly learn the level related representation of users beyond the training set without retraining. We construct a model named SCAA based on the proposed SoC Attention module and the ALPINE-Base model which is a modified version of ALPINE without its original multi-level interest module.

Our Method

In this section, we will illustrate the two building blocks of SoC Attention in detail:

Co-attention Layer

Expressly, for a user, we set a set of micro-videos’ features as \( U_l \), in which the user likes every video. Analogously, we develop a set of micro-videos’ features as \( U_f \), in which the user follows every video. Firstly, we feed \( U_l \) into three full connected layers that each of them has different parameters,

\[
Q_l = W_q U_l, K_l = (W_k U_l)^T, V_l = W_v U_l
\]

Where \( Q_l, K_l, V_l \) are query, key, value matrix for liked micro-videos. Likewise, We feed \( U_f \) into three various full connected layers,

\[
Q_f = W_q U_f, K_f = (W_k U_f)^T, V_f = W_v U_f
\]

where \( U_l \in \mathbb{R}^{m \times d}, U_f \in \mathbb{R}^{n \times d}, Q_l, K_l, V_l \) are query, key, value matrix for followed micro-videos. We set softmax function as \( g(\cdot) \). Then, the enhanced “like” and “follow” visual features \( U_l^\gamma \) and \( U_f^\gamma \) are computed as follows,

\[
U_l^\gamma = g(Q_l K_f) V_f + U_l, U_f^\gamma = g(Q_f K_l) V_l + U_f
\]

Self-attention Layer

Thereafter, we feed \( U_l^\gamma \) into a group of full-connected layers,

\[
Q_l^\gamma = W_q U_l^\gamma, K_l^\gamma = (W_k U_l^\gamma)^T, V_l^\gamma = W_v U_l^\gamma
\]
We use the dataset released by the Kuaishou Competition\(^1\). Then, we divide it into two parts: i) 80% of the data as the training set; ii) 20% of the data as the testing set. We select Area Under Curve (AUC), R@50, P@50, F@50 as evaluation metric. For a recommendation list computed based on the click probability, R@50, P@50, separately means the recall value, precision of the top50 items, and F@50 is the harmonic average of corresponding precision and recall.

### Comparative Experiment and Ablation Study

To testify the effectiveness of SCAA, we compare it with: i) ATRank (Chang Zhou 2018) ii) NCF (Xiangnan He 2017) iii) THACIL (Xusong Chen 2018). The results of the aforementioned models are shown in Table 1. It shows that SCAA doesn’t achieve better performance compared with ALPINE. Actually, most of the users in the dataset don’t have “like” and “follow” interaction behavior. Obviously, SoC Attention doesn’t work on these users. Therefore, we filter these users and retrain models. The result is showed in Table 2. It is worth mentioning that SCAA without SoC Attention is our baseline model. The improvement of SCAA over ALPINE is 2.3%, reflecting that the effectiveness of SoC Attention on gaining user’s interest representation is distinct. We design ablation experiments to study how each component in SoC Attention contributes to the final performance: SCAA\(_{cs}\): We removed the Co-attention part and Self-attention part from SCAA; SCAA\(_s\): We eliminated the Self-attention part from SCAA. The results are demonstrated in Table 2. By analyzing Table 2, we can conclude:

- Compared with SCAA, SCAA\(_s\) decreases by 1% in terms of AUC and other indicators all decline. This revealed that the Self-attention part is useful in capturing the dependency of micro-videos of the same interaction behavior.

- It can be seen that SCAA\(_s\) surpasses SCAA\(_{cs}\) by 0.6% in terms of AUC. Other indicators have a different degree of improvement. This indicates the Co-attention part’s effectiveness in catching the correlation of micro-videos of the various interaction behavior.
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