Magnetic ground state of the Kitaev Na$_2$Co$_2$TeO$_6$ spin liquid candidate
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As a candidate Kitaev material, Na$_2$Co$_2$TeO$_6$ exhibits intriguing magnetism on a honeycomb lattice that is believed to be $C_3$-symmetric. Here we report a neutron diffraction study of high quality single crystals under $\alpha$-axis magnetic fields. Our data support the less common notion of a magnetic ground state that corresponds to a triple-$q$ magnetic structure with $C_3$ symmetry, rather than the multi-domain zigzag structure typically assumed in prototype Kitaev spin liquid candidates. In particular, we find that the field is unable to repopulate the supposed zigzag domains, where the only alternative explanation is that the domains are strongly pinned by hitherto unidentified structural reasons. If the triple-$q$ structure is correct then this requires reevaluation of many candidate Kitaev materials. We also find that fields beyond about 10 Tesla suppress the long range antiferromagnetic order, allowing new magnetic behavior to emerge different from that expected for a spin liquid.

The exactly solvable Kitaev model $[1]$ represents a distinct route to quantum many-body entanglement of spins $[2]$ and has important potential for topological quantum computing $[1, 3]$. Pursuit of Kitaev spin liquids (KSLs) $[1]$ in crystalline materials has fueled intense research $[4, 5]$. Among materialization ideas $[4–8]$, several recently proposed cobalt oxides $[9–12]$ are promising, since their 3$d^7$ magnetic electrons are desirable for weakening non-Kitaev interactions $[9, 10]$. Moreover, unlike $\alpha$-RuCl$_3$ $[13]$ and $\mathrm{H}_2\mathrm{LiIr}_2\mathrm{O}_6$ $[14]$ which are van der Waals materials, the cobaltates can be grown into large single crystals with relatively few imperfections $[15, 20]$.

An important common characteristic of the cobaltates and the 4$d$-electron counterpart $\alpha$-RuCl$_3$ is their tunability by magnetic fields. Such external tuning $[21–24]$ is widely considered necessary for finding (field-driven) spin liquids, because most KSL candidate materials do not have magnetic order at low temperature $[3, 5, 8]$. In $\alpha$-RuCl$_3$, a hallmark of the tunability is field suppression of thermodynamic signatures of magnetic order $[25, 26]$, which has led to a flurry of studies of excitations in the intermediate and high-field states $[28, 38]$. Indeed, similar field suppression of order and unconventional transport behaviors have been found in the cobaltates $[16, 17, 19, 20, 39, 41]$, which imply not only chances for finding spin liquids but also an experimental opportunity – brought by the high crystal quality – for elucidating the microscopic mechanisms. The latter aspect is significant because microscopic models of essentially all KSL candidate materials are currently under debate $[39, 45, 57]$. From an optimistic perspective, establishing a concrete case for at least one of them, despite the difficulty of the problem itself, may already provide valuable insight into many of the candidate materials.

Among the cobaltates, Na$_2$Co$_2$TeO$_6$ has been studied the most by spectroscopic methods $[39, 48–50, 52, 53, 57–60]$. Its crystal structure (space group $P6_322$) furthermore stands out among KSL candidate materials for having, at least nominally, three-fold rotational ($C_3$) symmetry about the $c$-axis $[61, 63]$, whereas many other materials have monoclinic stacking which removes the $C_3$ symmetry. Notably, $C_3$ is a symmetry that becomes broken in the presence of “zigzag” magnetic order $[Fig. 1(a)]$, which is the most commonly considered form of order in KSL candidate materials $[4, 5]$. The magnetic ground state of Na$_2$Co$_2$TeO$_6$ was initially reported to be zigzag based on neutron diffraction $[62, 63]$, which has also been used to identify zigzag order in other KSL candidate materials $[19, 64, 66]$. Recently, an alternative novel “triple-$q$” magnetic state $[Fig. 1(b)]$ was suggested based on a distinct signature in the spin waves $[58]$, which subsequently received indirect support from magnetic resonance $[59, 60]$. The $C_3$-symmetric triple-$q$ state can be constructed by adding zigzag components of three different orientations. For this reason, the triple-$q$ and zigzag orders cannot be distinguished by diffraction $[58]$, unless the $C_3$-symmetry breaking is revealed by observing uneven populations of its orientational domains. The $C_3$ structure of Na$_2$Co$_2$TeO$_6$ is desirable for this purpose, because a weak external perturbation (e.g., in-plane magnetic field, strain, etc.) can be expected to selectively populate the domains if the zigzag ground state is realized. Given the prominence of the zigzag order in KSL research, and since it has not been ruled out in Na$_2$Co$_2$TeO$_6$ $[39, 48–50, 52, 53]$, such an explicit test is much needed.

Here we report our magnetic neutron diffraction study of Na$_2$Co$_2$TeO$_6$ single crystals in order to test whether in-plane fields along the $\alpha$-axis can selectively populate magnetic domains. We also examine whether mag-
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magnetic fields (up to 10 Tesla) can drive the system into a spin-disordered state, as has been previously suggested \[15, 39, 40\]. Our conclusion is that the fields can do neither of these. While a spin liquid might still be reachable with fields in other directions \[57\] and/or greater than 10 T, our results set a definitive constraint on the zero-field magnetic ground state. Namely, unless a lower structural symmetry without \(C_3\) has previously been missed, the system prefers a \(C_3\)-symmetric triple-\(q\) state over the widely considered zigzag order.

Our experimental geometry is shown in the inset of Fig. 1(c). Magnetic Bragg peaks are expected at the M-points of the two-dimensional (2D) Brillouin zone. They originate either separately from different zigzag domains [ZZ1-ZZ3 in Fig. 1(a), peaks at M1-M3, respectively], or together from the triple-q order. Figure 1(c) displays the temperature (\(T\)) dependence of the magnetic peak at M1(0.5, 0, 1). In the zigzag scenario, this peak arises from the ZZ1 domain, where the in-plane magnetic moments are collinear with the applied field [Fig. 1(a)]. The transition temperature (\(T_N \sim 26.5\) K at 0 T) is gradually suppressed by the field, and the data can be fit with a power-law function: \(I = A(T_N - T)^{2\beta} + B\), where \(A\) and \(B\) are scale and background constants, respectively, and \(\beta\) is the critical exponent of the order parameter, which changes very little from 0.209(7) to 0.227(13) between 0 T and 6 T. This indicates that the nature of the magnetic transition barely changes with field, and that it is different from the 2D Ising case found in \(\alpha\)-RuCl\(_3\) \[30\]. The deviation might be attributable to the fact that \(T_N\) marks three-dimensional ordering, which is preceded by a minor 2D transition at a slightly higher temperature \[58\]. The 2D transition cannot be observed in these data because of the small sample volume \[67\].

Figure 2(a) displays the system’s field evolution as seen from the M1(0.5, 0, 1) magnetic peak at 2 K. Starting from an initial state prepared by zero-field cooling (ZFC), the intensity monotonically decreases with increasing field. Besides a subtle anomaly at about 1.5 T, the main decrease occurs between about 6 T and 8.2 T, and a small but finite intensity remains at the highest field of 10 T, which we will revisit later. At first sight, the intensity decrease could be attributed to two reasons: (1) the antiferromagnetic order is suppressed by the field; (2) the zigzag domain ZZ1 responsible for the measured peak is unfavored by the field and gets transformed into ZZ2 and ZZ3. To test the relevance of (2), we continued our measurement upon removing and then reapplying the field. Intriguingly, the intensity recovers to about 2/3 of the original after the field is removed, and the sample appears to have entered a stable field-trained state – reapplying the field results in a field-dependent behavior different from the initial field application up to 8.2 T. The data further reveal a hysteretic behavior between 6 T and 8.2 T. A cleaner procedure to prepare the field-trained state involves field-cooling (FC) the sample in a 10 T field and then removing the field.

A central issue here is whether or not the partial intensity loss in the field-trained state is due to domain repopulation. We first note that, with the structural \(C_3\) symmetry, a sample prepared by FC can have no ZZ1 domain whatsoever, but this view is defied by the 2/3-recovered intensity. In Fig. 2(b), we present data measured on an integer-indexed peak (1, 0, 1), which show that the field-trained state is not different from the ZFC state as far as uniform magnetization and susceptibility are concerned – the intensity and its field derivative at 0 T both recover to the original values. Since the zigzag domains have different susceptibility in a given field direction, this result implies that there is no zigzag domain repopulation after the field is removed. As a further test, Fig. 2(c) displays the field evolution of the M2(0, 0.5, 1) peak, which is associated with domain ZZ2 in the zigzag scenario (see Fig. 8 in \[67\] for similar result for the M3 peak). While the behavior is qualitatively different from the M1 peak below 6 T, there is no intensity gain on M2 in the field-trained state. We thus conclude that the loss of the M1 peak intensity is unrelated to domain repopulation. In this context, we note that some previous
related results in $\alpha$-RuCl$_3$ [20, 33] have been attributed to zigzag-domain repopulation by small in-plane fields. Those results are qualitatively similar to our data obtained upon the initial field application in Figs. 2(a) and (c), and the interpretation was made even in the absence of $C_3$ structural symmetry of $\alpha$-RuCl$_3$. As the structural symmetry is expected to make the zigzag domains energetically unequal, it follows that the magnetization energy must be able to overcome the difference. In this sense, our results in Na$_2$Co$_2$TeO$_6$ are particularly difficult to comprehend under the zigzag scenario, because the structural $C_3$ symmetry should make the magnetic domains even easier to repopulate than in $\alpha$-RuCl$_3$.

To reveal where the lost intensity of $M_1(0.5, 0, 1)$ has gone in the field-trained state, Fig. 3(a-c) presents our measurement in an extensive region of the $(H, 0, L)$ reciprocal plane. After ZFC, a rod of magnetic scattering running along $c^*$ is observed at $H = 0.5$, in addition to the sharp peaks at integer $L$. It signifies quasi-2D magnetic correlations [68], and the signal becomes noticeably enhanced in the field-trained state [Fig. 3(c-d)]. The enhancement occurs upon decreasing the field between 8.2 T and 6 T (Fig. S9 in [67]) and can approximately account for the intensity loss at integer $L$ (Fig. S13 in [67]). Therefore, field training suppresses $c$-axis correlations, but it leaves the $L$-integrated 2D diffraction signal at $M_1(0.5, 0)$ unaffected. This reinforces our conclusion of no zigzag domain repopulation. The field training leaves no significant change in the 2D correlation length [Fig. 2(a) inset], or in the $c$-axis correlations characterized by $M_{2,3}$ [Fig. 2(c)]. Moreover, the lost $c$-axis correlations at $M_1(0.5, 0, 1)$ can be partially recovered [Fig. 2(e)] by warming up the field-trained sample. The implication of these observations will be discussed later. We note that

FIG. 3. (a)-(c) Elastic scattering in the $(H, 0, L)$ plane measured at 0.1 K under the specified field conditions. (d) Line-cuts through the data in (a-c) along $c^*$ at $H = 0.5$. (e) $T$ dependence of the signal at $M_1(0.5, 0, 1)$ measured in zero field upon warming the sample, before and after field training. Black dotted curve illustrates expected $T$ dependence of the $M_2(0, 0.5, 1)$ and $M_3(-0.5, 0.5, 1)$ signals after field training, if the triple-$q$ scenario is correct (see text).
Comparing the data in Fig. 3(a-b), we notice enhanced scattering at integer $H$ and $L$ at 10 T, where no magnetic scattering exists at 0 T (Fig. S11 in [67]). This additional signal is therefore purely due to field-induced uniform magnetization. An induced moment of about $2.05(3) \mu_B$/Co can be estimated from the data [67], consistent with previous reports [39, 43]. While this means that the field suppresses antiferromagnetic order by causing significant spin polarization, the peaks at $H=0.5$ are not fully suppressed [Fig. 3(b & d)], and their magnetic nature has been confirmed by comparing to measurements at high temperature (Fig. S12 in [67]). The system is always in a magnetically ordered state under $a$-axis fields up to 10 T, and is therefore not yet a spin liquid. Nevertheless, recent studies of Na$_2$Co$_2$TeO$_6$ have revealed unusual thermal transport properties under in-plane fields, which implies that the near-polarized state is distinct from a conventional paramagnet [10, 14]. Similar behaviors are also observed in BaCo$_2$(AsO$_3$)$_2$, where an intriguing state related to Kitaev interactions has been inferred near full polarization [17, 69]. These studies motivate further searches for exotic magnetism in the cobalt-based Kitaev candidate materials.

We now discuss possible scenarios for the field training to cause no diffraction intensity transfer between the M-points. In the first scenario, the M-points are associated with spatially separated zigzag domains, as we illustrate in the upper half of Fig. 4(a). In order for the field training not to repopulate the domains, they must be completely pinned by the local crystal lattice regarding their zigzag-chain orientations. Given the high quality of our crystals, we believe that the pinning is not due to defects, and can only be explained by a hitherto unidentified departure from the nominal $C_3$-symmetric structure: On the one hand, a tiny orthorhombic distortion may already produce a strong pinning effect, since the sister compound Na$_2$Co$_2$SbO$_6$ has demonstrated a large magnetic anisotropy arising from a small lattice distortion [20]. On the other hand, structural orthorhombicity might arise from long-period stacking [70] that can be easily missed in experiments due to the presence of stacking faults. Moreover, the crystal structure of Na$_2$Co$_2$TeO$_6$ still has some loose ends, including additional weak Bragg peaks previously seen with both neutron and X-ray diffraction [58, 63]. The diffraction peaks share the same wave vectors as the magnetic ones seen at low temperature, and may signify a superstructure in the sodium layer [55]. If the superstructure breaks the $C_3$ symmetry, which is yet to be clarified such as by high-resolution single-crystal diffraction, it may pin magnetic zigzag domains.

In the second scenario, as illustrated in the lower half of Fig. 4(a), the M-points all belong to the same triple-$q$ order parameter, which naturally explains the lack of opportunity for orientational domain repopulation.

To this end, the field-training effect on the $c$-axis correlations deserves some thought. Given that the effect is only observed at $M_1$ [Fig. 2(a & c)], we illustrate plausible changes caused by the training in Figs. 3(b-c) and (d-e), respectively, for the zigzag and the triple-$q$ cases. In the former case, the inter-layer arrangement inside the ZZ1 domain is disturbed by the training, probably because the field causes a spin-flop-like transition between 6 T and 8.2 T, as the hysteretic behavior [Fig. 2(a)] suggests. Indeed, the first-order nature of the transition is expected to strongly disturb ZZ1, but it would naturally leave ZZ2 and ZZ3 intact. In the latter case, we note that inside a given honeycomb layer, reversing one zigzag component in the triple-$q$ structure would reverse the layer’s spin chirality [Fig. 4(b)]. Hence, the suppressed $c$-axis correlations at $M_1$, but not at $M_2$ or $M_3$, imply a scrambled arrangement of the chirality across the layers [Figs. 4(d-e)]. Importantly, the fact that warming up a field-trained sample recovers part of the $c$-axis correlations seen at $M_1$, as shown in Fig. 3(e), also has very different explanations in the two cases. In the zigzag case, the recovery pertains to only the ZZ1 domain, which means that the diffraction signals at $M_2$ and $M_3$ will not be affected. Since the latter signals are the same in the ZFC and field-trained states [Fig. 2(c)], upon warming the sample from 2 K, they are expected to simply follow the ZFC curve in Fig. 3(e). In contrast, in the triple-$q$ case, the scrambled chirality
between the layers is not expected to recover easily by thermal fluctuations. Instead, the pattern in each layer might be able to translate, which corresponds to reversing two zigzag components simultaneously (Fig. S14 in [72]). Mathematically, such a process would partially recover the $a$-axis correlations seen at $M_1$, but at the cost of the correlations at $M_2$ and $M_3$. It means that if one can monitor, e.g., the $M_2(0, 0.5, 1)$ peak upon warming the sample from a field-trained state, the measured intensity would be like the dotted lines in Fig. 3(e). Such a distinct behavior from the zigzag case, if confirmed in future studies, will firmly establish the triple-$q$ scenario. In fact, we believe that such crosstalk between signals at different wave vectors can be utilized, on very general grounds in principle, for experimental differentiation between single- and multi-$q$ magnetic orders regardless of the crystal structure. The experiment requires a demanding condition with both a magnet and detector coverage for observing the out-of-horizontal-plane diffraction peaks.

To conclude, we have investigated the $a$-axis field dependence of magnetic order in Na$_2$Co$_2$TeO$_6$ with neutron diffraction. In spite of the nominal $C_3$ crystal symmetry, we find that an $a$-axis applied field is unable to repopulate $C_3$-breaking magnetic domains – either such domains exist but are completely pinned by an as yet unknown low-symmetry structure, or the magnetic ground state features the $C_3$-symmetric triple-$q$ structure. Our study brings unprecedented insight into the crystal and magnetic structures of not only Na$_2$Co$_2$TeO$_6$, but also related systems with presumed zigzag order that may actually be triple-$q$. Finally, we show that Na$_2$Co$_2$TeO$_6$ is not yet a spin liquid up to 10 T, but its magnetism remains highly intriguing and awaits further elucidation.

**Note added.** A parallel work reports theoretical analyses of triple-$q$ order in Na$_2$Co$_2$TeO$_6$, which are consistent with our results [71].
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Supplemental Material for “Magnetic ground state of the Kitaev Na_{2}Co_{2}TeO_{6} spin liquid candidate”

I. SINGLE CRYSTALS AND NEUTRON DIFFRACTION EXPERIMENTS

Samples used in three neutron diffraction experiments are shown in Fig. S5 which were prepared with the same method as in [10] and [53]. According to previous thermodynamic and diffraction studies on a large number of crystals, we had confirmed that Na_{2}Co_{2}TeO_{6} only has one major magnetic ordering transition at \sim 26.5 K [10, 53]. This suggests stacking fault is not severe for samples prepared with our method, in comparison with \alpha-RuCl_{3} [60].

Neutron diffraction measurements were performed in the BT-7 triple-axis spectrometer [73] with an incident neutron energy E_{i} = 14.7 meV and the multiaxis crystal spectrometer (MACS) [74] with E_{i} = 5.0 meV, both at NIST Center for Neutron Research (NCNR), USA. Additional neutron diffraction data come from the experiment performed in the time-of-flight spectrometer LET [75] with E_{i} = 12.0 meV at the ISIS Spallation Neutron Source, the Rutherford Appleton Laboratory, UK. One single crystal with mass of about 30 mg was used in the BT-7 experiment. Coalesed single crystal arrays of about 800 mg and 750 mg were used in the MACS and LET experiments, respectively. The space group P6_{3}22 is used with a = b = 5.28 Å, c = 11.22 Å [63]. Wave vector is defined as \mathbf{Q} = H\mathbf{a}^{*} + K\mathbf{b}^{*} + L\mathbf{c}^{*}, with a^{*} = b^{*} = \frac{4\pi}{\sqrt{3}a}, c^{*} = \frac{2\pi}{c}. In all these experiments, the single crystals were aligned with the (H, 0, L) plane horizontal (Fig. 1 inset and Fig. S5). Magnetic field (up to 10 T in BT-7 and MACS, and up to 8.8 T in LET) was applied vertically, which is parallel to the two-dimensional honeycomb lattice (Fig. 1 inset). Data reductions were performed with DAVE [76] for BT-7 and MACS data, and Horace [77] for LET data.

In the main text, the data of Fig. 1(c), Fig. 2(a) and (b), and Fig. 3(e) are from BT-7; the data of Fig. 3(a)-(d) are from MACS; the data of Fig. 2(c) are from LET.

II. ADDITIONAL FIELD DEPENDENCE DATA

Fig. S6 presents the field dependence of (0.5, 0, 1) at higher temperatures measured with BT-7. The bifurcation between the data of increasing and decreasing field still persists at 12 K and 15 K, with the anomaly in the field axis basically unchanged. By further increasing temperature, the two sets of data completely overlap with each other and show clear transition to a paramagnetic state at 8 T and 7 T for 18.5 K and 21 K, respectively.

Characteristic temperatures and fields for \mathbf{H} \parallel \mathbf{a} obtained from this study [Fig. S6 and Fig. 1(b) in the main text], as well as those from previous reports [10, 40] are summarized in the phase diagram in Fig. S7. Below \sim 8 T, the phase boundary determined from neutron diffraction is consistent with magnetic susceptibility and magnetization measurements. A new phase boundary close to 8 T is identified in this study and is related to a first-order phase transition.
FIG. S5. (a)-(c) Single crystal samples used in BT-7, MACS, and LET experiments, respectively.

FIG. S6. (a) - (d) Field dependence of the intensity at (0.5, 0, 1) measured with BT-7 at 12 K, 15 K, 18.5 K, and 21 K, respectively. The shaded regions in (a) and (b) indicate the bifurcation of the field increasing and decreasing processes. The red arrows in (c) and (d) indicate the transition to a paramagnetic state.

Fig. S8(a) shows reciprocal space coverage of field dependence measurements with LET. In these measurements, we fixed the sample at a specific rotation angle so that the out-of-plane magnetic Bragg peak (0, 0.5, 1) [red circle in Fig. S8(a)] can be covered, then we changed the magnetic field. The measurable trajectory is an arc in the (-0.25+H, 0.5, L) plane. The field dependence of (0, 0.5, 1) is presented in Fig. 2(c) in the main text. There is no field dependence for the background [grey circle in Fig. S8(a) and Fig. S8(b)], which proves our measurements are reliable. Due to the nearly symmetrical detector distribution vertically, we can simultaneously measure another equivalent magnetic Bragg peak (0.5, -0.5, 1) at the (0.25+H, -0.5, L) plane [green circle in Fig. S8(c)]. Fig. S8(d) shows its field dependence, which is similar with (0, 0.5, 1). Note that during the interval between field-increase and field-decrease measurements, we made other measurements at 8.8 T, 2 K with sample rotation. So we had corrected the sample movement for the field-decrease measurement of (0.5, -0.5, 1). Its intensity is multiplied by a factor of 1.09.

Fig. S9 shows the field dependence of the intensity at (0.5, 0, 1.5), which shows opposite behavior to the intensity at (0.5, 0, 1). The intensity at (0.5, 0, 1.5) gets enhanced after field training, proving that the lost intensity at (0.5, 0, 1) goes into non-integer-L positions.

III. ADDITIONAL MOMENTUM-SCAN DATA

Fig. S10 shows H-scans at selected structural Bragg peaks, based on which the field-induced moment is estimated (Section IV). The non-magnetic nature of these peaks at 0 T can be confirmed by the measurement above T_N, as showed in Fig. S11. Fig. S12 compares H-scans at 10 T, 2 K and 0 T, 35 K. It demonstrates that the remaining
FIG. S7. Phase diagram about in-plane magnetic field ($H \parallel a$) and temperature. The phase boundary determined by magnetic susceptibility and magnetization is adapted from [15] and [10], respectively.

FIG. S8. (a) and (c) The reciprocal space coverage for the field dependence measurements performed with LET at 2 K. The presented data are the constant energy cuts ($E = 0$ meV, elastic) at 0 T in $(-0.25 + H, 0.5, L)$ and $(0.25 + H, -0.5, L)$ planes for (a) and (c), respectively. The inset of (a) shows the positions of two measured magnetic peaks in the Brillouin zone boundary (with $L = 1$). (b) and (d) Field dependence of the background [at (0.18, 0.5, 1.5), grey circle in (a)] and a simultaneously measurable magnetic peak [(0.5, -0.5, 1), green circle in (c)]. The field dependence of (0, 0.5, 1) [red circle in (a)] is presented in the main text [Fig. 2(c)].

IV. EVALUATION OF FIELD-INDUCED MOMENT

For a structural Bragg peak, the integrated intensity is proportional to the modulus square of the structure factor $F_N(Q)$:

$$I_N(Q) = A|F_N(Q)|^2,$$

(S1)
where

$$F_N(Q) = \sum_j b_j e^{iQ \cdot r_j} e^{W_j}. \quad (S2)$$

For a magnetic Bragg peak, the integrated intensity is proportional to the modulus square of the magnetic structure factor $F_M(Q)$:

$$I_M(Q) = B |F_M(Q)|^2, \quad (S3)$$

where

$$F_M(Q) = \sum_j \frac{\gamma r_0}{2} g_j f_j(Q) S_{\perp j} e^{iQ \cdot r_j} e^{W_j}. \quad (S4)$$

$S_{\perp j}$ is the spin size at site $j$ that is detectable by neutrons:

$$S_{\perp j} = S_j - \hat{Q}(\hat{Q} \cdot S_j), \quad (S5)$$

where $\hat{Q}$ is the unit vector of $Q$ and $S_j$ is the spin vector at site $j$. The magnetic moment at site $j$ in Bohr magneton is $g_j S_j$. The term $\frac{\gamma r_0}{2}$ in (4) containing the classical electron radius ($r_0$) and gyromagnetic ratio ($\gamma$) acts as an effective scattering length of per Bohr magneton, which is 2.695 fm.

The full integrated intensity in the magnetic fields is the sum of $I_N$ and $I_M$:

$$I(Q) = I_N(Q) + I_M(Q). \quad (S6)$$

Since we measure at low temperature, we approximate the Debye–Waller factor ($e^{W_j}$) to be unity in (2) and (4).

The factors $A$ and $B$ in (1) and (3) contain information about the number density of the structural or magnetic unit cells. $A$ and $B$ also take account for influences of resolution, geometrical, and absorption factors in a real scattering process. These factors will be the same for structural and magnetic reflections at a specific position in the reciprocal space.

For an estimation of the field induced moment, we assume all spins are pointing along the field (within the honeycomb plane), so that they can be fully detected by neutrons. Thus spin vectors defined in (4) are parallel with each other. This assumption is reasonable as the intensity of AFM peaks is already quite weak at 10 T (see Fig. 2 and 3 in the main text). Next we assume the moment sizes in two cobalt sites are the same (they are different but close according to previous neutron diffraction studies [49, 62, 63]). With these assumptions, we can reduce (4) into

$$F_M(Q) = \frac{\gamma r_0}{2} gS f(Q) \sum_j e^{iQ \cdot r_j}, \quad (S7)$$

where $gS$ is the moment size (in $\mu_B$) along the field and is to be calculated. $f(Q)$ is the magnetic form factor of Co$^{2+}$ ion. Therefore, for a specific position [e.g. $(1, 0, 1)$] $A = B$ in (1) and (3). $F_N(Q)$ can be calculated directly based on reported crystal structure and also the summation in (7). Finally, we can solve (1), (3), and (6) to get the moment size in (7).

The calculation is based on $H$-scans at structural Bragg peaks as showed in Fig. S10. The results are listed in Table I. The average of five trustable measurements gives a magnetic moment of 2.05(3) $\mu_B$/Co$^{2+}$. We had referred to [78] in the above calculation procedure.

**TABLE I.** Field induced magnetic moments (in $\mu_B$/Co$^{2+}$) deduced from structural Bragg peaks in two diffraction experiments.

|               | (1, 0, 0) | (1, 0, 1) | (1, 0, 2) | (1, 0, 3) |
|---------------|-----------|-----------|-----------|-----------|
| BT-7          | -         | 2.08(6)   | -         | 2.01(7)   |
| MACS          | 2.06(7)   | 1.97(8)   | 2.13(8)   | -         |

*This moment could not be determined reliably due to background problem, see Fig. S10(b).*
V. TEMPERATURE DEPENDENCE BEHAVIOR EXPECTED FROM THE “TRIPLE-Q” ORDER AFTER FIELD TRAINING

After ZFC, the chirality distribution is shown in Fig. S14(a), where we have assumed a uniform chirality for simplicity. With the application of in-plane magnetic field, the opposite spin chirality is introduced in certain layers, which causes partial loss of c-axis correlation. For the opposite spin chirality, we have four kinds of distributions with respect to the initial one [upper part of Fig. S14(a)], as showed in Fig. S14(b). We note that these four distributions affect the in-plane Bragg peaks differently. The pattern I in Fig. S14(b) will lead to peak broadening for $M_1$, while the $M_2$ and $M_3$ are intact. In the same vein, patterns II, III, and IV will respectively lead to peak broadening for $M_2$, $M_3$, and all these three kinds of peaks. From the experiment, we know that $M_2$ and $M_3$ do not get broadened after field training, therefore pattern I conforms to our case. We expect these four patterns are the same in energy. Therefore, when warming up from the field trained state, pattern I would be activated to other three patterns. As discussed above, the pattern II and III will not cause peak broadening for $M_1$, but for $M_2$ and $M_3$, respectively. So, peak of $M_1$ can be narrowed along c-axis, which is exactly what we have observed. As a consequence, peaks of $M_2$ and $M_3$ are expected to lose intensity faster than directly warming from a ZFC state [Fig. 3(e) in the main text]. When the temperature is higher enough, the four patterns occur with the same probability, which will lead to the converge of the temperature dependence behaviors for three kinds of peaks. This process amounts to thermal redistribution of field induced opposite spin chirality.
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FIG. S9. Field dependence of the intensity of (0.5, 0, 1.5) at 2 K from BT-7 measurements.
FIG. S10. (a)-(c) \(H\)-scans through (1, 0, 1), (1, 0, 2), and (1, 0, 3) at 0 T (red) and 10 T (blue) from BT-7 measurements. (d)-(f) \(H\)-scans through (1, 0, 0), (1, 0, 1), and (1, 0, 2) at 0 T (red) and 10 T (blue) from MACS measurements. The solid lines are fits with Gaussian profiles.

FIG. S11. \(H\)-scans through (1, 0, 1) at 0 T, 2 K and 0 T, 35 K from BT-7 measurements.

FIG. S12. \(H\)-scans through (0.5, 0, 1) (a) and (0.5, 0, 2) (b) at 10 T, 2 K and 0 T, 35 K from BT-7 measurements.
FIG. S13. (a) $L$-scans performed on BT-7 through (0.5, 0, 1) at 0 T after ZFC and field training. (b) Intensity difference (0 T, trained - 0 T, ZFC) between the two measurements in (a).

FIG. S14. (a) $c$-axis stacking of the “triple-q” order after ZFC. The upper part shows the spin chirality distribution in the honeycomb lattice, which follows Fig. 1(b) in the main text. (b) Four kinds of (opposite) spin chirality distributions (I - IV) in the honeycomb lattice. Magnetic Bragg peaks in the Brillouin zone are displayed at the corner of each panel. The colored dots follow the inset of Fig. 1(c) in the main text. The crosses show the Bragg peaks where broadening happens due to the loss of partial $c$-axis correlation.