First principles of modelling the stabilization of microturbulence by fast ions
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Abstract
The observation that fast ions stabilize ion-temperature-gradient-driven microturbulence has profound implications for future fusion reactors. It is also important in optimizing the performance of present-day devices. In this work, we examine in detail the phenomenology of fast ion stabilization and present a reduced model which describes this effect. This model is derived from the high-energy limit of the gyrokinetic equation and extends the existing ‘dilution’ model to account for nontrivial fast ion kinetics. Our model provides a physically-transparent explanation for the observed stabilization and makes several key qualitative predictions. Firstly, that different classes of fast ions, depending on their radial density or temperature variation, have different stabilizing properties. Secondly, that zonal flows are an important ingredient in this effect precisely because the fast ion zonal response is negligible. Finally, that in the limit of highly-energetic fast ions, their response approaches that of the ‘dilution’ model; in particular, alpha particles are expected to have little, if any, stabilizing effect on plasma turbulence. We support these conclusions through detailed linear and nonlinear gyrokinetic simulations.
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1. Fast ion stabilization of ITG microturbulence

Microturbulence fundamentally limits the confinement time in current and future tokamak experiments [2]. The very gradients that are required to achieve high central densities and temperatures also provide a source of free energy. This free energy drives transport of particles, momentum, and energy, usually far in excess of collisional transport. The ion temperature gradient (ITG) mode, for instance, limits the core temperature of tokamaks [3–5]. This turbulence occurs on the scale of the thermal ion Larmor radius ρi.

Gyrokinetics is the reduction of the Fokker–Planck kinetic equation that rigorously handles electromagnetic fields whose fluctuations vary on spatial scales similar to ρi, but on timescales much slower than the gyro-frequency Ωi [6–8]. A multitude of computational tools have been developed to solve the nonlinear gyrokinetic equation [9–12]. These tools take as inputs the equilibrium magnetic field, density, and temperature profiles, and predict the ensuing turbulent fluctuations and the associated transport fluxes. By using experimentally-determined profiles and comparing the computed fluxes to experimentally-inferred fluxes (usually from power-balance calculations), and through more detailed comparisons of turbulence characteristics, the validity of the gyrokinetic approach can be verified [13]. This has been widely demonstrated [14–17].

However, due to the scarcity of computational resources, these matching exercises of necessity entail the use of simulations that neglect various parts of the complex physics of the experimental setup. It was discovered during one of these...
exercises, in which experiments on the Joint European Torus [18] were analysed, that effects from non-thermal minority ions had to be accounted for. Indeed, the predictions of the gyrokinetic codes in the absence of such ions suggested far greater transport than was observed [19]. This effect—the fast ion stabilization of ITG turbulence—is the subject of this paper.

This effect is important because the presence of energetic ions are essential to sustain fusion-relevant bulk temperatures. Two external heating methods are used to supply the plasma with high-energy ions: neutral beam injection (NBI) [20] and ion cyclotron resonance heating (ICRH) [21]. As well as the fast ions resulting from external heating, another class of fast ions, energetic alpha particles, are generated from the fusion reaction itself. In the future, it is anticipated that alpha particles will provide the majority of the heating, and thus, that the plasma will be energetically self-sustaining (i.e. a burning plasma). In the local gyrokinetic simulations used herein, the practical differences between these several classes of fast ions (as well as, of course, their mass and charge) are in their distribution in phase space.

As the main medium of heat injection, fast ions are a critical component of the fusion plasma and thus worthy of study in their own right. However, above and beyond this, it has been observed that a large fast ion population can improve the plasma confinement [22], leading to elevated core temperatures and/or densities. It has been shown in gyrokinetic simulations [19] that this effect is non-trivial. It is important to understand how and why this stabilization occurs, particularly when extrapolating to future net-power-producing fusion reactors, where alpha particles provide most of the heating. Although, like externally driven fast ions, alpha particles will contribute significantly to the plasma pressure in reactors, their density is very small \(n_a \lesssim 0.01n_e\) compared to NBI and ICRH ions. It is therefore not obvious that they will affect turbulence in a similar way.

Owing to the potentially profound implications of this and other effects of fast ions on microturbulence, there has been widespread study of the topic. Follow-up works [23, 24] further characterize the stabilization and examine cases both where it is weak and where it is strong. Other research has sought to determine which properties of the fast ions contribute most strongly to their effects; these properties are typically categorized as dilution (of the main ions), non-Maxwellian velocity space distributions, and electromagnetic effects. Tardini et al and Holland et al [25, 26] studied the effect that dilution has on suppressing ITG turbulence, with [27] presenting a reduced model for this effect (expanded further in this work). The active response of a hot Maxwellian impurity was investigated analytically [28] and in simulations [29]. The effects of non-Maxwellian fast ions on turbulence were initially studied using isotropic fast ion velocity-space distributions in [30] and was further generalized for anisotropic fast ions in [31]. The electromagnetic effects of fast ions consist a rich topic, primarily focused on the destabilization of Alfvén eigenmodes (AEs) and energetic particle modes (EPMs) [32, 33]. The theory of how electromagnetic fluctuations interact with ITG turbulence is continuing to be developed [34–39]. In the present work, an analytic model for the effect of fast ions on ITG turbulence (in contrast to modes which are driven by fast ions themselves) is presented.

We seek to explain the dominant mechanism for fast ion-induced stabilization of ITG turbulence from first principles, focusing on a case where the effect was very strong: discharge 73224 of the Joint European Torus (JET) [40]. The results of a comprehensive linear study are presented in section 2, in which it is examined to what extent the stabilization can be characterized as a change in the linear growth rate. Much about the phenomenon will be learned by doing this because it allows a wider variety of high-resolution simulations to be performed than would be unfeasible with nonlinear turbulence simulations. Then, in section 3, the basic problem is simplified further by approximating the fast ion distribution function in the energetic limit, which yields an approximate analytic solution to the gyrokinetic equation. With the most important elements distilled, this simplified model is inserted into Maxwell’s equations, in which an effective parameter model, applicable to linear and nonlinear simulations alike, makes itself evident. The electrostatic and electromagnetic effects are modelled respectively as effective modifications to the temperature ratio \(\tau = T_i/T_e\) and \(\beta_e = 8\pi n_e T_e/B^2\), parameters to which microturbulence is known to be sensitive. This model is then benchmarked against nonlinear gyrokinetic simulations and elaborated upon further.

2. Characterizing the effect of fast ions on the linear ITG mode

We begin by considering the simplified linear gyrokinetic system and ask whether, and how, the presence of fast ions affects the growth of unstable ITG modes that give rise to microturbulence. We accomplish this by analyzing a case in which their effect is particularly strong: JET discharge 73224 [19]. We will find that the presence of fast ions has a non-trivial effect on the ITG mode beyond their global effects on the plasma and their dilution of turbulence driven by the thermal ions. In this section many of the results and analyses presented are a summary of the more extended linear analysis expounded in [41].

When the fluctuations are small enough to treat linearly, ITG may cause the electromagnetic fields to grow exponentially. Thus we find, for example, that the fluctuating electric potential \(\phi \propto e^{-i\omega t}\), where \(\omega = \omega + i\gamma\), \(\omega\) is the frequency (by convention, positive for waves propagating in the ion diamagnetic direction), and \(\gamma\) (if positive) is the growth rate. In this section, we repeatedly calculate this growth rate because, although eventually the fields grow until the nonlinear interaction between modes competes with the linear physics [42] and the system reaches a saturated turbulent state, the linear growth rate has a direct impact on the strength of the saturated turbulence [43]. Indeed, it is often used for the estimation

\[\text{The ions which are approximately Maxwellian close to the electron temperature which make up most of the positive charge and drive the ITG mode will alternatively be referred to as ‘bulk’, ‘thermal’, or ‘main’ ions throughout this work.}\]
of saturated field amplitudes in reduced transport models [44, 45].

Now in order to study the ‘effect of fast ions on the linear growth rate’, it is necessary to somewhat artificially isolate particular effects because, without generating fast ions, the discharge would be fundamentally different. In other words, since fast ions are used to heat the plasma, drive the current, and act as a particle source, it is not immediately clear how to compare cases ‘with’ and ‘without’ fast ions. In this section, we define this comparison as being between a baseline case that includes fast ions and a hypothetical equivalent case in which fast ions do not participate in the turbulence, but in which global properties of the main ions and electrons are nevertheless the same, except for constraints imposed locally by the absence of fast ion charge.

To be effective at heating, the fast ion pressure ought to be comparable to the thermal pressure. Therefore an additional effect on the magnetic geometry is expected. Our observations indicate that fast ions have little effect on the flux surface shape, but have a non-trivial impact on the safety factor, magnetic shear, and Shafranov shift, which are all known to play a significant role in microturbulence. For more details on the effect of fast ions on the local ITG mode, the equilibrium plasma parameters, including the safety factor, magnetic shear, and flux surface shape, will remain fixed.

2.1. Gyrokinetic framework and baseline case

Apart from these global effects, there remains a nontrivial effect of fast ions on the ITG mode as manifest in local gyrokinetic simulations. The simulations presented in this work were performed with the Gs2 code [9, 46], which solves the gyrokinetic equation [6]:

\[
\frac{\partial h_s}{\partial t} + v_{ts} \cdot \nabla h_s + v_D \cdot \nabla h_s + v_t \cdot \nabla h_s - C [h_s] = \frac{Z_s e}{\Omega_s} \nabla \cdot \nabla F_0 + v_D \cdot \nabla F_0 - v_t \cdot \nabla F_0
\]

(1)

for the perturbed distribution function for several isotropic species \( s \): \( \delta f_s = Z_s e \phi \delta F_0 + h_s \). While we will focus on simulations of isotropic fast ions in this work, we will occasionally discuss the implications of anisotropy. In this case, the gyrokinetic equation is the same, but there is an additional contribution to \( \delta f_s \) from the possible \( \mu \)-dependence of \( F_0 \). The mass and charge of the species are \( m_s \) and \( Z_s e \) respectively. The fluctuating fields \( \phi \) and \( A \) (the vector magnetic potential) are represented by a scalar electromagnetic potential \( \chi \equiv \phi \times A / c \). The equilibrium distribution of species \( s \) is \( F_0 (E, \mu, \sigma) \), and \( h_s \) is the non-adiabatic part of the fluctuating distribution function which does not depend on gyro-phase \( \theta \). The equilibrium magnetic field has magnitude \( B \) and points in the direction of the unit vector \( B \equiv B / |B| \). The parallel velocity is defined as \( v_t = \sigma \sqrt{2 (E - \mu B (\theta)) / m_s} \), with energy \( E \), the exactly-conserved magnetic moment \( \mu \), and sign \( \sigma = \pm 1 \). For a Maxwellian species with a temperature \( T_e \), the thermal speed \( v_{ts} \equiv \sqrt{2 T_e / m_e} \), and for a non-Maxwellian species, this represents a characteristic speed defined using an effective temperature \( T_e^* \equiv -n_T \int (\partial F_0 / \partial E) d^3 \nu \) [1]. The characteristic Larmor radius is given by \( a \equiv \sqrt{\mu_b / \Omega_s} \), the tokamak minor radius \( a \) provides an approximate length scale on which the equilibrium and fluctuations parallel to the magnetic field vary, and \( \rho_a \equiv a / c \ll 1 \). The quantity \( \nu_0 \) is the magnetic drift velocity of the guiding center and \( v_\chi = (c / B) \times \nabla (\chi / B) \) includes the \( E \times B \) drift along with the drifts and streaming associated with the fluctuating magnetic field. The gyro-average at fixed guiding center \( R \) is denoted by \( \langle \phi \rangle_R = \int_0^{2\pi} \phi (r) d\theta / 2\pi \). For simplicity, gradients of equilibrium plasma flows are ignored and the equation is solved in the frame rotating with the plasma. A conservative linearized Fokker–Planck collision operator \( C \) [47, 48] is employed to model collisions of ions and electrons, and of each species with themselves (collisions between ions of different species are omitted).

Throughout this work, we will focus on JET discharge 73224 around the flux surface with a half-width of \( r = 0.375a \) (where \( a \) is the half-width of the last closed flux surface). The nominal parameters for this baseline case are based on those from [49] and are listed in tables A1 and A2.

The resolution for the linear simulations of this section are as follows: there are 58 grid points along the field line per poloidal turn (parametrized by poloidal angle \( \theta \)), and the parallel domain extends to \( \theta = \pm 22\pi \). The velocity space resolution is 36 grid points in energy and 46 in pitch angle. The time step is 0.03 \( d\nu_{\text{tr}} \), run until the complex frequency is converged to within a factor of \( 2 \times 10^{-4} \). There are two species of fast ions present in these simulations, each represented as a high-temperature Maxwellian. The local pressure gradient, used to rescale the local geometrical parameters according to the Miller prescription, is calculated consistently depending on the local fast ion pressure gradient.

Unless otherwise stated, all simulations include perpendicular magnetic fluctuations (\( A_k \)), with compressive fluctuations (\( \delta B_k \)) artificially disabled. This is justified by the relatively low \( \beta_e \), and by the growth rates shown in figure 1.
At a critical $\beta_z$, the kinetic ballooning mode (KBM) becomes unstable and the growth rate significantly increases. Only then is there a discernible difference when including $\delta B_\|$. As long as the mode is ITG-like, increasing $\beta_z$ is stabilizing and the fluctuations of $A_\parallel$ need to be considered. For a more detailed treatment on the effect of compressive fluctuations on ITG modes, see [38].

2.2. Fast ion-induced stabilization of the ITG mode: general observations

The effect of fast ions on the ITG mode growth rate and frequency in this case is shown in figure 2. The baseline case has both NBI fast deuterium and ICRH fast helium-3, with both types together consisting 20% of the positive charge. Then, the growth rates were recalculated for a case with the different types of fast ions removed. A significant increase in the ITG mode growth rate is observed, with a modest change in the frequency spectrum. Finally, both fast ions were removed to isolate and study their effect on the ITG mode and resulting growth rates were recalculated for a case with the different types together consisting 20% of the positive charge. Then, when results are thereby labelled, it means that fast ion fluctuations are not included in the gyrokinetic simulations, but their equilibrium effect on the plasma remains quasineutral:

$$\sum_s Z_s e n_s = 0. \quad (2)$$

When positively-charged impurities are included, $n_i \neq n_e$, and this means that the electromagnetic fields have proportionally less response to the bulk ions. Since the bulk thermal ions are responsible for the instability of the ITG mode, this can lead to a reduction in the vigor of the turbulence. This effect is known as dilution. For the same reason, dilution of the ions implies an enhancement of electron-driven microinstabilities, such as the trapped-electron mode [50] and the electron-temperature-gradient mode (ETG) [46]. In contrast to thermal high-Z impurities, which are known to stabilize ETG [51], the adiabatic response of singly-charged fast ions actually reduces $Z_{\text{eff}}^{(\text{ETG})} \equiv \sum_s Z_s^2 (n_i/n_e) (T_e/T_i)$ due to their high temperature. Taking the radial derivative of equation (2) gives:

$$\sum_s Z_s e \frac{\partial n_s}{\partial r} \equiv -\sum_s Z_s e \frac{n_s}{L_{\text{os}}} = 0. \quad (3)$$

In a local simulation, this provides a second independent constraint that must be satisfied. This represents dilution on neighboring flux surfaces, which influences the relationship between the electron and thermal ion density gradients. This also has a nontrivial effect on ITG turbulence and is included when we speak of ‘dilution’. When results are thereby labelled, it means that fast ion fluctuations are not included in the gyrokinetic simulations, but their equilibrium effect on the density of the bulk species and on the magnetic drift (through their contribution to $\delta B / \delta r$) are included. In other words, we keep the effects of $F_\|_{\text{eq}}$ and $\nabla F_\|_{\text{eq}}$, but not $\delta f_f$. Note that, in the high-energy limit (explored in section 3), this is equivalent to the adiabatic approximation, where $\delta f_f \approx h_f \approx 0$. In constructing artificial cases lacking fast ions (in order to isolate and study their effect on the ITG mode and resulting turbulence), there is a choice to be made regarding whether the electron or thermal ion density (and density gradients) are changed to maintain quasineutrality. Fusion products and energetic tails heated from the bulk ion population deplete the thermal ion population. On the other hand, the physical origin of injected and minority-heated fast ions are such that they are accompanied by excess electrons. The difference between these choices for the $k_y \rho_i = 0.57$ ITG mode is shown in figure 3. As can be seen, this choice happens to have a relatively small effect on our results, although this may not be true in general. In this section, we choose the convention that it is the electron properties that are changed.
alpha particles are considered NBI-like, but instead of being artificially injected, they are produced by the fusion reaction. Because the fusion source is a strong function of radius, the alpha particle density gradient is sharp. Now the fact that the two cases with fast ions differ from their respective ‘dilution only’ cases demonstrates that fast ions play a non-trivial role besides mere dilution. However, when both types are present, the (significant) kinetic effects of fast ions may cancel out and one can be left with the illusion that dilution is the dominant effect.

We saw from figure 4 that, relative to dilution, the NBI-like fast ions (strong density gradient) are destabilizing, while the ICRH-like fast ions (strong temperature gradient) are stabilizing. The parameter 
\[ \eta = T'(r)/n'(r) \]
for electrostatic (green circles) and electromagnetic (violet triangles) ITG simulations relative to electrostatic/electromagnetic dilution (dashed/solid black line, respectively) for case B0 of table A2 at \( k_T \rho_i = 0.57 \).

The effect of fast ions in local gyrokinetic turbulence simulations is often ascribed to electromagnetic effects. Here, some qualitative differences between different kinds of fast ions at different values of \( \beta_e \) are catalogued. This is complicated by the fact that \( \beta_e \) itself has its own electromagnetic stabilizing effect, and separating which changes to the growth rate are due to the electromagnetic stabilization and which are due to fast ions is not trivial. Therefore, scans in \( \beta_e \) for the growth rate of the \( k_T \rho_i = 0.57 \) mode, using several different fast ion parameters, are shown in figure 6. In all these cases, increasing \( \beta_e \) is stabilizing. However, increasing the
fast ion pressure gradient (either from the density gradient or the temperature gradient) does not universally decrease the ITG mode growth rate. In particular, note the case of NBI-like fast ions in figure 6(b) (a/\(\ell_{fJ} = 0\)) at low \(\beta_e\). Increasing \(a/\ell_{af}\) is actually net-destabilizing electrostatically. Dilution cases are not shown in figure 6, but these still have a lower growth rate than their corresponding high-\(a/\ell_{af}\) cases, and is approximately equivalent in the \(a/\ell_{af} = 0, a/\ell_{fT} = 0\) case, as expected. Therefore, the stabilization effect of fast ions and dilution itself is somewhat sensitive to \(\beta_e\) [53]. The perturbed fast ion parallel current is small, but the direct effect of fast ions on the electrostatic potential could couple to \(A_3\), causing the behavior shown in figure 6.

We have explored several potential explanations for the fast ion stabilization including: a modified linear growth rate, dilution of bulk ions, changes to magnetic geometry, and magnetic fluctuations. Although these explanations are physically motivated and in aggregate have a non-trivial effect, they are found lacking in describing the full order-of-magnitude stabilization observed in JET discharge 73224. A more fundamental treatment, valid in fully nonlinear turbulence, is thereby motivated. In the next section, a simplified model for the gyrokinetic equation, valid in the high-energy limit, will be derived and this will later be used to develop a reduced model to explain the qualitative effects presented in this section, in addition to the effect of fast ions in nonlinear simulations.

3. Reduced model for fast ion effect on microturbulence

In the previous section it was demonstrated that the effect of fast ions in stabilizing the ITG mode can go beyond dilution and depends on the details of the equilibrium fast ion phase space distribution. In this section, we examine the leading-order behavior of the gyrokinetic equation in the high-energy limit. This subsidiary expansion yields an analytic solution that applies rigorously to fast ions with a strong radial dependence. Then, this model for \(h_f\) is reduced further with additional assumptions based on the ITG mode structure. When this approximate distribution function is inserted into Maxwell’s equations, this leads to a physically-transparent effective parameter model. We then discuss this model and benchmark it against linear and nonlinear gyrokinetic simulations.

3.1. Energetic expansion of the gyrokinetic equation

In order to obtain a nonlinear model for the effects of fast ions, we will directly expand the gyrokinetic equation, making use of the high-energy nature of the fast ions. Indeed, it is common to perform such expansions for electrons, taking advantage of their small mass. Commonly-used models include: drift-kinetic [54–56], fluid [57, 58], bounce-averaged [59], or adiabatic electron model [60] models. The adiabatic electron model, for example, approximates their contribution to the field equations as proportional to the electrostatic potential. In this section, an analogous model, applicable to energetic ions, will be developed.

In the energetic limit of \(\epsilon \equiv v_{th}/v_{ef} \ll 1\), the gyrokinetic equation (1) reads:

\[
v_{hJ} \cdot \nabla h_f + v_D \cdot \nabla S = -v_{hJ} \cdot \nabla F_{ho}.
\]

In arriving at equation (4), ion-scale microturbulence is in mind so that the bulk ions are what set the temporal and spatial scales of the turbulent fluctuations so that \(\partial h_f/\partial t \sim \omega_{hJ}\) and \(|\nabla h_f| \sim h_f/\rho_i\). The \(\partial h_f/\partial t\) term, the nonlinear term, and the first term on the right hand side of equation (1) are smaller than the magnetic drift term by factors of \(\epsilon^{-2}\), \(\epsilon^{-3/2}\), and \(\epsilon^{-3}\), respectively. The radial gradients of the fast ion equilibrium are ordered to be strong such that \(|\nabla F_{ho}| \sim \mathcal{O}(\epsilon^{-3/2}F_{ho}/a)\). To leading order, only the magnetic drift term survives and we recover the adiabatic approximation: \(h_f \approx 0\), which is equivalent to ’dilution’ in this limit. To find nontrivial effects, we therefore wish to find a solution for \(h_f\) correct up to \(\mathcal{O}(\epsilon)\), which is why the other terms are retained in equation (4) even though they are formally smaller than the magnetic drift term by one power of \(\epsilon\).

As is customary, an eikonal representation is chosen for the fluctuations [61] so that \(\chi = \chi(\theta)e^{i\omega t}\), where \(\mathbf{b} \cdot \nabla S = 0\) and the ballooning angle \(\theta \in (-\infty, \infty)\) has been chosen as the coordinate along the magnetic field line. Hats will be dropped henceforth on \(h\) and \(\chi\) where there is no ambiguity. The perpendicular spatial dependence of the fluctuations is embedded in \(S\), which depends on the poloidal magnetic flux \(\psi\) (which labels the flux surface and is a useful ‘radial’ coordinate) and a field line label \(\alpha\) such that \(\mathbf{B} = \nabla \psi \times \nabla \alpha\). We perform a Fourier transform in the plane spanned by \(\nabla \psi\) and \(\nabla \alpha\) so that the gyroaverage is represented by the Bessel function \(J_0 \equiv J_0(k_0 v_{\perp J}/\Omega_i)\). Now equation (4) becomes:

\[
v_{\parallel J}(\mathbf{b} \cdot \nabla \theta) \frac{\partial h_f}{\partial \theta} + i(\mathbf{v}_D \cdot \nabla S) h_f = \frac{\partial S}{\partial \alpha} \frac{\partial F_{ho}}{\partial \psi} \chi S.
\]

This can be solved directly for \(h_f\). For the integrating factor, it will be convenient to define:

\[
\zeta(\theta) \equiv \int_{\theta_0}^{\theta} \frac{\omega_{hJ} d\theta'}{v_{\parallel J}(\mathbf{b} \cdot \nabla \theta')^2}.
\]
where $\omega_D(\theta) \equiv v_B \cdot \nabla S$. The primed variables denote which $\theta$ is the independent variable such that $\omega'_D \equiv \omega_D(\theta')$ (similarly for $v_B$, $b \cdot \nabla \theta$, $\epsilon$, $J_0$, and $z$). In equation (6), the lower limit of integration, $\theta_0$, is defined to be a point where $\omega_D$ vanishes such that $\theta_0 < \theta$ if $v'_|| > 0$, and $\theta_0 > \theta$ if $v'_|| < 0$. Equation (5) can then be rewritten as:

$$
\frac{\partial}{\partial \theta} (e^\epsilon h_f) = e^\epsilon \frac{\partial}{\partial \alpha} \frac{D_{\omega} F_{\psi}}{\partial v'_{\parallel}} J_{\omega} X \left[ \frac{1}{(b \cdot \nabla \theta)^2} \right] \frac{1}{v'_{\parallel}}. \tag{7}
$$

whose solution is:

$$
h_f = i^k \frac{\partial F_{\omega}}{\partial v'} \frac{D_{\alpha} F_{\psi}}{\partial \alpha} \int_{-\sigma_{\alpha,\infty}}^{\sigma_{\alpha,\infty}} J_{\omega} X \epsilon^{\epsilon'} \left( \frac{1}{(b \cdot \nabla \theta)^2} \right) \frac{d\theta'}{v'_{\parallel}}. \tag{8}
$$

This solution is largely inspired by that of [34] and can alternatively be derived directly therefrom with the appropriate approximations. The equilibrium distribution can be factored out because $F_{\omega} = F_{\psi}(E, \mu, \sigma_{\parallel})$ is not a function of $\theta$ in these coordinates. Equation (8) is the full solution of the gyrokinetic equation for fast ions correct to $O(v_B/v_f)$. It is a complete linear model in the sense that it is the furthest one can take the $\langle v_B/v_f \rangle$ expansion linearly; the formally next-largest term that would appear in equation (4) is the electromagnetic nonlinear term $- \langle v_B/B \rangle b \times \nabla \langle A_1 \rangle$. Without further analysis, we can read off one important implication of this solution for $h_f$: there is no zonal reponse of the fast ions. This follows from the fact that the zonal modes are defined as those without any $\alpha$ variation (in the context of gyrokinetic simulations, this is often written as $k_\parallel = 0$). Hence, for such modes $\partial S/\partial \alpha = 0$, and so $h_f / (s = 0) = 0$. Zonal flows (which arise from zonal fluctuations of $\phi$) are well known to be important in the nonlinear saturation of ITG turbulence. Our approximate solution shows that fast ions have no direct impact on the zonal fields. To demonstrate the robustness of this result, simulations have been performed in which $h_f (k_\parallel = 0) = 0$ is artificially enforced. There, no discernible difference in the nonlinear fluxes was found; see figure 8.

This result is not without consequence. The saturated level of turbulence is determined by a balance between ‘drive’ and zonal flows, which interact nonlinearly. Fast ions only directly affect the former and not the latter. Decreasing the drive will allow stronger zonal flows [53] and an overall damping of the turbulence: moreso than if all modes (including the zonal modes) were directly damped. A similar mechanism applies to an adiabatic electron response, which also vanishes for the zonal mode [60], and this makes turbulence remarkably sensitive to the ion-electron temperature ratio [62]. This is a possible explanation for the nonlinear enhancement of the fast ion stabilization. Zonal flows play an important role in the story, but it is precisely because fast ions do not have a zonal response.

3.2. Simplifying the model

The rigorous solution, equation (8), still retains too much physics to be a useful reduced model. We can make further approximations which allow us to write $h_f \propto \chi$. When moments of $h_f$ are thereby taken, the proportionality factors become response functions, which we will find very useful in interpreting the contribution of fast ions to the fluctuating electromagnetic fields.

Integrate equation (8) directly by parts to obtain the approximate solution:

$$
h_f = \frac{\epsilon}{\kappa} \frac{\partial F_{\omega}}{\partial v'} \int_{-\sigma_{\alpha,\infty}}^{\sigma_{\alpha,\infty}} J_{\omega} \chi \left[ \frac{1}{(b \cdot \nabla \theta)^2} \right] \frac{d\theta'}{v'_{\parallel}}. \tag{9}
$$

where the approximation is made because the second term is smaller by one power of $\epsilon$. A difficulty with this approximation is that $\omega_D$ vanishes at specific $\theta$ points. We thus need to assume that $\chi$ vanishes sufficiently rapidly away from $\theta = 0$ that the contributions from such resonances are negligible due to the smallness of $\chi$. This is referred to as the ‘strongly ballooning’ or ‘outboard mid-plane localization’ approximation. It is valid to the extent that the ITG mode structure peaks at the outboard midplane, which is typically the case. In practice, this is equivalent to approximating the integral $\int_{\omega_0 + \Delta \omega}^{\omega_0 + \omega_0} \approx \int_{\omega_0 + \Delta \omega}^{\omega_0 + \Delta \omega}$, stopping just short of the nearest resonance point $\theta_0$. Alternatively, the solution (9) could also be found by ignoring the (formally small) parallel streamlining term in equation (4), promoting $\nabla F_{\psi}$ by an additional order in $\epsilon$, and solving for $h_f$ algebraically.

The approximation in equation (9) is supported by the fact that it exhibits the correct energy dependence that we expect from the usual scalings of energetic particle transport in electrostatic and electromagnetic turbulence [30, 63–65]. The leading term in equation (9), which we will use for the fast ion response to fluctuating fields, does not contribute to the turbulent transport because it is in-phase with $\chi$. The correction from the second term results in a nontrivial phase factor, which does contribute to turbulent transport with the correct energy dependence.

3.3. Model fast ion response function

In this section, the model distribution function of the previous section is reduced further to remove the $\theta$ dependence, taking $\theta = 0$ as the only relevant location for $\omega_D$ and $J_0$. In this case, the $v'_{\|}$ moments of $h_f$ become related to numerical parameters $R_{\theta}$, which can be transparently interpreted in the gyrokinetic field equations.

First, consider the relevant Maxwell’s equations in the gyrokinetic limit: $\sum_j Z_j \delta n_j = 0$ (Poisson’s equation/quasi-neutrality) and $\nabla^2 A_1 = -4\pi / c \sum_j (\partial / \partial x_j) \delta j_e$ (the parallel component of Ampere’s law with $\delta j_e \equiv Z_e \int (\delta f_e) v_f d^3 v$ being the contribution of each species to the perturbed parallel current). Assume the plasma consists of a thermal ion species, electrons, and fast ions. Considering the low mass and high thermal speed of electrons, their contribution to the perturbed current dominates over the ions. At low $\beta_e$, the electron contribution to the perturbed charge density is approximately their adiabatic response to the electrostatic potential:
\[ \delta n_e = (n_e e / T_e) \left( \phi - \langle \phi \rangle_\psi \right), \] 
where \( \langle \cdot \rangle_\psi \) denotes the flux surface average. The field equations become:

\[ \begin{align*}
\phi & = \frac{Z_i^2 e^2 n_i}{T_i} + \frac{e^2 n_e}{T_e} + \frac{Z_f^2 e^2 n_f}{T_f^*} - n_e e^2 \frac{\langle \phi \rangle_\psi}{T_e} \\
& = Z_e \int J_0 h_i d^3v + Z_f e \int J_0 h_f d^3v.
\end{align*} \]

(10)

\[ c^2 k^2 / 4\pi A_{\parallel} = -e \int J_0 h_e v_{\parallel} d^3v + Z_e \int J_0 h_f v_{\parallel} d^3v. \]

(11)

In equation (11), it was assumed that the thermal ion contribution to the parallel current is small compared to that of the electrons or the fast ions. Equation (11) is not inconsistent with employing the adiabatic electron approximation in equation (10). This is because the leading adiabatic behavior of electrons, even if dominant at low \( \beta_f \), does not contribute to the parallel current, while non-adiabatic corrections do contribute. With singly-charged bulk thermal ions and a temperature ratio \( \tau \equiv T_i / T_e \), the non-zonal components of quasineutrality (we have already established that the zonal fast ion contribution is negligible) can be written:

\[ \phi \left( \frac{n_i}{n_e} + \tau + Z_i^2 n_i / n_e T_i \right) = \frac{T_i}{e n_e} \left[ \int J_0 h_i d^3v + Z_f \int J_0 h_f d^3v \right]. \]

(12)

To capture the gyrokinetic effect of fast ions in response to the fluctuating fields, let us define the response functions:

\[ R_{\phi, \parallel} = Z_i^2 c T_i / e n_e \omega_{DB} \int \frac{v_{\parallel}}{v_0} \left[ \int \frac{1}{\omega_0} \frac{F_{\phi, \parallel}}{\partial \psi} \frac{k_{||} v_{\perp}^2}{\Omega_0} \right] d^3v, \]

(13)

where \( \omega_{DB} \equiv \omega_B(\theta = 0) \) (similarly, \( k_{\perp,0} \) and \( \Omega_0 \) take their values at \( \theta = 0 \)). Here, the mid-plane localization assumption of the previous section was taken further to assume that \( v_0 \) takes its values at the outboard midplane. This assumption is also applied to \( v_{\parallel}, b \cdot \nabla \theta \), and \( \Omega_f \), which is equivalent to taking the large aspect ratio approximation and ignoring trapped particle effects. Up until now, the magnetic geometry and equilibrium fast ion distribution are general. However, for the sake of straightforward parametrization, let us make the further assumptions of circular geometry and Maxwellian fast ions:

\[ R_{\phi, \parallel} \approx \frac{Z_i^2 c T_i / n_e}{T_f / n_f} F_{\phi, \parallel} \int \frac{v_{\parallel}}{v_0} \left[ \frac{1 + \eta_f (v / v_0)^2 - (3/2)}{v_0} \right] \frac{k_{\perp} v_{\perp}^2}{\Omega_0} \frac{e^{-v_{\perp}^2 / \rho^2}}{\pi^{3/2} v_0^2} d^3v. \]

(14)

This is the form of the response function that will be used henceforth. Note that \( R_{\phi, \parallel} \) vanishes by odd symmetry in \( v_{\parallel} \) when \( F_{\phi, \parallel} \) is isotropic. This symmetry is important for the model that follows because the latter depends on the fast ions not coupling the electrostatic and electromagnetic field equations (this coupling is precisely \( R_{\phi, \parallel} \)). Even if this symmetry is violated, one could still argue that the fast ion current is small (which removes their relevance in Ampere’s law) and, when \( \beta_f \) is small, \( v_{\parallel} A_{\parallel} / c \ll \phi \), which means that the prefactor on \( R_{\phi, \parallel} \) is small in quasineutrality, equation (10).

The response functions \( R_{\phi, \parallel} \) and \( R_{\phi, \perp} \) are shown in figure 7. Note that \( k_{\parallel,0} \) and \( \eta_f \) consist the only nontrivial parameter dependency of the response functions; all other parameters appear as prefactors in equation (14). When \( |R_{\phi, \parallel}| \ll 1 \), this means that dilution is the dominant electrostatic fast ion effect by definition. This allows us to make an important conclusion for alpha particles: unless accompanied by an unphysically strong radial gradient, the prefactor of \( n_f / T_f \) in equation (14) makes the electromagnetic kinetic response of alpha particles very weak, in agreement with the results of [30]. We will find that the electromagnetic response \( R_{\phi, \parallel} \) has a relatively weak effect at thermal ion scales, even though it comes with an additional prefactor of \( T_f / T_i \).

3.4. Effective parameter model

Having derived a simple fast ion response function in equation (14), we proceed to interpret it in the context of the gyrokinetic field equations. This is done by generalizing the model presented in [27] in a way that goes beyond dilution and electrostatic turbulence.

Consider that \( h_i \) is proportional to \( n_e \) but otherwise does not depend on the equilibrium ion density, except through the calculation of \( \phi \) in equation (12). After multiplying equation (12) by \( n_f / n_i \), it is seen that the same \( \phi \) is ensured to be calculated from \( h_i \) for all cases where the quantity \( \left[ (n_i / n_e) + \tau + Z_i^2 (n_i / n_f) + (T_i / T_f) \right] - R_{\phi, \parallel} \) is constant. Equate this quantity to a case without fast ions where \( n_i = n_e \), but with an artificially defined \( \tau_{\phi, \parallel} \). This defines an effective temperature ratio which mimics effect of fast ions on microturbulence:

\[ \tau_{\phi, \parallel} = \frac{n_e}{n_i} \left( \frac{T_i}{T_e} + Z_i^2 \frac{n_i}{n_e} \frac{T_i}{T_f} - R_{\phi, \parallel} \right). \]

(15)

This is a generalization of the dilution model presented in [27], which did not include the kinetic effect of fast ions.
approximated by \( R_{0f} \). It is also analogous to the \( \tau \) parametrization used in [51] for impurities in ETG. A similar calculation can be performed with the parallel component of Ampere’s law, equation (11), which is rearranged thusly:

\[
\frac{v_s e}{c^2} A_i \left[ \frac{1}{2\beta_e} \frac{T_i}{T_e} k_i^2 \rho_i^2 + R_{0f} \right] = -e \int J_{0f} h_{e} v_{|i|} \, d^3v. \tag{16}
\]

By similar arguments, the same \( A_i \) will be calculated given an electron \( h_e \) if and only if the bracketed factor is constant. This suggests an effective beta to mimic the electromagnetic response of fast ions:

\[
\beta_{\text{eff}} = \beta_e \left( 1 + 2\beta_e \frac{T_i}{T_e} \frac{R_{0f}}{k_i^2 \rho_i^2} \right)^{-1} \tag{17}
\]

The dimensionless response functions \( R_{0f} \) and \( R_{0f} \) are both of order unity. However, when \( \beta_e \) is small, fast ions have little electromagnetic effect except the part of the spectrum where \( k_i \rho_i \ll 1 \). Furthermore, note that dilution could also have an electromagnetic effect in equation (17). This happens when the electron density, and thereby \( \beta_e \), changes to maintain quasi neutrality in the presence of fast ions (as was done in section 2).

It is stressed that nowhere in this derivation was it assumed that the bulk plasma responds linearly to \( \chi \), only that the fast ions do. This is justified from the high-energy expansion of the gyrokinetic equation. Therefore, the \( \beta_{\text{eff}} \) model is expected to be valid in fully nonlinear turbulence, and is not strictly a linear model. In cases where the fast ions are not energetic enough to take such an expansion seriously, the only recourse is to perform the fully nonlinear multi-species electromagnetic gyrokinetic simulations. The ‘brisk ions’ must then be treated as a low-charge nearly-thermal impurity whose behavior is as difficult to predict as the bulk ions. But here we conclude that fast ions, to the extent that they can be classified as such, obey such an expansion and make the reduced model presented here a useful one for investigating their effect on microturbulence. We now compare this model against gyrokinetic simulations.

3.5. Benchmarking the reduced model

With the same basic plasma parameters as in section 2, \( csz \) simulations were performed to calculate the steady-state bulk ion heat flux. In this section, ions are used to balance quasineutrality. Therefore, in these cases, \( a/L_{\text{eff}} = 0.422 \), and \( L_{\text{eff}} \) is determined from equation (3). This is done to be consistent with the existing results in the literature and to avoid direct changes to \( \beta_e \). The various cases presented in this section are tabulated in appendix A. For nonlinear simulations, the spectral range in the perpendicular direction goes up to \( k_{\|} \rho_i = 2.1 \) with \( k_{\perp, \min} \rho_i = 0.1 \), and similarly for \( k_i \).

Along the field line, there are \( N_x = 30 \) grid points in each poloidal turn (of which there are 7 given the \( k_i \) resolution) of the irrational flux surface. The velocity space resolution is \( N_v = N_x = 18 \times 32 \). The timestep is conservatively kept below the CFL condition [66], and time averages are consistently performed to be the last 60% of the simulation: typically averaging over a period of about 300–500 \( a/v_{ti} \) units. For linear simulations, we examine the \( k_{\|} \rho_i = 0.4 \), \( k_{\perp} = 0 \) mode, and this is the mode for which we calculate \( \tau_{\text{eff}} \) corresponding to the nonlinear cases.

Figure 8(a) shows the time-trace of the bulk ion heat flux \( q_i \) for two different simulations: the baseline case that includes fast ions and has a heat flux that approximately matches the experimental power balance, and a case with the NBI and ICRH fast ions removed. The variation of the steady-state heat flux as the thermal ion temperature gradient changes is shown in figure 8(b). From there, one can see that, along with a change in the critical gradient, there is also a strong reduction in the slope. Also shown is another example with fast ions, but here magnetic fluctuations were removed from the simulation. This shows that electromagnetic fluctuations are clearly stabilizing in their own right. Also shown
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in figure 8(b) is the steady-state heat flux for a case with fast ions, but with their zonal component (\( h_f (k_y = 0) \)) artificially nullified. The fact that this case is nearly indistinguishable from the standard case implies that the fast ions have negligible direct effect on the zonal flows, as discussed in section 3.1.

We wish to use the \( \tau_{\text{eff}} \) model of equation (15) to estimate the expected strength of the fast ion stabilization. To this end, we consult an empirical scaling for the bulk ion heat diffusivity: \( \chi_i \propto \tau^{-3} \) [62]. Although it has not been derived from first principles, we can use this scaling as a useful indication for the approximate strength of fast ion stabilization based on \( \tau_{\text{eff}} \). Furthermore, the presence of a carbon impurity in this case interferes with the direct calculation of \( \tau_{\text{eff}} \) (see section 3.6). Nevertheless, for the parameters of JET discharge 73224, one obtains \( \tau_{\text{eff}} = 2.9 \). If the empirical scaling is to be taken seriously, this implies an even stronger stabilization than observed in figure 8. This indicates that the strong stabilization observed in some cases can be at least qualitatively described by the simplified model presented here. In light of this analysis, the sensitivity of microturbulence to the presence of fast ions is no mystery. In fact, the model is over-sensitive compared to simulation.

The \( \tau_{\text{eff}} \) model is further benchmarked with a collection of additional linear and nonlinear simulations. These cases have the same baseline parameters as those before (tabulated in table A1), but with no carbon impurity and simplified fast ion parameters (table A3). The red circles in figure 9(a) represent the ITG mode growth rate at \( k_y \rho_i = 0.4 \) with kinetic electrons and an adjusted ion temperature, but no fast ions are present, even via dilution. The simulations with fast ions include either ‘ICRH-like’ (\( aL_{\text{eff}} = 0, aL_{\text{Tf}} = 5 \)), or ‘NBI-like’ (\( aL_{\text{eff}} = 5, aL_{\text{Tf}} = 0 \)), each with a nominal density of \( n_f = 0.15n_e \) and \( T_f = 10T_e \). The cases NBI2 and ICRH2 each have \( n_f = 0.2n_e \) instead. Another case is ‘alpha-like’, which have \( aL_{\text{eff}} = 4.5, aL_{\text{Tf}} = 0.5, n_f = 0.0075n_e, \( Z_f = 2, m_f = 2m_e \), and \( T_f = 200T_e \). The case ‘BothFI’ has two different fast ions species each at half density (\( n_f = 0.075 \)) with the respective gradient length scales and temperatures listed above. For these cases with fast ions, \( \tau_{\text{eff}} \) was calculated at the \( k_y \rho_i = 0.4 \) according to equation (15) and plotted accordingly on the horizontal axis. In most cases, the bulk plasma gradients and magnetic geometry were held fixed, despite changes in the fast ion parameters. The exception to this are the hollow boxes, in which the ion density gradient was changed consistently with the presence of NBI-like fast ions. Figure 9(b) shows the steady-state ion heat flux from the corresponding nonlinear simulations.

The fidelity of the \( \tau_{\text{eff}} \) model is indicated by the proximity of the blue squares to the red circles in figure 9. The growth rates show excellent agreement, while the nonlinear heat flux captures the general trend. For the nonlinear ICRH-like cases, the \( \tau_{\text{eff}} \) model significantly over-predicts the impact of fast ions. One explanation is that these cases are on the verge of being dominated by a fast ion-driven mode, possibly a fast ion-driven ITG mode. This is made clear when the fast ion temperature is increased to \( T_f = 15T_e \) and \( 20T_e \). For these modified cases, agreement with the \( \tau_{\text{eff}} \) model is much better, but they are not shown in figure 9 because it is not longer thermal-ITG and the agreement is likely coincidental. Another possible contribution to the \( \tau_{\text{eff}} \) model’s under-prediction of the heat flux is that it makes use of the adiabatic electron model in the electrostatic field equation, while the simulations in figure 9 included kinetic electrons. Furthermore, \( \tau_{\text{eff}} \) depends on \( k_{\perp} \rho_i \), so in nonlinear simulations, we must choose a single representative mode number if we wish to specify a single \( \tau_{\text{eff}} \) parameter.

A prediction of the model that matches particularly well with nonlinear electromagnetic gyrokinetic simulations is that alpha particle fluctuations play little role in stabilizing ITG turbulence. The Maxwellian alpha-particle-like species shown in figure 9 affect the bulk ion heat flux by only about 6%. This can be explained in the \( \tau_{\text{eff}} \) model by the large temperature and small density of these species. Note that high temperature, like those of alpha particles, is exactly where we expect the model to be most accurate. From equation (14), one can see that \( R_{\text{eff}} \to 0 \) as \( T_f / T_i \to \infty \), which means that dilution is the
dominant effect of such fast ions. Even the electromagnetic response is small for this case: \( \beta_{\text{eff}} \approx 1.014 \beta_e \). As demonstrated for the electrostatic case in [30], even accounting for the non-Maxwellian nature of alpha particles has little effect on ITG-driven turbulence. We have neglected the changes on the magnetic geometry caused by the alpha particle pressure gradient. While this is known to have a significant impact on microturbulence, it is beyond the scope of the phenomenon we attempt to isolate in this work.

Surprisingly, in none of the cases shown in figure 9 does \( \beta_{\text{eff}} \) depart by more than about 15% from \( \beta_e \). This is evident from equation (17) since \( R_{2f} \), if of order unity, but \( k_1 \rho_i \approx 1 \) and \( \beta_e \ll 1 \). Since fast ions can play a key role in driving electromagnetic modes unstable, one would expect their influence on the ITG mode to be associated with the \( \beta_e \) stabilization. Indeed, low \( k_1 \rho_i \), is relevant for Alfvén eigenmodes and energetic particle modes, and is where one might see a significant electromagnetic effect from fast ions. Therefore, according to the first-principles linear model, at ITG-relevant mode numbers, the effect of fast ions is mostly through their contribution to the electrostatic field equation. Their contribution to the electromagnetic field equation is precisely the perturbed fast ion current, which is small compared to that of electrons for the cases studied here. However, this does not rule out, for example, an indirect effect of \( \tau \) or \( \tau_{\text{eff}} \) on the magnetic fluctuations. Furthermore, if the electron density were increased to maintain quasineutrality (as opposed to decreasing the ion density as was the convention followed in this section), this has a direct change on \( \beta_e \), which can have its own significant effect on the turbulence.

The threshold for stabilization relative to dilution is determined by the sign of \( \frac{d}{d \Omega} \). One can obtain an analytic estimate by taking the \( k_1 \rho_f \rightarrow 0 \) limit in approximating the Bessel function in equation (14). In this case, one obtains a threshold \( \eta_f = 1 \). As \( k_1 \rho_f \) becomes finite and large (as is appropriate for fast ions in thermal ion-scale turbulence), this threshold can be estimated from numerical calculation of the integral in equation (14) (note that all other parameters are multiplicative factors and the threshold only depends on \( k_1 \rho_f \)). See figure 10 for these calculations. At high \( k_1 \rho_f \), the threshold approaches \( \eta_f \approx 0.70 \). This is in excellent agreement with figure 5, in which the observed threshold was close to but less than \( \eta_f = 1 \).

3.6. Limitations of the reduced model

Many assumptions were made on the way to writing equations (15) and (17) that it is worth considering what has been lost.

One can see from figure 9 that the model does poorly in predicting the results of simulations with a relatively large concentration of NBI-like fast ions (the hollow black boxes). The reason for this is because they have a strong density gradient (such that \( \nabla n_f \sim \nabla n_i \)) and thereby have an effect on the density gradients of the bulk plasma via dilution. Note that the effect of local dilution is included in equation (15), but that on neighboring flux surfaces is not included even in principle. To show that this is responsible for the disagreement, other simulations were run where the ion density gradient was not changed, and these cases are also presented in figure 9 (labelled as ‘NBI’ and ‘More NBI’), and there the model performs much better. Unfortunately for the model, it appears that the fast ion-induced change in \( L_{\text{neq}} \) is the dominant stabilization effect of NBI-like fast ions. Although progress is being made [67], the general theory of how turbulence scales with the density gradient, especially when that of the ions and electrons differ, is not generally known. Note that this does not jeopardize the applicability of the model to alpha particles. Even though the alpha particle gradient scale length is short, their densities are so small that \( |\nabla n_{\alpha}| \ll |\nabla n_i| \) and the overall effect of dilution is weak.

In order to derive equation (15), we had to ignore other impurities, such as thermal carbon or tungsten. These are known to have an impact on turbulence [51, 68–70], but their response to ion-scale turbulent fields is not even approximately linear. Therefore, their contribution to equation (12) is difficult to predict a priori. The simulations shown in figure 9 did not have such an impurity, although the simulations in figure 8 did, consistent with the experiment.

While it is undisputed that electromagnetic fluctuations alone can have a strong effect on ITG turbulence, the reduced model presented here indicates that the fast ions play little role in this phenomenon (due to the small contribution of the fast ion current relative to that of electrons). Nevertheless, fast ions are known to destabilize Alfvén eigenmodes [32] and geodesic acoustic modes [71], and it is conceivable that this could play a role in interacting with microturbulence [36]. Garcia et al [24] studied such a case where beta-induced Alfvén eigenmodes co-existed with, and had a nontrivial effect on, ITG turbulence. The \( \tau_{\text{eff}} \) and \( \beta_{\text{eff}} \) models are not expected to capture the effects of modes that are driven unstable by fast ions, only their approximate effect on thermal ion-driven modes.

4. Conclusion

This work presented a reduced model, derived analytically from first principles, for the effect of fast ions on ITG and
other forms of ion-scale turbulence. This model is based on the high-energy limit of the gyrokinetic equation and on the ballooning structure of the ITG mode, and provides physical insight into the sensitivity of microturbulence to the presence of fast ions. Several important linear and nonlinear results were presented, which highlighted the differences between different classes of fast ions as they affect ITG turbulence. It was found that fast ions with strong density gradients are less stabilizing than those with relatively large temperature gradients, all else being equal. The chief stabilizing effect of the former is dilution of the thermal ions, an effect which is tempered by the destabilizing kinetic response of these ‘NBI-like’ ions. Fusion-produced alpha particles in burning plasmas fall into this category, and their effect was found to be small, owing to their low density and high energy. The strong stabilization observed with ‘ICRH-like’ fast ions can be explained in light of the sensitivity of microturbulence to the thermal ion-electron temperature ratio, which acts as a proxy for the contribution of fast ions to Maxwell’s equations even in cases when this contribution is not trivial.

To reliably predict the effect of fast ions when the separation of energy is not as extreme as it is for alpha particles, multi-species nonlinear gyrokinetic simulations are required. Nevertheless, the theory presented here provides a useful estimate for the baseline effect, to which more sophisticated physics can later be added. Ideas for expanding this model include predicting the impact of: thermal impurities, changes in energetic particle-driven modes.
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## Appendix A. Simulation parameters

Table A1 lists the local geometrical parameters used for all the simulations in this work. These consist of the local geometric parameters, the thermal temperature gradients, and the Carbon properties (when present). These values do not change among all the different iterations in this work, except when explicitly scanned upon (such as, for example, the scan in $aL_{Te}$ in figure 3).

Table A2 shows the fast ion parameters, along with the effects they may or may not have on the bulk plasma (depending on the specific case being studied—some are intentionally left non-quasineutral for demonstration purposes). These are the cases used for the linear simulations in section 2, while the nonlinear results for cases B0 and BXi are shown in figure 8. Case B0 is considered the ‘baseline’ case of this work and, along with table A1 is based on the parameters reported in [49].

Finally, in table A3, we tabulate the parameters used in the simulations shown in figure 9. This case is a simplified version of case B0, with simplified fast ions gradients and no carbon impurity. For most cases, the bulk plasma gradients were held fixed, except for the ‘Alphas’ case, and cases QN1 and QN2, where $aL_{ni}$ was adjusted for quasineutrality.

### Table A1. List of local parameters used for JET discharge 73224, based on [49].

| Parameter | Symbol | Value |
|-----------|--------|-------|
| Flux surface half-width | $r$ | 0.375 a |
| Major radius | $R$ | 3.12 a |
| Therm./mag. pressure ratio | $β_r$ | 0.0033 |
| Safety factor | $q$ | 1.74 |
| Magnetic shear | $S ≡ (r/q) ∂q/∂r$ | 0.523 |
| Flux surface elongation | $κ$ | 1.26 |
| Elongation gradient | $ακ$ | 0.105 |
| Flux surface triangularity | $δ$ | 0.03 |
| Triangularity gradient | $aδ'$ | 0.0027 |
| Radial change in Shafranov shift | $Δ'$ | –0.14 |
| Ion temperature length scale | $aL_{Ni}$ | 3.56 |
| Electron temperature length scale | $aL_{Te}$ | 2.23 |
| Impurity concentration | $n_C/n_i$ | 0.039 |
| Impurity density length scale | $aL_{oci}$ | 0.422 |
| Impurity temperature length scale | $aL_{Te}$ | 3.56 |
Table A2. The plasma species parameters used for the various cases in section 2. Carbon has the same temperature and temperature gradient as the bulk ions, \( n_i = 0.039 n_e \), \( a L_{\text{ax}} = 0.422 \), and \( T_C = T_e = T_i \). In general, ion density and density gradients were held fixed, except for case BXi.

| Case | \( n_i/n_e \) | \( a L_{\text{ax}} \) | \( a L_{\text{ai}} \) | \( Z_1 \lambda T_1/n_i \) | \( T_1/T_e \) | \( a L_{\text{aj}1} \) | \( a L_{\text{aj}2} \) | \( Z_2 \lambda T_2/n_i \) | \( T_2/T_e \) | \( a L_{\text{aj}1} \) | \( a L_{\text{aj}2} \) |
|------|---------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| B0   | 0.65          | 0.422           | 0.093           | 9.8             | 4.72            | 1.03            | 0.216           | 6.9             | 0.503           | 7.406           |
| BXe  | 0.81          | 0.085           | 0.06            | —               | —               | —               | —               | —               | —               | —               | —               |
| BXi  | 0.85          | 0.422           | 0.422           | 9.8             | 4.72            | 1.03            | 0.216           | 6.9             | 0.503           | 7.406           |
| BD   | 0.65          | 0.422           | 0.006           | 9.8             | 4.72            | 1.03            | 0.216           | 6.9             | 0.503           | 7.406           |
| BN   | 0.75          | 0.408           | 0.093           | 9.8             | 4.72            | 1.03            | 0.216           | 6.9             | 0.503           | 7.406           |
| BN0  | 0.65          | 0.428           | 0.093           | 9.8             | 6.0             | 0.075           | 0.216           | 6.9             | 0.0             | 7.406           |
| BI   | 0.69          | 0.147           | 0.068           | 9.8             | 0.0             | 0.0             | 0.216           | 6.9             | 0.503           | 7.406           |
| BID  | 0.94          | 0.147           | 0.093           | 9.8             | 0.0             | 0.0             | 0.216           | 6.9             | 0.0             | 7.406           |
| B10  | 0.65          | 0.068           | 0.093           | 9.8             | 0.0             | 0.0             | 0.216           | 6.9             | 0.0             | 4.0             |

Table A3. The plasma species parameters used for the nonlinear cases in section 3. There are no thermal impurities in these simulations. Electron properties were held fixed for these cases: \( T_i/T_e = 1 \) and \( a L_{\text{ax}} = 0.422 \). All fast ions are singly-charged deuterium except for the ‘Alphas’ case. Labels correspond to those in figure 9.

| Label | \( n_i/n_e \) | \( a L_{\text{ax}} \) | \( n_f/n_e \) | \( T_f/T_e \) | \( a L_{\text{aj}1} \) | \( a L_{\text{aj}2} \) | \( n_i/n_e \) | \( T_i/T_e \) | \( a L_{\text{ax}} \) | \( a L_{\text{ai}} \) |
|-------|---------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| NoFi  | 1.0           | 0.422           | —               | —               | —               | —               | —               | —               | —               | —               |
| Dilution | 0.85        | 0.422           | —               | —               | —               | —               | —               | —               | —               | —               |
| Alphas | 0.985        | 0.360           | 0.015           | 200.0           | 4.5             | 0.5             | 0.216           | 6.9             | 0.503           | 7.406           |
| BothFI | 0.85         | 0.422           | 0.075           | 10.0            | 5.0             | 0.075           | 0.216           | 6.9             | 0.0             | 7.406           |
| ICRH1 | 0.85         | 0.422           | —               | —               | —               | —               | 0.15            | 10.0            | 0.0             | 7.406           |
| ICRH2 | 0.85         | 0.422           | —               | —               | —               | —               | 0.2             | 10.0            | 0.0             | 7.406           |
| NBI   | 0.85         | 0.422           | 0.15            | 10.0            | 5.0             | 0.0             | —               | —               | —               | —               |
| NBI2  | 0.85         | 0.422           | 0.2             | 10.0            | 5.0             | 0.0             | —               | —               | —               | —               |
| QN1   | 0.85         | −0.386          | 0.15            | 10.0            | 5.0             | 0.0             | 0.216           | 6.9             | 0.503           | 7.406           |
| QN2   | 0.85         | −0.386          | 0.2             | 10.0            | 5.0             | 0.0             | 0.216           | 6.9             | 0.503           | 7.406           |
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