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Abstract: In increasingly digitized working and living environments, human-robot collaboration is growing fast with human trust toward robotic collaboration as a key factor for the innovative teamwork to succeed. This article explores the impact of design factors of the robotic interface (anthropomorphic vs functional) and usage context (production vs care) on human–robot trust and attributions. The results of a scenario-based survey with N = 228 participants showed a higher willingness to collaborate with production robots compared to care. Context and design influenced the trust attributed to the robots: robots with a technical appearance in production were trusted more than anthropomorphic robots or robots in the care context. The evaluation of attributions by means of a semantic differential showed that differences in robot design were less pronounced for the production context in comparison to the care context. In the latter, anthropomorphic robots were associated with positive attributes. The results contribute to a better understanding of the complex nature of trust in automation and can be used to identify and shape use case-specific risk perceptions as well as perceived opportunities to interacting with collaborative robots. Findings of this study are pertinent to research (e.g., experts in human–robot interaction) and industry, with special regard given to the technical development and design.
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1 Introduction

Responding to global trends, human-robot collaboration (HRC) is on the rise in many areas [1]. Especially areas which are affected by demographic change on the one hand and digitization on the other, as health care and production. In an aging society where there are fewer working citizens and more people in need of care [2] while, at the same time, innovative advances in automated technology become a tangible experience [3], the use of autonomous robots provides relieving assistance for future working and living environments [4].

Today, collaborative robots are already an integral and essential part of manufacturing industries where, for example, routine tasks in assembly lines are automated using robots under human supervision and control [5]. Next to gains in efficiency and effectiveness, robot roles and responsibilities include the execution of strenuous, risky, and dangerous tasks, such as handling heavy, toxic, or dangerous objects, to increase safety and enhance human labor [6]. Considering advanced HRC, humans and robots interact in close physical proximity by sharing their workspace [6]. This particularly applies to health care where robots can be used for daily nursing services (e.g., cleaning, feeding, and bathing), physical and cognitive coaching (e.g., physiotherapy or memory training), as well as psychological and social caregiving (e.g., communication and conversation to prevent loneliness in old age) [7].

Automation, however, may lead to risk perceptions among users due to several reasons, such as lacking experience [8], technology misuse [9], media priming [10], or the fear of innovation [11]. Also, especially in fragile usage contexts, as e.g., health care, the idea of being cared for by autonomous robots can, under some circumstances, be incompatible with the requirements of a human and human care which roots in a deep bond between caregiver and patient [12]. In this context, trust is a key factor for the development of users’ acceptance toward automated technology and crucial for users’ decisions to accept and use or reject a technology [12,13].
Previous studies on trust evolving and moderating factors are manifold (see, for example, \cite{8,14–17}), including the development of measurement scales to assess trust in automation. Yagoda and Gillan \cite{18} provided a tool specially tailored to the many facets of human–robot interaction (HRI) relevant to trust (e.g., context, task, and system), particularly suitable for empirical-experimental research to measure trust in human interaction with an automated robotic system. However, trust is often measured using Likert scales, leaving out other valuable instruments useful for a deep understanding and measurement of individual perceptions and mental models, such as semantic differentials which we have therefore included in this study.

Robot design and appearance has been revealed as a decisive factor for trust across different research settings, usage contexts, and user needs. Special research focus was given to anthropomorphism, meaning that the design of a robot, its physical form, but also its behavior, and the way it interacts mimics humans \cite{19,20}. To examine the influence of anthropomorphism on peoples' attitudes and trust toward robots, embodiment was manipulated and evaluated in regard to acceptance, including humanlike (anthropomorphic), zoomorphic, caricatured, and functional designs \cite{21}. In general, robot appearance (from anthropomorphic to functional) influenced users' likeability and empathy: less human looking robots were less liked and users' empathy was stronger toward anthropomorphic robots \cite{22,23}. Further studies revealed that anthropomorphic design features (e.g., facial expression, gestures, communication) increased humans' trust and intention to use robots \cite{24,25}.

Particularly in social use cases, robot appearance seems to be important. Regarding care, Stuck and Rogers \cite{26} found that older adults consider robot materials and clothing as trust indicators, presumably due to increased body contact during nursing. They further identified context-specific trust dimensions and features, such as easy handling and gentleness as a preferred robot characteristic \cite{26}. Interestingly, using a robot in health care is not a clear-cut “yes” or “no” decision \cite{12}. In a study, in which the participants were asked for which specific care situations they would prefer human vs robotic care, situations were identified in which humans were preferred (e.g., giving medication, spoon-feeding), but also care situations in which the care robot was selected as the care authority (e.g., putting someone to bed, helping someone to visit the toilet). Apparently, it is not only the context per se which shapes the acceptance of robotic support but also the specific function for which the robotic care is applied for \cite{12}. To realize personalized robotic care, Portugal et al. \cite{27} developed a mobile service robot with flexible function adaptive to (changing) user needs. The robot design considered size, shape, color, and acoustics to enable multimodal services for advanced HRI, including facial expressions for robotic emotional interaction \cite{27}. The robot was perceived more machine-like than human-like, which did not limit its acceptance but was subject to the demand for additional design elements (e.g., arms) \cite{27}, which altogether emphasizes the relevance of the functional and at the same time visual robot design.

In other contextual settings (organizational group work, for example), trust depended on environmental and situational factors (e.g., team collaboration and task type) \cite{15}. These findings indicate a strong impact of the concrete application and usage context on users’ perception and evaluation of HRC. However, most studies have primarily focused on single applications and usage contexts. Research that compares trust perceptions toward robots across different contexts and domains to identify key predictors is still rare and so far limited to other application fields, such as smart home and autonomous driving \cite{28}. The present research connects to this research gap.

### 2 Questions addressed and logic of the empirical approach

The aim of this study was to derive scientifically based conclusions, with regard to robot design and behavior, for the development of use case-specific robots in order to increase peoples’ trust and the willingness to use robots in different contexts.

Our research addresses the user-centered evaluation of autonomous robots, depending on contextual and design factors. We study peoples’ trust, use intention, and differences in attribution of autonomous robots in a care vs a production scenario – two particularly relevant application fields for using robots due to global challenges – taking into account design factors that have already been identified as trust decisive.

Due to a lack of knowledge of the influence of contextual factors on human–robot trust, we used an explanatory and structure discovering mix of methods, including a two-step empirical approach for the development and validation of theses. Based on qualitative data from preceding focus group discussions, we developed a quantitative online questionnaire to answer the following research questions:

1. How is the use of robots perceived and evaluated in the care vs production context?
2. What impact do contextual and design factors have on human-robot trust?
3. Which attributes do users associate with HRC?

3 Method

Data and questionnaire items (Table 1) provided in the following sections have been translated from German. If not stated otherwise, the scales in the survey are based on self-developed items resulting from the qualitative preliminary study.

3.1 Empirical research design

The questionnaire consisted of three parts: first, we surveyed the participants’ demographics (e.g., age, gender, and educational background) as well as explanatory factors, such as the affinity toward technology [29], attitude toward robots [30], interpersonal trust [31], and the disposition to trust robots (adapted from Beierlein et al.’s scale [31]).

Second, we introduced care and production as two usage contexts for robots and we measured the participants’ intention to interact with the robots [32]. Also, we asked participants for their estimation of the role robots will play in these areas in the future (context as within-subject factor). Here we wanted to know which developments in regard to HRC the participants expect and whether they personally are critical or optimistic toward this development.

Third, we presented two different robotic designs in two different usage scenarios to the participants and asked for an evaluation of the robots. Here we used a 2 × 2 mixed design with Context (production vs care) as between-subject and Design (anthropomorphic vs functional) as within-subject factor. For each of the factors, we created a scenario with a textual description and an image illustrating the scenario. For both, the texts and the images, we ensured that they were similar in regard to factors not under investigation (for example, they had the same perspective, same image style, and same colors) and different only in regard to the experimental factors (that is, context and design). Figure 1 shows the robots presented in the survey for both designs and contexts. In this research design, we used two attributes for each of the two dimensions to keep the required sample size and duration of the survey reasonable.

We measured the effect of both factors by asking the participants whether they trusted the robot and for their perception of the robots. For measuring trust, we used the five items from Jian et al.’s scale [33] with the highest item-total correlation. For measuring the perception, we used a semantic differential that we developed through brainstorming sessions and focus groups. It consists of 22 items and captures various functional and nonfunctional aspects of the robots as social agents (e.g., reliable–unreliable, pretty–ugly, warmhearted–coldhearted; see Table 2).

We used 4-point Likert items (ranging from min = 0 I don’t believe that/I don’t appreciate that to max = 3 I believe that/I appreciate that) and 6-point (ranging from min = 0 totally disagree to max = 5 totally agree) as well as 6-point semantic differentials (with pairs of two opposing adjectives) to collect the responses. The order of the pairs was randomized in the survey but recoded to the canonical order for further analyses (lower numbers indicating more positive attributions). Responses were voluntary (no forced choice).

Sample acquisition took place in Germany. We distributed the online link to the questionnaire through our personal social networks by personal address, instant messaging, e-mail as well as Facebook and other computer-mediated social networks without incentives. As we did not seek a specific target group, we were interested in collecting answers of a broad random audience in order to receive an unbiased public perception on HRC scenarios. The median completion time of the survey was 16 min. Figure 2 illustrates the experimental design.

3.2 Description of the sample

In total, 388 participants started the web-based survey. Yet we had to exclude 160 participants of which the vast majority has not completed the survey (e.g., opened the survey without participating) or rushed through the survey. The rate of rejected responses is typical for this sampling technique [34].

The final sample (N = 228) consisted of 125 women (54.8%) and 99 men (43.4%); 4 participants provided no gender information (1.8%). Age ranged between 15 and 80 years (M = 34.6; SD = 14.4; n = 227). With 80 high school leavers (35.1%) and 71 university graduates (31.1%), the educational level was comparatively high [35]. The participants were slightly trustful toward other people (M = 2.86; SD = 1.14; range 0–5) and had an affinity for technology (M = 3.18; SD = 1.47; range 0–5).

Asked for prior care experience, 12.7% (n = 29) of the participants cared for other people regularly, followed by
Table 1: Items used in the survey

| Item                                                                 | Construct                                      |
|----------------------------------------------------------------------|-----------------------------------------------|
| I regularly care for other people                                    | Care Experience                               |
| I have cared for another person before                              |                                               |
| I have only witnessed care but never cared for myself               |                                               |
| I have no care experience                                           |                                               |
| I work in the field of production                                   | Production Experience                         |
| I have worked in production before                                  |                                               |
| I have an insight into the production but never worked there        |                                               |
| I have no production experience                                     |                                               |
| I have contact with robots at work                                  | Robot Experience                              |
| Both privately and professionally I have contact with robots        |                                               |
| In my free time I have contact with robots                          |                                               |
| I have no experience with robots                                    |                                               |
| Robots are good for society because they help people                | Attitude Towards Robots [30]                  |
| Robots destroy jobs                                                 |                                               |
| Robots are necessary because they can do jobs that are too heavy or too dangerous for humans |                                               |
| Robots are a technology that requires careful handling             |                                               |
| The widespread use of robots can lead to promotion of employment opportunities |                                               |
| The use of robots reduces communication between people              |                                               |
| You can't rely on anyone these days                                 | Interpersonal Trust Disposition [31]          |
| In general, people can be trusted                                  |                                               |
| I am convinced that most people have good intentions               |                                               |
| You can't rely on robots                                            | Trust Disposition Towards Robots (adapted from [31]) |
| In general, robots can be trusted                                   |                                               |
| I am convinced that most robots have good intentions               |                                               |
| I like to deal more closely with technical systems                  | Affinity Towards Technology (shortened from [29]) |
| I like to try out the functions of new technical systems            |                                               |
| I enjoy spending time getting to know a new technical system        |                                               |
| I try to understand exactly how a technical system works            |                                               |
| There will be more autonomous robots                               | Perception (Believe/Judgment)                 |
| Humans remain important in the future                               |                                               |
| Robots will increasingly replace human labor                        |                                               |
| Robots will increasingly assume responsible tasks                   |                                               |
| Robots will relieve humans but not replace them                     |                                               |
| Humans and robots will collaborate well                             |                                               |
| I welcome the use of robots                                         | Use Intention (cf. [32])                      |
| I would like to collaborate with robots                             |                                               |
| I consider robots to be useful                                      |                                               |
| I am suspicious of the system’s actions                             | Trust in Automation (shortened from [33])     |
| The system’s actions will have a harmful or injurious outcome       |                                               |
| The system is reliable                                              |                                               |
| The system is dependable                                            |                                               |
| I can trust the system                                              |                                               |
19.3% (n = 44) who cared for another person in the past and 30.3% (n = 69) care witnesses; 37.7% (n = 86) had no care experience. Regarding production experience, 6.1% (n = 14) of the participants worked in production contexts at the time of questioning, while 18.4% (n = 42) worked there before, followed by 24.1% (n = 55) with nonworking insights. The majority of the sample (51.3%, n = 117) reported to have no prior experience in production.

Regarding the use of toy, household, or industrial robots, 7.0% of the participants (n = 16) collaborated with robots at work, followed by 11.8% (n = 27) who used robots both in private and in business and 35.1% (n = 80) who experienced robots in their free time. Nearly half of the participants (46.1%, n = 105) had no experience with robots.

The participants’ disposition to trust robots was only slightly above the scale’s midpoint (M = 2.53; SD = 1.57; range 0–5). Their highest agreement was for the statement that one cannot rely on robots (M = 3.08; SD = 1.47). Thus, the participants had only limited trust in robots (see Figure 3, upper part).

In regard to the general attitude toward robots (before any introduction of the concrete usage scenarios), the participants found that robots are necessary to relieve humans from heavy or dangerous work (M = 3.97; SD = 1.35) but also that robots require careful handling (M = 3.86; SD = 1.36; see Figure 3, lower part, range 0–5). The least agreed item from the scale was whether robots will lead to more employment opportunities (M = 2.39; SD = 1.54); on the contrary, there is some fear that robots might destroy jobs (M = 3.00; SD = 1.56). The question whether robots are good for the society was rated just slightly above the center of the scale (M = 3.13; SD = 1.39). In summary, and as depicted in Figure 3, the participants see certain advantages of robots, on the one hand; on the other hand, disadvantages and risks, which justifies a deeper investigation of this phenomenon.

### 4 Results

Descriptive and inferential statics were used for data analysis. The level of significance (α) was set at 5%. For effect sizes, the partial eta-square (η²) and Cohen’s d were reported.

The results section is structured as follows: first, we analyze the expectations and evaluations regarding the
future role of robots and use intentions in care vs production. Then we describe the influence of contextual and design factors on human–robot trust. Subsequently, to better understand the cross-domain trust dimensions, we compare how context and design shape properties attributed to the robots using the semantic differential.

4.1 Expectations and evaluations of future HRI

First, we analyzed the expectations of robots in care and production on two different scales (range 0–3): the question was whether the participants believed that the same scenarios for robot use (presented as items, such as there will be more autonomous robots) apply to the contexts of care and production (scale 1: Do you believe that?) and further, whether they considered them good or bad (scale 2: Do you appreciate that?).

According to the first scale, expectations about future HRC differed significantly between the usage contexts (Figure 4a). Particularly as regards the rise of robots, item ratings showed strong differences, \( t(11.04), p < 0.001, d = 0.731 \), provided that the use of robots was more likely assumed in the production scenario (\( M = 2.63; SD = 0.72 \)) than in the care scenario (\( M = 1.70; SD = 1.19 \)). Besides, opinions differed significantly as regards robots will increasingly replace human labor, \( t(10.33), p < 0.001, d = 0.741 \).
d = 0.684, and robots will increasingly assume responsible tasks, t(8.10), p < 0.001, d = 0.536: in both cases, agreements were higher for the production scenario. In contrast, the assumption that humans remain important in the future was particularly expected for care, t(−8.21), p < 0.001, d = −0.543.

According to the second scale, evaluations of future HRC only partially differed significantly in the two contexts (Figure 4b). This included there will be more autonomous robots, t(3.93), p < 0.001, d = 0.260, which was more likely accepted in production (M = 1.87; SD = 1.06) than in care (M = 1.55; SD = 1.15); although in both contexts, the level of agreement was rather low and only just above the scale center. Also, evaluations as regards robots will increasingly assume responsible tasks differed significantly, t(4.51), p < 0.001, d = 0.298, with little appreciation in either scenario, particularly in care. This was different regarding humans remain important in the future; evaluations differed significantly, t(−4.56), p < 0.001, d = 0.302, but were favorable in both contexts. The participants appreciated a good teamwork of humans and robots, t(5.83), p < 0.001, d = 0.386, particularly in production, though.

These findings point to an ambivalence between what the participants believed and what they thought was good: they expected an increased use of robots in the future, particularly in production, whereas the overall appreciation was rather restrained, especially in care which was considered to remain human. However, participants also indicated and supported an expected relief through the use of robots in working environments and were generally positive about future HRC.

In a next step, we analyzed the use intention of HRC (range 0–5) which, on an average, differed significantly between the contexts, t(7.69), p < 0.001, d = 0.509, and was generally more affirmative in production (M = 3.53; SD = 1.36) than care (M = 2.72; SD = 1.66). Figure 5 shows item ratings in detail. In particular, the perceived usefulness of robots was significantly higher, t(8.51), p < 0.001, d = 0.563, in production (M = 4.00; SD = 1.41) compared to care (M = 2.96; SD = 1.79). Furthermore, the participants welcomed the use of robots in production (M = 3.70; SD = 1.55) significantly more, t(7.18), p < 0.001, d = 0.475, than in care (M = 2.83; SD = 1.79). They also intended to like collaborating with robots in production (M = 2.37; SD = 1.81) where the willingness to use was significantly lower, t(4.04), p < 0.001, d = 0.267.

In addition, correlation analyses revealed significant relations between user factors and the intention to use robots in care and production. In particular, the participants’ disposition to trust robots, attitude toward robots,

![Figure 5: Intention to use robots in production vs care (mean values with 95% confidence interval).](image)
technology affinity as well as their highest educational attainment correlated positively with the use intention in both contexts (see Table 3).

4.2 Impact of context and design on human-robot trust

Next we analyzed whether the two presented usage contexts (production and care) and both robotic designs (anthropomorphic and functional) influenced the trust people attributed to the robots. Hereto, we calculated a repeated-measures (RM) analysis of variance (ANOVA) using context as the between-subject variable, the design as the within-subject variable, and perceived trust as the dependent variable (Section 3.1).

Surprisingly, neither the usage context, $F(1,226) = 2.453, p = 0.119, \eta^2 = 0.011$, nor the design, $F(1,226) = 1.962, p = 0.163, \eta^2 = 0.009$, of the robot had a significant main effect on the reported trust in the robot. However, there is a small but significant interaction effect between the context and the design, $F(1,226) = 5.606, p = 0.019 < 0.05, \eta^2 = 0.024$, meaning that although we could not identify a direct effect of both factors, the combination of both context and shape affected trust in automation. As Figure 6 shows, the participants trusted robots with a functional appearance in production environments significantly more than anthropomorphic robots or robots in the care context. The effect by context and design (measured on the trust in robots scale) is small. We assume that this is due to the lack of an actual interaction with the robotic system and due to the missing reference frames in the scenario-based survey. Nonetheless, we consider this difference as a starting point to further investigate how design and context affect the robots’ perception.

4.3 Perception of robots

As trust was influenced by context and design, we now analyzed whether design and context influenced the participants’ attributions of the robots. Hereto, we calculated an RM-ANOVA with context as the between-subject variable, design as the within-subject variable, and average attribution from the 22-item semantic differential as the dependent variable. The difference in perception between the functional and anthropomorphic designs was less pronounced for the production scenario than for the care scenario. While the usage context as the between-subject factor had no effect on the perception of the robots, $F(1,226) = 0.053, p = 0.818, \eta^2 < 0.001$, the design of the robots, $F(1,226) = 35.161, p < 0.001, \eta^2 = 0.158$, as well as the interaction of both factors (context $\times$ design) significantly influenced the participants’ perception of the robots, $F(1,226) = 13.877, p < 0.001, \eta^2 = 0.058$. According to Table 2, in the production context, the participants’ overall evaluation of the functional design ($M = 2.08; SD = 0.66$) was similar to the evaluation of the anthropomorphic design ($M = 1.99; SD = 0.74$). In contrast, both designs were evaluated differently in the care context: here, the anthropomorphic design was perceived as more positive ($M = 1.82; SD = 0.76$), whereas the functional design was perceived as rather negative ($M = 2.21; SD = 0.75$).

As Figure 7a shows, the functional design was perceived as more usable, more predictable, and stronger than the anthropomorphic design in the production scenario. In contrast, the anthropomorphic design was seen as much more warmhearted, curious, appealing, pretty, and social (see Figure 7a).

Figure 7b illustrates that the differences between the functional and the anthropomorphic robot design were much bigger in the care context: here, the functional design was perceived as much stronger, but it was also much more associated with negative aspects than the anthropomorphic design. Specifically, the participants rated the functional design as rather evil, disgusting, and ugly. They believed that the robot is uninterested, unimaginative, and critical, while also thinking that it is inoperable. Finally, they rated the functional design as disagreeable, reserved, unsocial, and coldhearted.

In summary, despite some differences between anthropomorphic and functional design in the production context, the differences were greater in the care domain. In regard to care robots, the participants had rather
negative views on robots with functional design, whereas the anthropomorphic design received more positive attributions. Table 2 lists the 22 items and respective arithmetic means of the semantic differential for evaluating the robotic designs and scenarios.

| Item pair                  | Production | Care |
|----------------------------|------------|------|
| Curious                    | Uninterested | 2.36  | 1.93  |
| Open                       | Reserved (r) | 2.53  | 2.11  |
| Conscientious              | Sloppy     | 1.30  | 1.59  |
| Sociable                   | Critical (r) | 1.96  | 1.65  |
| Balanced                   | Irritable  | 1.53  | 1.57  |
| Intelligent                | Foolish    | 1.65  | 1.69  |
| Supportive                 | Restricting | 1.17  | 1.33  |
| Cautious                   | Adventurous (r) | 1.68  | 1.77  |
| Good                       | Bad (r)    | 1.68  | 1.32  |
| Attractive                 | Disgusting (r) | 2.33  | 1.98  |
| Appealing                  | Disagreeable | 2.16  | 1.72  |
| Warmhearted                | Coldhearted | 3.12  | 2.02  |
| Pretty                     | Ugly       | 2.42  | 2.11  |
| Creative                   | Unimaginative | 2.97  | 2.44  |
| Independent                | Dependent  | 1.93  | 1.91  |
| Strong                     | Weak (r)   | 1.63  | 2.46  |
| Self-confident             | Shy        | 1.93  | 2.05  |
| Predictable                | Unpredictable (r) | 1.93  | 1.84  |
| Usable                     | Inoperable | 1.64  | 0.97  |
| Trustful                   | Doubtful   | 1.89  | 1.94  |
| Reliable                   | Unreliable | 1.35  | 1.48  |
| Social                     | Unsocially (r) | 2.63  | 2.06  |
| Average                    | 1.99       | 2.08  | 1.82  | 2.21 |

This study revealed deeper insights into the topic of HRI by comparing two rising application fields: production and health care. Key findings indicate that collaborative robots are not only perceived differently across the investigated contexts but also depending on their physical shape and appearance. This demonstrates the importance of application-specific designs and evaluations, especially regarding research on and engineering of human-robot trust. In the following, we discuss the research findings respecting their contribution to the state of the art and their implications for academia and industry.

The willingness to collaborate with robots was higher in the production compared to the care context. Also, expectations for the future use of robots differed considerably between the contexts: the participants expected a large increase in robotic coworkers in production – different than in care. In line with previous research [36], it is not particularly surprising that expectations of robots in care – as a highly intimate, socially interactive space – are ambivalent: despite perceived benefits, roles and responsibilities were strongly considered to remain human. Regarding HRC in production, there seems to be a discrepancy between the participants’ expectation of robots and their willingness to use them in practice: interestingly, participants indicated to like and be willing to collaborate with
subjects and factors

production robots were closely related to a functional perspective by thinking of technical workflows or objects as in the manufacturing industry, for example, possibly giving the reduction in human workload a strong motive for use, while at the same time the fear of losing one’s job became apparent. This is supported by Lotz et al. [37] who identified job loss as one key anxiety for HRC in industry. Therefore, it is advisable to look into this issue in more detail, including trade-offs between perceived barriers and benefits but also potential usage incentives.

Concerning human–robot trust, we find that context and design are influencing factors. However, neither the area of use nor the robot appearance was decisive in themselves, but taken together they determined users’ trust perceptions. Apparently, there is no design for all contexts. With a deeper look at the findings of the semantic differential, some dimensions can already be derived as initial input relating to the robot’s visual appearance and aesthetics but also (supporting Stuck and Rogers [26]) to social attitudes, soft skills, and personality traits. Therefore, it is important for future works not only to look at robot design (What exactly is perceived as (un)attractive?) but also to consider which behavioral patterns (e.g., sociability) and characteristics (openness, creativity, maliciousness, etc.) might unfold a positive or negative influence on the perception and evaluation of HRC in specific use cases. These findings could then be integrated into research on the behavior design of robots for social interaction [38] but also on the cognitive capabilities of robots and their role as social agents as to recognize the needs and moods of the users and interact with them more intuitively [39,40] toward – an improved and accepted HRC. Besides, such findings could also serve as an argument or caution against excessive humanization in robot design, since it has already been shown that robots that appear too human are perceived as deterrent (uncanny valley effect [41]).

With regard to the influence of individual differences on trust attribution patterns, particularly trust dispositions and attitudes toward robots were positively related to the use intention in two presented contexts. This confirms previous studies on the relation between trust and use intention [13], demonstrating the importance of trust-exploring research in rising automation contexts. When it comes to the use of innovative robot technology, future

**Figure 7:** Perception of anthropomorphic and functional designs (within-subject factor) in care and production usage scenarios (between-subject factor) measured on a semantic differential. (a) production scenario, (b) care scenario.
research should investigate not only (dis)trust-related factors but also the extent to which these may be intrinsically motivated and related to people’s interpersonal trust perceptions as basis for psychometric analyses (cf. [42,43]). As regards attitudes toward robots, the results obtained (Figure 3) are similar to a study of the European Commission [30], demonstrating the overall positive and intentionally focused (e.g., in terms of (work) relief) assessments but also concerns, particularly as regards the handling of robots, which may be due to lacking experience. Follow-up studies are needed to gain deeper insights into attitude-related dimensions and identify potential predictors of the use intention. In this regard, implicit attitudes (as important implications for trust in automation [44]) should also be considered, possibly by taking into account the pairs of attributes set up in the semantic differential.

From a methodological perspective, the semantic differential as a preliminary scale for assessing robots’ “personalities” represents a further contribution of this study. The scale with its adjectival pairs and dimensions has been developed on the findings of our focus group discussions and reacts sensitive in certain areas depending on robot design and usage context (Table 2). Of course, the scale requires further refinements, but it is already a good starting point for other researchers in this field. Measuring trust and perceptions of robots is hard and offering more than Likert-type scales is mandatory to increase the participants’ motivation and to capture broader aspects of HRI. Therefore, empirical approaches are necessary, which make it possible to measure users’ trust and acceptance in close interaction with robots, such as in experimental trials in which robot materials, expressions, and gestures can be experienced in real-life environments.

6 Limitations

Of course, this study is not without its limitations. First, the sample of the current study is not representative for the general population. Nevertheless and despite its homogeneity, we were able to identify differences in the perception of robots in the two different contexts and between the two designs. Thus, we assume that the identified effects will get more pronounced in a larger and more representative sample. Of course, this is subject to a future study. However, as a starting point, it will be important that user factors are precisely addressed and balanced as regards the sample construction. This study’s sample was rather young and we could not investigate age-related differences in robot perceptions. Consequently, further studies should investigate how age shapes the perception of robots or attributions. However, novel HRC in production and care is only slowly leaving academia and entering real-world environments. Consequently, the studied sample may not represent the current workforce but rather the future workforce of actual HRI scenarios. In this context, other user factors, as, e.g., innovation openness, risk behavior, technical self-confidence, or even anxiety, might be relevant personality constructs that might interact with the willingness to accept robotic assistance. In addition, care experience, gender, age, as well as aging concepts could significantly impact the HRC acceptance [45,46]. Furthermore, a comparison of perspectives could reveal exciting insights, for example, in care, by considering not only patients as future users but also caregivers as future coworkers [47]. This, of course, requires further studies that are focused on the specific task, context, and target audience, whereas this work studied the broader influence of context and design on perception and attribution.

Second, we used a scenario-based survey method instead of confronting participants with actual robots to measure robot trust and perception. Although studying real interactions would have been delightful, this approach enabled us to study a significantly larger sample. Furthermore, the visual illustrations and the textual descriptions of the robot usage scenarios enabled the participants to imagine their interaction with the robots and develop their judgments accordingly. In addition, the subjects evaluated only two of the four scenarios (between-subject design), which limits statistical procedures and underestimates potential effects. On the other hand, this shortened the length of the questionnaire and the participants were probably more motivated to respond conscientiously. In sum, this should have increased the quality of the quantitative data the study builds on. Yet further studies should validate the findings with tangible and interactive robots.

Third, in this study, we have only investigated two different design alternatives and two different usage scenarios. Next to design variations (e.g., zoomorphic, caricatured [21]), the context should continue to be considered in a broader sense. On the one hand, this refers to the integration of further automation contexts (e.g., smart living environments [48]) and, on the other, to the investigation of cultural and country-specific differences as the acceptance of robot technology and trust may be motivated both personally and socially [22,49]. Since the participants of this survey were acquired in Germany, it would be of great interest to examine
the extent to which the obtained key findings are different or similar as regards the perception and evaluation of test persons with diverse cultural backgrounds, experience in dealing with, and attitudes toward robots, especially as there are already indications for cultural differences in users’ likability and trust toward robots between Germany and Asian cultures, for example [22].
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