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1 Introduction

The gauge/gravity duality [1–3] provides a useful tool to investigate the strongly coupled field theory. Since the success of holographic modeling of superfluid phase transition [4–6], this duality has been applied to various condensed matter systems [7].

Different from the s-wave superfluid with a complex scalar order, the superfluid with triplet pairing are more complicated. The holographic studies on p-wave superfluid [8, 9] also reveal interesting features, such as the anisotropic conductivity [8], which is different to the s-wave superfluid. In the first study on holographic p-wave superfluid [8], both the U(1) gauge field and the charged vector orders are realized by SU(2) gauge fields, where the charge and mass parameters of the vector order are fixed to 1 and 0 respectively. In the new holographic p-wave model [9], the authors using charged complex vectors, which are also known as Proca fields, to extend the holographic p-wave superfluid model to more general values of the charge and the mass parameters. Therefore a lot of study emerge to consider the more general p-wave superfluid in various setups [10–23]. Further investigations also involve in both the s-wave and p-wave orders together to study the competition and coexistence between the two different orders in holography [24–33, 36].

Besides the usual anisotropic p-wave order, a new kind of p+ip order with isotropic energy momentum tensor in $x - y$ plane is also valid. The p+ip order is firstly studied holographically in the SU(2) p-wave model [8], but the p+ip solution turns out to be unstable even in probe limit. Several years later, the p+ip solution with applied magnetic field is studied near the linear region in the new holographic p-wave model [9] with charged complex vector fields in bulk [10]. Until ref. [16], the p+ip solution with finite condensate is realized in the new holographic p-wave model [9], and is discovered to be the same stable with the p-wave solution in the probe limit. However, the p+ip solution is less stable than the p-wave solution with considering the back-reaction on metric, and further study in DRGT massive gravity also failed to stabilize the p+ip solution beyond the probe limit [21].
Although the p+ip order is isotropic in x-y plane, it breaks the chiral symmetry. Therefore it is possible to increase the stability of the p+ip solution by introducing coupling to applied magnetic field. Study on real world p-wave superfluid such as Helium-3 also indicates that the applied magnetic field indeed has nontrivial influence on the phase structure. Furthermore, with a stabilized p+ip phase, it is convenient to study interesting features such as the chiral conductivity. Therefore in this paper, we study the competition between the p-wave and p+ip orders with applied magnetic field in the new holographic p-wave model [9]. We hope to get the p+ip phase that is more stable than the p-wave solution, and expect interesting $H-T$ phase diagrams.

In the real world, the superfluid Helium-3 is the simplest superfluid material with triplet coupled cooper pairs in nature. The H-P-T phase diagram of Helium-3 is also well studied [37], and we show it in figure 1. We can see that the phase structure becomes more rich when magnetic field is turned on, and the A1 phase only exist in non-zero magnetic field. This indicates that the external magnetic field is indeed very useful for discovering new stable phases. Furthermore, as a system with strongly coupled effects, the superfluid Helium-3 is a proper object to be modeled holographically. As a first small step, it is wise to start from a p-wave model [8, 9], although the order parameter of Helium-3 is more complicated. Once we realize stable region for the p+ip phase, it is possible to compare the phase diagram and explore possible universality related to the strange slit shape for the region dominated by A1 phase in the Helium-3 phase diagram.

The rest of this paper is organized as follows. In section 2, we give the setup of the holographic model. In section 3 we review the influence of back-reaction on the p-wave and p+ip phase transitions studied in ref. [16]. In section 4, we study the influence of the magnetic field intensity $H$ on the phase transitions. In section 5, we combine the effects from back-reaction and magnetic field to build two typical $H-T$ phase diagrams with a narrow wedge region dominated by the p+ip phase, we also discuss on a possible universality for a slit region in phase diagram in this section. We give discussions and conclusions in section 6.
2 The holographic setup

In order to study a holographic p-wave model with magnetic field, it is better to work in 3+1 dimensional bulk space-time, because there exist analytic dyonic solution \[38\] in which both the magnetic and electric fields are non-zero. However, when the back-reaction of matter fields is included, the electric and magnetic part are coupled with condensed vector fields, making the system of equations much more complex. Simply separate the electric and magnetic fields into two U(1) gauge fields will preserve a lot convenience. This trick has already been used to study the critical magnetic field in a holographic superconductor in ref. \[39\]. Therefore, we work in 3+1 dimensional bulk spacetime, and start with the complex vector field holographic p-wave model \[9\] with two U(1) gauge fields realizing the electric and magnetic fields, respectively. The action of this model is

\[
S = S_G + S_M, \quad (2.1)
\]

\[
S_G = \frac{1}{2\kappa_5^2} \int d^4x \sqrt{-g}(R - 2\Lambda), \quad (2.2)
\]

\[
S_M = \frac{1}{q_p} \int d^4x \sqrt{-g}\left(-\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{4} M_{\mu\nu} M^{\mu\nu} - \frac{1}{2} \rho_{1\mu}^j \rho_{1\nu}^j - m_p^2 \rho_{1\mu}^j \rho_{1\nu}^j + iq_p \gamma \rho_{1\mu}^j \rho_{1\nu}^j M^{\mu\nu} - \frac{1}{2} \rho_{2\mu}^j \rho_{2\nu}^j - m_p^2 \rho_{2\mu}^j \rho_{2\nu}^j - \lambda \rho_{1\mu}^j \rho_{1\nu}^j \rho_{2\mu}^j \rho_{2\nu}^j \right). \quad (2.3)
\]

We write the action of the holographic model into sum of the gravity section \(S_G\) and the matter section \(S_M\). \(F_{\mu\nu} = \nabla_\mu A_\nu - \nabla_\nu A_\mu\) is the field strength for the U(1) gauge field \(A_\mu\), while \(M_{\mu\nu} = \nabla_\mu B_\nu - \nabla_\nu B_\mu\) is the filed strength of magnetic field \(B_\mu\).

\(\rho_{1\mu}\) and \(\rho_{2\mu}\) are two complex vector fields charged under the U(1) gauge field with charge \(q\), and the superscript \(^{\dagger}\) means complex conjugate. The field strength of \(\rho_{1\mu}\) and \(\rho_{2\mu}\) are \(\rho_{j\mu\nu} = D_\mu \rho_{j\nu} - D_\nu \rho_{j\mu}\), \((j = 1, 2)\) with covariant derivative \(D_\mu = \nabla_\mu - iq A_\mu\). \(m_p\) is the mass for the complex vector fields and controls the conformal dimension of the p-wave orders in the dual field theory. We choose the values of \(q\) and \(m_p\) to be the same for the two vector orders. The only difference between them is that \(\rho_{1\mu}\) is coupled to the magnetic strength \(M_{\mu\nu}\), while \(\rho_{2\mu}\) is magnetically neutral. We use \(\rho_{1\mu}\) to realize the p+ip order while use \(\rho_{2\mu}\) to realize the p-wave order.

The last term in the action is an interaction term between the two vector fields, this term will only influence the coexistent solution and do not change the p-wave or p+ip solution with single condensate, therefore we use its coefficient \(\lambda\) to control the stability of the coexistence solution and make the final phase diagram self consistent.

In AdS\(^4\), when a magnetic field \(M_{xy}\) is turned on, the vector field \(\rho_{1\mu}\) coupled to the magnetic field only permits the p+ip solution with both the x and y components non-zero. In order to also include the p-wave phase in our study, we have to introduce the magnetic neutral vector \(\rho_{2\mu}\) with the same value of \(q\) and \(m_p\). If we work in AdS\(^5\), the p-wave solution can be consistently realized from the third boundary direction component of the vector field \(\rho_{1\mu}\), and the holographic model can be simplified by removing the second vector \(\rho_{2\mu}\). However, we can take advantage of the analytic dyonic black hole solution in AdS\(^4\) to
simplify the numerical calculation, where the magnetic field $B_\mu$ is fixed to $B_y = Hx$, with considering the full gravitational dynamics consistently.

The equations of motion for the full system can be given by the equations for matter fields

\[
\nabla^\nu F_{\nu\mu} = i(\rho_1^\dagger \rho^\dagger_{1\mu} - \rho_1^\dagger \rho_{1\mu}) + i(\rho_2^\dagger \rho^\dagger_{2\mu} - \rho_2^\dagger \rho_{2\mu}),
\]

\[
\nabla^\nu M_{\nu\mu} = iq_\rho \nabla^\nu (\rho_1 \rho_{1\mu}^\dagger - \rho_1^\dagger \rho_{1\mu}),
\]

\[
D^\nu \rho_1_{\nu\mu} - m_p^2 \rho_1_{\mu} + iq_\rho \rho_1 \rho_{1\mu}^\dagger M_{\mu\nu} - \lambda \rho_1 \rho_{2\mu}^\dagger = 0,
\]

\[
D^\nu \rho_2_{\nu\mu} - m_p^2 \rho_2_{\mu} - \lambda \rho_{1\mu}^\dagger \rho_{2\mu} = 0,
\]

and the Einstein equations

\[
R_{\mu\nu} - \frac{1}{2}(R - 2\Lambda)g_{\mu\nu} = b^2 T_{\mu\nu},
\]

where $b = \kappa_2/g$ characterizes the strength of back reaction of the matter fields on the metric fields. $T_{\mu\nu}$ is the stress-energy tensor of the matter sector

\[
T_{\mu\nu} = \left( -\frac{1}{4}F_{\alpha\beta}F^\alpha_{\mu\nu} - \frac{1}{4}M_{\alpha\beta}M^{\alpha\beta} - \frac{1}{2}\rho_{1\alpha\beta}^\dagger \rho_{1\beta}^\dagger - m_p^2 \rho_{1\alpha}^\dagger \rho_{1\alpha} - iq_\rho \rho_1 \rho_{1\alpha}^\dagger M_{\alpha\beta}^\dagger \right) g_{\mu\nu}
\]

\[
+ F_{\mu\lambda}F^{\lambda}_{\nu} + M_{\mu\lambda}M^{\lambda}_{\nu} - 2iq_\rho \rho_{1\mu}^\dagger \rho_{1\lambda}^\dagger M_{\lambda\nu} - \lambda \rho_{1\mu} \rho_{2\nu}^\dagger + \rho_{1\mu} \rho_{2\nu}^\dagger
\]

\[
+ \rho_{2\mu} \rho_{1\nu}^\dagger + \rho_{2\mu} \rho_{1\nu}^\dagger m_p^2 (\rho_{1\mu} \rho_{2\nu}^\dagger + \rho_{1\nu}^\dagger \rho_{2\mu}^\dagger)
\]

\[
- \lambda (\rho_{1\mu} \rho_{1\nu}^\dagger + \rho_{1\nu}^\dagger \rho_{1\mu}) \rho_{2\mu}^\dagger - \lambda \rho_{1\mu} \rho_{2\mu}^\dagger (\rho_{2\mu}^\dagger \rho_{2\mu}^\dagger + \rho_{2\mu}^\dagger \rho_{2\mu}^\dagger).
\]

According to the previous analysis, we use $\rho_{1\mu}$ to realize the p+ip solution and use $\rho_{2\mu}$ to realize the p-wave solution. The ansatz for the matter fields can be taken as

\[
A_t = \phi(r), \quad B_y = Hx,
\]

\[
\rho_{1\mu} = \Psi_{x}(r), \quad \rho_{1\nu} = i\Psi_{y}(r), \quad \rho_{2\mu} = \Psi_{y}(r),
\]

with all other field components set to zero. A consistent metric form \cite{16, 27, 40} is

\[
ds^2 = -N(r)\sigma(r)^2 dt^2 + \frac{1}{N(r)} dr^2 + \frac{r^2}{L^2} \left( \frac{1}{f(r)^2} dx^2 + f(r)^2 dy^2 \right),
\]

with

\[
N(r) = \frac{r^2}{L^2} \left( 1 - \frac{4M(r)}{2r^3} - \frac{b^2 H^2 L^6}{2r^3} + \frac{b^2 H^2 L^6}{2r^4} \right),
\]

where $L$ is the AdS radius and related to the cosmological constant by $\Lambda = -3/L^2$. The temperature of such a black brane metric is

\[
T = \left( \frac{3r_h \sigma}{4\pi} - \frac{b^2 H^2 \sigma}{8\pi r_h^3} - \frac{b^2 \phi^2}{8\pi r_h^3} + \frac{b^2 H^2 \gamma \sigma \Psi_{x} \Psi_{y}}{2\pi r_h^3} \right) \bigg|_{r \rightarrow r_h}.
\]
The above equations admit the following four sets of scaling symmetries

\begin{align}
(1) \quad & \phi \to \Lambda^2 \phi, \quad \Psi_p \to \Lambda^2 \Psi_p, \quad \Psi_x \to \Lambda^2 \Psi_x, \\
& \Psi_y \to \Lambda^2 \Psi_y, \quad m_p \to \Lambda m_p, \quad N \to \Lambda^2 N, \\
& H \to \Lambda^4 H, \quad L \to \Lambda^{-1} L, \quad b \to \Lambda^{-1} b; \\
(2) \quad & \phi \to \Lambda \phi, \quad \Psi_p \to \Lambda \Psi_p, \quad \Psi_x \to \Lambda \Psi_x, \\
& \Psi_y \to \Lambda \Psi_y, \quad N \to \Lambda^2 N, \quad M \to \Lambda^3 M, \\
& H \to \Lambda^2 H, \quad r \to \Lambda r.
\end{align}

The above equations admit the following four sets of scaling symmetries

\[ M'(r) = \frac{b^2 L^4 N}{2} \left( f^2 \Psi_p^2 + f^2 \Psi_x^2 + \Psi_y^2 \right) + \frac{b^2 L^4 m_p^2}{2} \left( f^2 \Psi_p^2 + f^2 \Psi_x^2 + \Psi_y^2 \right) + \frac{b^2 L^6 \rho \gamma H}{r^2} \Psi_x \Psi_y + \frac{b^2 L^6 \lambda}{2r^2} \Psi_p^2 \left( f^2 \Psi_p^2 + f^2 \Psi_x^2 + \Psi_y^2 \right) + \frac{L^2 r^2 \phi^2}{4r^2}, \]

\[ \sigma'(r) = \frac{r^2 f^2}{f} + \frac{b^2 L^2 \sigma}{r} \left( f^2 \Psi_p^2 + f^2 \Psi_x^2 + \Psi_y^2 \right) + \frac{b^2 L^2 \rho \phi^2}{r N^2 \sigma} \left( f^2 \Psi_p^2 + f^2 \Psi_x^2 + \Psi_y^2 \right), \]

\[ f''(r) = \frac{f^2}{f} - \frac{f' N'}{N} - \frac{f'}{\sigma} - \frac{2f'}{r} + \frac{2b^2 L^4 f^6}{r^4 N} \Psi_x^2 + \frac{b^2 L^2 f}{r^2} \left( f^2 \Psi_p^2 + f^2 \Psi_x^2 - \Psi_y^2 \right) - \frac{b^2 L^2 f \rho \phi^2}{r^2 N^2 \sigma^2} \left( f^2 \Psi_p^2 + f^2 \Psi_x^2 - \Psi_y^2 \right) + \frac{b^2 L^2 f m_p^2}{r^2 N} \left( f^2 \Psi_p^2 + f^2 \Psi_x^2 - \Psi_y^2 \right), \]

\[ \phi''(r) = \left( \frac{\sigma'}{\sigma} - \frac{2 \rho \phi^2}{r^2 N} \right) \phi' + \frac{2 \rho \phi^2}{r^2 N} \left( f^2 \Psi_p^2 + f^2 \Psi_x^2 + \Psi_y^2 \right) \phi, \]

\[ \Psi_p''(r) = - \left( \frac{N'}{N} + \frac{\sigma'}{\sigma} + \frac{2 f'}{f} \right) \Psi_p' - \left( \frac{\rho \phi^2}{N^2 \sigma^2} - \frac{m_p^2}{N} \right) \Psi_p + \frac{L^2 \lambda}{r^2 N} \left( f^2 \Psi_p^2 + \Psi_y^2 \right) \Psi_p, \]

\[ \Psi_x''(r) = - \left( \frac{N'}{N} + \frac{\sigma'}{\sigma} + \frac{2 f'}{f} \right) \Psi_x' - \left( \frac{\rho \phi^2}{N^2 \sigma^2} - \frac{m_p^2}{N} \right) \Psi_x + \frac{L^2 \lambda}{r^2 N} f^2 \Psi_p \Psi_x, \]

\[ \Psi_y''(r) = - \left( \frac{N'}{N} + \frac{\sigma'}{\sigma} - \frac{2 f'}{f} \right) \Psi_y' - \left( \frac{\rho \phi^2}{N^2 \sigma^2} - \frac{m_p^2}{N} \right) \Psi_y + \frac{L^2 \lambda}{r^2 N} f^2 \Psi_p \Psi_y. \]
These scaling symmetries will be used to simplify the numerical work. For instance, we use the first scaling symmetry to set $L = 1$ and the second one to set $r_h = 1$. After getting the numerical solutions, we use the two scaling symmetries again to recover $L$ and $r_h$ to any value. The third scaling symmetry is used to scale $q_p$ to any value. Therefore in the rest of this paper, we set $L = r_h = q_p = 1$ without lose of generality. The last two scaling symmetries are used to scale any solution to be asymptotically AdS, which means $\lim_{r \to \infty} \sigma(r) \to 1$ and $\lim_{r \to \infty} f(r) \to 1$.

For the purpose of solving the equations of motion numerically, we need to specify the boundary conditions both on the horizon $r = r_h = 1$ and on the boundary $r = \infty$. Near the horizon the functions can be expanded as

\begin{align}
M(r) &= M_0 + \frac{M_1}{r} + \ldots, \\
\sigma(r) &= \sigma_0 + \frac{\sigma_1}{r} + \ldots, \\
f(r) &= f_0 + \frac{f_1}{r} + \ldots, \\
\phi(r) &= \phi_0(r-1) + \phi_1(r-1)^2 + \ldots, \\
\Psi_x(r) &= \Psi_{x0} + \Psi_{x1}(r-1) + \ldots, \\
\Psi_y(r) &= \Psi_{y0} + \Psi_{y1}(r-1) + \ldots, \\
\Psi_p(r) &= \Psi_{p0} + \Psi_{p1}(r-1) + \ldots.
\end{align}

One can check that only the coefficients \{\sigma_0, f_0, \phi_0, \psi_0, \psi_{x0}, \psi_{y0}, \psi_{p0}\} are independent. We also need to expand the functions near the AdS boundary

\begin{align}
M(r) &= M_0 + \frac{M_1}{r} + \ldots, \\
\sigma(r) &= \sigma_0 + \frac{\sigma_3}{r^3} + \ldots, \\
f(r) &= f_0 + \frac{f_3}{r^3} + \ldots, \\
\phi(r) &= \mu - \frac{\rho}{r} + \ldots, \\
\Psi_x(r) &= \frac{\Psi_x}{r^{1-\Delta}} + \frac{\Psi_x^+}{r^\Delta} + \ldots, \\
\Psi_y(r) &= \frac{\Psi_y}{r^{1-\Delta}} + \frac{\Psi_y^+}{r^\Delta} + \ldots, \\
\Psi_p(r) &= \frac{\Psi_p}{r^{1-\Delta}} + \frac{\Psi_p^+}{r^\Delta} + \ldots.
\end{align}
where

\[ \Delta = \frac{1 + \sqrt{1 + 4m_{p}^2 L^2}}{2} \quad (2.40) \]

is the operator dimension for both the p-wave and p+ip orders.

The AdS/CFT dictionary tells us that \( \mu \) and \( \rho \) are related to the chemical potential and charge density respectively. We choose the standard quantization, which means \( \Psi_{x-}, \Psi_{y-}, \Psi_{p-} \) are related to the sources and \( \Psi_{x+}, \Psi_{y+}, \Psi_{p+} \) are related to the expectation values of the dual vector operators. Since we focus on the solutions with no source term, we further set \( \Psi_{x-} = \Psi_{y-} = \Psi_{p-} = 0 \) as three additional constraints. With these three constraints together with \( \sigma b_0 = f b_0 = 1 \), which keep the solutions to be asymptotical AdS, we obtain a set of one parameter solutions that mimic the p-wave or p+ip phase transition holographically.

Besides the normal (R-N) solution with \( \Psi_x = \Psi_y = \Psi_p = 0 \) which is dual to the normal phase, this holographic model also permits the p-wave solution with \( \Psi_x = \Psi_y = 0, \Psi_p \neq 0 \) and the p+ip solution with \( \Psi_x = \Psi_y \neq 0, \Psi_p = 0 \). Both the p-wave and the p+ip solutions are dual to superfluid phases which exist below the respective critical temperatures and have lower grand potential than the normal solution.

In the p-wave solution, the condensate value can be extracted by the expectation value \( \langle O \rangle = \Psi_{p+} \). While in the p+ip solution, the condensate value involve with two expectation values \( \Psi_{x+} \) and \( \Psi_{y+} \). In order to compare the condensate value of the p-wave and p+ip solutions, we define the condensate value of the p+ip solution as

\[ \langle O_{pip} \rangle = \sqrt{\Psi_{x+}^2 + \Psi_{y+}^2}, \quad (2.41) \]

which is in consistent with the fact that the p-wave and the p+ip solutions are equal stable and get the same condensate value in probe limit [16].

In order to find out which one between the two condensed solutions is the most stable, we work in grand canonical ensemble and calculate their grand potential \( \Omega \), which can be evaluated by the on-shell Euclidean action of the bulk system. The final formula can be expressed as

\[
\frac{2\kappa_s^2}{V_2} \Omega = - \int_{r_h}^{\infty} \left( \frac{2b^2 L^2 \sigma H^2}{r^2} + \frac{4b^2 L^2 q_p \gamma \sigma H \Psi_x \Psi_y}{r^2} \right) dr - \frac{2M_{b0}}{L^4} - \frac{b^2 L^2 H^2}{2r_h} + \frac{6\sigma_{b3}}{L^4}. \quad (2.42)
\]

With the above formula, we solve the equations and compare the stability of different solutions at different values of temperature \( T \), magnetic intensity \( H \) and back-reaction parameters \( b \). Finally the 3-D \( b - H - T \) phase structure is captured. Before we introduce two typical \( H - T \) phase diagrams with two different values of \( b \) to show the key property of the \( b - H - T \) phase structure, we analyze the influence of \( b \) and \( H \) on the p-wave and p+ip solutions to better understand the final phase structure.
3 Review the influence of back-reaction $b$

The influence of back-reaction parameter $b$ on the difference between p-wave and p+ip solutions is already studied in ref. [16]. In this section, we briefly review these results including the effects of back-reaction parameter $b$ on the difference of condensate as well as grand potential density between the two solutions, as represented in figure 2.

The p-wave and p+ip solutions are the same stable and form degenerate states in probe limit. When back reaction is considered, the p-wave solution and p+ip solution still shall the same critical point where the infinitesimal condensates meet the conception of the probe limit. Therefore the condensates as well as grand potential of the two solutions can be conveniently compared with a horizontal axis $T/T_c$.

In the left plot of figure 2, we plot the difference between the condensates of the p-wave and p+ip solutions $(\sqrt{\langle O_p \rangle} - \sqrt{\langle O_{pip} \rangle})$ versus temperature $T/T_c$ with $m^2_p = 0$, $H = 0$ and three values of back reaction parameter $b = 0.1$(red), 0.2(green), 0.3(blue). We can see from this plot that the condensate value of the p-wave solution is different with that of p+ip solution. When the back reaction strength increase, the difference between the condensate values of p-wave and p+ip solutions become larger, which is consistent with the result in the probe limit that the condensate values of the p-wave and p+ip solutions are equal. Another interesting issue is that the condensate value of the p-wave solution is not always larger than that of the p+ip solution, and the three curves showing the difference of condensate values cross the horizontal axis at almost the same point, indicating coincidence or possible laws that need further investigation.

In the right plot of figure 2, we plot the relative values of grand potential density $(\Omega_p - \Omega_{pip})/V_2$ versus temperature $T/T_c$ with $m^2_p = 0$, $H = 0$ and three values of back reaction parameter $b = 0.1$(red), 0.2(green), 0.3(blue). As shown in this plot, the p-wave solution always get a lower value of grand potential, and the difference between the p-wave and p+ip solutions become larger when back reaction parameter increases or the temperature decreases.
Figure 3. The relative value of grand potential density with respect to the normal phase in the case of \( b = 0.0001 \) and \( H = -0.5 \) (red line), 0 (orange line), 0.5 (blue line), with the three colored points mark the critical points.

4 Influence of the magnetic field \( H \)

The influence of \( H \) on the p-wave and p+ip solutions is quite interesting and crucial, because the p+ip solution is chiral and has to get nontrivial influence from coupled magnetic field.

As studied in ref. [16], the p+ip solution is isotropic in x-y plane, while the p-wave solution choose a special direction, which can be confirmed from the energy momentum tensor. The p+ip solution is a chiral state, in the sense that if we make a mirror transformation \( y \rightarrow -y \), we get a “p-ip” solution. Both the p+ip and the “p-ip” solutions get the same condensate value as well as grand potential with zero magnetic intensity \( H = 0 \). When coupling to a non zero magnetic field \( H = M_{xy} \) is considered, the symmetry between the two chiral states are broken, therefore one of the two solutions become more stable while the other solution become less stable.

The value of \( H \) can also be negative, however, the discrete symmetry in the equations of motion \( \Psi_y \rightarrow -\Psi_y, H \rightarrow -H \) tells us that the p+ip solution with \( H > 0 \) is equivalent to the “p-ip” one with \( H < 0 \) (in the sense they get the same condensate as well as grand potential), therefore we only consider the p+ip solution with both positive and negative values of \( H \) is this paper.

In figure 3, we fix the back-reaction parameter \( b = 0.0001 \), set \( m_p^2 = 0 \) and draw the relative value of grand potential density between the p+ip solution and the normal solution \( (\Omega_{\text{pip}} - \Omega_{\text{normal}})/V_2 \) versus temperature \( T/\mu \) with magnetic field intensity \( H = -0.5, 0, \) and 0.5, respectively. We can see that when the magnetic field intensity \( H \) increases from -0.5 to 0.5, the critical point shifts rightwards, from red curve to blue curve. The grand potential density curve is also entirely “parallel” shifted. The p+ip solution get a higher critical temperature as well as lower grand potential density when \( H \) is larger, therefore the p+ip solution becomes more stable with a larger value of \( H \).

The value of \( b \) is very small and therefore the results of figure 3 also indicate the results in probe limit. For general values of back reaction parameter \( b \), we have checked that the results of the influence of \( H \) are qualitative the same.

In this section, we do not show the influence of \( H \) on the p-wave solution, for that the p-wave order is not directly coupled to the magnetic field and only get very limited influence that can be ignored while considering the qualitative feature of the final phase diagram.
Figure 4. The $H - T$ phase diagrams with $b = 0.3$ (left plot) and $b = 0.68$ (right plot). The region colored light blue, light red and white denote the p-wave phase, the p+ip phase and the normal phase, respectively. The solid blue line denotes the critical points of second order phase transition between the normal phase and the p+ip phase, the solid green line denotes the first order phase transition points between the p+ip phase and the p-wave phase. In the right plot, the solid black line denotes the first order phase transition points between the normal phase and the p-wave phase, and the dashed part of the blue line denotes the “critical point” of the p+ip solution if the p-wave solution is not included. The tricritical Point in the right plot is $(T_t = 0.01973, H_t = 0.02720)$.

5 Phase diagram

From the results in the above two sections, we can see that the influence of back reaction parameter $b$ is enlarging the difference between the grand potential of the two solutions sharing the same critical point, while the influence of $H$ is shifting the entire grand potential density curve of p+ip solution with the critical point also shifted. If we combine the two effects together, we get the interesting phase structure of this holographic model. We introduce two typical $H - T$ phase diagrams with two different values of $b$ as the main results to show the key property of the $b - H - T$ phase structure.

In figure 4, we draw the two $H - T$ phase diagrams with $b = 0.3$ (in the left plot) and $b = 0.68$ (in the right plot), respectively. In these two phase diagrams, we use light blue, light red and white to mark the regions dominated by the p-wave phase, the p+ip phase and the normal phase, respectively. The solid blue line between the white and light red region denotes the critical points of second order phase transition between the normal phase and the p+ip phase. The dashed part of the blue line in the right plot also denotes the “critical point” of the p+ip solution, however, at these points, a p-wave solution with lower grand potential already exist and these points on the dashed blue line are not real phase transition points. The solid green line between the light blue and light red region denotes the first order phase transition points between the p+ip phase and the p-wave phase. The solid black line in the right plot denotes the first order phase transition points between the normal phase and the p-wave phase. There is also a dashed segment for the black line, which denotes the intersection points of grand potential curves of normal and p-wave solutions. Because the same reason as that of the dashed blue line, the points on the dashed part of the black line are not real phase transition points.
We should notice that near the solid green line, which denotes the intersection points of grand potential curves of p-wave and p+ip solutions, a coexistent solution with both the two orders duel to \( \rho_{1\mu} \) and \( \rho_{2\mu} \) non-zero might be the most stable. However, we can always increase the value of \( \lambda \), which is the coefficient of the interacting term, to make the coexistent solution unstable [34–36]. Therefore, the first order phase transitions between the p-wave and p+ip solutions marked by the solid green line is true with a large enough value of \( \lambda \). However, to estimate the exact value beyond which the coexistent phase becomes totally unstable, we must solving more complicated equations, which is far away from our main purpose in this study. Therefore we leave the issue of searching the coexistent solution in this model for future studies.

There is a sharp slit region in both the two phase diagrams. The difference is that the slit region in the left plot with \( b = 0.3 \) starts from the critical point of the p-wave phase with zero magnetic intensity \( H = 0 \), while the slit region in the right plot with \( b = 0.68 \) starts from a tricritical point with finite magnetic intensity \( H = H_t = 0.02720 \).

To understand this difference, we combine the effects of back-reaction parameter \( b \) and the magnetic field \( H \) on the grand potential density curves of p-wave and p+ip solutions. In the case with \( b = 0.3 \), both the p-wave and p+ip phase transitions are second order and share the same critical point at zero magnetic intensity \( H = 0 \). Moreover, the two solutions are equally stable at the critical point, and the grand potential density of the p-wave solution becomes smaller than that of the p+ip solution with finite condensate. With the magnetic field turned on, the critical point of p+ip solution moving rightwards along the increasing of \( H \), while the critical point of the p-wave solution is only slightly affected. Therefore a stable region gradually emerge between the normal phase and p-wave phase and form the slit region in phase diagram. The slit region begin from the critical point with \( H = 0 \), because an infinitesimal magnetic field cause an infinitesimal increase of the critical temperature of the p+ip solution, which becomes infinitesimally larger than the critical temperature of the p-wave solution.

The main difference of the case with \( b = 0.68 \) is that the slit region begin from the tricritical point with finite value of \( H \). This is because that when \( b > b_1 = 0.62 \) [16, 40], the p-wave phase transition with \( H = 0 \) becomes first order. At this time, the phase transition temperature of the p-wave solution is always larger than that of the p+ip solution [16]. Therefore, when magnetic field is turned on, we need a finite magnetic intensity \( H_t \) to shift the critical temperature of the p+ip solution and make it catching up with the critical temperature of the p-wave solution. Only if \( H > H_t \), the critical temperature of the p+ip solution is large than that of the p-wave solution, and the slit region for stable p+ip solution emerge from the first order phase transition point of the p-wave phase at \( H = H_t \). If the back-reaction parameter becomes larger than \( b_2 = 0.69 \), the p+ip phase transition also becomes first order [16], in that case, most of the qualitative features of the \( H-T \) phase diagram are still the same with the right plot in figure 4, the only difference is that the blue line denoting the p+ip phase transition becomes first order. The qualitative features of the two typical phase diagrams are quite stable. All the H-T phase diagrams with \( b < b_1 = 0.62 \) is similar to the left plot while all the \( H-T \) phase diagrams with \( b > b_1 = 0.62 \) is similar to the right one.
The above results indicate a possible universality that the zero (finite) value of some applied field at the start point of the slit region indicates the phase transition with vanishing applied field is second order (first order). This universality should be satisfied in a system that has a degenerate critical point (spinodal point) at zero applied field which break this degeneracy with finite value.

The slit region feature of the phase diagram reminiscent the $H - T$ phase diagram of Helium-3 in figure 1, where a slit region of A1 phase always exist between the normal phase and the A2(or B) phase at different pressure. This is in consistent with that the phase transition from the normal phase to the A-phase(or B-phase) is second order in Helium-3, and the universality we claimed further indicates degenerate of the critical point of A(or B) phase at zero magnetic intensity. In addition, we can see that even two slit regions occur in the case with low pressure where B phase dominate the whole superfluid region with zero magnetic field. According to the universality we claimed, the two slit regions indicates higher degenerate structure of order parameters at the superfluid phase transition critical point at zero magnetic field.

6 Conclusions and discussions

In this work, we study the competition between the p-wave solution and the p+ip solution in a holographic model with two charged vector fields in 3+1 dimensional bulk. We reviewed the influence of back-reaction parameter and studied the influence of magnetic intensity $H$ on the phase structure. Combining the two influences, we get two typical $H - T$ phase diagrams with two values of back-reaction parameter $b = 0.3$ and $b = 0.68$. We compared the difference of the slit region in the two phase diagrams and find it is related to the order of the phase transition at zero magnetic field. We claim possible universality of this result and find it consistent with the Helium-3 $H - T$ phase diagrams.

Our results show interesting relation between slit regions in phase diagrams and degeneracy of phase transition critical points at zero applied field. It also indicates a clue of the order of phase transitions. We expect further investigations on this topic in future.
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