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ABSTRACT. Cointegration analysis was developed for non-stationary linear processes that exhibit stationary relationships between coordinates. Estimation of the cointegration relationships in a multi-dimensional cointegrated process typically proceeds in two steps. First the rank is estimated, then the cointegration matrix is estimated, conditionally on the estimated rank (reduced rank regression). The asymptotics of the estimator is usually derived under the assumption of knowing the true rank. In this paper, we quantify the asymptotic bias and find the asymptotic distributions of the cointegration estimator in case of misspecified rank. Furthermore, we suggest a new class of weighted reduced rank estimators that allow for more flexibility in settings where rank selection is hard. We show empirically that a proper choice of weights can lead to increased predictive performance when there is rank uncertainty. Finally, we illustrate the estimators on empirical EEG data from a psychological experiment on visual processing.

1. Introduction
1.1. Motivation. Consider a $p$-dimensional autoregressive process $Y_t$ of order 1 (AR(1)) defined by a vector error correction model (VECM)

\[
\Delta Y_t = \Pi Y_{t-1} + Z_t
\]

where $\Delta Y = Y_t - Y_{t-1} \in \mathbb{R}^p$, $\Pi$ is the $p \times p$ autoregression matrix of fixed coefficients of rank $r \leq p$, and $Z_1, Z_2, \ldots$ are i.i.d. $p$-dimensional random vectors of mean zero.

In standard low-dimensional problems, the typical procedure to determine $r$ is based on sequential likelihood-ratio tests [Johansen et al., 1995]. The test statistics do not follow any standard distributions, the critical values depend on $p$ and they need to be calculated numerically. Currently, critical values are available for dimension $p \leq 11$. This can be overcome by bootstrap methods. However, it is nontrivial to keep control over the type I error and the sequential testing can lead to severe bias, especially when the dimension $p$ of model (1) increases [Stærk-Østergaard et al., 2023, Onatski and Wang, 2018]. Once the rank is fixed, a reduced rank regression [Anderson, 2002a] is performed assuming that this rank is in fact the true rank.

In settings where rank estimation is hard or where the rank is fixed a priori, questions arise regarding properties of the estimator. One such question is how to characterize the asymptotic behaviour of reduced rank estimators where the rank is fixed at a value not necessarily equal to the true rank. Furthermore, treating the rank obtained from the sequential testing approach as fixed in the subsequent
analysis neglects the added uncertainty. Thus, there is a need for more flexible estimators that take the uncertainty into account. We suggest a weighted average of reduced rank estimators where ranks are weighted depending on the supporting evidence in the data. All the classical reduced rank estimators are special cases of this more general class of estimators.

1.2. Literature Review. For a review of reduced rank estimators with a fixed rank, using different types of penalizations, see Levakova and Ditlevsen [2023].

A lot of work has been done on the asymptotic behaviour of reduced rank estimators under the true rank or assuming wrongly full rank \( r = d \) (see, for example, Johansen [1988], Johansen et al. [1995], Anderson [2002a] for the time series setting and Izenman [1975], Anderson [1999] for the i.i.d setting). Less work has been done under the assumption of a misspecified rank, that is, cases where the rank of the reduced rank estimator is not equal to the true rank of \( \Pi \). Only in the i.i.d. setting has any progress been made [Anderson, 2002b].

Model averaging and weighted estimators for cointegrated VAR processes has also received little attention. See Koop et al. [2006] for a review of Bayesian approaches. Hansen [2010] deals with model averaging for one-dimensional processes with potential unit root. Lieb and Smeekes [2017] is most closely related to our approach, but they only consider one family of weights and their main concern is inference.

1.3. Our contribution. There are three main contributions of the present paper. The first is to determine the asymptotic distribution of the reduced rank estimator of \( \Pi \) under misspecified rank \( r \). This has important statistical implications since there is no guarantee of determining even closely the true rank from finite sample sizes, especially for large \( p \). We show that the cointegration estimator is consistent but has increased variance when the rank is overestimated, compared to a correctly specified rank. If the rank is underestimated, an asymptotic bias is introduced. The bias depends on the sizes of the eigenvalues of a certain eigenvalue problem. The main results are Theorem 3.2 and 3.3. Especially the proof of Theorem 3.3 is interesting. It relies on the delta method applied to a central limit theorem for a specific covariance matrix (Lemma 8.2) requiring us to carry out some novel computations involving matrix derivatives.

Our second contribution is the introduction of a new class of estimators which we call weighted reduced rank estimators. We show how the classical reduced rank estimators are special cases of this class and how Theorem 3.2 and 3.3 determine the asymptotic behaviour for any particular weight \( w \in [0, 1]^p \). We argue why taking rank uncertainty into account is appropriate and show empirically in a simulation experiment how the predictive capabilities of the weighted reduced rank estimators outperform the classical reduced rank estimator based on pre-selected rank.

Our third contribution is the application of the new estimator on an experimental data set of Electroencephalography (EEG) measurements in a visual response study. We then compare the performance with the fixed rank estimators. In this study, \( p = 59 \) with relatively small sample sizes, which is a typical setting where the rank is not well determined. We show that the smaller the sample size, the better the weighted reduced rank estimators perform compared to the fixed rank estimators, for any fixed rank, measured on mean square prediction error. This is important
in many neurobiological studies, where the data dimension is high but sample size
is restricted to a small time interval if a response to a stimulus is of interest.

1.4. Organization. The paper is organized as follows. In Section 2 the model and
assumptions for cointegration are presented. In Section 3 the asymptotic distribu-
tion under correctly specified rank is recalled and the main results are presented,
namely the asymptotic distributions under misspecified rank. In Section 4 we in-
troduce the weighted reduced rank estimators. Section 5 consists of two simulation
experiments to verify our asymptotic results and compare the different estimators.
Section 6 compares different weighted reduced rank estimators on a dataset of EEG
signals and Section 7 concludes. All the proofs are presented in Section 8. In the
Appendix some auxiliary results are given. We show how the framework extends
to processes of higher lags and give some further details regarding the simulations.

1.5. Notation. \( I_k \) denotes the \( k \)-dimensional identity matrix. Transposition is
denoted by \( ^T \). Convergence in distribution is denoted by \( \rightarrow_w \) and convergence
in probability by \( \rightarrow_p \). The Frobenius norm is denoted by \( || \cdot ||_F \). For a matrix
\( A \in \mathbb{R}^{n \times m} \) with \( n \geq m \) of full column rank \( m \), we write \( \perp \) to denote the
\( n \times (n-m) \) matrix of full column rank \( (n-m) \) such that \( \text{span}(A) \perp = \text{span}(A \perp) \). If \( A \) is positive
definite we write \( A^{1/2} \) for the unique positive definite matrix satisfying
\( A^{1/2} A^{1/2} = A \).

The vectorization operator is written as vec.

2. Preliminaries

Let \( \{Y_t\}_{t=1}^{\infty} \) be defined by (1). Autoregressive processes of higher order, VAR(d)
with \( d > 1 \), are briefly treated in Appendix A. Assume that \( Z_1, Z_2, \ldots \) are i.i.d. of
mean zero, with covariance matrix \( \Sigma_Z = \mathbb{E}(Z_t Z_t^T) \), and a bounded fourth moment.
Furthermore, assume that the process satisfies the usual cointegration assumption
for some \( 0 < r \leq p \):

Assumption 2.1. The polynomial \( z \mapsto ||(1-z)I_p - \Pi z|| \) has \( n = p-r \) unit roots and
all other roots are outside the unit circle.

This assumption implies that the rank of \( \Pi \) is \( p-n = r \). Thus, we can decompose
\( \Pi \) into two matrices \( \alpha, \beta \in \mathbb{R}^{p \times r} \) of rank \( r \) such that \( \Pi = \alpha \beta^T \). Let \( \alpha \perp \) and \( \beta \perp \)
be orthogonal complements of \( \alpha \) and \( \beta \). This leads to the second condition that
is usually assumed when working with cointegrated AR-processes [Johansen et al.,
1995].

Assumption 2.2. The \( n \times n \) matrix \( \alpha^{T} \beta \perp \) is non-singular.

Under these assumptions Granger’s representation theorem [Engle and Granger,
1987] states that \( Y_t \) is integrated of order 1 (I(1)) and cointegrated of rank \( r \). The
cointegration relations are given by \( \beta^T Y_t \). That is, \( Y_t \) exhibits random walk like
behaviour with \( \Delta Y_t \) and \( \beta^T Y_t \) being stationary. Now define \( Q = (\beta, \alpha \perp)^T \) and note that

\[
Q^{-1} = (\alpha (\beta^T \alpha)^{-1}, \beta \perp (\alpha^T \beta \perp)^{-1}) .
\]

Then, with \( X_t = QY_t, U_t = QZ_t, \) and

\[
\Gamma = Q\Pi Q^{-1} = \begin{pmatrix} \beta^T \alpha & 0 \\ 0 & 0 \end{pmatrix} ,
\]
we get the $Q$-transformed version of model (1),

(2) \[ \Delta X_t = \Gamma X_{t-1} + U_t. \]

We have effectively split up the original process $Y_t$ into a stationary part and a random walk part. In particular, if $X_{1t}$ denotes the first $r$ components of $X_t$ and $X_{2t}$ the last $n$ components, we have the following relations

(3) \[ \Delta X_{1t} = \beta^T \alpha X_{1t-1} + U_{1t}, \]

(4) \[ \Delta X_{2t} = U_{2t}. \]

We shall first study estimators of $\Gamma$ from observations $X_0, X_1, \ldots, X_T$ and then transfer the results to the original parameter of interest, $\Pi$. The reason for taking this small detour is that it will give more clarity to the limiting behaviour of different parts of the estimator corresponding to either the random walk or the stationary part of the process.

Before describing the asymptotics of the estimators we need some results regarding the cross-covariances. Specifically, define the empirical cross-covariances

\[ S_{XX} = \frac{1}{T} \sum_{t=1}^T X_{t-1}X_T, \quad S_{UX} = \frac{1}{T} \sum_{t=1}^T U_tX_T, \]

\[ S_{\Delta XX} = \frac{1}{T} \sum_{t=1}^T \Delta X_{t-1}X_T, \quad S_{\Delta X\Delta X} = \frac{1}{T} \sum_{t=1}^T \Delta X \Delta X_T, \]

and the covariance matrix $\Sigma_U = E(U_tU_t^T) = Q\Sigma_2 Q^T$. We use the following block matrix notation: For a $p \times p$ matrix $M$, let $M_{11}$ denote the top left $r \times r$ block, $M_{22}$ the bottom right $n \times n$ block, and $M_{12}$ and $M_{21}$ the two off-diagonal blocks. For notational convenience, we sometimes use a superscript instead. We implicitly assume that all the limits considered in the following sections are for $T \to \infty$. For the stationary processes, $X_{1t-1}$ and $\Delta X_t$, the law of large numbers yields

\[ S_{XX}^{11} \to_p \Sigma_X^{11} = \sum_{s=0}^\infty (I_r + \beta^T \alpha)^s \Sigma_{XX}^{11} (I_r + \alpha \beta)^s, \]

\[ S_{\Delta XX} \to_p \Sigma_{\Delta X} = \begin{pmatrix} \Sigma_{UU}^{11} + \beta^T \alpha \Sigma_{XX}^{11} \alpha^T \beta & \Sigma_{UU}^{12} \\ \Sigma_{UU}^{21} & \Sigma_{UU}^{22} \end{pmatrix}. \]

To study the asymptotics of the random walk part of the process we introduce a standard $p$-dimensional Brownian motion initiated at 0 denoted by $\{W_s\}_{s \in [0,1]}$. We are now ready to present the crucial Lemma. A proof can be found in e.g. Lemma 7.1 in Lütkepohl [2005].

**Lemma 2.1.** Define the $n \times p$ matrix $D = (0, I_n)$ and the random $r \times p$ matrix $V^T := (V_{11}^T, V_{21}^T)$ satisfying $\text{vec} V \sim \mathcal{N}(0, \Sigma_X \otimes \Sigma_U)$. The following converge jointly:

(5) \[ T^{-1} S_{XX}^{22} \to_w D \Sigma_U^2 \left( \int_0^1 W_s W_s^T ds \right) \Sigma_U^2 D^T =: B. \]

(6) \[ \begin{pmatrix} S_{UU}^{12} \\ S_{UU}^{22} \end{pmatrix} \to_w \Sigma_U \left( \int_0^1 W_s dW_s^T \right)^T \Sigma_U D^T =: \left( J_{12} \atop J_{22} \right). \]

(7) \[ T^\frac{1}{2} \begin{pmatrix} S_{UU}^{11} \\ S_{UU}^{21} \end{pmatrix} \to_w V = \begin{pmatrix} V_{11} \\ V_{21} \end{pmatrix}. \]
Furthermore,
\begin{align}
S_{XX}^{11} & \rightarrow_p \Sigma_X^{11} \\
S_{\Delta X \Delta X} & \rightarrow_p \Sigma_{\Delta X}.
\end{align}

A direct consequence of the above Lemma and summation by parts is that
\begin{equation}
S_{\Delta X \Delta X}^{12} \rightarrow_p -\Sigma_{U}^{12} \tag{8}
\end{equation}
(see section 3.1 in Anderson [2002a]). Thus, we have fully uncovered the asymptotic behaviour of $S_{\Delta X \Delta X}$ as well. Indeed, we can write
\begin{equation}
\begin{pmatrix}
S_{\Delta X \Delta X}^{11} & S_{\Delta X \Delta X}^{12} \\
S_{\Delta X \Delta X}^{21} & S_{\Delta X \Delta X}^{22}
\end{pmatrix}
= \begin{pmatrix}
\beta^T \alpha S_{XX}^{11} & \beta^T \alpha S_{XX}^{12} \\
0 & 0
\end{pmatrix}
+ \begin{pmatrix}
S_{UX}^{11} & S_{UX}^{12} \\
S_{UX}^{21} & S_{UX}^{22}
\end{pmatrix}. 
\end{equation}

We have already established that the top right block converges in probability to $-\Sigma_{U}^{12}$ and limits for the remaining three blocks follow easily from Lemma 2.1. Note that, whereas $S_{\Delta X \Delta X}^{11}$, $S_{\Delta X \Delta X}^{21}$, and $S_{\Delta X \Delta X}^{22}$ converge in probability, $S_{\Delta X \Delta X}^{22} = S_{UX}^{22}$ converges only weakly. From this it also follows that $S_{\Delta X \Delta X}^{12}$ and $S_{\Delta X \Delta X}^{21}$ are bounded in probability whence $T^{-\frac{1}{2}} S_{XX}^{12}, T^{-\frac{1}{2}} S_{XX}^{21} \rightarrow_p 0$.

### 3. Asymptotic Distributions of Reduced Rank Estimators

With Lemma 2.1 in our arsenal, we are ready to study the asymptotic behaviour of estimators of $\Gamma$. In particular, we shall focus on the standard cointegration estimators [Johansen et al., 1995]. This is a collection of estimators that can be obtained by solving a generalized eigenvalue problem. We consider
\begin{equation}
|S_{\Delta X \Delta X}(S_{\Delta X \Delta X})^{-1} S_{\Delta X X} - \hat{\lambda} S_{XX}| = 0
\end{equation}
and order the solutions in decreasing order, $\hat{\lambda}_1 \geq \hat{\lambda}_2 \geq ... \geq \hat{\lambda}_p$. With $\hat{\Lambda} := $ diag($\hat{\lambda}_1, ..., \hat{\lambda}_p$), denote by $\hat{G}$ the $p \times p$ matrix solving
\begin{equation}
S_{XX} (S_{\Delta X \Delta X})^{-1} S_{\Delta X X} \hat{G} = S_{XX} \hat{G} \hat{\Lambda},
\end{equation}
\begin{equation}
\hat{G}^T S_{XX} \hat{G} = I_p.
\end{equation}

In column vector notation we write $\hat{G} = (\hat{g}_1, ..., \hat{g}_p)$. For any $m_1 \times m_2$ matrix $M$ we shall write $M^k$ for the $m_2 \times k$ matrix consisting of the first $k \leq m_2$ columns of $M$. Keeping in line with our previous block matrix notation, we write $\hat{G}_{11}$ and $\hat{G}_{22}$ for the top left $r \times r$ block and the bottom right $n \times n$ block of $\hat{G}$ respectively and $\hat{G}_{21}$ and $\hat{G}_{12}$ for the off diagonal blocks. The reduced rank estimators are given by
\begin{equation}
\hat{\Gamma}_k = S_{\Delta X X} \hat{G}^k (\hat{G}^k)^T \tag{12}
\end{equation}
for $k = 1, ..., p$. $\hat{\Gamma}_k$ is called the reduced rank estimator of $\Gamma$ for rank $k$. One can show that $\hat{\Gamma}_k$ is the maximum likelihood estimator of $\Gamma$ under Gaussian errors when the data generating process is given by (2) and the rank of $\Gamma$ is fixed at $k$ [Johansen et al., 1995]. In our case the true rank is $1 < r < p$ and the reduced rank estimator for a correctly specified rank is therefore $\hat{\Gamma}_r$. Another special case is the least squares estimator $\hat{\Gamma}_{LS}$ which is, in fact, equal to $\hat{\Gamma}_p$.

For future reference, we also define the (appropriately rescaled) population versions of $\hat{\lambda}$ and $\hat{G}$. We let $\lambda_1 \geq \cdots \geq \lambda_p$ be the ordered solutions to
\begin{equation}
\begin{vmatrix}
\Sigma_X^{11} \alpha^T \beta (\Sigma_{\Delta X}^{-1})_{11} \beta^T \alpha \Sigma_X^{11} & 0 \\
0 & J_{22}
\end{vmatrix}
- \lambda \begin{pmatrix}
\Sigma_X^{11} & 0 \\
0 & B
\end{pmatrix}
= 0
\end{equation}
with \( G = (g_1, \ldots, g_p) \) the corresponding eigenvectors normalized so that
\[
G^T \begin{pmatrix} \Sigma_{11} & 0 \\ 0 & B \end{pmatrix} G = I_p.
\]

The block diagonal structure implies that almost surely \( G_{12} \) and \( G_{21} \) are 0 with \( G_{11} \) and \( G_{22} \) solving the two separate eigenvalue problems defined by the diagonal blocks in (13). This furthermore implies that the first \( r \) eigenvalues and eigenvectors are deterministic while the last \( n \) eigenvalues and eigenvectors are random. We let \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_p) \).

It makes sense to distinguish between three different situations and study them separately. First, the reduced rank estimator where the true rank is given a priori. In this case we include exactly enough information and the resulting estimator is optimal, among the estimators considered here, in the following sense: For all \( 1 \leq k \leq p \) for which \( \hat{\Gamma}_k \) is consistent, \( \hat{\Gamma}_r \) has the lowest asymptotic variance.

Knowing the number of cointegrating relations, however, is often unrealistic. This leads us to consider the estimators \( \hat{\Gamma}_k^1 \) and \( \hat{\Gamma}_k^2 \) for \( 1 \leq k^1 < r < k^2 \leq p \). The former has underestimated rank and we will show that it is asymptotically biased, but under some circumstances the bias might be small enough to make it preferable in a bias-variance trade-off. The latter has overestimated rank and we will show that it is consistent, but its variance is inflated when compared to \( \hat{\Gamma}_r \). We first recall the known limiting behaviour of \( \hat{\Gamma}_r \) since this serves as an illustrating case and highlights many of the ideas involved in the study of the other two cases. We then derive the limiting behavior of the estimators with misspecified ranks, which is the first main contribution of this paper.

3.1. Correctly Specified Rank. We start with a result due to Anderson [2002a]. The statement of the Theorem as well as the proof are essentially the same as in Anderson [2002a]. A proof can be found in Section 8.

**Theorem 3.1.** Define \( \hat{J}_{12} := (J_{12} - \Sigma_{12}^{-1}(\Sigma_{22}^{-1}J_{22}) \) and let \( \text{rank}(\Gamma) = r \). Then,
\[
\frac{T}{1} \begin{pmatrix} \hat{J}_{12}^1 (\Gamma^1 - \Gamma_{11}) \\ \hat{T}_{12}^1 (\Gamma^2 - \Gamma_{21}) \end{pmatrix} \rightarrow_{w} \begin{pmatrix} V_1 (\Sigma_{11}^{-1})^{-1} & \hat{J}_{12}^1 B^{-1} \end{pmatrix},
\]
where \( J_{12}, J_{22} \) and \( B \) are defined in Lemma 2.1.

Note that the rate of convergence for the right two blocks is \( o_P(T^{-1}) \) contrary to the usual reduced rank regression setting of independent observations where the rate of convergence is \( o_P(T^{-\frac{1}{2}}) \) for all blocks. This is because \( T\hat{G}_{21}(\hat{G}_{11}^T)^T \) and \( T^2\hat{G}_{21}^T(\hat{G}_{11}^T)^T \) are convergent, where \( \hat{G} \) is defined in (10)–(11), as can be seen in the proof.

3.2. Overestimated Rank. Let the true rank of \( \Pi \) be \( 0 < r < p \). We are interested in the reduced rank estimator \( \hat{\Gamma}_{r+m} \) with \( r < r+m \leq p \). The above results for \( \hat{\Gamma}_r \) suggest that this estimator is consistent and with a limiting behaviour somewhat close to that of \( \hat{\Gamma}_r \), depending on \( m \). To tackle this problem, we first analyze the asymptotics of the last \( n \) columns of \( \hat{G} \). Unfortunately, we cannot directly adopt the methods from the previous section, but in much the same way we start with (10) and (11).

Consider equation (11) in block matrix notation. Using that \( (I_r, T^\dagger I_n)\hat{G} \) is bounded in probability and that \( T^\dagger \hat{G}_{21} \) converges in probability to 0 (see proof
of Theorem 3.1), we find that  \( \tilde{G}_{12}^T S_{XX}^{11} \tilde{G}_{12} \),  \( \tilde{G}_{12}^T S_{XX}^{11} \tilde{G}_{22} \), and  \( \tilde{G}_{21}^T S_{XX}^{22} \tilde{G}_{22} \) are  \( o_P(T^{-\frac{1}{2}}) \). The top-right block of (11) then reduces to

\[
\tilde{G}_{12}^T S_{XX}^{11} \tilde{G}_{12} + o_P(T^{-\frac{1}{2}}) = 0
\]

so that  \( \tilde{G}_{12} = o_P(T^{-\frac{1}{2}}) \). By an analogous argument we get  \( \tilde{G}_{22} S_{XX}^{22} \tilde{G}_{22} = I_n + o_P(T^{-\frac{1}{2}}) \) and therefore  \( T \tilde{G}_{22} \tilde{G}_{22} = (T^{-1} S_{XX}^{22})^{-1} + o_P(T^{-\frac{1}{2}}) \). Note that the least squares estimator is given by

\[
\hat{\Gamma}_{LS} = S_{XX}^{-1} = S_{XX} \hat{G} \hat{G}^T = \hat{\Gamma}_p
\]

corresponding to the case where  \( m = n \). Thus, we have obtained an asymptotic distribution for the least squares estimator, albeit in a slightly indirect way. This will also be a consequence of the following more general result.

**Theorem 3.2.** Assume that rank(\( \Gamma \)) =  \( r < p \) and  \( 1 \leq m \leq n = p - r \). Then,

\[
(T^2 (\Gamma_{r+m}^{11} - \Gamma_{11}) + T (\tilde{\Gamma}_{r+m}^{12} - \Gamma_{12})) \rightarrow_{w} \begin{pmatrix} V_{11}(\Sigma_{11}^{11})^{-1} & \tilde{J}_{12} B^{-1} + \tilde{J}_{22} P_m \\ V_{21}(\Sigma_{11}^{11})^{-1} & J_{22} P_m \end{pmatrix}
\]

where  \( \tilde{J}_{22} := \Sigma_{U} \Sigma_{U}^{22} \Sigma_{U} \Sigma_{U}^{-1} J_{22} \) and  \( P_m = G_{22}^m (G_{22}^m)^T \) with  \( G \) defined in (13).

It is instructive to compare the limiting distribution in (15) with (14). What effectively happens when inflating the rank is that we are including columns of  \( \tilde{G} \) that are not relevant. This leads to an increased variance as illustrated by the terms  \( \tilde{J}_{22} G_{22}^m (G_{22}^m)^T \) and  \( \tilde{J}_{22} G_{22}^T (G_{22}^m)^T \). The higher  \( m \) is, the more the variance increases. For small  \( m \) compared to  \( p \), there might not be any major issues. In line with our intuition, it is thus advisable to get as close as possible to the true rank. Setting  \( m = 0 \) corresponds to dropping all columns of  \( G_{22}^m \) and we end up with (14). For the least squares estimator the above expression simplifies somewhat. Indeed,  \( G_{22}^m = G_{22} \) and thus  \( G_{22}^m (G_{22}^m)^T = B^{-1} \). Plugging this into (15) yields  \( \tilde{J}_{12} B^{-1} + \tilde{J}_{22} G_{22}^m (G_{22}^m)^T = J_{12} B^{-1} \) and  \( J_{22} G_{22}^m (G_{22}^m)^T = J_{22} B^{-1} \).

### 3.3. Underestimated Rank

For finite samples, we might just as well underestimate the true rank, especially if one chooses the rank using the sequential testing approach that is usually applied in practice. We now consider  \( \tilde{\Gamma}_m \) for  \( 0 < m < r \). It is clear that the estimator will not be consistent so all we can hope for is that the asymptotic bias is small in certain situations. Before computing this bias and giving the main theorem of this section, we need an extra assumption on the generalized eigenvalues in (13).

**Assumption 3.1.** The first  \( r \) generalized eigenvalues in (13) are simple, i.e.,  \( \lambda_1 > \ldots > \lambda_r \).

This assumption is of a technical nature. It is needed for the smoothness results given in Lemma B.2 and B.3 in the Appendix. To the extent in which we apply Lemma B.2, it is actually sufficient to assume  \( \lambda_m > \lambda_{m+1} \). It is clear that this assumption is necessary since otherwise we would not be able to distinguish between the asymptotic eigenvectors. Whether we need all the first  \( r \) eigenvalues to be simple, however, is questionable. We hypothesize that Theorem 3.3 holds without this assumption, but this would require a different proof since the current proof relies on the delta method, which in turn requires sufficient smoothness of a certain map of the generalized eigenvectors.
It immediately follows from Lemma B.2 in Appendix B and the proof of Theorem 3.1 that $\Gamma_{11}^m(G_{11}^m)^T \to_p G_{11}^m(G_{11}^m)^T$. Furthermore, we know that $\Gamma_{11}^m = \beta^T \alpha S_{XX} G_{11}^m(G_{11}^m)^T + o_p(1)$. Then, since $\beta^T \alpha = \beta^T \alpha \Sigma_1^{11} G_{11}^T$, we find that the asymptotic bias is given by

$$\hat{\Gamma}_{11}^m - \Gamma_{11} \to_p \beta^T \alpha \Sigma_1^{11} (G_{11} G_{11}^T - G_{11}^m (G_{11}^m)^T) =: b_m.$$

We see that the asymptotic bias increases as eigenvalues are excluded and the bias is larger for larger eigenvalues. In practice this means that we only incur a small bias when underestimating the rank if the eigenvalues $\lambda_{m+1}, \ldots, \lambda_r$ are small.

We obtain the following asymptotic distribution of the reduced rank estimator when the rank is underestimated. A proof can be found in Section 8.

**Theorem 3.3.** Assume that $1 \leq m < r = \text{rank}(\Gamma)$ and $\lambda_1 > \cdots > \lambda_r$. Let $\kappa_{ijkl}$ be the joint cumulant of $U_{t,i}, U_{t,j}, U_{t,k},$ and $U_{t,l}$ and assume furthermore that $\kappa_{ijkl} = 0$ for all $1 \leq i, j, k, l \leq p$. Let $V^T = (\tilde{V}_{11}^T, \tilde{V}_{21}^T)$ be a random matrix such that $\text{vec}(\tilde{V}) \sim \mathcal{N}(0, \xi \Xi \xi^T)$, where $\Xi$ is defined in (28) and $\xi$ is defined in (30). Then,

$$\begin{bmatrix} T_1^2 (\hat{\Gamma}_{11}^m - \Gamma_{11} - b) & T (\hat{\Gamma}_{11}^m - \Gamma_{11}) \\ T_2^2 (\Gamma_{21} - \Gamma_{12}) & T_2 (\Gamma_{22} - \Gamma_{22}) \end{bmatrix} \to_w \begin{bmatrix} \hat{V}_{11} & C_m \hat{J}_{12} B^{-1} \\ \hat{V}_{21} & 0 \end{bmatrix}$$

where $C_m = \beta^T \alpha \Sigma^{11}_X G_{11} G_{11}^T (\beta^T \alpha)^{-1}$. The covariance matrix of $\hat{V}_{21}$ is equal to $G_{11}^m (G_{11}^m)^T \Sigma^{11}_X G_{11}^m (G_{11}^m)^T \otimes \Sigma_2^{22}$.

From $G_{11}^m (G_{11}^m)^T = (\Sigma^{11})^{-1}$ it follows that $C_r = I_r$. Comparing (17) with (14) we see that the variances of the top right and bottom left blocks are reduced. The bottom right block also converges in probability to 0. Comparison of the top left blocks is more involved. We could not find a straightforward answer to prefer one over the other. Interestingly enough, simulations suggest that the variance may even increase in certain parts when lowering the rank $m$.

When $m = r$ the expression for $\xi$ simplifies to the one derived in Theorem 3.1, see Section 8.

3.4. **Asymptotics in the Original Coordinates.** Recall that $X_t$ defined by (2) was a transformation of $Y_t$ defined by (1) into coordinates where the stationary and random-walk parts of the process are separated. Our original parameter of interest was $\Pi$. We now discuss how to derive central limit theorems for a family of estimators of $\Pi$ analogous to those discussed above. In particular, we define for $1 \leq k \leq p$ the matrices $\tilde{L}_k = Q \tilde{G}_k$ and the estimators $\hat{\Pi}_k = S_{\Delta Y} \tilde{L}_k (\tilde{L}_k)^T$. Then $\tilde{L}_k$ solves

$$S_{\Delta Y} (S_{\Delta \Delta Y})^{-1} S_{\Delta Y} \tilde{L}_k = S_{\Delta Y} \tilde{L}_k \hat{\Lambda}^{k:k}$$

$$(\tilde{L}_k)^T S_{\Delta Y} \tilde{L}_k = I_k$$

where $\Lambda^{k:k} = \text{diag}(\hat{\lambda}_1, \ldots, \hat{\lambda}_k)$ and the solutions to $|S_{\Delta Y} (S_{\Delta \Delta Y})^{-1} S_{\Delta Y} - \hat{\lambda} S_{\Delta Y}| = 0$ are the same as those for the $Q$-transformed cross-covariances. The columns of $\tilde{L}$ are thus the generalized eigenvectors for the generalized eigenvalue problem given by $S_{\Delta Y} (S_{\Delta \Delta Y})^{-1} S_{\Delta Y}$ and $S_{\Delta Y}$. Furthermore, we have $\hat{\Pi}_k = Q^{-1} \tilde{G}_k Q$ and, by definition, $\Pi = Q^{-1} \Gamma Q$. Consequently, a central limit theorem for $\hat{\Pi}_k$ is easily obtained from Theorems 3.1, 3.2, and 3.3.
Theorem 3.4. Assume that $1 \leq r = \text{rank}(\Pi) \leq p$. Then, if $r \leq k \leq p$,

$$T^{\frac{1}{2}} \mathbf{vec}(\hat{\Pi}_k - \Pi) \rightarrow \mathcal{N}(0, \beta(\Sigma_1^{11})^{-1}\beta^T \otimes \Sigma_Z).$$

If we furthermore assume that $\lambda_1 > ... > \lambda_r > 0$ and that $\kappa_{ijkl} = 0$ for all $1 \leq i, j, k, l \leq p$, then, for $1 \leq k < r$,

$$T^{\frac{1}{2}} \mathbf{vec}(\hat{\Pi}_k - \Pi - \tilde{b}) \rightarrow \mathcal{N}(0, \tilde{\xi}\tilde{\xi}^T)$$

where $\tilde{\xi} = (Q^T \otimes Q^{-1})\xi$ and $\tilde{b} = \alpha\Sigma_1^{11}(G_{11}G_{11}^T - G_{11}^m(G_{11}^m)^T)\beta^T$ is the asymptotic bias.

The $T^{\frac{1}{2}}$ terms dominate in the limiting behaviour of $\hat{\Pi}_k$, which is why, asymptotically, we lose nothing by overestimating the rank. However, for finite samples the case might be different. As suggested by Theorem 3.2, the variance in the random walk direction will increase if we unnecessarily inflate the rank. See Anderson [2002a] regarding further interpretation of the asymptotics of $\Pi$.

4. Estimation Under Rank Uncertainty

The above results suggest that the choice of cointegration rank is crucial. While choosing a rank that is too high still results in a consistent estimator, underestimating the rank will result in an asymptotically biased estimator. The rank is usually found using a sequential testing approach as described in Johansen et al. [1995], which we briefly recall here. While this approach consistently estimates the true rank (at least if the critical values of the sequential tests go to infinity at an appropriate rate with increasing sample size), disregarding the uncertainty involved in rank estimation from the corresponding post-selection reduced rank estimator might be unfavourable in some cases, especially for high dimension $p$. We therefore suggest a weighted estimator of $\Pi$, which can be thought of as a weighted average of the estimators $\hat{\Pi}_1, ..., \hat{\Pi}_p$ with either fixed pre-specified weights or with weights inferred from the data. The post-selection estimator obtained by considering the rank-estimate as fixed is a special case where all the weight is assigned to $\hat{\Pi}_{\hat{r}}$, $\hat{r}$ being the rank-estimate.

4.1. Rank Selection. We start with the hypothesis $H(0)$ that the cointegration rank is 0, that is, $\Pi$ vanishes so that the process is a random walk. This null-hypothesis is tested either against $H(1)$ or $H(p)$, which are the hypotheses for cointegration rank 1 and $p$, respectively. The latter hypothesis corresponds to $\Pi$ having full rank and thus, under the current assumptions, to a stationary process. If $H(0)$ is rejected at, say, a 5% significance level, we move on to the next hypothesis $H(1)$ and, again, test it either against $H(2)$ or $H(p)$. This process is repeated until reaching an $r$ for which $H(r)$ cannot be rejected. Assuming that $Z_0$ is Gaussian, we can directly compute the maximized likelihood function of each hypothesis and thus also a likelihood ratio test statistic. For testing $H(r)$ against $H(p)$ the likelihood ratio statistic, $LR(H(r)|H(p))$, is given by

$$-2\log LR(H(r)|H(p)) = -T \sum_{i=r+1}^{p} \log(1 - \hat{\lambda}_i).$$

The likelihood ratio statistic for testing $H(r)$ against $H(r+1)$ is given by

$$-2\log LR(H(r)|H(r+1)) = -T\log(1 - \hat{\lambda}_{r+1}).$$
The two test statistics, depending on whether we test against $H(p)$ or $H(r + 1)$, are usually called the trace and maximum eigenvalue test statistics, respectively. The asymptotics of either can be derived from our discussions above. Assuming that the true rank is $r_0$, both statistics tend to infinity in probability for $r < r_0$. The null is therefore rejected when the statistic is larger than a critical value $c$. In practice, we therefore expect to underestimate the rank in cases where one or more of the population eigenvalues $\lambda_1, \ldots, \lambda_r$ are close to 0. Recall that the bias is determined only by the smallest $r - m$ of these eigenvalues where $m < r$ is the estimated rank and $r$ the true rank.

Let $lr = (lr_0, lr_1, \ldots, lr_{p-1})$ denote a sequence of test statistics with either $lr_k = -2 \log(H(k)|H(p))$ or $lr_k = -2 \log(H(k)|H(k+1))$ and let $c_T = (c_{T,0}, \ldots, c_{T,p-1}) \in \mathbb{R}_+^p$ be a sequence of critical values. A rank estimate is then given by

(18) $\hat{r} = \min \left( \inf \{0 \leq k \leq p | lr_k \leq c_{T,k} \} , p \right)$

where we use the convention $\inf \emptyset = \infty$. Usually $c_{T,k}$ is chosen to be the $(1 - \alpha)100\%$ quantile of the asymptotic distribution of either the trace or maximum eigenvalue test-statistic for some small $\alpha \in (0, 1)$. Letting $\alpha$ approach 0 with growing sample size at an appropriate rate ensures that $\hat{r}$ is a consistent estimator of the true rank, $r_0$.

4.2. Weighted Reduced Rank Estimator. The reduced rank estimators of $\Gamma$ discussed thus far can all be considered as special cases of a general family of estimators weighting the contribution of each of the eigenvectors in (10). Indeed, for any $1 \leq k \leq p$, we can write

(19) $\hat{\Gamma}_k = S_{\Delta XX} \sum_{i=1}^{k} \hat{g}_i \hat{g}_i^T = S_{\Delta XX} \sum_{i=1}^{d} w_i \hat{g}_i \hat{g}_i^T$

where $w_i = 1$ if $i \leq k$ and $w_i = 0$ otherwise. For a given vector of weights, $w \in [0, 1]^p$, with $w_1 \leq w_2 \leq \ldots \leq w_p$, we refer to the estimator given by (19) as the weighted reduced rank estimator of $\Gamma$ and write $\hat{\Gamma}_w$. It is also entirely possible to choose weights that depend on the data. Thus, the post-selection estimator, $\hat{\Gamma}_r$, with $\hat{r}$ as given in (18), can be written as a weighted reduced rank estimator with weights

(20) $\hat{w}_i = 1_{\{i \leq \hat{r}\}} = 1_{\{lr_{i-1} > c_{T,i-1}\}}$.

Furthermore, the weighted reduced rank estimator can be viewed as a weighted average of all the individual reduced rank estimators. To see this, define the additional weights $w_0 = 0$ and $w_{p+1} = 1$ and let $W_i = w_{i+1} - w_i$ for $i = 0, \ldots, p$. Then $W \in [0,1]^{p+1}$ with $\sum W_i = 1$ and

$$\hat{\Gamma}_w = \sum_{k=0}^{p} W_k \hat{\Gamma}_k$$

with the convention $\hat{\Gamma}_0 = 0$.

Assuming that the true rank is $1 \leq r_0 \leq p$ it is immediately clear from Section 3 that any weighting that does not asymptotically assign weight one to all eigenvectors, $\hat{g}_1, \ldots, \hat{g}_{r_0}$, will result in an asymptotically biased estimator. Conversely, if $w_i \to_p 1$ for all $i = 1, \ldots, r_0$, then $\hat{\Gamma}_w$ is consistent regardless of the asymptotic
behaviour of the rest of the weights. Now, for \( w \in [0,1]^p \), let \( D = \text{diag}(w) \) and write \( D_1 = (D_{i,j})_{i,j \leq r} \) and \( D_2 = (D_{i,j})_{i,j > r} \). We define the following quantities:

\[
\begin{align*}
    b_w &= \beta^T \alpha \Sigma_1 \Gamma_{11} (I_r - D_1) \Gamma_{11}^T, \\
    C_{1w} &= \beta^T \alpha \Sigma_1 \Gamma_{11} D_1 \Gamma_{11}^T (\beta^T \alpha)^{-1}, \\
    C_{2w} &= \Gamma_{22} D_2 \Gamma_{22}^T, \\
    \xi_w &= \sum_{i=1}^{r} \omega_i (0_{r \times p} \quad P_i) \otimes (I_p \quad 0_{p \times r}) + (I_r \otimes \Sigma_{XX}) \xi_i
\end{align*}
\]

where \( \xi_i \) is defined in (29) and \( P_i = \Gamma_{11} e_i (\Gamma_{11} e_i)^T \) with \( e_i \) being the \( i \)th unit vector, that is, \( \Gamma_{11} e_i \) is the \( i \)th column of \( \Gamma_{11} \). The following result is a consequence of Theorems 3.1, 3.2 and 3.3.

**Theorem 4.1.** Assume that \( 1 \leq r = \text{rank}(\Gamma) \leq p \) and \( \lambda_1 > \cdots > \lambda_r \). Let \((w_T)_{T \in \mathbb{N}} \subset [0,1]^p \) be a sequence of weights. Assume that \( w_{T,i} \to_p 1 \) for all \( i = 1, \ldots, r \). Then, for \( T \to \infty \),

\[
    \hat{\Gamma}_{w_T} \to_p \Gamma.
\]

Assume furthermore that \( T||w_T - w|| \to_p 0 \) for some \( w \in [0,1]^p \) and \( \kappa_{ijkl} = 0 \) for all \( 1 \leq i, j, k, l \leq p \). Let \( V_w = (\tilde{V}_{w,11}, \tilde{V}_{w,21}) \) be a random matrix such that \( \text{vec}(V_w) \sim \mathcal{N}(0, \xi_w \Xi \xi_w^T) \), where \( \Xi \) is defined in (28) and \( \xi_w \) is defined above. Then,

\[
\begin{align*}
    T \begin{pmatrix}
        T \tilde{\Gamma}_{11} (\Gamma_{11} - b_w) & T \tilde{\Gamma}_{12} (\Gamma_{12} - \Gamma_{21}) \\
        T \tilde{\Gamma}_{21} (\Gamma_{21} - \Gamma_{22}) & T \tilde{\Gamma}_{22} (\Gamma_{22} - \Gamma_{22})
    \end{pmatrix}
    \to_w
    \begin{pmatrix}
        V_{w,11} C_{1w} \tilde{J}_{12} B^{-1} + \tilde{J}_{22} C_{2w} \\
        V_{w,21} & \tilde{J}_{22} C_{2w}
    \end{pmatrix}.
\end{align*}
\]

It follows from Theorem 4.1 that if a sequence of weights, \((w_T)_{T \in \mathbb{N}}\), is such that \( T(w_{T,i} - 1_{i \leq m}) \to_p 0 \) for some \( 1 \leq m \leq p \), then \( \hat{\Gamma}_{w_T} \) is asymptotically equivalent to \( \hat{\Gamma}_m \). In particular, for the post-selection estimator (18) with weights (20), for every \( \epsilon > 0 \), we have

\[
\mathbb{P} (T|\hat{w}_i - 1_{i \leq r}| > \epsilon) \leq \mathbb{P} (\hat{r} \neq r) = \mathbb{P} (\hat{r} > r) + \mathbb{P} (\hat{r} < r) \leq \sum_{i=0}^{r-1} \mathbb{P} (lr_i \leq c_{T,i}) + \mathbb{P} (lr_r > c_{T,r})
\]

where the last term goes to 0 for \( T \to \infty \) if \( c_T \) is chosen appropriately, since \( lr_i \) goes to infinity for \( i < r \) and \( lr_r \) converges in distribution and is therefore bounded in probability. Consequently, the post-selection estimator is asymptotically equivalent to \( \hat{\Pi}_r \).1 In finite samples, however, the situation can be different. It is entirely possible that \( lr_i \) is close to \( c_{T,i} \) for multiple \( i = 0, \ldots, r \), which would indicate that there is evidence for multiple ranks in the observed data. Hard threshold weights like \( \hat{w} \) disregard this uncertainty and for some samples the choice of rank can be far from the true rank (see Appendix C.3). It might therefore be wise to explore weights that behave more smoothly. We here give two examples of such weights both of which are based on the likelihood-ratio test statistics, \( lr \).

---

1This is only true in a pointwise sense. Indeed, the situation is very different if one considers sequences of parameters \( \Pi_F \) with eigenvalues getting arbitrarily close to 0. See, for example, the discussion in Elliott [1998] or the simulations in the following section. For uniform asymptotic inference in this setting, see Holberg and Ditlevsen [2023].
Example 4.1. The first weight-vector we consider is motivated by the fact that large values of $lr_i$ are strong evidence that the eigenvector $\hat{y}_{i+1}$ should be included. Indeed, as stated above, if $i < r$, then $T^{-a}lr_i$ goes to infinity for any $a \in (0,1)$. It is similar to the weighting scheme considered in Lieb and Smeekes [2017].

For $a_1 > 0$ and $0 \leq a_2$ we define

\begin{equation}
\hat{w}_1(a_1, a_2) = \left( 1 - e^{-a_1 T^{-a_2} lr_1}, \ldots, 1 - e^{-a_1 T^{-a_2} lr_{p-1}} \right).
\end{equation}

When convenient we shall omit the arguments and simply write $\hat{w}_1$. The hyperparameters $a_1$ and $a_2$ control how sensitive the weights are to the size of $\lambda$. If $1 > a_2 > 0$, then $T^{-a_2}lr_i \to p \infty$ for $i < r$ and $T^{-a_2}lr_i \to p 0$ for $i \geq r$ which implies that $T(\hat{w}_1 - 1_{\{i \leq r\}}) \to p 0$ for $T \to \infty$, i.e., $\hat{\Pi}_{\hat{w}_1}$ is asymptotically equivalent to $\hat{\Pi}_r$.

Example 4.2. The second example is a soft threshold version of the categorical $\hat{w}$. We simply replace the indicator function in $\hat{w}_1 = 1\{lr_{i-1} > c_{T,i}\}$ with a sigmoid function. Specifically, let $\tau : \mathbb{R} \to [0,1]$ be a sigmoid function, i.e., monotone and differentiable with $\tau(0) = 0.5$, $\tau(-\infty) = 0$, and $\tau(\infty) = 1$, and define for $a > 0$ and $c = (c_0, \ldots, c_{p-1})$ the weights

\begin{equation}
\hat{w}_2(a, c) = (\tau(a(lr_0 - c_0)), \ldots, \tau(a(lr_{p-1} - c_{p-1}))).
\end{equation}

Similar to above, we will sometimes omit the arguments for notational simplicity. In most applications it would make sense to just choose $c_i$ to be the $(1 - \alpha)100\%$ quantile for the asymptotic distribution of the test statistic $lr_i$ for some prespecified significance level $\alpha \in (0,1)$ in which case we shall write $\hat{w}_2(a, \alpha)$. The hyperparameter $a$ controls the gradient of the sigmoid function with higher values resulting in a sharper separation. One can choose $a, c$ dependent on $T$ such that $a(lr_i - c_i) \to p \infty$ if $i < r$ and $a(lr_i - c_i) \to p -\infty$ if $i \geq r$ in which case $\hat{\Pi}_{\hat{w}_2}$ is also asymptotically equivalent to $\hat{\Pi}_r$. This weight works well for moderate dimensions. Indeed, for very high $p$, choosing the appropriate vector $c \in \mathbb{R}^p$ becomes prohibitive.

5. Simulation study

In this section we perform two sets of simulation studies. First we compare different weighted reduced rank estimators across a range of parameters. The second set of simulation experiments compares the empirical large-sample distribution of our estimators with the asymptotic distributions derived in Section 3. This will not only confirm our results, but also give an idea of how the distributions in (14), (15), and (17) behave which is useful especially for the last case because of its complicated nature. Details about the different simulation setups are given in Appendix C.

5.1. Comparison of weighted reduced rank estimators. We compare different weighted reduced rank estimators for a handful of configurations. We compare 4 different types of weights. The first type is given by $w_f(k) \in [0,1]^p$ with $(w_f(k))_{i} = 1$ for $i \leq k$ and 0 otherwise. $w_f$ does not depend on the observed data but simply chooses a fixed number of eigenvectors to include. It thus corresponds to the simple reduced rank estimators of fixed rank, i.e., $\hat{\Gamma}_{w_f(k)} = \hat{\Gamma}_k$. The second type is the post-selection weight $\hat{w} = w_f(\hat{r})$ in (20). The last two types are $\hat{w}_1$ and $\hat{w}_2$ in eqs. (22) and (23) for different values of hyperparameters. We consider
Figure 1. Mean square prediction error (MSPE) of different weighted reduced rank estimators for varying dimensions and $c \in [0, 30]$ where the underlying autoregressive matrix, $\Gamma_c$, has a third of its eigenvalues set to $-c/T$, a third set to 0 and a third set to $-3/2$. Sample size is fixed at $T = 100$. The lines have been smoothed out for better comprehension. See Figure 7 for the true graphs.

$w_2(a, \alpha)$ as a function of the first parameter $a$ and a significance level $\alpha \in (0, 1)$ as explained in Example 4.2. We used the error function as the sigmoid function, i.e.,

$$\tau(x) = \frac{\text{erf}(x) + 1}{2}, \quad \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt.$$ 

We are interested in settings where there might be uncertainty regarding the choice of rank. This simulation experiment therefore considers sequences of parameters $\Gamma_c \in \mathbb{R}^{p \times p}$ for which a third of the eigenvalues are stationary (fixed at $-3/2$), a third is exactly 0, and the last third is given by $-c/T$ for varying $c \geq 0$. Throughout we fix $T = 100$. For $p = 3, 6, 9$ and $c \in [0, 30]$ we then compare all the estimators based on the mean squared prediction error (MSPE), which, for an estimator $\hat{\Gamma}$, is given by $T \mathbb{E} ||\Delta X_{T+1} - \hat{\Gamma} X_T||^2$. For a detailed description, see Appendix C.1. The results over 4 million simulations are given in Figure 1. The lines in the figure are smooth versions of the actual results reported in Appendix C.

For the parameters considered here, the cointegration rank will always be less than two-thirds of the dimension $p$ and, for $c$ close to 0, it will be practically $p/3$. Thus, the least squares estimator is really overparameterized which results in a higher MSPE in almost all cases. This is in line with the asymptotic theory developed in 3. Interestingly, the least squares estimator appears to briefly outperform the post-selection estimator for $p = 3$ and $c \in [13, 17]$. This can attributed to the additional variance stemming from the rank selection. Also, for $c$ small enough, the reduced rank estimator of rank $p/3$ outperforms the reduced rank estimator of rank $2p/3$ (the dashed and dash-dotted black lines). Thus, choosing a rank smaller than the true rank is beneficial if the discarded eigenvectors have eigenvalues close enough to 0. At some point, however, $c$ is too large and the bias induced by discarding these eigenvector will grow correspondingly at which point the reduced rank estimator of rank $2p/3$ is preferable (around $c = 14, 19, 27$ from left to right).
All the data-dependent weights are attempting to detect this point and act accordingly. For the estimators based on $\hat{w}_1$ it seems as though the MSPE is shifted depending on the dimension. In higher dimension $\hat{w}_1(0.1, 0.5)$ is a good choice while $\hat{w}_1(1, 0.5)$ outperforms the other estimators most of the time for $d = 3$. Similarly, smoothing the rank-selection weights increases the predictive performance of the estimator. Indeed, the weighted reduced rank estimator with weights $\hat{w}_2(0.1, 0.1)$ clearly outperforms the post-selection estimator in all cases. In Figures 8 and 9 in Appendix C.1 we have plotted the mean and standard deviation of all the weights across all simulations for $p = 3$ which potentially explains a lot of the differences in performance. Similar behaviour holds for $p = 6$ and $p = 9$.

5.2. Comparison of asymptotic and empirical distributions. We consider estimators of $\Gamma$, comparing each block separately. The dimension is $p = 4$, the true rank is chosen to be $r = 2$ and we consider the estimators $\hat{\Gamma}_1$, $\hat{\Gamma}_2$, and $\hat{\Gamma}_4$ corresponding to the three cases of underestimated, correct and overestimated rank. We let $Z_t$ be i.i.d. normal with $Z_t \sim \mathcal{N}(0, \Sigma_Z)$. We generate $\alpha, \beta \in \mathbb{R}^{4 \times 2}$ and $\Sigma_Z \in \mathbb{R}^{4 \times 4}$ such that Assumptions 2.1, 2.2, and 3.1 are fulfilled. For explicit details on the simulation setup, see Appendix C.

In Fig. 2 we compare the empirical distributions and the asymptotic distributions of the three estimators. That is, we compare the distributions on the left-hand sides to the right-hand sides of (14), (15), and (17). For the estimators under underestimated rank, we also subtracted the bias in eq. (16), which is why it appears to be centered. Observe that the estimators for the true rank (red lines) are not visible in most plots because they overlap with the other lines. This agrees with the theory. For the two leftmost columns, the distribution of $\hat{\Gamma}_2$ coincides with the distribution of $\hat{\Gamma}_1$. For the bottom-right block, $\hat{\Gamma}_{22}$ and $\hat{\Gamma}_{12}$ are both singular around 0 which is why the empirical distributions are highly concentrated compared to the empirical distribution of $\hat{\Gamma}_4$.

For all three estimators, the large-sample empirical distribution is close to the asymptotic distribution which confirms our theoretical findings. Furthermore, as we hypothesized, the variance of $\hat{\Gamma}_1$ is decreased in all blocks except the top-left block. The decrease seems to be most visible in the bottom-left block. This is surprisingly not the case when we compare $\hat{\Gamma}_{11}$ with $\hat{\Gamma}_{21}$. It looks like the former has a higher variance in some of the elements. In other simulations the results were also ambiguous making any quantitative judgements hard. It should be noted, however, that in Fig. 2 the distribution of each element of the estimated matrix is plotted separately, i.e., we do not consider the covariance structure between different elements of the matrix.

6. Prediction of EEG Signals

We apply our weighted reduced rank estimators to EEG recordings obtained from an experiment in which two participants were presented with a visual stimulus on a computer screen. Each participant was first shown a cross on the screen on which to focus for a random fixation period between 1.5 and 2.5 seconds. Then, two figures would briefly appear on the screen and the participant should indicate which stimulus had been shown. For more information on the exact setup, see Levakova et al. [2022]. Here, we analyze the trials from participant 1 which, after data clean-up, amount to 609 trials in total with a sampling rate of 256 Hz. For each trial...
Figure 2. Asymptotic and empirical distributions of $\hat{\Gamma}_k - \Gamma$ for different choices of $k$. The dimension is $p = 4$, the true rank is $r = 2$ and the three estimators are $\hat{\Gamma}_1$, $\hat{\Gamma}_2$, and $\hat{\Gamma}_4$. For each estimator, the dotted line is the empirical distribution for $T = 5000$ and over 1000 simulations. The $i,j$'th plot corresponds to the distribution of the $i,j$'th element of $\hat{\Gamma}_k - \Gamma$. We centered $\hat{\Gamma}_1 - \Gamma$ by subtracting the bias given in the right hand side of (16) in Section 3. Note different scales in individual plots.

we only consider the period one second prior to the onset of the visual stimulation. The psychological hypothesis is that the brain state at stimulus onset is predictive of cognitive performance, and this short pre-stimulus period is therefore of special interest. After data preprocessing and clean-up, each EEG signal consists of 59 channels. The resulting data set has 609 observations of 59-dimensional time series.
of sample size 257. We represent the data by \( X_i^t \in \mathbb{R}^{59} \) where \( i = 1, \ldots, 609 \) and \( t = 0, 1, \ldots, 256 \). See Fig. 3 for a sample of \( X_i^t \).

We analyze the predictive capabilities of the weighted reduced rank estimators for two classes of weights on the given data. We consider the discrete weights given by \( w_f(k), k = 0, \ldots, 59 \) as well as the smooth weights \( \hat{w}_1(1, a_2) \) for \( a_2 = k/25, k = 0, \ldots, 49 \). The high dimension of the data makes any classical methods of rank selection as well as methods based on bootstrap prohibitive. Similarly, the weights given in Example 4.2 are not well suited for problems in higher dimension due to the need to select the thresholds \( c \in \mathbb{R}^d \). The methods proposed so far in this paper are in the setting of a single observation of a long time series and under the assumption of zero drift. They are, however, straightforwardly adapted to work in settings with multiple i.i.d. observations of the same time series and to allow for the inclusion of a constant drift [Levakova et al., 2022, Section 2].

In Fig. 4 we record the performance of each \( w_f(k) \) and \( \hat{w}_1(1, a_2) \) in terms of MSPE. For a test/train split \( I_{train}, I_{test} \subset \{1, \ldots, 609\} \) with \( I_{train} \cap I_{test} = \emptyset \), the model was fitted on the train set \( (X_i^t)_{i \in I_{train}} \) and the MSPE calculated on the test set \( (X_i^t)_{i \in I_{test}} \). We compare the estimators for three different sample sizes of the training data. A train size of \( q \) and test size of \( p \) means that \( |I_{train}| = \lfloor q609 \rfloor \) and \( |I_{test}| = \lfloor p609 \rfloor \). Throughout we fix the test size at 0.1, i.e., 10% of the observations are used to compute the MSPE. The results reported in Fig. 4 are averaged across 40 random test/train splits of the data for train sizes 0.1, 0.2 and 0.3.

Evidently, for both choices of weights, the fixed rank and the smoothed weights, the hyperparameter, \( r \) or \( a_2 \), strongly affects the performance of the corresponding estimator. A similar pattern emerges in the left and right panel of Fig. 4. At certain thresholds the predictive capabilities plateau around the same level, namely, for \( a_2 \leq 0.9 \) and \( r \geq 25 \). One way to interpret this is that, after a while, increasing the rank of the estimator does not yield better results, i.e., we lose nothing by using a lower rank representation of the underlying dynamics. Similarly, for \( a_2 \geq 1.5 \), \( \hat{w}_1(1, a_2) \) is practically 0 so that the MSPE in the left panel plateaus at the same level as the MSPE for \( w_f(0) \). Interestingly, whereas the MSPE in the right panel seems to be almost monotone in the hyperparameter, this is not the case in the left panel. Especially for the smallest train size, the MSPE of \( \hat{w}_1 \) dips well below the lowest level achieved by \( w_f \). Thus, for small sample sizes, the new estimator
with smooth weights performs better. In practice, we do not know the optimal choice of $a_2$ or $k$, but this can be partly resolved by cross-validation. Fig. 5 depicts the distribution of the MSPE corresponding to the reduced rank estimators with weights $w_f(\hat{k}_{cv})$ and $\hat{w}_1(1, \hat{a}_{2,cv})$ where $\hat{k}_{cv}$ and $\hat{a}_{2,cv}$ were chosen to yield the lowest MSPE based on cross-validation on the training data with 10 folds.
Figure 6. Average values of the weights $w_f(\hat{k}_{cv})_i$ for the classical fixed rank estimator (i.e., weights are 1 for $i \leq \hat{k}_{cv}$ and 0 otherwise) and $\hat{w}_1(1, \hat{a}_{2,cv})_i$ for the new proposed weighted rank estimator, $i = 1, \ldots, 59$, across 40 test/train splits for different choices of train size. For each split, the hyperparameters $\hat{k}_{cv}$ and $\hat{a}_{2,cv}$ were chosen by cross-validation on the training data.

For train sizes 0.2 and 0.3 the two estimators seem to do equally well. This in line with the results in Fig. 4. However, the situation changes for the smallest train size where the smooth weights clearly outperform the discrete weights. In Fig. 6 we can see that the weights behave differently. The smooth weights tend rather quickly to 0 for larger ranks as the sample size decreases, but the discrete weights are slower to react. In particular, for the smallest sample the chosen rank varies a lot based on the particular data split. This shows that smoothing the weights is beneficial in settings with large rank uncertainty (in this case because of the high dimension and the small sample size).

7. Conclusion

We have characterised the asymptotic distribution of all reduced rank estimators of the $\Pi$-matrix in a VECM as given by (1) assuming the cointegration rank, $r$, and the dimension, $p$, are held fixed and the sample size $T \to \infty$. Previously, only the asymptotic distribution of the reduced rank estimator with true rank has been studied. We showed that similar results hold if the rank is respectively overestimated or underestimated. In the first case, the estimator is still consistent albeit at the cost of an increased variance. In particular, the bottom-right block of (15) no longer converges in probability to zero. This is to be expected since we are effectively including more parameters than necessary. In the second case, the estimator is asymptotically biased and the size of the bias is determined by how much the rank is underestimated. Simulation studies confirmed the theoretical findings.

We have introduced a new class of estimators that outperform the classical estimators in settings where certain eigenvalues close to zero. By choosing appropriate weights that take rank uncertainty into account, the weighted reduced rank estimators have several benefits. They are transparent regarding rank evidence, they
have smaller mean square prediction error and the resulting estimators have less variance when compared to the post-selection estimator.

8. Proofs

Proof of Theorem 3.1. For ease of notation we write $A := S_{XX}X(S_{XX}X)^{-1}S_{XX}X$. From Lemma 2.1 we find that $T^{-\frac{1}{2}}A_{12}, T^{-\frac{1}{2}}A_{22}, T^{-\frac{1}{2}}S_{XX}^{21},$ and $T^{-\frac{1}{2}}S_{XX}^{12}$ are $o_p(1)$. Since $S_{XX}^{11}$ and $T^{-1}S_{XX}^{22}$ are $O_p(1)$, from (11) we get that $(\hat{G}_{11}, \hat{G}_{12})$ and $T^{\frac{1}{2}}(\hat{G}_{21}, \hat{G}_{22})$ are bounded in probability for all $j = 1, ..., p$. It follows that $A_{12}\hat{G}_{21}, A_{22}\hat{G}_{21}$, and $S_{XX}^{12}\hat{G}_{21}$ are $o_p(1)$. Finally, note that $\lambda_{11}$ defined in (10) converges in probability to matrix $\Lambda_{11}$ and $\hat{\lambda}_i = O_p(T^{-1})$ for $i = r + 1, ..., p$ (see e.g. Johansen [1988]).

Writing (10) in block matrix notation we then have for $\hat{G}^r$,

\begin{align}
A_{11}\hat{G}_{11} + o_p(1) &= S_{XX}^{11}\hat{G}_{11}\hat{\lambda}_{11} + o_p(1) \\
A_{21}\hat{G}_{11} + o_p(1) &= (S_{XX}^{21}\hat{G}_{11} + T^{-1}S_{XX}^{22}T\hat{G}_{21})\hat{\lambda}_{11}.
\end{align}

With $H_1 = (\frac{1}{T}S_{XX}^{22})^{-1}(A_{11}(A_{11})^{-1}S_{XX}^{11} - S_{XX}^{21})$ we compute $T\hat{G}_{21} = H_1\hat{G}_{11} + o_p(1)$ which, in particular, implies that $T\hat{G}_{21}$ is bounded in probability and therefore $\hat{G}_{21}S_{XX}^{11}\hat{G}_{11}, \hat{G}_{21}S_{XX}^{21}\hat{G}_{11}$, and $\hat{G}_{11}S_{XX}^{12}\hat{G}_{21}$ are all $O_p(T^{-\frac{1}{2}})$. Applying (11) then yields

$$\hat{G}_{11}^{r}S_{XX}^{11}\hat{G}_{11} = I_r + o_p(T^{-\frac{1}{2}}),$$

i.e., $\hat{G}_{11}\hat{G}_{11}^r = (S_{XX}^{11})^{-1} + o_p(T^{-\frac{1}{2}})$. Then we simply compute the estimator $S_{XX}'G^r(G^r)^T$ in (12) using the block expressions derived above. This gives us

\begin{align}
\hat{G}_{11}^{r} &= S_{XX}^{11}\hat{G}_{11}\hat{G}_{11}^{r} + o_p(T^{-\frac{1}{2}}) = \beta^T\alpha + S_{XX}^{11}(S_{XX}^{11})^{-1} + o_p(T^{-\frac{1}{2}}) \\
\hat{G}_{21}^{r} &= S_{XX}^{21}\hat{G}_{11}\hat{G}_{11}^{r} + o_p(T^{-\frac{1}{2}}) = S_{XX}^{21}(S_{XX}^{11})^{-1} + o_p(T^{-\frac{1}{2}}) \\
\hat{G}_{11}^{r} &= T^{-1}S_{XX}^{12}\hat{G}_{11}\hat{G}_{11}^{r}H_1 + o_p(T^{-1}) = T^{-1}\beta^T\alpha H_1 + o_p(T^{-1}) \\
\hat{G}_{22}^{r} &= o_p(T^{-1})
\end{align}

Appealing to Lemma 2.1 we see that $H_1^r \rightarrow_w (\beta^T\alpha)^{-1}(J_{12} - \Sigma_{12}^w(\Sigma_{22}^w)^{-1}J_{22})B^{-1}$ jointly with (5), (6), and (7). The result of Theorem 3.1 is then easily derived from the above expressions.

Proof of Theorem 3.2. The main ideas of this proof are similar to those of Theorem 3.1 and we shall proceed in the same manner. Slightly abusing the notation used so far we let $\hat{G}_{12} = (\hat{G}_{12}, \hat{G}_{22}^T)^T$. Equation (10) translates to

$$A\hat{G}_{12} = S_{XX}X\hat{G}_{12}\hat{\lambda}_{m,m}$$

where $\hat{\lambda}_{m,m} = \text{diag}(\hat{\lambda}_{m+1}, ..., \hat{\lambda}_{m+m})$. Recall that $\hat{\lambda}_i = O_p(T^{-1})$ for $i = r + 1, ..., p$ so that $\hat{\lambda}_{22} = O_p(T^{-1})$. Now since $\hat{G}_{12} = o_p(T^{-\frac{1}{2}})$ (see the comments made at the start of Section 3.2) and $S_{XX}^{11}, S_{XX}^{12} = O_p(1)$, it follows that $(S_{XX}^{11}, S_{XX}^{12})\hat{G}_{22}\hat{\lambda}_{m,m} = o_p(T^{-1})$. In block matrix notation the top part of eq. (26) simplifies to

$$A_{12}\hat{G}_{12} + A_{12}\hat{G}_{22} = o_p(T^{-1})$$

which, with $H_2 = -(A_{11})^{-1}A_{12}$, can be rewritten as $\hat{G}_{12}^m = H_2\hat{G}_{22}^m + o_p(T^{-1})$. Substituting this expression into the bottom part of eq. (26) and multiplying by
$T^2$ gives

\[(A_{22} - A_{21}(A_{11})^{-1}A_{12})T^2 \tilde{G}_{22}^m = S_{X}^{22} T^2 \tilde{G}_{22}^m \Lambda_{22}^{m:m} + o_P(T^{-\frac{1}{2}})\]

By the Davis-Kahan Theorem (see e.g. Theorem 4 in Yu et al. [2015]) there exists a random matrix $L$ solving

\[(A_{22} - A_{21}(A_{11})^{-1}A_{12})L = T S_{X}^{22} L T^T \Lambda_{22}^{m:m},\quad L^T T S_{X}^{22} L = I_n,\]

and such that $T^2 \tilde{G}_{22}^m = L + o_P(T^{-\frac{1}{2}})$. We shall find the asymptotics of $LL^T$ and then finish the proof by arguing that $L$ is sufficiently close to $T^2 \tilde{G}_{22}^m$. Using Lemma 2.1 we compute

\[H_2 \rightarrow_w (\beta^T o \Sigma_{X}^{11})^{-1} (\Sigma_{U}^{12} + \Sigma_{U}^{12}(\Sigma_{U}^{22})^{-1} J_{22}),\]

\[(A_{22} - A_{21}(A_{11})^{-1}A_{12}) \rightarrow_w J_{22}^T(\Sigma_{U}^{22})^{-1} J_{22}\]

jointly with (5), (6), and (7). With probability 1 the generalized eigenvalues on the diagonal of $A_{22}$ are all distinct. Lemma B.2 in Appendix B along with the continuous mapping theorem then gives $LL^T \rightarrow_w G_{22}^{m:m}(G_{22}^{m:m})^T$ jointly with $H_2$ and the expressions in Lemma 2.1. We now have all the tools needed to evaluate $\Gamma_{r+m}$ starting with the expression

\[\Gamma_{r+m} = S_{XX} \left( \hat{G}_{1} - \hat{G}_{2} \right) \left( \hat{G}_{1}^T \hat{G}_{2}^T \right) = S_{XX}(\hat{G}_{1} \hat{G}_{2} + \hat{G}_{2} \hat{G}_{1}).\]

As mentioned above $\hat{G}_{2} = o_P(T^{-\frac{1}{2}})$ which implies that $\hat{G}_{12}^m(\hat{G}_{12}^m)^T$ and $\hat{G}_{22}^m(\hat{G}_{22}^m)^T$ are $o_P(T^{-\frac{1}{2}})$ and so we immediately get $\Gamma_{r+m} = \Gamma_{r} + o_P(T^{-\frac{1}{2}})$. For the remaining two blocks write

\[
\begin{pmatrix}
\Gamma_{r+m}^{12} \\
\Gamma_{r+m}^{22}
\end{pmatrix} -
\begin{pmatrix}
\hat{\Gamma}_{r}^{12} \\
\hat{\Gamma}_{r}^{22}
\end{pmatrix} =
\begin{pmatrix}
S_{XX}^{11} \hat{G}_{12}^m(\hat{G}_{12}^m)^T + S_{XX}^{12} \hat{G}_{22}^m(\hat{G}_{22}^m)^T \\
S_{XX}^{21} \hat{G}_{12}^m(\hat{G}_{12}^m)^T + S_{XX}^{22} \hat{G}_{22}^m(\hat{G}_{22}^m)^T
\end{pmatrix}
\]

\[
= (T^{-1} \beta^T o S_{XX}^{11} H_2 LL^T + T^{-1} S_{XX}^{12} LL^T) + o_P(T^{-1})
\]

and the result follows from Theorem 3.1 and Lemma 2.1 in combination with the limits derived above for $H_2$ and $LL^T$.

\[\Box\]

Note that the reasoning used to determine the limit of $LL^T$ can also be applied to $\hat{\Lambda}_{22}^{m:m}$. In particular, Lemma B.1 in the Appendix shows that $T\hat{\Lambda}_{22}^{m:m}$ converges in distribution to $\Lambda_{22}^{m:m}$. There is nothing special about our choice of $m$ here and in particular $T\hat{\Lambda}_{22} \rightarrow_w \Lambda_{22}$. It is seen that

\[|J_{22}^T(\Sigma_{U}^{22})^{-1} J_{22} - B\lambda| =
\]

\[|\Sigma_{U}^{22}|^{-\frac{1}{2}} (|\Sigma_{U}^{22}|^{-\frac{1}{2}} J_{22}^T(\Sigma_{U}^{22})^{-1} J_{22} - (\Sigma_{U}^{22})^{-\frac{1}{2}} B(\Sigma_{U}^{22})^{-\frac{1}{2}} \lambda||\Sigma_{U}^{22}||^{-\frac{1}{2}}|.
\]

Recalling the definition of $J_{22}$ and $B$ in Lemma 2.1 we get that the diagonal of $\Lambda_{22}$ is, in fact, equal to the ordered solutions of

\[
\left| \left( \int_0^1 W_{2s} dW_{2s}^T \right) \left( \int_0^1 W_{2s} dW_{2s}^T \right)^T - \lambda \int_0^1 W_{2s} W_{2s}^T ds \right| = 0
\]

where $W_{2s}$ are the last $n$ components of the standard Brownian motion $W_s$. Analogously, we see from Lemma B.1 and the proof of Theorem 3.1 that $(\lambda_1, ..., \lambda_r)$ are
We thus have determined the asymptotics of $\hat{\Lambda}$ as well. This is a well known result in the cointegration literature from which one can derive the asymptotic distribution of the so-called trace test statistic, which tests the hypothesis that the cointegration rank is at most $k < p$ [Johansen, 1988].

The asymptotics are a little more involved in the case where the true rank is underestimated. Before the proof, we first show some intermediate lemmas. To study the limiting distribution of $T^{\frac{1}{2}}(\hat{\Gamma}_{11} - \Gamma_{11} - b_m)$ we follow the strategy of Izenman [1975] which forces us to set up more notation and introduce some ideas from matrix differential calculus. We use the notation from Magnus and Neudecker [2019].

For a matrix valued function $\Phi : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{k \times l}$ we let $d\Phi$ denote its differential. Similarly, we define the derivative of $\Phi(A)$ with respect to $A$ as the derivative of the vectorization of $\Phi(A)$ with respect to the vectorization of $A$:

$$D\Phi = \frac{\partial \text{vec}(\Phi(A))}{\partial \text{vec}(A^T)},$$

i.e., the Jacobian matrix of $\text{vec}(\Phi)$. One useful result we shall use is the following [Neudecker, 1968]: If $d\Phi(A) = \sum_i M_i(A) N_i$ for suitable matrices $M_i, N_i$, then the derivative is $D\Phi = \sum_i N_i^T \otimes M_i$. We define the commutation matrix $I_{(k,l)}$ as the square $kl \times kl$ block matrix partitioned into $k \times l$ blocks whose $(i,j)$’th block is 1 in the $(j,i)$’th coordinate and 0 everywhere else. Our goal is to use the delta method to determine the asymptotic distribution of the left side of $\hat{\Gamma}_m$.

**Lemma 8.1** (Delta method). Let $(x_n)_{n \in \mathbb{N}} \subset \mathbb{R}^d$ be a sequence of random vectors such that $\sqrt{n}(x_n - x) \rightarrow_w N(0, \Sigma)$ for some $x \in \mathbb{R}^d$ and a positive definite covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$. Assume furthermore that $h : \mathbb{R}^d \rightarrow \mathbb{R}^p$ is a continuous function that is continuously differentiable in a neighbourhood of $x$ with Jacobian matrix $J = \frac{\partial h}{\partial x}$. Then, $\sqrt{n}h(x_n) \rightarrow_w N(0, J^T \Sigma J)$.

Furthermore, we need the following results on the sample covariance matrix.

**Lemma 8.2.** Define $\tilde{X}_t = (\Delta X_t^T \quad X_{t-1}^T)^T$ and consider the sample covariance matrix $S_{\tilde{X}\tilde{X}}$. Then $\tilde{X}_t$ is stationary with

$$S_{\tilde{X}\tilde{X}} \rightarrow_p \Sigma_{\tilde{X}} = \begin{pmatrix} \Sigma_{XX}^{11} & \Sigma_{XX}^{12} & \beta^T \alpha \Sigma_{XX}^{11} \\ \Sigma_{XX}^{21} & \Sigma_{XX}^{22} & 0 \\ \Sigma_{XX}^{11} \alpha \beta & 0 & \Sigma_{XX}^{11} \end{pmatrix}.$$

Let $\kappa_{ijkl}$ be the joint cumulant of $U_{t,i}, U_{t,j}, U_{t,k},$ and $U_{t,l}$. If $\kappa_{ijkl}$ vanishes for all $1 \leq i, j, k, l \leq p$, then $\sqrt{T} \text{vec}(S_{\tilde{X}\tilde{X}} - \Sigma_{\tilde{X}}) \rightarrow_w N(0, \Xi)$, where

$$(28) \quad \Xi = \sum_{k=-\infty}^{\infty} \gamma_k \otimes \gamma_k + I_{(p+r,p+r)} \sum_{k=-\infty}^{\infty} \gamma_k \otimes \gamma_k$$

and $\gamma_k = E(\tilde{X}_0 \tilde{X}_k^T)$.

Note that the second part of Lemma 8.2 holds also if we replace $\tilde{X}_t$ with any multivariate stationary linear process with vanishing fourth order cumulants. In fact, it is sufficient to assume that the cumulants are finite, but this complicates
the expression for the asymptotic covariance somewhat so we keep the assumption. It holds specifically when $U_t$ is Gaussian.

**Proof of Lemma 8.2.** $\tilde{X}_t$ is clearly stationary since $\Delta X_t$ and $X_{1t-1}$ are stationary. From (3) and (4) we see that $\tilde{X}_t = \sum_{s=0}^{\infty} \Psi_s U_{t-s}$ where

$$\Psi_0 = \begin{pmatrix} I_r & 0_{r \times n} \\ 0_{n \times r} & I_n \end{pmatrix}, \quad \Psi_s = \begin{pmatrix} (\beta^T \alpha (I_r + \beta^T \alpha)^s)^{-1} & 0_{r \times n} \\ 0_{n \times r} & 0_{n \times n} \end{pmatrix}$$

for $s \geq 1$

and it is easily verified that $\sum_{s=0}^{\infty} \|\Psi_s\| < \infty$. The first part of the statement then follows from known results about linear processes (see e.g. Proposition C.12 in Lütkepohl [2005]).

Under the assumptions of Lemma 8.2, $\sqrt{T}(\hat{S}_{\tilde{X} \tilde{X}} - \Sigma_{\tilde{X} \tilde{X}})$ converges in distribution to some random matrix, $N$, with vec($N$) normal and covariance given by (see e.g. Roy [1989])

$$\text{Cov}(N_{i,j}, N_{k,l}) = \sum_{u=-\infty}^{\infty} (\gamma_u)_{ik} (\gamma_u)_{jl} + \sum_{u=-\infty}^{\infty} (\gamma_u)_{jk} (\gamma_u)_{il}.$$ 

Now let $\eta(i,j) = (p+r)(j-1) + i$ and observe that

$$(\gamma_u)_{ik} (\gamma_u)_{jl} = (\gamma_u \otimes \gamma_u)_{\eta(i,j),\eta(k,l)},$$

$$(\gamma_u)_{jk} (\gamma_u)_{il} = ((\gamma_u \otimes \gamma_u) I_{(p+r,p+r)})_{\eta(i,j),\eta(k,l)}.$$ 

Since $\Xi_{\eta(i,j),\eta(k,l)} = \text{Cov}(N_{i,j}, N_{k,l})$, this is exactly what we need to show, keeping in mind that $I_{(p+r,p+r)} (\gamma_u \otimes \gamma_u) = (\gamma_u \otimes \gamma_u) I_{(p+r,p+r)}$ [Magnus and Neudecker, 1979].

We now have all the tools we need to derive the asymptotics of $\hat{\Gamma}_m^{-1}$. For a matrix $M \in \mathbb{R}^{(p+r) \times (p+r)}$ write it in block form

$$M = \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix}$$

where $M_{11}$ is $p \times p$ and $M_{22}$ is $r \times r$. Denote by $\rho_1 \geq \cdots \geq \rho_r$ the generalized eigenvalues sorted in decreasing order for the generalized eigenvalue problem given by $M_{21}(M_{11})^{-1}M_{12}$ and $M_{22}$. Let $v_1, \ldots, v_r$ be the corresponding generalized eigenvectors. Define the function $h : \mathbb{R}^{(p+r) \times (p+r)} \to \mathbb{R}^{r \times r}$ by $h(M) = M_{12} \sum_{k=1}^{m} v_k v_k^T$.

We can write

$$dM_{11} = (I_p, 0_{p \times r}) dM \begin{pmatrix} I_p \\ 0_{r \times p} \end{pmatrix}, \quad dM_{12} = (I_p, 0_{p \times r}) dM \begin{pmatrix} 0_{p \times r} \\ I_r \end{pmatrix},$$

$$dM_{21} = (0_{r \times p}, I_r) dM \begin{pmatrix} I_p \\ 0_{r \times p} \end{pmatrix}, \quad dM_{22} = (0_{r \times p}, I_r) dM \begin{pmatrix} 0_{p \times r} \\ I_r \end{pmatrix}.$$ 

Also, we have $dM_{11}^{-1} = -M_{11}^{-1}(dM_{11})M_{11}^{-1}$ (see e.g. Thm. 8.3 in Magnus and Neudecker [2019]) whence

$$d(M_{21}M_{11}^{-1}M_{12}) = (0_{r \times p}, I_r) dM \begin{pmatrix} M_{11}^{-1}M_{12} \\ 0_{r \times p} \end{pmatrix},$$

$$- (M_{21}M_{11}^{-1}, 0_{p \times r}) dM \begin{pmatrix} M_{11}^{-1}M_{12} \\ 0_{r \times p} \end{pmatrix} + (M_{21}M_{11}^{-1}, 0_{p \times r}) dM \begin{pmatrix} 0_{p \times r} \\ I_r \end{pmatrix}.$$
For ease of notation we now write \( P_i = G_{11}e_i(G_{11}e_i)^T \) with \( e_i \) being the \( i \)'th unit vector, that is, \( G_{11}e_i \) is the \( i \)'th column of \( G_{11} \). We have \( \Sigma_{XX} = \Sigma_{XX}^T \). Under Assumption 3.1, the map \( M \to v_i v_i^T \) is differentiable at \( M = \Sigma_X \) (see Appendix B). Let \( \xi_i = D(v_i v_i^T)|_{M=\Sigma_X} \). Lemma B.3 yields

\[
(29) \quad \xi_i = \sum_{j \neq i} (\lambda_i - \lambda_j)^{-1}(P_i \otimes P_j + P_j \otimes P_i)F_i - (0_{r \times p}, P_1) \otimes (0_{r \times p}, P_i)
\]

where

\[
F_i = (\Sigma_{XX} \Sigma_{XX}^{-1} \otimes (-\Sigma_{XX} \Sigma_{XX}^{-1} I_r) , I_r \otimes (\Sigma_{XX} \Sigma_{XX}^{-1} , -\lambda_i I_r))
\]

Then,

\[
(30) \quad \xi = Dh|_{M=\Sigma_X} = \sum_{i=1}^m (0_{r \times p} \ P_i) \otimes (I_p \ 0_{p \times r}) + (I_r \otimes \Sigma_{XX})\xi_i.
\]

Observe that (24) also holds with \( o_P(1) \) replaced by \( o_P(T^{-\frac{1}{2}}) \) and a similar argument as that applied in the proof of Theorem 3.2 therefore shows that \( \hat{G}_{11}^m (\hat{G}_{11}^m)^T = G_{11}^m (G_{11}^m)^T + o_P(T^{-\frac{1}{2}}) \). In particular,

\[
\sqrt{T} \left( \hat{\Gamma}_m^{11} - \Gamma_1 - b \hat{\Gamma}_m^{21} - \Gamma_2 \right) = T(h(\Sigma_{XX}) - h(\Sigma_X)) + o_P(T^{-\frac{1}{2}})
\]

and it is a straightforward application of Lemma 8.1 and Lemma 8.2 to prove that

\[
\sqrt{T} vec(h(\Sigma_{XX}) - h(\Sigma_X)) \to_w N(0, \xi \xi^T).
\]

Thus, we have identified the asymptotic distribution of the two left blocks. As we shall see below there is a much simpler expression for the asymptotic covariance matrix of \( \sqrt{T} vec(\hat{\Gamma}_m^{21} - \Gamma_2) \). We are now ready to prove Theorem 3.3.

**Proof of Theorem 3.3.** Starting as in the proof of Theorem 3.1 and replacing \( \hat{G}_{11}^m (\hat{G}_{11}^m)^T \) with \( \hat{G}_{11}^m (\hat{G}_{11}^m)^T \) in the appropriate places, we find that

\[
\hat{\Gamma}_m^{11} = S_{XX}^m G_{11}^m (G_{11}^m)^T + o_P(T^{-\frac{1}{2}})
\]

\[
\hat{\Gamma}_m^{21} = S_{XX}^m G_{11}^m (G_{11}^m)^T + o_P(T^{-\frac{1}{2}})
\]

\[
\hat{\Gamma}_m^{12} = T^{-\frac{1}{2}} \beta \alpha \Sigma_{XX} G_{11}^m (G_{11}^m)^T H_1^T + o_P(T^{-1})
\]

\[
\hat{\Gamma}_m^{22} = o_P(T^{-1})
\]

We derived the asymptotic distribution for the first two expressions above. The other two follow directly from Lemma 2.1.

The second result is also an easy consequence of Lemma 2.1, since \( T^{\frac{1}{2}} vec(\hat{\Gamma}_m^{21} - \Gamma_2) \) converges in distribution to \( (G_{11}^m (G_{11}^m)^T \otimes I_n) vec(V_{21}) \), which, of course, is normal with mean 0 and covariance matrix as given in the theorem. Another way to arrive at the same result is to first observe that

\[
vec(\hat{\Gamma}_m^{21} - \Gamma_2) = (I_r \otimes (0_{n \times r}, I_n)) vec \left( \hat{\Gamma}_m^{11} - \Gamma_1 - b \hat{\Gamma}_m^{21} - \Gamma_2 \right)
\]

and the asymptotic covariance of \( \sqrt{T} vec(\hat{\Gamma}_m^{21} - \Gamma_2) \) must therefore equal \( \xi_{21} = \xi_{21} \xi_{21}^T \), where \( \xi_{21} = (I_r \otimes (0_{n \times r}, I_n)) \xi \). We compute

\[
\xi_{21} = (0_{r \times p}, G_{11}^m (G_{11}^m)^T) \otimes (0_{n \times r}, I_n, 0_{n \times r})
\]
and thus $\xi_21(\gamma_k \otimes \gamma_k) = (\gamma_k \otimes \gamma_k)\xi_21^T = 0$ for all $k \neq 0$. Furthermore, we find that $\xi_21(I_{p+r+p+r}) (\gamma_0 \otimes \gamma_0)\xi_21^T = 0$ and

$$\xi_21(\gamma_0 \otimes \gamma_0)\xi_21^T = \xi_21(\Sigma_X \otimes \Sigma_X)\xi_21^T = G_{11}^m (G_{11}^m)^T \Sigma_X G_{11}^m (G_{11}^m)^T \otimes \Sigma_U^2$$

which then results in the same covariance as before. \hfill \Box

When $m = r$ the expression for $\xi$ simplifies significantly. Indeed, as noted after Lemma B.3 in Appendix B, we find that $\sum_{i=1}^r \xi_i = - (\Sigma_{11}^1)^{-1} \otimes (\Sigma_{11}^1)^{-1}$ and thus

$$\xi = (0_{r \times p} \ (\Sigma_{11}^1)^{-1}) \otimes (I_p - \Sigma_{\Delta XX}(\Sigma_{11}^1)^{-1}) .$$

We then compute $\xi(\gamma_k \otimes \gamma_k)\xi^T = \xi I_{p+r+p+r}(\gamma_k \otimes \gamma_k)\xi^T = 0$ for $k \neq 0$. For $k = 0$ we have $\gamma_0 = \Sigma_X$ and $\xi I_{p+r+p+r}(\gamma_0 \otimes \gamma_0)\xi^T = 0$. Thus,

$$\xi \xi^T = \xi(\Sigma_X \otimes \Sigma_X)\xi^T = (\Sigma_{11}^1)^{-1} \otimes \Sigma_U$$

which is the covariance matrix of $\text{vec}(V(\Sigma_{11}^1)^{-1})$, i.e., our result is in line with the one derived in Theorem 3.1.

The following proof is an easy consequence of the discussion in Section 3.4.

Proof of Theorem 3.4. Assume that $k \geq r$. The first statement is then a direct consequence of (14), (15) and (17), and the fact that $T \hat{\xi} \text{vec}(\Pi_k - \Pi) = (QT \otimes Q^{-1})T \hat{\xi} \text{vec}(\hat{\Gamma}_k - \Gamma)$, recalling that the two right blocks are $op(T^{-\hat{\xi}})$.

For the second part, assume that $1 \leq k < r$. Then,

$$\hat{\Pi}_k - \Pi = Q^{-1}(\hat{\Gamma} - \Gamma)Q \rightarrow_p a(\beta^T \alpha)^{-1}b\beta^T = \hat{b}.$$

Applying the same argument as above and referring to the proof of Theorem 3.2, we obtain the desired distribution. \hfill \Box

Proof of Theorem 4.1. To prove consistency simply observe that

$$\hat{\Gamma}_{wT} - \hat{\Gamma}_r = S_{\Delta XX} \left( \sum_{i=1}^r (w_{T,i} - 1)\hat{g}_i\hat{g}_i^T + \sum_{i=r+1}^p w_{T,i}\hat{g}_i\hat{g}_i^T \right) .$$

$S_{\Delta XX}\hat{g}_i\hat{g}_i^T$ is bounded in probability for $i \leq r$ and converges in probability to 0 for $i > r$ from which it follows that both terms on the right hand side converge in probability to 0 for $T$ going to infinity. The result then follows since $\hat{\Gamma}_r$ is consistent.

Now, for $0 \leq k \leq p$, define the matrices

$$D = \begin{pmatrix} T_{1}^\dagger I_r & 0 \\ 0 & TI_n \end{pmatrix}, \quad B_k = \begin{pmatrix} b_k & 0 \\ 0 & 0 \end{pmatrix}, \quad B_w = \begin{pmatrix} b_w & 0 \\ 0 & 0 \end{pmatrix}$$

where $b_k$ is the asymptotic bias of $\hat{\Gamma}_k$ for $0 \leq k \leq p - 1$ and 0 otherwise. Let $W_{T,i} = w_{T,i+1} - w_{T,i}$ for $1 \leq i \leq p - 1$, $W_{T,0} = w_{T,1}$, and $W_{T,p} = 1 - w_{T,p}$ and define $W_i$ analogously for $w$ instead of $w_T$ so that, by assumption, $T(W_{T,i} - W_i)$ converges in probability to 0 for $T \rightarrow \infty$. Furthermore, define the random matrices $Z_0, ..., Z_p \in \mathbb{R}^{p \times p}$ such that $Z_0 = 0$, $Z_k$ is the right-hand side of (17) for $1 \leq k < r$, $Z_r$ is the right-hand side of (14), and $Z_k$ is the right-hand side of (15) for $r \leq k \leq p$.

It then follows from Theorems 3.1, 3.2, and 3.3 along with the continuous mapping theorem that

$$\left( \hat{\Gamma}_{wT} - \Gamma - B_w \right) \rightarrow \sum_{k=0}^p W_{T,k} \left( \hat{\Gamma}_k - \Gamma - B_k \right) \rightarrow_w \sum_{k=0}^p W_k Z_k$$
for $T \to \infty$. Upon rewriting the right-hand side of the above expression we obtain (21).

APPENDIX A. MULTIPLE LAGS

In this section we consider processes of higher order. Let $d \geq 1$ and $\{Y_t\}_{t=0}^\infty \subset \mathbb{R}^p$ be an AR($d$)-process. Similar to (1), the dynamics of $Y_t$ can be expressed in VECM form by

$$\Delta Y_t = \Pi Y_{t-1} + \sum_{i=1}^{d-1} \Psi_i \Delta Y_{t-i} + Z_t$$

where $\{Z_t\}_{t=0}^\infty$ is a sequence of i.i.d. copies of $Z_0$ with 0 mean and finite fourth moment. Define the processes $X_{0t} = \Delta Y_t$, $X_{1t} = Y_{t-1}$, and $X_{2t} = (\Delta Y_{t-1}, \ldots, \Delta Y_{t-d})$ as well as the new parameter $\Psi = (\Psi_1, \ldots, \Psi_{d-1})$. We can then rewrite the equation as

$$X_{0t} = \Pi X_{1t} + \Psi X_{2t}$$

Assumptions similar to Assumptions 2.1 and 2.2 are needed to ensure a cointegrated process. We assume that $1 \leq r < p$.

Assumption A.1. The polynomial $z \mapsto |(1-z)I_p - \Pi z - \sum_{i=1}^{d-1} \Psi_i (1-z)z^i|$ has $n = p-r$ unit roots and all other roots are outside the unit circle.

As before, this assumption implies that the rank of $\Pi$ is $p-n = r$ so that we can write $\Pi = \alpha \beta^T$ for $\alpha, \beta \in \mathbb{R}^{p \times r}$ of full rank $r$.

Assumption A.2. The matrix $\alpha^T \left( I_p - \sum_{i=1}^{d-1} \psi_i \right) \beta$ is non-singular.

The parameters are usually estimated as follows [Johansen et al., 1995]: First we find the residuals obtained from regressing $X_{0t}$, $X_{1t}$, and $Z_t$ on $X_{2t}$ denoted by $R_{0t}$, $R_{1t}$, and $U_t$, respectively. The reduced rank estimator, $\hat{\Pi}_k$ of $\Pi$, is then obtained as above starting with the equation

$$R_{0t} = \Pi R_{1t} + U_t$$

After finding $\hat{\Pi}_k$ an estimator for $\Psi$ is given by ordinary least squares, i.e., $\hat{\Psi}_{LS}$ is obtained by regressing $X_{2t}$ on $X_{0t} - \hat{\Pi}_k X_{1t}$. The asymptotics in this case can be derived from the previous section. Indeed, as shown in Johansen et al. [1995], similar limiting results as those given in Lemma 2.1 exist for the empirical cross-covariances given by $R_{0t}$ and $R_{1t}$ and the limiting behaviour of $\hat{\Psi}_{LS}$ is studied in the usual way.

APPENDIX B. AUXILIARY RESULTS

We state here some results from perturbation theory of linear operators. These will be relevant especially for proving convergence of eigenvectors and eigenvalues. For more information, see Kato [2013]. Let $M, N \in \mathbb{R}^{p \times p}$ and denote by $|| \cdot ||_F$ the Frobenius-norm. Define $\rho(M, N) \in \mathbb{C}^p$ to be the ordered $p$-tuple that contains the solutions to $M - \rho N = 0$ counted with multiplicity.

Lemma B.1. Assume that $N$ is non-singular. Then the map $(M, N) \mapsto \rho(M, N)$ is continuous in the sense that for a sequence $M_n, N_n \in \mathbb{R}^{p \times p}$ with $||M - M_n||_F + ||N - N_n||_F \to 0$ it holds that

$$||\rho(M, N) - \rho(M_n, N_n)|| \to 0.$$
Proof. This is Theorem 5.14 in Kato [2013] after observing that for \( \rho \in \rho(M, N) \)

\[ |N^{-1}M - I\rho| = 0 \]

\[ \square \]

If \( M \) and \( N \) are real symmetric, then \( \rho(M, N) \in \mathbb{R}^p \). Writing \( \rho(M, N) \) for \[ i, j \in \{1, \ldots, p\} \] satisfying \( Mv_i = \rho_i Nv_i \) and \( v_i^T Nv_i = \delta_{ij} \) for \( i, j = 1, \ldots, p \). We call \( v_i \) the generalized eigenvector corresponding to \( \rho_i \). The generalized eigenvectors are not unique, but we can define \( P_i(M, N) := \sum_{j, \rho_j = \rho_i} v_i v_j^T \) for \( i, j = 1, \ldots, p \) which is then uniquely determined by \( M, N \). Note that for \( \rho_i = \rho_j \) we will also have \( P_i = P_j \). If we denote by \( S \) the space of real symmetric \( p \times p \) matrices, we are led to define the maps from \( S \times S \) to \( \mathbb{R}^{p \times p} \) given by \( P_i \) for \( i = 1, \ldots, p \). The following two lemmas concern the smoothness of these maps.

Lemma B.2. Let \( S_+ \) denote the space of real positive definite \( p \times p \) matrices. \( P_i \) is continuous at points \( (M, N) \in S \times S_+ \). This means that if \( (M_n, N_n) \in \mathbb{R}^{p \times p} \) with \( ||M_n - M||_F + ||N_n - N||_F \rightarrow 0 \) for \( n \rightarrow \infty \), then

\[ ||P_i(M_n, N_n) - P_i(M, N)||_F \rightarrow 0. \]

Proof. We may assume for \( n \) large enough that \( N_n \) is positive definite since it converges towards a positive definite matrix. Define \( S = N^{-\frac{1}{2}} M N^{-\frac{1}{2}} \) and \( S_n = N_n^{-\frac{1}{2}} M_n N_n^{-\frac{1}{2}} \). Clearly the eigenvalues of \( S \) are \( \rho_1, \ldots, \rho_p \) with the corresponding orthonormal eigenvectors given by \( \hat{v}_i = N^{\frac{1}{2}} v_i \) for \( i = 1, \ldots, p \) and similarly for \( S_n \). The result then follows from Theorem 2.23 and 3.16 in Kato [2013]. \( \square \)

Lemma B.3. Assume \( (M, N) \in S \times S_+ \) with simple eigenvalues, i.e., \( \rho_1 > \ldots > \rho_p \). Then \( P_i \) and \( \rho_i \) are continuously differentiable at \( (M, N) \). Furthermore, the differential of \( P_i \) is given by

\[ dP_i = -P_i(dN)P_i - (M - \rho_iN)^+(dM - \rho_idN)P_i - P_i(dM - \rho_idN)(M - \rho_i)^+ \]

where \( (M - \rho_iN)^+ = \sum_{j, \rho_j \neq \rho_i} (\rho_j - \rho_i)^{-1} P_j \).

Proof. The first statement follows directly by Theorem 8.9 in Magnus and Neudecker [2019] after transforming the problem as above. To find the expression for the differential, we start with the defining equations

\[ MP_i = \rho_i NP_i, \quad P_i NP_i = P_i. \]

The first equation yields \( (M - \rho_iN)dP_i = -(dM - \rho_idN)P_i + (d\rho_i)(NP_i) \). Note that \( P_i NP_i = \delta_{ij} P_i \) and that \( M - \rho_iN = (\sum_{j=1}^p (\rho_j - \rho_i)NP_j)N \). Multiplying the above differential equation by \( (M - \rho_iN)^+ \) on each side therefore yields

\[ (I_p - P_i N)dP_i = -(M - \rho_iN)^+(dM - \rho_idN)P_i, \]

\[ (dP_i)(I_p - NP_i) = -P_i(dM - \rho_idN)(M - \rho_iN)^+. \]

Now after introducing differentials into the equation \( P_i NP_i = P_i \) we arrive at \( (I_p - P_i N)dP_i + (dP_i)(I_p - NP_i) = dP_i + P_i(dN)P_i \). Plugging this into (31) + (32) gives us exactly the equation stated in the Lemma. \( \square \)

It is not too hard to show that

\[ \sum_{i=1}^p (M - \rho_iN)^+(dM - \rho_idN)P_i = -\sum_{i=1}^p P_i(dM - \rho_idN)(M - \rho_iN)^+ \]
and from the previous Lemma we then obtain for \( P = \sum_{i=1}^{p} P_i \) that
\[
dP = -\sum_{i=1}^{p} P_i (dN) P_i.
\]
But we also have that \( P = N^{-1} \) from which it follows that \( dP = -P (dN) P \) and thus
\[
-\sum_{i=1}^{p} P_i (dN) P_i = -P (dN) P
\]
and so the differential of \( P \) simplifies significantly.

Appendix C. Simulation study

Here we describe in detail the simulation experiments from Section 5. The simulations were run in Python 3.9.1 and the code can be found on GitHub.\(^2\)

C.1. Comparison of Estimators. We consider an array of parameters \( \Gamma_c \in \mathbb{R}^{p \times p} \) for \( p = 3, 6, 9 \) and \( c \in \{0, 0.2, 0.4, \ldots, 29.8, 30\} \). For each \( c \) and \( p \), we let \( \Gamma_c \) be the diagonal matrix given by
\[
(\Gamma_c)_{ii} = \begin{cases} 
-1.5 & \text{if } i \leq p/3, \\
-c/T & \text{if } p/3 < i \leq 2p/3 \\
0 & \text{otherwise.}
\end{cases}
\]
Throughout we fix \( T = 100 \). For each \( \Gamma_c \) we draw \( X_1, \ldots, X_T \) and \( X_{T+1} \) and compute the MSPE across 4 million simulations. The results are given in Figure 7.

To gain some insight we also plotted the mean and standard deviation of the individual weights across all simulations for \( p = 3 \) (see Figures 8 and 9). Clearly, choosing smoother weights significantly reduces the variance of the weights for eigenvectors where the corresponding eigenvalue is small. This is particularly apparent for \( \hat{w}_2(0.1, 0.1) \). While on average the weight is similar to \( \hat{w} \), it is not as steep for increasing \( c \) and its variance is significantly lower.

\(^2\)https://github.com/cholberg/coint_CLT
Figure 8. Mean of weights across 4 million simulations for $d = 3$ and $c \in [0, 1]$ where the underlying autoregressive matrix, $\Gamma_c$, has a third of its eigenvalues set to $-c/T$, a third set to 0 and a third set to $-3/2$. Sample size is fixed at $T = 100$.

Figure 9. Standard deviation of weights across 4 million simulations for $d = 3$ and $c \in [0, 1]$ where the underlying autoregressive matrix, $\Gamma_c$, has a third of its eigenvalues set to $-c/T$, a third set to 0 and a third set to $-3/2$. Sample size is fixed at $T = 100$.

C.2. Comparison of Distributions. We generated 1000 i.i.d. samples of length $T = 5000$ of the process $Y_t \in \mathbb{R}^4$ given by (1). For each sample, the errors are i.i.d. $Z_t \sim \mathcal{N}(0, \Sigma_Z)$ where $\Sigma_Z$ is a random positive definite matrix that is given by

$$I_4 + \frac{1}{2}UU^T$$
with $U_{ij}$ i.i.d. uniformly over $[0,1]$ for $i,j = 1,\ldots,4$. The matrix $\Pi \in \mathbb{R}^{4 \times 4}$ is of rank 2 and can be decomposed as $\Pi = \alpha\beta^T$ where

$$\alpha = \begin{pmatrix} -0.7 & 0 \\ 0 & -0.7 \\ 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad \beta = \begin{pmatrix} 1 & 0 \\ -1 & 1 \\ 0 & -1 \\ 0 & 0 \end{pmatrix}.$$  

This ensures that Assumptions 2.1, 2.2, and 3.1 are fulfilled with probability 1 so that the process is $I(1)$ and cointegrated. The cointegration rank is equal to the rank of $\Pi$ and the cointegration relations are given by the columns of $\beta$. Each sample is $Q$-transformed to get $X_t$ as in (2) and we computed the estimators $\hat{\Gamma}_1$, $\hat{\Gamma}_2$ and $\hat{\Gamma}_4$ to obtain the empirical large-sample distribution in the three different cases.

The asymptotic densities were obtained by generating 1000 samples from (14), (15), and (17) with the parameters as given above.

C.3. Rank selection vs. Bias. We now turn to the relation between the $r$ non-zero eigenvalues in (27) and rank-selection. We consider a high-dimensional process $Y_t \in \mathbb{R}^{40}$ generated by (1) under different parameter settings. The parameters are chosen in such a way that $||\Pi||_F$ remains fixed in all settings with cointegration rank $r = 20$. However, the sequence of eigenvalues changes. For each setting, we consider different values of $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ such that $\lambda_{\text{min}} < \lambda_{\text{max}}$ correspond to the smallest and largest squared eigenvalue, respectively. In order to keep $||\Pi||_F$ fixed, an increase in $\lambda_{\text{min}}$ leads to a decrease in $\lambda_{\text{max}}$ so that it suffices to only specify the value of $\lambda_{\text{min}}$. Smaller values of $\lambda_{\text{min}}$ represent cases in which there are many small eigenvalues so that we would expect the cointegration test to be more prone to underestimate the true rank. To be precise for a given choice of $\lambda_{\text{min}} \in \{0.01, 0.03, 0.1, 0.3\}$ the samples are generated as follows: For each sample the errors are i.i.d.

$Z_t \sim \mathcal{N}(0, I_{40})$. We fix

$$\beta = \begin{pmatrix} I_{20} \\ 0_{20 \times 20} \end{pmatrix}$$

and let $\lambda_{\text{max}} = 0.81 - \lambda_{\text{min}}$. This choice may seem arbitrary, but it basically ensures that the process is non-explosive and that the norm of $\Pi$ does not depend on $\lambda_{\text{min}}$ as argued below. Now define

$$\lambda_k = \lambda_{\text{min}} + \frac{(\lambda_{\text{max}} - \lambda_{\text{min}})(k - 1)}{19}, \quad \text{for } k = 1,\ldots,20.$$  

Setting $D = \text{diag}(\sqrt{\lambda_1}, \ldots, \sqrt{\lambda_{20}})$ and letting

$$\alpha = \begin{pmatrix} -2D \\ 0_{20 \times 20} \end{pmatrix}$$

then ensures that Assumptions 2.1, 2.2, and 3.1 are fulfilled with cointegration rank 20 and the non-zero eigenvalues defined in (27) being exactly $\sqrt{\lambda_1}, \ldots, \sqrt{\lambda_{20}}$. Here, of course, $\Pi = \alpha\beta^T$ and $\Sigma_Z = I_{40}$. Observe that the process $Y_t$ is already split up into its stationary and random walk part. By construction we also have that

$$||\Pi||_F^2 = \sum_{i=k}^{20} \lambda_k = 20\lambda_{\text{min}} + \frac{\lambda_{\text{max}} - \lambda_{\text{min}}}{19} \sum_{k=1}^{20} (k - 1) = 10(\lambda_{\text{min}} + \lambda_{\text{max}}) = 8.1$$

so that $||\Pi||_F$ does not depend on our choice of $\lambda_{\text{min}}$. 


Figure 10. Distribution of the estimated rank under different parameter settings. The results are based on 200 simulations of \((Y_0, ..., Y_{200})\). The vertical line at 20 illustrates the true rank of \(\Pi\). The dimension is \(p = 40\).

Since the asymptotic distributions of the test statistics described in Section 4.1 are non-standard and non-applicable in dimensions that much exceed \(p = 12\) we will instead use a bootstrap approach as described in Cavaliere et al. [2015] to estimate the rank. In all simulations we used \(B = 299\) bootstrap samples for each test.

In Fig. 10 we estimate the probability of choosing a given rank for different values of \(\lambda_{\text{min}}\). For each choice, we simulate 200 samples of \(Y_t\) of length \(T = 200\) and estimate the rank using the sequential testing approach described above. We used the trace statistic and bootstrap to determine the asymptotic distribution under each hypothesis. In line with our expectations, the rank tends to be underestimated for smaller values of \(\lambda_{\text{min}}\). It appears that an increase in \(\lambda_{\text{min}}\) causes a shift towards the true rank in the distribution of estimated ranks.

When studying the asymptotic bias in the different cases, we see an adverse effect. For smaller values of \(\lambda_{\text{min}}\), the bias tends to be very small as long as we only underestimate the true rank by a little. This is illustrated in Fig. 11. Choosing \(k = 14\) in the case where \(\lambda_{\text{min}} = 0.01\) leads to approximately the same asymptotic bias as choosing \(k = 18\) in the case where \(\lambda_{\text{min}} = 0.3\) even though in the former case we are quite far off from the true rank.

References

Theodore W Anderson. Reduced rank regression in cointegrated models. *Journal of Econometrics*, 106(2):203–216, 2002a.

Theodore Wilbur Anderson. Asymptotic distribution of the reduced rank regression estimator under general conditions. *The Annals of Statistics*, 27(4):1141–1154, 1999.

TW Anderson. Specification and misspecification in reduced rank regression. *Sankhyä: The Indian Journal of Statistics, Series A*, pages 193–205, 2002b.
Figure 11. Asymptotic bias of $\hat{\Pi}_k$ for different values of $k \in \{2, ..., 20\}$ and choices of $\lambda_{\min} \in \{0.01, 0.03, 0.1, 0.3\}$. We plot here the Frobenius norm of the bias $b$ defined in (16).

Giuseppe Cavaliere, Anders Rahbek, and AM Robert Taylor. Bootstrap determination of the co-integration rank in var models with unrestricted deterministic components. *Journal of Time Series Analysis*, 36(3):272–289, 2015.

Graham Elliott. On the robustness of cointegration methods when regressors almost have unit roots. *Econometrica*, 66(1):149–158, 1998.

RF Engle and CWJ Granger. Cointegration and error correction - representation, estimation, and testing. *Econometrica*, 55(2):251–276, 3 1987. ISSN 0012-9682. doi: 10.2307/1913236.

Bruce E Hansen. Averaging estimators for autoregressions with a near unit root. *Journal of Econometrics*, 158(1):142–155, 2010.

Christian Holberg and Susanne Ditlevsen. Uniform inference for cointegrated vector autoregressive processes. *arXiv preprint arXiv:2306.03632*, 2023.

Alan Julian Izenman. Reduced-rank regression for the multivariate linear model. *Journal of multivariate analysis*, 5(2):248–264, 1975.

Søren Johansen. Statistical analysis of cointegration vectors. *Journal of economic dynamics and control*, 12(2-3):231–254, 1988.

Søren Johansen et al. Likelihood-based inference in cointegrated vector autoregressive models. Oxford University Press on Demand, 1995.

Tosio Kato. *Perturbation theory for linear operators*, volume 132. Springer Science & Business Media, 2013.

Gary Koop, Rodney Strachan, Herman Van Dijk, and Mattias Villani. Bayesian approaches to cointegration. *Research Papers in Economics*, pages 871–898, 2006.

Marie Levakova and Susanne Ditlevsen. Penalization methods in fitting high-dimensional cointegrated VAR models: a review. *International Statistical Review*, page 220621, 2023. To appear.

Marie Levakova, Jeppe Høy Christensen, and Susanne Ditlevsen. Classification of brain states that predicts future performance in visual tasks based on co-integration analysis of eeg data. *Royal Society Open Science*, 9(11):220621, 2022.
Lenard Lieb and Stephan Smeekes. Inference for impulse responses under model uncertainty. *arXiv preprint arXiv:1709.09583*, 2017.

Helmut Lütkepohl. *New introduction to multiple time series analysis*. Springer Science & Business Media, 2005.

Jan R Magnus and Heinz Neudecker. The commutation matrix: some properties and applications. *The Annals of Statistics*, 7(2):381–394, 1979.

Jan R Magnus and Heinz Neudecker. *Matrix differential calculus with applications in statistics and econometrics*. John Wiley & Sons, 2019.

H Neudecker. The kronecker matrix product and some of its applications in econometrics. *Statistica Neerlandica*, 22(1):69–82, 1968.

Alexei Onatski and Chen Wang. Alternative asymptotics for cointegration tests in large vars. *Econometrica*, 86(4):1465–1478, 2018.

Roch Roy. Asymptotic covariance structure of serial correlations in multivariate time series. *Biometrika*, 76(4):824–827, 1989.

Jacob Stærk-Østergaard, Anders Rahbek, and Susanne Ditlevsen. High-dimensional cointegration and Kuramoto inspired systems. *SIAM Journal on Applied Dynamical Systems*, pages 1–20, 2023. To appear.

Yi Yu, Tengyao Wang, and Richard J Samworth. A useful variant of the davis–kahan theorem for statisticians. *Biometrika*, 102(2):315–323, 2015.