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Abstract

This paper proposes an extractive multi-document summarization approach based on an ant colony system to optimize the information coverage of summary sentences. The implemented system was evaluated on both English and Arabic versions of the corpus of the Text Analysis Conference 2011 MultiLing Pilot by using ROUGE metrics. The evaluation results are promising in comparison to those of the participating systems. Indeed, our system achieved the best scores based on several ROUGE metrics.

1 Introduction

Multi-document summarization (MDS) is a type of summarization in which the contents of a set of documents are represented as a single summary. Today, this type of summarization has become a necessity due to the existence of enormous amounts of information. It reduces the quantity of text by providing a summary that contains the most relevant and important parts. The automatic summarization problem has been studied since the middle of the 20th century. Therefore, the application of several summarization approaches, such as statistical (Radev et al., 2004; Alguliev et al., 2013; Rautray and Balabantaray, 2017) and graph-based (Erkan and Radev, 2004; Shen and Li, 2010; Mosa et al., 2017b) approaches, have been described in the literature.

An extractive summary represents a combination of the most important sentences from the source without modifying them. Summary sentences are selected according to the two following approaches. The first is the greedy selection approach, in which the best textual units (e.g., sentences) are selected one item at a time. This approach is widely used in text summarization and is simple and fast; however, it rarely produces the best summaries (Huang et al., 2010). The second approach is the global optimal selection approach, which searches for the best summary rather than for the best sentences. It reduces the summarization task, or at least the step of selecting sentences, to an optimization problem in which the overall score of the output summary is optimized by searching for the best mixture of sentences. In the literature, several summarization objectives have been studied and optimized, such as information coverage, text diversity, and readability. In addition, different meta-heuristics have been applied in the studies to approximate the solution of the summarization problem. One group of such meta-heuristics is swarm intelligence (SI). SI is a nature-inspired population-based type of meta-heuristics that has been applied successfully to the summarization problem (Alguliev et al., 2013; Peyrard and Eckle-Kohler, 2016). Additionally, ant colony optimization (ACO) algorithms have been successfully applied to short text (Mosa et al., 2017a; Mosa et al., 2017b) and single document summarization (Tefrie and Sohn, 2018).

Motivated by the importance of the summarization task as well as by the promising results of the studies mentioned above, this paper investigates the application of the ACO algorithms to MDS for both the English and Arabic languages. It proposes an extractive MDS algorithm that maximizes the information coverage and saliency and minimizes the redundancy in the resulting summary using ACO. Specifically, it uses an ant colony system (ACS) to search for a good summary that optimizes these...
objectives. The implemented system (called MDS-ACS) has been evaluated on both English and Arabic versions of the corpus of the Text Analysis Conference (TAC) 2011 MultiLing Pilot (hereafter referred to as the 2011 MultiLing Pilot) and using ROUGE metrics (Lin, 2004). The results of the proposed algorithm are promising compared to those of the top-ranked participated systems. The outline of the paper is as follows: Section 2 briefly presents some related studies; Section 3 briefly describes the ACS algorithm; Section 4 presents the formulation of the MDS problem; Section 5 describes the proposed algorithm and its main steps; Section 6 presents the experimental results; and finally, Section 7 presents the main conclusion and considerations for future work.

2 Related Work

Due to space limitations, this section only covers text summarization studies that use SI meta-heuristics. In addition, since the results of the proposed algorithm are compared to the results of the systems that participated in the 2011 MultiLing Pilot, these systems will be briefly presented. During the last decade, SI has accompanied the other meta-heuristics used to solve the text summarization problem. Examples of these meta-heuristics are particle swarm optimization (PSO), which simulates the behavior of a fish school or a bird flock; ACO, which was inspired by the ant society; and the artificial bee colony (ABC) algorithm, which simulates the behavior of honey bees. Recently, new SI meta-heuristics such as cuckoo search (CS) has also been used in the summarization field (see Table 1.)

PSO has been used by several summarization studies. For example, they have been used to assign weights for features extracted from the text to be summarized in Binwahlan et al. (2010) and as a feature selection method for Arabic single document summarization in Al-Zahrani et al. (2015). Aliguliyev (2010) proposed a multi-document method based on sentence clustering, which has been solved using a modified PSO algorithm. PSO has also been used in several summarization studies to perform the actual summary extraction process. Aliguliev et al. (2013) proposed an optimization model that uses a discrete PSO algorithm to generate multi-document summaries by maximizing their content coverage and diversity. Asgari et al. (2014) proposed an extractive summarization method based on a multi-agent PSO (Ahmad et al., 2007). Foong and Oxley (2011) proposed an extractive summarization model that combines two kinds of algorithms: PSO and harmony search. PSO has also been included in summarization studies with languages other than English, such as Arabic (Al-Abdallah and Al-Taani, 2017) and Hindi (Dalal and Malik, 2018).

ACO is another SI meta-heuristics that has been used in summarization. Tefrie and Sohn (2018) proposed a summarization model that incorporates several features to calculate the heuristic value of each sentence. There are several differences between Tefrie and Sohn (2018) algorithm and our algorithm. Besides using different extracted features, several aspects related to the ACO are also different, such as the initial pheromone values, the calculated heuristics, the pheromone updating method, and the termination condition. Unfortunately, we could not compare the performance of our algorithm and of their algorithm because the exact values of the results are not provided in their paper. ACO has also been used with short text summarization problems. Mosa et al. (2017a) proposed a technique based on the use of ACO and Jensen-Shannon divergence to summarize a large number of Arabic user-contributed comments. Mosa et al. (2017b) proposed another technique to summarize comments using ACO along with graph coloring and local search to extract the summaries. Peyrard and Eckle-Kohler (2016) used ABC meta-heuristic to create an extractive multi-documents summarizer. They proposed a general optimization framework in which any objective function of input documents and an output summary can be used. Another ABC based summarizer was proposed by Sanchez-Gomez et al. (2017). The main difference between this study and all the previous ones is that the summarization problem is formulated as a multi-objective one. Finally, Rautray and Balabantaray (2017) used the CS for multi-document summarization.

The remainder of this section is devoted to describing the eight systems that participated in the 2011 MultiLing Pilot, in which they were given IDs from 1 to 8. All these systems were applied to both English and Arabic languages except system 5, which was not applied to Arabic. Liu et al. (2011) proposed a solution (ID 1) based on using the hierarchical latent Dirichlet allocation (LDA) topic model along with other traditional features to score the sentences. The CLASSY model (ID 2) (Conroy et al.,
Table 1: SI meta-heuristics investigated for text summarization.

| Reference                      | SI Type | Summarization Type | Language |
|--------------------------------|---------|--------------------|----------|
| Binwahlan et al. (2010)        | PSO     | Single document    | English  |
| Al-Zahrani et al. (2015)       | PSO     | Single document    | Arabic   |
| Aliguliev (2010)               | PSO     | Multi-document     | English  |
| Aliguliev et al. (2013)        | PSO     | Multi-document     | English  |
| Asgari et al. (2014)           | PSO     | Single document    | English  |
| Foong and Oxley (2011)         | PSO     | Single document    | English  |
| Al-Abdallah and Al-Taani (2017)| PSO     | Single document    | Arabic   |
| Dalal and Malik (2018)         | PSO     | Single document    | Hindi    |
| Tefrie and Sohn (2018)         | ACO     | Single document    | English  |
| Mosa et al. (2017a)            | ACO     | Short text         | Arabic   |
| Mosa et al. (2017b)            | ACO     | Short text         | Arabic   |
| Peyrard and Eckle-Kohler (2016)| ABC    | Multi-document     | English  |
| Sanchez-Gomez et al. (2017)    | ABC    | Multi-document     | English  |
| Rautray and Balabantaray (2017)| CS      | Multi-document     | English  |

2011), used a naïve Bayes classifier to give a weight for each term and summary sentences were selected using one of two methods: non-negative matrix factorization and integer programming. Steinberger et al. (2011) proposed a system (ID 3) based on the use of latent semantic analysis (LSA). Hmida and Favre (2011) proposed a summarizer (ID 4) that uses the Maximal Marginal Relevance (MMR) model to select a summary. Varma et al. (2011) proposed a system (ID 5) that uses the hyperspace analogue to language (Lund and Burgess, 1996) model to estimate the probability for each word \( w \) that another word \( w' \) occurs with \( w \) within a window of size \( K \). Based on these probabilities, the system gives a score for each sentence, and the summary is created by selecting the sentences with the highest scores. Saggion (2011) proposed system (ID 6) in which summary sentences are selected based on their similarity to the centroid of the set of documents to be summarized. Das and Srihari (2011) proposed a solution (ID 7) based on the use of LDA. The solution combines several models to solve the summarization problems, including global tag-topic models (i.e., on a corpus-level) and local models (i.e., on a document set level). Finally, El-Haj et al. (2011) proposed a centroid-based summarizer (ID 8) whereby the sentences are ordered and selected based on their similarity to its centroid.

3 Ant Colony System

Ant colony optimization (ACO) is a family of SI meta-heuristics that mimics the collective behavior of real ants. Communication among ants in their colonies is realized by means of pheromone trails laid down while the ants search for food. Because these trails evaporate over time, the shortest path from the colony to the food source attracts more ants because it has a greater amount of pheromone. An example of an ACO method is the ant colony system (ACS) algorithm. Dorigo and Gambardella (1997) proposed this algorithm and applied it to the traveling salesman problems (TSP). They made three modifications to the ant system (AS) algorithm, which is another example of ACO. The first modification concerns to the state transition rule that balances between the exploration of new paths and the exploitation of old ones. Formally, an ant \( k \) moves from city \( r \) to city \( s \) by following this rule:

\[
s = \begin{cases} 
  \text{arg} \max_{u \in J_k(r)} \{[\tau(r,u)].[\eta(r,u)]^\beta\} & \text{if } q \leq q_0 \quad (\text{exploitation}) \\
  S & \text{if } q > q_0 \quad (\text{biased exploration}) 
\end{cases}
\]

where \( \tau \) and \( \eta \) represent the pheromone value and the heuristic value, respectively. \( J_k(r) \) is a set of cities that can be reached by the ant \( k \). \( q \) is a random number that is uniformly distributed over \([0,1]\). The relative importance of exploration versus exploitation in the algorithm is controlled by the parameter \( q_0 \). \( \beta \) is another parameter used to control the relative weight of the pheromone versus the heuristic. \( S \) is a
city that is randomly selected according to the following probability distribution:

\[
P_k(r, s) = \begin{cases} 
\frac{[\tau(r, s)]^{\alpha} \cdot [\eta(r, s)]^{\beta}}{\sum_{u \in J_k(r)} [\tau(r, u)]^{\alpha} \cdot [\eta(r, u)]^{\beta}} & \text{if } s \in J_k(r) \\
0 & \text{otherwise.} \end{cases}
\]  

(2)

The second and third modifications concern the pheromone-trail updating process. The second modification adds a local updating rule that is applied to the pheromones of the visited edges while constructing the solutions. The third modification is applied to the global updating rule so only the ant with the best tour is allowed to deposit pheromone.

4 Formulating the MDS Problem

In this step, MDS problem is formulated into an optimization problem and summary sentences are selected in a way that maximizes its overall content coverage score using ACS algorithm. This optimization problem can be formulated as follows. Let \( D \) be a set of input documents to be summarized and each of these document is split into sentences. Thus, \( D \) can be written as \( D = \{ s_1, \ldots, s_{|D|} \} \) where \(|D|\) is the total number of sentences in \( D \) and \( s_i \) represents sentence \( i \) \((1 \leq k \leq |D|)\). The extractive MDS problem imposes the generation of a sequence of sentences; summary \( S \), with a maximum length \( L \) by selecting a number of sentences from \( D \) such that the overall information coverage of \( S \) is maximized. Formally, it asks to optimize the main objective below:

\[
S = \max \left( \sum_{s_k \in D} (c_k \cdot z_k) \right)
\]  

(3)

s.t. \( \sum_{s_k \in D} (l_k \cdot z_k) \leq L \),

where \( c_k \) and \( l_k \) stand for the content coverage score and the length of of sentence \( k \), respectively. The binary variable \( z_k \) is equals to 1 if \( s_k \) is part of the summary and zero otherwise. The content score of each sentence is based on the weight of the words it contains. However, to maximize the information coverage and saliency as well as to minimize the redundancies, only the weight of the words that have not been covered by other sentences that already selected as a part of \( S \) will be considered and the other words are ignored. Thus, even if a word \( j \) occurs more than once in \( S \), its weight \( w_j \) is added only once to the total content coverage score. Therefore, the overall content coverage score of \( S \) can be calculated by summing the weights of words it covers:

\[
\sum_{s_k \in D} (c_k \cdot z_k) = \sum_j (b_j \cdot w_j),
\]  

(4)

The binary variable \( b_j \) is defined as:

\[
b_j = \begin{cases} 
1 & \text{if } \sum_{s_k \in D} (d_{kj} \cdot z_k) \geq 1 \\
0 & \text{otherwise.} \end{cases}
\]  

(5)

where \( d_{kj} \) is a constant that equals 1 if sentence \( k \) contains word \( j \) and 0 otherwise.

5 The Proposed Algorithm

This study proposes a summarization algorithm that generates extractive MDS summaries where its overall content score is maximized. It starts by preparing the input text using four preprocessing steps. After that, it gives a score for each word. Finally, these scores are used to generate the summary by selecting the sentences that maximize its information coverage score by using an ACS algorithm. The proposed algorithm (denoted as MDS-ACS) is outlined by Algorithm 1.
**input:** a set of related documents

the maximum summary length

**output:** a summary

begin

1 Preprocessing

1.1 Segment the text into a set of sentences

1.2 Tokenize the set of sentences

1.3 Remove the stop words

1.4 Replace each word by its stem

2 Scoring of words

2.1 Build the sentence-to-sentence, word-to-word, and sentence-to-word graphs

2.2 Apply the reinforcement algorithm (Wan et al., 2007)

3 Extracting of summary sentences

3.1 Build the graph of the input documents

3.2 Optimize the information coverage of the summary sentences by ACS

end

**Algorithm 1: MDS-ACS**

5.1 Preprocessing

Four preprocessing steps are applied to the text before conducting the summarization process. First, Stanford CoreNLP\(^1\) (Manning et al., 2014) is used for text segmentation and sentence tokenization. The text segmentation step breaks up the text into sentences while the sentence tokenization step specifies the words in each of these sentences. After that, a stop word elimination step is applied to the text to remove the frequently occurring words that have low semantic weight (Jurafsky and Martin, 2009). A stop word list from the SMART information retrieval system\(^2\) is used for the English text and the general stop-word list provided in El-Khair (2006) is used for the Arabic text. Finally, a stemming step is applied to obtain the stem of each word, using the Porter stemmer\(^3\) and Khoja’s stemmer\(^4\) for English and Arabic text, respectively.

5.2 Scoring of words

In this step, the score of each word is computed by following the approach proposed by Wan et al. (2007). This iterative reinforcement approach merges ideas similar to those of two graph-ranking algorithms: PageRank (Brin and Page, 1998) and the HITS (Kleinberg, 1999). It starts by building three graphs. The first one is a bipartite graph that links each word with the sentences in which it appears and its edges are given a score based on the TF-ISF scores and cosine similarity measure. The second graph represents the relationship between each pair of sentences using also the TF-ISF scores and cosine similarity measure while the third one represents the relationship between each pair of words using the longest common substring.

The reinforcement algorithm is then applied to the graphs. Specifically, the score of each word is computed by applying a method similar to that of the HITS algorithm is applied to the first graph and a method similar to that of the PageRank algorithm is applied to the second and third graphs. Formally, each graph is represented by a matrix: \(W\) for the first graph, \(U\) for the second graph, and \(V\) for the third graph. In addition, this approach has two outputs; the score of each word and the score of each sentence. These scores are computed by applying repeatedly the following equations:

\[
\begin{align*}
  u^{(n)} &= \alpha \hat{U}^T u^{(n-1)} + \beta \hat{W}^T v^{(n-1)} \\
  v^{(n)} &= \alpha \hat{V}^T v^{(n-1)} + \beta \hat{W}^T u^{(n-1)}
\end{align*}
\]

---

\(^1\)https://stanfordnlp.github.io/CoreNLP/

\(^2\)http://jmlr.csail.mit.edu/papers/volume5/lewis04a/a11-smart-stop-list/english.stop

\(^3\)https://tartarus.org/martin/PorterStemmer/

\(^4\)http://zeus.cs.pacificu.edu/shereen/research.htm
where $v$ and $u$ are two matrices that hold the scores of the words and the score of the sentences, respectively. $W$, $\tilde{U}$, and $\tilde{V}$ are the normalized versions of $W$, $U$, and $V$, respectively. $\tilde{W}$ is the normalized transposed version of $W$. $u^{(n)}$ and $v^{(n)}$ are the values of matrix $u$ and matrix $v$ at the iteration $n$. Finally, $u^{(n-1)}$ and $v^{(n-1)}$ are the values of matrix $u$ and matrix $v$ at the iteration $n-1$. At this point, the score of each word is computed and ready to be used to generate the summary. However, due to the importance of the first sentences in the summarization, the proposed algorithm doubles the weight of the words that exist in the first sentences. Several differences exist between the proposed algorithm and the reinforcement approach. First, the proposed algorithm generates multi-document summaries while the reinforcement approach creates single document summaries. Second, while the reinforcement approach depends on the scores of the sentences to create the summary, the proposed algorithm uses the scores of the words to generate a summary that maximizes information coverage and saliency and minimizes redundancy. Third, the proposed algorithm uses the longest common substring to compute the similarities among the words. Forth, the words of the first sentences are given more weight than the other words. Finally, an ACS algorithm is used to extract summary sentences.

5.3 Extracting of summary sentences

A modified version of the ACS algorithm is used to extract summary sentences (see Algorithm 2.)

```
input : the graph representation of input documents
         the maximum summary length
output: summary sentences
begin
    Initialize the pheromone trails and parameters
    while the maximum number of iterations is not reached do
        Create and position an ant on each node (i.e., sentence)
        Activate the ants
        repeat
            for each active ant do
                Choose the next sentence according to Equation (1) and Equation (2)
                if ant cannot include more sentences then
                    Deactivate the ant
                end
                else
                    Update the ant’s current scores of the unvisited sentences
                    Update the current length and score of the ant’s partial summary
                end
            end
            for each active ant do
                Apply pheromone local updating rule
            end
            until all ants become inactive;
        end
        Increase the current number of iterations
        Apply pheromone global updating rule using the best solution found in the current iteration
        if a summary with a new higher score is found then
            Update the best-so-far summary
        end
    end
return the best-so-far summary
end

Algorithm 2: ACS
```
This step begins by building a connected graph from the text to be summarized by adding a node to represent each sentence. Then, a modified version of the ACS algorithm proposed by Dorigo and Gambardella (1997), adapted to work for MDS instead of TSP, is applied to the graph. In this study, the ACS algorithm starts by creating and placing an ant on each node (i.e., sentence). After each iteration, each ant generates a solution (i.e., a summary) which is a path of nodes that represent the extracted sentences. Regarding the summary length constraint, each ant keeps its own length and stops when it reaches the maximum summary length. Therefore, MDS-ACS assigns a state for each ant; active ant if it can include more sentences to its summary and inactive ant otherwise.

Regarding the maximization of the coverage objective (i.e., minimization of the travel distance), the heuristic value to include a new sentence (i.e., to go to a new node) is the inverse of the content score of this sentence. In other words, the heuristic value to travel from sentence $r$ to sentence $u$ is computed as follows:

$$\eta(r, u) = \frac{1}{c_u}$$

where $c_u$ represents the content score of sentence $u$. In addition, each ant updates the current scores of its unvisited nodes (i.e., sentences) while constructing its solution based on the words that it has covered so far. Finally, the ACS parameters were set to the same values recommended by Dorigo and Gambardella (1997), except the number of ants, which was set to the total number of sentences in the documents to be summarized.

6 Experiments

The proposed algorithm was implemented in Java programming language and is available online\(^5\). The evaluations were performed on a machine running Windows 10 with with 12 GB RAM and an Intel(R) Core(TM) i7-6500U CPU 2.5 GHz processor. The corpus of the 2011 MultiLing Pilot was chosen to evaluate MDS-ACS on both English and Arabic languages. The 2011 MultiLing Pilot is a multilingual MDS corpus written in seven languages, including English and Arabic. This pilot asked the participants to test their systems on at least two languages to create multi-document summaries of between 240 and 250 words. In this study, MDS-ACS was applied to the English and Arabic versions of this corpus, each consisting of 10 clusters including 10 documents. The results of the present study were compared to the results of participating systems (eight systems for the English version and seven for the Arabic version, see Table 2) as well as to those of the topline and the baseline summaries. Toplevel summaries were created using a genetic algorithm with the models (human) summaries, whereas the baseline summaries were created based on the similarity between the text and the cluster centroid.

| System ID | Research Group (Participant) | Language                  |
|-----------|------------------------------|---------------------------|
| ID1       | Liu et al., 2011             | CIST                      |
| ID2       | Conroy et al., 2011          | CLASSY                    |
| ID3       | Steinberger et al., 2011     | JRC                       |
| ID4       | Hmida and Favre, 2011        | LIF                       |
| ID5       | Varma et al., 2011           | SIEL,IIITH                |
| ID6       | Saggion, 2011                | TALN_UPF                  |
| ID7       | Das and Srihari, 2011        | UBSummarizer              |
| ID8       | El-Haj et al., 2011          | UoEssex                   |

Table 2: Systems that participated at 2011 MultiLing Pilot.

In this study, ROUGE, specifically the ROUGE-1.5.5 toolkit\(^6\), was used to produce the results. In addition to ROUGE-L, the ROUGE metrics used in the competition (ROUGE-1, ROUGE-2, and ROUGE-SU4) are used in this study for comparison purposes. ROUGE scores are reported in terms of F-measure.

\(^5\)https://github.com/asma-b/MDS-ACO

\(^6\)ROUGE-1.5.5 was run with the parameters: -a -2 -4 -u -c 95 -r 1000 -n 2 -f A -p 0.5 -t 0
The results of MDS-ACS were promising. When tested on the English version of the corpus, MDS-ACS outperformed all the eight systems based on ROUGE-1, ROUGE-SU4, and ROUGE-L scores. MDS-ACS showed improvements of 2.9%, 0.49%, and 1.31% over the top ranked systems in terms of these metrics, respectively. In addition, MDS-ACS was ranked second among other systems based on ROUGE-2 scores. It outperformed the baseline in terms of ROUGE-1, ROUGE-2, ROUGE-SU4, and ROUGE-L metrics with relative improvements of 25.02%, 62.73%, 43.09%, and 24.24%, respectively. When tested on the Arabic version of the corpus, MDS-ACS outperformed all the participating systems based on ROUGE-1 and ROUGE-L scores. In comparison to the top ranked systems ID3 and ID2, MDS-ACS showed relative improvements of 3.98% and 4.09%, respectively. The former comparison used ROUGE-1 and the latter ROUGE-L. MDS-ACS was ranked second among other systems based on ROUGE-2 scores and third based on ROUGE-SU4 scores. MDS-ACS outperformed baseline summaries based on all four ROUGE metrics used in this study. The relative improvement of MDS-ACS over the baseline was 35% (ROUGE-1), 26.56% (ROUGE-2), 33.12% (ROUGE-SU4), and 34.04% (ROUGE-L).

Paired t-tests (p-value = 0.05) were conducted to check whether performance differences between MDS-ACS and the other systems were statistically significant. The results showed that on the English version of the corpus, MDS-ACS significantly outperformed the systems ID1, ID6, ID7, and ID8 as well as the baseline in terms of all metrics used in this study. MDS-ACS outperformed the ID5 system according to ROUGE-1, ROUGE-2, and ROUGE-L metrics. However, there was no significant difference between MDS-ACS and ID5 according to ROUGE-SU4. In addition, MDS-ACS was significantly outperformed by the topline system (ID10), and there were no statistically significant differences between MDS-ACS and the ID2, ID3, and ID4 systems. Regarding the Arabic version, t-tests showed that the only significant difference was between MDS-ACS and ID9 (the baseline) in terms of ROUGE-L. This may be because ROUGE 1.5.5 has not been adapted to the Arabic language. Overall, these experiments showed that adding more weight to words occurring in the first sentences of input documents signifi-
| System ID | R-1   | R-2   | R-SU4  | R-L   | Improvement of MDS-ACS (%) |
|-----------|-------|-------|--------|-------|-----------------------------|
|           |       |       |        |       | R-1 | R-2 | R-SU4 | R-L |
| ID10 (topline) | 0.30786 | 0.14922 | 0.15489 | 0.2695 | +1.28 | -19.45 | -16.3 | +5.42 |
| ID9 (baseline) | 0.23097 | 0.09497 | 0.0974 | 0.21196 | +35 | +26.56 | +33.12 | +34.04 |
| MDS-ACS    | **0.3118** | 0.12019 | 0.129646 | **0.284108** | - | - | - | - |
| ID1       | 0.2319 | 0.0889 | 0.09871 | 0.21956 | +34.45 | +35.2 | +31.34 | +29.40 |
| ID2       | 0.29188 | 0.10347 | 0.13309 | 0.27295 | +6.82 | +16.16 | -2.59 | +4.09 |
| ID3       | 0.29987 | **0.1278** | **0.1514** | 0.2725 | +3.98 | -5.95 | -14.37 | +4.26 |
| ID4       | 0.26279 | 0.08634 | 0.1071 | 0.23853 | +18.65 | +39.21 | +21.05 | +19.11 |
| ID6       | 0.2763 | 0.10629 | 0.12456 | 0.23801 | +12.85 | +13.08 | +4.08 | +19.37 |
| ID7       | 0.22376 | 0.08577 | 0.09874 | 0.21379 | +39.35 | +40.13 | +31.3 | +32.89 |
| ID8       | 0.26786 | 0.09653 | 0.11487 | 0.24793 | +16.4 | +24.51 | +12.86 | +14.59 |

Table 4: F-measure values of ROUGE -1 (R-1), ROUGE-2 (R-2), ROUGE-SU4 (R-SU4), and ROUGE-L (R-L) for the participating systems, the baseline, the topline, and the proposed algorithm (MDS-ACS) for the Arabic version of the corpus of the 2011 MultiLing Pilot. The highest values among those of participants and MDS-ACS are written in bold.

7 Conclusion and Future Work

This study proposed a generic extractive MDS approach based on ACO. The original ACS algorithm was adapted to search for the sentences maximizing the information coverage of the summary generated. The implemented system, MDS-ACS, was evaluated using the corpus of the 2011 MultiLing Pilot (English and Arabic versions) based on four ROUGE metrics. The results show that the performance of MDS-ACS was comparable to the performance of the best participating systems. It outperformed all participating systems based on ROUGE-1, ROUGE-SU4, and ROUGE-L for the English version and ROUGE-1 and ROUGE-L for the Arabic version. As a future work, we plan to study the influence of other semantic features on the performance of MDS-ACS. We also intend to explore other SI meta-heuristics for maximizing the information coverage in the generated summaries.
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