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Abstract. The paradigm of Industry 4.0 finds major promise for deployment in Indian industries. This paper discusses a qualitative research methodology and strategies for the implementation of Industry 4.0 in MSMEs from various sectors in India. The researchers have collected data from experts from different MSMES through questionnaires and personal interviews. Difficulties and barriers for implementation of industry 4.0 in India have been analysed using the snowball sampling method where the sample units expect different academic and government organisations to develop an apparatus for efficient implementation of the technologies of Industry 4.0. A technical framework for processing real-time big data using the Knowledge Data Discovery (KDD) pipeline for quick decision-making is discussed in this study. The study concludes with the use of the framework for use of process data to improve process efficiency.

1. Introduction

The growing trend of entrepreneurship, supportive government policies, and rising competition for prominence among national as well as international global business entities today have led to significant growth in the share of different Micro, Small and Medium Enterprises (MSMEs) to the economy of the country [1]. These have prompted a greater class of innovation today catering to the diverse goods and services markets of today, striving to make life easier for the common people. With more of such enterprises expected to contribute to the nation’s growth in the coming years, the various elements of the nation’s socio-economic fraternity have an ever-increasing interest in their success. The capable systems of Industry 4.0 today find significant use in empowering the efforts of such undertakings to prosper in the scopeful markets of today [2]. A lack of required workforce constantly affects the operations of these enterprises and the smart systems of Industry 4.0 find suitable use in such instances, performing the desired human role with greater efficiency at reduced costs. Such systems also avail the capability of working in sync with the human worker where the suitable task is assigned to the appropriate entity [3], giving rise to newer concepts like Human-Robot Collaboration (HRC) [4]. The philosophy of Industry 4.0 aims at integrated operations across the value chain, minimising waste and offering provisions for greater innovation by availing more time to the human workforce [5]. Additionally, factors of finances, supply chain management, and project planning are also major considerations for such enterprises, where an integrated structure will promise the multi-fold benefits of increased productivity at minimal costs to the enterprise [6-7].
There exists a lack of use of such systems of Industry 4.0 in MSMEs in India [8] and a framework for their scalable implementation requires detailed narratives concerning the current state of MSMEs in the Indian industrial faction. Surveys are used to collect data relevant to the scope of such a study by collecting information directly from experts operating in the various associated fields using different qualitative and quantitative methodologies. Therefore, the authors adopt a survey-based approach to discuss with various industry experts, the different availabilities and bottlenecks in their operations along with their expectations from the stakeholders for the suitable pathway for the adoption of Industry 4.0 by MSMEs in India.

2. Sampling

The target population identified, as part of the survey shown in Figure 1, for this study comprises all the individuals from the different technical and organisational hierarchies of the Indian industrial faction.
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**Figure 1.** Steps in survey on adoption of Industry 4.0 in MSMEs in India

The sampling frame comprises experts from various MSMEs whose scope was relevant to the use of systems of Industry 4.0. It included individuals from the fields of software development, embedded systems, sourcing, supply chain management, manufacturing, product design, chemical engineering, business administration, aerospace engineering, biotechnology, armament technology, wastewater engineering, start-up mentoring, data science, industrial engineering and legal services.

Non-probability sampling has been chosen for the study where the experts from the sampling frame are shortlisted based on their understanding of different concepts of Industry 4.0 like big data analytics, robotics, additive manufacturing and artificial intelligence, making their experience relevant to the scope of the survey. The authors found a limited number of professionals with such exposure...
and therefore, the snowball sampling method was employed. As shown in Figure 2, the initial sample units identified by authors were encouraged to bring other individuals with the required knowledge and experience to create a suitably sized representational sample [9] and obtain an appropriate response rate.

**Figure 2.** Sample created using snowball sampling

Snowball sampling is suitable for such educational and research studies [10] due to its low costs for adequate representativeness. Considering the broad area of application, bottlenecks and prospective purview of Industry 4.0, a qualitative approach with open-ended questions has been adopted for the authors to dwell deeper into the critical aspects of the study with less computation-heavy statistical methods for identifying the differing discrepancies and correlations. This approach also lets the sample units express themselves without any constraints or bias, as observed in the use of other methods like the Likert scale [11-12]. Multiple individuals are questioned in qualitative research where the salient points (also called themes) from their narratives are collected to conclude their study. An instant comes in such procedures where further interviewing does not add any significant details to the established understanding [13], called thematic saturation [14-15]. A sample size of 50 is taken as [16] have inferred using Monte Carlo simulations that exceeding this limit in qualitative research with open-ended questions adds minimal themes, which are irrelevant to the scope of the study. Participant recruitment strategies for creating the representative sample affect its adequacy and representativeness [17] and the sampling error, where the representative sample does not account for individuals from the target population with roles relevant to the scope of the study seriously affects the result, leading to wastage of time and resources. This was overcome by including individuals at varying levels of the company hierarchies in the sample, from associate engineers to founders and CEOs, holding experience from a few years to over 40 years.

Finalising the sample, different methods of data collection also lead to non-sampling errors like the measurement error, caused due mistake of the responder in understanding the question [18] and nonresponse error, caused because of lack of usable response from responders due to reasons like disinterest and unavailability [19]. Therefore, the data collection methodology was devised to
eliminate such inaccuracies. Formal discussions were conducted with multiple individuals from the representative sample to devise a user-friendly format of the questionnaire and orient them with the structure of the study. A review of literature and narratives of these discussions were used by the authors to devise a mixed-format approach comprising a questionnaire and interviews with all the members of the representative sample. The research comprises open-ended questions and therefore, the interviews enabled the authors to remove the non-sampling errors by clarifying any anomalies that existed in the narrative responses of the individuals.

Table 1. Open-ended questions answered by sample units

| S. No. | Question                                                                 |
|--------|--------------------------------------------------------------------------|
| 1.     | Does your organisation use any of the technologies of Industry 4.0?       |
| 2.     | What are the various challenges to adopting such systems in your view?    |
| 3.     | In which areas do you plan to implement such systems in the coming years?|
| 4.     | What initiatives do you expect for the large-scale adoption of such systems in India? |
| 5.     | Which entities do you expect to act to develop the required measures?     |

The questionnaire shared with the sample units is in Table 1, covering aspects of their experience, problems currently faced in industries and future initiatives.

3. Sample Response

Depending on their organisation’s use of different systems of Industry 4.0, the sample units were divided into four groups. A majority of these fell in Group 1 (“Already using one or more of such technologies”), followed by Group 2 (“Framework under development”) where relevant research & development efforts were underway for subsequent use. Third are institutions part of Group 3 (“May use if required in the future”) where individuals are aware of the availabilities of Industry 4.0 but do not find a pressing need for promoting such a change. Lastly, there were also members from organisations that did not find the need of shifting to the use of such systems, part of Group 4 (“Not going to use”). Since these enterprises had a well-established customer base and significant profit margins, they did need to make any changes in their existing systems. Additionally, they also rely on accustomed supply chains where time spent in reconfiguration could seriously affect the interests of various stakeholders.

The sample units discuss the different bottlenecks found in upgrading their industrial ware, shown in Table 2.

Table 2. Challenges faced by organisations in adoption of Industry 4.0

| S. No. | Description                        |
|--------|------------------------------------|
| 1.     | Lack of human resources            |
| 2.     | High cost of investment            |
| 3.     | Resistance to change               |
| 4.     | Inefficient organisational structure |

A majority believe that a lack of a skilled human workforce is the primary reason for the different issues in the adoption of Industry 4.0 in India. This is broadly attributed to a lack of reference data and
A lack of consulting companies that could help them create their operational models has also been seen to affect employee skill development efforts. Employing new workers with the required skills was also an issue faced by these industries as the many incipient technologies of Industry 4.0 are yet to be explored by the masses.

Catering to the mass-personalisation-based economies of Industry 4.0, industries are required to undergo a major overhaul of their existing resources. Major hardware and software systems are required to be removed or be replaced by other sophisticated apparatus, prompting expenses in logistics, disposal and meeting regulatory standards. Over 10% of those who answered also believe that there exists a certain resistance to change in organisations which is severely affecting their use of such new and efficient systems. Since there is a lack of data showing organisations in India benefitting from these redesigning efforts, companies have a constant fear of major financial losses. Many blue-collar workers are also being seen to lose their jobs in the certain instances of use of these technologies and the resistance to this change would also be coming from workers’ unions and other interest groups. Sample units also discussed how the organisational functioning of their companies is affecting their upgradation efforts and requires an appropriate focus on the aspect of system integration. They have mentioned instances of indecision from the higher levels of their hierarchy and disproportionate distribution of parent-company resources that is severely affecting their undertakings. They say service life is a crucial metric under their consideration and plan to use data to develop a sophisticated predictive maintenance apparatus for the long-term and cost-efficient use of the installed ware. With increased autonomous devices like robots being used on shop floors, they also plan on developing appropriate safety management features that would be important for the safety of the workers as well as installed machinery. Sample units were part of organisations focussing on optimising the Product Service Scheme (PSS) and aim to use these to offer real-time services to the different customers from remote locations.

The sample units cohesively believe that data to be the most primitive element of Industry 4.0 that widens its scope of use in various unrelated sectors in India and enables them to pursue their discussed undertakings. Since different upcoming MSMEs prioritize operations at minimal costs and workforce, they believe the judicious use of historical and real-time data is a critical element of their success. Considering the scope use of systems of Industry 4.0, current systems in use and the different bottlenecks in their associated operations, the sample units believe various stakeholders should work on creating a sophisticated network of technical consultancies, supervisory committees and training programs to devise a reference framework discussing the procedures and standards for efficient data acquisition and information processing to attain quick decision-making capabilities. The sample units expect the academic fraternity to actively contribute to such research and development efforts due to its availability of different resources that include research laboratories, equipment and staff members with the required expertise. Governments are also expected to play a key role in aiding such efforts due to their authority over varying research grants and regulations.

4. Framework

The authors present a framework consistent with the expectations of the representative sample for use of systems of Industry 4.0 to develop an apparatus for quick decision making where varying technical details required for their functioning and adoption are highlighted. A real-time data flow is a critical element of an interconnected and intelligent work environment [20-21] required for efficient decision-making in the varying aspects of Industry 4.0.
As shown in Figure 3, such a framework synchronically functions on the interaction between the different elements of the value chain that accounts for operations varying from managing logistics in the physical world to processing its associated operational information in the cyber space. The Internet of Things (IoT) finds critical use in the functioning of the scheme of decentralisation in Industry 4.0. It employs a large Wireless Sensor Network (WSN) that collects data from multiple locations in real-time for data acquisition [22]. As business operations expand with greater integration along the value chain, a standardised communication protocol [23] and secure channels for the transfer of operational data [24] are desired. The OPC UA (Open Platform Communications United Architecture) is suitable for such operations due to being an interoperable vendor-neutral protocol [25]. The OPC UA is used with the Time Sensitive Network (TSN) standards for real-time capabilities, called the OPC UA TSN [26]. The TSN promises low latency, desirable transfer rates and deterministic transmission [27-28] critical to use for the industrial environment but lacks usability being an Ethernet-based standard (for wired communication). Therefore, the wireless TSN discussed by [29-31] can be used for devising a wireless real-time OPC UA TSN. It also comes with the Advanced Encryption Standard (AES) and X.509 standard that are robust security apparatuses for the encryption and integrity of data [32].

Big data collected from these autonomous sources is processed through the Knowledge Discovery in Databases (KDD) pipeline shown in Figure 4.

The KDD pipeline primary recognises various patterns in the entered data and creates inferences relevant to the purpose of the operations. Stages in this sequence use different programming languages like python and software like Apache Spark or Apache Hadoop that employ varying pre-defined libraries, functions and logics based on different statistical, probabilistic and machine learning methods.
The selected big data (called features) is a voluminous and heterogeneous dataset that is likely to have varying irregularities due to reasons like error in measurement, noise and other redundancies [33]. This unnecessarily large dataset then requires high computational power and processing time for subsequent mining operations [34]. Since these features are also used for training different machine learning models for data mining, such variations can affect the performance of developed algorithms [35]. Along with correcting the different discrepancies, big data pre-processing is also important to convert the datasets into formats required for processing by the different big data mining algorithms. The features are, therefore, pre-processed to obtain a refined dataset called the feature subset using different pre-processing algorithms for operations like Missing Value Interpretation, Noise Treatment, Discretization & Normalization, Feature Extraction, Feature Selection and Feature Selection & Encoding [36-38].

The transformed data is the structured integrated dataset that is mined in the subsequent stage. Mining primarily mines the pre-processed data to recognise the salient patterns and is largely performed in two kinds of analytics:

4.1 Descriptive analytics
This method comprises the use of data of the past to determine what has happened in the current scenario. The various methods and appropriate tools used are presented in Table 3.

| Table 3. Methods adopted in descriptive analytics |
|-----------------------------------------------|
| S. No. | Method               | Description                                           | Tools                                                      |
|--------|----------------------|-------------------------------------------------------|------------------------------------------------------------|
| 1.     | Clustering           | Grouping of data on the basis of common traits.       | 1. k-means Clustering                                       |
|        |                      |                                                       | 2. Expectation–Maximization Clustering                     |
|        |                      |                                                       | 3. Agglomerative Hierarchical Clustering                   |
| 2.     | Association Rule     | Identification of relations between different data    | 1. Association Rules                                        |
|        | Discovery            | using the if-then patterns.                           | 1. Generalized Sequential Pattern (GSP) algorithm           |
|        |                      |                                                       | 2. SPADE (Sequential PAttern Discovery using Equivalence    |
|        |                      |                                                       | classes) algorithm                                         |
| 3.     | Sequence Discovery   | Discovery of statistically pertinent patterns from    | 1. Generalized Sequential Pattern (GSP) algorithm           |
|        |                      | sequential data.                                      | 2. SPADE (Sequential PAttern Discovery using Equivalence    |
|        |                      |                                                       | classes) algorithm                                         |

4.2 Predictive analytics
This system uses current and historical details to predict what will happen in the future. The various methods and appropriate tools used are presented in Table 4.
Table 4. Methods adopted in predictive analytics

| S. No. | Method                  | Description                                                                 | Tools                                      |
|--------|-------------------------|-----------------------------------------------------------------------------|--------------------------------------------|
| 1.     | Classification          | Grouping of data by comparing traits with information in created available database. | 1. Naïve Bayes Classifier                 |
|        |                         |                                                                             | 2. Bayesian Networks                      |
|        |                         |                                                                             | 3. J48 Algorithm                          |
| 2.     | Regression              | Use of relations between variables to predict the future states.             | 1. Lasso Regression                       |
|        |                         |                                                                             | 2. Multivariate Regression                |
|        |                         |                                                                             | 3. Multiple Regression                    |
| 3.     | Time Series Forecasting | Prediction of future states by identification of patterns in data ordered by time. | 1. Autoregressive Model                   |
|        |                         |                                                                             | 2. Moving Average Model                   |
|        |                         |                                                                             | 3. Simple Exponential Smoothing           |

Several unrelated patterns identified in these data mining operations are filtered out using pattern evaluation. Techniques like calculation of classification error and evaluation of association rules via numerical indicators are performed to assess these patterns and extract ones relevant to the user’s requirement. These results are subsequently used to integrate relevant nuggets of information for better understanding. The extracted patterns relevant to the scope of this study are converted to different forms comprehensible by machines, or humans using different techniques of visualisation for subsequent use. This information is then visualised in the form of tables, narrative reports and graphs using different summarization methods like sentence scoring and for the various technical and organisational requirements of planning, maintenance and restructuring as part of the final stage of knowledge exploitation.

5. Results and Discussion

Academia has a major role in enhancing the capabilities of various MSMEs concerning the discussed framework. Since, organisations also require greater collaboration among individuals and departments, elements of system integration in Industry 4.0 find major use in such upcoming enterprises. The qualified manpower can be used for training members of MSMEs with the discussed technical skills by organising different seminars, workshops and conferences. Considering the lack of knowledge of the mentioned technical details, stakeholders in academia can also work on developing alternative easier to use data processing algorithms and logics with similar capabilities. The governments can also promote research on such technologies by proposing greater grants to the members of the academia. The taxes and duties on their operations can also be eased to ensure greater capital for their efforts. The academia and governments can also collaborate to modify curriculums in academic institutions to equip the workforce of the future with these required skills. Additionally, relevant teachings on entrepreneurship should also be included for individuals to gain greater insights into integrating their resources as stakeholders in MSMEs. Innovation studios can also be developed where many of such stakeholders can work together in intellectual environments, promoting ingenuity by the use of various sophisticated resources.
6. Conclusion

Individuals with varying experience from diverse fields of interest are identified and the critical aspects of the adoption of Industry 4.0 by MSMEs in India using a survey have been discussed in this study. Various stakeholders primarily require an apparatus for technical consultation concerning the use of such technology. Data is inferred to be the most critical element of a working framework with significant use and therefore, a technical framework for the acquisition and processing of big data is presented. The Knowledge Data Discovery (KDD) pipeline finds suitable to use in this regard, considering the broad areas of use in the expanding outlook of MSMEs in India. Academia and governments play a crucial role in the varying upgradation efforts and their prospective offerings have also been discussed in detail. Subsequent research is now required on the use of this framework in various sectors for further analysis of the various pros and cons of their implementation.
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