Characterization of hundreds of regulatory landscapes in developing limbs reveals two regimes of chromatin folding
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Complex regulatory landscapes control the pleiotropic transcriptional activities of developmental genes. For most genes, the number, location, and dynamics of their associated regulatory elements are unknown. In this work, we characterized the three-dimensional chromatin microarchitecture and regulatory landscape of 446 limb-associated gene loci in mouse using Capture-C, ChIP-seq, and RNA-seq in forelimb, hindlimb at three developmental stages, and midbrain. The fine mapping of chromatin interactions revealed a strong preference for functional genomic regions such as repressed or active domains. By combining chromatin marks and interaction peaks, we annotated more than 1000 putative limb enhancers and their associated genes. Moreover, the analysis of chromatin interactions revealed two regimes of chromatin folding, one producing interactions stable across tissues and stages and another one associated with tissue and/or stage-specific interactions. Whereas stable interactions associate strongly with CTCF/RAD21 binding, the intensity of variable interactions correlates with changes in underlying chromatin modifications, specifically at the viewpoint and at the interaction site. In conclusion, this comprehensive data set provides a resource for the characterization of hundreds of limb-associated regulatory landscapes and a framework to interpret the chromatin folding dynamics observed during embryogenesis.

[Supplemental material is available for this article.]

Gene regulation in higher eukaryotes involves complex interactions between regulatory sequences and their associated promoters, which can be separated by hundreds of kilobases from each other. The communication between these distal genomic regions is made possible through chromatin interactions (Lettice et al. 2003; Montavon et al. 2011; Andrey et al. 2013). The advent of Chromosome Conformation Capture-based technologies (4C, 5C, Hi-C), which combine next-generation sequencing and proximity ligation assays to probe chromatin interactions, transformed our understanding of the genomic 3D architecture (Dekker et al. 2002; de Laat and Duboule 2013). Studies using Hi-C that capture interactions genome-wide revealed topologically associated domains (TADs) as modules of chromatin organization with high, local interactions. TADs are proposed to be stable and isolated regulatory units, which are conserved across cell types and species (Dixon et al. 2012, 2015; Nora et al. 2012; Sexton et al. 2012). Although their overall structure is stable, cell-type-specific changes in intra-TADs interactions were observed in these studies and were predicted to associate with transcription (Giorgetti et al. 2014, 2016). In contrast to genome-wide Hi-C interaction maps, the 4C technology generates one-dimensional interaction profiles of a single viewpoint with the rest of the genome. 4C requires much less sequencing to achieve a high resolution but limits the analysis to a single viewpoint. Because of its high resolution and low production cost, 4C has been extensively used to explore the regulatory microarchitecture of specific loci and as a proxy to recapitulate and assess TADs structure and variability (Montavon et al. 2012; Andrey et al. 2013; Ghavi-Helm et al. 2014; Lupianez et al. 2015; Acemel et al. 2016).

Despite an abundant use of the 4C technology, little is known about the dynamics and properties underlying interactions in different cell types, tissues, or time points in development. Several authors have described the dynamics of tissue-specific enhancer-promoter interactions (Montavon et al. 2011; Phillips-Cremins et al. 2013; Ghavi-Helm et al. 2014; Lonfat et al. 2014). A study at 103 Drosophila loci revealed remarkably little tissue-specific looping, with only 6% of the interacting fragments showing changes between tissues (Ghavi-Helm et al. 2014). In contrast to
Drosophila, a study at six loci during the differentiation of mouse ESCs into neural progenitor cells showed that almost half of the detected interactions are cell-type-specific rather than constitutive (Phillips-Cremins et al. 2013). At these loci, changes in looping were associated with changes in enhancer activity and with the presence of the architectural proteins Mediator, Cohesin, and CTCF. However, the SC technology used in the latter work limited the number of studied loci to six. It is thus unclear if these extensive interaction changes are a general phenomenon or locus-specific.

In this work, we aim to understand the principles underlying chromatin interactions and their dynamics by characterizing a comprehensive set of regulatory landscapes in developing mouse tissues.

**Results**

Probing the interaction profiles of 446 loci using Capture-C

The developing limb is a dynamic system in which regulatory changes occur in a time- and tissue-specific manner. Despite many similarities between fore- and hindlimb development, the gradual changes in gene expression and minute differences in temporal patterning lead to different morphologies. Thus, developing limbs constitute a convenient model to survey the regulatory dynamic of chromatin architecture. In this project, we chose seven combinations of tissue and time points, i.e., forelimb and hindlimb, each at E10.5, E11.5, and E13.5, as well as midbrain at E10.5 (Fig. 1A). We probed the chromatin architecture of 446 viewpoints, including 434 main promoters and 12 alternative promoters. The 446 loci were selected based on their involvement in limb development (patterning, growth, and tissue differentiation), as well as their association with congenital limb malformations. These loci involve major developmental limb transcription factor families such as Tbx, Sox, Hox, and Runx; genes involved in signaling pathways such as FGF, WNT, RA, and BMP; as well as differentiation markers such as Sox9, Colla1, and Myod1 (Supplemental Table S1). To evaluate the transcriptional variation among the tissues, we performed RNA-seq and identified genes which are expressed differentially between tissues or developmental stages (Fig. 1B). As expected, we observed a high similarity among the limb samples and major differences between limb and midbrain. Forelimb and hindlimb of the same stage were very similar to each other with only a few differentially expressed genes at all three time points. However, between developmental stages, transcriptional changes were much more pronounced.

Using Capture-C (CC), we obtained high-resolution interaction profiles for all surveyed promoters in biological replicates (Supplemental Fig. S1; Hughes et al. 2014). In order to assess the intensity of chromatin interactions, we combined the 446 profiles across all time points, tissues, and replicates to generate a simple, empirical background. This model allows us to determine the interaction intensity of any region with respect to the distribution obtained from the whole data set at a given distance from its viewpoint (Fig. 1C). We defined interaction peaks as regions displaying intensity above the 99th or 95th percentile, thus as regions being among the top 1% or 5%, respectively, regarding their interaction intensity. Across all tissues and time points, we annotated, on average, 600 strong interactions when applying the 99th percentile and 3000 when lowering the threshold to the 95th percentile (Fig. 1D). For most analysis presented in this work, we applied the more conservative 99th percentile as a threshold to reduce the risk of false positive interactions. Finally, we tested whether these interactions could also be identified with an alternative approach, implemented in the software package CHiCAGO (Cairns et al. 2013).

**Figure 1.** Experimental setup and calling of interaction peaks. (A) Seven tissues were selected to perform CC, RNA-seq, and ChIP-seq from: fore- (FL) and hindlimb (HL) at E10.5, E11.5, and E13.5, as well as midbrain (MB) at E10.5. (B) Number of differentially expressed genes from pairwise comparisons of RNA-seq data among the different tissues (threshold: abs[log, fold change] > 1, adjusted \( P \)-value < 0.01). (C) Calling of interaction peaks using an empirical background model. The red and blue solid lines represent the 99th and 95th percentile, respectively. Dashed lines indicate smoothed threshold lines, values set fixed at 0.5 Mb from the viewpoint. (D) Number of peaks per viewpoint averaged over tissues and time points for two cutoff values: 99th and 95th percentile.
et al. 2016), and found an overlap for 79%–89% of our called interactions (Supplemental Fig. S2).

**3D-microarchitecture is associated with functional chromatin domains**

To evaluate in which type of functional chromatin domains chromatin interactions form, we generated ChIP-seq profiles for H3K27me3, H3K27ac, H3K4me3, and H3K4me1 from the same tissues and time points as described above. We used the software EpiCseg (Mammana and Chung 2015) to segment the genome into seven chromatin states (Fig. 2A; Supplemental Fig. S3).

EpiCseg assigned each genomic region to one out of the seven states based on the abundance and co-occurrence of histone marks. The ChIP-seq signatures of the states were identified in unsupervised learning and afterward manually assigned to functional classes. Three states associated predominantly with active marks and were labeled accordingly. Active-A and Active-B with high H3K4me3 and H3K27ac occurred frequently at promoters, whereas Active-C was characterized by low H3K4me3, and high H3K27ac and H3K4me1 levels. All three states were found in intergenic and intronic regions, suggesting that they all might mark putative enhancer regions (Fig. 2B). A state solely enriched for H3K27me3 is here referred to as repressed. Interestingly, repressed regions were...
not strongly biased toward promoter regions but also frequently found in intergenic domains. A small fraction of the genome was found to be covered by both active and repressive marks and is here referred to as a heterogeneous state. The heterogeneous state is strongly enriched at promoter regions and associates with mild gene expression, in contrast to Active-A and -B, which are found at very active promoters, and repressed ones, which are found at lowly expressed genes (Fig. 2B; Supplemental Fig. S4; Supplemental Table S2). The heterogeneous state is likely to represent the cell heterogeneity of our in vivo samples, rather than bivalent regions, as some genomic regions might be active in some cells and repressed in others. Indeed, limb and midbrain tissues contain tens to hundreds of different cell types with individual transcriptional signatures (Zeller et al. 2009; La Manno et al. 2016).

Accordingly, we observed that heterogeneous regions are enriched in TSSs (transcriptional start sites) of genes with highly localized expression such as Hand2 or Hoxd10, which are restricted to the posterior side of the developing limb bud, or Col2a1, which is expressed solely in chondrocytes (Supplemental Table S2; Bell et al. 1997; Andrey et al. 2013; Osterwalder et al. 2014). Finally, two states, low signal and no signal, cover the large majority of the genome, i.e., 63% and 18%, respectively. While low signal segments are depleted of chromatin marks probed in this study, the no signal state represents mainly regions of low mappability (Supplemental Fig. S5).

The called CC interaction peaks strongly associate with the functional states active, heterogeneous, and repressed, and are depleted from the low signal or no signal state in comparison to the genome-wide or viewpoint proximal (±2 Mb) frequency of each state (Fig. 2C; Supplemental Fig. S6).

As 33%–55% of interaction peaks occurred in active segments, we asked whether they are linked to viewpoints with similar or different patterns of chromatin modifications. We therefore categorized the interacting regions according to their chromatin states and determined the chromatin state at the linked TSSs. First, interactions of active chromatin sites are more frequently linked to active TSSs than to repressed ones, in comparison to the overall distribution of states at captured TSSs (Fig. 2D). These observations suggest that active chromatin sites preferentially interact with each other and that changes in active chromatin domains during tissue differentiation and development could accompany changes in 3D contacts. An illustrative example is the Mecom gene, where several interactions in forelimb and hindlimb at E10.5 co-occur with high acetylation (Fig. 2E). In contrast, these interactions were not observed in midbrain, where the Mecom gene is 10 times less expressed and the interaction sites are not acetylated.

Similarly, we observed that repressed interaction peaks interact with TSSs enriched for the repressed state and depleted from the active ones (Fig. 2F; Supplemental Fig. S7). The methylation turnover at these repressed sites could here again associate with shifts in the 3D interactions. An example of this phenomenon is observed at the Tbx5 locus. Tbx5 is specifically active in forelimb but repressed in hindlimb and in midbrain. In the latter tissues, the Tbx5 promoter is covered with the repressive H3K27me3 mark, and one can observe a distal interaction with the first H3K27me3-repressed telomeric gene Lhx5. Both the interaction and the repressive marks are absent in Tbx5-expressing forelimb tissues (Fig. 2G).

In summary, these findings suggest that chromatin domains interact dynamically and preferentially in a homotypic fashion: Active promoters contact more often active chromatin sites than expected by the genome-wide distribution of chromatin states, and vice versa, repressed promoters contact repressed chromatin sites more often, in line with the findings reported for the HoxD cluster (Noordermeer et al. 2011, 2014; Vieux-Rochas et al. 2015).

Identification of putative enhancers and their associated target genes

A fraction of the detected enhancers was found in enhancer-like domains (Active-A, Active-B, and Active-C chromatin segments). We used this co-occurrence to assign potential enhancer regions to their associated promoters by filtering for interacting regions with high H3K27ac and H3K4me1 levels. We decreased the threshold for interactions to the 95th percentile, as we hypothesized that enhancer-promoter interactions can be labile. Moreover, in some cases, the interaction might be limited to a subset of cells in the tissues leading to a diluted signal. We did not exclude putative enhancers annotated in promoter regions bearing similar levels of H3K27ac and H3K4me1, as enhancers might also be located in close proximity to active promoters. Overall, we observed that only 20% of all called interactions show histone modification patterns of enhancers (Supplemental Table S3).

Using this approach, we were able to identify the ZPA Regulatory Sequence (ZRS) as the only limb enhancer of sonic hedgehog (Shh), despite the highly restricted expression of Shh in the limb bud, thereby demonstrating the high sensitivity of our approach (Fig. 3A). At the Ptch1 and HoxD loci, we identified previously described enhancers but also new putative regulatory regions (Supplemental Fig. S8A,B).

We found that the large majority of putative enhancer regions were identified only in a single tissue and time point and only a minority of regions showed stable interactions along with H3K4me1 and H3K27ac coverage throughout different stages and tissues (Fig. 3B). When the candidate enhancer list of each tissue and time point was compared in a pairwise manner, we observed, as expected, similarities between forelimb and hindlimb samples and more differences between the limb and midbrain tissues. In line with the transcriptome analysis, we observed that forelimb and hindlimb of the same stages were more similar to each other than limb tissues of different developmental stages (Figs. 1B, 3C).

By combining and merging the results of the enhancer prediction for fore- and hindlimb as well as midbrain, we generated a list of 1237 nonoverlapping putative enhancer regions (Supplemental Table S4). We then compared these candidates to regions tested in the VISTA enhancer database and found that, out of the 1237 regions, 133 had been tested in a transgenic assay (Visel et al. 2007). In these assays, 41 were positive for limb staining, 16 for midbrain staining, and four for both limb and midbrain staining at embryonic stage E11.5 (Fig. 3D). Next, we inspected the enhancer prediction in specific samples, i.e., forelimb and hindlimb at E11.5 and midbrain at E10.5. As expected, we observed that predicted limb enhancers frequently triggered a limb staining, and midbrain enhancers were more likely to trigger a midbrain staining, thus further pointing to a functional role of these elements (Supplemental Fig. S9).

Among the surveyed tissues and time points, we found 3%–15% of putative enhancers associate with more than one promoter and thus act like shared putative regulatory elements (Fig. 3E; Supplemental Table S5). Among these putative enhancers, a majority interacts with clustered genes such as the HoxD, HoxC, HoxA, or Dlx5/6, which are regulated via shared enhancers.
Furthermore, we found that several alternative promoters at the Tcf4, Fgf10, and Rara loci also interact with the same putative regulatory region. This observation suggests that the various transcriptional isoforms, which originate from different promoters, benefit from a partially overlapping regulatory activity. Surprisingly, we found some putative enhancers are shared between apparently unrelated genes. Some of these latter genes showed a positive correlation of their transcriptional dynamics across tissues and time points (Supplemental Table S5). This was observed for insulin-like growth factor 2 (Igf2) and troponin I, skeletal, fast 2 (Tnni2) (Pearson’s correlation coefficient: 0.88), which interact with a set of putative enhancers located between both loci in various tissues and stages. In this particular case, both genes are involved in muscle development and could benefit from a common synchronized regulation (Florini et al. 1996; Londhe and Davie 2011). Even though an overlap of putative shared elements could also occur by coincidence and a strong correlation is only observed in some cases, it is possible that some genes benefit from a shared regulation, synchronizing their transcriptional activity in a specific tissue and/or at a certain time point.

Chromatin interactions associate with CTCF and RAD21

CTCF and Cohesin have been shown to associate with chromatin folding and formation of distal interactions (Merkenschlager and Nora 2016). To examine the association of these proteins with interactions identified in the CC profiles, we produced binding profiles for CTCF and the Cohesin subunit RAD21 for all tissues and time points. In line with other studies, we found that 80% of RAD21 peaks associated with CTCF binding sites but, vice versa, that only 30% of CTCF sites associated with RAD21 (Supplemental Fig. S10; Nitzsche et al. 2011).

As exemplified at the Sox11 locus, we observed that several interactions are established at CTCF and RAD21 binding sites, whereas others were depleted for the binding of these proteins (Fig. 4A). Across our data set, we found that 60% of the interaction peaks were associated with CTCF/RAD21, CTCF only, or RAD21 only, independent of their association to a specific chromatin state (Fig. 4B). This finding also indicates that at least 40% of interactions could not be related to a CTCF/RAD21-based mechanism.

To compute the enrichment of CTCF and RAD21 at interaction peaks, we first calculated the binding density of CTCF/RAD21, CTCF only, and RAD21 only genome-wide and within the different chromatin states. We found that the genome-wide binding density was relatively low, but higher in Active-A, Active-B, and heterogeneous chromatin regions, possibly because these states are frequently found at promoter-like regions, which are known to be enriched for CTCF (Fig. 4C; Barski et al. 2007). Next, we computed the enrichment of CTCF/RAD21 at interaction peaks with respect to the underlying chromatin state. We could observe that genome-wide cobinding of CTCF/RAD21 is more frequent at interaction peaks than expected by chance (Fig. 4D). This was especially prominent for interactions occurring in states with generally low CTCF/RAD21 density, such as low signal or repressed regions, showing an 18- and sixfold enrichment, respectively. In contrast, we observed slight depletion of CTCF/RAD21 at interaction peaks that occur in Active-A and Active-B and heterogeneous segments. This depletion is likely the result of the high background CTCF/RAD21 density found at these chromatin states (Fig. 4C). Altogether, we observed a strong association of CTCF and RAD21 binding with interaction peaks.
Stable and variable interactions associate with CTCF/RAD21 and functional chromatin, respectively

From the previous observations, we concluded that interactions associate with functional chromatin states and CTCF/RAD21 binding. However, it is unclear if these two types of associations relate to different chromatin interaction regimes. A first indication came from the observation that chromatin interactions change across tissues and developmental stages. At the Tbx15 locus, for example, one single interaction appeared stable in midbrain and in hindlimb at E10.5, whereas four other interactions were present solely in the hindlimb (Fig. 5A). Interestingly, the single stable interaction overlapped with a strong CTCF/RAD21 cobinding site, whereas the others were located at dynamic chromatin segments, which were specifically acetylated in the hindlimb and depleted of CTCF/RAD21 binding.

To assess if CTCF/RAD21 were more strongly associated with constitutive interactions than variable ones, we classified interactions according to their stability. A first indication came from the observation that chromatin interactions change across tissues and developmental stages. At the Tbx15 locus, for example, one single interaction appeared stable in midbrain and in hindlimb at E10.5, whereas four other interactions were present solely in the hindlimb (Fig. 5A). Interestingly, the single stable interaction overlapped with a strong CTCF/RAD21 cobinding site, whereas the others were located at dynamic chromatin segments, which were specifically acetylated in the hindlimb and depleted of CTCF/RAD21 binding.

We observed that stable interactions were more enriched with CTCF and RAD21 binding than the unstable ones. Specifically, 75% of the stable interactions but only 23% of the variable ones associated with CTCF alone, RAD21 alone, or CTCF/RAD21 (Fig. 5C). Moreover, the fraction of stable and variable interactions cobound by CTCF/RAD21 differed from 43% to 7%, respectively. In contrast, the association with functional chromatin states appeared to show an opposing trend. Here, variable interactions were more strongly associated with functional chromatin segments than stable interactions. These observations suggest that the formation of variable interactions might rely more on factors associated with specific chromatin modifications than on CTCF/RAD21 (Fig. 5D). We observed similar results when a single tissue, i.e., forelimb or hindlimb, was investigated across different developmental stages (E10.5 to E13.5) and for all tissues at the same developmental stage (E10.5). Thereby, stable and variable interactions follow the same respective associations, when they are defined by developmental stages or by tissue specificity (Supplemental Fig. S11).
To further test this hypothesis, we correlated the changes in interaction strength at variable interaction sites with the enrichment of chromatin modifications across tissues and time points. By doing so, we found two main patterns of correlation. In a first group, the interaction strength between the viewpoint and the interacting region correlated positively with the amount of active chromatin marks (i.e., H3K4me3/H3K27ac) and correlated negatively with the amount of repressive chromatin marks (i.e., H3K27me3) at the viewpoint and/or the interaction sites (Fig. 5E). In the second group, the interaction strength between the viewpoint and the interaction site correlated positively with the amount of H3K27me3 enrichment and negatively with the abundance of active marks at viewpoints and/or interaction site. Such correlations between interaction strength and amount of histone modifications relates to the observation that interactions occur in a homotypic fashion and that changes in the epigenetic status of any interaction partner associate with the interaction strength (see Fig. 2).

Altogether, we observe two distinct types of chromatin interactions and a mixture of both could be present at the intermediate interactions that were excluded from this analysis. On the one hand, stable interactions appear to be associated with CTCF/RAD21 binding, and on the other hand, variable interactions seem to associate more strongly with functional chromatin marks.

**Discussion**

The three-dimensional chromatin organization of the genome during embryonic development is critical for the accurate control of gene expression. In the past years, the extensive use of proximity-ligation methods to explore genomic architectures has strongly increased our knowledge of genome folding. However, the limited number of loci, cell types, or comparability between studies has made it difficult to draw general conclusions regarding locus-specific chromatin folding. In this work, we have examined the...
interaction dynamics at several hundreds of promoters at high resolution in a highly parallelized and quantitative manner using CC (Hughes et al. 2014). To annotate such interactions, we implemented an empirical background model and analyzed rather strong interactions to reduce the risk of false-positive interactions. By this strategy, we also miss capturing part of the complexity of chromatin folding. The background model scales individual profiles by a constant factor but does not account for local biases of the site interacting with the viewpoint, which might influence locally the propensity for capturing contacts. However, the comparison with another, recently published method (Cairns et al. 2016) recapitulates many of the identified interactions. Furthermore, we did not restrict the search for interactions to TADs to enable the annotation of inter-domain chromatin contacts. As the exact positions, sizes, and functions of TADs as well as their associated boundaries remain uncertain, we decided for a more unbiased approach and did not incorporate such annotations as prior knowledge to our model.

There are limitations to our enhancer identification, where the chosen threshold is a compromise between sensitivity and specificity. Indeed, weaker interactions with putative enhancer regions, as exemplified at the Shh locus (Fig. 3A), could be the result of signal dilution due to the inherent cell heterogeneity found in developing limb or midbrain tissues. An important fraction of genes selected for this study displays restricted or cell-type-specific expression patterns, and the detection of active and repressive chromatin modification, i.e., heterogeneous state, at their TSS could reflect it (Zeller et al. 2009; Diez-Roux et al. 2011; La Manno et al. 2016).

Among the 1237 putative enhancers linked to the 446 promoters included in this study, we found several which were contacted by several promoters and that are likely shared by several genes. The importance of global regulations has been extensively studied at gene clusters, such as Hox or beta-globin loci (de Laat and Duboule 2013). However, less is known about the coregulation of apparently unrelated genes or of alternative promoters. In the latter case, one might suppose that the selection of some promoters can allow for the usage of alternative transcripts in the same regulatory environment, including or excluding exons. In fact, enhancers regulating the Nprl3 gene were previously shown to influence the production of alternative transcript isoforms at the locus (Kowalczyk et al. 2012). Alternatively, it is possible that partially overlapping sets of enhancers control these alternative promoters, thus affecting the expression patterns of alternative transcripts. Functional approaches will be necessary to test the validity of these putative shared enhancers and the regulatory effect they trigger.

Then, by comparing different time points of development and tissues, we identified and characterized two regimes of interactions. First, we found a category of interactions which is stable and associates with CTCF/RAD21 cobinding events. As these interactions are stable across tissues and stages during embryogenesis, they might be essential to shape the 3D genome architecture and might correspond to anchor loops, which were found to delineate contact domains or TADs (Rao et al. 2014; Sanborn et al. 2015; Tang et al. 2015). Stable interactions could also correspond to intra-TAD interactions associated with CTCF and act as a scaffold for facultative enhancer-promoter interactions (Hadjur et al. 2009; de Laat and Duboule 2013; Phillips-Cremins et al. 2013; Seitan et al. 2013; Giorgetti et al. 2014). Future work will help to understand to what extent these stable chromatin interactions contribute to 3D segmentation of the genome, thereby working as a mold for more variable interactions to form. Moreover, we could observe that a majority of these stable interactions associate with repressive or active functional chromatin states. This observation suggests that pervasive interactions might occur at regulatory regions that interact with their associated promoters independently of their activity. Such regions intuitively appear as ideal sites to evolve regulatory sequences or to spatially cluster regions with similar function.

In contrast, we identified also more dynamic interactions which are less associated with CTCF/RAD21 but are strongly linked to functional chromatin. Our data suggest that the variable interactions rely on mechanisms directly associated with the chromatin state of both interacting partners, specifically the promoter and the interaction site. In this view, stable loops might be formed by the Cohesin–CTCF interactions, as formulated in the loop exclusion model, and variable ones could be the product of a “roadblock” of the Cohesin translocating complex induced by the presence of tissue-specific transcription factors and associated protein complexes (Sanborn et al. 2015; Fuedenberg et al. 2016). However, we did not observe a strong enrichment of RAD21 binding at variable interaction peaks, and thus other members of the Cohesin complex should be assayed in the future. Alternatively, previous works have shed light on protein complexes associated with functional chromatin regions, which control long-range interactions. At active/enhancer regions, the Mediator complex is thought to sustain long-range interactions with associated promoters and could account for part of these CTCF-independent interactions (Phillips-Cremins et al. 2013). At repressed regions, the PRC1 and PRC2 complex were shown to mediate long-range interactions and could account for the homotypic bridging of H3K27me3-rich chromatin regions (Denholtz et al. 2013; Joshi et al. 2015; Schoenfelder et al. 2015). The controlled spatial clustering of repressed or active regions, analogous to the domain-wide clustering of A and B compartments on a larger scale (Lieberman-Aiden et al. 2009), could be seen as another layer of gene regulation. On the one hand, clustering of repressed regions through PRC1 and PRC2 could increase the reliability of repression. On the other hand, fine-tuned enhancer-promoter communication could allow for the transformation of rather unspecific enhancer activities into more subtle transcriptional output of their target genes, as observed at several developmental loci (Montavon et al. 2011; Andrey et al. 2013; Osterwalder et al. 2014).

Taken together, this in vivo data set provides a detailed characterization of 446 limb-associated regulatory landscapes, including their 3D chromatin folding and dynamics, as well as a compendium of predicted enhancers active during limb development. Finally, the two regimes of interaction presented in this work defined a framework for understanding regulatory architecture and chromatin dynamics during embryogenesis.

Methods
SureSelect design and Capture-C library
The library of SureSelect enrichment probes was designed over a 2- to 7-kb interval at the viewpoints using the online tool of Agilent: SureDesign (https://earray.chem.agilent.com/suredesign/index.htm) (Supplemental Table S6). The 3C library was prepared according to Hage et al. (2007), i.e., crosslinking, cell lysis, DpnII digestion, ligation, and de-crosslinking. Religated products were then sheared using a Covaris sonicator (duty cycle: 10%, intensity: 5, cycles per burst: 200, time: six cycles of 60 sec each, set
mode: frequency sweeping, temperature: 4°C–7°C). Adaptors were added to the sheared DNA and amplified. The adapted-ligated library was then hybridized to the custom-designed Sure-Select beads indexed for sequencing using an indexing PCR following Agilent instructions. The libraries were sequenced 100 bp paired-end. All Capture-C experiments were performed in biological duplicates.

Capture-C data processing and analysis

Generation of contact profiles

Paired-end sequencing data from Capture-C experiments was mapped and cleaned from invalid di-tags and duplicates using the HiCUP pipeline v0.5.8 (Wingett et al. 2015) (nuttill:1, format: Sanger, without di-tag length restriction) and Bowtie 2.2.6 (Langmead and Salzberg 2012). All sequencing data were mapped to mouse reference genome mm9. Quality measurements of Capture-C experiments from the various HiCUP runs can be found in Supplemental Table S7. Viewpoint-specific contact profiles were generated from BAM files with custom Java code using htsjdk 1.1.39 (https://samtools.github.io/htsjdk/) for the processing of BAM files. A di-tag was considered only if MAPQ ≥ 20 for both mates and one mate was located in an enriched viewpoint region while the other mapped to the nonenriched part of the genome. Twenty-four viewpoints were excluded from further analyses because they yielded poor sequencing coverage or because they do not correspond to promoter regions, leading to 446 used viewpoints (Supplemental Table S8). Contact profiles were generated for each viewpoint by counting the number of reads per restriction fragment. Count data were binned into a regular grid of 1-kb intervals centered around the middle of the corresponding viewpoint region. The count value of each restriction fragment was assigned to the bin, which contains the fragment center. Count data were smoothed by averaging over a running window of five bins. To make contact profiles with different read densities comparable, each profile was scaled by the total contact count on the chromosome of the viewpoint (Sum of cis contacts/10³). Additionally to the individual profiles for each replicate, replicates were also combined to merged profiles and binned, smoothed, and scaled as mentioned above.

Calling of interaction peaks: background model

Scaled contact profiles were pooled across all samples, viewpoints, and replicates to generate a simple, empirical background model, which incorporates the distance-dependent decay of the contact frequency. The positioning of the grid around the viewpoint center allows an overlay of all profiles by aligning their centers. The region considered for the analysis was ±2 Mb around the viewpoint. Now, each 1-kb bin can be described by its offset relative to the viewpoint center and has the contact information from 6244 profiles (seven tissues/stages × 446 viewpoints × two replicates). The 99th or 95th percentile of the empirical distribution was used to derive an individual threshold for each bin. A spline function was used to smooth the resulting threshold line. To avoid the calling of spurious interactions due to a lower profile density at locations distant from the viewpoint, the threshold line was fixed and set constant for all regions >0.5 Mb away from the viewpoint (Fig. 1C). A bin was selected and added to the candidate regions, when the contact value exceeded the threshold in both replicates. Within all candidate regions, the local maxima from the merged profile were used to determine peak summits. A region ±10 kb around the selected peak was excluded from the candidate regions to suppress peaks nearby. The selection of maxima and exclusion of neighborhood was repeated until no further candidates were left.

Calling of interaction peaks: CHiCAGO

The software package CHiCAGO (Cairns et al. 2016) was used to further validate interactions identified in this study by an alternative approach. CHiCAGO applies a statistical model, which accounts for viewpoint (bait)-specific biases, for biases of the interacting fragment, and for technical noise, and corrects for multiple testing. However, the characteristics of our data set deviate from those the tool was originally applied on. Instead of more than 20,000 viewpoints located on individual restriction fragments, we enriched only several hundred viewpoints spanning several restriction fragments. Furthermore, instead of a 6-bp cutter, we used a 4-bp cutter (DpnII), which yields much shorter restriction fragments, accumulating less sequencing reads. This leads to a different proportion of viewpoints and fragments for which biases have to be estimated. To compensate at least partially for this, we created virtual restriction fragments spanning five adjacent DpnII fragments. All DpnII fragments overlapping viewpoints were also merged into single virtual fragments. Both replicates were used together as input for the detection of interactions. We ran CHiCAGO with default parameters and used a score of ≥5 to filter for significant interactions. Overlaps with peaks from the background model were computed by extending interactions identified by CHiCAGO by ±5 kb and counted, when overlapping at least 1 bp.

ChIP-seq

For chromatin modifications, chromatin was prepared from the different tissues with a 1% formaldehyde crosslinking for 15 min and resuspended in buffer 3 for sonication (Lee et al. 2006). For CTCF and RAD21 ChIP-seq, we prepared chromatin as follows: Tissues were disrupted in 0.1% collagenase at 37°C and homogenized using a needle. Cells were then centrifuged and resuspended in 10% FCS, 0.2% Cs, 1% L-Glu, 0.5% Pen-Strep in DMEM:HAM’S F-12 1:1 and fixed in 1% FA for 10 min on ice. Cells were then lysed in buffer 1 and 2 and resuspended in buffer 3 for sonication (Lee et al. 2006). We sheared chromatin using Bioruptor until reaching a fragment size of 200–500 bp. Ten to 15 micrograms of chromatin were then used for each replicate chromatin modification ChIP and 30 µg for CTCF and RAD21 ChIP. ChIP for H3K4me1 (Abcam: 8898), H3K4me3 (Millipore: 07-449), CTCF (Active motif: 613111), and RAD21 (Abcam: ab9922) was then performed as in Lee et al. (2006). All ChIP-seq experiments were performed in biological duplicates. Libraries were prepared using the Nextera adaptors and sequenced.

Single-end reads from ChIP-seq experiments were mapped with Bowtie 2.2.6 (Langmead and Salzberg 2012) to reference genome mm9. Mapped reads were filtered for mapping quality ≥ 10, and duplicates were removed. To compute ChIP enrichment and quality measurements, we used the SPP tools (version 1.1.3) and phantompeaktools (Kharchenko et al. 2008). Reads were extended (chromatin modifications: to 300 bp, CTCF: to 200 bp) and scaled by the total number of unique reads (total count of reads/10⁸) to produce coverage tracks. For figure display purposes, replicate ChIP-seq tracks were merged. RAD21 ChIP-seq tracks were produced using the coverage function of the Q-PeakCaller (Hansen et al. 2015). Peaks of CTPC and Rad21 were called on merged replicates with the Q-PeakCaller. Peaks were filtered with a QES > 0.27 and > 0.3 for RAD21 and CTCF, respectively.
Chromatin segmentation

Mapped short read information from ChIP-seq experiments of histone modifications was used for chromatin segmentation by the EpiCSeq tool (Mammana and Chung 2015). The software splits the genome into a regular grid and assigns a state to each bin based on abundance and co-occurrence of histone marks. The number of states is a free parameter and was set to seven. The bin size was set to 200 bp and the shift of the single-end read position in the computation of the DNA fragment center was set to 150 bp. EpiCSeq allows the integration of replicates, as used here. Based on the matrix of histone mark counts, we manually assigned the labels repressed, heterogeneous, Active-A, Active-B, Active-C, low signal, and no signal to the states after segmentation.

Overlay of peaks and annotation of interaction peaks

Chromatin interaction peaks from different samples were considered to be overlapping when their distance was below 5 kb. The center of each peak was used to define the chromatin state associated with it.

Co-occurrence of interaction peaks and CTCF and RAD21 binding were computed by extending the center of the CC interaction peaks (±5 kb) and overlapping the region with called ChIP-seq peaks. Additionally, the density of CTCF/RAD21 peaks was determined genome-wide (overall) and within the different chromatin states separately. The enrichment was subsequently calculated as the ratio between the density measured at interaction peaks and the density observed genome-wide and for the chromatin states separately.

Putative enhancers regions were called in a window ±2 Mb around the viewpoints based on the combination of three thresholds: the 95th percentile of the empirical background of the bin for the interaction strength, the 99th percentile for H3K27ac, and the 95th percentile for H3K4me1. Percentiles of the histone modifications were computed based on genome-wide distribution of mapped reads within 5-kb windows. Annotation of genomic features, such as promoters, exons, and introns, was taken from txdb.mmusculus.ucsc.mrn9 package from Bioconductor (R package version 3.2.2) (http://bioconductor.org/packages/release/data/annotation/html/TxDb.MmUsC.mrn9KnownGene.html). Promoters are defined here as regions ±1 kb around transcript starts. In the case of a genomic region overlapping with more than one genomic feature, it was assigned exclusively to one class in the order promoter, exon, intron, and intergenic.

All analyses were conducted within R using packages GenomicRanges (Lawrence et al. 2013) for computing overlaps, and bamSignals (R package version 1.4.2) (http://bioconductor.org/packages/release/bioc/html/bamSignals.html) to count mapped short reads within genomic regions.

RNA-seq

RNA was extracted from the different tissues using an RNAeasy kit from Qiagen, and a poly(A) preparation was performed followed by 50-bp paired-end sequencing. All RNA-seq experiments were performed in biological duplicates. We mapped paired-end reads using the STAR mapper (Dobin et al. 2013). Read counts were generated using custom R scripts. For assessing changes in expression, we used DESeq2 (Love et al. 2014) with default parameters to perform pairwise comparison between samples using both replicates each. We considered genes to be differentially expressed when the absolute value of the log2 fold change was >1 and the adjusted P-value below 0.01.

Data access

All sequencing data generated in this study have been submitted to the NCBI Gene Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/geo/) under accession number GSE84795.
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