Carbon K-edge x-ray emission spectroscopy of gas phase ethylenic molecules
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Abstract

We report on the C K-edge x-ray absorption spectra and the resonant (RXES) and non-resonant (NXES) x-ray emission spectra of ethylene, allene and butadiene in the gas phase. The RXES and NXES show clear differences for the different molecules. Overall both types of spectra are more structured for ethylene and allene, than for butadiene. Using density functional theory—restricted open shell configuration interaction single calculations, we simulate the spectra with remarkable agreement with the experiment. We identify the spectral features as being due to transitions involving localised 1s orbitals. For allene, there are distinct spectral bands that reflect transitions predominantly from either the central or terminal carbon atoms. These results are discussed in the context of ultrafast x-ray studies aimed at detecting the passage through conical intersections in polyatomic molecules.
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1. Introduction

The electronic properties of a system and its chemical bonds are ultimately determined by its valence electronic structure. Soft x-ray emission spectroscopy (XES), which involves transitions in which a vacancy in a shallow core level is filled by an electron from the outermost valence orbitals, is an ideal tool to probe the valence electronic structure with not only atomic-site specificity but also chemical specificity, especially to light atoms that are the constituents of organic molecules. Prior to the 1980s, high resolution molecular soft XES was excited using high-energy electrons in order to attain sufficient intensity [1, 2]. Measurements of pure XES spectra exclusively associated with singly excited core-hole states became possible with the availability of monochromatized x-rays from synchrotron storage rings. Tuning the energy of the incident radiation into resonance with a bound electronic transition gives rise to the so-called resonant XES (RXES), or resonant inelastic x-ray scattering (RIXS), while for excitation above the ionization threshold, non-resonant XES (NXES) occurs. The differences between RXES and NXES spectra turned out to be but one of the merits of using monochromatized synchrotron radiation as these spectral differences provide further insights into the electronic structure and the dynamics of the core and valence excited states of molecules.

As core electrons of the same elements in different chemical environments within an organic molecule (e.g. C atoms) have different binding energies, their soft XES spectra can more easily be separated than is possible in x-ray absorption spectroscopy (XAS). In XAS, the contributions from atoms in non-equivalent environments can overlap each other, giving rise to spectral congestion at the edge due to core-transitions from a given inner shell. The local probe character of XES spectra has also opened new avenues to describe the bonding of molecules to surfaces [4, 5]. Indeed, for such systems it offers both elemental and chemical bonding information due to the involvement of inner, localized orbitals of well-separated energies and valence electrons. The electronic structure can thus be studied in terms of symmetry-resolved contributions to the valence band from different atomic species, and the inherent local and dipole selective properties of soft XES provide partial density of states projections on different atomic sites of a compound sample. With tunable energy excitation one can furthermore discriminate multi-electron excitations leading to x-ray satellite lines.

Capitalizing fully on the spectral information recovered by soft XES has relied on the development of associated theoretical methods. Recent developments of multi-configurational quantum chemical methods allow for accurate simulations of x-ray spectra [6–8], and complementary methods based on density functional theory (DFT) can be applied efficiently to large systems [9]. Self-consistent field/complete active-space second-order perturbation theory/n-electron valence state perturbation theory (CASSCF/CASPT2/NEVPT2) have been employed extensively to simulate the RIXS spectra [10] and NXES. Recently the algebraic diagrammatic construction (ADC) scheme and other more accurate ab initio methods, like equations-of-motion coupled-cluster singles-and-doubles have been used, with the inherent drawback of having a large computational cost [11]. CASSCF/CASPT2/NEVPT2 are restricted to limited active space which limits the energy span of the simulated spectra. All these methods are typically only applicable for small to moderate sized systems. On the other hand, DFT/restricted open shell configuration interaction single (ROCIS) has proved a blackbox and efficient way of accurately simulating the RIXS spectra and has been applied extensively to study transition metal complexes [12]. In this work, we extend this same protocol to simulate RXES spectra for organic, carbon-containing compounds.

Carbon atoms are the most important constituent of organic molecules and the role of the latter in a very wide range of natural and man-made processes need not be underscored. Carbon-containing molecules have also attracted huge interest because of their rich and diverse photophysics and photochemistry. Due to these reasons, soft XES of carbon-containing molecules have been among the most studied, both experimentally [1, 2, 13–15] and theoretically [2, 16–20]. One category of carbon-containing molecules that has attracted much interest are ethylenic systems. On the fundamental aspect, they have been studied extensively because they represent model systems for the description of one of the most fundamental unimolecular chemical events, isomerization, that drives a large class of photoinduced biological functions in nature, such as vision. The description of the electronic structure of ethylenic molecules is therefore crucial and XES is an important tool in this respect. Ever since the advent of ultrafast spectroscopy, important aspects of their dynamics have and are still being explored [21–25]. In particular, the issue of conical intersections (CI) is a hot topic. CIs are points and lines of exact degeneracy of adiabatic electronic potential-energy surfaces in the multidimensional nuclear coordinate space of polyatomic molecules. These lines are referred to as intersection seams that form a 3N − 8 dimensional space, as only two coordinates lift the degeneracy of the CI, where N is equal to the number of nuclei. CIs are a theoretical concept that is now used almost universally employed to rationalise the dynamics of electronically excited states of polyatomic molecules, particularly in relation to ultrafast non-radiative relaxation [26]. The concept of CIs is therefore at the centre of the description of their ultrafast photochemistry and photophysics of polyatomic molecules. Yet, despite this central role, the actual observation of CIs has remained elusive. While the dynamics just before and just after the CI have been observed [27–31], the actual observation of passage through the CI is still lacking. The development of ultrafast element-selective core-level spectroscopies in the past two decades is opening new perspectives towards the study of molecular photophysics and photochemistry, mostly using hard x-rays [32, 33]. In the case of organic molecules, whose light atoms have their core-transitions in the soft x-ray range below 600 eV, the appearance of ultrafast soft x-ray spectroscopic methods is more recent and the field is gaining momentum [31, 34–41]. These methods offer a promising route to the detailed description of intramolecular dynamics, and in particular, CIs.
Ethynic molecules are the archetypal systems for investigation CI dynamics and in a series of recent papers [31, 42, 43], some of us presented a theoretical study of the dynamics through the CI in the case of ethylene, and translated the dynamics into XAS and x-ray photoelectron spectroscopy (XPS) observables [42, 43]. It was found that specifically at the CI, the system undergoes a sudden polarization with formation of a C\(^+\)-C\(^-\) pair. Core-level spectroscopies are very sensitive to oxidation state changes and in reference [43], we proposed to use ultrafast XAS and XPS to detect the passage through the CI. Given that oxidation state changes are equally well detected by XES, we propose this additional avenue in the case of ethynic systems. However, this calls for a prior investigation of the steady-state RXES and NXES spectra and the description of their electronic structure. Paradoxically, despite the interest in ethynic systems, no such data is available on them to date. The only XES spectra of ethynic systems in the gas phase that were reported have been obtained by electron impact (EI) excitation [16, 44]. Here we combine carbon K-edge XAS with RXES and NXES, along with density-functional theory (DFT)-based computational methods to examine the core and valence electronic structure of three ethynic systems in the gas phase (figure 1). We show how NXES and RXES are sensitive to the chemical environment and molecular symmetry, and provide insight into the valence electronic structure of polyatomic systems. We also demonstrate how a simple theoretical protocol can accurately simulate the XES spectra for larger systems and offers an improvement over the traditionally used transition potential DFT (TP-DFT) [45] protocol of simulating XES. The new protocol makes use of the ROCIS/DFT method, and is a deviation from the standard TP-DFT method where orbitals of the non-ionized parent molecule (the moiety before photoionization) is used and orbital relaxation effects are grossly neglected. Our protocol with just one simple modification can capture these orbital relaxation effects, for at least the valence orbitals, to a large extent, and yet is computationally comparable to the DFT methods.

2. Methodology

2.1. Experimental methodology

Both the soft XAS and XES experiments were performed at the gasphase end station at the Elettra synchrotron radiation facility, with a synchrotron operational energy of 2.0 GeV [46]. For XAS, a monochromatized beam with approximately 100 meV output bandwidth was scanned in energy across the spectral features of interest. The resulting photoabsorption spectra were recorded by acquisition of the total ion yield using a channel electron multiplier near the interaction region. Calibration of the XAS energies was performed using \(\sim1 \times 10^{-6}\) bar of carbon dioxide as a calibrant gas [47] in a diagnostics chamber before the interaction region. For the XES experiments, the energy calibration was performed using the scattered light peaks and the previously reported emission lines of a series of small molecules. To optimise emission signal levels in the XES experiments, the slit of the gas cell was aligned relative to the entrance slit of the spectrometer, which was mounted at magic angle (54.7°). The measured intensities have not been corrected for any self-absorption which is assumed to be minimal. All presented emission spectra are background subtracted to account for dark currents and an averaged background offset. Full details of the spectrometer have previously been reported but a brief summary will be included here [48]. For all experiments requiring detection of photon energies \(>200\) eV, the G2400 spherical grating with a central groove density of 2400 mm\(^{-1}\) was used. The 1340 × 400 pixel CCD detector was cooled to \(-40^\circ\)C for all experiments. All samples were used without further purification. They were introduced into the interaction region with a customized stainless steel gas cell. The sample cell was windowless with a transmission path length of 2 cm and a slit length of 1 cm. For the three gas phase samples (figure 1), ethylene (>97%, Sigma Aldrich), propa-1,2-diene (>97%, Apollo Scientific), 1,3-butadiene (>99.6%, Sigma Aldrich), the internal pressure of the gas cell was approximately 10 mbar for both emission and absorption measurements. The 1,3-butadiene sample is assumed to be exclusively in the s-trans conformation [49].

2.2. Computational methodology

Simulations of NXES and RXES require accurate modelling of the fluorescence decay channels from the intermediate core-hole state reached by the incident x-ray excitation. For NXES, this implies that we need to model the core-ionized state and transitions to valence-ionized states. For RXES, we need to model both the x-ray absorption to core-excited states and the transitions to valence-excited states. In addition, for accurate modelling one should consider nuclear dynamics in the processes, which have been shown to be important for ethylene and many other systems [19, 20, 50, 51]. However, in the present study dynamical effects have not been taken explicitly into account, which implies that we are neglecting vibrational envelopes and, in particular, core-hole localization.
The fact that core-hole localization is neglected also implies that the spectra we compute follow the selection rules that comply with the particular symmetry of the system, for example, in the case of centrosymmetric systems like C$_2$H$_4$, that the Laporte selection rule actually holds for the electronic transitions, and vibrational excitations are not considered.

The geometries of ethylene, allene and butadiene were optimized in the gas phase using DFT with the B3LYP functional [52, 53] and the aug-cc-pVTZ basis set [54], as implemented in the G09 quantum chemical package [55]. These optimized geometries were used to compute the NXES and RXES spectra of the respective molecules using the ORCA program package [56] version 4.2.0. Theoretical carbon K-edge spectra for XAS, NXES, and RXES were computed using DFT-ROCIS in ORCA using the same functional as for the optimization. In order to improve accuracy and cut computational cost we resort to the def2-TZVP basis set [57], which is known to satisfactorily produce the XAS spectra as shown by Neese and co-workers [12]. The computation of the XAS, RXES and NXES spectra were performed with a delocalised core hole and neglecting the effects of vibrational dynamics, including core hole localisation.

2.2.1. RXES. For computation of the RXES (also called RIXS), we used the RIXS module of ORCA. To speed-up the computations, the RIJCOX protocol was also invoked and accordingly def2-TZVP/C auxiliary basis sets were used. For the SCF, a tight (10$^{-8}$) convergence criterion was chosen to provide a well-converged reference wave function. DFT-ROCIS uses a set of parameters as discussed by Neese and co-workers in reference [12]. We took the three DFT-CIS-c parameters to be 0.21, 0.30 and 0.40 as prescribed by these authors [12]. The RIXS routine in ORCA requires defining three orbital spaces, i.e. a primary and secondary donor space and an acceptor space. Excitations from the secondary donor space to the acceptor space generate valence excited states and the primary donor space generates core-excited states. Thus, the energies of both valence and core excited states are generated using the DFT-ROCIS protocol. Following this, transition dipole moments between these states are computed and fed into the Kramer–Heisenberg formalism to obtain the RXES profile for a selected core-excited state or for a selected energy region of incident X-rays. The acceptor space was used to adequately account for the core-excited state and also provide a large enough space to account for energy relaxation. Graphical representations of all the orbitals discussed and full tables of the computational data can be found in the supplementary information (https://stacks.iop.org/JPB/55/044001/mmedia) (SI), figures S1–S3 and Tables S1–S3. Based on the molecular orbitals partially depicted in figures S1–S3, the choice of primary and secondary donor and acceptor spaces for each molecule was as follows.

C$_2$H$_4$: the two C 1s core-orbitals, 1$a_g$ and 1$b_u$, were chosen as a primary donor space and the rest of the doubly occupied MOs were chosen to be in the secondary donor space. The acceptor space was restricted to the lowest unoccupied molecular orbital (LUMO) (1$b_g$, LUMO + 1 (4$a_g$) and LUMO + 2; C$_2$H$_4$: for C$_2$H$_4$ we took the three C 1s core-orbitals, 1$a_1$, 2$a_2$ and 1$b_2$, as primary donor space and all other occupied orbitals formed the secondary donor space. The acceptor space here was taken from LUMO (3e) to LUMO + 9; C$_4$H$_6$: the four C 1s core-orbitals, 1$a_g$, 1$b_u$, 2$a_g$ and 2$b_u$, were taken to be primary donor space and the remaining occupied orbitals were taken to be in the secondary donor space. Also for C$_4$H$_6$ we took LUMO (2$a_u$) to LUMO + 9 as the acceptor space.

Using the above mentioned protocol we compute the RXES using ORCA, which produces .rixs files containing a 3 × 3 cross-section for each RIXS channel involving a specific sequence of initial, intermediate, and final states. These .rixs files were processed using our own code to generate the discrete transition energies and intensities for both core-excitations and fluorescence decay pathways into valence-excited states. Both vibrational interference and interference between core-excited states are neglected in the present work [58]. The discrete transitions are then convoluted with a symmetric pseudo-Voigt lineshape with the full width at half maximum of the Gaussian and Lorentzian components equal to 0.8 eV. For the RXES spectra, no ad hoc energy shift was applied for comparison to experiment.

2.2.2. NXES. NXES was also computed using the RIXS module of ORCA, but with a slightly modified protocol. The XES process involves ionization from a core orbital and decay from various occupied orbital into the core-hole, which to first approximation is independent of the energy of the incident x-ray photons. The optimization of core-hole states is generally problematic with the maximum overlap method being one of the standard protocols. Here we employ a different strategy that we believe is novel. Instead of optimizing the core ionized state, we begin with optimization of a valence ionized state, which can easily be done with standard open-shell SCF. Following this and with the corresponding quasi-restricted orbitals we employ the DFT-ROCIS protocol and the RXES module in ORCA. The singly occupied molecular orbital (SOMO) in the doublet ground state of the cation was taken to be the acceptor space and the C 1s core orbitals were taken to be in the primary donor space. The rest of the doubly-occupied orbitals form the secondary donor space. Thus excitation from the secondary donor space to the SOMO generates various valence ionized states and the excitation from the core orbitals, i.e. primary donor space, to the SOMO generates the core ionized states, in particular, the lowest core-ionized state for each carbon atom involved in the non-resonant x-ray emission process. As depicted in figure S5, the transition dipole moments between the core-ionized and valence ionized states are computed to generate the corresponding transitions in the XES spectrum. For comparison to the experimental spectra, the discrete transitions were convoluted and an ad hoc energy shift was applied that was system dependent. For ethylene, allene and butadiene, corrections of 11.8 eV, 11.6 eV and 12.0 eV were, respectively, applied.

Here we would like to mention that if degeneracy or near-degeneracies between the highest occupied molecular orbital (HOMO) and other filled up orbitals exist, this method is prone to error, as degenerate/near-degenerate ionized states cannot be accounted for with ROCIS. The ROCIS method,
which relies on quasi-restricted orbitals, is not designed to handle such systems and gives an artificial splitting between the degenerate ionized states. We observed that by changing the first of the DFTCIS parameters it is possible to reduced this artificial splitting of energy. This change of DFTCIS parameters is also justifiable from the very fact that these values were optimized for transition metal L-edge XAS, whereas we deal here with purely s and p block elements and such changes are natural in order to achieve the desired accuracy. The DFT-cis parameter employed was DFTCIS-c = 0.11, 0.30, 0.40, against the standard value of 0.18, 0.30, 0.40, which is typically used for transition metal L-edge spectra.

3. Results and discussion

Before discussing the main experimental and computational results of RXES and NXES, we start by comparing the XAS spectra for the three ethylenic compounds of interest (figure 2). Such a comparison is key for understanding which resonances are excited in the RXES experiments and for highlighting the general differences in the electronic structure of these molecules. The XAS spectra reported here are largely consistent with previously published ones for all three molecules, with structures both in the pre-edge and near-edge regions and a largely featureless absorption at energies greater than 294 eV [59–61], decreasing in intensity as a function of energy, due to the decrease of the photoabsorption cross-section [62, 63]. The discussion here will focus on the pre-edge region, which contains contributions from several atomic transitions. The DFT-ROCIS calculations suggest that all of these arise from combinations of transitions originating from the C 1s orbitals into different unoccupied π∗ states, consistent with previous assignments [64]. The key differences between pre-edge features of the molecules arise from the number of degenerate occupied 1s and unoccupied π∗ orbitals.

**C₂H₄**—for ethylene, the DFT-ROCIS calculations predict one 1s(1a₁) → π∗(1b₂) transition, as is expected from the Laporte selection for centrosymmetric molecules. This is consistent with previously reported core-valence separated ADC(2) results [65]. While the experimental spectrum clearly shows more structures than would be expected for a single electronic transition, this is consistent with previously reported data and has been attributed to vibronic progressions due to dynamical effects [61].

**C₃H₄**—for allene, there are two peaks, separated by 0.88 eV, each composed of two degenerate transitions. The electronic configurations of the three lowest energy 1s orbitals in allene, assuming D₂h point group, are (1a₁)²(1b₂)²(2a₁)². The (1b₂)²(2a₁)² levels are degenerate and 0.86 eV higher in energy than the (1a₁)² orbital. The (1b₂)²(2a₁)² are localized on the two terminal carbon atoms whereas the (1a₁)² orbital is localized on the central carbon atom. The LUMO is a pair of degenerate π∗ orbitals of (3e) symmetry. The lower energy peak involves heavily mixed character transitions from the (1b₂)²(2a₁)² to the degenerate LUMO(3e) and LUMO + 1(3e), whereas the higher energy peak involves excitation to the same final orbitals, but originating from the more tightly bound (1a₁)².

**C₄H₆**—the calculated transitions for butadiene follow a similar trend but are much less mixed in character than for allene. Assuming C₂h symmetry, butadiene has two pairs of quasi-degenerate 1s orbitals as follows, (1a₂)²(1b₁)² and (2b₁)²(2a₁)², with the pairs separated by 0.41 eV. Only transitions to the LUMO (2a₁) from all four 1s orbitals are observed. The (1a₂)²(1b₁)² pair of orbitals are localized on the two inner carbon atoms and the (2b₁)²(2a₁)² pair is localized on the two terminal carbon atoms. As for allene, the lack of mixing between inner and terminal core-levels signifies the chemical shift between these sites in butadiene.

For all three molecules, this means that the energy splitting of the most intense peaks observed in the pre-edge features arises from differences in the energies of the core levels, not the final unoccupied states. In the case of allene and butadiene, this energetic separation in the core levels arises from the localization of the corresponding orbitals either on the central or terminal carbons that are in different chemical environments. Being able to differentiate between these environments from the core level energies alone has an important implication for the use of XES as a tool to study chemical dynamics, as NXES is only sensitive to energetic shifts in occupied energy levels. Particularly in the XAS spectrum of butadiene, it is clear that there are additional features present in the pre-edge structure. It is important to note that the calculations here do
not include vibronic effects and are based on single optimized geometries. Vibronic effects are known to be present in the spectrum of ethylene [19, 20, 61, 66] and, alongside nuclear quantum effects, are likely to be observed in the spectra of allene and butadiene as well [67]. Most of the analysis in this study will be based in the orbital picture, but for the prospect of following the electronic structure in transient x-ray spectroscopy it is interesting to note that in the electronic state picture, the final states in RXES consist of the ground and valence-excited states.

3.1. Non-resonant x-ray emission

The measured XAS spectra and accompanying calculations for the ethylenic systems studied suggest that the energy separation of the core levels should be resolvable in an XES experiment. The C K-edge XES spectrum of gaseous ethylene, recorded following EI ionization at an incident electron energy of 10 keV [44], is shown in figure 3 and is key for the validation of the photoexcitation methods used in this work. Overall, there is remarkably good agreement with the main features of the XES spectra following non-resonant x-ray excitation (at 312.0 eV). The two most intense features in both spectra are centred at 276.0 eV and 280.6 eV, with a weaker shoulder at 275.4 eV and generally broad structure appearing at higher emission energies. Notable differences occurring upon x-ray excitation are the absence or the reduced intensity, of the feature present at 278.6 eV in the EI spectrum and some differences in the low-energy shoulder of the peak at 276.0 eV. These observations most likely arise from the fact that EI also contains a contribution due to resonant excitation and indeed the peak at ca 278 eV corresponds to the main feature obtained under resonant excitation at 285.5 eV, as will be discussed later (see figure 5). In addition, differences in the selection rules governing the interaction of the molecule with either an electron or photon also play a role. The NXES of ethylene and allene bear many similarities (figures 4(a) and (b)), with two main intense peaks, a low energy shoulder on the peak around 276 eV and additional, weaker lower energy features. The spectrum of butadiene (figure 4(c)) is much more congested than the two shorter chain ethylenics though there appears to still be some similarities such as a relatively intense sharp feature above 280 eV and a sharp decrease in the intensity of the emission lines below 275 eV.

Before comparing the electronic structures of the three ethylenic systems, we will focus first on ethylene. For ethylene, the symmetries of the four highest energy occupied orbitals are as follows: (2b2u)2(3ag)2(1b3g)2(1b3u)2 (see figure S1). In the previous EI study [44], the highest energy intense emission band was assigned to emission from the HOMO (1b9u)2 to a hole formed in the 1s orbital following EI ionization. The series of lower energy emission lines were then attributed to transitions from the HOMO − 1 to HOMO − 4 to the same 1s energy level, with an energy progression that was approximately consistent with the valence energy level spacing reported by ultraviolet photoelectron spectroscopy [68]. The DFT-ROCIS calculations in this work (figure 4(a)) suggest that while the initial state for the four highest energy emission lines may be the HOMO and subsequent lower occupied orbitals, the final states may not just be the 1st orbital (1a1) but also the 2nd 1s orbital (1b9u). The two 1s orbitals are separated by 0.02 eV. This would mean emission from the HOMO − 2 and HOMO − 3 to the 1s energy level would be forbidden by Laporte’s rule and instead, the dominant contribution to the spectrum originating from these orbitals is to the 2nd 1s (1b9u) orbital. Once a suitable ad hoc energy shift (11.8 eV) is applied to the calculated emission spectrum, the overall agreement between the theoretical and experimental data is very good apart from the lower intensity of the feature at 280.6 eV. The high energy emission structure (>281 eV) is likely due to satellite features, which are not accounted for in the calculations [44].

Turning now to the NXES spectrum of allene (figure 4(b)), there are two sharp features of similar intensity centred at 276.2 and 280.9 eV and a broad intensity distribution spanning from 270–285 eV. The most notable differences for allene is that the two main peaks are more pronounced relative to other spectral features and that the low energy shoulder on the peak at 276.2 is more intense than in the case of ethylene. While the general features of the experimental spectra may be similar, the calculated spectrum of allene (figure 4(b)) reveals a much more complex electronic structure. The two most intense bands both have contributions from multiple transitions, which are closely spaced in energy. Owing to the presence of degenerate occupied and unoccupied orbitals, many of the emission lines are heavily mixed in character, with contributions from multiple orbitals of the same symmetry. The highest four occupied orbitals are all of e symmetry. The lowest energy 1s MO (1a1) is mostly located on the central carbon, with the 1b2 MO being predominantly on the terminal carbons and 2a1 comprising a mixture of majority terminal but some contribution from the central carbon atom (see figure S2). The 1b2 and 2a1 MOs are quasi-degenerate, and 0.86 eV higher in energy than the 1a1 orbital. With the exception of the contribution from the highest energy emission line which is from HOMO − 1(e) → 1a1(1s), all of the transitions in the band at 280.9 eV are from occupied states to the 1s orbitals on the terminal carbons i.e. 1b2 and 2a1 MOs. For the band centred at 276.2 eV, all of the transitions are to the 1a1 localised on the central carbon. As for ethylene,
were chosen to be resonant with the pre-edge1s for all three ethylenic molecules, the incident photon energies

3.2. Resonant x-ray emission

In order to record resonant x-ray emission (RXES) spectra, for all three ethylenic molecules, the incident photon energies were chosen to be resonant with the pre-edge $1s \rightarrow \pi^*$ transitions (figure 2) and the spectra are shown in figure 5. The spectra are plotted as a function of energy loss with respect to the excitation energy. Both the experimental and computed spectra are normalized to the elastic scattering peak. In figure 5, the feature at 0 eV energy loss represents the elastic scattering peak. All three molecules have an intense feature around 10 eV energy loss and a much weaker feature around 4–6 eV. For ethylene, there is only one optically bright $1s \rightarrow \pi^*$ transition (figure 6). The most notable change in the calculated RXES spectrum on increasing the initial excitation energy is the presence of an additional transition at 7.25 eV and near doubling of the intensity of the transition at 7.49 eV. Overall, excitation via the lower energy $1s \rightarrow \pi^*$ transition where the initial state is located primarily on the terminal carbons, results in a narrower RXES spectrum. While the signal to noise on the experimental data at the two excitation energies makes it challenging to ascertain whether the feature at 7.25 eV
Figure 5. Comparison of experimental and calculated RXES spectra following excitation of the lowest energy $1s \rightarrow \pi^*$ transition in (a) ethylene, (b) allene and (c) butadiene. Spectra are normalized to the most intense feature and calculated line spectra are scaled uniformly for a visual reference.

Figure 6. Comparison of calculated RXES spectra following resonant excitation of two different transitions for butadiene.

is indeed absent following excitation at higher energies, the trends in the intensity and spectral line widths seem to be relatively consistent with the calculated spectra. This implies that excitation at 284.5 eV results predominately in excitation of the $(1a_u)_{1s} \rightarrow \pi^*(2a_u)$ transition, with a negligible or no contribution from the higher lying transition. While the two RXES spectra differ in their intensity distributions, the assignments of the transitions involved are the same. The lowest energy loss transition involves the mixed character $\text{HOMO} - 1(1a_u) \rightarrow \text{LUMO}(2a_u)$ and $\text{HOMO}(1b_g) \rightarrow \text{LUMO} + 1(2b_g)$ and the more intense higher energy transition being from $\text{HOMO} - 3(6b_u) \rightarrow \text{LUMO}(2a_u)$. Both higher lying transitions are very heavily mixed, with a combination of LUMO and LUMO $+ 1$ final states. As mentioned earlier for ethylene, these transitions are Laporte-forbidden with direct excitation with visible-UV photons, but can be investigated in an RIXS measurement. The above analysis shows that to a certain extent (at least ethylene and butadiene), RXES and NXES offer the possibility to distinguish identical but non-equivalent atoms in molecules.

3.3. Implications for chemical dynamics

When comparing the NXES and RXES spectra for the three different molecular systems, both similarities but also differences are observed. Ethylene can be considered the simplest case, with two identical carbon environments. The NXES spectrum still contains several transitions that reveal information on the energies of the highest occupied orbitals, with the simpler corresponding RXES spectrum consisting of two transitions that can be used to retrieve information on the energy spacing of the valence electronic states. In the case of allene, each band in the NXES spectra is associated nearly exclusively with transitions involving either just the central or the terminal carbons demonstrating the excellent sensitivity of soft XES to distinguish subtle differences in chemical environments. The systems studied are relatively large in comparison with previously studied gas phase systems using C K-edge RXES [69, 70] and it is clear that butadiene poses a challenging case with its large number of carbons and high symmetry leading to a large number of transitions, many of which are quasi-degenerate and therefore hard to resolve experimentally. However, given the excellent performance of the DFT-ROCIS methods for the calculation of spectra, it is still possible to understand many of the contribution to these spectra, despite the limitations of a single-reference method. This understanding could undoubtedly also be enhanced with further improvements in the experimental resolution, particularly for the study of more complex polyatomic systems.

Over the past few years a number of schemes, based on x-ray spectroscopies, have been proposed to observe the non-adiabatic dynamics of polyatomic molecules and in particular the dynamics through CIs [42, 43, 71–73]. In the case of ethylene, recent simulations suggested that time-resolved XAS, and to a lesser extent, time-resolved x-ray photoelectron spectroscopy, offer a uniquely sensitive probe of the passage through the CI [42, 43]. The high fluxes per pulse reached by XFELs offer the possibility to record XES spectra in a pump-probe geometry, with femtosecond duration. We propose ultrafast optical pump/soft XES probe as a third approach to probe the dynamics at the CI by detecting the changes in oxidation state. Indeed, given the clear analysis offered here of the NXES and RXES spectra and the fact that these are relatively uncongested, observing oxidation state changes should be less problematic than in the case of XAS. However, given that the dynamics through the CI can occur at extremely short time scales, e.g. in ethylene it is approx. 20 fs, the issue of intramolecular dynamics vs core-hole lifetime arises. For XES
to be a direct and unambiguous probe of the photoinduced dynamics in such experiments the lifetime of the core excited C atoms has to be significantly shorter than the CI dynamics. Core-hole lifetimes are extracted typically through lineshape analysis of high-resolution XPS data, under conditions where it can be assumed that the core-hole lifetime broadening is the dominant contribution to the observed lineshape. Some variation of this lifetime for different small molecular systems have been reported in the range of 6.1–7.4 fs [74–76] with the suggestion that the core-hole lifetime is largely unaffected by the chemical environment due to the involvement of predominantly highly localized orbitals on the carbon site [77]. When considering the accuracy of these values, it is known that even small changes in molecular geometry, such as bond extensions, can affect the extracted lifetimes [77] as can errors and uncertainties in the spectral deconvolution of the observed bands. Attosecond pulses offer a more direct probe of such lifetimes [78] though, to date, there are limited measurements of molecular systems, and for the specific case of ethylenic systems in the gas phase, none to our knowledge. Extracting a core-hole lifetime from the linewidth of the present spectra is not feasible due to the insufficient energy resolution that is limited by the spectrometer configuration. This energy bandwidth is also likely to mask any contributions from vibronic effects to the observed spectra. From comparison with other molecular systems, the ethylenic core-hole lifetime would be expected to be sub-10 fs. Given the agreement between calculations carried out on frozen Franck–Condon geometries and the experimental data presented here, it would be plausible that the molecules probed have not undergone significant structural changes on the timescale of the core-hole decay following excitation of the 1s → π* transition. However, higher resolution RXES of liquid ethylene reveals vibronic contributions to the observed RXES signals, with progressively longer vibronic progressions as the initial excitation energy exceeds the energetic threshold of the first 1s → π* transition [19]. The higher energy-resolution studies in the liquid phase demonstrate how the detuning modes lead to a relaxation of the selection rules and mixing of the near-degenerate gerade and ungerade core-excited states and therefore the importance of nuclear dynamics in the emission process. Still, with the lifetimes quoted above we believe that time-resolved XES is a valuable approach to probe the passage through the CI. In practical terms, for the NXES spectra recorded in this work, a signal-to-noise ratio > 3 could be obtained within 3 min with a comparable photon dose (≈ 10^12) to what is currently achievable at the FERMI XFEL. While a time-resolved version of the experiment would undoubtedly still be challenging with these signal levels and the introduction of a finite yield of photoexcited species, as the energy of the transitions in the NXES process is sensitive to the energetics of the C 1s levels, TRXES would have the sensitivity to explore the aforementioned charge localization effects occurring at a CI. This would make it another complementary, powerful tool for exploring chemical dynamics.

Soft XES on gaseous samples will remain challenging due to the inherently unfavourable fluorescence yields for the light elements and low sample number densities. However, the development of higher repetition rate and higher flux FELs [79] will undoubtedly be an enormous benefit for such experiments, particularly for achieving sufficient flux levels that the photon bandwidth for fully exploiting resonant measurements and further suppressing satellite contributions. While this work shows that photon and electron-based excitation methods can be used for recovering similar information on the electronic structure of molecules, for future time-resolved XES measurements, photon-based excitation schemes will be the main choice. Although huge advances have been made in techniques for the temporal compression of electron bunches [80], for inefficient processes like XES, such time resolutions are not currently compatible with the magnitude of bunch charges needed or the energy flexibility for resonant experiments.

4. Conclusions

This work reports for the first time C K-edge resonant and non-resonant x-ray emission spectra of three gas phase ethylenic systems, ethylene, allene and butadiene. The NXES and RXES show distinct differences in their spectral features when comparing the molecules that, with the support of high-level DFT-ROCIS calculations, we are able to associate with transition involving the localized 1s electrons. For allene, the bands can be assigned to transitions predominantly from the central or terminal carbons. There is an excellent level of agreement between the experimental and computational results and together, these results show the power of combining quantum chemical and spectroscopic approaches for understanding the electronic of molecules and the processes involved in the experimental observables. Overall, this work demonstrates the excellent sensitivity of XES to different chemical environments and its potential for future TR-XES studies.
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