GEOGCN: GEOMETRIC DUAL-DOMAIN GRAPH CONVOLUTION NETWORK FOR POINT CLOUD DENOISING
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ABSTRACT

We propose GeoGCN, a novel geometric dual-domain graph convolution network for point cloud denoising (PCD). Beyond the traditional wisdom of PCD, to fully exploit the geometric information of point clouds, we define two kinds of surface normals, one is called Real Normal (RN), and the other is Virtual Normal (VN). RN preserves the local details of noisy point clouds while VN avoids the global shape shrinkage during denoising. GeoGCN is a new PCD paradigm that, 1) first regresses point positions by spatial-based GCN with the help of VNs, 2) then estimates initial RNs by performing Principal Component Analysis on the regressed points, and 3) finally regresses fine RNs by normal-based GCN. Unlike existing PCD methods, GeoGCN not only exploits two kinds of geometry expertise (i.e., RN and VN) but also benefits from training data. Experiments validate that GeoGCN outperforms SOTAs in terms of both noise-robustness and local-and-global feature preservation.
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1. INTRODUCTION

Point clouds have seen growing popularity with wide applications of autonomous driving, and Metaverse in recent years [1]. They are often acquired by advanced 3D sensors, where noise inevitably creeps in, due to measurement and reconstruction errors. Noise reduces the accuracy of captured surfaces and should be reduced before many geometric tasks.

Given a measurement \( P^* = (P + \varepsilon) \) with noise \( \varepsilon \), point cloud denoising (PCD) aims to recover a clean point cloud \( P \) to represent the sampled underlying surface. Current PCD methods are roughly divided into conventional methods and learning-based methods. The former may exploit certain surface assumptions to remove noise while attempting to preserve the surface’s geometry [2, 3, 4, 5]. However, they are time-consuming and require careful trial-and-error parameter tuning. Recent years have witnessed extensive efforts in learning-based methods [6, 7, 8]. They usually take a small patch reflecting the local geometry as input to encode the geometric information and predict a displacement for each point. Few learning-based PCD methods can benefit from the global geometry to enhance the performance of denoising.

We propose a novel and effective PCD method that exploits geometry expertise and benefit from training data. Our method is inspired by the following two observations.

1) The local geometry helps smooth the local noisy points while retaining sharp features; the global geometry helps constrain the overall shape of noisy point clouds. Thus, the two types of geometry are potentially combined to complement each other to promote the PCD performance. Based on the aforementioned analysis, we define two types of normals as surface geometry signals: Real Normal (RN) and Virtual Normal (VN). RNs are locally estimated and utilized to retain the local details, and VNs are globally estimated and utilized to constrain the global shape.

2) A point cloud with noise removed can more accurately estimate its surface normals than its noisy version. Meanwhile, more accurate surface normals can better remove noise than their raw surface normals. Thus, we design a cascaded two-stream network that first regresses point coordinates and then point normals, in which RNs and VNs are integrated. The regressed point coordinates can be used to estimate the initial RNs by PCA. The regressed RNs can be used to fit the new point coordinates to yield the final PCD result.

Our main contributions are as follows:

1) We define two types of surface normals: RN is exploited to update the vertex coordinates to optimize the local details of noisy point clouds, and VN is used as a loss function to constrain the global shape of noisy point clouds.

2) We propose a novel point cloud denoising paradigm based on a dual-domain graph convolutions, which learns the defined RNs and VNs from the spatial and normal domains and synthesizes RNs and VNs to improve the PCD performance.

2. METHOD

2.1. Overview

Current network architectures seldom leverage geometry expertise. In our PCD method, we exploit two kinds of geom-
Fig. 1. The pipeline of GeoGCN: The input of GeoGCN are patches of noisy points. The S-GCN regresses the initial denoised patches. Then, PCA is performed on the initial denoised patches to achieve initial RNs, which are concatenated with the initial denoised points to feed into N-GCN. The N-GCN is used to regress the fine RNs. The final denoising module generates the final denoised point clouds.

Geometry expertise. (1) We formulate RN and VN representing the local and global geometry respectively and naturally integrate them into Dynamic Graph Convolutional Neural Network (DGCNN) [9] to enhance the denoising results. (2) We establish both the “point-to-normal” and “normal-to-point” relationships. The two relationships make our method robust to noise and faithful to the underlying noise-free surface.

GeoGCN consists of two parts (see Fig. 1): Spatial-domain Graph Convolution Network (S-GCN) and Normal-domain Graph Convolution Network (N-GCN). First, S-GCN takes a patch of the noisy point cloud as input to regress the initial denoised patch. The defined VNs are utilized as the loss function to constrain the shape of the point cloud. Then, we perform principal component analysis (PCA) [10] on the initial denoised patches to achieve initial RNs. Finally, we concatenate the initial denoised points and corresponding RNs and feed them to N-GCN to generate the fine RNs. The fine RNs are utilized to update the vertex coordinates of the initial denoised points to optimize the local details.

2.2. S-GCN

S-GCN is a sub-network in the spatial domain. We input a patch of the noisy point cloud into S-GCN to regress the initial denoised patch. Through two loss functions, we constrain the training process in both the global and local geometry.

Virtual Normal. We formulate Virtual Normal (VN) as the global geometry of a given point cloud. To this end, we construct a series of triangles by randomly picking up three points in the point cloud, and consider the normals of these triangles as the virtual normals (see Fig. 2). These VNs enable to preserve the global shape during denoising.

Fig. 2. The schematic diagram of VN.

Loss. After selecting $N$ groups of three-points satisfying the restrictions, we mark their indexes and find the corresponding points in the clean point cloud. Virtual Normal Loss is formulated to constrain the global shape of a point cloud as

$$\text{Loss}_{VN} = \frac{1}{N} \sum_{i=0}^{N} |\hat{n}_i^{\text{pred}} - n_i^{\text{gt}}|$$

where $n_i^{\text{pred}}$ is VNs from the initial denoised points, and $n_i^{\text{gt}}$
N-GCN is a sub-network in the normal domain. We concatenate the initial denoised points and corresponding RNs calculated by PCA, then feed them into N-GCN to generate the fine RNs.

**Real Normal.** Principal Component Analysis (PCA) is employed to analyze the covariance in a local structure around a noisy point. Real Normal is the eigenvector corresponding to the smallest eigenvalue of the covariance. Such normals can well reflect the local geometry of a point.

**Loss.** PCA normals are un-oriented, and obtaining a consistent normal orientation requires additional effort. Our solution is to either add or subtract the predicted RNs from the ground truth, in which the smaller value is adopted. Such an operation ensures that the regressed RNs are closer to the ground truth.

The total loss is formulated as

\[
\text{Loss} = \alpha \text{Loss}_{\text{EMD}} + (1 - \alpha) \text{Loss}_{\text{VN}} + \beta \text{Loss}_{\text{RN}}
\]

where \( \alpha \) and \( \beta \) are the weights. We empirically set \( \alpha = 0.9 \) and \( \beta = 0.1 \) that behave well during denoising.

2.5. Final Denoising

To obtain more accurate point cloud denoising results, we utilize the regressed RNs to fit the regressed points. The final denoising point is generated by [12]

\[
p_i' = p_i + \gamma \sum_{p_j' \in N_i} (p_j - p_i) \left( W_\sigma(n_i, n_j) n_i^T n_i + \lambda n_j^T n_j \right)
\]

where \( p_i' \) and \( p_i \) are the point after and before denoising, \( N_i \) is the neighboring points of \( p_i \), \( W_\sigma(n_i, n_j) = \exp \left( -\frac{|n_i - n_j|^2}{\sigma^2} \right) \) is a weight function, \( \lambda = 0.5 \), \( \gamma = \frac{1}{3|N_i|} \) is the step size, and the number of iterations is set to 10.

3. RESULTS AND DISCUSSIONS

3.1. Dataset

The training dataset consists of 22 point cloud models with accurate coordinates and normals, including 11 CAD models and 11 non-CAD models. Each model contains 100k points randomly sampled from its original surface. We add different scales of Gaussian noise to each model, with noise scales of 0.25%, 0.5%, 1%, and 1.5%, respectively. Thus, the training dataset consists of 88 point cloud models with noise, and 22 point cloud models with accurate coordinates and normals.

The test dataset consists of both synthesized noisy models and real-scanned models. For synthesized data, we add Gaussian noise at a scale of 0.5%. In addition, we test 5 real scanned point clouds.

3.2. Training Details

Our GeoGCN is implemented by PyTorch. We train it on a PC equipped with an Intel 12700F CPU and an NVIDIA RTX-1080Ti GPU. We utilize the SGD optimizer with a batch size of 64. 8000 patches are selected in each model to feed into GeoGCN, with 1000 points for each patch. We set the training epochs and initial learning rate to be 10 and 1e-3 respectively. The learning rate decreases from 1e-3 to 1e-6 when the epoch increases. It takes about 15 hours to train our GeoGCN.

3.3. Quantitative Comparison

We compare the proposed GeoGCN with point cloud denoising methods including the traditional ones, i.e., WLOP [13], CLOP [14], RIMLS [15], GPF [16], and the learning-based ones, i.e., PCN [17], Pointfilter [18], and TD [19].

To comprehensively evaluate GeoGCN, we calculate the Chamfer distance (CD) [20] and Mean Square Error (MSE) [21] over the test dataset. As illustrated in Table 1, our method achieves the lowest average errors.

| Methods | CD (10^{-5}) | MSE (10^{-3}) |
|---------|--------------|----------------|
| Noisy   | 3.650        | 5.868          |
| WLOP    | 1.898        | 4.361          |
| CLOP    | 1.537        | 4.138          |
| RIMLS   | 1.242        | 4.173          |
| GPF     | 2.375        | 4.896          |
| PCN     | 1.027        | 4.075          |
| PF      | 0.997        | 3.986          |
| TD      | 1.576        | 4.443          |
| Ours    | **0.987**    | **3.954**      |

3.4. Visual Comparison

We evaluate GeoGCN on raw scanned point clouds corrupted with raw noise. Since the ground-truth models of these raw
scanned point sets are not available, we only demonstrate the visual comparisons with other methods but not with GT. As shown in Fig. 3, we compare our method with WLOP [13], Pointfilter [18], TD [19], and RePCD [22]. As observed from these results, the headrest of our method is better than others. With the help of VNs and RNs, our method recovers the local details of the model, while optimizing the global shape.

3.5. Ablation Study

We perform ablation study to validate the effectiveness of VNs for global shape preservation and RNs for local shape preservation. GeoGCN is decomposed into three parts:

(1) S1: Learning the mapping from the noisy point clouds to the initial denoised points;
(2) S2: Adding Virtual Normal Loss;
(3) S3: Learning the mapping from the initial RNs to the fine RNs, and using fine RNs to update the initial denoised points.

As illustrated in Table 2 and Fig. 4, the average errors and visualizations of S1 are significantly better than that of the input, indicating that the initial denoised points from the first sub-network S-GCN are effective. Compared with S1, the average errors of S2 are smaller, indicating that VNs can improve the performance of the proposed model by preserving global geometric information. The average errors and visualizations of S3 are the best, indicating that utilizing the fine RNs regressed by the second sub-network N-GCN can effectively update the vertex coordinates of the initial denoised points and recover the local details.

| Table 2. The average errors of MSE ($10^{-3}$). |
|-----------------|--------|--------|
|                | CAD    | non-CAD|
| Input          | 6.1111 | 6.3123 |
| S1             | 4.5687 | 4.8653 |
| S1+S2          | 4.2851 | 4.5342 |
| S1+S2+S3       | 3.8976 | 4.0462 |

4. CONCLUSION

Point cloud denoising is a fundamental yet not well-solved problem in 3D vision and graphics. Few efforts have been made to both benefit from the training data and absorb the geometric domain knowledge for point cloud denoising. We propose to formulate two kinds of normals as surface geometric signals, one is real normal to reflect the surface’s local geometry and the other is virtual normal to reflect its global geometry. The two types of normals are flexibly integrated into current GCN architectures. We consider that a noise-free point cloud can more accurately estimate its surface normals than its noisy version; more accurate surface normals can better remove noise than their raw surface normals. Thus, we propose a cascaded two-stream network that first regresses point coordinates in the spatial domain and then point normals in the normal domain, in which RNs and VNs are integrated. Experiments show clear improvements of our method over its competitors in terms of noise-robustness and global-and-local shape preservation.
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