Magnetization process in Er$_2$Ti$_2$O$_7$ at very low temperature
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Abstract

We present a model which accounts for the high-field magnetization at very low temperature in the frustrated pyrochlore compound Er$_2$Ti$_2$O$_7$. In Er$_2$Ti$_2$O$_7$, the Er$^{3+}$ ion has a planar crystal field anisotropy and the material undergoes a transition to antiferromagnetism at $T_N = 1.2$ K. Our model is a mean-field self-consistent calculation involving the four rare earth sites of a tetrahedron, the building unit of the pyrochlore lattice. It includes the full crystal field Hamiltonian, the infinite range dipolar interaction and anisotropic nearest neighbour exchange described by a 4-component tensor. We discuss the equivalence of our treatment of the exchange tensor, taken to be diagonal in a frame linked to a rare earth–rare earth bond, with the pseudo-spin Hamiltonian recently developed for Kramers doublets in a pyrochlore lattice.

(Some figures may appear in colour only in the online journal)

1. Introduction

The pyrochlore titanates, with formula R$_2$Ti$_2$O$_7$, where R is a rare earth, have been the subject of intense studies for a decade [1]. The pyrochlore lattice, made of tetrahedra joined by their vertices, leads indeed to a frustration of the exchange interaction in some specific situations. Owing to different crystal field properties, to the Kramers or non-Kramers character, to the relative importance of the dipolar interaction with respect to exchange, these compounds display a great variety of low-temperature behaviours, the best known being the ‘spin-ice’ ground state occurring in Ho$_2$Ti$_2$O$_7$ and Dy$_2$Ti$_2$O$_7$ [2, 3]. In recent years, there has been a break-through towards a full understanding of the low-temperature properties of the Tb, Er and Yb members of the series, in particular with the recognition that the anisotropy of the nearest neighbour exchange interaction plays an essential role [4–6]. We are interested here in the magnetization at very low temperature in Er$_2$Ti$_2$O$_7$, in the antiferromagnetic (AF) phase, and we will show that the magnetization curves for different field orientations, together with the neutron diffuse scattering in the paramagnetic phase, can be accounted for by using a unique anisotropic exchange tensor.

Er$_2$Ti$_2$O$_7$ is an antiferromagnet with $T_N = 1.2$ K [7–9] and presents an easy magnetic plane, perpendicular to the local ⟨111⟩ ternary axes, arising from the crystal field ground doublet of the Er$^{3+}$ Kramers ion [4], which has a full angular momentum $J = 15/2$. The ground state was determined to be of the so-called $\psi_2$-type, where the Er$^{3+}$ magnetic moments are not coplanar [9, 10]. The ‘order by disorder’ mechanism [11] was suggested to drive this particular ground state selection [9], but other mechanisms have also been investigated [12]; recently, the ‘order by disorder’ scenario has been put on a more robust ground [13, 14]. The phase diagram and the evolution of the magnetic structure upon application of a magnetic field were also determined [15, 16]. A quantum critical point was suggested to occur at $H_q \approx 1.5$ T [15] and the evolution of the spin configuration was quantitatively interpreted in [16] in terms of anisotropic exchange, using the crude approximation of a two-component exchange tensor. A symmetry constrained 4-component anisotropic exchange tensor, in the frame of a $J–J$ coupling, was first introduced for the pyrochlore problem in [5]. Using another definition for
the exchange tensor [17], its four components were derived in Er$_2$Ti$_2$O$_7$ from fitting of the in-field spin wave dispersion laws [14]. In this latter work, the Hamiltonian is written in terms of effective $S = 1/2$ pseudo-spins which represent the ground doublet alone. Such an approach is adequate to describe the physics of Er$_2$Ti$_2$O$_7$ at low temperature (the two first excited doublets have an energy of 73 and 85 K above the ground state [9]) and in zero or moderate magnetic fields (a few T, of the order of the critical field $H_c \approx 1.7$ T, see below), where mixing with the excited doublet is negligible. The pseudo-spin Hamiltonian cannot however capture the high-field magnetization since herein mixing plays an important role. In this work, we start by showing the equivalence of the 4-component pseudo-spin exchange tensor used in [14] and of the exchange tensor used in the present work, whose symmetric part is diagonal in a R–R bond frame. Then we show that the single crystal magnetization curves, for various field directions, in the AF phase of Er$_2$Ti$_2$O$_7$ and the zero field AF ground state are described rather well by mean-field theory, considering the full crystal field interaction and anisotropic exchange in the $J$–$J$ coupling. We compare the results of the model with the field evolution of the individual moments in the ordered state, deduced from neutron diffraction [16]. We finally show that the same exchange tensor also allows the reproduction of the neutron diffuse scattering in the paramagnetic phase.

2. The anisotropic exchange tensor and the self-consistent calculations

Various conventions have been used to define the anisotropic exchange tensor in the pyrochlores [5, 6, 17, 18]. In [5], a transformation of $J$–$J$ coupling exchange integrals into pseudo-spin parameters was performed, but with conventions different from those of the present work. We choose here to consider an exchange tensor whose principal axis is the vector linking two rare earth ions (the R–R bond) [18], which is natural since exchange is a two-ion interaction. Therefore, we take a 3-component exchange tensor $\tilde{J}$ which is diagonal in a ‘bond frame’ $(a, b, c)$, where $c$ is the R–R bond axis (see the appendix for a definition of the bond frames). One can also add an antisymmetric Dzyaloshinskii–Moriya exchange term, with parameter $J_4$. In this frame, the exchange interaction between ions $i$ and $j$ reads as:

$$H_{\text{ex}}^{ij} = \frac{1}{2}[J_a J_x \cdot J_x + J_b J_y \cdot J_y + J_c J_z \cdot J_z + \sqrt{2} J_4 (J' \times J')],$$

where the $J'_{\mu}$ are the components of the full angular momentum. Another choice is made in [14, 17], where an $S = 1/2$ pseudo-spin is considered to describe the ground doublet and the exchange Hamiltonian is written in terms of the pseudo-spin components. In the case of a Kramers doublet in the local frame with trigonal symmetry, the 3-component axial $g$-tensor reads as $\tilde{g} = \{g_{\perp}, g_{\parallel}, g_z\}$, and the projection onto the ground doublet yields the relationship: $g_i J = \tilde{g} S$, where $g_i$ is the ionic Landé factor.

In the appendix, we demonstrate that these two formulations of the exchange Hamiltonian are equivalent, and we show how to derive the relationships between the $\{J_a, J_b, J_c, J_4\}$ tensor used here and the exchange parameters $\{J_{zz}, J_{\pm}, J_{\pm\pm}, J_{\pm\pm}\}$ entering the exchange Hamiltonian in terms of pseudo-spins. They read as follows (for a Kramers doublet):

$$J_{zz} = \left(\frac{g_z}{g_1}\right)^2 - \frac{J_a + 2J_c + 4J_4}{3}$$
$$J_\pm = \left(\frac{g_\perp}{g_1}\right)^2 \frac{2J_a - 3J_b - J_c + 4J_4}{12}$$
$$J_{\pm\pm} = -\frac{3\sqrt{2}}{g_1^2} \frac{J_a + J_c - J_4}{12}$$
$$J_{\pm\pm\pm} = \left(\frac{g_\perp}{g_1}\right)^2 - \frac{2J_a - 3J_b + J_c - 4J_4}{12}.$$  

The reciprocal relations read as:

$$J_a = \left[\frac{1}{3} - \left(-\frac{g_1}{g_\perp}\right)^2 J_{zz} + 4 \left(\frac{g_1}{g_\perp}\right)^2 (J_\pm - J_{\pm\pm}) \right]$$
$$J_b = -2 \left(\frac{g_1}{g_\perp}\right)^2 (J_\pm + J_{\pm\pm})$$
$$J_c = \left[\frac{1}{3} + \left(-\frac{g_1}{g_\perp}\right)^2 J_{zz} + 4 \left(\frac{g_1}{g_\perp}\right)^2 (J_\pm - J_{\pm\pm}) \right]$$
$$J_4 = \left[\frac{1}{3} - \left(-\frac{g_1}{g_\perp}\right)^2 J_{zz} + 2 \left(\frac{g_1}{g_\perp}\right)^2 (J_\pm - J_{\pm\pm}) \right].$$

We emphasize that the physical parameters here are $J_a$, $J_b$, $J_c$, $J_4$ and the two components $g_z$ and $g_\perp$ of the $g$-tensor, the pseudo-spin constants being effective parameters.

We perform the magnetization calculations starting from the trigonal crystal field Hamiltonian, to which is added a Zeeman term, with the same notations and conventions as in [4]. A molecular field is built in the mean-field approximation for each ion on its site from exchange Hamiltonian (1) and considering the six nearest neighbours. The infinite range dipole field on each ion is computed using the Ewald summation method [19, 20] and assuming that all ions in each of the four fcc sublattices forming the pyrochlore lattice have the same moment orientation. The molecular and dipole field are added to the applied field and a self-consistent calculation is performed, which involves the four sites of a tetrahedron. This type of calculation is thus limited to magnetic structures with a $\mathbf{k} = 0$ propagation vector, either spontaneous or field induced. It gives access to the moment arrangement within a tetrahedron and to the magnetization.
3. Magnetic properties in the antiferromagnetic phase

3.1. Isothermal magnetization curves

The magnetization versus field has been measured in the AF phase of an Er$_2$Ti$_2$O$_7$ single crystal, at 0.15 K, using a SQUID magnetometer equipped with a dilution refrigerator developed at the Institut Néel-CNRS. The magnetic field was applied along the three symmetry directions [111], [110] and [100], and the data are shown as black dots in figure 1. The demagnetization factor was negligible for the three directions. The data for H || [111] are in good agreement with previous measurements at 0.5 K [21]. For H || [111] and [110] (figures 1(a) and (b)), one observes a steep increase of the magnetization with a slight upwards curvature up to a critical field $H_C \simeq 1.6$ T; for H || [100] (figure 1(c)), the initial increase is linear and the critical field slightly higher: $H_C \simeq 1.8$ T. Above $H_C$, a much slower linear increase is observed up to the maximum field of 7 T. Using the method described in section 2, we have computed the field variation of the magnetization for each field direction. The magnetic structure has $K = 0$ when the field is applied along the [110] direction [15, 16] and it is probably so for H || [111] and [100], as can be concluded a posteriori from our study. The Er$^{3+}$ ion ($J = 15/2, g_J = 6/5$) is described by its full angular momentum J, and the g-tensor of the ground doublet has components: $g_z = 2.6$ and $g_\perp = 6.8$ [4].

Starting from the pseudo-spin exchange parameters derived for Er$_2$Ti$_2$O$_7$ in [14], relations (3) allow us to obtain the exchange integrals $J_a, J_b, J_c$ and $J_d$. Actually, the set of pseudo-spin parameters $\{J_{2z}, J_\perp, J_{z\perp}, J_{\perp\perp}\}$ includes the dipolar interaction limited to first neighbours, whereas our calculation makes use of the exchange only integrals and of the infinite range dipolar interaction. Then one must replace $J_a, J_b$ and $J_c$ in relations (3) respectively by $J_a - D, J_b - D$ and $J_c + 2D$ (see appendix), where D is the characteristic first neighbour dipolar energy of 0.020 K in Er$_2$Ti$_2$O$_7$. One obtains, taking into account the error bars given in [14] for the pseudo-spin parameters: $J_a = 0.067 \pm 0.048$ K, $J_b = -0.057 \pm 0.01$ K, $J_c = -0.071 \pm 0.060$ K and $J_d = -0.15 \pm 0.015$ K. Except for $J_b$, the range of acceptable values is quite large. The isothermal magnetization being quite sensitive to the particular values of the exchange parameters, the calculation of its field variation at 0.15 K for H || [111], [110] and [100] allows us to reduce significantly the error bars. We obtain the best match to the data (see figure 1) with the following parameter values: $J_a = 0.030 \pm 0.005$ K, $J_b = -0.050 \pm 0.005$ K, $J_c = -0.105 \pm 0.01$ K and $J_d = \pm 0.005$ K. The slight upward curvature at low field for H || [111] and [110] and its absence for H || [100], the critical field values and the linear increase of the magnetization above $H_C$ are well reproduced. The derived exchange parameter values, while lying within the range determined in [14] from the fit of the spin wave dispersion laws, represent a much more precise set for the exchange tensor. In this latter work, the fitted g-values ($g_z \simeq 2.5$ and $g_\perp \simeq 6$) are close to those obtained in [4]. We note that the g-tensor derived from EPR measurements [22], i.e. $g_z \simeq 0.24$ and $g_\perp \simeq 7.6$, is rather far from our values and much more anisotropic.

With these exchange integral values, our mean-field calculation yields the zero field ground configuration to be the $\psi_2$ state, as determined from neutron diffraction [9, 10]. The selection of $\psi_2$ in this case results from the crystal field anisotropy alone (although rather weak [12]) induced by mixing of the excited crystal field states into the ground state by the exchange/dipole interaction. The alternative ‘order by disorder’ scenario for selecting the ground state [13, 14] is probably more robust than the crystal field anisotropy for establishing the correct ground configuration; we note that it implies the existence of a small gap of 0.02 meV in the spin wave spectrum which has not yet been observed.
In addition, we find that the Er moments in the ground configuration do not lie exactly in their easy plane, but have a small \((\approx 0.01 \, \mu_B)\) out-of-plane \(z\)-component as a consequence of the above mentioned anisotropy. The mean-field Néel temperature is \(T_N = 2.62\, K\), higher than the experimental value 1.2 K. This enhancement of the mean-field \(T_N\) value with respect to the actual value is probably due to the effect of spin fluctuations, which are not taken into account in the mean-field description [14].

3.2. The in-field magnetic structures

Our model also gives vectorial information about the individual Er moments. The calculated field variations of the moduli of the four moments in a tetrahedron are represented in the insets of figure 1. For \(H \parallel [111]\), the Er moment at the site with its ternary axis parallel to the field has a rather simple behaviour. Its modulus (black curve in the inset of figure 1(a)) is seen to strongly decrease as \(H\) increases, signalling a departure from the easy plane; it reaches a minimum value near the critical field \(H_c \approx 1.6\, T\), and increases linearly with \(H\) above \(H_c\). For \(H \parallel [110]\), a similar behaviour is obtained for the \(\alpha\)-sites (black and red curve in the inset of figure 1(b)). For both these field directions, there are three different behaviours for the moments as a function of field, which implies that the field direction is not a symmetry axis for the magnetic structure. By contrast, for \(H \parallel [100]\) (figure 1(c)), a single behaviour is obtained for the four sites, suggesting that [100] is a symmetry axis for the field induced structure, which could be checked by in-field neutron diffraction. Neutron diffraction data were obtained at 0.3 K for \(H \parallel [110]\) in Er\(_2\)Ti\(_2\)O\(_7\) [15, 16] and were interpreted in [16] using, as a crude approximation, a two-component exchange tensor diagonal in the local frame. We replotted here the data of [16] (points in figure 2) and compare the evolution of the magnetic structure with calculations using the presently derived 3-component exchange tensor diagonal in the bond frames, to which is added Dzyaloshinskii–Moriya exchange (lines in figure 2). This gives a physical insight about the field evolution of the magnetic structures, which present similar features whatever the field direction. The field variation of the angles of the moments with their local axis (figure 2(b)) and with the field (figure 2(c)) is rather well reproduced, showing that the moments rotate towards the field direction up to the critical field value. Above this field, they align along (or close to) the field, and thus the critical field can be considered as the ‘spin flip’ field of the AF structure, the linear increase of the moment moduli (and of the magnetization) above \(H_c\) being caused by quantum mixing with the excited crystal field states. By contrast, the experimental values of the moment moduli (figure 2(a)) are below the calculated curves, especially around the critical field at 1.6 T. We note that the magnetization along the same field direction (figure 1(b)) is rather close to the calculated curve, but also lies below it. The experimental moment values can be subject to some uncertainty since they rely on the refinement of the neutron diffraction lines for a \(k = 0\) structure, which have a rather small intensity (the moment value is 2–3 \(\mu_B\)) growing on the nuclear diffraction peaks. Another cause for the discrepancy could be the presence of the quantum critical point at 1.6 T for this field direction [15], causing enhanced spin fluctuations which the mean-field model cannot take into account.

4. Diffuse scattering in the paramagnetic phase

The neutron diffuse scattering in the paramagnetic phase at 2 K reported in [23] is displayed in the left part of figure 3. It shows intense spots near the Bragg positions (111), (133), (311), (333) . . . , and less intense maxima near (000), (022) . . . . Our calculations (figure 3 right part) of this diffuse scattering are performed using the RPA approximation [24] with the anisotropic exchange tensor derived above from the magnetization curve, and considering the Fourier transform of the infinite range dipolar interaction [25, 26]. The temperature was chosen at 3.2 K since the mean-field Néel temperature with these parameters is 2.62 K. One can see that our
Figure 3. Diffuse neutron scattering at 2 K in Er$_2$Ti$_2$O$_7$ in the \((hk0)\) plane (upper panel) and in the \((hkk)\) plane (lower panel) of the reciprocal space: left: experimental data from [23]; right: simulated maps (at 3.2 K) using the exchange tensor $J_a = 0.030$ K, $J_b = -0.050$ K, $J_c = -0.105$ K and $J_4 = 0$ in the 4-site RPA approximation.

simulations reproduce satisfactorily the experimental data of [23]. We note that they capture the high-intensity diffuse spots at Bragg positions, precursor to the long-range magnetic ordering with $\mathbf{k} = 0$ occurring at lower temperature, whereas the simulations performed in [23] do not. We believe this is due to the fact that the approach used in this latter work, i.e. the diagonalization of the 4-site exchange/dipolar Hamiltonian on a tetrahedron, cannot describe the critical correlations above $T_N$ responsible for these diffuse Bragg spots.

5. Conclusion

We have presented a mean-field approach for frustrated pyrochlore systems which takes into account the full crystal field level scheme of the rare earth ion, the anisotropic nearest neighbour exchange and the infinite range dipolar interaction. The model is applied to investigate the high-field low-temperature magnetization curves in the antiferromagnet Er$_2$Ti$_2$O$_7$, together with other physical properties. We show the equivalence of the exchange tensor in $J-J$ coupling diagonal in the bond frame we use here and of the pseudo-spin $S = 1/2$ exchange tensor recently proposed. Our fit of the magnetization curves in the AF phase for different field directions, where the quantum mixing with excited crystal field states is well accounted for, allows us to derive more precise values for the exchange parameters. These parameters also describe well the diffuse neutron scattering in the paramagnetic phase. The advantage of the present approach with respect to models dealing with $S = 1/2$ pseudo-spins is that it can take into account the effects linked with quantum mixing of crystal field states by the magnetic field, which become important above the critical, of 'spin flip', field of the magnetic structure.
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Appendix. Relations between the exchange tensor appropriate to the $S = 1/2$ pseudo-spin Hamiltonian and the exchange tensor in the ‘bond frame’

We start by choosing a set of vectors forming an orthonormal frame attached to the bond linking rare earth neighbours $i$ and $j$. Calling $\mathbf{e}_i$ the unit vector along the \((111)\) trigonal axis at site $i$, we define the following unit vectors forming the ‘bond frame’, where $\mathbf{e}_{ij}$ lies along the link between the two
neighbouring sites:
\[
\begin{align*}
  c_{ij} &= \frac{\sqrt{3}}{2\sqrt{2}} (e_i - e_j) \\
  a_{ij} &= \frac{\sqrt{3}}{2} (e_i + e_j) \\
  b_{ij} &= c_{ij} \times a_{ij}.
\end{align*}
\]

In the bond frame, we consider the general anisotropic exchange Hamiltonian, written in terms of the full angular momenta \( \mathbf{J} \) and where the last term is the antisymmetric Dzyaloshinskii–Moriya exchange (the convention used here is that an antiferromagnetic exchange integral is negative):
\[
\mathcal{H} = -\sum_{\langle ij \rangle} \mathcal{J}_a (\mathbf{J}_i \cdot \mathbf{a}_{ij} \cdot \mathbf{J}_j) + \mathcal{J}_b (\mathbf{J}_i \cdot \mathbf{b}_{ij} \cdot \mathbf{J}_j) + \mathcal{J}_c (\mathbf{J}_i \cdot \mathbf{c}_{ij} \cdot \mathbf{J}_j) + \sqrt{2} J_4 \mathbf{b}_{ij} \cdot \mathbf{J}_i \times \mathbf{J}_j \right) \right].
\]

where \( \sum_{\langle ij \rangle} \) means a summation over the first neighbour pairs. This can be written in terms of a global exchange matrix \( \mathbf{J} \):
\[
\mathcal{H} = -\sum_{\langle ij \rangle, uv} J_{ij}^{uv} \left[ \mathcal{J}_a a_{ij}^u a_{ij}^v + \mathcal{J}_b b_{ij}^u b_{ij}^v + \mathcal{J}_c c_{ij}^u c_{ij}^v \right]
\]

where \( \eta \) is an antisymmetric 3 \( \times \) 3 matrix with only two non-zero elements: \( \eta_{13} = 1 \) and \( \eta_{31} = -1 \). In the ‘bond frame’, the matrix \( \mathbf{J} \) reads:
\[
\mathbf{J} = \begin{pmatrix}
  J_a & 0 & \sqrt{2} J_4 \\
  0 & J_b & 0 \\
  -\sqrt{2} J_4 & 0 & J_c
\end{pmatrix}
\]

In [14], the general anisotropic exchange Hamiltonian is written in terms of the spin components within the local frame of an \( S = 1/2 \) pseudo-spin:
\[
\mathcal{H} = \sum_{ij} J_\pm \left( S_i^+ S_j^- + S_j^+ S_i^- \right) + J_\pm \left( \gamma \eta_n^i S_i^+ S_j^- + \gamma \eta_n^j S_j^+ S_i^- \right) + J_\pm \left( \xi \eta_\pi^i S_i^+ S_j^- + \xi \eta_\pi^j S_j^+ S_i^- \right) + i \leftrightarrow j,
\]

where the ‘sanserif’ notations refer to spin components in the local bases. The two states of this \( S = 1/2 \) pseudo-spin span the states of the ground CEF doublet and, for the case of a Kramers ion (like \( \text{Er}^{3+} \)), one can define a local g-tensor \( \tilde{g} \) such that: \( g_{ij} \mathbf{J} = \tilde{g} \mathbf{S} \). In the context of pyroclores with local trigonal symmetry, the \( \tilde{g} \) matrix is diagonal and takes the form:
\[
\tilde{g} = \begin{pmatrix}
g_+ & 0 & 0 \\
0 & g_+ & 0 \\
0 & 0 & g_z
\end{pmatrix}
\]

Our goal is to determine the relation between the ‘bond frame’ exchange parameters \( \mathcal{J}_a, \mathcal{J}_b, \mathcal{J}_c \) and \( J_\pm \), on the one hand, and the pseudo-spin parameters \( J_{z\pm}, J_{\pm\pm}, J_{\pm} \) and \( J_{\pm\pm} \) on the other hand. To this end, we call \( B_{ij} \) (resp. \( M_{ij} \)) the matrix transforming the coordinates in the ‘bond frame’ \( \{ij\} \) (resp. the local frame \( i \)) to the cubic (Cartesian) coordinates, \( R \) the rotation matrix of \(-\pi/3\) around a local axis, and \( A \) the matrix transforming \((S_z, S_y, S_x)\) into \((S_+, S_-, S_0)\) in the local basis (we omitted the site indices for sake of clarity): \( g_{ij} \mathbf{J} = \tilde{g} \mathbf{S} \), with \( \tilde{S} = (S_+, S_-, S_0) \), and:
\[
A = \begin{pmatrix}
  1/2 & 1/2 & 0 \\
-1/2 & i/2 & 0 \\
  0   &  0    &  1
\end{pmatrix}.
\]

A straightforward transformation of Hamiltonian (A.3) shows that:
\[
\mathcal{H} = \sum_{\langle ij \rangle, uv} \epsilon_{ij}^{uv} \left[ \frac{1}{\tilde{g}_{ij}} A^T \tilde{g} R^T M_i^u B_{ij} \tilde{J} B_{ij}^0 M_j^v R \tilde{g} A \right] S_i^v,
\]

This allows the relations between the two sets of parameters appearing in (A.4) and (A.5) to be determined; they are given in section 2 of the main text. The conventions as to the sign of the exchange integrals are different for the two sets: for an AF interaction, they are positive (except \( J_{\pm\pi} \)) in the pseudo-spin representation and negative in the ‘bond frame’ description.

We note that, in the ‘bond frame’, the dipolar interaction limited to a nearest neighbour pair \( \{ij\} : \mathcal{H}_{\text{dip}} = D [\mathbf{J}_i \mathbf{J}_j - 3 (\mathbf{J}_i \cdot \mathbf{c}_{ij} \cdot \mathbf{J}_j)] = \mathbf{J}_i \cdot \mathbf{D} \cdot \mathbf{J}_j \) is diagonal with:
\[
\mathbf{D} = \begin{pmatrix}
  D & 0 & 0 \\
  0 & D & 0 \\
  0 & 0 & -2D
\end{pmatrix}
\]

and \( D = \frac{a}{4 \pi} \left( \frac{\mu_0 a}{4 \pi} \right)^2 \frac{13 \pi^2}{16} \), where \( a \) is the cubic cell lattice parameter.
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