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Abstract

This paper concerns the inverse problem of determining a planar conductivity inclusion. Our aim is to analytically recover from the generalized polarization tensors (GPTs), which can be obtained from exterior measurements, a homogeneous inclusion with arbitrary constant conductivity. The primary outcome of recovering a homogeneous inclusion is an inversion formula in terms of the GPTs for conformal mapping coefficients associated with the inclusion. To prove the formula, we establish matrix factorizations for the GPTs.

AMS subject classifications. 30C35,35J05,45P05

Keywords. Inverse conductivity problem; Lipschitz domain; Conformal mapping; Generalized polarization tensor

1 Introduction

The problem of determining electrical conductivity throughout a domain from boundary field measurements is of great interest which goes back many years [19, 20, 60, 61]. It has been extensively studied given its importance in real-life applications such as medical imaging and nondestructive testing. For instance, we refer to [18, 22, 30, 31, 52, 59] for the uniqueness results and to [3, 38, 43, 48, 49, 50, 53, 54, 55] for reconstruction methods. We also refer to [1, 17, 62] and the references therein for more results. Despite the theoretical and numerical results achieved, developing analytic inversion formulas is challenging because of the consequential nature of the nonlinearity and complexity of the inverse problem.

As building blocks for the detection problem of a conductivity inclusion, one can use the so-called generalized polarization tensors (GPTs), which are complex-valued matrices that generalize the polarization tensor (PT) [6, 56]. More precisely, the GPTs are the coefficients of the multipole expansion for the potential function that is perturbed due to the existence of the inclusion. They can be obtained from multistatic measurements [9], where a high signal-to-noise ratio is required for high-order terms [4]. Efficient algorithms have been developed to determine the location and...
shape of inhomogeneities from the GPTs [14, 5, 6, 7, 15, 16, 24, 26] (see also [8] for the uniqueness result and [5, 25, 36] for other applications).

For the case of a planar simply connected inclusion, which is the focus of this paper, analytic shape recovery algorithms have been developed based on the complex analytical formulation for the conductivity transmission problem. The conformal mapping coefficients were explicitly expressed by the GPTs under the assumption that the inclusion is perfectly conducting or insulating [24, 26, 46]. However, only optimization approaches have been developed for an inclusion with general conductivity [12, 26]. The instances with arbitrary finite conductivity pose a specific complication because, unlike the inclusion with extreme conductivity, neither the Dirichlet nor the Neumann boundary condition is explicitly given in advance. It remains an interesting and open problem to generalize the inversion formula for the conformal mapping coefficients of an inclusion with extreme conductivity to the case of the inclusion with arbitrary finite conductivity. The objective of this paper is to provide a solution to this problem.

As the main tool, we use the concept of the Faber polynomial polarization tensors (FPTs), that is, the linear combinations of the GPTs with expansion coefficients defined by the Faber polynomials [25]. Indeed, for any simply connected domain in the complex plane, the Riemann mapping theorem assures the existence and uniqueness of the conformal mapping that transforms the exterior of a disk to the exterior of the domain. Then, this exterior conformal mapping generates the Faber polynomials, which form a basis for complex analytic functions in the domain. Recently, the FPTs were successfully applied to the asymptotic shape recovery of a conductivity inclusion [26] and the properties of the PT [23]. It is worth remarking that the layer potential operators associated with the domain admit matrix expressions with entries given by the Grunsky coefficients, which are expansion coefficients of the composition of the Faber polynomials and the exterior conformal mapping [44, 45].

As our main contribution, we propose a new factorization method for recovering a planar conductivity inclusion with arbitrary constant conductivity from the GPTs. For two semi-infinite matrices whose entries are scalar-valued complex contracted GPTs, we derive matrix factorization formulas in terms of the material parameter and conformal mapping coefficients associated with the inclusion. We rigorously prove that the formulas hold for either a smooth domain or a star-shaped domain with a Lipschitz boundary. Then, through the cancellation of the common factors in the two matrix factorizations, we derive an explicit inversion formula for the conformal mapping coefficients in terms of the GPTs and the conductivity value of the inclusion. We also obtain a fixed-point equation from which one can numerically compute the conductivity value. In conclusion, one can analytically recover the shape of an inclusion that possibly has a Lipschitz boundary after determining the conductivity value by a fixed-point computation. Our approach generalizes the shape recovery formulas for an inclusion with extreme conductivity obtained in [24, 26, 46] to an inclusion with arbitrary finite conductivity. Also, it significantly improves the asymptotic results of [7, 12, 13, 26] in that the resulting inversion formula of the shape recovery holds exactly rather than approximately.

We validate the proposed reconstruction approach with numerical experiments for inclusions of various shapes. To compute the GPTs, we solve a boundary integral equation involving the Neumann–Poincaré operator by using the Nyström discretization. For domains with corners in the numerical examples, we employ recursively compressed inverse preconditioning (RCIP) to compute the GPTs to a high degree of precision [42].

This paper is organized as follows. Section 2 describes the inverse problem of reconstructing a conductivity inclusion from exterior measurements and the concepts of the GPTs and FPTs.
Section 3 is devoted to reviewing shape recovery methods in the previous literature. In Section 4, we establish matrix factorizations for the GPTs and derive an inversion formula. In Section 5, we extend the proposed approach to a Lipschitz domain. We then validate our method with numerical examples in Section 6. We conclude with Section 7.

2 Preliminary

2.1 Problem formulation

Let \( \Omega \) be a simply connected, bounded domain with a Lipschitz boundary in \( \mathbb{R}^2 \). We assume that \( \partial \Omega \) is a Jordan curve. We further assume that \( \mathbb{R}^2 \setminus \overline{\Omega} \) and \( \Omega \) have constant isotropic conductivities, respectively denoted by \( \sigma_m \) and \( \sigma_c \), satisfying \( 0 < \sigma_c \neq \sigma_m < \infty \). Set \( \lambda = \frac{\sigma_c + \sigma_m}{2(\sigma_c - \sigma_m)} \) if not specified otherwise. Note that \( |\lambda| > \frac{1}{2} \).

Consider the conductivity transmission problem:

\[
\begin{aligned}
\Delta u &= 0 \quad \text{in } \mathbb{R}^2 \setminus \partial \Omega, \\
\left. u \right|_{\partial \Omega} &= u^- \quad \text{on } \partial \Omega, \\
\sigma_m \left. \frac{\partial u}{\partial \nu} \right|_{\partial \Omega} &= \sigma_c \left. \frac{\partial u}{\partial \nu} \right|_{\partial \Omega} \quad \text{on } \partial \Omega, \\
(u - H)(x) &= O(|x|^{-1}) \quad \text{as } |x| \to \infty,
\end{aligned}
\]

where \( H \) is a given background potential that is entire harmonic. If there were no inclusion, the solution \( u \) would be \( H \). The perturbation \( u - H \) due to the inclusion depends on the geometry and material property of the inclusion and can be expressed in terms of layer potentials.

The Neumann–Poincaré (NP) operator for \( \varphi \in L^2(\partial \Omega) \) is defined as

\[
K_{\partial \Omega}^*[\varphi](x) = p.v. \frac{1}{2\pi} \int_{\partial \Omega} \frac{\langle x - y, \nu_x \rangle}{|x - y|^2} \varphi(y) \, d\sigma(y), \quad x \in \partial \Omega,
\]

where \( p.v. \) stands for the Cauchy principal value and \( \nu_x \) is the outward unit normal vector to \( \partial \Omega \) at \( x \). The operator \( \lambda I - K_{\partial \Omega}^* \) is invertible on \( L^2_0(\partial \Omega) \) (or \( H^{-1/2}_0(\partial \Omega) \)) for \( |\lambda| \geq 1/2 \) (see \cite{31, 47, 63}).

The solution \( u \) admits the multipole expansion \cite{9}: for \( |x| > \sup \{|y| : y \in \Omega\} \),

\[
(u - H)(x) = \sum_{|\alpha|,|\beta| \geq 1} \frac{(-1)^{|\beta|}}{\alpha!\beta!} \partial^n H(0) M_{\alpha\beta}(\Omega, \lambda) \partial^\beta \Gamma(x)
\]

with two-dimensional multi-indices \( \alpha, \beta \) and the so-called generalized polarization tensors (GPTs)

\[
M_{\alpha\beta}(\Omega, \lambda) = \int_{\partial \Omega} y^\beta (\lambda I - K_{\partial \Omega}^*)^{-1} [\nu \cdot \nabla x^\alpha] \, d\sigma(y).
\]

Here, \( \Gamma(x) \) is the fundamental solution to the Laplacian, i.e., \( \Gamma(x) = \frac{1}{2\pi} \ln |x| \). We refer the reader to \cite{56} for the uniqueness of the inverse problem of determining the shape and conductivity value of an inclusion from the GPTs.

We identify \( x = (x_1, x_2) \in \mathbb{R}^2 \) with \( z = x_1 + ix_2 \in \mathbb{C} \). We denote by \( \Re{} \) and \( \Im{} \) the real and imaginary parts of a complex number, respectively.
One can numerically compute a basis for complex analytic functions in \( \Omega \), as a domain in the complex plane \( \mathbb{C} \).

2.2 Faber polynomial polarization tensors (FPTs)

We remind the reader that \( \Omega \) is a planar simply connected bounded domain. We now consider \( \Omega \) as a domain in the complex plane \( \mathbb{C} \). From the Riemann mapping theorem, there uniquely exist \( \gamma > 0 \) and a conformal mapping \( \Psi \) from \( \{ w \in \mathbb{C} : |w| > \gamma \} \) onto \( \mathbb{C} \setminus \overline{\Omega} \) such that

\[
\Psi(w) = w + a_0 + \frac{a_1}{w} + \frac{a_2}{w^2} + \cdots .
\]

One can numerically compute \( \gamma \) and \( a_n \) for a given domain \( \Omega \) by solving a boundary integral equation [45, 64].

As a univalent function, \( \Psi \) defines the so-called Faber polynomials \( \{ F_m \}_{m=1}^{\infty} \), which form a basis for complex analytic functions in \( \Omega \), by the relation

\[
\frac{w \Psi'(w)}{\Psi(w) - z} = \sum_{m=0}^{\infty} \frac{F_m(z)}{w^m}, \quad z \in \overline{\Omega}, \ |w| > \gamma.
\]

The Faber polynomials \( F_m \) are monic polynomials of degree \( m \) that are uniquely determined by the conformal mapping coefficients \( \{ a_n \}_{0 \leq n \leq m-1} \) via the recursive relation (see, for instance, [32])

\[
F_{m+1}(z) = zF_m(z) - ma_m - \sum_{n=0}^{m} a_n F_{m-n}(z), \quad m \geq 0.
\]

In particular, we have

\[
F_0(z) = 1, \quad F_1(z) = z - a_0, \quad F_2(z) = z^2 - 2a_0z + a_0^2 - 2a_1,
\]

\[
F_3(z) = z^3 - 3a_0z^2 + 3(a_0^2 - a_1)z - a_0^3 + 3a_0a_1 - 3a_2.
\]

Definition 2 ([25]). For each \( m, n = 1, 2, \ldots \), we define the Faber polynomial polarization tensors (FPTs) as

\[
\mathcal{F}^{(1)}_{mn}(\Omega, \lambda) = \int_{\partial \Omega} F_n(z) (\lambda I - K_{\partial \Omega}^*)^{-1} \left[ \frac{\partial F_m}{\partial \nu} \right] (z) d\sigma(z),
\]

\[
\mathcal{F}^{(2)}_{mn}(\Omega, \lambda) = \int_{\partial \Omega} F_n(z) (\lambda I - K_{\partial \Omega}^*)^{-1} \left[ \frac{\partial F_m}{\partial \nu} \right] (z) d\sigma(z).
\]
We denote the semi-infinite matrices \( \mathbb{F}^{(1)} = (\mathbb{F}^{(1)}_{mn})_{m,n=1}^{\infty} \) and \( \mathbb{F}^{(2)} = (\mathbb{F}^{(2)}_{mn})_{m,n=1}^{\infty} \).

We can express the Faber polynomial \( F_m(z) \) as

\[
F_m(z) = \sum_{n=0}^{m} p_{mn} z^n, \quad (7)
\]

where for a fixed \( m \), the coefficient \( p_{mn} \) depends only on \( \{a_k\}_{0 \leq k \leq m-1} \). One can easily obtain recursive formulas for \( p_{mn} \) from (6). From (7) and the definition of the FPTs, it holds for each \( m,n \) that

\[
\mathbb{F}^{(1)}_{mn} = \sum_{k=1}^{m} \sum_{l=1}^{n} p_{mk} p_{nl} N^{(1)}_{kl},
\]

\[
\mathbb{F}^{(2)}_{mn} = \sum_{k=1}^{m} \sum_{l=1}^{n} p_{mk} p_{nl} N^{(2)}_{kl}.
\]  

2.3 Grunsky coefficients

An essential property of \( F_m(z) \) is that \( F_m(\Psi(w)) \) has only one positive order term \( w^m \). In other words,

\[
F_m(\Psi(w)) = w^m + \sum_{n=1}^{\infty} c_{mn} w^{-n}, \quad |w| > \gamma,
\]

where \( c_{mn} \) are the so-called Grunsky coefficients. It holds that (see [32])

\[
nc_{mn} = mc_{nm} \quad \text{for all } m, n \in \mathbb{N} \quad (9)
\]

and

\[
c_{1m} = a_m, \quad c_{m1} = ma_m,
\]

\[
c_{m(m+1)} = c_{(m+1)n} - a_{m+n} + \sum_{s=1}^{m-1} a_{m-s} c_{sn} - \sum_{s=1}^{n-1} a_{n-s} c_{ms}, \quad m, n \geq 1. \quad (10)
\]

We can symmetrize the Grunsky coefficients as

\[
g_{mn} = \sqrt{\frac{n}{m}} \frac{c_{mn}}{\gamma^{m+n}}. \quad (11)
\]

From (9), it holds that

\[
g_{mn} = g_{nm} \quad \text{for all } m, n \in \mathbb{N}. \quad (12)
\]

We refer the reader to [32] for more details on the Faber polynomials and to [27, 28, 29, 33, 37, 51] for their applications in diverse areas.

We denote by \( C \) (resp., \( G \)) the semi-infinite matrix given by the Grunsky coefficients (resp., the symmetrized Grunsky coefficients), that is,

\[
C = \begin{pmatrix}
c_{11} & c_{12} & c_{13} & \cdots \\
c_{21} & c_{22} & c_{23} & \cdots \\
c_{31} & c_{32} & c_{33} & \cdots \\
    \vdots & \vdots & \vdots & \ddots 
\end{pmatrix}, \quad G = \begin{pmatrix}
g_{11} & g_{12} & g_{13} & \cdots \\
g_{21} & g_{22} & g_{23} & \cdots \\
g_{31} & g_{32} & g_{33} & \cdots \\
    \vdots & \vdots & \vdots & \ddots 
\end{pmatrix}. \quad (13)
\]
From (11), it holds that
\[ G = N^{-\frac{1}{2}} \gamma^N C \gamma^N N^\frac{1}{2}, \]  
where we set
\[ \gamma^\pm N = \begin{pmatrix} \gamma^\pm 1 & 0 & 0 & \cdots \\ 0 & \gamma^\pm 2 & 0 & \cdots \\ 0 & 0 & \gamma^\pm 3 & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}, \quad N^\pm \frac{1}{2} = \begin{pmatrix} 1 & 0 & 0 & \cdots \\ 0 & \sqrt{2}^\pm 1 & 0 & \cdots \\ 0 & 0 & \sqrt{3}^\pm 1 & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}. \]  
Similarly to equation (15), the matrix \( \gamma^\pm 2N \) (resp., \( N \) and \( N^{-1} \)) denotes the diagonal matrix whose \((n,n)\)-entries are \( \gamma^\pm 2n \) (resp., \( n \) and \( n^{-1} \)).

3 Previous studies

We review previous studies on the shape recovery of a planar conductivity inclusion by using the concept of the GPTs. The first direction is to derive explicit expressions for the conformal mapping coefficients of the inclusion in terms of the GPTs, assuming that the inclusion has extreme conductivity, that is, the inclusion is either insulating or perfectly conducting (see Subsection 3.1). The second direction is to adopt an optimization approach for an inclusion with arbitrary constant conductivity (see Subsection 3.2).

3.1 Conformal mapping recovery for the extreme conductivity case

The exterior conformal mapping \( \Psi \) associated with \( \Omega \) extends to the boundary of \( \Omega \) as a homeomorphism by the Caratheodory extension theorem [21]. In particular, \( \Psi \) gives a natural parameterization for \( \partial \Omega \) and, in particular, determines the shape of \( \Omega \).

For an inclusion with extreme conductivity, the multipole expansion of \( u \) admits an extension up to \( \partial \Omega \) on which the Dirichlet or Neumann boundary condition is prescribed. For the case \( \sigma_c = \infty \), \( u \) determines a holomorphic function \( U(z) \) satisfying \( u(x) = \Re\{U(z)\} \) and, thus,
\[ \Re\{U(z)\} = \text{constant on } \partial \Omega. \]

For the case \( \sigma_c = 0 \), it holds that
\[ \Im\{U(z)\} = \text{constant on } \partial \Omega. \]  
(16)

Using this relation, the coefficients of \( \Psi \) were explicitly expressed by the GPTs for an inclusion with \( \sigma_c = 0 \) [24, 46]. Similar results could be derived for the perfectly conducting case by considering a harmonic conjugate of \( u \).

The layer potential operators associated with \( \Omega \) admit infinite series expansions with respect to basis functions defined with \( \Psi \) [45]. For an inclusion with a \( C^{1,\alpha} \) boundary, one can then solve the conductivity inclusion problem by using these series expansions. As an application, we can express the FPTs with the Grunsky coefficients as follows.
Lemma 3.1 ([25]). Let $\Omega$ have a $C^{1,\alpha}$ boundary. For each $m,n$, it holds that

\[ E_{mn}^{(1)}(\Omega, \lambda) = 4\pi c_{mn} + 4\pi n (1 - 4\lambda^2) \left( C (4\lambda^2 I - \gamma^{-2\lambda} \nabla \gamma^{-2\lambda} C)^{-1} \right)_{mn}, \]

\[ E_{mn}^{(2)}(\Omega, \lambda) = 8\pi n \lambda \gamma^{2m} \delta_{mn} + 8\pi n \lambda \gamma^{2m} (1 - 4\lambda^2) \left( (4\lambda^2 I - \gamma^{-2\lambda} \nabla \gamma^{-2\lambda} C)^{-1} \right)_{mn}. \]

Here, $\delta_{mn}$ is the Kronecker delta function.

For the case $\lambda = \pm \frac{1}{2}$, Lemma 3.1 implies that

\[ E_{m1}^{(1)}(\Omega, \lambda) = 4\pi c_{m1} \quad \text{for } m \geq 1, \quad (17) \]

\[ E_{11}^{(2)}(\Omega, \lambda) = 8\pi \lambda \gamma^2, \quad E_{21}^{(2)}(\Omega, \lambda) = 0. \quad (18) \]

Using these relations and (18) for $n = 1$, one can completely recover the conformal mapping coefficients, where the expression formulas are much simpler than those derived in [24, 46] as follows.

Theorem 3.2 ([26]). Let $\Omega$ be a simply connected, bounded $C^{1,\alpha}$ domain with $\sigma_c = 0$ or $\infty$ (equivalently, $\lambda = -\frac{1}{2}$ or $\frac{1}{2}$). The exterior conformal mapping $\Psi$ associated with $\Omega$ (see [2]) satisfies

\[ \gamma^2 = \frac{\lambda}{2\pi} N_{11}^{(2)}(\Omega, \lambda), \quad a_0 = \frac{N_{12}^{(2)}(\Omega, \lambda)}{2 N_{11}^{(2)}(\Omega, \lambda)}, \]

\[ a_m = \frac{\lambda}{\pi m} \sum_{n=1}^{m} p_{mn} N_{n1}^{(1)}(\Omega, \lambda), \quad m \geq 1, \]

where $p_{m1}, p_{m2}, \ldots, p_{mm}$ denote the coefficients of $F_m(z)$ of $\Omega$ as defined in [7]. In particular, each $a_m$ is uniquely determined by $N_{12}^{(2)}$ and $\{N_{n1}^{(1)}\}_{1 \leq n \leq m}$.

3.2 Optimization approach for the arbitrary conductivity case

Let $D$ be an inclusion having the conductivity $\sigma_c$ with a $C^2$ boundary given by a small perturbation of $D_0$, that is,

\[ \partial D = \{ x + \varepsilon f(x) \nu_0(x) : x \in \partial D_0 \} \quad (19) \]

with a real-valued function $f \in C^1(\partial D_0)$ and a small parameter $\varepsilon > 0$, where $\nu_0$ is the outward unit normal vector to $\partial D_0$. It then holds that (see [12])

\[ \sum_{\alpha,\beta} a_\alpha b_\beta M_{\alpha\beta}(D, \lambda) - \sum_{\alpha,\beta} a_\alpha b_\beta M_{\alpha\beta}(D_0, \lambda) \]

\[ = \varepsilon \left( \frac{\sigma_c}{\sigma_m} - 1 \right) \int_{\partial D} f(x) \left[ \frac{\partial v}{\partial \nu} \left| \frac{\partial u}{\partial \nu} \right| - \frac{\sigma_m}{\sigma_c} \frac{\partial v}{\partial T} \left| \frac{\partial u}{\partial T} \right| \right] (x) d\sigma(x) + O(\varepsilon^2), \quad (20) \]

where $u$ and $v$ are the solutions to

\[
\begin{align*}
\Delta u &= 0 & \text{in } D_0 \cup (\mathbb{R}^2 \setminus \overline{D}_0), \\
\left. u \right|_\partial &= u_\nu^{-} & \text{on } \partial D_0, \\
\sigma_m \left. \frac{\partial u}{\partial \nu} \right|_\partial &= \sigma_c \left. \frac{\partial u}{\partial \nu} \right|_\partial & \text{on } \partial D_0, \\
\left. u(x) - H_1(x) \right| &= O(|x|^{-1}) & \text{as } |x| \to \infty
\end{align*}
\]

(21)
and
\[
\begin{align*}
\Delta v &= 0 & & \text{in } D_0 \cup (\mathbb{R}^2 \setminus \overline{D}_0), \\
\sigma_c v^+ &= \sigma_m v^- & & \text{on } \partial D_0, \\
\frac{\partial v^+}{\partial \nu} &= \frac{\partial v^-}{\partial \nu} & & \text{on } \partial D_0, \\
v(x) - H_2(x) &= O(|x|^{-1}) & & \text{as } |x| \to \infty
\end{align*}
\]
with entire harmonic functions \( H_1(x) = \sum a_\alpha x^\alpha \) and \( H_2(x) = \sum b_\beta x^\beta \).

Iterative methods have been developed for approximating the shape of an inclusion \( \Omega \) by adopting an optimization approach, where the cost function for a test domain \( D \) has the form (with a fixed positive integer \( K \)) [7, 12]
\[
J[D] = \frac{1}{2} \left| \sum_{|\alpha|+|\beta| \leq K} a_\alpha b_\beta M_{\alpha\beta}(D, \lambda) - \sum_{\alpha, \beta} a_\alpha b_\beta M_{\alpha\beta}(\Omega, \lambda) \right|^2.
\]
Equation (20) provides the shape derivative for the cost function.

If \( D_0 \) is a disk, one can simply solve (21) and (22) and, by rewriting (20), derive asymptotic formulas for the Fourier coefficients of the shape perturbation function \( f \) as elementary functions of the GPTs (see [11]). By using the asymptotic formulas for \( f \), one can non-iteratively approximate an inclusion \( \Omega \) by considering it as a small perturbation of an equivalent disk, where we set \( D_0 \) as the equivalent ellipse and \( f \) as the perturbation from \( \partial D_0 \) to \( \partial \Omega \).

If \( D_0 \) is an ellipse, the integral formula in (20) is too complicated in Cartesian coordinates to find an explicit analytic form. In [26], the curvilinear orthogonal coordinates and the Faber polynomials associated with the ellipse were successfully employed to derive explicit asymptotic formulas for the integral in (20). These asymptotic formulas (by taking \( D_0 \) as an equivalent ellipse) allow us to non-iteratively approximate an inclusion with arbitrary conductivity of general shape, including a straight or asymmetric shape (see [26] for the details).

4 Reconstruction of a smooth inclusion

For an inclusion with arbitrary constant conductivity, the boundary value of \( u \) in (1) is no longer explicit. Thus, it is a challenge to generalize Theorem 3.2 to the arbitrary constant conductivity case. In this section, we derive factorization formulas for two semi-infinite matrices whose entries are scalar-valued complex contracted GPTs and use the formulas to provide an answer to this problem as the primary conclusion of this paper.

4.1 Matrix factorizations for the GPTs

We denote by \( I \) the semi-infinite identity matrix. From (14), it holds that
\[
4\lambda^2 I - \gamma^{-2N} \overline{C} \gamma^{-2N} C = \gamma^{-N} N^{\frac{1}{2}} (4\lambda^2 I - \overline{G} G)^{-1} N^{\frac{1}{2}} \gamma^N.
\]
Lemma 3.1 and (14) lead to matrix factorizations for the FPTs.

**Lemma 4.1.** Let \( \Omega \) have a \( C^{1,\alpha} \) boundary. The FPTs of \( \Omega \) admit the matrix factorizations
\[
\begin{align*}
\mathcal{F}^{(1)} &= 4\pi \gamma^N N^{\frac{1}{2}} \overline{G} \left[ I + (1 - 4\lambda^2) (4\lambda^2 I - \overline{G} G)^{-1} \right] N^{\frac{1}{2}} \gamma^N, \\
\mathcal{F}^{(2)} &= 8\pi \lambda \gamma^N N^{\frac{1}{2}} \left[ I + (1 - 4\lambda^2) (4\lambda^2 I - \overline{G} G)^{-1} \right] N^{\frac{1}{2}} \gamma^N.
\end{align*}
\]
From the relations of the GPTs and FPTs, we can then obtain matrix factorizations for the GPTs. Set $P = (p_{mn})_{m,n=1}^{\infty}$ with $p_{mn}$ given by (7). We can rewrite relations (8) in matrix form as

$$
\bar{F}^{(1)} = P N^{(1)} P^T, \\
\bar{F}^{(2)} = \overline{P} N^{(2)} P^T,
$$

(24)

where $\overline{P}$ and $P^T$ denote the conjugate and transpose matrices of $P$, respectively. From (6), one can easily find that, for each $m \geq 1$,

$$
p_{mm} = 1, \quad p_{m+1,m} = -(m + 1)a_0, \quad p_{mn} = 0 \quad \text{for all } n \geq m + 1.
$$

(25)

Indeed,

$$
P = \begin{pmatrix}
1 & 0 & 0 & \cdots \\
-2a_0 & 1 & 0 & \cdots \\
3a_0^2 - 3a_1 & -3a_0 & 1 & \cdots \\
\vdots & \vdots & \vdots & \ddots 
\end{pmatrix}
$$

(26)

Hence, $P$ is lower triangular and invertible. Similarly, $\overline{P}$ and $P^T$ are invertible. From Lemma 4.1 and (24), we have the following theorem.

**Theorem 4.2.** Let $\Omega$ have a $C^{1,\alpha}$ boundary. The GPTs of $\Omega$ admit the matrix factorizations

$$
N^{(1)} = 4\pi P^{-1/2} \gamma N^{1/2} G \left[ I + (1 - 4\lambda^2) \left( 4\lambda^2 I - \overline{G}G \right)^{-1} \right] N^{1/2} \gamma^N (P^T)^{-1},
$$

(27)

$$
N^{(2)} = 8\pi \lambda \overline{P}^{-1/2} \gamma N^{1/2} \left[ I + (1 - 4\lambda^2) \left( 4\lambda^2 I - \overline{G}G \right)^{-1} \right] N^{1/2} \gamma^N (P^T)^{-1}.
$$

(28)

We note that the GPTs are expressed in terms of the exterior conformal mapping and the conductivity value of the inclusion. The matrix factorizations (27) and (28) have one common factor depending on $\lambda$, which satisfies

$$
I + (1 - 4\lambda^2) \left( 4\lambda^2 I - \overline{G}G \right)^{-1} = (I - \overline{G}G) \left( 4\lambda^2 I - \overline{G}G \right)^{-1}.
$$

(29)

In the instance that $\lambda = \pm \frac{1}{2}$ (that is, the insulating or perfectly conducting case), the common factor (29) is the identity matrix. It then follows the explicit expressions of the conformal mapping coefficients of $\Omega$ in Theorem 3.2. If $\lambda \neq \pm \frac{1}{2}$, it becomes more complicated to derive explicit formulas for the shape of the inclusion from (27) and (28).

### 4.2 Inversion formula

Our main idea to eliminate the common factor (29) between $N^{(1)}$ and $N^{(2)}$ is to consider

$$
N^{(1/2)} := N^{(1)} \left( N^{(2)} \right)^{-1}.
$$

We modify $N^{(1)}$ and $N^{(2)}$ as

$$
\widetilde{N}^{(1)} = N^{(1/2)} M N^{(2)}, \quad \widetilde{N}^{(2)} := M N^{(2)}
$$

(30)

with

$$
M = \left( I - \widetilde{N}^{(1/2)} \widetilde{N}^{(1/2)} \right) \left( I - 4\lambda^2 \widetilde{N}^{(1/2)} \widetilde{N}^{(1/2)} \right)^{-1}.
$$
Let \( \tilde{N}^{(1)}_{mn} \) and \( \tilde{N}^{(2)}_{mn} \) denote the \((m,n)\)-component of \( \tilde{N}^{(1)} \) and \( \tilde{N}^{(2)} \), respectively. If \( \lambda = \pm \frac{1}{2} \), then \( M = I \) and \( \tilde{N}^{(j)}(\Omega) = \tilde{N}^{(j)} \), \( j = 1, 2 \). For \( \tilde{N}^{(2)} \), the same expression of \( N^{(2)} \) in \[28\] with extreme conductivity holds except the constant multiplication as follows.

**Lemma 4.3.** For arbitrary constant \( \sigma_c \) satisfying \( 0 < \sigma_c \neq \sigma_m < \infty \), it holds that

\[
\tilde{N}^{(2)} = \frac{2\pi}{\lambda} \bar{P}^{-1} \gamma^{2N} \mathcal{N} (P^T)^{-1}.
\]

**Proof.** By combining \[27\] and \[28\], we obtain

\[
\tilde{N}^{(1/2)} = (2\lambda)^{-1} P^{-1} \gamma^{N} \mathcal{N}^{1/2} G N^{-1/2} \gamma^{-N} \bar{P} = (2\lambda)^{-1} P^{-1} C \gamma^{-2N} \bar{P}
\]

and, thus,

\[
G = 2\lambda N^{-1/2} \gamma^{-N} P \tilde{N}^{(1/2)} \bar{P}^{-1} \gamma^{N} \mathcal{N}^{1/2}.
\]

It then follows that

\[
\bar{G} G = 4\lambda^2 N^{-1/2} \gamma^{-N} \bar{P} \tilde{N}^{(1/2)} \bar{P}^{-1} \gamma^{N} \mathcal{N}^{1/2}.
\]

Substituting \[33\] into \[28\] (also using \[29\]), we derive

\[
\tilde{N}^{(2)} = \frac{8\pi}{\lambda} \bar{P}^{-1} \gamma^N \mathcal{N}^{1/2} \left( I - \bar{G} G \right) \left( 4\lambda^2 I - \bar{G} G \right)^{-1} \gamma^{N} \mathcal{N}^{1/2} (P^T)^{-1}
\]

\[
= \frac{2\pi}{\lambda} \left( I - 4\lambda^2 \tilde{N}^{(1/2)} \tilde{N}^{(1/2)} \right) \left( I - \tilde{N}^{(1/2)} \tilde{N}^{(1/2)} \right)^{-1} \bar{P}^{-1} \gamma^{2N} \mathcal{N}^{1/2} (P^T)^{-1}.
\]

This completes the proof. \( \square \)

We now generalize the formula for the extreme conductivity case in Theorem 3.2 to the arbitrary conductivity case in terms of \( \tilde{N}^{(2)} \). If the GPTs of the inclusion are fully given, we can recover the exterior conformal mapping of the inclusion.

**Theorem 4.4.** Let \( \Omega \) be a simply connected, planar \( C^{1,\alpha} \)-domain with arbitrary constant conductivity \( \sigma_c \) satisfying \( 0 < \sigma_c \neq \sigma_m < \infty \) (that is, \( \lambda = \frac{\sigma_c + \sigma_m}{2(\sigma_c - \sigma_m)} \) is an arbitrary real number satisfying \( |\lambda| > \frac{1}{2} \)). Let \( \tilde{N}^{(j)} = \tilde{N}^{(j)}(\Omega, \lambda) \), \( j = 1, 2 \), be given by \[34\]. Then,

(a) \( \lambda \) satisfies the implicit equation

\[
\lambda = \pi \frac{\tilde{N}^{(2)}_{11} \tilde{N}^{(2)}_{22} - \tilde{N}^{(2)}_{12} \tilde{N}^{(2)}_{21}}{\left( \tilde{N}^{(2)}_{11} \right)^3}, \quad \text{and}
\]

(b) the exterior conformal mapping coefficients associated with \( \Omega \) satisfy the explicit formulas

\[
\gamma^2 = \frac{\lambda}{2\pi} \tilde{N}^{(2)}_{11}(\Omega, \lambda), \quad a_0 = \frac{\tilde{N}^{(2)}_{12}(\Omega, \lambda)}{2\tilde{N}^{(2)}_{11}(\Omega, \lambda)},
\]

\[
a_m = \frac{\lambda^2}{\sigma_m} \sum_{n=1}^{m} p_{mn} \tilde{N}^{(1)}_{n1}(\Omega, \lambda), \quad m \geq 1,
\]

where \( p_{m1}, p_{m2}, \ldots, p_{mm} \) denote the coefficients of \( F_m(z) \) of \( \Omega \) as defined in \[7\]. In particular, each \( a_m \) is uniquely determined by \( \lambda, \tilde{N}^{(2)}_{12} \) and \( \{\tilde{N}^{(1)}_{n1}\}_{1 \leq n \leq m} \).
Proof. From Lemma 4.3 we have
\[ \gamma^{2N} = \frac{\lambda}{2\pi} \mathcal{P} \hat{N}^{(2)} P^T \mathcal{N}^{-1}. \] (36)

From (25) and (36), we compute the (1, 1)- and (1, 2)-elements of \( \gamma^{2N} \):
\[
\gamma = \begin{bmatrix} \gamma^{2N} \end{bmatrix}_{11} = \frac{\lambda}{2\pi} \hat{N}^{(2)}_{11},
\]
\[
0 = \begin{bmatrix} \gamma^{2N} \end{bmatrix}_{12} = \frac{\lambda}{4\pi} \mathcal{P} \hat{N}^{(2)} P^T \begin{bmatrix} \hat{N}^{(2)}_{12} - \frac{\lambda}{2\pi} a_0 \hat{N}^{(2)}_{11},
\]
and this implies that
\[
a_0 = \frac{\hat{N}^{(2)}_{12}}{2\hat{N}^{(2)}_{11}}.\] (38)

Let us continue to find \( a_m \). We now substitute (36) into (31) and get
\[
C = \frac{\lambda^2}{\pi} P \mathcal{N}^{(1/2)} \hat{N}^{(2)} P^T \mathcal{N}^{-1}.
\]
From (10), we obtain
\[
a_m = \frac{c_m}{m} = \frac{\lambda^2}{\pi m} \sum_{n=1}^{m} p_{mn} \left[ \mathcal{N}^{(1/2)} \hat{N}^{(2)} \right]_{n1} \text{ for each } m \geq 1.
\]

For the constraint equation of \( \lambda \), we compute the (2, 2)-element of (36) by using (25), (37), and (38):
\[
\frac{\lambda^2}{4\pi^2} (\hat{N}^{(2)}_{11})^2 = \begin{bmatrix} \gamma^{2N} \end{bmatrix}_{22}
= \frac{\lambda}{4\pi} \mathcal{P} \hat{N}^{(2)} P^T \begin{bmatrix} \hat{N}^{(2)}_{22} - \frac{\lambda}{2\pi} \hat{N}^{(2)}_{21} + \frac{\lambda^2}{2\pi} \hat{N}^{(2)}_{22} + \hat{N}^{(2)}_{22} - \frac{\lambda}{2\pi} \hat{N}^{(2)}_{11} + \hat{N}^{(2)}_{21} \end{bmatrix}.
\]

Since \( \lambda \) is nonzero, we finally get (34). \( \square \)

We note that the modified GPTs are defined by using \( \lambda \) as well as the GPTs. The right-hand side of (34) also depends on \( \lambda \). We can numerically find the value of \( \lambda \) by an iterative algorithm as will be shown in Section 6. Then, the conformal radius \( \gamma \) and the coefficients \( a_m \) follow from \( \hat{N}^{(1)} \), \( \hat{N}^{(2)} \) and the computed value of \( \lambda \).

Remark 1. According to Theorem 4.4, when the inclusion has finite conductivity, we need to know all the values of the GPTs to find \( a_m \) for a fixed \( m \). However, if the conductivity is extreme, i.e., \( \sigma_c = 0 \) or \( \infty \), we only need the GPTs of finitely many indices as in Theorem 3.2.
5 Extension to a Lipschitz inclusion

We now generalize Theorems 4.2 and 4.4 to Lipschitz domains that satisfy the following shrinkable property with \( s = a_0 \).

**Definition 3** (Star-shaped domain). A set \( D \subset \mathbb{R}^2 \) is called a star-shaped domain with respect to a point \( s_0 \in D \) if \( \mu(D - s_0) + s_0 \in D \) for all \( \mu \in [0, 1) \).

For a closed Jordan curve \( \Gamma \) in \( \mathbb{C} \), we say that \( \Gamma \) is smooth if it admits a parameterization \( z(t) : [0, 2\pi) \to \mathbb{C} \) such that \( z'(t) \) is continuous and \( \neq 0 \), following the definition in [58, Chapter 3.2]. A piecewise smooth Jordan curve without cusps is quasiconformal (refer to [2] and [58, Chapter 5.4] for the characterization of a quasiconformal curve). According to [57, Theorem 9.14], it holds that \( \|G\|_{L^2 \to L^2} \leq \kappa \) for some \( \kappa \in [0, 1) \) if and only if \( \partial \Omega \) is quasiconformal. In particular, the matrix \( 4\lambda^2 I - \overline{GG} \) is invertible for all \( |\lambda| \geq \frac{1}{2} \).

The following theorems are the main results in this section. We provide the proof of Theorem 5.1 at the end of Subsection 5.2.

**Theorem 5.1** (Factorizations of the GPTs for a Lipschitz inclusion). Let \( \Omega \subset \mathbb{R}^2 \) be a simply connected, bounded, and Lipschitz domain with arbitrary constant conductivity \( \sigma_c \) satisfying \( 0 < \sigma_c \neq \sigma_m < \infty \), where \( \partial \Omega \) is a piecewise smooth Jordan curve without cusps. Assume that \( \Omega \) is a star-shaped domain with respect to \( a_0 \), where \( a_0 \) is the constant coefficient of the conformal mapping \( \Psi \) corresponding to \( \Omega \). Then the GPTs of \( \Omega \) admit the matrix factorizations (27) and (28).

In view of the derivation of (34) and (35), Theorem 5.1 directly leads to the following result for a Lipschitz inclusion.

**Theorem 5.2.** Under the same assumptions for \( \Omega \) as in Theorem 5.1, the shape recovery formulas (34) and (35) in Theorem 4.4 hold.

5.1 Shape monotonicity of the GPTs

Harmonic combinations of the GPTs admit shape monotonicity:

**Lemma 5.3** ([10]). Let \( \Omega' \subset \Omega \) and \( J \) be a finite multi-index set. Let \( a_\alpha \) be real-valued constant coefficients such that \( h(x) = \sum_{\alpha \in J} a_\alpha x^\alpha \) is a harmonic polynomial. Then, we have

\[
\sum_{\alpha,\beta \in J} a_\alpha a_\beta M_{\alpha\beta}(\Omega, \lambda) > \sum_{\alpha,\beta \in J} a_\alpha a_\beta M_{\alpha\beta}(\Omega', \lambda) \quad \text{if} \quad \lambda > \frac{1}{2}, \tag{39}
\]

\[
\sum_{\alpha,\beta \in J} a_\alpha a_\beta M_{\alpha\beta}(\Omega, \lambda) < \sum_{\alpha,\beta \in J} a_\alpha a_\beta M_{\alpha\beta}(\Omega', \lambda) \quad \text{if} \quad \lambda < -\frac{1}{2}. \tag{40}
\]

The following monotonicity property of the FPTs will be essentially used to prove Theorem 5.1 in Subsection 5.2.
Lemma 5.4. The linear combinations of the FPTs

\[
\begin{align*}
A_{mn}^{(1)} & := \text{Re} \left\{ \mathcal{F}^{(1)}_{mn} + \mathcal{F}^{(1)}_{nn} + \mathcal{F}^{(2)}_{mn} + \mathcal{F}^{(2)}_{nn} \right\} \pm 2\text{Re} \left\{ \mathcal{F}^{(1)}_{mn} + \mathcal{F}^{(2)}_{mn} \right\}, \\
A_{mn}^{(2)} & := \text{Re} \left\{ -\mathcal{F}^{(1)}_{mn} - \mathcal{F}^{(1)}_{nn} + \mathcal{F}^{(2)}_{mn} + \mathcal{F}^{(2)}_{nn} \right\} \pm 2\text{Re} \left\{ \mathcal{F}^{(1)}_{mn} - \mathcal{F}^{(2)}_{mn} \right\}, \\
A_{mn}^{(3)} & := \text{Re} \left\{ \mathcal{F}^{(1)}_{mn} - \mathcal{F}^{(1)}_{nn} + \mathcal{F}^{(2)}_{mn} + \mathcal{F}^{(2)}_{nn} \right\} \pm 2\text{Im} \left\{ \mathcal{F}^{(1)}_{mn} + \mathcal{F}^{(2)}_{mn} \right\}, \\
A_{mn}^{(4)} & := \text{Re} \left\{ -\mathcal{F}^{(1)}_{mn} + \mathcal{F}^{(1)}_{nn} + \mathcal{F}^{(2)}_{mn} + \mathcal{F}^{(2)}_{nn} \right\} \pm 2\text{Im} \left\{ \mathcal{F}^{(1)}_{mn} - \mathcal{F}^{(2)}_{mn} \right\},
\end{align*}
\]

have increasing and decreasing monotonicity with respect to the domain if \(\lambda > \frac{1}{2}\) and \(\lambda < -\frac{1}{2}\), respectively.

Proof. From the definition of the FPTs and the symmetry of the GPTs, we obtain

\[
\text{Re} \left\{ \mathcal{F}^{(1)}_{mn} + \mathcal{F}^{(1)}_{nn} + \mathcal{F}^{(2)}_{mn} + \mathcal{F}^{(2)}_{nn} \right\} \pm 2\text{Re} \left\{ \mathcal{F}^{(1)}_{mn} + \mathcal{F}^{(2)}_{mn} \right\} = 2 \int_{\partial \Omega} \text{Re} \left\{ F_m \pm F_n \right\} (\lambda I - K^*_{\partial \Omega})^{-1} \left[ \frac{\partial}{\partial \nu} \text{Re} \left\{ F_m \pm F_n \right\} \right] d\sigma.
\]

From Lemma 5.3 with \(h = \text{Re} \{ F_m \pm F_n \}\), we have the monotonicity for \(\text{Re} \{ F^{(1)}_{mn} + F^{(1)}_{nn} + F^{(2)}_{mn} + F^{(2)}_{nn} \} \pm 2\text{Re} \{ F^{(1)}_{mn} + F^{(2)}_{mn} \}\). Similarly, by applying Lemma 5.3 with \(h = \text{Im} \{ F_m \pm F_n \}, \text{Re} \{ F_m \pm iF_n \}, \text{Im} \{ F_m \pm iF_n \}\), we complete the proof. \(\square\)

5.2 Proof of matrix factorizations for a Lipschitz inclusion

For \(\epsilon > 0\), we define

\[
\partial \Omega_\epsilon := \{ \Psi(w) : |w| = \gamma_\epsilon \} \quad \text{with} \quad \gamma_\epsilon = \gamma(1 + \epsilon),
\]

where \(\Psi\) is given by (4). Since \(\Psi\) is conformal in \(\{ w : |w| > \gamma \}\), \(\Omega_\epsilon\) is an analytic domain and \(\Omega \subset \Omega_\epsilon\). We now consider the scaled domain

\[
\Omega^\delta := (1 - \delta)(\Omega - a_0) + a_0 \subset \Omega \quad \text{for} \quad \delta \in (0, 1),
\]

where the subset relation holds due to the star-shaped condition for \(\Omega\). The exterior conformal mapping of \(\Omega^\delta\) is

\[
\Psi^\delta(w) = w + a_0 + \frac{a_0^\delta}{w} + \frac{a_0^2}{w^2} + \cdots \quad \text{for} \quad |w| \geq \gamma^\delta
\]

with \(\gamma^\delta = (1 - \delta)\gamma\) and \(a_0^\delta = (1 - \delta)^{n+1}a_n\). For any \(\epsilon > 0\), we then set

\[
\partial \Omega^\delta_\epsilon := \{ \Psi^\delta(w) : |w| = \gamma^\delta_\epsilon \} \quad \text{with} \quad \gamma^\delta_\epsilon = \gamma^\delta(1 + \epsilon).
\]

Note that \(\Omega_\epsilon\) and \(\Omega^\delta_\epsilon\) are simply connected analytic domains and that

\[
\Omega^\delta_\epsilon = (\Omega^\delta)_\epsilon = (\Omega_\epsilon)^\delta.
\]

For a fixed \(\delta \in (0, 1)\), it follows from (42) that (see Figure 11)

\[
\Omega^\delta_\epsilon \subset \Omega \subset \Omega_\epsilon \quad \text{for a sufficiently small} \ \epsilon > 0, \quad \text{as} \ \epsilon \to 0^+.
\]
Figure 1: The blue, black, and red curves indicate $\partial \Omega^\delta_\epsilon$, $\partial \Omega$, and $\partial \Omega_\epsilon$ for a cap-shaped domain $\Omega$, respectively, where $\Omega$ is a star-shaped domain with respect to $a_0$.

Since $\Omega_\epsilon$ is an analytic domain, (23) holds for $\Omega_\epsilon$, that is,

$$F^{(1)}(\Omega_\epsilon, \lambda) = 4\pi \gamma^N \hat{N} G_\epsilon \left[ I + (1 - 4\lambda^2) \left( 4\lambda^2 I - \frac{1}{\gamma_{\epsilon}^2} G_\epsilon \right)^{-1} \right] \hat{N} \gamma^N,$$

$$F^{(2)}(\Omega_\epsilon, \lambda) = 8\pi \lambda \gamma^N \hat{N} G_\epsilon \left[ I + (1 - 4\lambda^2) \left( 4\lambda^2 I - \frac{1}{\gamma_{\epsilon}^2} G_\epsilon \right)^{-1} \right] \hat{N} \gamma^N.$$  \hspace{1cm} (47)

Here, $G_\epsilon$ is defined by (11) and (13) with $\gamma$ replaced by $\gamma_{\epsilon}$. In other words,

$$G_\epsilon = (1 + \epsilon)^{-N} G (1 + \epsilon)^{-N}. \hspace{1cm} (48)$$

One can easily find that rescaling and shifting of a domain do not change $G$. Namely,

$$G(\Omega^\delta_\epsilon) = G(\Omega). \hspace{1cm} (49)$$

Since $G(\Omega^\delta_\epsilon)$ is generated by the conformal mapping of $\Omega^\delta_\epsilon$ with $\gamma^\delta = \gamma^\delta (1 + \epsilon)$ instead of $\gamma^\delta$, one can easily find that

$$G(\Omega^\delta_\epsilon) = G(\Omega_\epsilon) = G_\epsilon.$$  \hspace{1cm} (50)

Therefore, from (23), we have

$$F^{(1)}(\Omega^\delta_\epsilon, \lambda) = 4\pi \gamma^\delta_\epsilon \hat{N} G_\epsilon \left[ I + (1 - 4\lambda^2) \left( 4\lambda^2 I - \frac{1}{\gamma^\delta_\epsilon} G_\epsilon \right)^{-1} \right] \hat{N} \gamma^\delta_\epsilon,$$

$$F^{(2)}(\Omega^\delta_\epsilon, \lambda) = 8\pi \lambda \gamma^\delta_\epsilon \hat{N} G_\epsilon \left[ I + (1 - 4\lambda^2) \left( 4\lambda^2 I - \frac{1}{\gamma^\delta_\epsilon} G_\epsilon \right)^{-1} \right] \hat{N} \gamma^\delta_\epsilon.$$  \hspace{1cm} (50)

where the only difference from (47) and (50) is that $(\gamma^\delta_\epsilon)^N$ is used instead of $\gamma^\delta_\epsilon$.

From (47), (50) and the fact that $\gamma^\delta_\epsilon = (1 - \delta) \gamma_\epsilon$, the components of the FPTs of $\Omega^\delta_\epsilon$ converge to those of $\Omega_\epsilon$ as $\delta \rightarrow 0^+$ when $\epsilon > 0$ is fixed. In other words, we have the following lemma.

**Lemma 5.5.** For each fixed $\epsilon$, we have

$$\lim_{\delta \rightarrow 0^+} F^{(j)}_{mn}(\Omega_\epsilon, \lambda) = F^{(j)}_{mn}(\Omega_\epsilon, \lambda) \text{ for } j = 1, 2. \hspace{1cm} (51)$$

In the following, we investigate the convergence of $F^{(1)}_{mn}(\Omega_\epsilon, \lambda)$ and $F^{(2)}_{mn}(\Omega_\epsilon, \lambda)$ as $\epsilon$ goes to 0 (see Proposition 5.5). This is much more difficult to prove than Lemma 5.5. We start with a general property of a semi-infinite matrix.
Let \( l^2(\mathbb{C}) \) denote the vector space consisting of all complex sequences \( (x_m) \) satisfying \( \sum_{m=1}^{\infty} |x_m|^2 < \infty \). We can interpret a semi-infinite matrix, namely \( T = (t_{mn}) \), as a linear operator from \( l^2(\mathbb{C}) \) to \( l^2(\mathbb{C}) \) given by
\[
(x_m) \mapsto (y_m) \quad \text{with} \quad y_m = \sum_{n=1}^{\infty} t_{mn} x_n = \lim_{N \to \infty} \sum_{n=1}^{N} t_{mn} x_n, \tag{52}
\]
assuming that the sequence of partial sums converges for each \( m \) and that \( (y_m) \in l^2(\mathbb{C}) \). We denote by \( \|T\| \) the operator norm of \( T \) on \( l^2(\mathbb{C}) \), that is,
\[
\|T\| = \|T\|_{l^2 \to l^2} = \sup_{\|x\|=1} \|Tx\|.
\]
Assume that \( \|T\| < \infty \). We put \( x_n = \delta_{nk} \) to obtain
\[
\|T\|^2 = \sup_{\|(x_n)\|=1} \left( \sum_{m=1}^{\infty} \left( \sum_{n=1}^{\infty} t_{mn} x_n \right)^2 \right) \geq \sum_{m=1}^{\infty} |t_{mk}|^2.
\]
Let \( T^* \) denote the adjoint operator of \( T \). Then, \( T^* = (s_{mn})_{m,n=1}^{\infty} \) with \( s_{mn} = t_{nm} \) and \( \|T\| = \|T^*\| \). By applying the above inequality to \( T^* \), we have
\[
\sum_{m=1}^{\infty} |t_{mk}|^2 \leq \|T\|^2 \quad \text{and} \quad \sum_{m=1}^{\infty} |t_{km}|^2 \leq \|T\|^2 \quad \text{for each} \ k. \tag{53}
\]

The Grunsky coefficients satisfy that (see, for instance, [32, Chapter 4.5])
\[
\sum_{n=1}^{\infty} \left( \sum_{m=1}^{\infty} \sqrt{\frac{n}{m}} \frac{c_{mn}}{\gamma_{m+n}} x_m \right)^2 \leq \sum_{m=1}^{\infty} |x_m|^2 \tag{54}
\]
for all complex sequences \( (x_m) \). From (11) and the symmetry of \( G \), we then have
\[
\|G\|^2 = \sup_{\|(x_n)\|=1} \left( \sum_{m=1}^{\infty} \left( \sum_{n=1}^{\infty} g_{mn} x_n \right)^2 \right) = \sup_{\|(x_n)\|=1} \sum_{m=1}^{\infty} \left( \sum_{n=1}^{\infty} g_{mn} x_n \right)^2 \leq 1.
\]
Assuming that \( \partial \Omega \) is a piecewise smooth Jordan curve without cusps, we have (see [57, Theorem 9.14])
\[
\|G\| \leq \kappa \quad \text{for some} \ \kappa < 1. \tag{55}
\]

We now consider the operator \( G_\epsilon \) (see (18)) as follows.

**Lemma 5.6.** For all \( \epsilon > 0 \) and \( |\lambda| \geq \frac{1}{2} \), we have
\[
\|G_\epsilon\| \leq \|G\|
\]
and
\[
\left\| (4\lambda^2 I - \overline{\gamma} G)^{-1} \right\| , \left\| (4\lambda^2 I - \overline{\gamma} G_\epsilon)^{-1} \right\| \leq \left( 1 - \|G\|^2 \right)^{-1}.
\]
Proof. From (48), it is straightforward to find that
\[ \|G_\epsilon\| = \|(1 + \epsilon)^{-N}G(1 + \epsilon)^{-N}\| \leq \|(1 + \epsilon)^{-N}\|^2 \|G\| \leq \|G\|. \] (56)
From the assumption \(|\lambda| \geq \frac{1}{2}\) and (56), we derive
\[ \left\| (4\lambda^2 I - \overline{G_\epsilon} G_\epsilon)^{-1} \right\| \leq \frac{1}{4\lambda^2} \sum_{n=0}^{\infty} \left\| \frac{1}{4\lambda^2} \overline{G_\epsilon} G_\epsilon \right\|^{2n} \leq \sum_{n=0}^{\infty} \|G_\epsilon\|^{2n} \leq (1 - \|G\|^2)^{-1}. \]
Similarly, we have boundedness for \((4\lambda^2 I - \overline{G})^{-1}\). \(\square\)

The following lemma is essential in proving the convergence of \(F_{mn}^{(1)}(\Omega_\epsilon, \lambda)\) and \(F_{mn}^{(2)}(\Omega_\epsilon, \lambda)\) as \(\epsilon\) tends to zero.

**Lemma 5.7.** Let \(X = (x_{mn})_{m,n=1}^{\infty}\) and \(Y = (y_{mn})_{m,n=1}^{\infty}\) be semi-infinite matrices depending on \(\epsilon\). Assume that \(X, Y\) are uniformly bounded with respect to \(\epsilon\), i.e., \(\|X\|, \|Y\| \leq M < \infty\) for some constant \(M\) independent of \(\epsilon\). Then, the \((m,n)\)-component of \(X(G_\epsilon - G)Y\) satisfies that
\[ \lim_{\epsilon \to 0^+} \left\| X(G_\epsilon - G)Y \right\|_{mn} = 0 \quad \text{for each } m, n. \]

**Proof.** Fix \(m, n \in \mathbb{N}\). We have
\[
\left\| X(G_\epsilon - G)Y \right\|_{mn} = \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} |x_{mk}| g_{kl} \left[ (1 + \epsilon)^{-k-l} - 1 \right] y_{ln} \\
\leq \sum_{k=1}^{\infty} \left( (1 + \epsilon)^{-k} - 1 \right) x_{mk} \sum_{l=1}^{\infty} g_{kl} (1 + \epsilon)^{-l} y_{ln} + \sum_{k=1}^{\infty} x_{mk} \sum_{l=1}^{\infty} g_{kl} (1 + \epsilon)^{-l} y_{ln} \\
=: S_1 + S_2.
\]
It is sufficient to show that \(S_1, S_2 \to 0\) as \(\epsilon \to 0^+\).
From the Cauchy-Schwarz inequality and (54), we have
\[
S_1 \leq \left( \sum_{k=1}^{\infty} \left| (1 + \epsilon)^{-k} - 1 \right|^2 |x_{mk}|^2 \right)^{\frac{1}{2}} \left( \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} g_{kl} (1 + \epsilon)^{-l} y_{ln}^2 \right)^{\frac{1}{2}} \\
\leq \left( \sum_{k=1}^{\infty} \left( 1 - (1 + \epsilon)^{-k} \right)^2 |x_{mk}|^2 \right)^{\frac{1}{2}} \left( \sum_{l=1}^{\infty} |(1 + \epsilon)^{-l} y_{ln}|^2 \right)^{\frac{1}{2}} \leq \left( \sum_{k=1}^{\infty} \left( 1 - (1 + \epsilon)^{-k} \right)^2 |x_{mk}|^2 \right)^{\frac{1}{2}} \left( \sum_{l=1}^{\infty} |y_{ln}|^2 \right)^{\frac{1}{2}} \leq \left( \sum_{k=1}^{\infty} \left( 1 - (1 + \epsilon)^{-k} \right)^2 |x_{mk}|^2 \right)^{\frac{1}{2}} \left( \sum_{l=1}^{\infty} |y_{ln}|^2 \right)^{\frac{1}{2}} \leq M^2, \]
(57)
It then follows from (53) that
\[
\sum_{k=1}^{\infty} \left( 1 - (1 + \epsilon)^{-k} \right)^2 |x_{mk}|^2 \leq \sum_{k=1}^{\infty} |x_{mk}|^2 \leq \|X\|^2 \leq M^2,
\]
\[
\sum_{l=1}^{\infty} \left( 1 + \epsilon \right)^{-l} |y_{ln}|^2 \leq \sum_{l=1}^{\infty} |y_{ln}|^2 \leq \|Y\|^2 \leq M^2 \quad \text{independent of } \epsilon.
\]
Applying the dominated convergence theorem, we obtain
\[
\lim_{\epsilon \to 0^+} \sum_{k=1}^{\infty} \left(1 - (1 + \epsilon)^{-k}\right)^2 |x_{mk}|^2 = \sum_{k=1}^{\infty} \lim_{\epsilon \to 0^+} \left(1 - (1 + \epsilon)^{-k}\right)^2 |x_{mk}|^2 = 0. \tag{58}
\]
From (57) and (58), \(S_1\) converges to 0 as \(\epsilon \to 0^+\).

Similarly, we derive
\[
S_2 = \sum_{k=1}^{\infty} \left| x_{mk} \sum_{l=1}^{\infty} g_{kl} \left(1 + \epsilon\right)^{-l} - 1 \right| y_{ln} \leq \left( \sum_{k=1}^{\infty} |x_{mk}|^2 \right)^{\frac{1}{2}} \left( \sum_{k=1}^{\infty} \left| \sum_{l=1}^{\infty} g_{kl} \left(1 + \epsilon\right)^{-l} - 1 \right| y_{ln} \right)^{\frac{1}{2}} \leq \|X\| \left( \sum_{l=1}^{\infty} \left(1 - (1 + \epsilon)^{-l}\right)^2 |y_{ln}|^2 \right)^{\frac{1}{2}} \to 0 \quad \text{as} \quad \epsilon \to 0^+. \tag{59}
\]
This completes the proof. \(\square\)

**Proposition 5.8.** As \(\epsilon\) tends to zero, the right-hand sides of (67) converge to the formulas with \(\gamma\) in the place of \(\gamma_{\epsilon}\), that is, for each \(m, n, \)
\[
\lim_{\epsilon \to 0^+} \mathcal{F}_{mn}^{(1)}(\Omega_{\epsilon}, \lambda) = \left[ 4\pi \gamma_{\epsilon}^N N^\frac{1}{2} G \left[ I + (1 - 4\lambda^2) (4\lambda^2 I - \overline{G}G)^{-1} \right] N^\frac{1}{2} \gamma_{\epsilon}^N \right]_{mn},
\]
\[
\lim_{\epsilon \to 0^+} \mathcal{F}_{mn}^{(2)}(\Omega_{\epsilon}, \lambda) = \left[ 8\pi \lambda \gamma_{\epsilon}^N N^\frac{1}{2} \left[ I + (1 - 4\lambda^2) (4\lambda^2 I - \overline{G}G)^{-1} \right] N^\frac{1}{2} \gamma_{\epsilon}^N \right]_{mn}. \tag{60}
\]

**Proof.** Since \(\gamma_{\epsilon}^N N^\frac{1}{2} G_{\epsilon}^N N^\frac{1}{2} \gamma_{\epsilon}^N = C = \gamma^N N^\frac{1}{2} G N^\frac{1}{2} \gamma^N\), we cancel out the first term of \(\mathcal{F}_{mn}^{(1)}\) and get
\[
\mathcal{F}_{mn}^{(1)}(\Omega_{\epsilon}, \lambda) - \left[ 4\pi \gamma_{\epsilon}^N N^\frac{1}{2} G \left[ I + (1 - 4\lambda^2) (4\lambda^2 I - \overline{G}G)^{-1} \right] N^\frac{1}{2} \gamma_{\epsilon}^N \right]_{mn} = 4\pi \sqrt{mn} \left( 1 - 4\lambda^2 \right) \left( \gamma_{\epsilon}^{m+n} \left[ G_{\epsilon} (4\lambda^2 I - \overline{G}_\epsilon G_{\epsilon})^{-1} \right]_{mn} - \gamma_{\epsilon}^{m+n} \left[ G (4\lambda^2 I - \overline{G}G)^{-1} \right]_{mn} \right).
\]
We then have
\[
\gamma_{\epsilon}^{m+n} \left[ G_{\epsilon} (4\lambda^2 I - \overline{G}_\epsilon G_{\epsilon})^{-1} \right]_{mn} - \gamma_{\epsilon}^{m+n} \left[ G (4\lambda^2 I - \overline{G}G)^{-1} \right]_{mn} = \gamma_{\epsilon}^{m+n} \left[ (G_{\epsilon} - G) (4\lambda^2 I - \overline{G}_\epsilon G_{\epsilon})^{-1} \right]_{mn}
\]
\[
+ \gamma_{\epsilon}^{m+n} \left[ G (4\lambda^2 I - \overline{G}_\epsilon G_{\epsilon})^{-1} (\overline{G}_\epsilon - G) G_{\epsilon} (4\lambda^2 I - \overline{G}G)^{-1} \right]_{mn}
\]
\[
+ \gamma_{\epsilon}^{m+n} \left[ G (4\lambda^2 I - \overline{G}_\epsilon G_{\epsilon})^{-1} G (G_{\epsilon} - G) (4\lambda^2 I - \overline{G}G)^{-1} \right]_{mn}
\]
\[
+ \left( \gamma_{\epsilon}^{m+n} - \gamma_{\epsilon}^{m+n} \right) \left[ G (4\lambda^2 I - \overline{G}G)^{-1} \right]_{mn}.
\]
From Lemma 5.6 and Lemma 5.7, this term converges to 0 as \(\epsilon \to 0^+\).
Similarly, it holds that

\[
F_{mn}^{(2)}(\Omega_\epsilon, \lambda) = 8\pi \lambda \gamma N^{\frac{1}{2}} \left[ I + (1 - 4\lambda^2) (4\lambda^2 I - G)^{-1} \right] \left[ (4\lambda^2 I - \overline{G})^{-1} \right]_{mn}
\]

The first term converges to 0 as \( \epsilon \to 0^+ \). The second terms satisfies

\[
\gamma_{\epsilon}^{m+n} \left[ (4\lambda^2 I - \overline{G}G_{\epsilon})^{-1} \right]_{mn} = \left( (\gamma_{\epsilon}^{m+n} - \gamma_{m+n}) \right) \left[ (4\lambda^2 I - \overline{G})^{-1} \right]_{mn}
\]

From Lemma 5.6 and Lemma 5.7, this term converges to 0 as \( \epsilon \to 0^+ \). Hence, we prove the proposition.

Let \( \delta \in (0, 1) \) be fixed. By applying Proposition 5.8 to \( \Omega_\epsilon^\delta \) and using (49), we have

\[
\lim_{\epsilon \to 0^+} F_{mn}^{(1)}(\Omega_\epsilon^\delta, \lambda) = 4\pi (\gamma^\delta)^N N^{\frac{1}{2}} G \left[ I + (1 - 4\lambda^2) (4\lambda^2 I - \overline{G})^{-1} \right] \left[ (4\lambda^2 I - \overline{G})^{-1} \right]_{mn},
\]

\[
\lim_{\epsilon \to 0^+} F_{mn}^{(2)}(\Omega_\epsilon^\delta, \lambda) = 8\pi \lambda (\gamma^\delta)^N N^{\frac{1}{2}} \left[ I + (1 - 4\lambda^2) (4\lambda^2 I - \overline{G})^{-1} \right] \left[ (4\lambda^2 I - \overline{G})^{-1} \right]_{mn}.
\]

Because of \( \gamma^\delta = (1 - \delta) \gamma \), one can easily find that \( \lim_{\epsilon \to 0^+} F_{mn}^{(j)}(\Omega_\epsilon^\delta, \lambda) \) converges to the right-hand sides of the equations in (60) as \( \delta \to 0^+ \). In view of Lemma 5.5 and Proposition 5.8, we conclude that

\[
\lim_{\epsilon \to 0^+} \lim_{\delta \to 0^+} F_{mn}^{(j)}(\Omega_\epsilon^\delta, \lambda) = \lim_{\delta \to 0^+} F_{mn}^{(j)}(\Omega_\epsilon^\delta, \lambda) = \lim_{\epsilon \to 0^+} F_{mn}^{(j)}(\Omega_\epsilon^\delta, \lambda) \text{ for } j = 1, 2. \tag{61}
\]

**Proof of Theorem 5.1** From (24) and the fact that \( P \) is invertible, it is sufficient to prove that the FPTs of \( \Omega \) satisfy (23) under the same assumptions as in Theorem 5.1.

Fix indices \( m, n \). Assume that \( \lambda > \frac{1}{2} \). As in Lemma 5.4 we set

\[
A_{mn}^{(+1)} = \text{Re} \left\{ F_{mn}^{(1)} + F_{mn}^{(2)} + F_{mn}^{(2)} \right\} + 2\text{Re} \left\{ F_{mn}^{(1)} + F_{mn}^{(2)} \right\}.
\]

From (61), it holds that

\[
\lim_{\epsilon \to 0^+} A_{mn}^{(+1)}(\Omega_\epsilon, \lambda) = \lim_{\delta \to 0^+} \lim_{\epsilon \to 0^+} A_{mn}^{(+1)}(\Omega_\epsilon^\delta, \lambda). \tag{62}
\]

From Lemma 5.3 and the fact that \( \Omega \subset \Omega_\epsilon \) for \( \epsilon > 0 \), we have

\[
\lim_{\epsilon \to 0^+} A_{mn}^{(+1)}(\Omega_\epsilon, \lambda) \geq A_{mn}^{(+1)}(\Omega, \lambda) \geq A_{mn}^{(+1)}(\Omega, \lambda) \geq \lambda \geq \lambda \tag{63}
\]
On the other hand, (65) and the monotonicity of \( A_{mn}^{(1)} \) imply that
\[
\lim_{\epsilon \to 0^+} A_{mn}^{(1)}(\Omega_\epsilon^\delta, \lambda) \leq A_{mn}^{(1)}(\Omega, \lambda) \quad \text{for each fixed} \quad \delta \in (0, 1).
\]

Therefore, we derive
\[
\lim_{\delta \to 0^+} \lim_{\epsilon \to 0^+} A_{mn}^{(1)}(\Omega_\epsilon^\delta, \lambda) \leq A_{mn}^{(1)}(\Omega, \lambda).
\]

By applying this relation to (62) and (63), we conclude that
\[
A_{mn}^{(1)}(\Omega, \lambda) = \lim_{\epsilon \to 0^+} A_{mn}^{(1)}(\Omega_\epsilon, \lambda).
\]

One can also prove this relation for \( \lambda < -\frac{1}{2} \).

Furthermore, similar relations hold for \( A_{mn}^{(-1)} \) and \( A_{mn}^{(\pm j)} \), \( j = 2, 3, 4 \). Note that \( F_{mn}^{(1)} \) and \( F_{mn}^{(2)} \) are linear combinations of \( A_{mn}^{(\pm j)} \), \( j = 1, 2, 3, 4 \). It then directly follows that, for each \( m, n, \)
\[
F_{mn}^{(k)}(\Omega, \lambda) = \lim_{\epsilon \to 0^+} F_{mn}^{(k)}(\Omega_\epsilon, \lambda), \quad k = 1, 2.
\]

Combining this convergence and Proposition 5.8, we conclude that the factorization (23) also holds for \( \Omega \) that satisfies the assumptions in Theorem 5.1. \( \square \)

6 Numerical results

In this section, we propose a semi-analytic imaging scheme for a planar conductivity inclusion with arbitrary constant conductivity based on Theorems 4.4 and 5.2. To demonstrate the validity of the proposed reconstruction approach, we present numerical simulations with objects of different shapes.

6.1 Reconstruction scheme

Let \( \Omega \) be an unknown inclusion having constant conductivity \( \sigma_c \). Set \( \lambda = \frac{\sigma_c + \sigma_m}{2(\sigma_c - \sigma_m)} \). For an inclusion with a \( C^{1, \alpha} \) boundary, we apply Theorem 4.4 with measurements of \( N^{(1)} \) and \( N^{(2)} \). By Theorem 5.2, the same reconstruction procedure is valid for inclusions with corners.

We first find \( \lambda \) by using the constraint equation (34) in Theorem 4.3, that is,
\[
\lambda = \pi \frac{\tilde{N}_{11}^{(2)} \tilde{N}_{22}^{(2)} - \tilde{N}_{12}^{(2)} \tilde{N}_{21}^{(2)}}{\left( \tilde{N}_{11}^{(2)} \right)^3}. \tag{64}
\]

We note that the modified GPTs \( \tilde{N}^{(1)}(\Omega, \lambda) \) and \( \tilde{N}^{(2)}(\Omega, \lambda) \) are defined by (30) in terms of \( \lambda \) and the original contracted GPTs \( N^{(1)}(\Omega, \lambda) \) and \( N^{(2)}(\Omega, \lambda) \). We can rewrite (64) as
\[
\lambda = f(\lambda), \quad f(t) := \pi \frac{\tilde{N}_{11}^{(2)}(t) \tilde{N}_{22}^{(2)}(t) - \tilde{N}_{12}^{(2)}(t) \tilde{N}_{21}^{(2)}(t)}{\left( \tilde{N}_{11}^{(2)}(t) \right)^3},
\]
with a variable \( t \in (-1/2, 1/2) \) and
\[
\bar{N}^{(1)}(t) := N^{(1/2)}M(t)N^{(2)}, \quad \bar{N}^{(2)}(t) := M(t)N^{(2)},
\]
\[
M(t) = \left( I - N^{(1/2)}N^{(1/2)} \right) \left( I - 4t^2 N^{(1/2)}N^{(1/2)} \right)^{-1},
\]
where \( N^{(1)} = N^{(1)}(\Omega, \lambda) \), \( N^{(2)} = N^{(2)}(\Omega, \lambda) \) and \( N^{(1/2)} = N^{(1)}(N^{(2)})^{-1} \) are given by measurements and are not modified by \( t \). Since it is not possible to explicitly solve (64) for \( \lambda \), we instead apply the fixed-point iteration method to find the numerical solution. Afterward, we retrieve the conformal mapping coefficients \( \gamma, a_0, \) and \( a_m \) by the explicit formula (35) in Theorem 4.4 (b).

To develop the recovery method to be more realistic, we replace the semi-infinite matrices of the contacted GPTs by their finite section matrices. In other words, for some \( \text{Ord} \geq 2 \), we approximate \( N^{(1)}, N^{(2)} \) by the truncated matrices as
\[
N^{(j)} \approx \left( N^{(j)}_{mn} \right)_{1 \leq m, n \leq \text{Ord}}, \quad j = 1, 2, \tag{65}
\]
and compute \( N^{(1/2)} = N^{(1)}(N^{(2)})^{-1} \) with the truncated matrices. With these finite approximations of \( N^{(1)}, N^{(2)} \) and \( N^{(1/2)} \), we recover the conductivity constant \( \sigma_c \) (or, \( \lambda \)) and the shape of \( \Omega \) by the following two-step procedure.

- **Step 1.** Set the initial guess as
\[
\lambda_0 = \pi \frac{N^{(2)}_{11}(\Omega, \lambda)N^{(2)}_{22}(\Omega, \lambda) - N^{(2)}_{12}(\Omega, \lambda)N^{(2)}_{21}(\Omega, \lambda)}{\left( N^{(2)}_{11}(\Omega, \lambda) \right)^2},
\]
where the right-hand side is given by the measurements. For \( k \geq 0 \), we recursively define
\[
\lambda_{k+1} = f(\lambda_k)
\]
until the tolerance criterion
\[
\left| \frac{\lambda_{k+1} - \lambda_k}{\lambda_k} \right| < 10^{-10}
\]
is met.

- **Step 2.** We compute \( \gamma, a_0 \) and \( a_m \) for \( m \leq \text{Ord} \) by the explicit formula (35) in Theorem 4.4 (b). With these conformal mapping coefficients, we recover the target anomaly \( \Omega \) by taking the image of
\[
\Psi_{\text{Ord}}(w) = w + a_0 + \frac{a_1}{w} + \frac{a_2}{w^2} + \cdots + \frac{a_{\text{Ord}}}{w^{\text{Ord}}}, \quad |w| = \gamma.
\]
Then, real and imaginary parts of \( \Psi_{\text{Ord}}(w) \) represent the coordinates of the boundary of the inclusion.
6.2 Examples

We show numerical results of four different shapes of the domains. Figure 2 illustrates the shapes. All four domains satisfy the domain assumption in Theorem 4.4 or in Theorem 5.2. Examples in Figure 2 (a, b) have $C^{1,\alpha}$ boundaries, and examples in Figure 2 (c, d) have boundaries that are piecewise smooth Jordan curves without cusps and satisfy the star-shaped condition in Theorem 5.2. We set $\sigma_m = 1$.

![Figure 2: Target geometries of simply connected planar inclusions. The kite- and starfish-shaped domains have $C^{1,\alpha}$ boundaries, and the cap-shaped domain and perturbed ellipse are Lipschitz domains satisfying the star-shaped condition in Theorem 5.2](image)

Figure 2: Target geometries of simply connected planar inclusions. The kite- and starfish-shaped domains have $C^{1,\alpha}$ boundaries, and the cap-shaped domain and perturbed ellipse are Lipschitz domains satisfying the star-shaped condition in Theorem 5.2.

To obtain numerical values of the GPTs, we compute the integral definition (3) for the GPTs, where the definition involves a Fredholm second-kind integral equation containing the NP operator, by applying Nyström discretization to this integral equation. See [6, Sections 17.1, 17.3] for numerical codes to compute the GPTs of smooth domains. In our examples with corners, the Nyström discretization is accelerated and stabilized using recursively compressed inverse preconditioning (RCIP) [39]. We refer the reader to [24, 40, 41] for computational examples of this procedure.

Example 1 (Kite-shaped domain). First, we consider the kite-shaped inclusion whose shape is portrayed in Figure 2 (a). The boundary curve is parametrized by

$$x(t) = (\cos(t) + 0.65 \cos(2t), 1.5 \sin(t)), \quad t \in [0, 2\pi).$$

Figure 3 presents reconstruction results for the material parameter $\sigma_c$ (equivalently, $\lambda = \frac{\sigma_c + \sigma_m}{2(\sigma_c - \sigma_m)}$) and shape of the inclusion from the GPTs $N_{mn}^{(j)}$, $m, n \leq \text{Ord}$, with various Ord. For this and the following examples, the black solid curve indicates the boundary of the target domain, the red dotted curve indicates the recovered boundary, and $\lambda^{\text{rec}}$ denotes the reconstructed value of $\lambda$. The imaging accuracy improves as Ord increases. Even with low orders of the GPTs, the location and shape of the target are approximately identified (see Figure 3 (a,b)). The shape recovery scheme precisely produces the shape of the target using higher-order GPTs, as exhibited in Figure 3 (d).
Figure 3: Recovery of the kite-shaped domain with $\sigma_c = 3$ (i.e., $\lambda = 1$). The GPTs $N^{(1)}_{mn}$ and $N^{(2)}_{mn}$ are used for $m, n \leq \text{Ord} = 2, 3, 5, 10$. The black solid curve indicates the boundary of the target domain, the red dotted curve indicates the recovered boundary, and $\lambda^{\text{rec}}$ denotes the reconstructed value of $\lambda$.

**Example 2** (Starfish-shaped domain). In this example, the starfish-shaped domain displayed in Figure 2(b) is investigated, where the parameterization is given by

$$x(t) = \left( \cos(t) + 0.25 \cos(5t) \cos(t), \sin(t) + 0.25 \cos(5t) \sin(t) \right), \quad t \in [0, 2\pi).$$

For the GPTs up to various orders, Figure 4 illustrates reconstruction results for the starfish-shaped domain. The coefficient $a_m$ of this domain decays more slowly than that of the kite-shaped domain in Example 1. To approximate the boundary of the starfish-shaped domain to a high level of accuracy, one needs the GPTs of higher orders than in Example 1. Interestingly, it turns out that, in comparison to the convex parts, recovering the concave part of the boundary is more difficult.

We treat two objects containing corners on their boundary in Example 3 and Example 4.

Figure 4: Recovery of the starfish-shape domain with $\sigma_c = 0.8$ (i.e., $\lambda = -4.5$) from the GPTs of orders up to Ord = 2, 5, 10, 25. The coefficient $a_m$ of this domain decays in $m$ more slowly than that of the kite-shaped domain in Example 1. To accurately retrieve the boundary of the domain, one needs the GPTs of higher orders than for the kite-shaped example.
Example 3 (Cap-shaped domain). We consider the cap-shaped domain in Figure 2(c), which is generated by the boundary parameterization

\[ x(t) = \begin{cases} 
- \frac{1}{2} \sin (4\pi ct) - \frac{\sqrt{2}\pi}{4}, & t \in [0, t_1), \\
2\pi c(t - t_2) - \sqrt{2} \arcsin \left(\frac{\sqrt{2}}{2} \cos (2\pi a)\right), & t \in [t_1, t_2), \\
- \sqrt{2} \arcsin \left(\frac{\sqrt{2}}{2} \cos (2\pi c(t - t_2) + 2\pi a)\right), & t \in [t_2, 1), \\
- \arcsinh \left(\sin (2\pi c(t - t_2) + 2\pi a)\right), & t \in [t_2, 1), 
\end{cases} \]

where

\[ a = \frac{1}{2} - \frac{1}{2\pi} \arcsin \left(\sinh \left(\frac{1}{2}\right)\right), \quad b = a - \frac{1}{4\pi} - \frac{\sqrt{2}}{8} + \frac{\sqrt{2}}{2\pi} \arcsin \left(\frac{\sqrt{2}}{2} \cos (2\pi a)\right), \quad c = \frac{9}{8} - b, \]

\[ t_1 = \frac{1}{8c} \approx 0.1122, \quad t_2 = t_1 + \left(\frac{a - b}{c}\right) \approx 0.4731. \]

Figure 5 indicates that we can retrieve the conductivity \(\sigma_c\) (or, \(\lambda\)) and shape of an inclusion even when the inclusion has corners on its boundary. As in Example 2, it is more difficult to perfectly recover the concave part of the boundary than the convex part via the proposed method.
Figure 5: Recovery of the cap-shaped domain with $\sigma = 0.5$ (i.e., $\lambda = -1.5$) from the GPTs of orders up to $\text{Ord} = 2, 5, 10, 20$. The proposed reconstruction scheme works well for this inclusion with corners.

**Example 4** (Perturbed ellipse). We consider the perturbed ellipse in Figure 2(d), which has a tiny corner on its boundary and is generated by the following parameterization

$$x(t) = \begin{cases}
\left(\frac{a \cos(t_0) - c_0}{t_0} t + c_0, \frac{b \sin(t_0)}{t_0} t\right), & t \in \left[0, t_0\right), \\
\left(a \cos(t), b \sin(t)\right), & t \in \left[t_0, 2\pi - t_0\right), \\
\left(\frac{a \cos(2\pi - t_0) - c_0}{t_0} (2\pi - t) + c_0, \frac{b \sin(2\pi - t_0)}{t_0} (2\pi - t)\right), & t \in \left[2\pi - t_0, 2\pi\right),
\end{cases}$$

where

$$a = 1, \quad b = \frac{7}{3}, \quad t_0 = \sin^{-1}\left(\frac{1}{4b\sqrt{2}}\right) \approx 0.0758, \quad c_0 = \sqrt{1 - \frac{1}{32b^2}} + \frac{1}{4\sqrt{2}} \approx 1.1739.$$  

Figure 6 displays the reconstruction results with magnified images near the tiny corner. As shown in Figure 6(d), the small corner can be recovered by the proposed method with high-order GPTs. We note that the corner is smoothened when $\text{Ord}$ is not large enough; see Figure 6(a–c).

7 Conclusion

We developed an analytical method of recovering a planar conductivity inclusion from exterior measurements, where the inclusion is assumed to be a simply connected domain and to be isotropic and homogeneous with arbitrary constant conductivity. Based on the concept of the FPTs, we established matrix factorizations for the GPTs that hold for an inclusion with arbitrary constant conductivity, where the inclusion is either a smooth domain or a star-shaped Lipschitz domain. The matrix factorizations lead us to an inversion formula for a conductivity inclusion. It would be of interest if the proposed inversion scheme–Theorems 4.4 and 5.2–could be extended to a general Lipschitz inclusion not assuming the star-shaped condition. We expect this generalization to be possible considering the shape monotonicity of the GPTs and the smooth approximation for a Lipschitz domain.
Figure 6: Recovery of the perturbed ellipse with \( \sigma = 3 \) (i.e., \( \lambda = 1 \)) from the GPTs of orders up to \( \text{Ord} = 2, 10, 15, 25 \). The image in a rectangle near the tiny corner is magnified. The proposed reconstruction scheme recovers the corner with \( \text{Ord} = 25 \), while the corner is smoothened when \( \text{Ord} \) is not large enough.
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