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Abstract—The techniques associated with the Test Case Prioritization (TCP) are used to reduce the cost of regression testing to achieve the objectives that the modifications in the target code would not impact the functionality of updated software. The effectiveness of the TCP is measured based on the cost, code coverage, and fault detection ability. The regression testing techniques proposed so far are focusing on one or two effectiveness parameters. In this paper, we presented a state-of-art review of the approaches used in regression testing in detail. The second objective is to combine these effective adequacy measures into a single or multi-objective TCP task. This systematic literature review is conducted to identify the state-of-the-art research in regression TCP from 2007 to 2020. The research identifies fifty-two (52) relevant studies that were focusing on these three selection parameters to justify their findings. The results reveal that there were six families of regression TCP in which meta-heuristic regression TCP were reported in 38% and generic regression TCP techniques in 31%. The parameters used as prioritization criteria were cost, code coverage, and fault detection ability. The code coverage is reported by 38%, cost in 17%, and cost and code coverage in 31%. There were three sources for datasets were identified named Software artefact Infrastructure Repository (SIR), Apache Software Foundation, and Git Hub. The measurement and metrics used to validate the effectiveness are inclusiveness, precision, recall, and retest-all.
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I. INTRODUCTION

Regression Testing (RT) is an iterative fragment of the software testing and also the primary activity during the maintenance phase. In the literature, it is mentioned that 70% of the testing cost is consumed by regression testing [1]. Once a software system is reorganized, code is modified. Whenever a software needs to be re-tested, the tester may prioritize, select or reduce the test suite size, to achieve multiple objectives of testing like code coverage, fault detection rate, cost of testing, or time. The objective of regression testing is to provide the confidence that changes did not affect the new product and reduce the overall cost of the testing. All these objectives are difficult to achieve in a single testing cycle. If the coverage should increase, cost and time also increased [2]. In regression testing, 100% of code coverage may not be preferred. The efficiency of prioritization may raise the yield of the testing procedure by the means of fault detection ability.

RT helps in testing the code by analyzing the target code both in original and updated form. Furthermore, it performs checking with the assumption that the updates in the target code has minimum or negligible effects on the services provided by the software [3]. The reports claim that code testing is 80% of the total cost of the software cost which is different from the maintenance cost that is about 50% of the total cost [4-6]. One of the objectives of regression testing is to reduce the testing cost by using the state-of-art approaches used in Test Case Selection (RTS), Test Case Prioritization (TCP) along Test Case Reduction (RTR) [7].

The classic techniques of TCP consist of three general components, TCP framework, prioritization parameters and prioritization adequacy measures as shown in Fig. 1. This generalized process takes original program P, modified program P’ and test suites T as input. The prioritization process may have a framework which identifies the code change information from P and P’ and other relevant information like code coverage, fault detection ability, and executional cost. The test case prioritization measure may prioritize the test cases from T and move them to T’ (a subset of T), based on computations performed by selection logic described in the framework. The TCP adequacy measures are used to assess the effectiveness of TCP technique and results produced by this technique.

The TCP adequacy measures are effective in judging the effectiveness of the TCP process. These measures are computed in two ways in the TCP process, the first is to prioritize the test cases on these prioritization contexts like TCP based on coverage measures, TCP based on cost measures, and TCP based on fault rates. The second use is to assess the effectiveness of TCP by coverage or cost optimization. There are four challenges to organizing the three parameters (cost, coverage, and fault detection) in a fashion to assess their importance, dependencies, and priority concerning each other. The other challenge is to choose the appropriate type of these measures, like coverage subtypes, cost subtypes, fault types, and severity. The third challenge is to identify the relevant frameworks that adjust the three parameters for the prioritization of test cases and their adequacy scale and use as adequacy measure. The fourth challenge is to identify the techniques based on these effectiveness measures, such as execution cost, code coverage, and fault detection ability. The primary objective of this paper is to define the TCP effectiveness based on cost, code coverage, and fault detection ability as effectiveness contributors. Furthermore, this survey assesses the current state-of-the-art algorithms in the design of
the regression test case prioritization frameworks and techniques so far. The secondary objectives of this research are to identify the available datasets and methods for the solution of test case prioritization problems.

![Fig. 1. Maintenance Process Model.](image)

The rest of the paper is organized as follows: Section II formulates the literature selection process of the studies; Section III encompasses data extraction and Section IV includes the related work that reviews operational profiles. Finally, Section V concludes this research.

II. SYSTEMATIC LITERATURE REVIEW PROCESS

To conduct this SLR, three guidelines are followed [1-3]. These guidelines provide the steps to conduct the literature review. The SLR method of conducting a literature review is borrowed from clinical research to organize the data from previous research and systematically deducing the results. The sub-sections include these step by step details to conduct the research process. These steps are review protocol, framing research questions, the primary studies selection, search keyword selection, inclusion and exclusion criteria for primary studies and results and synthesis based on selected primary studies. Initially some papers were handpicked seeing the titles and abstracts. Then, a citation based on forwarding snowballing strategy was adopted [16], computing inclusion and exclusion criteria and examining search statistics of the focused domain. In the subsequent stage, specialized search queries were formed to gather the studies that satisfied the inclusion-exclusion criteria and their match relevance.

A. Review Protocol

The SLR review protocol helps us to execute this research process with necessary actions and outputs. The SLR research protocol is shown in Fig. 2. The SLR process is started to provide the rationale for the purpose and need of study. The research questions are framed to collect the data for the purpose of fulfilling the research objectives. The next step is to collect the primary studies, inclusion and exclusion criteria, which helps to collect the most relevant research studies with respect to the research questions framed for this SLR. The data extraction method is devised to collect data from primary studies and then finally the data has been collected for synthesis and analysis purpose.

![Fig. 2. The Review Protocol for Systematic Literature Review.](image)

B. Research Questions

The research questions are framed with the help of discussions with the domain experts and software testing literature blind searches. The primary focus of these research questions is to find out the most relevant research on regression based test case prioritization adequacy criteria for test case prioritization, datasets available and used in controlled experiments for test case prioritization, measurements, and metrics available for regression testing and test case prioritization. The focus of these research questions was also to find those test case prioritization techniques which use more than one or two prioritization parameters and the effects of these parameters on the results of these techniques. The SLR also tries to focus on effectiveness as a measurable fact which so far discussed in the literature as a qualitative fact instead of a quantitative parameter [3, 12, 13]. The research questions are shown in Table I, with their justification to include in this SLR.

C. The Study Selection Procedure

The most important part of an SLR is its selection of primary studies which provides the ground for synthesis and analysis of data. The objective is to collect the most relevant data for results that identify the domain trends and dominant research problems with their solution space [3]. The quality of results based on the relevance of these primary studies. The selection of primary studies for this SLR based on the following steps.

- The selection of research repositories.
- The formulation and choice of keywords for search queries.
- The inclusion and exclusion criteria for searched studies with respect to the research questions.
TABLE I. THE RESEARCH QUESTIONS FOR SYSTEMATIC LITERATURE REVIEW

| No. | Research Questions | Justification |
|-----|-------------------|---------------|
| RQ-1 | What is the state of the art research in regression TCP types/techniques? | The objective of this research question is to identify the important trends in the regression TCP research domain in order to collect the evidence for design and analysis for new and emerging regression TCP techniques. |
| RQ-2 | What are the selection parameters used in regression TCP techniques? | The objective of this research question is to identify all possible selection parameters for regression TCP techniques and to find why they are used as selection criteria for test case selection. |
| RQ-3 | What type of datasets used in regression TCP experiments? | The purpose of this research question is to find out the datasets for regression TCP experimentation and their usage. |
| RQ-4 | What type of metrics/evaluation criterions are used to verify the regression TCP techniques? | This research question helps to identify the possible metrics to evaluate and verify the regression TCP techniques and methods. |

1) The selection research repositories: The process to identify the primary studies has been initiated by randomly entering the search keywords to research repositories. These retrieved research studies are then compared to the objectives of the research questions and inclusion/exclusion criterion has been applied to these retrieved research studies. The choice of research repositories is quite important because of the quality dependent on these choices. For this purpose, in mind, the authors used the following research repositories is used for this process.

   a) Science Direct.
   b) IEEE Explore.
   c) ACM Library.

The choice of these repositories based on the fact that IEEE Explore and ACM Library contains almost every important conference in the software testing domain. The Science Direct contains the research studies of almost all important journals relevant to the software testing research domain [4, 5].

2) Search keywords selection: A precise and systematic approach has been devised to search the search keywords. The approach is comprising of the following steps.

   a) The most repeated keywords are selected from review papers on software testing and regression testing.
   b) Find out the matching words, alternative keywords, similar words for these most frequently used terms in software testing literature.
   c) Then devised search strings and search queries by using AND, OR and NOT operators available in research repositories search engines.
   d) In the last step, we apply manual verification on searched studies that the research studies are relevant to the research questions.

In order to collect the most relevant research studies, authors try to switch the keywords with OR operator with author titles and author keywords are switched. The time period is also defined from 2007 to 2019 to limit the number of studies and covering the last twelve years of progress in the domain. This time limit was applied to the reason that software testing has a tremendous amount of research papers, but the systematic methodology was adopted in the year 2007, so it is helpful to limit the most relevant studies by applying this time limit. The search queries are shown in Table II.

TABLE II. THE SEARCH QUERY FOR SYSTEMATIC LITERATURE REVIEW

| Repository | Search Query |
|------------|--------------|
| IEEE       | ((("Publication Title":test case prioritization) OR "Abstract":test case prioritization) OR "Author Keywords":test case prioritization) OR "Publication Title":test suite prioritization) OR "Author Keywords":test suite prioritization) OR "Abstract":test suite prioritization)) Filters Applied: Conferences Journals 2007 - 2019 |
| ACM        | "query": { acmTitle:(+Test +case + prioritization) OR recordAbstract:(+Test +case + prioritization) OR keywords.author.keyword:(+Test +case + prioritization) "filter": { "publicationYear": ["gte":2007 ]}, [owners.owner=HOSTED] |
| Web of science | TITLE: (Test case prioritization) OR TITLE: (Test suite prioritization) Timespan: years 2007. Indexes: SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, BKCI-S, BKCI-SSH, ESCI |

3) Inclusion and exclusion criteria for searched studies: The regression test case prioritization has many different objectives with application domains, testing scope and testing environments. The test case prioritization in general considered as test suite optimization technique, but it is also observed that optimization research has many viewpoints, applications other than software testing. The challenge in study selection was the diversity of the topics covered under software testing such as software test suite prioritization, reduction, and augmentation. The experimental scope and size is also the main concern while selecting primary studies. As it was stated that the focus of this SLR was to collect the evidence for research studies considering cost, coverage and fault detection ability as test case prioritization criteria and effectiveness of the proposed techniques must be considered as one of the objectives of these studies. Therefore, it was required to design some rules while including or excluding the searched studies. Here, the inclusion and exclusion criteria applied to search studies were discussed.

   a) The search queries are applied to selected research repositories and found 855 research studies. Then the authors applied two-stage inclusion criteria as shown in Table II.
   b) The studies must be in the English language.
   c) On the first level, the studies selected which have test case prioritization, test suite optimization with test case prioritization, test suite effectiveness, cost/coverage/fault
d) The studies not included test case prioritization, test suite effectiveness or test case prioritization with some optimization criteria in their title or abstract are excluded.

e) The research studies that are not experiments, controlled experiments, case studies or without empirical results are also excluded.

Table III presents a two-stage Spectrum of Research Studies Inclusion/Exclusion.

| Research DB    | First Searched Studies | First Round Exclusion | Second Round Inclusion |
|----------------|------------------------|-----------------------|------------------------|
| Science Direct| 135                    | 23                    | 15                     |
| ACM Library   | 623                    | 108                   | 8                      |
| IEEE Explorer | 900                    | 260                   | 29                     |
| Total         | 1658                   | 391                   | 52                     |

After the first level of exclusion/inclusion, the authors started the second level of exclusion/inclusion. In this phase the studies are organized as per the research question framed. The content of each research study is compared with the objectives of the research questions especially the experimental process and result section of the study. The studies are now excluded/included based on the following rules.

1) The studies that did not report any experimental, case study or controlled experimental results are excluded.
2) The studies less than five pages and without experimental details are excluded.
3) The posters, PhD or Master thesis are excluded.
4) The technical reports are excluded.
5) The studies that did not focus on test case prioritization, test case prioritization optimization is excluded.
6) The studies that did not consider cost, coverage and fault detection ability as prioritization criteria or effectiveness criteria are excluded.

The purpose of the second phase of exclusion was to collect the most relevant and reasonably high-quality research studies with some experimental insights towards the domain. After second phase of inclusion/exclusion, authors left with fifty-two research studies that focus on regression test case prioritization with focus on cost, coverage or fault detection ability as test case prioritization parameters or used as effectiveness measure from these three parameters (cost, coverage and fault detection ability).

D. The Data Collection Strategy

After collecting the most relevant studies from inclusion/exclusion criteria, the data collected from these studies have been followed [6, 7]. The data also collected into two phases. The first phase consists of a study title, publication year and source, summary of the research study and comments of the researcher. In the second phase, the technical information with respect to the research questions has been collected to answer the research questions framed for this SLR. The first phase data collection helps the researchers to execute the inclusion and exclusion phase. The second phase of data collection helps the researchers to synthesis and analysis the results of this SLR.

III. RESULTS AND DISCUSSION

In this section, the results are presented based on the data collected from the primary studies to answer the research questions framed in the previous section. There were four questions framed for synthesis and analysis. These questions were framed to identify the main research gaps and important trends in the development and design of the regression test case prioritization research domain. The second focus was to identify the datasets and experimental evaluation trends and features in the regression test case prioritization research domain. The results for Research Question 1: The state of the art research in each research questions are as followed regression test case prioritization types/techniques.

The objective of this research question was to assess the state-of-the-art research conducted in the domain of regression test case prioritization with the focus on cost, coverage and fault detection ability. The analysis performed on the data collected from primary studies shown the following regression test case prioritization techniques families as in Fig. 3. Each technique has common input, processing, and output styles but differs in their designing parameters and context of usage.

From Fig. 3, the major families of regression test case selection techniques as follows.

1) The meta-heuristic based TCP
2) Model-based TCP
3) Generic Based TCP techniques.
4) The test case ranking based TCP.
5) The Code slicing based TCP.
6) The Oracle Based TCP.

The meta-heuristic based TCP techniques were found 38%, as a leading trend in TCP methods. There were 20 out of 52 studies that used these algorithms to solve or implement the solution for the TCP problems. The reason for its popularity was its capability to handle the multi-criteria problems with emerging tools and technologies for analysis and design for...
these algorithms. From these meta-heuristic family Genetic Algorithm (GA) was observed in seven (7) out of twenty (20) studies and become the most widely used algorithm for TCP problems. The GA is considered as evolutionary optimization technique with the inbuilt believe in survival to the fittest. The GA is popular for TCP solution design due to its nature of selection the stronger population based on some fitness function. The design and process of GA very much like TCP design and process of selection. TCP selects the test cases to prioritize from already used test suites based on some criteria while GA selects the stronger population from previous populations based on fitness functions. The second reason for the choice of GA for TCP problems was its maturity and there were so many comparative studies available for this algorithm. There are many datasets available with evaluation metrics with GA in the test case prioritization research domain. The different types of GA used in these studies are the Co-evolutionary Genetic Algorithm (CGA), Diversity Based Genetic Algorithm (Div-GA), Multi-Objective Genetic Algorithm (MOGA) and Non-Dominated Sorting Genetic Algorithm (NSGA-II).

The second most used algorithm in TCP problem solving was Particle Swarm Optimization (PSO) observed in five (5) studies out of twenty (20) studies. PSO is a greedy algorithm that tries to find a local maximum from the problem space. It is easy to implement as compared to GA. But the choice between GA and PSO depends on the nature and design of the problem. The different types of implementations of PSO from primary studies are simple PSO, Multi-objective PSO and Additional Greedy based on voting mechanism PSO.

The fuzzy algorithm is the third most used algorithm four (4) out of twenty studies. The fuzzy is used with types of rule-based fuzzy, fuzzy classification and fuzzy expert system. The fuzzy is quite a simple but static decision-making system. The prior defined rules are used to decide the different decisions required during the selection of TCP. The K-means and semi-supervised clustering also used in two different studies for TCP problems.

The second class of solutions for TCP problems were Generic TCP solutions found in 31% of the studies. There were sixteen (16) out of fifty-two studies (52) studies that used these methods, tools, and algorithms. These are self-designed custom solutions for specific tools and problems. Normally they are applied to industrial-scale case studies to solve TCP problems.

Model-based TCP is the third popular class of TCP solutions. It was used in nine (9) studies out of fifty-two (52) studies. It is based on Unified Modeling Language (UML) artifacts to prioritize the test cases for software under testing. The used artifacts were activity diagrams, state machines, and use case diagrams. But these diagrams appear so early in the software life cycle, so, they are so much imprecise to use as test case prioritization solutions. The code slicing and chopping techniques are used in four (4) studies out of fifty-two (52) studies, 8% of the total studies. These techniques were relevant due to code modifications are the primary focus of regression TCP techniques. The code changes and modifications are easy to identify by code slicing and code chopping techniques. But due to the complexity of new coding environments, it is difficult to chop the code with modern code editors and code generators.

The test case ranking regression TCP techniques were seen in two out of fifty-two studies. The test cases and their results were used to rank the test cases for future use in these techniques.

A. Research Question 2 The Selection Parameters used in RTP Techniques

This research was framed to identify the number of parameters used for test case prioritization techniques. The objective was to understand the fact that available space for research in designing new test case prioritization techniques, their design trends and the dependency among these parameters if there is any dependency among these parameters. The well-known parameters are cost, coverage and fault detection ability [8]. The definitions of these measures are as following.

1) Cost: The time or resources consumed by a test suite/test case to complete its execution on source code to return its results. The further types of cost observed are time to run a test suite, time to create a test suite, time to analysis for a test suite and time to prepare the results of a test suite.

2) Code coverage: The ratio of source code executed by a test case/test suite to the total number of source lines expected to execute by that test suite/test case is known as code coverage. Its special sub-groups are statement coverage, condition coverage, modified condition coverage, loop coverage, branch coverage, modified branch coverage, and modified statement coverage.

3) Fault detection ability: The number of the faults identified by a test suite/test case is known as fault detection ability of that test suite/test case. The sub-types of faults observed in primary studies are structural faults, real faults, hand seeded faults and mutation faults.

The results of the research question are shown in Fig. 4 below. The observed classes of these prioritization criteria are cost, code coverage and fault detection ability as single criteria to test case prioritization techniques. The code coverage with Fault detection ability and cost and code coverage are observed as bi-criteria test case prioritization parameters. The cost, code coverage, and fault detection ability are observed as tri-criteria test case prioritization parameters.

![Fig. 4. Test Case Prioritization Parameters Classification based on Primary Studies.](www.ijacsa.thesai.org)
The code coverage is the most dominant trend observed in selected primary studies. It was found in twenty (20) out of fifty-two (52) primary studies which were 38% of the total primary studies. The reasons for using code coverage were its simple computation with respect to other parameters. There were a good number of the tools available for measuring code coverage of different types and its integration is quite simple with available code editors and code generators like Eclipse, Junit, Code Cover, Mue-java, etc. The measurement of code coverage is simple enough and decision making is also very straightforward. The more code coverage provides more confidence in testing teams that their code is tested. The code coverage is used as a proxy in many test scenarios which means for testing teams, quality assurance groups, management teams and customers of the product.

The second dominant test case prioritization parameter group was cost and code coverage, which is also a bi-criteria test case prioritization family. It was observed in sixteen (16) out of fifty-two (52) primary studies, which was 31% of the total primary studies. The reason for this was in close resemblance in the measurement of these parameters. Both code coverage and cost metrics returned the results in measurable numbers. The available tool support for measuring cost and code coverage. The code coverage and cost measurement both dependent on each other, more coverage means more cost for a test suite. The more cost means a less effective regression TCP technique. Both code coverage and cost were primary objectives for the optimization of test case prioritization techniques.

The third trend found in primary studies was cost-based test case prioritization techniques. It was found in nine (9) out of fifty-two (52) primary studies which were 17% of the total primary studies. The optimization of the cost was the primary objective of a test case prioritization technique because the reduction in cost means a better test case prioritization technique which may replace the previous regression TCP technique. The cost measures are observed with many different viewpoints like execution cost of a test suite, size of the source code under testing, size of the test cases in a test suite, analysis time for results of a test suite, preparation of the test suite for a software under testing and post-analysis and prioritization time of a test suite. The choice of cost measures depends on the local requirements of optimization of test case prioritization problems. The fourth trend was the tri-criteria test case prioritization parameter comprises of three measures cost, code coverage, and fault detection ability. The combination of these three parameters makes test case prioritization more effective because fault detection ability is the primary objective of all software testing techniques. The fault detection ability in test case prioritization techniques used as adequacy criteria so far, but in a few techniques, it was used as test case prioritization parameters as well. The tri-criteria optimization seen as a challenge in test case prioritization problems due to the huge size of the code and test suite sizes for software under testing. The last test case prioritization parameter was code modifications, the identification of code changes from code in code chopping techniques. The code chopping was not practical due to increase in size and complexity of the source code in modern software. The second reason was the security and safety requirements of the third-party source codes which may not provide direct access to the critical pieces of the source codes.

B. Research Question 3: Datasets used in Regression TCP Experiments

The research question was framed to identify the datasets used in software testing experimentation with a special focus on designing the novel techniques for regression testing. The software testing datasets are quite different in nature as compared to other artifacts used in software engineering research. The point of differences and important features considered during datasets for regression testing are as follows continue Table IV.

1) There must be a reasonable source code size for the software under testing.
2) There is must be a test suite available for testing with previous testing cycle’s history or results which justify the usage of that test suite.
3) There must be some tool/framework/methodology support available to execute that testing technique on software under testing.
4) There should be some measurement mechanism to evaluate and compare the results for that testing technique.
5) The source code and test suite collections must available to other research communities to use as an artefact for their experiments.
6) The results and conclusions must be based on some environment available to other research communities to evaluate and compare with their findings with the previous research findings.

There were three sources identified providing software source code, test suites, test results and tool information used to collect the results for software testing experiments. These sources are as follows:

1) SIR (Software Artefact Infrastructure Repository).
2) Open Source (Apache Software Foundation).
3) Git-Hub.

The Software-Artefact Infrastructure Repository (SIR) [9] is the collection of software source codes with multiple versions and associated test suites. It has the artifacts that have a wide range of software with many different programming languages like Java, C, C++, PHP and C-sharp. These datasets are prepared for unit testing, integration testing, system testing. The fault types supported by these datasets are real faults, hand seeded faults and mutation faults [9]. The detailed primary studies and subject software are listed in Table IV.

The second repository which offers a wide range of datasets for software testing artifacts is Apache Software Foundation [61]. This repository contains 200 Million lines of source code and 350 projects with multiple versions of source code and test suites for each version. The Git Hub is also a very huge size code repository for software source codes and their test suites. The third repository Git Hub [62] is a general-purpose repository in which individual developers and software engineers upload their code and test suites. The choice of datasets depends upon the nature and design of the problem.
available tool support for technique under analysis and measurement methods used to evaluate results produced with these datasets.

| Study | Reference | Dataset |
|-------|-----------|---------|
| 1     | [10]      | Custom Product/Code |
| 2     | [11]      | Custom Product/Code |
| 3     | [12]      | SIR (Siene, Jtopas) |
| 4     | [13]      | Not Reported |
| 5     | [14]      | Not Reported |
| 6     | [15]      | Custom Product/Code |
| 7     | [16]      | Aspect Compiler example package = 3 programs |
| 8     | [17]      | ABB = 3 programs, SIR = 2 programs |
| 9     | [18]      | ABB program |
| 10    | [19]      | Custom Product/Code |
| 11    | [20]      | SIR (Jmeter), XML(Security, ANT) |
| 12    | [21]      | Custom Product/Code |
| 13    | [22]      | Custom Product/Code |
| 14    | [23]      | SIR (Flex, Space, Schedule) |
| 15    | [24]      | Student Enrolment System. |
| 16    | [25]      | SIR (Nanoant,Galileo, Jmeter,XML) |
| 17    | [26]      | SIR (nanoXML,jtops,jmeter,xml-security, any) |
| 18    | [27]      | Custom Product/Code |
| 19    | [28]      | Safety Monitoring Component |
| 20    | [29]      | Open-Source (Apache,Log 4j, common-Math) |
| 21    | [30]      | Open-Source (Polo) |
| 22    | [31]      | SIR(Space) |
| 23    | [32]      | Custom Product/Code |
| 24    | [33]      | Video-conference system Safety Monitoring Components |
| 25    | [34]      | Not Reported |
| 26    | [35]      | Microsoft Dynamics AX |
| 27    | [36]      | Not Reported |
| 28    | [37]      | Custom Product/Code |
| 29    | [38]      | Scheduler |
| 30    | [39]      | SIR(print tokens, printtokens1, scheduler, scheduler2, space) |
| 31    | [40]      | Custom Product/Code |
| 32    | [41]      | SIR 11 programs |
| 33    | [42]      | SIR(printtokens, printtokens2) |
| 34    | [43]      | Custom Product/Code |
| 35    | [44]      | SOFIE is the tax accounting system |
| 36    | [45]      | Custom Product/Code |
| 37    | [46]      | Custom Product/Code |
| 38    | [47]      | Not Reported |
| 39    | [48]      | SIR (space) |
| 40    | [49]      | Calendar, triangle, time-date,Knap generation, tax calculation. |
| 41    | [50]      | Custom Product/Code |
| 42    | [51]      | Custom Product/Code |
| 43    | [52]      | Custom Product/Code |
| 44    | [53]      | 11 Large Open-source projects |
| 45    | [54]      | 61 open source systems |
| 46    | [55]      | 11 open-source projects |
| 47    | [56]      | 21 Java projects |
| 48    | [57]      | Grep v1 to v7 |
| 49    | [58]      | Custom datasets for 3 sprints |
| 50    | [59]      | JFree Chart, Apache Tomcat, Argo UML |
| 51    | [60]      | 37 projects on Git Hub |

C. Research Question 4: Type of the Metrics/ Evaluation Criterions are used to Verify the Regression TCP Techniques

The research question was framed to identify the measurements and methods to evaluate the results collected from regression TCP experiments. The important features are those which classify the effectiveness abilities of one technique to another technique. There are so many different viewpoints observed from primary studies collected for this SLR. The notable trends were comparing the results in terms of their input, process and output styles, their method to prioritize the test cases, their ability to identify the faults and fault types and their presentation method of the finding for analysis performed on datasets.

The code-based regression TCP techniques primarily designed to reduce the cost of testing in terms of execution time, test suite size and try to satisfy the code coverage required criteria and cost evaluation and fault detection ability. In the evaluation of regression TCP experimental results, a framework has been proposed in the study [63]. This evaluation structure classifies the test suites in the following types.

1) Obsolete Test Cases: A test case that uncoveres nothing new like faults or code modifications.
2) Modification Revealing: A test case that executes a modified part of the code under testing.
3) Non-Modification Revealing Test Case: A test case that does not execute a modified part of the code under testing.
4) Fault Revealing Test Cases: The test cases which identify the faults from the source code under testing.

The other metrics identified from the primary studies are inclusiveness, precision, fault measure, fault rate, code coverage, fault metrics, and retest-all. The studies are compared in terms of effectiveness, cost, code coverage, and fault detection ability. These metrics are mentioned because there were proper mathematical grounds for these metrics were available. The second reason was that many experiments reported from primary studies may be useful to compare the results with future studies.
IV. CONCLUSION AND FUTURE WORK

The research study was conducted by following a systematic literature review methodology. The review protocol was designed and conduct the search from relevant research repositories with the research questions framed in the review protocol. There were 1658 studies found from three research repositories. There were two-stage inclusion/exclusion criteria to choose the most relevant studies with respect to the research questions. There were 391 studies left on the first level of inclusion/exclusion criteria. On the second level of inclusion/exclusion criteria, there were fifty-two studies left. The analysis of primary studies reveals that there are six main classes of test case prioritization techniques such as meta-heuristic regression TCP, code slicing regression TCP, model-based regression TCP, test case ranking regression TCP, Oracle-based regression TCP, and Generic regression TCP techniques. The regression TCP parameters have cost, coverage and fault detection, as single criteria regression TCP, the cost and coverage and fault and coverage as bi-criteria regression TCP and cost, coverage and fault detection as tri-criteria regression TCP techniques. There was a long list of datasets available for controlled experiments of regression testing experiments. The main sources to obtain these datasets were SIR, Git Hub, and Open Source Apache Software Foundation. It is also concluded that meta-heuristic techniques are the most researched trend so far. The genetic algorithm was the most used algorithm for regression TCP solutions. The code coverage is the most used parameter for test case prioritization. Based on these results, the authors recommend that more experimental research is required to investigate bi-criteria and tri-criteria test case prioritization techniques. It is also concluded that cost, coverage, fault detection ability and code modifications are equally important for selecting a test suite for software under testing. The results reviewed from primary studies show that these studies ignore one or two prioritization parameters. It is also observed that the local constraints like tools, programming languages, and measurement and metrics also need to be researched experiment to produce generalized results for the whole testing community.
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