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Abstract

We consider the stochastic linear contextual bandit problem with high-dimensional features. We analyze the Thompson sampling algorithm using special classes of sparsity-inducing priors (e.g., spike-and-slab) to model the unknown parameter and provide a nearly optimal upper bound on the expected cumulative regret. To the best of our knowledge, this is the first work that provides theoretical guarantees of Thompson sampling in high-dimensional and sparse contextual bandits. For faster computation, we use variational inference instead of Markov Chain Monte Carlo (MCMC) to approximate the posterior distribution. Extensive simulations demonstrate the improved performance of our proposed algorithm over existing ones.

1. Introduction

Sequential decision-making, including bandits problems and reinforcement learning, has been one of the most active areas of research in machine learning. It formalizes the idea of selecting actions based on current knowledge to optimize some long term reward over sequentially collected data. On the other hand, the abundance of personalized information allows the learner to make decisions while incorporating this contextual information, a setup that is mathematically formalized as contextual bandits. Moreover, in the big data era, the personal information used as contexts often has a much larger size, which can be modeled by viewing the contexts as high-dimensional vectors. Examples of such models cover internet marketing and treatment assignment in personalized medicine, among many others.

A particularly interesting special case of the contextual bandit problem is the linear contextual bandit problem, where the expected reward is a linear function of the features (Abe et al., 2003; Auer, 2002). Under this setting, (Dani et al., 2008), (Chu et al., 2011) and (Abbasi-Yadkori et al., 2011) showed polynomial dependence of the cumulative regret on ambient dimension $d$ and time horizon $T$ in low dimensional case. Specifically, (Dani et al., 2008) and (Abbasi-Yadkori et al., 2011) proved a regret upper bound scaling as $O(d \sqrt{T})$, while (Chu et al., 2011) showed a regret upper bound of the order $O(\sqrt{dT})$. It is worthwhile to mention that all of the aforementioned algorithms fall under a certain class of algorithms known as upper confidence bound (UCB) type algorithms that rely on the construction of a specific confidence set for the unknown parameter. In contrast, Thompson Sampling (TS) maintains uncertainty about the unknown parameter in the form of a posterior distribution. The first TS algorithm under this setting was proposed by (Agrawal & Goyal, 2013) where they established a regret bound of the order $O(d^2 \delta^{-1} \sqrt{T+1})$ for any $\delta \in (0, 1)$.

There is also a large body of work present in high-dimensional sparse linear contextual bandit setup, where the reward only depends on a small subset of features of the observed contexts. This area has recently attracted considerable attention due to its abundance in modern reinforcement learning applications (e.g. clinical trials, personalized recommendation systems, etc.) and has quite naturally spawned theoretical research in this direction. Some of the important references include (Bastani & Bayati, 2020; Wang et al., 2018; Hao et al., 2020; Chen et al., 2022; Ariu et al., 2022; Kim & Paik, 2019; Li et al., 2022; Oh et al., 2021; Li et al., 2021) among others. A more detailed discussion on existing literature in the high dimensional bandit field is provided in Section 3.3. However, there has been very limited work dedicated to analyzing TS algorithms in high-dimensional sparse bandit setups. (Hao et al., 2021) proposed a sparse information-directed sampling (IDS) algorithm which under a special case reduces to a TS algorithm based on a spike-and-slab Gaussian-Laplace prior. However, the regret bound of IDS scales polynomially in $d$, which is sub-optimal in the high-dimensional regime. In related work, (Gilton & Willett, 2017) proposed a linear TS algorithm based on a relevance vector machine (RVM) which again suffers from sub-optimal dependence on $d$.

In this paper, we specifically focus on the high-dimensional sparse linear contextual bandit (SLCB) setup and propose a TS algorithm based on a sparsity-inducing prior that en-
joys almost dimension-independent regret bound. While TS algorithms have been known to empirically perform better than optimism-based algorithms (Chapelle & Li, 2011; Kaufmann et al., 2012), theoretical understanding of these is challenging due to the complex dependence structure of the bandit environment. Moreover, posterior sampling in high-dimensional regression (which is the crucial step for TS in high-dimensional SLCB), using MCMC, generally suffers from computational bottleneck. Our work overcomes all these challenges and makes the following contributions:

1. We use the sparsity inducing prior proposed in (Castillo et al., 2015) for posterior sampling and establish posterior contraction result for non-i.i.d. observations coming from bandit environment and for a wide class of noise distributions.

2. Using the posterior contraction result, we establish an almost dimension free regret bound for our proposed TS algorithm under different arm-separation regimes parameterized by $\omega$. The algorithm enjoys minimax optimal performance for $\omega \in [0, 1)$. To the best of our knowledge, this is the first work that proposes a novel TS algorithm with desirable regret guarantees in high-dimensional and sparse SLCB setup.

3. Our algorithm does not need the knowledge of model sparsity level, unlike other algorithms such as LASSO-bandit, MCP-bandit, ESTC, etc.

4. Finally, the prior allows us to design a computationally efficient TS algorithm based on Variational Bayes.

The rest of the paper is organized as follows. In Section 2, we introduce the problem formally and discuss the assumptions and prior distribution. In Section 3, we present the crucial posterior contraction result and the main regret bound for our proposed algorithm. In Section 4, we discuss the challenges of drawing samples from the posterior in such problems and present a faster alternative relying on variational inference. In Section 5, we present simulation studies under different setups comparing our proposed method with existing algorithms. Detailed proofs of results and technical lemmas are deferred to the appendix.

Notation: Let $\mathbb{R}$ and $\mathbb{R}^+$ denote the set of real numbers and the set of non-negative real numbers respectively. Denote by $\mathbb{R}^p$ the $p$-dimensional Euclidean space and $\mathbb{R}^{p-1} := \{x \in \mathbb{R}^p \mid \|x\|_2 = 1\}$ the $(p-1)$-dimensional unit sphere. For a positive integer $K$, denote by $[K]$ the set $\{1, 2, \ldots, K\}$. Regarding vectors and matrices, for a vector $v \in \mathbb{R}^p$, we denote by $\|v\|_0$, $\|v\|_1$, $\|v\|_2$, $\|v\|_\infty$ the $\ell_0$, $\ell_1$, $\ell_2$, $\ell_\infty$ norms of $v$ respectively. We use $I_p$ to denote the $p$-dimensional identity matrix. For a $p \times q$ matrix $M$ we define $\|M\| := \max_{j \in [q]} \sqrt{(M^TM)_{jj}}$.

Regarding distributions, $\mathcal{N}(\mu, \sigma)$ denotes the Gaussian distribution with mean $\mu$ and standard deviation $\sigma$, $\text{Lap}(\lambda)$ denotes the Laplace distribution with density $f(x) = (\lambda/2) \exp(-\lambda |x|)$, and $\text{Beta}(a, b)$ denotes the beta distribution with parameters $a, b$. Regarding random variables, $\|Z\|_q$ denotes the Orlicz norm of the random variable $Z$, i.e., $\|Z\|_q = \inf\{\lambda > 0 : \mathbb{E} \exp(Z^2/\lambda^2) \leq 2\}$. For a random vector $X \in \mathbb{R}^p$, the corresponding Orlicz norm is defined as $\|X\|_{q_2} := \sup_{u \in \mathbb{R}^{p-1}} \|u^T X\|_{q_2}$.

Throughout the paper, let $O(\cdot)$ denote the standard big-O notation, i.e., we say $a_n = O(b_n)$ if there exists a universal constant $C > 0$, such that $a_n \leq C b_n$ for all $n \in \mathbb{N}$. Sometimes for notational convenience, we write $a_n \lesssim b_n$ in place of $a_n = O(b_n)$. We write $a_n \asymp b_n$ or $a_n = \Theta(b_n)$ if $a_n = O(b_n)$ and $b_n = O(a_n)$.

2. Problem Formulation

We consider a linear stochastic contextual bandit with $K$ arms. At time $t \in [T]$, context vectors $\{x_i(t)\}_{i \in [K]}$ are revealed for every arm $i$. We assume $x_i(t) \in \mathbb{R}^d$ for all $i \in [K], t \in [T]$ and for every $i$, $\{x_i(t)\}_{t \in [T]}$ are i.i.d. from some distribution $\mathcal{P}_i$. At every time step $t$, an action $a_t \in [K]$ is chosen by the learner and a reward $r(t)$ is generated according to the following linear model:

\[ r(t) = x_{a_t}(t)^T \beta^* + \epsilon(t) \] (1)

where $\beta^* \in \mathbb{R}^d$ is the unknown true signal and $\{\epsilon(t)\}_{t \in [T]}$ are independent sub-Gaussian random noise, also independent of all the other processes. We assume that the true parameter $\beta^*$ is $s^*$-sparse, i.e., $\|\beta^*\|_0 = s^*$. We denote by $S^*$ the true support of $\beta^*$, i.e., $S^* = \{j : \beta_j^* \neq 0\}$.

The goal is to design a sequential decision-making policy $\pi$ that maximizes the expected cumulative reward over the time horizon. To formalize the notion, we define the history $\mathcal{H}_t$ up to time $t$ as follows:

\[ \mathcal{H}_t := \{(a_{\tau}, r(\tau), \{x_i(\tau)\}_{i \in [K]} : \tau \in [t]\}, \]

and an admissible policy $\pi$ generates a sequence of random variables $a_1, a_2, \ldots$ taking values in $[K]$ such that $a_t$ is measurable with respect to the $\sigma$-algebra generated by the previous feature vectors from each arm, observed rewards of the chosen arms till the previous round and the current feature vectors, i.e., measurable with respect to the filtration $\mathcal{F}_t := \sigma(x_{a_{\tau}}(\tau), r(\tau), x_i(t) ; \tau \in [t-1], i \in [K])$.

Thus, an algorithm for contextual bandits is a policy $\pi$, which at every round $t$, chooses an action (arm) $a_t$ based on history $\mathcal{H}_{t-1}$ and current contexts. We note that although contexts of the previous round corresponding to arms that were not chosen are in $\mathcal{F}_t$, however, they do not provide useful information on the parameter, since we do not observe rewards corresponding to them under the bandit feedback, and hence are not included in
the history $H_t$. To measure the quality of performance, we compare it with the oracle policy $\pi^*$ which uses the knowledge of the true $\beta^*$ to choose the optimal action $a_t^* := \arg \max_{a} \in [K] x_a(t)^T \beta^*$. Define $\Delta_t(t)$ to be the difference between the mean rewards of the optimal arm and $i$th arm at time $t$, i.e., $\Delta_t(t) = x_{a^*_t}(t)^T \beta^* - x_{a_i}(t)^T \beta^*$. Note that under the random-design assumption, $a_t^*$ is also random. Then the regret at time $t$ is defined as $\text{regret}(t) = \Delta_t(t)$ and the objective of the learner is to minimize the total regret till time $T$, defined as $R(T) = \sum_{t \in [T]} \text{regret}(t)$. We also define the matrix $X_t := (x_{a_1}(1), \ldots, x_{a_i}(t))^T$. The time horizon $T$ is finite but possibly unknown, but much smaller compared to the ambient dimension of the parameter, i.e. $d > T$. (Hao et al., 2021) refers to this regime as “data-poor” regime; such a regime adds an extra layer of hardness on top of the difficulty incurred by the sparse structure of $\beta$. We also assume that $K$ is fixed and much smaller compared to both $d$ and $T$.

### 2.1. Assumptions

In this section, we discuss the assumptions of our model.

**Definition 2.1** (Sparse Riesz Condition (SRC)). Let $M$ be a $d \times d$ positive semi-definite matrix. The maximum and minimum sparse eigenvalues of $M$ with parameter $s \in [d]$ are defined as follows:

$$\phi_{\min}(s; M) := \inf_{\delta : \delta \neq 0, \|\delta\|_0 \leq s} \frac{\delta^T M \delta}{\|\delta\|_2^2},$$

$$\phi_{\max}(s; M) := \sup_{\delta : \delta \neq 0, \|\delta\|_0 \leq s} \frac{\delta^T M \delta}{\|\delta\|_2^2}.$$

We say $M$ satisfies the SRC if $0 < \phi_{\min}(s, M) \leq \phi_{\max}(s, M) < \infty$.

Now we are ready to state the assumptions on the context distributions, which are as follows:

**Assumption 2.2** (Assumptions on Context Distributions). We assume that

(a) For some constant $x_{\max} \in \mathbb{R}^+$, we have that for all $i \in [K]$, $\mathcal{P}_i(\|x\|_\infty \leq x_{\max}) = 1$.

(b) For all arms $i \in [K]$, the distribution $\mathcal{P}_i$ is sub-Gaussian, i.e., there exists a constant $\vartheta > 0$ such that $\max_{i \in [K]} \|x_i(t)\|_{\vartheta^2} \leq \vartheta$ for all $t \in [T]$.

(c) There exists a constant $\xi \in \mathbb{R}^+$ such that for each $u \in \mathbb{S}^{d-1}$, $\mathbb{P}_i(u^\top u \leq h) \leq \xi h$, for all $i \in [K]$.

(d) The matrix $\Sigma_i := \mathbb{E}_{x \sim \mathcal{P}_i}[xx^\top]$ has bounded maximum sparse eigenvalue, i.e., $\phi_{\max}(C s^*, \Sigma_i) \leq \varphi_u < \infty$, for all $i \in [K]$, where $C$ is the same constant as in part (c).

Assumption 2.2(a) basically tells that the contexts are bounded; such assumptions are standard in the bandit literature to obtain results on regret bound that are independent of the scaling of the contexts (or parameter). Assumption 2.2(b) says that all the arm-contexts are generated from sub-Gaussian distributions with a common bound of the order $O(\vartheta^2)$ on the proxy-variance, for all time point $t$. This is indeed a very mild assumption on the context distribution and a broad class of distributions enjoys such property. For example, truncated multivariate normal distribution with covariance matrix $I_d$, where the truncation is over the set $\{u \in \mathbb{R}^d : \|u\|_\infty \leq 1\}$ is a valid distribution for the contexts. In comparison, most of the previous literature such as (Kim & Paik, 2019; Oh et al., 2021; Li et al., 2022) assume that $\|x_i(t)\|_2 \leq L$, for some constant $L > 0$. This condition automatically implies that Assumption 2.2(b) holds with $\vartheta = (L/\log 2)^{1/2}$. As a result, the theory in (Kim & Paik, 2019; Oh et al., 2021; Li et al., 2022) cannot accommodate the aforementioned truncated multivariate normal distribution as in this case $\|x_i(t)\|_2 = \Theta(\sqrt{d})$ and their analysis yields $O(\sqrt{d})$ dependence in the regret bound. Assumption 2.2(c) talks about anti-concentration condition that plays a critical role in controlling the estimation accuracy of $\beta^*$. This condition is also assumed by (Li et al., 2021) and a variant (diverse covariates) of this condition is assumed in (Ren & Zhou, 2020). Intuitively, this condition prohibits the context features to fall along a singular direction. When $u$ is not constrained to be sparse, this condition implies that the distribution of the contexts is not supported on a lower dimensional sub-space, allowing diversity and in the contexts and leading to inherent exploration. Assumption 2.2(c) captures this notion using the weaker condition where $u$ is only sparse. Existing works like (Oh et al., 2021; Kim & Paik, 2019) try to capture this notion via compatibility/RE condition which is a somewhat stronger assumption and cannot be easily checked in practice. Assumption 2.2(c) is more interpretable - under the mere existence of bounded density for $u^\top x_i(t)$ (for all sparse $u$), the condition holds. Moreover, The entire Assumption 2.2 does not need any existence of pdf, whereas (Oh et al., 2021; Aria et al., 2022) need the relaxed symmetry assumption which requires the existence of pdf. Lastly, from the discussion in Section 2.3 of (Ren & Zhou, 2020), it follows that minimum sparse eigenvalue assumption and relaxed symmetry assumption (both used in (Aria et al., 2022)) implies diverse covariate property when $K = 2$. This suggests that Assumption 2.2(b) is very mild. Lastly, Assumption 2.2(d) imposes an upper bound on the maximum sparse eigenvalue of $\Sigma_i$, which is a common assumption in high-dimensional literature (Zhang & Huang, 2008; Zhang, 2010).

Next, we come to the assumptions on the true parameter $\beta^*$.

**Assumption 2.3** (Assumptions on the true parameter). We assume the followings:
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(a) Sparsity and Soft-sparsity: There exist positive constants \( s^* \in \mathbb{N} \) and \( b_{\max} \in \mathbb{R}^+ \) such that \( \|\beta^*\|_0 = s^* \) and \( \|\beta\|_1 \leq b_{\max} \).

(b) Margin condition: There exist positive constants \( \Delta_\ast, A \) and \( \omega \in [0, \infty) \), such that for \( h \in \left[ A \sqrt{\log(d)/T}, \Delta_\ast \right] \) and for all \( t \in [T] \),

\[
\Pr\left( x_{a_t}(t)^\top \beta^* \leq \max_{i \neq a_t^*} x_{i}(t)^\top \beta^* + h \right) \leq \left( \frac{h}{\Delta_\ast} \right)^\omega .
\]

The first part of the assumption requires boundedness of the true parameter \( \beta^* \) to make the final regret bound scale free. Such an assumption is also standard in bandit literature (Bastani & Bayati, 2020; Abbasi-Yadkori et al., 2011).

The second part of the assumption imposes a margin condition on the arm distributions. Essentially, this assumption controls the probability of the optimal arm falling into \( h \)-neighborhood of the sub-optimal arms. As \( \omega \) increases, the margin condition becomes stronger as the sub-optimal arms are less likely to fall close to the optimal arms. As a result, it becomes easier for any bandit policy to distinguish the optimal arm. As an illustration, consider the two extreme cases \( \omega = \infty \) and \( \omega = 0 \). The \( \omega = \infty \) case tells that there is a deterministic gap between rewards corresponding to the optimal arm and sub-optimal arms. This is the same as the “gap assumption” in (Abbasi-Yadkori et al., 2011). Thus, quite evidently it is easy for any bandit policy to recognize the optimal arm. This phenomenon is reflected in the regret bound of Theorem 5 in (Abbasi-Yadkori et al., 2011), where the regret depends on the time horizon \( T \) only though poly-logarithmic terms. In contrast, \( \omega = 0 \) corresponds to the case when there is no apriori information about the separation between the arms, and as a consequence, we pay the price in regret bound by a \( \sqrt{T} \) term (Hao et al., 2021; Agrawal & Goyal, 2013; Chu et al., 2011).

The margin condition with \( \omega = 1 \) has been assumed in (Goldenshluger & Zeevi, 2013; Bastani & Bayati, 2020; Wang et al., 2018) and will be satisfied when the density of \( x_i(t)^\top \beta^* \) is uniformly bounded for all \( i \in [K] \). (Li et al., 2021) also discusses an example where the margin condition holds for different values of \( \omega \).

The final assumption is on the noise variables:

**Assumption 2.4 (Assumption on Noise).** We assume that the random variables \( \{\epsilon(t)\}_{t \in [T]} \) are independent and also independent of the other processes and each one is \( \sigma \)-Sub-Gaussian, i.e., \( \mathbb{E}[e^{\epsilon(t)}] \leq e^{\sigma^2 a^2/2} \) for all \( t \in [T] \) and \( a \in \mathbb{R} \).

Various families of distribution satisfy such a requirement, including normal distribution and bounded distributions, which are commonly chosen noise distributions. Note that such a requirement automatically implies that for every \( t \in [T] \), \( \mathbb{E}[\epsilon(t)] = 0 \) and \( \text{Var}(\epsilon(t)) \leq \sigma^2 \).

### 2.2. Thompson Sampling and Prior

We discuss the basics of Thompson sampling and introduce the specific structure of the prior that we use and analyze. Typically, we place a prior \( \Pi \) on the unknown parameter \( \beta \) in our case along with a specified likelihood model on the data, and do the following: while taking action, we draw a sample from the posterior distribution of the parameter given the data and use that as the proxy for the unknown parameter value, hence in our case at time \( t \), we draw a sample \( \beta_t \sim \Pi(\beta|\mathcal{H}_{t-1}) \) and choose \( a_t = \arg\max_i x_i(t)^\top \beta_t \) as the action. While simple enough to describe, Thompson sampling has been difficult to analyze theoretically, particularly because of the complex dependence between the observations due to the bandit structure. The choice of prior plays a crucial role, as we shall see, in providing the correct exploration-exploitation trade-off. In the high-dimensional sparse case that we are dealing with, this choice is specifically important since we do not wish to have a linear dependence on the dimension \( d \) in our regret bound - which would be incurred if we use the normal prior-likelihood setup of (Agrawal & Goyal, 2013), which analyzes Thompson sampling in contextual bandits.

While there is a rich literature on Bayesian priors for high dimensional regression, including horseshoe priors and slab-and-spike priors among others, we shall be using the complexity prior introduced in (Castillo et al., 2015). Specifically, we consider a prior \( \Pi \) on \( \beta \) that first selects a dimension \( s \) from a prior \( \pi_d \) on the set \([d]\), next a random subset \( S \subset [d] \) of size \( |S| = s \) and finally, given \( S \), a set of nonzero values \( \beta_S := \{ \beta_i : i \in S \} \) from a prior density \( g_S \) on \( \mathbb{R}^S \). Formally, the prior on \( (S, \beta) \) can be written as

\[
(S, \beta) \rightarrow \pi_d(|S|) \frac{1}{|S|!} g_S(\beta_S) \delta_0(\beta_{S^c}) ,
\]

where the term \( \delta_0(\beta_{S^c}) \) refers to coordinates \( \beta_{S^c} \) being set to 0. Moreover, we choose \( g_S \) as a product of Laplace densities on \( \mathbb{R} \) with parameter \( \lambda/\sigma \), i.e., \( \beta \sim (2\sigma)^{-1} \lambda \exp(-\lambda |\beta|/\sigma) \) for all \( i \in S \). Note that, here we assume that the noise level \( \sigma \) is known. In practice, one can add another level of hierarchy by setting a prior on \( \sigma \) but in this paper we do not pursue that direction.

The prior \( \pi_d \) plays the role of expressing the sparsity of the parameter. This is in contrast to other priors like product of independent Laplace densities over the coordinates (typically known as Bayesian LASSO), where the Laplace parameter plays the role of shrinking the coefficients towards 0. However, in our case, the scale parameter \( \lambda \) of the Laplace does not have this role and we assume that during the \( t \)-th round we use \( \lambda_t \in [(5/3)\lambda_1, 2\lambda_1] \), where \( \lambda_1 \approx \sqrt{T\log d} \), which is the usual order of the regularization parameter used in the LASSO.

The choice of the prior \( \pi_d \) is very critical; it should down
weight big models but at the same time give enough mass to the true model. Following (Castillo et al., 2015), we assume that there are constants $A_1, A_2, A_3, A_4 > 0$ such that $\forall s \in [d]$

$$A_1 d^{-A_3} \pi_d(s - 1) \leq \pi_d(s) \leq A_2 d^{-A_4} \pi_d(s - 1).$$

(3)

Complexity priors of the form $\pi_d(s) \propto c^{-s} d^{-as}$ for constants $a, c$ satisfy the above requirement. Moreover, slab and spike priors of the form $(1 - r)\delta_0 + r\text{Lap}(\lambda/\sigma)$ independently over the coordinates satisfy the requirement with hyperprior on $r$ being Beta$(1, d^a)$.

Finally, we specify the data likelihood that is crucial for the TS algorithm. At each time point $t \in [T]$, given the observations coming from model (1), we model the observations and Gaussian noise. However, we generalize their result under any true error distribution satisfying Assumption 2.2–2.4 hold with $C = \Theta(\phi_\omega \theta^2 \xi K \log K)$, and $K \geq 2, d \geq T$. Define the quantity $\kappa(\xi, \vartheta, K) := \min\{\langle 4c_3 K \xi^2 \rangle^{-1}, 1/2\}$ where $c_3$ is a universal positive constant. Also, set the prior scaling $\lambda_t$ as follows:

$$(5/3) X_t \leq \lambda_t \leq 2 X_t, \quad X_t = \max_{\omega \geq 0} \sqrt{2t (\log d + \log t)}.$$

Then there exists a universal constant $C_0 > 0$ such that we have the following regret bound for Algorithm 1:

$$\mathbb{E}\{R(T)\} \leq I_b + I_\omega,$$

where,

$$I_b = \left( b_{\max}^\omega \pi_{\max}^\omega \theta^2 \xi (K \log K) \right),$$

$$I_\omega = \left\{ \begin{array}{ll}
\Phi^{1+\omega} \left( \frac{s^{1+\omega} \log d \log T}{\Delta_t} \right), & \text{for } \omega \in [0, 1), \\
\Phi^2 \left( \frac{s^{2} \log d \log T}{\Delta_t} \right), & \text{for } \omega = 1, \\
\Phi^{2\omega} \left( \frac{s^{2^\omega} \log d \log T}{\Delta_t} \right), & \text{for } \omega \in (1, \infty) \\
\Phi^{2\omega} \left( \frac{s^{2^\omega} \log d \log T}{\Delta_t} \right), & \text{for } \omega = \infty,
\end{array} \right.$$

and $\Phi = \sigma^2 \pi_{\max}^\omega \xi (2 + 40 A_4^{-1} + C_0 K \xi^2 \pi_{\max}^\omega A_4^{-1})$.

Discussion on the above result: The regret bound provided by Theorem 3.2 shows that the regret of the algorithm grows poly-logarithmically in $d$, i.e., $\mathbb{E}\{R(T)\} = O((\log d)^{\frac{1}{2} - \omega})$, when $\omega \in [0, 1]$; logarithmically in $d$, i.e., $O(\log d)$ when $\omega \in [1, \infty]$. Meanwhile, the expected cumulative regret depends polynomially in $T$, i.e., $\mathbb{E}\{R(T)\} = O(T^{\frac{1}{2} - \omega})$ when $\omega \in [0, 1]$; poly-logarithmically in $T$; i.e., $\mathbb{E}\{R(T)\} = O((\log T)^2)$, when $\omega = 1$. In $\omega \in (1, \infty)$ regime, the expected cumulative regret depends poly-logarithmically in both the time horizon $T$ and ambient dimension $d$. As $T \ll d$, the expected regret ultimately scales as $O(\log d)$. Comparing our upper bound result with minimax regret lower bound established in Theorem 1 of (Li et al., 2021), it follows that our algorithm enjoys optimal dependence on both ambient dimension $d$ and time-horizon $T$ when $\omega \in [0, 1)$. In $\omega = 1$ region, the regret upper bound in the above theorem is optimal up to a $O((\log T)^2)$ term. To the best of our knowledge, there does not exist any result on minimax lower bound in the regime $\omega > 1$ in the high-dimensional linear contextual bandit literature. It is worth

3. Main Results

3.1. Posterior contraction

Now, we present an informal version of the posterior contraction result for the estimation of $\beta$. A more detailed version of the result with exact rates, along with the measure theoretic details, is in Appendix C.

Theorem 3.1 (Informal). Write $r_t = (r_1, \ldots, r(t))^T$, and let the Assumption 2.2–2.4 hold with $C = \Theta(\phi_\omega \theta^2 \xi K \log K)$, and $K \geq 2, d \geq T$. With $\lambda \propto x_{\max}(t \log d)^{1/2}$ and $\varepsilon_{t,d,s} = s^* \{ (\log d \log T) / t \}^{1/2}$, the following holds as $t \to \infty$:

$$\mathbb{E}_{r_t, \Pi} \left[ \left\| \beta - \beta^* \right\|_1 \geq \sigma \varepsilon_{t,d,s} \left| r_t, X_t \right| \right] \to 0.$$

The above result is similar to Theorem 3 in (Castillo et al., 2015) under classical linear regression setup with i.i.d. observations and Gaussian noise. However, we generalize their result under bandit setup and sub-Gaussian noise by carefully controlling the correlation between noise and observed contexts, which is crucial for our regret analysis.

3.2. Algorithm and regret bound

In this section we introduce the Thompson sampling algorithm for high-dimensional contextual bandit, a pseudo-code for which is provided below in Algorithm 1. Similar to the Thompson sampling algorithm in (Agrawal & Goyal, 2013), in the $t$th round Algorithm 1 sets the a specific prior on $\beta$ and updates it sequentially based on the observed rewards and contexts. In particular, it chooses the prior described in (2) with an appropriate choice of round-specific prior scaling $\lambda_t$ and updates the posterior using the observed rewards and contexts until $(t - 1)$th round. Then a sample is generated from the posterior and an arm $a_t$ is chosen greedily based on the generated sample.
mentioning that this is an upper bound on the expected (frequentist) regret, as compared to Bayesian regret which is often considered for Thompson sampling based algorithms.

Algorithm 1 Thompson Sampling Algorithm

| $\mathcal{H}_0 = 0$. |
| for $t = 1, \cdots, T$ do |
| if $t \leq 1$ then |
| Choose action $a_t$ uniformly over $[K]$. |
| end if |
| if $t > 1$ then |
| Set $\lambda_t = x_{\max} \sqrt{2t(\log d + \log t)}$ and choose $\lambda_t \in (5\lambda_t/3, 2\lambda_t)$. |
| Generate sample $\widetilde{\beta}_t \sim \Pi(\cdot \mid \mathcal{H}_{t-1})$ with prior II in (2)-(3), $\lambda = \lambda_t$ and Gaussian likelihood. |
| Play arm: $a_t = \arg \max_{i \in [K]} x_i(t)^T \widetilde{\beta}_t$. |
| end if |
| Observe reward $r(t)$. |
| Update $\mathcal{H}_t \leftarrow \mathcal{H}_{t-1} \cup \{(a_t, r_a(t), x_{a_t}(t))\}$. |
| end for |

Intuitively, the initial term $I_0$ in regret upper bound in Theorem 3.2 describes the regret caused by the “burn-in” period of exploring the space of contexts and it does not contribute to the asymptotic regret growth. Note that we consider running Thompson sampling from the very beginning, without an explicit random exploration phase, in contrast to most of the existing algorithms; the distinction between the burn-in phase and the subsequent phase is only a construct of our theoretical analysis. Furthermore, the constant $\Delta_*$ plays the role of gap parameter which commonly appears in a problem-dependent regret bound (Abbasi-Yadkori et al., 2011). Note that, for $\omega = 0$, we get a problem-independent regret bound of the order $O(s^* \sqrt{T \log d})$. The appearance of the $\sqrt{T}$, term is not surprising, as the condition $\omega = 0$ poses no prior knowledge on the arm-separability. Thus, in the worst case, the context vectors may fall into each other, making the bandit environment harder to learn. In contrast, as $\omega$ increases the optimal arm becomes more distinguishable than the sub-optimal arms and the bandit environment becomes easier to learn. As a result, the effect of the time horizon becomes less and less severe as $\omega$ increases. In particular, when $\omega \in [1, \infty)$, the time horizon does not affect the asymptotic growth of the regret bound. Finally, as we mainly focus on the case when the number of arms is very small, the quantity $\Phi$ roughly has an inflating effect of $O(1)$ on the regret bound.

Sketch of the proof of Theorem 3.2: While a self-contained and detailed proof of the above result is given in the Appendix, here we go through the main steps and ideas of the proof. The proof is broadly divided into 3 parts for clarity:

(i) In Section B.1 we will first show that the estimated covariance matrix $\hat{\Sigma}_t := X_t^T X_t / t$ enjoys SRC condition with high probability for sufficiently large $t$. In our analysis, we carefully decouple this complex dependent structure and exploit the special temporal dependence structure of the bandit environment to establish SRC property of $\hat{\Sigma}_t$.

(ii) Next, in Section B.2 we will establish a compatibility condition for the matrix $\hat{\Sigma}_t$. We use a Transfer Lemma (Lemma B.9) which essentially translates the uniform lower bound on $\phi_{\min}(Cs^*, \hat{\Sigma}_t)$ to a certain compatibility number.

(iii) Finally, in Section B.3, under the compatibility condition we use the posterior contraction result in Theorem 3.1 to give bound on the per round regret $\Delta_{a_i}(t)$.

3.3. Comparison with existing literature

Over the past few years, the problem of high dimensional stochastic linear contextual bandit has attracted significant attention and has quite evidently generated a large body of work in this field under different problem settings. However, there are mainly two types of settings that have been considered in high-dimensional linear bandit literature: (S1) Each arm has different parameters $\beta_i^* \neq 0$ for $i \in [K]$ and only one context vector $x(t)$ is generated at every time point $t$, (S2) $K$ different context vectors $x_i(t)$ are generated for each arm $i \in [K]$ at every time point $t$ and all of the arms have one common parameter $\beta^*$, which is also the setting of this paper.

There has been ample amount of work in both of these settings. To mention a few, (Wang et al., 2018; Bastani & Bayati, 2015; Wang & Cheng, 2020) consider the setting in (S1), whereas (Kim & Paik, 2019; Li et al., 2021; Oh et al., 2021) consider the setting in (S2). It is worth mentioning that most of these works assume very strong compatibility or restricted eigenvalue (RE) conditions on the feature distribution, which is in general hard to check in real-world applications. Instead, in this paper we show that TS algorithm enjoys desirable regret bound under much weaker and easily interpretable assumptions on the feature distribution. There is also a parallel line of work that considers the set of features or contexts to be infinite but fixed (Hao et al., 2020; 2021; Jang et al., 2022), which is in sharp contrast to the setting considered in this paper. Moreover, in the setup of these works, the optimal arm remains the same for every round. On the other hand, in our setting, due to the randomness of the observed contexts, the optimal arm does not necessarily remain the same in every round. Lastly, (Hao et al., 2021) and (Hao et al., 2022) study the properties of information-directed sampling and provide a guarantee for Bayesian regret, which is much weaker than the result in Theorem 3.2.

Now we compare the results and assumptions of this paper with existing literature in SLCB setting. Table 1 shows the
"Explore Structure then Commit" framework and established the regret bound of the order $O(s^* \log T)$, which is far stronger than compatibility condition and even unrealistic in most real-world applications.

### 4. Computation

In this section, we discuss the computational challenges and how these are overcome by using Variational Bayes (VB). While priors as (2) have been shown to perform well, both empirically and in theory, the discrete model selection component of the prior makes it challenging to allow computation and inference on the posterior. For $\beta \in \mathbb{R}^d$, inference using the slab and spike prior requires a combinatorial search over $2^d$ possible models, which in the case of high dimension is computationally infeasible. Fast algorithms are known only in the special diagonal design case and traditional Markov Chain Monte Carlo methods have very slow mixing in such high dimensional cases. Thus, following (Ray & Szabó, 2021) we use Variational Bayes to make computations faster. Specifically, in the sampling...
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step of Algorithm 1, we consider the VB approximation of the posterior \(\Pi(\cdot | H_{t-1})\) arising from slab and spike prior with \(\text{Lap}(\lambda/\sigma)\) slab in the mean-field family

\[
\left\{ \prod_{j=1}^{d} \gamma_j N(\mu_j, \sigma_j^2) + (1 - \gamma_j)\delta_0 : (\mu_j, \sigma_j, \gamma_j) \in \mathcal{R} \right\},
\]

where \(\mathcal{R} = \mathbb{R} \times \mathbb{R}^+ \times [0, 1]\). We use the sparsevb package (Clara et al., 2021) in R to use the Coordinate Ascent Variational Inference (CAVI) algorithm proposed in (Ray & Szabó, 2021) to obtain the VB approximation. This makes the Thompson sampling algorithm much faster as one can efficiently obtain samples from the VB posterior due to its structure. The details of the algorithm for the Variational Bayes Thompson Sampling (VBTS)\(^2\) are in the appendix (see Section E).

5. Numerical Experiments

In both simulations and real data experiments, we present results corresponding to \(\lambda_t = 1\) for all \(t \in [T]\). Recall that Theorem 3.2 suggests that in the round \(t\) \(\lambda_t \asymp \sqrt{t \log d}\) is a reasonable choice for the exact Thompson sampling algorithm. However, in practice, we noticed that such choices of \(\lambda_t\) lead to numerical instability. Some recent findings in (Ray & Szabó, 2021) suggest that \(\lambda_t\) in the order of \(O(\sqrt{t \log d}/s^*)\) should be an appropriate choice, which is smaller than the predicted order of \(\lambda_t\) in our main theorem. Motivated by this, we also present the simulation results for synthetic data experiments with \(\lambda_t = \lambda_\ast \sqrt{t}\) for \(\lambda_\ast \in \{0.2, 0.3, 0.4, 0.5\}\) in the Appendix A.2. We found the performance of VBTS to be robust with respect to the choice of the tuning parameter \(\lambda_t\).

5.1. Synthetic data

In this section, we illustrate the performance of the VBTS algorithm on a simulated data set. As a benchmark, we consider, DR-LASSO (Kim & Paik, 2019), LASSO-L1 confidence ball algorithm (Li et al., 2021), ESTC (Li et al., 2022), sparsity agnostic (SA) LASSO (Oh et al., 2021), thresholded (TH) LASSO (Ariu et al., 2022), and TS algorithm based on Bayesian LASSO (Park & Casella, 2008) (BLASSO TS) to compare the performance of VBTS (Algorithm 2). In this section, we only include the methods that are designed for the high-dimensional linear contextual bandit. Simulation results for LinUCB (Abbasi-Yadkori et al., 2011) and LinTS (Agrawal & Goyal, 2013) can be found in Appendix A.4.

Equicorrelated (EC) structure

We set the number of arms \(K = 10\) and we generate the context vectors \(\{x_i(t)\}_{i=1}^{K}\) from multivariate \(d\)-dimensional Gaussian distribution \(N(\mathbf{0}, \Sigma)\), where \(\Sigma_{ij} = \rho^{\|i-j\|_1}\) and \(\rho = 0.3\). We consider \(d = 1000\) and the sparsity \(s^* = 5\). We choose the set of active indices \(S^*\) uniformly over all the subsets of \([d]\) of size \(s^*\). Next, for each choice of \(d\), we consider two types generating scheme for \(\beta\):

- **Setup 1**: \(\{U_{ij}\}_{i \in S^*, j \sim i,d} \sim \text{Uniform}(0,1)\) and set \(\beta_j = U_j/(\sum_{i \in S^*} U_i^2)^{-1/2} 1(j \in S^*)\).

- **Setup 2**: \(\{Z_{ij}\}_{i \in S^*, j \sim i,d} \sim N(0,1)\) and set \(\beta_j = Z_j/(\sum_{i \in S^*} Z_i^2)^{-1/2} 1(j \in S^*)\).

We run 40 independent simulations and plot the mean cumulative regret with 95% confidence band in Figure 1a-1b. In all the setups, we see that VBTS outperforms its competitors by a wide margin.

Autoregressive (AR) structure

We consider the same setups as in the EC structure above, with the exception of the context distribution. Here we generate the context vectors \(\{x_i(t)\}_{i=1}^{K}\) from \(N(\mathbf{0}, \Sigma)\) where \(\Sigma_{ij} = \phi^{\|i-j\|_1}\) and \(\phi = 0.3\). VBTS also enjoys superior performance under this setup (see Figure 1c-1d).

Table 2 shows the mean execution time (across Setup 1 and 2) of all TS algorithms for both EC and AR structure simulations. Among the class of TS algorithms, VBTS outperforms its other competing algorithms.

Table 2: Time comparison among the competing algorithms.

| Type          | Algorithm | Mean time of execution (seconds) |
|---------------|-----------|---------------------------------|
|               |           | Equicorrelated | Autoregressive |
| TS            | LinTS     | 1344.39         | 1346.46         |
|               | BLASSO TS | 1511.68         | 1455.53         |
|               | VBTS      | 29.33           | 27.65           |

5.2. Real data - gravi er Breast Carcinoma Data

We consider breast cancer data gravi er (microarray package in R) for 168 patients to predict metastasis of breast carcinoma based on 2905 gene expressions (bacterial artificial chromosome or BAC array). The goal of the learner is to identify the positive cases.

Similar to (Kuzborskij et al., 2019; Chen et al., 2021), in our experimental setup, we convert the breast cancer classification problem into 2-armed contextual bandit problem. More details about the data and reward generation process are provided in Appendix A.3. We perform 10 independent Monte Carlo simulations and plot the expected regret of

---

\(^2\)Codes are available online: Github link.
VBTS in Figure 2 along with its competitors. In this experiment, we omit LinUCB and LinTS algorithms as they were performing far worse compared to the existing ones in Figure 2. The figure shows that VBTS and LASSO-L1 confidence ball algorithms are by far the clear winners in terms of cumulative regret. However, upon closer look, we see that VBTS is slightly better than LASSO-L1 confidence in terms of cumulative regret. In terms of accuracy, LASSO-L1 and VBTS are in the same ball park as seen in Table 3.

We demonstrate the superior performance of our algorithm through extensive simulation studies. We finally perform an experiment on the gravier dataset, for which our method performs better compared to other existing algorithms.

Now we point the readers toward some of the natural research directions that we plan to cover in our future works. The regret analysis, similar to most of the recent works in high dimensional contextual bandits, relies on upper bounding the regret through estimation of the parameter, i.e., we rely on the estimation of $\beta^*$ to be able to provide meaningful regret bound. However, this should not be required as an example, consider the case where the first coordinate of $x_i(t)$ is 0 for all $i \in [K], t \in [T]$. Then the first coordinate of $\beta^*$ is not estimable, however, this does not pose any problem to designing a sensible policy since this coordinate does not appear in the regret. Unfortunately, Assumption 2.2(c) is not satisfied for such degeneracy in the contexts and as a result, it would require a modified analysis of the regret bound. Secondly, we underscore the fact that in our setup we adopt the Variational Bayes framework only to sidestep the computational hurdles of MCMC arising from a myriad of challenges such as slow mixing times of the chains, lack of easy implementation, etc. However, in high-dimensional regression setup (Yang et al., 2016) has proposed Metropolis-Hastings algorithms based on truncated sparsity priors that do not meet the above roadblocks. It could be very well possible that some other prior structure will allow us to design more efficient MCMC algorithms with faster mixing times in the high-dimensional SLCB setup along with theoretical guarantees. Finally, we also plan to analyze Thompson sampling for high-dimensional generalized contextual bandit problems.

### 6. Conclusion

In this paper, we consider the stochastic linear contextual bandit problem with high-dimensional sparse features and a fixed number of arms. We propose a Thompson sampling algorithm for this problem by placing a suitable sparsity-inducing prior on the unknown parameter to induce sparsity. We also develop a crucial posterior contraction result for non-i.i.d. data that allows us to obtain an almost dimension independent regret bound for our proposed algorithm. We explicitly point out the dependences on $d$ and $T$ for different arm-separation regimes parameterized by $\omega$, which is also minimax optimal for $\omega \in [0, 1)$. Moreover, the choice of prior allows us to devise a Variational Bayes algorithm that enjoys computational expediency over traditional MCMC.
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A. Details of Simulations

A.1. Simulation details for AR(1) structure

We set the number of arms $K = 10$ and we generate the context vectors $\{x_i(t)\}_{i=1}^K$ from multivariate $d$-dimensional Gaussian distribution $\mathcal{N}(0, \Sigma)$, where $\Sigma_{ij} = \phi^{|i-j|}$ and $\phi = 0.3$. We consider $d = 1000$ and the sparsity $s^* = 5$. We choose the set of active indices $S^*$ uniformly over all the subsets of $[d]$ of size $s^*$. Next, for each choice of $d$, we consider two types generating scheme for $\beta$:

- Setup 1: $\{U_i\}_{i \in S^*} \overset{i.i.d.}{\sim} \text{Uniform}(0,1)$ and set $\beta$ as the following:
  $$\beta_j = \begin{cases} 
  \frac{U_j}{\sqrt{\sum_{\ell \in S^*} U^2_\ell}}, & \text{if } j \in S^*, \\
  0, & \text{otherwise.}
  \end{cases}$$

- Setup 2: $\{Z_i\}_{i \in S^*} \overset{i.i.d.}{\sim} \mathcal{N}(0,1)$ and set $\beta$ as the following:
  $$\beta_j = \begin{cases} 
  \frac{Z_j}{\sqrt{\sum_{\ell \in S^*} Z^2_\ell}}, & \text{if } j \in S^*, \\
  0, & \text{otherwise.}
  \end{cases}$$

We run 40 independent simulations and plot the mean cumulative regret with 95% confidence band in Figure 1. In all the setups, we see that VBTS outperforms its competitors by a wide margin. Similar to the previous simulation example, in this case also Table 2 shows that VBTS is far better in terms of mean execution time than its competitors in the class of TS algorithms.

A.2. Simulation for different choices of $\lambda$

As discussed in the first paragraph of Section 5, for each of these simulation settings, we tried a few choices for the tuning parameter $\lambda_t$. In addition to the default choice of $\lambda_t = 1$ (for all time points $t$), we also explored the performance of the algorithm under growing $\lambda$, as required by our theoretical results. In particular, we tried $\lambda_t = \lambda_\ast \sqrt{t}$ for $\lambda_\ast \in \{0.2, 0.3, 0.4, 0.5\}$. For comparison, we only kept the faster optimism based methods DRLasso, Lasso-L1 and ESTC. We found the results to be roughly robust to the choice of this tuning parameter. The results are summarized in Figure 3 and Figure 4 below. However, we found that larger values of $\lambda_\ast$ lead to numerical issues, we conjecture that this is an artifact of the variational Bayes approximation, rather than the prior itself. For our simulation settings, the choice $\sqrt{t \log d/s^*} \approx 0.5 \sqrt{t}$ and hence by the findings in (Ray & Szabó, 2021), values of $\lambda_\ast$ higher than this may yield inaccurate Variational Bayes estimation.

![Figure 3. Regret bound for equi-correlated design for different tuning parameter choices](image-url)
A.3. Details of real data experiment

We consider breast cancer data gravier (microarray package in R) for 168 patients to predict metastasis of breast carcinoma based on 2905 gene expressions (bacterial artificial chromosome or BAC array). (Gravier et al., 2010) considered small, invasive ductal carcinomas without axillary lymph node involvement (T1T2N0) to predict metastasis of small node-negative breast carcinoma. Using comparative genomic hybridization arrays, they examined 168 patients over a five-year period. The 111 patients with no event after diagnosis were labeled good (class 0), and the 57 patients with early metastasis were labeled poor (class 1). The 2905 gene expression levels were normalized with a log_2 transformation.

Similar to (Kuzborskij et al., 2019; Chen et al., 2021), in our experimental setup we convert the breast cancer classification problem into 2-armed contextual bandit problem as follows: Given the gravier data set with 2 classes, we first set Class 1 as the target class. In each round, the environment randomly draws one sample from each class and composes a set of K types generating scheme for a. (comparing Cy3/Cy5 values) between the two groups, motivating the use of a sparse logit model in our case. The estimated noise variance from the fitted logit model as the true noise variance of the error induced by the environment is not necessary. Thus, small cumulative regret insinuates that the learner is able to differentiate the positive patients eventually. Such concepts can be used for constructing online classifiers to differentiate carcinoma metastasis from healthy patients based on gene expression data. However, in practice, we cannot measure the regret defined in (2), unless we have the knowledge of β^*. To resolve this issue, we first fit a logit model on the whole gravier data set and consider the estimated β as the ground truth and report the expected regret with respect to the estimated β. As reported in (Gravier et al., 2010), 24 (out of 2905) BACs showed statistically significant difference (comparing Cy3/Cy5 values) between the two groups, motivating the use of a sparse logit model in our case. The estimated β^* in our sparse logistic model on the dataset had a sparsity of 18 using the data set and set the estimated true noise variance of the error induced by the environment in each round.

A.4. More simulations

We set the number of arms K = 10 and we generate the context vectors \{x_i(t)\}_{i=1}^K from multivariate d-dimensional Gaussian distribution \mathcal{N}_d(0, \Sigma), where \Sigma_{ij} = \rho^{p+1-j} and \rho = 0.3. We consider d = 1000 and the sparsity s^* = 5. We choose the set of active indices S^* uniformly over all the subsets of [d] of size s^*. Next, for each choice of d, we consider two types generating scheme for β:

- **Setup 1**: \{U_i\}_{i \in S^*} \sim \text{i.i.d. Uniform}(0, 1) and set \beta_j = U_j(\sum_{i \in S^*} U_i^2)^{-1/2} \mathbb{1}(j \in S^*).
- **Setup 2**: \{Z_i\}_{i \in S^*} \sim \text{i.i.d. N}(0, 1) and set \beta_j = Z_j(\sum_{i \in S^*} Z_i^2)^{-1/2} \mathbb{1}(j \in S^*).
We run 40 independent simulations and plot the mean cumulative regret with 95% confidence band in Figure 5. In all the setups, we see that VBTS outperforms its competitors by a wide margin. VBTS also enjoys superior empirical performance under the autoregressive (AR) model (see Figure 6) with auto-correlation coefficient 0.3.

Figure 5. Regret bound for equi-correlated design: (Left) Setup 1, (Right) Setup 2

Figure 6. Regret bound for AR(1) design: (Left) Setup 1, (Right) Setup 2

B. Proof of Theorem 3.2

In this section, we present the detailed proof of Theorem 3.2. First, for clarity of presentation, we introduce some notations. We use $X_t$ to denote the matrix $(x_{a_1}(1), \ldots, x_{a_t}(t))^\top \in \mathbb{R}^{t \times d}$. Given this, we denote the covariance matrix $\hat{\Sigma}_t = X_t^\top X_t / t$. Next, we define the set

$$S_{d-1}^{d-1}(s) \triangleq S_{d-1} \cap \{ v : \|v\|_0 \leq s \}.$$

We also define the following:

**Definition B.1.** For a index set $I \subseteq [d]$ and $\alpha \in \mathbb{R}^+$, we define the restricted cone as

$$C_\alpha(I) := \{ v \in \mathbb{R}^d : \|v_I\|_1 \leq \alpha \|v_I\|_1, v_I \neq 0 \}.$$

In high-dimensional literature one typically assumes compatibility condition on the design matrix $X$, i.e.,

$$\phi_{\text{comp}}(S^*; X) := \inf_{\delta \in C_\epsilon(S^*)} \frac{\|X\delta\|_2 \|S^*\|_1^{1/2}}{t^{1/2} \|\delta\|_1} > 0,$$  \hspace{1cm} (4)
where $S^* = \{j : \beta_j^* \neq 0\}$. This is mainly to guarantee the estimation accuracy of high-dimensional estimators like LASSO (Bickel et al., 2009) or to show the posterior consistency in Bayesian high dimensional literature (Castillo et al., 2015).

As discussed in the main paper, we prove the theorem in three parts, the subsequent sections deal with each part separately.

Proof outline In this section we first give a brief outline of the proof and discuss technical difficulties. We have three major components in this proof:

(i) In Section B.1 we will first show that that the gram matrix $\tilde{\Sigma}_t$ enjoys SRC condition with high probability for sufficiently large $t$. Based on this threshold on $t$, the burning time $T_0$ is chosen. The main difficulty here lies in that fact that the context sequence $(x_{a_1}(1), \ldots, x_{a_n}(t))$ are in general highly dependent on each other. Thus, existing high-dimensional concentration results are not directly applicable due to the inherent bandit environment. In our analysis we carefully decouple this complex dependent structure and exploit the special temporal independence structure of the bandit environment to establish SRC property of $\tilde{\Sigma}_t$.

(ii) Next, in Section B.2 we will establish the compatibility condition (4) for the matrix $\tilde{\Sigma}_t$. Again, due to the temporal dependence structure, we can not use the results from (Raskutti et al., 2010). Moreover, those results are only applicable for independent multivariate Gaussian design matrices, which may not be true in our case. Hence, we resort to different tools to show the compatibility condition. Essentially the main ingredient of the proof is the Transfer Lemma B.9 which essentially translates the uniform lower bound on $\phi_{\text{min}} (C s^*, \Sigma_t)$ to $\phi_{\text{comp}} (S^*)$, for sufficiently large $C$.

(iii) Finally, in Section B.3, under the compatibility condition we use the posterior contraction result from (Castillo et al., 2015) to give bound on the per round regret $\Delta_a(t)$. However, it is not readily trivial that the posterior contraction result is applicable due to the same temporal dependence of the bandit environment. It turns out that the contraction result essentially hinges on controlling the correlation between $X_t$ and the vector $(\epsilon(1), \ldots, \epsilon(t))$ at each time point $t$. The only challenge lies in controlling this correlation as the contexts $X_t$ are not independent anymore. We resolve this issue by considering a suitable martingale difference sequence with respect to proper filtration.

In the subsequent sections we will prove the above three facts separately.

B.1. Proof of part (i)

In this section we will show that the matrix $\tilde{\Sigma}_t$ enjoys the SRC condition with high probability. As a warm up, we recall the definition of Orlicz norms:

**Definition B.2 (Orlicz norms).** For random variable $Z$ we have the followings:

(a) The sub-Gaussian norm of a random variable $Z$, denoted $\|Z\|_{\psi_2}$ is defined as

$$\|Z\|_{\psi_2} := \inf \{ \lambda > 0 : \mathbb{E} \{ \exp(Z^2/\lambda^2) \} \leq 2 \}.$$

(b) The sub-Exponential norm of a random variable $Z$, denoted $\|Z\|_{\psi_1}$, is defined as

$$\|Z\|_{\psi_1} := \inf \{ \lambda > 0 : \mathbb{E} \{ \exp(|Z|/\lambda) \} \leq 2 \}.$$

The details and related properties can be found in Section 2.5.2 and Section 2.7 in (Vershynin, 2018). The following is a relationship between sub-gaussian and sub-exponential random variables.

**Lemma B.3** (Sub-Exponential and sub-Gaussian squared). A random variable $Z$ is sub-Gaussian iff $Z^2$ is sub-Exponential. Moreover,

$$\|Z^2\|_{\psi_1} = \|Z\|_{\psi_2}^2.$$

**Proof.** The proof can be found in Lemma 2.7.4 of (Vershynin, 2018)

**Lemma B.4** (Bernstein’s inequality). Let $Z_1, \ldots, Z_N$ be independent mean-zero sub-exponential random variable. Then for every $\delta \geq 0$ we have

$$\mathbb{P} \left( \left| \frac{1}{N} \sum_{i=1}^{N} Z_i \right| \geq \delta \right) \leq 2 \exp \left\{ -c_2 \min \left( \frac{\delta^2}{K_0^2}, \frac{\delta}{K_0} \right) N \right\},$$

where $K_0 = \max_{i \in [N]} \|Z_i\|_{\psi_1}$.
We define $Z$ Analysis for a fixed vector $v$.

Thus, we have the following:

**Proposition B.5 (Empirical SRC).** Let $\varepsilon = \min\{1/4, 1/(6\phi_v \bar{\vartheta}^2 \xi K \log K + 3)\}$ for some universal constant $\bar{c} > 0$ and also define the quantity $\kappa(\xi, \vartheta, K) \triangleq \min\{(4c_3K\xi^2)^{-1}, 1/2\}$ for some universal positive constants $c_3$. Then the followings are true for any constant $C > 0$:

$$
\mathbb{P}\left(\phi_{\text{max}}(Cs^*; \tilde{\Sigma}_t) \geq \frac{c_3 \vartheta^2 \phi_v}{1 - 3\varepsilon} \log K \right) \leq \exp\left\{ -!c_8 t \log K + Cs^* \log K + Cs^* \log(3d/\varepsilon) \right\},
$$

$$
\mathbb{P}\left(\phi_{\text{min}}(Cs^*; \tilde{\Sigma}_t) \leq \frac{1}{8K\xi} \right) \leq 2 \exp\left\{ -c_2 \kappa^2(\xi, \vartheta, K)t + Cs^* \log K + Cs^* \log(3d/\varepsilon) \right\}
$$

$$
+ \exp\left\{ -c_8 \log(K)t + Cs^* \log K + Cs^* \log(3d/\varepsilon) \right\},
$$

where all $c_j$'s in the above display are universal positive constants.

**Proof.** We will first show the SRC condition for a fixed vector $v \in \mathbb{S}_{0}^{d-1}(Cs^*)$. Then, the whole argument will be extended via a $\varepsilon$-net argument.

**Analysis for a fixed vector $v$:** Let $v \in \mathbb{S}_{0}^{d-1}(Cs^*)$ be a fixed vector. Now note that following fact:

$$
v^\top \tilde{\Sigma}_t v = \frac{1}{t} \sum_{\tau=1}^{t} (v^\top x_{\omega_{\tau}}(\tau))^2 \geq \frac{1}{t} \sum_{\tau=1}^{t} \min_{i \in [K]} (v^\top x_i(\tau))^2.
$$

We define $Z_{\tau,v} \triangleq \min_{i \in [K]} (v^\top x_i(\tau))^2$ and note that for a fixed $v \in \mathbb{S}_{0}^{d-1}(Cs^*)$, the random variables $\{Z_{\tau,v}\}_{\tau=1}^{t}$ are i.i.d. across the time points. Moreover, due to Assumption 2.2(b) and Lemma B.3, we have

$$
\|Z_{\tau,v}\|_{\psi_1} = \left\| \min_{i \in [K]} |v^\top x_i(\tau)| \right\|_{\psi_2} \leq c_3 \vartheta^2.
$$

Thus, $\{Z_{\tau,v}\}_{\tau=1}^{t}$ are i.i.d sub-exponential random variables. First we will show that $\mathbb{E}(Z_{\tau,v})$ is uniformly lower bounded. Due to Assumption 2.2(c) we have

$$
\mathbb{P}(Z_{\tau,v} \leq h) \leq \sum_{i=1}^{K} \mathbb{P}\{(v^\top x_i(\tau))^2 \leq h\} \leq K\xi h.
$$

Thus we have the following:

$$
\mathbb{E}(Z_{\tau,v}) = \int_{0}^{\infty} \mathbb{P}(Z_{\tau,v} \geq u) \, du
$$

$$
\geq \int_{0}^{h} \mathbb{P}(Z_{\tau,v} \geq u) \, du
$$

$$
\geq \int_{0}^{h} (1 - K\xi u) \, du
$$

$$
= h(1 - K\xi h/2).
$$

Setting $h = 1/(K\xi)$ in Equation (5) yields $\mathbb{E}(Z_{\tau,v}) \geq \frac{1}{2K\xi}$.

Now, using Lemma B.4, we have the following for a $\mu \in (0, c_1/\|Z_{1,v}\|_{\psi_1})$ and $\delta > 0$:

$$
\mathbb{P}\left(\frac{1}{t} \sum_{\tau=1}^{t} (Z_{\tau,v} - \mathbb{E}(Z_{\tau,v})) \geq \delta \right) \leq 2 \exp\left\{ -c_2 \min\left( \frac{\delta^2}{\|Z_{1,v}\|_{\psi_1}^2}, \frac{\delta}{\|Z_{1,v}\|_{\psi_1}} \right) t \right\}
$$

$$
\leq 2 \exp\left\{ -c_2 \min\left( \frac{\delta^2}{c_3 \vartheta^4}, \frac{\delta}{c_3 \vartheta^2} \right) t \right\}.
$$
We denote it by $N_{\varepsilon}$ whenever 
\[ \kappa(\xi, \vartheta, K) = \min \{ 4c_3 K \xi \vartheta^2, 1/2 \} \] 
where $\kappa(\xi, \vartheta, K) = \min \{ 4c_3 K \xi \vartheta^2, 1/2 \}$. Now recall that $E(Z_{\tau, v}) \geq 1/(2K\xi)$, which shows that 
\[ \mathbb{P} \left( \frac{1}{t} \sum_{\tau=1}^{t} Z_{\tau, v} \geq \frac{1}{4K\xi} \right) \leq 2 \exp \left\{ -c_2 \kappa^2(\xi, \vartheta, K)t \right\}, \quad \forall v \in S_0^{d-1}(C s^*) \] 
(7)

\textbf{\varepsilon-net argument:} We consider a $\varepsilon$-net of the space $S_0^{d-1}(C s^*)$ constructed in a specific way which will be described shortly. We denote it by $N_{\varepsilon}$. Let $J \subseteq [d]$ such that $|J| = Cs^*$ and consider the set $E_J = S^{d-1} \cap \text{span}\{e_j : j \in J\}$. Here $e_j$ denotes the $j$th canonical basis of $\mathbb{R}^d$. Thus we have 
\[ S_0^{d-1}(C s^*) = \bigcup_{J : |J| = Cs^*} E_J. \]

Now we describe the procedure of constructing a net for $S_0^{d-1}(C s^*)$ which is essential for controlling the parse eigenvalues. 

\textbf{Greedy construction of net:}

- Construct a $\varepsilon$-net of $E_J$ for each $J$ of size $Cs^*$. We denote this net by $N_{\varepsilon,J}$. Note that $|N_{\varepsilon,J}| \leq (3/\varepsilon)^{Cs^*}$ (Vershynin, 2018, Corollary 4.2.13) for $\varepsilon \in (0, 1)$ as $E_J$ can be viewed as an unit ball embedded in $\mathbb{R}^{Cs^*}$.

- Then the net $N_{\varepsilon}$ is constructed by taking union over all the $N_{\varepsilon,J}$, i.e.,
\[ N_{\varepsilon} = \bigcup_{J : |J| = Cs^*} N_{\varepsilon,J}. \]

Thus, from the construction we have 
\[ |N_{\varepsilon}| \leq \left( \frac{d}{Cs^*} \right)^{Cs^*} \left( \frac{3}{\varepsilon} \right)^{Cs^*} \leq \exp \{ Cs^* \log(3d/\varepsilon) \}, \] 
(8)

whenever $\varepsilon \in (0, 1)$. Now, we state an useful lemma on evaluating minimum eigenvalue on $\varepsilon$-net.

\textbf{Lemma B.6.} \textit{Let $A$ be a $m \times m$ symmetric positive-definite matrix and $\varepsilon \in (0, 1)$. Then, for $\varepsilon$-net $N_{\varepsilon}$ of $S_0^{d-1}(s)$ constructed in greedy way, we have}
\[ \phi_{\min}(s; A) \geq \min_{u \in N_{\varepsilon}} u^\top Au - 3\varepsilon \phi_{\max}(s; A). \]

The proof of the lemma is deferred to Appendix D.1. Note that from Equation (7) and an union bound argument we get 
\[ \mathbb{P} \left( \min_{v \in N_{\varepsilon}} v^\top \Sigma_t v \geq \frac{1}{4K\xi} \right) \geq 1 - 2 \exp \{ -c_2 \kappa^2(\xi, \vartheta, K)t + Cs^* \log K + Cs^* \log(3d/\varepsilon) \}. \] 
(9)

If $\phi_{\max}(Cs^*, \Sigma_t)$ is bounded with high probability, then for small $\varepsilon$, then along with Lemma B.6 we will readily have a uniform lower bound on $\phi_{\min}(Cs^*, \Sigma_t)$.

\textbf{Bounding $\phi_{\max}(Cs^*, \Sigma_t)$:} Here we gain start with $v \in N_{\varepsilon}$. Similar, to previous discussion we have 
\[ v^\top \Sigma_t v = \frac{1}{t} \sum_{\tau=1}^{t} (v^\top x_{a^*}(\tau))^2 \leq \frac{1}{t} \sum_{\tau=1}^{t} \max_{v \in [K]} (v^\top x_{a^*}(\tau))^2. \]
We define $W_{\tau,v} \triangleq \max_{i \in [K]} \{ (v^T x_i(\tau))^2 \}$ and note that for a fixed $v \in S_0^{d-1}(Cs^*)$, the random variables $\{W_{\tau,v}\}_{\tau=1}^t$ are i.i.d. across the time points. Moreover, due to Assumption 2.2(b) and Lemma B.3, we have

$$||W_{\tau,v}||_{\psi_1} = \left\| \max_{i \in [K]} \{ (v^T x_i(\tau))^2 \} \right\|_{\psi_1} \leq c_1 K \delta^2.$$ 

Thus, $\{W_{\tau,v}\}_{\tau=1}^t$ are i.i.d sub-exponential random variables. Recall, that $\phi_{\max}(Cs^*, \Sigma_i) \leq \phi_u$ for all $i \in [K]$. The next lemma provides an upper bound on the moment generating function (MGF) of sub-Exponential random variables.

**Lemma B.7.** (Vershynin, 2018, Lemma 2.8.1) Let $X$ be a mean-zero, sub-Exponential random variable. Then there exists positive constants $c_5, c_6$, such that for any $\lambda$ with $|\lambda| \leq c_5/\|X\|_{\psi_1}$, the following is true:

$$\mathbb{E}\{\exp(\lambda X)\} \leq \exp(c_6 \lambda^2 \|X\|_{\psi_1}^2).$$

Equipped with the above lemma we have the following:

$$
\mathbb{P}\left( \frac{1}{t} \sum_{\tau=1}^t W_{\tau,v} - \phi_u \geq \delta \right) = \mathbb{P}\left( \sum_{\tau=1}^t \{W_{\tau,v} - \phi_u\} \geq \delta t \right) 
= \mathbb{P}\left( \exp \left\{ \mu \sum_{\tau=1}^t (W_{\tau,v} - \phi_u) \right\} \geq e^{\mu \delta t} \right) 
\leq e^{-\mu \delta t} \prod_{\tau=1}^t \mathbb{E}\{e^{\mu (W_{\tau,v} - \phi_u)}\}. \tag{10}
$$

For a fixed $\tau \in [t]$ we note the following:

$$
\mathbb{E}\{e^{\mu (W_{\tau,v} - \phi_u)}\} \leq \sum_{i=1}^K \mathbb{E}\{e^{\mu [(v^T x_i(\tau))^2 - \phi_u]}\} 
\leq \sum_{i=1}^K \mathbb{E}\{e^{\mu [(v^T x_i(\tau))^2 - v^T \Sigma_i v]}\}. 
$$

For brevity let $\kappa_i \triangleq \|\{v^T x_i(\tau)\}^2\|_{\psi_1}$. If we choose $\mu \leq c_5/\max_{i \in [K]} \kappa_i$, then by Lemma B.7 we have

$$
\mathbb{E}\{e^{\mu (W_{\tau,v} - \phi_u)}\} \leq \exp \left( c_6 \mu^2 \max_{i \in [K]} \kappa_i^2 + \log K \right). 
$$

Using the above inequality in Equation (10), it follows that

$$
\mathbb{P}\left( \frac{1}{t} \sum_{\tau=1}^t W_{\tau,v} - \phi_u \geq \delta \right) \leq \exp \left( -\mu \delta t + c_6 t \mu^2 \max_{i \in [K]} \kappa_i^2 + t \log K \right). \tag{11}
$$

The right hand side of Equation (11) is minimized at $\mu = \delta/(2c_2 \max_{i \in [K]} \kappa_i^2)$ with the minimum value of

$$
\exp \left( -\frac{\delta^2 t}{4c_6 \max_{i \in [K]} \kappa_i} + t \log K \right). 
$$

If $\delta/(2c_6 \max_{i \in [K]} \kappa_i^2) > c_5/\max_{i \in [K]} \kappa_i^2$, then the right hand side of Equation (11) is minimized at $\mu = c_5/\max_{i \in [K]} \kappa_i^2$ and we get

$$
\mathbb{P}\left( \frac{1}{t} \sum_{\tau=1}^t W_{\tau,v} - \phi_u \geq \delta \right) \leq \exp \left( -\frac{c_5 \delta t}{\max_{i \kappa_i} + c_6 \delta^2 t + t \log K} \right). 
$$
Using the fact that \( \delta/(2c_6 \max_{i \in [K]} \kappa_i^2) > c_5/\max_{i \in [K]} \kappa_i^2 \), the right hand side of the above display can be upper bounded by
\[
\exp \left( - \frac{c_5 \delta t}{2 \max_i \kappa_i} + t \log K \right).
\]
Thus we have for all \( \delta > 0 \)
\[
\mathbb{P} \left( \frac{1}{t} \sum_{\tau=1}^t W_{\tau,v} - \phi_u \geq \delta \right) \leq \exp \left( - \min \left\{ \frac{\delta^2 t}{4c_6 \max_{i \in [K]} \kappa_i^2}, \frac{c_5 \delta t}{2 \max_i \kappa_i} \right\} + t \log K \right).
\]
Next we set \( \delta = c_7 \vartheta^2 \phi_u \log K \) for sufficiently large \( c_7 > 0 \). Then Equation (12) yields
\[
\mathbb{P} \left( \frac{1}{t} \sum_{\tau=1}^t W_{\tau,v} - \phi_u \geq \delta \right) \leq \exp \left( -c_8 t \log K \right).
\]
Finally taking union bond over all vectors in \( \mathcal{N}_\varepsilon \) we get
\[
\mathbb{P} \left( \forall v \in \mathcal{N}_\varepsilon : v^\top \hat{\Sigma}_t v \geq c_9 \vartheta^2 \phi_u \log K \right) \leq \exp \left\{ -c_8 t \log K + C \psi^* \log K + C \psi^* \log(3d/\varepsilon) \right\}.
\]
Next, to prove the same for all \( v \in S_{0}^{d-1}(C\psi^*) \) we need the following lemma.

**Lemma B.8** (maximum sparse eigenvalue on net). Let \( A \) be a \( m \times m \) symmetric positive-definite matrix and \( \varepsilon \in (0, 1/3) \). Then, for \( \varepsilon \)-net \( \mathcal{N}_\varepsilon \) of \( S_{0}^{d-1}(s) \) constructed in greedy way, we have
\[
\max_{v \in \mathcal{N}_\varepsilon} v^\top Av \leq \max_{v \in S_{0}^{d-1}(C\psi^*)} v^\top Av \leq \frac{1}{1 - 3\varepsilon} \max_{v \in \mathcal{N}_\varepsilon} v^\top Av.
\]
The proof of the above lemma is deferred to Appendix D.2. Now we set some \( \varepsilon \in (0, 1/3) \). In light of the above lemma we immediately have that
\[
\mathbb{P} \left( \phi_{\max}(C\psi^*; \hat{\Sigma}_t) \geq \frac{c_9 \vartheta^2 \phi_u \log K}{1 - 3\varepsilon} \right) \leq \exp \left\{ -c_8 t \log K + C \psi^* \log K + C \psi^* \log(3d/\varepsilon) \right\}.
\]
Finally using Equation (9), (14) and Lemma B.6 we have
\[
\mathbb{P} \left( \phi_{\min}(C\psi^*; \hat{\Sigma}_t) \geq \frac{1}{4K\xi} - \frac{3\varepsilon c_9 \vartheta^2 \log K}{1 - 3\varepsilon} \right) \geq 1 - 2 \exp \left\{ -c_8 t \log K + C \psi^* \log K + C \psi^* \log(3d/\varepsilon) \right\}
\]
\[
- \exp \left\{ -c_8 t \log K + C \psi^* \log K + C \psi^* \log(3d/\varepsilon) \right\}.
\]
Now the result follows from taking \( \varepsilon = \min\{1/4, 1/(24 \vartheta^2 \xi K \log K + 3)\} \).

**B.2. Proof of part (ii)**

In this section we will show that the matrix \( \hat{\Sigma}_t \) enjoys the compatibility condition (4) with high probability. This is equivalent to showing that the quantity
\[
\Psi(S^*; \hat{\Sigma}_t) \triangleq \inf_{\delta \in \mathcal{C}(S^*)} \left( \frac{\delta^\top \hat{\Sigma}_t \delta}{\|\delta\|_1^2} \right) S^* = \phi_{\text{comp}}(S^*; \hat{\Sigma}_t)^2.
\]
is bounded away from 0 with high probability. First we present the Transfer lemma (Oliveira, 2013, Lemma 5) below.

**Lemma B.9** (Transfer lemma). Suppose \( \hat{\Sigma}_t \) and \( \Sigma \) are matrix with non-negative diagonal entries, and assume \( \eta \in (0, 1) \), \( m \in |d| \) are such that
\[
\forall v \in \mathbb{R}^d \text{ with } \|v\|_0 \leq m, v^\top \hat{\Sigma}_t v \geq (1 - \eta)v^\top \Sigma v.
\]
Assume \( D \) is a diagonal matrix whose diagonal entries \( D_{j,j} \) are non-negative and satisfy \( D_{j,j} \geq (\hat{\Sigma}_t)_{j,j} - (1 - \eta)\Sigma_{j,j} \). Then
\[
\forall x \in \mathbb{R}^d, x^\top \hat{\Sigma}_t x \geq (1 - \eta)x^\top \Sigma x - \frac{\|D_{1/2} x\|^2_1}{m - 1}.
\]
Condition (16) basically demands that $\tilde{\Sigma}_t$ enjoys SRC condition with the sparsity parameter $m$. Then under the proper choice of diagonal matrix $D$ with sufficiently large diagonal elements $\{D_{j,j}\}_{j=1}^d$, Equation (17) will yield the desired compatibility condition for $\tilde{\Sigma}_t$. We formally state the result in the following lemma:

**Proposition B.10** (Empirical compatibility condition). Assume the conditions of Proposition B.5 hold. Also assume that Assumption 2.2(d) holds with $C = C_0 \phi_u \bar{\theta}^2 \xi K \log K$ for some sufficiently large universal constant $C_0 > 0$. Then there exists a positive constant $C_1$ such that the following is true:

$$
P\left(\Psi(S^*; \tilde{\Sigma}_t) \geq \frac{1}{C_1 \xi K}\right)
= 1 - 2 \exp\{-c_2 \kappa^2 (\xi, \vartheta, K) t + C s^* \log K + C s^* \log (3d/\varepsilon)\}
- 2 \exp\{-c_8 t \log K + C s^* \log K + C s^* \log (3d/\varepsilon)\}
$$

with $\varepsilon = \min\{1/4, 1/(\bar{\phi}_u \bar{\theta}^2 \xi K \log K + 3)\}$ for the same universal constant $\bar{c} > 0$ in Proposition B.5 and $\kappa(\xi, \vartheta, K) = \min\{(4c_3 K \xi \bar{\theta}^2)^{-1}, 1/2\}$.

**Proof.** As suggested before we will make use of Lemma B.9. Towards this, we set $\Sigma = \frac{1}{\pi K \xi} I_d$ and $D = \text{diag}(\tilde{\Sigma}_t)$. Next, we define the following two events:

$$
\mathcal{G}_{t,1} := \left\{ \phi_{\max}(Cs^*; \tilde{\Sigma}_t) \leq \frac{c_0 \bar{\theta}^2 \phi_u \log K}{1 - 3\varepsilon} \right\},
$$

$$
\mathcal{G}_{t,2} := \left\{ \phi_{\min}(Cs^*; \tilde{\Sigma}_t) \geq \frac{1}{8K \xi} \right\},
$$

where the constants $\varepsilon$ and $c_0$ are same as in Proposition B.5. Under $\mathcal{G}_{t,1}$ and $\mathcal{G}_{t,2}$, the inequality in Equation (16) holds with $\eta = 1/2$ and $m = Cs^*$. Also, due construction of $D$, we trivially have

$$
D_{j,j} \geq (\tilde{\Sigma}_t)_{j,j} - (1 - \eta) \Sigma_{j,j}.
$$

Lastly, note that

$$
\max_{j \in [d]} D_{j,j} = \max_{j \in [d]} (\tilde{\Sigma}_t)_{j,j} = \max_{j \in [d]} e_j^\top \tilde{\Sigma}_t e_j \leq \frac{c_0 \bar{\theta}^2 \phi_u \log K}{1 - 3\varepsilon}
$$

under $\mathcal{G}_{t,1}$. Equipped with Lemma B.9, under $\mathcal{G}_{t,1}$ and $\mathcal{G}_{t,2}$, for all $x \in C_\gamma(S^*) \cap S^{d-1}$ we have the following:

$$
x^\top \tilde{\Sigma}_t x \geq \frac{1}{8K \xi} - \frac{\|D_1^{1/2} x\|_1^2}{Cs^* - 1}
\geq \frac{1}{8K \xi} - \frac{(c_0 \bar{\theta}^2 \phi_u \log K)}{1 - 3\varepsilon} \frac{\|x\|_1^2}{Cs^* - 1}
\geq \frac{1}{8K \xi} - \frac{(c_0 \bar{\theta}^2 \phi_u \log K)}{1 - 3\varepsilon} \frac{64s^*}{Cs^* - 1}.
$$

The last inequality follows form the fact that

$$
\|x\|_1 = \|x_{S^*}\|_1 + \|x_{(S^*)^c}\|_1 \leq 8 \|x_{S^*}\|_1 \leq 8 \sqrt{s^*} \|x_{S^*}\|_2 \leq 8 \sqrt{s^*}.
$$

Thus, if $C \geq \frac{\phi_u \bar{\theta}^2 \xi K \log K}{1 - 3\varepsilon} + 1/16$, then $x^\top \tilde{\Sigma}_t x \geq 1/(16K \xi)$. Also, note that from the choice of $\varepsilon$ in Proposition B.5, we have $\varepsilon < 1/4$. This further tells that if $C = C_0 \phi_u \bar{\theta}^2 \xi K \log K$ for large enough $C_0 > 0$, then

$$
\inf_{\delta \in C_\gamma(S^*)} \frac{\delta^\top \tilde{\Sigma}_t \delta}{\|\delta\|_2^2} \geq \frac{1}{16K \xi}.
$$

Then, the result follows from Proposition B.5. Using this and Equation (19) we also have
Proof of Lemma B.11 follows from Theorem 2.19 of (Wainwright, 2019) by setting Proposition B.12 we have

For notational brevity we define

\[ \{F_{\ell} \}_{\ell=1}^{\infty} \]

\[ \text{regret bound is the Bayesian contraction in high-dimensional linear regression problem. In particular, we will use Theorem C.1 to control the } \ell_1 \text{-distance between } \hat{\beta}_t \text{ and } \beta^* \text{ at each time point } t \in [T]. \]

We recall that \( X_t = (x_{a_1}(1), \ldots, x_{a_t}(t))^T \). Also, note that the sequence \( \{x_{a_\tau}(\tau)\}_{\tau=1}^{T} \) forms an adapted sequence of observations, i.e., \( x_{a_\tau}(\tau) \) may depend on the history \( \{x_{a_u}(u), r(u)\}_{u=1}^{\tau} \). Also, recall that \( \{\epsilon(\tau)\}_{\tau=1}^{T} \) are mean-zero \( \sigma \)-sub-Gaussian errors.

**Lemma B.11 (Bernstein Concentration).** Let \( \{D_k, \mathcal{F}_k\}_{k=1}^{\infty} \) be a martingale difference sequence, and suppose that \( D_k \) is a \( \sigma \)-sub-Gaussian in adapted sense, i.e., for all \( \alpha \in \mathbb{R}, \mathbb{E}[e^{\alpha D_k} | \mathcal{F}_{k-1}] \leq e^{\alpha^2 \sigma^2 / 2} \) almost surely. Then, for all \( t \geq 0, \)

\[ \mathbb{P} \left( \sum_{k=1}^{t} D_k \geq \delta \right) \leq 2 \exp \left\{ -\delta^2 / (2t\sigma^2) \right\} . \]

**Proof.** Proof of Lemma B.11 follows from Theorem 2.19 of (Wainwright, 2019) by setting \( \alpha_k = 0 \) and \( \nu_k = \sigma \) for all \( k \).

Lemma B.11 is the main tool that is used to control the correlation between \( \epsilon_t \) and the chosen contexts \( X_t \) which is important to control the Bayesian contraction of the posterior distribution in each round. To elaborate, let \( \chi_t^{(j)} \) be the \( j \)-th column for \( j \in [d] \) and define \( D_{t,j} := \epsilon(t)x_{a_t}(t) \). Note that for a fixed \( j \in [d] \), \( \{D_{t,j}\}_{\tau=1}^{T} \) forms a martingale difference sequence with respect to the filtration \( \mathcal{F}_{\tau} := \sigma(\mathcal{H}_{\tau}) \) is the \( \sigma \)-algebra generated by \( \mathcal{H}_{\tau} \) and \( \mathcal{F}_1 = \emptyset \). Also note that

\[ \mathbb{E}[e^{\alpha D_{t,j}} | \mathcal{F}_{t-1}] \leq \mathbb{E}[e^{\alpha^2 \sigma^2 x_{a_t}(t)^2 / 2}] \leq \mathbb{E}[e^{\alpha^2 \sigma^2 \max_{j}^2 / 2}] . \]

Thus, using Lemma B.11, we have the following proposition:

**Proposition B.12 (Lemma EC.2, (Bastani & Bayati, 2020)).** Define the event

\[ \mathcal{T}_{t}(\lambda_0(\gamma)) := \left\{ \max_{j \in [d]} \left| \frac{\epsilon_t^T X_t^{(j)}}{\delta} \right| \leq \lambda_0(\gamma) \right\} , \]

where \( \lambda_0(\gamma) = \max_{\gamma} \sqrt{\gamma^2 + 2 \log d} / t \). Then we have \( \mathbb{P} \{ \mathcal{T}_{t}(\lambda_0(\gamma)) \} \geq 1 - 2 \exp(-\gamma^2 / 2) \).

The proof of the above proposition mainly relies on the martingale difference structure and Lemma B.4. It is important to mention that the proof does not depend on any particular algorithm.

For notational brevity we define \( \|X_t\| := \max_{j \in [d]} \sqrt{(X_t^T X_t)_{j,j}} \). Next, we will set \( \gamma = \gamma_t := \sqrt{2 \log t} \). Hence by Proposition B.12 we have \( \mathbb{P} \{ \mathcal{T}_{t}(\lambda_0(\gamma_t)) \} \geq 1 - 2 \gamma_t^{-1} \). Also recall that, under \( \mathcal{G}_{t,1} \) and \( \mathcal{G}_{t,2} \), we have

\[ \frac{1}{\sqrt{\delta t K}} \leq \|X_t\| / \sqrt{t} \leq \sqrt{4 \gamma_0 \phi_0 \theta^2 \log K} . \]

(20)

Also, under \( \mathcal{G}_{t,2} \cap \mathcal{T}_{t}(\lambda_0(\gamma_t)) \) it follows that

\[ \max_{j \in [d]} \left| \frac{\epsilon_t^T X_t^{(j)}}{\sigma} \right| \leq \max_{\gamma} \sqrt{2 t (\log d + \log t)} = \lambda_t \]

(21)

Now, we are ready to present the proof of the main regret bound.
**Main Regret Bound**

Recall the definition of regret is $R(T) = \sum_{t=1}^{T} \Delta_{a_t}(t)$, where $\Delta_{a_t}(t) = x_{a_t}(t) \beta - x_{a_t}(t)^{\top} \beta^*$. Next, we partition the whole time horizon $[T]$ into two parts, namely $\{t : 1 \leq t \leq T_0\}$ and $\{t : T_0 \leq t \leq T\}$, where $T_0$ will be chosen later. Thus, the regret can be written as

$$R(T) = \sum_{t=1}^{T_0} \Delta_{a_t}(t) + \sum_{t=T_0+1}^{T} \Delta_{a_t}(t).$$

All notations for expectation operators and probability measures are given in Appendix C.

Now by Assumption 2.2(a) and 2.3(a) we have the following inequality:

$$\mathbb{E}\{R(T_0)\} \leq 2x_{\max}b_{\max}T_0. \quad (22)$$

Next, we focus on the term $\hat{R}(T)$. First, we define a few quantities below:

$$\phi_t(s) := \inf_{\delta} \left\{ \frac{\|X_t\|_2 |S_\delta|^{1/2}}{e^{t/2} \|\delta\|_1} : 0 \neq |S_\delta| \leq s \right\},$$

$$\bar{\phi}_t(s) := \inf_{\delta} \left\{ \frac{\|X_t\|_2 |S_\delta|^{1/2}}{e^{t/2} \|\delta\|_2} : 0 \neq |S_\delta| \leq s \right\}. \quad (23)$$

Now set

$$\bar{\psi}_t(S) = \bar{\phi}_t \left( 2 + \frac{40}{A_4} + \frac{128A_4^{-1}x_{\max}^2}{\Psi(S, \Sigma_t)} \right) |S|,$$

$$\tilde{\psi}_t(S) = \tilde{\phi}_t \left( 2 + \frac{40}{A_4} + \frac{128A_4^{-1}x_{\max}^2}{\Psi(S, \Sigma_t)} \right) |S|. \quad (24)$$

Note that $\bar{\phi}_t(s) \geq \tilde{\phi}_t(s)$, hence $\bar{\psi}_t(S) \geq \tilde{\psi}_t(S)$.

Recall that

$$5\lambda_t / 3 \leq \lambda_t \leq 2\lambda_t,$$

under $\mathcal{G}_{t,1}$ and $\mathcal{G}_{t,2}$. Also define the following events:

$$\mathcal{E}_t := \left\{ \left\| \bar{\beta}_{t+1} - \beta^* \right\|_1 \leq Q_4 \sigma_{\max} K \xi (D_\ast + s^*) \sqrt{\log d + \log t} \right\}.$$

where $D_\ast = \{1 + (40/A_4) + 128A_4^{-1}x_{\max}^2/\Psi(S^*, \Sigma_t)\} s^*$ and $Q_4$ is large enough universal constant as specified in Theorem C.1. Also we have

$$\bar{\psi}_t(S) \leq \tilde{\phi}_t \left( 2 + \frac{40}{A_4} + \frac{64A_4^{-1}x_{\max}^2}{\Psi(S, \Sigma_t)} \right) |S|,$$

and

$$\tilde{\psi}_t(S) \leq \bar{\phi}_t \left( 2 + \frac{40}{A_4} + \frac{64A_4^{-1}x_{\max}^2}{\Psi(S, \Sigma_t)} \right) |S|. \quad (25)$$

Next, by Proposition B.10, the event

$$\mathcal{G}_{t,3} := \left\{ \Psi(S^*, \Sigma_t) \geq \frac{1}{C_1 \xi K} \right\}$$

holds with probability of at least $1 - 2 \exp\{-c_2 \lambda_t \Psi(\xi, \vartheta, K) t + C s^* \log K + C s^* \log(3d/\varepsilon)\} - 2 \exp\{-c_3 t \log K + C s^* \log K + C s^* \log(3d/\varepsilon)\}$. For, notational brevity, we define
Also, define the event
\[ \mathcal{G}_{t,4} := \left\{ \frac{\tilde{\psi}_t^2(S^*)}{\mathbb{E}[\tilde{\psi}_t^2(S^*)]} \geq \frac{1}{8K^2} \right\}. \]
Noting that \( \tilde{\psi}_t^2(S^*) = \phi_{\min}(\tilde{C}_1 s^*; \tilde{\Sigma}_t) \) with
\[ \tilde{C}_1 = 2 + \frac{40}{A_4} + 128A_4^{-1}x_{\max}^2 \tilde{C}, \]
an argument similar to the proof of Proposition B.5 yields
\[
P(\mathcal{G}_{t,4}) \geq 1 - 2 \exp\{-c_2\kappa^2(\xi, \hat{\vartheta}, K)t + \tilde{C}_1 s^* \log K + \tilde{C}_1 s^* \log(3d/\varepsilon)\}
- \exp\left\{ -c_8 \log(K) + \tilde{C}_1 s^* \log K + \tilde{C}_1 s^* \log(3d/\varepsilon) \right\}. \tag{25} \]

Finally, Using Proposition B.12 with \( \gamma = \gamma_d \) and the result of Theorem C.1, we have the following:
\[
P(\mathcal{E}_t) = \mathbb{E}_{\mathcal{X}_t} \mathbb{E}_{a_t} \mathbb{E}_{r_t} \left\{ \mathbb{P}(\mathcal{E}_t | r_t) \right\}
= \mathbb{E}_{\mathcal{X}_t} \mathbb{E}_{a_t} \mathbb{E}_{r_t} \left\{ \Pi^X_t(\mathcal{E}_t | r_t) \right\}
= \mathbb{E}_{\mathcal{X}_t} \mathbb{E}_{a_t} \mathbb{E}_{r_t} \left\{ \Pi^X_t(\mathcal{E}_t | r_t) \mathbb{I}_{T_t(\lambda_0(\gamma_t) \cap \mathcal{G}_{t,2})} \right\}
\leq M_1 \frac{d^*}{t} + \frac{2}{t} + 2 \exp\{-c_2\kappa^2(\xi, \hat{\vartheta}, K)t + C s^* \log K + C s^* \log(3d/\varepsilon)\}
+ \exp\{-c_8 t \log K + C s^* \log K + C s^* \log(3d/\varepsilon)\} \tag{26} \]
for some large universal constant \( M_1 > 0 \). Next, let \( \mathcal{G}_t = \cap_{t=1}^T \mathcal{G}_{t,i} \). Under the event \( \mathcal{E}_t \cap \mathcal{G}_t \), we have
\[
D_s + s^* \leq \left( 2 + \frac{40}{A_4} + 128C_1 K\xi x_{\max}^2 \right) / \rho \]
and,
\[
\left\| \hat{\beta}_{t+1} - \beta^* \right\|_1 \leq M_2 \rho \sigma x_{\max} \xi K \left\{ \frac{s^2(\log d + \log t)}{t} \right\}^{1/2}, \]
where \( M_2 \) is an universal constant depending on \( A_4 \). Now we set
\[
\delta_t = M_2 \rho \sigma x_{\max}^2 \xi K \left\{ \frac{s^2(\log d + \log t)}{t} \right\}^{1/2}. \]
It follows that under \( \mathcal{E}_{t-1} \cap \mathcal{G}_{t-1} \), we have the following almost sure inequality:
\[
\Delta_{a_i}(t) = x_{a_i}(t)^\top \beta^* - x_{a_i}(t)^\top \tilde{\beta}_t
= x_{a_i}(t)^\top \beta^* - x_{a_i}(t)^\top \hat{\beta}_t + (x_{a_i}(t)^\top \hat{\beta}_t - x_{a_i}(t)^\top \tilde{\beta}_t) + x_{a_i}(t)^\top \tilde{\beta}_t - x_{a_i}(t)^\top \beta^*
\leq \left\| x_{a_i}(t) \right\|_\infty \left\| \hat{\beta}_t - \beta^* \right\|_1 + \left\| x_{a_i}(t) \right\|_\infty \left\| \tilde{\beta}_t - \beta^* \right\|_1
\leq 2\delta_{t-1}.
\]
Finally define the event
\[
\mathcal{M}_t := \left\{ x_{a_i}^\top \beta^* > \max_{i \neq a_i} x_{a_i}^\top \beta^* + h_{t-1} \right\}. \]
Under $M_t \cap E_{t-1} \cap G_{t-1}$, we have the following for any $i \neq a^*_t$:

$$x_{a^*_t}^\top (t) \beta_t - x_i^\top (t) \beta_t = \langle x_{a^*_t}^\top (t), \beta_t - \beta^* \rangle + \langle x_i^\top (t), x_i(t), \beta^* \rangle + \langle x_i^\top (t), \beta^* - \beta_t \rangle$$

$$\geq -\delta_{t-1} + h_{t-1} - \delta_{t-1}.$$

Thus, if we set $h_{t-1} = 3\delta_{t-1}$ then $x_{a^*_t}^\top (t) \beta_t - \max_i x_i^\top (t) \beta_t \geq \delta_{t-1}$. As a result, in $t$th round the regret is 0 almost surely as the optimal arm will be chosen with probability 1. Thus, finally using Assumption 2.3(b), we have

$$\mathbb{E}(\Delta_{a_t}(t)) = \mathbb{E}(\Delta_{a_t}(1) \mathbb{1}_{M^*_t}^\top)$$

$$= \mathbb{E}(\Delta_{a_t}(1) \mathbb{1}_{M^*_t \cap E_{t-1} \cup G_{t-1}}^\top) + \mathbb{E}(\Delta_{a_t}(t) \mathbb{1}_{M^*_t \cap (E_{t-1} \cup G_{t-1})^\top}^\top)$$

$$\leq 2\delta_{t-1} \mathbb{P}(M^*_t) + 2\sigma_{\max} b_{\max} \mathbb{P}(E_{t} \cup G_{t}^\top)$$

$$\leq 2\delta_{t-1} \mathbb{P}(M^*_t) + 2M_1 \sigma_{\max} b_{\max} \mathbb{P}(E_{t} \cup G_{t}^\top) + 2\sigma_{\max} b_{\max} \exp\{-c_2 \kappa^2 (\xi, \theta, K) t + D s^* \log K + D s^* \log (3d/\varepsilon)\} + M_1 \sigma_{\max} b_{\max} \exp\{-c_8 \log (K) t + D s^* \log K + D s^* \log (3d/\varepsilon)\},$$

where $M_3, M_4$ are large enough universal positive constants and $D = \max\{C, \tilde{C}_1\} = \Theta(\phi_a \theta^2 \kappa K \log K)$. Thus, if we set

$$T_0 = M_5 \max\left\{ \frac{1}{\kappa^2 (\xi, \theta, K)}, \frac{1}{\log K} \right\} (D s^* \log K + D s^* \log (3d/\varepsilon)),$$

for some large universal constant $M_5 > 0$. Thus, we have

$$\mathbb{E}(\hat{R}(T)) \leq 2 \sum_{t=T_0+1}^{T} \delta_{t-1} \mathbb{P}(M^*_t) + M_6 \sigma_{\max} b_{\max} \exp\{-M_7 (D s^* \log K + D s^* \log (3d/\varepsilon))\} + O(\log T).$$

Recall that

$$\delta_t = M_2 \rho \sigma_{\max}^2 K \left\{ \frac{s^2 (\log d + \log t)}{t} \right\}^{1/2}.$$ 

For $\omega \in [0, 1]$ we have

$$I_\omega \leq 2 \sum_{t=T_0+1}^{T} \delta_{t-1} \left( \frac{3\delta_{t-1}}{\Delta_s} \right)^{\omega} \lesssim \left\{ 3M_2 \rho \sigma_{\max}^2 K \right\}^{1+\omega} \frac{s^{1+\omega}}{\Delta_s^{\omega}} \int_{T_0}^{T} (\log d + \log u)^{1+\omega} u^{-\frac{s+1+\omega}{s+1}} du,$$

$$\lesssim \left\{ \frac{[3M_2 \rho \sigma_{\max}^2 K]^{1+\omega} s^{1+\omega} (\log d)^{1+\omega} T^{\frac{1-\omega}{s+1}}}{\Delta_s^{\omega}}, \quad \text{for } \omega \in [0, 1), \right.$$

$$\left. \frac{[3M_2 \rho \sigma_{\max}^2 K]^{2} s^2 (\log d + \log T) \log T}{\Delta_s}, \quad \text{for } \omega = 1. \right.$$ 

For $\omega \in (1, \infty)$ we have

$$I_\omega \leq 2 \sum_{t=T_0+1}^{T} \delta_{t-1} \min\left\{ 1, \left( \frac{3\delta_{t-1}}{\Delta_s} \right)^{\omega} \right\}.$$

Note that

$$\frac{3\delta_{t-1}}{\Delta_s} \leq 1 \Rightarrow t \geq T_1 := \left[ 3M_2 \rho \sigma_{\max}^2 K \right]^{2} s^2 \log d \Delta_s^2 + 1.$$
Thus. from Equation (30) we have

\[
I_\omega \leq 2 \sum_{t=0+1}^{T_1} \delta_{t-1} + 2 \sum_{t=T_1+1}^{T} \delta_{t-1} \left( \frac{3\delta_{t-1}}{\Delta_s} \right) \omega
\]

\[
\leq 2 \int_{T_0}^{T_1} M_2 \rho \sigma x_{\max}^2 \xi K \left\{ \frac{s^2(\log d + \log u)}{u} \right\}^{1/2} du + 2 \sum_{t=T_1+1}^{T} \delta_{t-1} \left( \frac{3\delta_{t-1}}{\Delta_s} \right) \omega
\]

\[
\leq 4 \left[ M_2 \rho \sigma x_{\max}^2 \xi K \right] \omega \left\{ \frac{s^2(\log d + \log T)}{\Delta_s} \right\} + 2J_\omega,
\]

where \( J_\omega := \sum_{t=T_1+1}^{T} \delta_{t-1} \left( \frac{3\delta_{t-1}}{\Delta_s} \right) \omega \). Finally, we give bound on the term \( J_\omega \):

\[
J_\omega = \sum_{t=T_1+1}^{T} \delta_{t-1} \left( \frac{3\delta_{t-1}}{\Delta_s} \right) \omega
\]

\[
= \sum_{t=2}^{T} \delta_{t-1} \left( \frac{3\delta_{t-1}}{\Delta_s} \right) \omega \{ 3\delta_{t-1}/\Delta_s \leq 1 \}
\]

\[
\leq \left( \frac{3^\omega \alpha M_2 \rho \sigma x_{\max}^2 \xi K}{\Delta_s} \right)^{1+\omega} \int_{1}^{T} \left\{ \frac{s^2(\log d + \log u)}{u} \right\}^{1/2} u^{-1/2} \left\{ u \geq T_1 \right\} du
\]

\[
\leq \left( \frac{3^\omega \alpha M_2 \rho \sigma x_{\max}^2 \xi K}{\Delta_s} \right)^{1+\omega} \{ s^2(\log d + \log T) \}^{1+\omega} \int_{T_1}^{\infty} u^{-1/2} u^{-1/2} T_1^{-1/2} du
\]

\[
= 2 \left( \frac{3^\omega \alpha M_2 \rho \sigma x_{\max}^2 \xi K}{\Delta_s} \right)^{1+\omega} \{ s^2(\log d + \log T) \} \frac{T_1^{-1/2}}{\omega - 1}
\]

\[
\approx \left\{ \frac{6 \left[ M_2 \rho \sigma x_{\max}^2 \xi K \right]^{2}}{(\omega - 1)} \right\} \left\{ \frac{s^2 \log d}{\Delta_s} \right\}.
\]

Finally, for \( \omega = \infty \) it is easy to see that \( J_\omega = 0 \). Hence, the result follows from combing Equation (22), (29), (30) and (31).

C. Posterior contraction result

We briefly describe the probability space under which we are working. Given \( \beta \), the bandit environment (along with the specific policy \( \pi \)) gives rise to the chosen contexts \( X_t \) and rewards \( r_t \). Here we note that the chosen contexts depend not only on the arm-specific distributions, but also on the sequence of actions taken under \( \pi \) till time \( t \). Let \( Q_t \) denote the joint distribution of \((\beta, X_t, r_t)\) under \( \beta \sim \Pi \) (prior) and \( \pi \sim \text{SLCB}_t(\beta, \pi, \mathcal{P}_\pi) \) where the latter indicates the joint distribution of the observed contexts and rewards (till time \( t \)) under the SLCB environment with policy \( \pi \), true parameter \( \beta \) and \( \mathcal{P}_\pi \) denotes the noise distribution. We work under a likelihood misspecified regime, which we now discuss.

We assume that the true parameter is \( \beta^* \) and the observations \((X_t, r_t)\) is generated from \( Q^*_t := \text{SLCB}_t(\beta^*, \pi, \mathcal{P}^*_\pi) \), where \( \pi \) is the policy given by the TS and \( \mathcal{P}^*_\pi \) is an arbitrary sub-Gaussian distribution. We denote by \( Q^*_t, \mathcal{P}^*_\pi \) the conditional distribution of \( r_t \) given \( X_t \), arising from the joint \( Q^*_t \) and \( E_{X_t}^X \), to be the expectation under \( Q^*_t, \mathcal{P}^*_\pi \). Furthermore, we denote by \( Q_{X_t}^* \) the marginal distribution of \( X_t \) under the joint \( Q^*_t \) and \( E_{X_t}^X \), to be the corresponding expectation.

For modelling purpose, we place prior \( \Pi \) on \( \beta \) and model the likelihood as \((X_t, r_t) \mid \beta \sim \text{SLCB}_t(\beta, \pi, \mathcal{P}_\pi) \), where \( \mathcal{P}_\pi \) is taken to be \( \mathcal{N}(0, \sigma^2) \). This gives rise to a joint distribution \( Q_t \), as discussed above. Now, let \( \Pi_{\pi}^X \cdot \mid r_t \) denote the posterior distribution of \( \beta \) given all others, i.e. it is the conditional measure of \( \beta \) given \( X_t, r_t \) arising from the joint \( Q_t \).

Thus, given a measurable set \( B \), \( \Pi_{\pi}^X(B \mid r_t) \) is a random measure, whose randomness is due to \((X_t, r_t)\). In the following result, we consider \( E_{X_t, r_t}^X, \Pi_{\pi}^X(B \mid r_t) \), which is the expectation of the above under \( Q^*_t, \mathcal{P}^*_\pi \). Thus, this quantity itself is a random
variable, whose randomness is due to $X_t$. The following result shows that, for $B$ taken as the complement of an appropriate ball around the true $\beta^*$, this random variable is small, almost surely $Q^*_X$.

**Theorem C.1.** Consider the bandit problem in (1) and let Assumption 2.2-2.4 hold. Also, assume that the prior on parameter $\beta$ is modeled as (2) with

$$(5/3) \lambda_t \leq \lambda \leq 2 \lambda_t, \quad \lambda_t = x_{\max} \sqrt{2t(\log d + \log t)}$$

Then the following is true:

$$\mathbb{E}_{t, r_t} X_t \left\{ \Pi_t X \left( \| \beta - \beta^* \| \geq Q_d \sigma x_{\max} K \xi (D_1 + s^*) \sqrt{\frac{\log d + \log t}{t}} \right) r_t I_{G_t \cap T_t(\lambda_t(\gamma_t))} \right\} \lesssim d^{-s^*},$$

almost sure $X_t$, where $Q_d$ is a universal constant and $D_1 = D_1 + 40/A_4$ and $D_2 = 128A_4^{-1}$.

**Proof.** Without loss of generality we assume that $\sigma = 1$ as the bandit reward model can be viewed as

$$(r_t/\sigma) = X_t(\beta^*/\sigma) + (\epsilon_t/\sigma).$$

In this case $\lambda_t = x_{\max} \sqrt{2t(\log d + \log t)} =: \bar{\lambda}_t$.

Next, define the event

$$T_0 := \left\{ \max_{j \in [d]} \left| r_t^\top X_t^{(j)} \right| \leq \bar{\lambda}_t \right\}.$$ 

By Lemma B.12 and condition (21), it follows that for any measurable set $B \subset \mathbb{R}^d$,

$$\mathbb{E}_{t, r_t} \Pi_t X(1 | r_t) \leq \left[ \mathbb{E}_{t, r_t} \left\{ \Pi_t X(1 | r_t) 1_{T_0} \right\} \right]^{1/2} + \frac{2}{t}.$$

Recall that the errors $\epsilon_t$ is modeled as isotropic standard Gaussian independent of the features. Thus, conditioned on the matrix $X_t$, model likelihood ratio takes the following form:

$$L_{t, \beta, \beta^*}(r_t) := \exp \left\{ -\frac{\|X_t \beta - X_t \beta^*\|^2}{2} + (r_t - X_t \beta^*)^\top (X_t \beta - X_t \beta^*) \right\}.$$

Then by Lemma 2 of (Castillo et al., 2015) it follows that

$$\int L_{t, \beta, \beta^*}(r_t) d\Pi(\beta) \geq \frac{\pi_d (s^*)}{\beta 2 s^*} e^{-\lambda \| \beta^* \|_1} e^{-1},$$

where $\Pi$ is given by (2). The only change that is needed in their proof to run the argument in our case is the following upper bound:

$$\|X \beta\|_2 \leq \|\beta\|_1 \|X\| \leq c_0 \varepsilon \phi_\infty \log K/(1 - 3\varepsilon).$$

The last inequality follows from the fact that we are on the event $G_{t, 1}$ by assumption. The rest of the proof follows from the fact that $\lambda \in (5\bar{\lambda}_t/3, 2\bar{\lambda}_t)$.

Thus by Bayes’s formula it follows that

$$\Pi_t X(B | r_t) = \frac{\int_B L_{t, \beta, \beta^*}(r_t) d\Pi(\beta)}{\int L_{t, \beta, \beta^*}(r_t) d\Pi(\beta)} \leq \frac{c d 2 s^*}{\pi_d (s^*)} e^{\lambda \| \beta^* \|_1} \int_B \exp \left\{ -\frac{\|X_t \beta - X_t \beta^*\|^2}{2} + (r_t - X_t \beta^*)^\top (X_t \beta - X_t \beta^*) \right\} d\Pi(\beta).$$

Using Holder’s inequality, we see that on $T_0$,

$$(r_t - X_t \beta^*)^\top X_t (\beta - \beta^*) = \epsilon_t^\top X_t (\beta - \beta^*) \leq \| \epsilon_t \|_\infty \| \beta - \beta^* \|_1 \leq \lambda \| \beta - \beta^* \|_1.$$
Therefore, on the event $\mathcal{T}_0$, the expected value under $\mathbb{E}_{\beta^{*}}$ of the integrand on the right hand side of (32) is bounded above by
\[
ed{-(1/2)\|X_t(\beta - \beta^{*})\|_2^2 + \mathcal{X}\|\beta - \beta^{*}\|_1.\]

Thus, we have
\[
\Pi^{X}(B | r_t) 1_{\mathcal{T}_0} \leq \frac{e^{\rho 2s^{*}}}{\pi d(s^{*})} \int_{B} e^{\lambda \|\beta\|_1 - (1/2)\|X_t(\beta - \beta^{*})\|_2^2 + \mathcal{X}\|\beta - \beta^{*}\|_1} \, d\Pi(\beta). \tag{34}
\]

Now, by triangle inequality,
\[
\lambda \|\beta^{*}\|_1 + \mathcal{X}\|\beta - \beta^{*}\|_1 = \lambda \|\beta^{*}\|_1 + \mathcal{X}\|\beta - \beta^{*}\|_1 \\
\leq \lambda \|\beta^{*}_s - \beta^{*}_s\|_1 + \lambda \|\beta_s - \beta^{*}_s\|_1 + \mathcal{X}\|\beta^{*}_s - \beta^{*}_s\|_1 \\
= \lambda \|\beta^{*}_s\|_1 + \mathcal{X}\|\beta^{*}_s - \beta^{*}_s\|_1 + (\lambda + \mathcal{X}) \|\beta_s - \beta^{*}_s\|_1 \\
= \lambda \|\beta^{*}_s\|_1 + (\mathcal{X} - \lambda) \|\beta^{*}_s - \beta^{*}_s\|_1 + (\lambda + \mathcal{X}) \|\beta_s - \beta^{*}_s\|_1. \tag{35}
\]

**Case 1:** Suppose $7 \|\beta^{*}_s - \beta^{*}_s\|_1 \leq \|\beta^{*}_s - \beta^{*}_s\|_1$. Then the following holds:
\[
(\lambda + \mathcal{X}) \|\beta^{*}_s - \beta^{*}_s\|_1 = (\mathcal{X} - 3\lambda/4) \|\beta^{*}_s - \beta^{*}_s\|_1 + (7\lambda/4) \|\beta^{*}_s - \beta^{*}_s\|_1 \\
\leq (\mathcal{X} - 3\lambda/4) \|\beta^{*}_s - \beta^{*}_s\|_1 + (\lambda/4) \|\beta^{*}_s - \beta^{*}_s\|_1.
\]

Using the above inequality in (35) we get
\[
\lambda \|\beta^{*}\|_1 + \mathcal{X}\|\beta - \beta^{*}\|_1 \leq \lambda \|\beta\|_1 + (\mathcal{X} - 3\lambda/4) \|\beta^{*}_s - \beta^{*}_s\|_1 + (\mathcal{X} - 3\lambda/4) \|\beta^{*}_s - \beta^{*}_s\|_1 \\
= \lambda \|\beta^{*}_s\|_1 + (\mathcal{X} - 3\lambda/4) \|\beta - \beta^{*}\|_1. \tag{36}
\]

**Case 2:** Now assume $7 \|\beta^{*}_s - \beta^{*}_s\|_1 > \|\beta^{*}_s - \beta^{*}_s\|_1$. We again focus on the inequality (35), i.e.,
\[
\lambda \|\beta^{*}\|_1 + \mathcal{X}\|\beta - \beta^{*}\|_1 \leq \lambda \|\beta\|_1 + (\mathcal{X} - \lambda) \|\beta^{*}_s - \beta^{*}_s\|_1 + (\lambda + \mathcal{X}) \|\beta^{*}_s - \beta^{*}_s\|_1 \\
= \lambda \|\beta^{*}_s\|_1 + (\mathcal{X} - \lambda) \|\beta^{*}_s - \beta^{*}_s\|_1 + (\lambda + \mathcal{X}) \|\beta^{*}_s - \beta^{*}_s\|_1 \\
+ 2\lambda \|\beta^{*}_s - \beta^{*}_s\|_1 \\
= \lambda \|\beta^{*}_s\|_1 + (\mathcal{X} - \lambda) \|\beta - \beta^{*}_s\|_1 + 2\lambda \|\beta^{*}_s - \beta^{*}_s\|_1 \\
\leq \lambda \|\beta\|_1 + (\mathcal{X} - 3\lambda/4) \|\beta - \beta^{*}\|_1 + 2\lambda \|\beta^{*}_s - \beta^{*}_s\|_1. \tag{37}
\]

Finally, by compatibility condition and Young’s inequality we get
\[
2\lambda \|\beta^{*}_s - \beta^{*}_s\|_1 \leq 2\lambda \|X_t(\beta - \beta^{*})\|_2 s^{1/2} \frac{s^{1/2}}{t^{1/2} \phi_{\text{comp}}(S^{*}; X_t)} \leq \|X_t(\beta - \beta^{*})\|_2^2 \frac{2}{t^{2} \phi_{\text{comp}}^2(S^{*}; X_t)}. \tag{38}
\]

Using the above inequality in (37) we get
\[
\lambda \|\beta^{*}\|_1 + \mathcal{X}\|\beta - \beta^{*}\|_1 \leq \lambda \|\beta\|_1 + (\mathcal{X} - 3\lambda/4) \|\beta - \beta^{*}\|_1 + \frac{\|X_t(\beta - \beta^{*})\|_2^2}{2} + \frac{2s^{*}\lambda^2}{t^{2} \phi_{\text{comp}}^2(S^{*}; X_t)}. \tag{38}
\]

Thus combining (36) and (38) we can conclude
\[
\lambda \|\beta^{*}\|_1 + \mathcal{X}\|\beta - \beta^{*}\|_1 \leq \lambda \|\beta\|_1 + (\mathcal{X} - 3\lambda/4) \|\beta - \beta^{*}\|_1 + \frac{\|X_t(\beta - \beta^{*})\|_2^2}{2} + \frac{2s^{*}\lambda^2}{t^{2} \phi_{\text{comp}}^2(S^{*}; X_t)}. \tag{39}
\]

Using the above result and recalling that $5\lambda/3 \leq \lambda \leq 2\lambda$, we see that the right hand side of (34) is bounded by
\[
\Pi^{X}(B | r_t) 1_{\mathcal{T}_0} \leq \frac{e^{\rho 2s^{*}}}{\pi d(s^{*})} \frac{2s^{*}\lambda^2}{t^{2} \phi_{\text{comp}}^2(S^{*}; X_t)} \int_{B} e^{\lambda \|\beta\|_1 - (\lambda/4) \|\beta - \beta^{*}\|_1} \, d\Pi(\beta).
\]
Controlling sparsity: For the set \( B = \{ \beta : |S_\beta| > L \} \) and \( L \geq s^* \), the above integral can be bounded by
\[
\sum_{S_\beta = |S| > L} \frac{\pi_d(s)}{d^4} \left( \frac{\lambda}{2} \right)^s \int e^{-\left(\lambda/4\right)\|\beta_S - \beta_S^*\|} d\beta_S \\
\leq \sum_{s=L+1}^{\infty} \pi_d(s) 4^s \\
\leq \pi_d(s^*) 4^s \left( \frac{4A_2}{dA_4} \right)^{L+1-s^*} \sum_{j=0}^{\infty} \left( \frac{4A_2}{dA_4} \right)^j
\]
Thus, we have
\[
\mathbb{E}_{t,r_t}^X \left\{ \Pi_t^X (B | r_t) I_{\tau_0} \right\} \\
\leq \exp \left\{ 4s^* \log d + \frac{2s^* \lambda^2}{t \phi_{\text{comp}}(S^*; X_t)} + s^* \log 4 - (A_4/4)(L + 1 - s^*) \log d \right\}
\]
\[
\leq \exp \left\{ 5s^* \log d + \frac{4s^* \lambda}{t \phi_{\text{comp}}(S^*; X_t)} - (A_4/4)(L + 1 - s^*) \log d \right\}
\]
Now recall that \( \lambda^2 = 2t s^*_\text{max}(\log d + \log t) \leq 4t s^*_\text{max} \log d \). Using this inequality in the above display we have
\[
\mathbb{E}_{t,r_t}^X \left\{ \Pi_t^X (B | r_t) I_{\tau_0} \right\} \leq \exp \left\{ 5s^* \log d + \frac{16s^*(\lambda/\lambda^2)(s^*_\text{max} \log d)}{t \phi_{\text{comp}}(S^*; X_t)} - (A_4/4)(L + 1 - s^*) \log d \right\}
\]
Thus, setting \( L \geq 40s^*/A_4 + s^* + \frac{64A_4^{-1} s^*_\text{max}^2}{\phi_{\text{comp}}(S^*; X_t)^2} (\lambda/\lambda^2) \) then there exists a universal constant \( Q_1 > 0 \) such that
\[
\mathbb{E}_{t,r_t}^X \left\{ \Pi_t^X (B | r_t) I_{\tau_0} \right\} \leq Q_1 d^{-s^*}.
\]
Control on prediction: Recall that \( \lambda/\lambda^2 \leq 2 \). Using this and the result in the previous part, we can conclude that the posterior distribution is asymptotically supported on the even \( B_1 = \{ \beta : |S_\beta| \leq D_* \} \), where \( D_* = D_1 s^* + D_2 \phi_{\text{comp}}(S^*; X_t) \)
where \( D_1 = 1 + (40/A_4) \) and \( D_2 = 128A_4^{-1} \). By combining (32), (33) and the inequality \( \lambda \||\beta^*\||_1 \leq 2\lambda \||\beta - \beta^*\||_1 + \lambda \||\beta\||_1 \)
we can conclude that any Borel set \( B \),
\[
\Pi_t^X (B | r_t) I_{\tau_0} \leq \frac{e^{d^2 s^*}}{\pi_d(s^*)} \int_B \left\{ - \frac{\|X_t \beta - X_t \beta^*\|^2}{2} + 3\lambda \||\beta - \beta^*\||_1 + \lambda \||\beta\||_1 \right\} d\Pi(\beta).
\]
By the definition in (23) we have,
\[
(4-1)\lambda \||\beta - \beta^*\||_1 \leq \frac{4\lambda \||X_t (\beta - \beta^*)\||_2 |S_{\beta - \beta^*}|^{1/2}}{t^{1/2} \phi_{\text{comp}}(|S_{\beta - \beta^*}|)} - \lambda \||\beta - \beta^*\||_1
\]
\[
\leq \frac{1}{4} \||X_t (\beta - \beta^*)\||_2^2 + \frac{16\lambda^2}{t \phi_{\text{comp}}(|S_{\beta - \beta^*}|)^2} - \lambda \||\beta - \beta^*\||_1.
\]
(40)
Since \( |S_{\beta - \beta^*}| \leq |S_\beta| + s^* \leq D_* + s^* \) on the event \( B_1 \), it follows that
\[
\Pi_t^X (B | r_t) I_{\tau_0} \leq \frac{e^{d^2 s^*}}{\pi_d(s^*)} e^{16\lambda^2 (D_* + s^*)/(t \phi_{\text{comp}}(S^*))^2} \\
\times \int_B e^{-\left(1/4\right)\||X_t (\beta - \beta^*)\||_2^2 - \lambda \||\beta - \beta^*\||_1 + \lambda \||\beta\||_1} d\Pi(\beta).
\]
(41)
Now we set $\mathcal{B} = \mathcal{B}_2 := \{ \beta \in \mathcal{B}_1 : \|X_t(\beta - \beta^*)\|_2 > L \}$, where $L$ will be chosen shortly. Recall that $\pi_d(s^*) \geq (A_p^{-A})^s \pi_p(0)$. It follows that for set $\mathcal{B}$, the right hand side of (41) is upper bounded by

$$\frac{cd^{2s^*}}{\pi_d(s^*)} e^{16X^2(D_+ + s^*/(\lambda \psi(S^*))^2)} e^{-\lambda L^2} \int e^{-\lambda \|\beta - \beta^*\|_1 + \lambda \|\beta\|_1} d\Pi(\beta)$$

$$\lesssim d^{(2 + A_3)S^*} A_1^{-s^*} e^{16X^2(D_+ + s^*/(\lambda \psi(S^*))^2)} e^{-\lambda L^2} \sum_{s=0}^d \pi_d(s^*) 2^s.$$

Hence by a calculation similar to previous discussion yields that for

$$\frac{1}{4} L^2 = (3 + A_3)S^* \log d + \frac{16X^2(D_+ + s^*)}{\psi(S^*)^2} \leq Q_2 x_{\text{max}}^2(D_+ + s^*) \log d + \log t \frac{\log d + \log t}{\psi(S^*)^2} =: L_*,$$

where $Q_2 > 0$ is sufficiently large universal constant, then we have

$$\mathbb{E}_{t, r_i} \left\{ \Pi_X^N(\mathcal{B} \mid r_i) \mathbb{I}_{T_0} \right\} \leq \frac{1}{d^{s^*}}.$$

**Control on estimation:** Similar to (40) we have

$$\bar{X} \|\beta - \beta^*\|_1 \leq \bar{X} \|X_t(\beta - \beta^*)\|_2 \frac{|S_{\beta - \beta^*}|}{\psi(S_{\beta - \beta^*})} \leq \frac{1}{4} \|X_t(\beta - \beta^*)\|_2^2 + \frac{\bar{s}^2 |S_{\beta - \beta^*}|}{\psi(S_{\beta - \beta^*})^2}.$$

On the event $\mathcal{B}_2$, we thus have

$$\bar{X} \|\beta - \beta^*\|_1 \leq Q_3 x_{\text{max}}^2(D_+ + s^*) \frac{\log d + \log t}{\psi(S^*)^2}.$$

Finally on the event $\mathcal{B}_2 \cap \mathcal{G}_t$ we have $\bar{X} = x_{\max} \sqrt{2t(\log d + \log t)}$ and $\psi(S^*)^2 \geq (K \xi)^{-1}$ and it follows that

$$\|\beta - \beta^*\|_1 \leq Q_4 K \xi x_{\text{max}}(D_+ + s^*) \sqrt{\frac{\log d + \log t}{t}}.$$

**D. Technical lemmas**

**D.1. Proof of Lemma B.6**

As $A$ is symmetric positive definite matrix, by Cholesky decomposition there exists as lower triangular matrix $L$ such that $A = LL^\top$. Let $v \in \mathcal{S}_F^{d-1}(s)$. Then there exists a index set $J$ of size $s$, such that supp($v$) $\subseteq J$. Hence we have $v \in E_J$. Now consider the net $\mathcal{N}_c$, and let $u$ be the nearest point to $v$ in $\mathcal{N}_c$. Thus we have $\|v - u\|_2 \leq \varepsilon < 1$ and $\|v - u\|_0 \leq s$. Then we have the following:

$$v^\top A u = (v - u)^\top A(v - u) + 2(v - u)^\top Au + u^\top Au \geq u^\top Au - 3\varepsilon \phi_{\text{max}}(s; A). \quad (42)$$

The second inequality follows from the following facts:

$$\|v - u\|^2 \phi_{\text{max}}(s; A) \leq \varepsilon \phi_{\text{max}}(s; A), \quad |(v - u)^\top A u| = |(v - u)^\top LL^\top u|$$

$$\leq \sqrt{(v - u)^\top LL^\top (v - u)} \sqrt{u^\top LL^\top u} \leq \sqrt{(v - u)^\top A(v - u) u^\top Au} \leq \varepsilon \phi_{\text{max}}(s; A)$$

Then the result follows from taking infimum over $u$ and $v$ in both sides.
D.2. Proof of Lemma B.8

The lower bound result is trivial. Hence, we focus on the upper bound part. As $A$ is symmetric positive definite matrix, by Cholesky decomposition there exists a lower triangular matrix $L$ such that $A = LL^\top$. Let $v \in \mathbb{R}^{d-1}(s)$. Then there exists a index set $J$ of size $s$, such that $\text{supp}(v) \subseteq J$. Hence we have $v \in E_J$. Now consider the net $N_{\varepsilon}$, and let $u$ be the nearest point to $v$ in $N_{\varepsilon}$, thus we have $\|v - u\|_2 \leq \varepsilon < 1/3$ and $\|v - u\|_0 \leq s$. By a similar argument as in the proof of Lemma B.6, we can conclude that

$$v^\top Au \leq 3\varepsilon \phi_{\max}(s; A) + \max_{u \in N_{\varepsilon}} u^\top Au.$$ 

Thus by taking supremum over $v$ on the left-hand side of the above display we get

$$(1 - 3\varepsilon) \phi_{\max}(s; A) \leq \max_{u \in N_{\varepsilon}} u^\top Au \iff \phi_{\max}(s; A) \leq \frac{1}{1 - 3\varepsilon} \max_{u \in N_{\varepsilon}} u^\top Au.$$ 

E. Pseudo code of VBTS and other tables

**Algorithm 2** Variational Bayes Thompson Sampling

Set $\mathcal{H}_0 = \emptyset$.

for $t = 1, \ldots, T$ do

if $t \leq 1$ then

Choose action $a_t$ uniformly over $[K]$.

end if

if $t > 1$ then

Compute the VB posterior $\Pi_{t-1}$ from $\Pi(\cdot | \mathcal{H}_{t-1})$ using CAVI.

Generate sample $\tilde{\beta}_t \sim \Pi_{t-1}$.

Play arm: $a_t = \arg\max_{i \in [K]} x_i(t)^\top \tilde{\beta}_t$.

end if

end for

Observe reward $r(t)$.

Update $\mathcal{H}_t \leftarrow \mathcal{H}_{t-1} \cup \{(a_t, r_{a_t}(t), x_{a_t}(t))\}$.

**Table 4.** Time comparison among the competing algorithms.

| Type | Algorithm | Mean time of execution (seconds) |
|------|-----------|---------------------------------|
|      |           | Equicorrelated | Auto-regressive |
| Non-TS | LinUCB   | 15.41             | 16.30             |
|        | DR Lasso  | 3.12              | 3.13              |
|        | Lasso-L1  | 3.57              | 3.59              |
|        | ESTC      | 1.01              | 1.05              |
| TS    | LinTS     | 1344.39           | 1346.46           |
|        | BLasso TS | 1511.68           | 1455.53           |
|        | VBTS      | 29.33             | 27.65             |