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Abstract—To more efficiently address image compressed sensing (CS) problems, we present a novel content-aware scalable network dubbed CASNet which collectively achieves adaptive sampling rate allocation, fine granular scalability and high-quality reconstruction. We first adopt a data-driven saliency detector to evaluate the important regions of the image and propose a saliency-based block ratio aggregation (BRA) strategy for sampling rate allocation. A unified learnable generating matrix is then developed to produce sampling matrix of any CS ratio with an ordered structure. Being equipped with the optimization-inspired recovery subnet guided by saliency information and a multi-block training scheme preventing blocking artifacts, CASNet jointly reconstructs the image blocks sampled at various sampling rates with one single model. To accelerate training convergence and improve network robustness, we propose an SVD-based initialization scheme and a random transformation enhancement (RTE) strategy, which are extensible without introducing extra parameters. All the CASNet components can be combined and learned end-to-end. We further provide a four-stage implementation for evaluation and practical deployments. Experiments demonstrate that CASNet outperforms other CS networks by a large margin, validating the collaboration and mutual supports among its components and strategies. Codes are available at https://github.com/Guaishou74851/CASNet.

Index Terms—Compressed sensing, image restoration, content-aware sampling, model scalability, deep unfolding network.

I. INTRODUCTION

COMPRESSED sensing (CS) is a novel paradigm that requires much fewer measurements than the Nyquist sampling for signal acquisition and restoration [1], [2]. For the signal $x \in \mathbb{R}^N$, it conducts the sampling process $y = \Phi x$ to obtain the measurements $y \in \mathbb{R}^M$, where $\Phi \in \mathbb{R}^{M \times N}$ with $M \ll N$ is a given sampling matrix, and the CS ratio (or sampling rate) is defined as $r = M/N$. Since it is hardware-friendly and has great potentials of improving sampling speed with high recovery accuracy, many applications have been developed including single-pixel imaging [3], [4], magnetic resonance imaging (MRI) [5], [6], sparse-view CT [7], etc.

In this work, we focus on the typical block-based (or block-diagonal) image CS problem [8]–[10] that divides the high-dimensional natural image into non-overlapped $B \times B$ blocks and obtains measurements block-by-block with a small fixed sampling matrix for the subsequent reconstruction.

Recovering $x$ from the acquired $y$ is to solve an ill-posed under-determined inverse system. Many model-driven methods focus on exploiting structural prior with theoretical guarantees, such as sparse representation [11]–[15], low-rank [16]–[20], etc. However, they are suffering from high computational costs and rely on extensive fine-tuning and empirical results.

Recently, the development of deep convolutional neural network (CNN) greatly improves recovery accuracy and speed [21]. By adopting end-to-end pipelines, [22]–[24] can quickly perform recoveries but may leave undesired effects [25]. Motivated by the classic structure-texture decomposition paradigm, Sun et al. [26] propose a dual-path attention CS network. Deep unfolding methods [27]–[33] map restoration algorithms into network architectures and achieve balances between speed and interpretation. Based on traditional ISTA [34] and AMP [35], J. Zhang et al. [36] and Z. Zhang et al. [37] respectively adopt learnable sampling matrices and propose more powerful CNNs with inter-block relationship exploitation and deep structural insights. Chun et al. [33] further introduce momentum mechanism in each unfolded iteration for recovery acceleration.

In addition to the network structure and optimization algorithm design, the CS ratio allocation and model scalability have been concerned and studied. By considering the characteristics of human visual system, Yu et al. [38] adopt a strategy of allocating less sampling rates to non-salient blocks and more to salient ones. Zhou et al. [39] develop a multi-channel network to obtain high restoring accuracy with a similar allocating mechanism. To balance the CS system complexity and flexibility, Shi et al. [40] propose a hierarchical CNN to achieve scalable sampling and recovery. Recently, You et al. [41] propose a robust controllable network dubbed COAST to deal with the recoveries under arbitrary sampling matrices.

Although most state-of-the-art methods yield high performances, the problems they focus on are still not comprehensive enough, thus leading to many of their restricted applications. In this paper, we propose a novel Content-Aware Scalable1 deep Network dubbed CASNet to comprehensively solve natural image CS problems. Specifically, we explore the structural potentials of CASNet by developing the existing approaches and trying to keep and organically combine their merits. As illustrated in Fig. 1, CASNet is composed of a sampling subnet (SS), an initialization subnet (IS) and a recovery subnet (RS). We propose a unified learnable generating matrix to produce sampling matrices and a data-driven saliency detector so that our CASNet can perform efficient and adaptive CS ratio allocations with the fine granular model scalability. The multi-phase recovery subnet can explore the inter-block relationship under the saliency information guidance. With the well-defined structure and mutual supports among different components, CASNet can be learned in a completely end-to-end manner and enjoys the merits of accurate recovery and interpretability.

The main three contributions of this paper are as follows:

1) A content-aware scalable network dubbed CASNet is proposed to achieve block-wise CS ratio allocation and handle image CS task under any sampling rate $r \in [0,1]$ by a single network. To our knowledge, this is the first work integrating...

1Following [40], [41], we call a CS network scalable (or fine granular scalable) when it uses one set of parameters for a single network to handle multiple CS ratios (or all CS ratios in the common range of $[0,0.5]$ or $[0,1]$).
CS ratio allocation, model scalability and unfolded recovery.

(2) We propose to adopt a lightweight CNN to adaptively detect the image saliency distribution, and design a block ratio aggregation (BRA) strategy to achieve block-wise CS ratio allocation instead of using a handcrafted detecting function adopted by previous saliency-based methods [38], [39].

(3) We further provide two boosting strategies and a four-stage implementation for CASNet evaluations. Experiments show that CASNet outperforms state-of-the-art CS methods with benefiting from the inherent strong compatibility and mutual supports among its different components and strategies.

II. RELATED WORKS

We group existing CS approaches into optimization- and network-based methods. In this section, we will retrospect both and focus on the specific methods most relevant to our own.

Optimization-based Methods: Traditional CS approaches usually recover $x$ from the acquired $y$ by solving the following optimization problem which is often assumed to be convex:

$$\hat{x} = \arg \min_x \frac{1}{2} \| \Phi x - y \|_2^2 + \lambda R(x),$$

(1)

here $\lambda R(x)$ is a prior term with regularization parameter $\lambda$.

Many of the classic domains [42], [43] and prior knowledge about transform coefficients [44], [45] have been exploited to reconstruct images by means of various iterative solvers (e.g. ISTA [34], ADMM [43] and AMP [35]). And there are lots of methods based on image nonlocal properties [16], [46]–[48] and denoiser-integrating techniques [49]–[52]. Furthermore, some data-driven methods are proved to be robust and effective including dictionary learning [53], tight-frame learning [54] and convolutional operator learning [55]. However, these methods give rise to high computational cost and are suffering from challenging prior or parameter settings and fine-tunings.

Network-based Methods: Recently, the network-based CS methods demonstrate their promising performances. Kulkarni et al. [23] propose to learn a CNN to regress an image patch from its corresponding measurement. Shi et al. [56] propose a framework called CSNet which avoids blocking artifacts by learning a mapping between block measurements and jointly recovered image. Sun et al. [26] propose a dual-path attention network dubbed DPA-Net, whose structural and textural paths are bridged by a texture attention module. Lately, unfolding networks are developed to combine the merits of optimization-based methods and network-based methods. Zhang et al. [32] develop a so-called ISTA-Net+ which works well for CS and CS-MRI tasks. J. Zhang et al. [36] and Z. Zhang et al. [37] further exploit the inter-block relationship and propose the networks dubbed OPINE-Net+ and AMP-Net, respectively.

However, most existing network-based methods regard the CS sampling-reconstruction under different sampling rates as different tasks. They train a set of network parameters for only a specific CS ratio, and need to learn $N$ networks to support all sampling rates in $\{q/N\}_{q=1}^{N}$. This causes the complex and huge CS system (with storing all parameters), which is expensive for hardware implementation. By considering CS system memory cost the importance of model scalability, Shi et al. [40] propose a scalable CNN named SCsNet which adopts a hierarchical structure and a heuristic greedy method performed on an auxiliary dataset to separately learn and sort measurement bases, but this brings its training difficulty and the defect of delicacy. Inspired by the block-wise sampling rate allocation mechanism in [38] and a block-based CS algorithm in [8], Zhou et al. [39] propose a multi-channel framework dubbed BCS-Net using a channel-specific sampling network to achieve adaptive CS ratio allocation. However, the handcrafted and fixed saliency detecting method based on DCT causes its weak adaptability, and the structural inadequacy of multi-channel framework brings its inflexibility and low efficiency. Recently, You et al. [41] solve the CS problems of arbitrary-sampling matrices by a controllable network named COAST with introducing a random projection augmentation (RPA) strategy to promote training diversity, but its sampling matrices are independently generated and lack adaptability with recovery network, and it needs hundreds of sampling matrices with several pre-defined CS ratios for training, thus leading to its expensive learning and restricted performance.

III. PROPOSED METHOD

In this section, we first give an overview of our main ideas, elaborate on the details of CASNet framework design, then describe the integrated model, all involved parameters of which can be jointly trained end-to-end, and finally provide an implementation scheme for evaluations and deployments.

A. Overview of Main Ideas

(1) Saliency-based CS ratio allocation. Block-based CS [8]–[10] is effective for processing high-dimensional images. In particular, we adopt an adaptive sampling rate allocation scheme that was preliminarily studied in [38], [39] with the human perception consideration. Since image information is not always evenly distributed, one way to get restored image quality improvements is to make better CS ratio allocations by using the saliency distribution. Here we use the definition of visual saliency in [57], that is, a location with low spatial correlation with its surroundings is salient. As Fig. 2 shows, for the given example image, the block in red box should be assigned a higher CS ratio compared to the one in blue box due to its more complex details with richer information.

(2) Fine granular scalable sampling based on a unified learnable generating matrix. The design of sampling matrix $\Phi$, which is composed of one or more measurement bases...


Fig. 2. Illustration of an image named “Lena” from Set11 [23] with non-uniform information distribution (left) and its content-aware adaptive sampling rate allocation result with keeping an average CS ratio $r = 50\%$ (right). We can assign higher sampling rates to the more salient blocks (e.g. the block in red box) compared to the less salient ones (e.g. the block in blue box).

Fig. 3. Illustration of our learnable generating matrix $A$ with a descending base importance order for achieving fine granular model scalability.

$\{\varphi^q\}_{i=1}^M$, has been one of the main challenges in CS fields [40]. Motivated by the low-rank theory and [40], we propose to obtain all sampling matrices from a unified learnable generating matrix $A$ with a decreasing trend of base importance from the first row to the last, i.e. the generating matrix is designed to generate the sampling matrix for any CS ratio and can be learned from data. As Fig. 3 illustrates, by preserving the most important $q$ measurement bases, we can obtain the sampling matrix $A_q = A[1:q]$ for CS ratio $r = q/N$, where $A[i : j] \in \mathbb{R}(j - i + 1) \times N$ denotes a truncated matrix that consists of the $i$-th to the $j$-th rows of generating matrix $A$. With this idea, the model scalability can be achieved with better insights into the matrix structure. Compared with most methods that need to train $N$ sampling matrices with a total memory cost of $\sum_{q=1}^{N} (qN) = [N^2(N + 1)/2] \in \mathcal{O}(N^3)$ for all CS ratios $\{q/N\}_{q=1}^{N}$, our generating matrix takes a largely reduced storage complexity of $(N^2) \in \mathcal{O}(N^2)$.

(3) Deep unfolding reconstruction. With theoretical guarantees and favorable strong interpretability, deep unfolding technique integrates both optimization-based and network-based methods by fusing the data-fidelity constraints into the learning model. Inspired by the previous works [30], [32], [33], [36], [37], [41], our recovery network is built on unfolding frameworks, maps each optimization iteration into a learnable phase structure, and recovers the target image step-by-step.

B. Architecture Design of CASNet

In this subsection, we will illustrate the architecture design of CASNet and related techniques. As Fig. 1 shows, CASNet is composed of a sampling subnet (SS), an initialization subnet (IS), and a recovery subnet (RS). Note that our CASNet mainly focuses on one-channel natural images, and it could be easily extended\(^2\) to colorful image or video CS tasks.

1) Sampling Subnet (SS): As Fig. 4 illustrates, the sampling process in SS can be divided into three stages: saliency detection, CS ratio allocation, and block-by-block sampling.

(1) Saliency detection. In the first stage, instead of using a manually set detecting method [38], [39], we adopt a CNN as the saliency detector $D$ to evaluate the saliency of each location and highlight the importance information of different regions. It consists of a convolution layer, three residual blocks and another convolution layer to estimate and give out a single-channel saliency map $S$ with the same size $H \times W$ as input.

Algorithm 1: Block ratio aggregation (BRA).

\begin{algorithm}
\caption{Block ratio aggregation (BRA).}
\begin{algorithmic}[1]
\State Input: Saliency map $S \in \mathbb{R}^{H \times W}$, block size $B$, target average measurement size $q$ (the expected CS ratio is $q/B^2$ or $q/N$), upper bound $K$.
\State Output: CS ratio map $R \in \mathbb{R}^{(H/B) \times (W/B)}$, \hspace{1cm} // softmask normalization
\State $1: S := \text{softmax}(S)$; \hspace{1cm} // softmax normalization
\State $2: l := (H/B) \times (W/B)$; \hspace{1cm} // total number of blocks
\State $3: Q := q \times l \times \text{sumpool}_{B \times B}(S)$; \hspace{1cm} \// $Q$ is $q$ or $q/N$
\State $4: i := 0, T := 10$;
\State \textbf{while} $true$ \textbf{do}
\State \hspace{1cm} $i := i + 1$;
\State \hspace{1cm} $Q := \text{round}(\text{clip}_{0,K}(Q))$;
\State \hspace{1cm} $\delta := \text{average}(Q) - q$;
\State \hspace{1cm} \textbf{if} $\delta$ equals 0 \textbf{then}
\State \hspace{1cm} \hspace{1cm} break;
\State \hspace{1cm} \textbf{else if} $i \leq T$ \textbf{then}
\State \hspace{1cm} \hspace{1cm} $Q := Q - \delta$; \hspace{1cm} \// method #1
\State \hspace{1cm} \textbf{else}
\State \hspace{1cm} \hspace{1cm} generate a random matrix $\Delta \in \mathbb{R}^{(H/B) \times (W/B)}$ following the multinomial distribution with parameters $\text{abs}(\delta l)$ and $P \in \mathbb{R}^{(H/B) \times (W/B)}$, where all elements of $P$ are set to (1/l);
\State \hspace{1cm} \hspace{1cm} $Q := Q - \text{sign}(\delta) \times \Delta$; \hspace{1cm} \// method #2
\State \hspace{1cm} \textbf{end}
\State \textbf{end}
\State $5: R := Q/(B^2)$; \hspace{1cm} \// final normalization
\State $6: \text{return } R$; \hspace{1cm} \// end of BRA
\end{algorithmic}
\end{algorithm}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{CS ratio} & \textbf{Sampling Process} & \textbf{CS ratio $r/q$} \\
\hline
1 & $\varphi$ & $1/N$ \\
2 & $\varphi$ & $2/N$ \\
\ldots & & \\
\hline
\end{tabular}
\caption{Sampling Process}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Block ratio aggregation (BRA)} & & & \\
\hline
$1: S := \text{softmax}(S)$ & & & \\
$2: l := (H/B) \times (W/B)$ & & & \\
$3: Q := q \times l \times \text{sumpool}_{B \times B}(S)$ & & & \\
$4: i := 0, T := 10$ & & & \\
$5: \textbf{while true do}$ & & & \\
$6: i := i + 1$ & & & \\
$7: Q := \text{round}(\text{clip}_{0,K}(Q))$ & & & \\
$8: \delta := \text{average}(Q) - q$ & & & \\
$9: \textbf{if} \delta$ equals 0 \textbf{then}$ & & & \\
$10: \textbf{break}$ & & & \\
$11: \textbf{else if} i \leq T$ \textbf{then}$ & & & \\
$12: Q := Q - \delta$ & & & \\
$13: \textbf{else}$ & & & \\
$14: \text{generate a random matrix} \Delta \in \mathbb{R}^{(H/B) \times (W/B)}$ & & & \\
$15: \text{following the multinomial distribution with}$ & & & \\
$16: \text{parameters} \text{abs}(\delta l)$ & & & \\
$17: \text{and} P \in \mathbb{R}^{(H/B) \times (W/B)}$, & & & \\
$18: \text{where all elements of} P \text{are set to (1/l)}$ & & & \\
$19: Q := Q - \text{sign}(\delta) \times \Delta$ & & & \\
$20: \textbf{end}$ & & & \\
$21: \textbf{end}$ & & & \\
$22: R := Q/(B^2)$ & & & \\
$23: \text{return } R$ & & & \\
\hline
\end{tabular}
\caption{Algorithm 1: Block ratio aggregation (BRA).}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{Illustration of the sampling subnet (SS), which conducts an three-stage sampling process consisted of saliency detection, CS ratio allocation, and block-by-block sampling.}
\end{figure}

---

\(^2\)For colorful image or video data, the CASNet extension could be achieved by sampling and reconstructing channel-by-channel or frame-by-frame.
(2) CS ratio allocation. In the second stage, \( S \) is logically divided into \( l \) blocks of size \( B \times B \), where \( B = \sqrt{N} \). Then the block aggregation is performed to get a CS ratio map \( R \), which incorporates the allocated block sampling rates \( \{r_i\}_{i=1}^l \). In fact, the available sampling rate of each block can be only selected from \( \{q/N\}_{q=1}^N \) due to the limited sampling matrix size, where we denote \( q_i \) as the measurement size of the \( i \)-th block. We design a block ratio aggregation (BRA) strategy, which can be summarized as softmax normalization, sumpooling aggregation and error correction, to achieve accurate CS ratio allocation. Concretely, BRA applies softmax normalizer to \( R \), the block aggregation is performed to get a CS ratio map \( Q \), where we denote \( q \) as the allocated block sampling rates and \( N \) as the target sum of measurement size. Taking the allocated block sampling rates as the input, the block aggregation is performed to get a CS ratio map \( Q \), and times it with the target sum of measurement size \( N \), then its average error \( \delta \) determines whether the correction needs to be performed. Alg. 1 exhibits the details of BRA, and numbered lines 11-15 show its two different correction methods: uniform descent and random error elimination based on the multinomial distribution. In our experiments, the BRA strategy is implemented by PyTorch [58] with the differential property which enables the backpropagations can reach the saliency detector \( D \) and guide the update of its parameters. It distributes \( R \) in no more than 16 correction iterations in all our evaluations. Appx. A and Appx. B provide a simple instance and our convergence analysis of BRA strategy, respectively.

(3) Block-by-block sampling. In the final stage, the original image \( X \) is unfolded into \( B \times B \) blocks \( \{x_i\}_{i=1}^l \), and each block \( x_i \) is sampled by \( y_i = A_{q_i} x_i \) with its corresponding sampling matrix \( A_{q_i} \). Note that \( A_{q_i} \) is obtained by truncating \( A \) and preserving its first \( q_i \) rows, where \( q_i = r_i \times N \), and \( r_i \) is the corresponding allocated CS ratio in \( R \).

Fig. 5. Illustration of the initialization subnet (IS), which reuses the sampling matrices to handle the blocks-measurements dimensionality mismatch.

2) Initialization Subnet (IS): Fig. 5 illustrates the initialization process in IS. Instead of exploiting a fully-connected layer to handle the dimensionality mismatch between the image blocks and their measurements [23], [37], following [59], the IS directly uses \( x_i^{(0)} = A_{q_i} y_i \) for block initialization. Concretely, each block is initialized by its corresponding transposed sampling matrix \( A_{q_i}^\top \), then all results are reshaped and folded to form the initial estimation \( \hat{X}^{(0)} \). Without introducing parameters, IS is a simple but fast and efficient implementation to bridge SS and the recovery subnet, and can be easily applied to multi-block processing tasks with different CS ratios.

3) Recovery Subnet (RS): Considering the simplicity and interpretability, we follow [60] and directly unfold the traditional proximal gradient descent (PGD) [61] which solves Eq. (1) by iterating between the following two update steps:

\[
\begin{align*}
z^{(k)} & = \hat{x}^{(k-1)} - \rho \Phi^\top (\Phi \hat{x}^{(k-1)} - y), \quad (2) \\
\hat{x}^{(k)} & = \arg \min_x \frac{1}{2} \|x - z^{(k)}\|^2 + \lambda R(x), \quad (3)
\end{align*}
\]

where \( k \) denotes the PGD iteration index, and \( \rho \) is the step size. Here Eq. (2) is a trivial gradient descent step, while Eq. (3) is the so-called proximal mapping. It is worth noting that CASNet is not limited with PGD and may be extended to other optimization algorithms like the iterative shrinkage-thresholding algorithm (ISTA) [34] and half quadratic splitting (HQS) [62]. As Fig. 6 shows, RS is composed of \( N_p \) phases, each phase conducts a two-stage process consisted of block gradient descent and saliency information guided proximal mapping, which correspond to the two update PGD steps.

(1) Block gradient descent. In the first stage, we directly map the first step of the PGD iteration and define the block gradient descent according to Eq. (2). By introducing the learnable step size \( \rho^{(k)} \), this stage can be expressed as:

\[
\hat{x}_i^{(k)} = \hat{x}_i^{(k-1)} - \rho^{(k)} A_{q_i}^\top (A_{q_i} \hat{x}_i^{(k-1)} - y_i). \quad (4)
\]

In this stage, the image data \( \hat{X}^{(k-1)} \) is unfolded into \( l \) blocks and each block is processed individually. Then the intermediate results of all blocks are folded to form \( Z^{(k)} \) and sent to the next stage for joint recovery with perceiving the inter-block relationships and addressing the blocking artifacts.

(2) Saliency information guided proximal mapping. Following [63] that proposes a powerful denoiser exhibiting flexibility and effectivity in image restoration tasks, we propose to conduct a CNN-based proximal mapping to solve Eq. (3) with the exploitation of CS ratio information. As Fig. 6 illustrates, the CS ratio map \( R \in \mathbb{R}^{H \times B} \times (W/B) \) is repeated to obtain an expanded map \( \tilde{R} \in \mathbb{R}^{H \times W} \) by filling the elements of \( R \) of different image blocks with their corresponding CS ratios in \( R \). Then a data-driven extractor that consists of a convolution layer, three residual blocks and another convolution layer with \( 1 \times 1 \) kernels are used to embed \( \tilde{R} \) into a three-dimensional feature space. By concatenating \( Z^{(k)} \) with the saliency feature, we propose a powerful proximal mapping network providing a flexible way of handling different CS ratios by taking the concatenated feature as input and giving out the recovered residual content. Here we denote the feature extractor and the proximal mapping network as \( \mathcal{E}^{(k)} \) and \( \mathcal{P}^{(k)} \) respectively, then this process can be formulated as:

\[
\hat{X}^{(k)} = Z^{(k)} + \mathcal{P}^{(k)} \left( \left[ Z^{(k)} \mid \mathcal{E}^{(k)} \left( R^{\top} \right) \right] \right), \quad (5)
\]

where \( [F_1|F_2] \) is the concatenation of two feature maps \( F_1 \) and \( F_2 \) with the spatial size \( H \times W \) in the channel dimension. Each \( \mathcal{P}^{(k)} \) adopts a U-shaped structure like [63], [64] with four scales. It consists of three encoder blocks and three decoder blocks. Each encoder block is stacked by a convolution...
layer, two residual blocks, and a $2 \times 2$ strided convolution (SConv) layer, and each decoder block consists of a $2 \times 2$ transposed convolution (TConv) layer, two residual blocks, and a convolution layer. There are three skip connections for the last three scales, and the feature channel numbers of the four scales are set to $\{16, 32, 64, 128\}$, respectively.

C. Model Learning and Boosting

Trainable Components: In light of previous descriptions, our main ideas in Sec. III-A can be successfully implemented and mapped into CASNet. Concretely, the learnable parameter set in CASNet, denoted by $\Theta$, includes the saliency detector $D$ in SS, generating matrix $A$, step sizes $\rho(k)$, saliency feature extractors $E(k)$ and proximal mapping networks $\rho(k)$ in RS, i.e., $\Theta = \{D, A\} \cup \{\rho(k), E(k), \rho(k)^2\}_{k=1}^{N_p}$.

Learning Objective: Given the training set $\{X_i\}_{i=1}^{N_b}$ with $N_b$ patches of size $B \times H \times W$, by taking $X_i$ and a non-negative integer $q_i$ as inputs, we aim to reduce the discrepancy between $X_i$ and the sampled and recovered $F_{\text{CASNet}}(X_i, q_i)$, where $q_i$ represents the average size of block measurements, corresponds to the target CS ratio $q_i/N$ and is randomly selected from $\{1, 2, \ldots, N\}$ for each iteration. Due to the well-defined structure and the tight coupling among different components, we employ the following $\ell_1$-loss to train CASNet:

$$L(\Theta) = \frac{1}{lNq} \sum_{i=1}^{N_b} \left| \left| F_{\text{CASNet}}(X_i, q_i; \Theta) - X_i \right|\right|_1.$$  

In addition, we find that the $\ell_2$-loss replacing $\ell_1$ in Eq. (6) with $\|\cdot\|_2^2$ also leads to stable convergence and similar recovery accuracies (please refer to our comparison in Tab. 1 (12)-(13)).

Initialization Scheme for the Generating Matrix $A$: To accelerate the training convergence, instead of using random initialization methods, we propose to initialize the generating matrix based on the singular value decomposition (SVD). Specifically, by partitioning each training patch $X_i$ into $l$ blocks to obtain $\{x_i^{(j)}\}_{j=1}^{N_b}$, we aim to get a generating matrix initialization $A_{\text{init}}$ which satisfies the condition that for any sampling matrix $A_q$, there is $A_q = \arg\min_A \|A \Sigma A^\top - D\|_2^2$, where $D = [x_1, \ldots, x_{N_b}]$ has an SVD of $D = U \Sigma V^\top$ with singular values $\sigma_i \equiv \Sigma_{ij}$ satisfying $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_N$.

The above cost function marked in blue is to minimize the distance between the original training image blocks and their corresponding sampled and initialized ones by any $\{A_q, A_q^\top\}$ from $A_{\text{init}}$. According to the Eckart–Young–Mirskey theorem [65], the optimal $A_{\text{init}}$ is equal to $U^\top$. So before training, we perform the above SVD and initialize $A$ with $A_{\text{init}} = U^\top$.

Random Transformation Enhancement (RTE) Strategy: To improve the training efficiency and network robustness, we propose an RTE strategy by introducing randomness into RS. Before obtaining saliency feature, the $k$-th phase applies a geometric transformation $H(k)$ to $R'$ and $Z(k)$, and performs the corresponding inverse $H(k)^{-1}$ on the phase output. With RTE, the recovery process of Eq. (5) can be reformulated as follows:

$$J(k) = H(k) \left( Z(k) \right), W(k) = E(k) \left( H(k)^{-1} \left( R' \right) \right),$$  

$$\hat{X}(k) = H(k)^{-1} \left( J(k) + \rho(k) \left( \left| J(k) \right| W(k) \right) \right),$$

where $H(k)$ is randomly chosen from eight transforms including rotations, flippings and their combinations [66]. RTE is to make better use of bottlenecks between each two adjacent phases by enhancing rotation/flipping invariance of phase outputs and enforcing them to have similar properties to images.

D. Model Evaluation and Deployment

As a comprehensive and general CS framework, CASNet is designed to support various deployment schemes in practical scenarios with different requirements. But there may be still a distance between CASNet itself and real-world applications since it contains the ideal saliency-based sampling process by default, which uses the clean image to produce a saliency map. However, it is not always possible to directly access the complete signal information before CS sampling in some practical deployments. For example, in the context of single-pixel imaging [3], [4], we could not scan the original image to obtain a CS ratio map $R$ since the image information is unknown (i.e. it is not sampled). In this subsection, we will further provide a common CASNet implementation based on a simple system model which physically consists of a sampling end and a reconstruction end. As Fig. 7 illustrates, its processing pipeline can be divided into four basic
uniform sampling, adaptive CS ratio allocation, content-aware residual sampling and deep collaborative reconstruction.

(1) Basic uniform sampling. Considering that the CASNet may not directly access the complete signal information for saliency detection and CS ratio allocation before its sampling in practical evaluations. Here we propose to first perform a trivial basic uniform sampling which uses the first few rows of the learned \( \mathbf{A} \) to obtain some measurements to drive the following saliency-based allocation process and ensure the content-aware property. In the first stage, with presetting the expected CS ratio \( r \) and a basic sampling proportion denoted as \( \gamma \in [0, 1] \), the system sampling end uniformly samples the original image signal with the basic CS ratio \( r^b = \gamma \times r \) by \( \mathbf{A}_{p^b} (q^b = r^b \times N) \) generated from \( A \) and sends the basic measurements \( \{ y_i^b \}_{i=1}^b \) to the reconstruction end.

(2) Adaptive CS ratio allocation. In the second stage, the system reconstruction end adopts the fast and efficient IS to bring the received measurements back to the image domain by \( \hat{x}_i^b = \mathbf{A}_{q^b}^T y_i^b \), then folds them to form the basic estimation \( \hat{x}_i^b \) in \( \mathbb{R}^{H \times W} \) and perform the residual CS ratio allocation based on the saliency map \( S = D(\hat{x}_i^b) \) and BRA with the target average measurement size of \( (r \times N - q^b) \) and the corrected upper bound \( (N - q^b) \) of block measurement size to obtain the residual CS ratio map \( R^b \) and send it to the sampling end as a key part of the secondary sampling request.

(3) Content-aware residual sampling. In the third stage, the system sampling end achieves the network content-aware property by the non-uniform residual sampling based on the received \( R^b \). Each block \( x_i \) is sampled by the residual sampling matrix slice \( \mathbf{A}_{q^b+1,q_i} = [q^b+1 : q_i] \) \( q_i = q^b + r_i^b \times N \), and the residual measurements \( \{ y_i^r \}_{i=1}^{q_i} = \mathbf{A}_{q^b+1,q_i} x_i \) are then sent to the reconstruction end.

(4) Deep collaborative reconstruction. In the last stage, the reconstruction end employs IS again to obtain the block residual initialization \( \hat{x}_i^r = \mathbf{A}_{q^b+1,q_i}^T y_i^r \), folds them to form the residual estimation \( \hat{x}_i^r \) and gives out the initial estimation by \( \hat{x}_i^{(0)} = \hat{x}_i^b + \hat{x}_i^r \). Note that each block \( x_i \) is equivalent to be sampled and initialized by its corresponding complete sampling matrix \( \mathbf{A}_{q_i} \). Then \( \hat{x}_i^{(0)} \) and the corrected CS ratio map \( R \) obtained by adding \( r^b \) to each entry of \( R^b \) are sent into RS to get the collaborative reconstruction \( \hat{X} = \hat{X}_{(N_p)} \).

As we can see, the above four-stage implementation focuses on the sampling-initialization process and eliminates the gap between CASNet and the physical CS system by acquiring a proportion of measurements in a uniform sampling manner to achieve the saliency-based CS ratio allocation and content-aware residual sampling. Under this scheme, SS is distributed at both the system sampling end and reconstruction end (see Fig. 7), while IS and RS are deployed at the reconstruction end. An appropriate value of the basic sampling proportion \( \gamma \) needs to be determined in a specific real-world scenario as it directly controls the trade-off between the signal pre-knowledge sufficiency for saliency evaluation and the CS ratio allocating space. Furthermore, we note that our CASNet is not limited to the proposed scheme, it may also support many other implementations such as the schemes mentioned in [38], [39] which adopt a low-resolution complementary sensor to acquire a sample image to generate a saliency map of the scene under view. For keeping the training simplicity and fair evaluations in our experiments, we train CASNet based on the simple pipeline connected by the three subnets in series with a unidirectional information flow (see Fig. 1) and the learning and boosting strategies in Sec. III-C with using the complete image for saliency detections and samplings, and only test it under our system implementation described in this subsection.

IV. EXPERIMENTAL RESULTS

A. Implementation Details

Following [24], [39], [40], we set the block size \( B = 32 \) and \( N = 1024 \), choose the basic sampling proportion \( \gamma = 0.282 \), and extract luminance components of 25600 randomly cropped 128 \( \times \) 128 image patches from T91 [67] and Train400 [68], i.e., \( N_p = 25600 \) and \( l = 16 \). All residual blocks adopt the classic Conv-ReLU-Conv structure with an identity connection [69]. The convolution layers in \( D \) and \( D^{(k)} \) use \( 3 \times 3 \) kernels, and the intermediate feature channel numbers of \( D \) and \( D^{(k)} \) are set to 32 and 8, respectively. Except for \( D^{(k)} \), all learnable components are empirically set to be bias-free, i.e., there are no bias used in \( A \) and all \( 3 \times 3 \) convolution layers.

We implement CASNet with PyTorch [58] on a Tesla V100 GPU, employ Adam [70] optimizer with a momentum of 0.9 and a weight decay of 0.999, and adopt a batch size of 64. It takes about five days to train a 13-phase CASNet for 300 epochs with a learning rate of \( 1 \times 10^{-4} \) and 20 fine-tuning epochs with a learning rate of \( 1 \times 10^{-5} \). Two widely used benchmarks: Set11 [23] and CBSD68 [71] are utilized for test,
TABLE I
THE EXPERIMENTS OF ABLATION STUDIES CONDUCTED WITH FIVE CS RATIOS ON SET11 [23]. THE BEST RESULTS ARE LABELED IN BOLD.

| Setting | CS Ratio | #Param. |
|---------|----------|---------|
| 1%      | 4%       | 10%     | 20%     | 50%     |
| (1) Uniform Sampling | 21.68 | 26.14 | 30.10 | 35.82 | 40.69 | 16.839M |
| (2) w/o Salient Information | 21.74 | 26.25 | 30.23 | 35.49 | 40.79 | 16.883M |
| (3) Random A Initialization | 21.85 | 26.36 | 30.33 | 35.56 | 40.84 | 16.995M |
| (4) w/o RTE | 21.81 | 26.25 | 30.15 | 35.44 | 40.79 | 16.989M |
| (5) \( \rho^{(k)} \)-Shared | 21.93 | 26.40 | 30.34 | 35.63 | 40.93 | 16.995M |
| (6) \( \mathcal{E}^{(k)} \)-Shared | 21.90 | 26.35 | 30.31 | 35.58 | 40.89 | 16.899M |
| (7) \( \mathcal{P}^{(k)} \)-Shared | 21.85 | 26.24 | 30.29 | 35.50 | 40.85 | 16.895M |
| (8) Phase-Shared | 21.85 | 26.22 | 30.29 | 35.48 | 40.84 | 16.885M |
| (9) Replace \( \mathcal{E}^{(k)} \) with \( \mathcal{E}^{(k)}_{\text{bias-free}} \) | 21.83 | 26.28 | 30.27 | 35.56 | 40.87 | 16.885M |
| (10) Replace \( \mathcal{E}^{(k)} \) with \( \mathcal{E}^{(k)}_{\text{bias-free}} \) | 21.97 | 26.37 | 30.35 | 35.67 | 40.91 | 16.985M |
| (11) Replace \( \mathcal{E}^{(k)} \) with \( \mathcal{E}^{(k)}_{\text{bias-free}} \) | 21.80 | 26.15 | 30.25 | 35.36 | 40.56 | 16.894M |
| (12) Trained with \( L_j \)-loss | 21.92 | 26.41 | 30.52 | 35.70 | 41.01 | 16.895M |
| (13) Ours | 21.97 | 26.41 | 30.36 | 35.67 | 40.93 | 16.895M |

and all the recovered results are evaluated with the peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) [72] on the Y channel.

B. Ablation Studies and Discussions

1) Effect of Block-wise CS Ratio Allocation and Salient Information Guidance: As one of the CASNet main ideas, the saliency-based allocating scheme in SS can perform adaptive CS ratio allocations for different blocks. Fig. 8 shows that \( \mathcal{D} \) can learn to identify the locations with rich details, and the proposed BRA strategy guarantees the allocation precision by cooperating with A. Tab. I (1) corresponds to the CASNet variant trained and evaluated under a uniform sampling scheme without content-aware property, and exhibits our more efficient allocations with an average PSNR gain of about 0.26dB. As an efficient approach with low cost to exploit CS ratio information by making \( \mathcal{P}^{(k)} \) can perceive the sampling rate distribution, the introduction of \( \mathcal{R}^{\prime} \) and \( \mathcal{E}^{(k)} \) results in an average PSNR gain of 0.18dB by comparing with giving only \( \mathcal{Z}^{(k)} \) to \( \mathcal{P}^{(k)} \), as we can see in Tab. I (2).

2) Effect of SVD-based Initialization and RTE: Fig. 9 demonstrates the training processes of CASNets with different initialization schemes. Compared with the random initialization [36], our SVD-based scheme gives a better \( A \) starting point and leads to faster and more stable convergence. As a simple but generalizable enhancement scheme, the RTE strategy is to improve the network robustness by making full use of training data and the inter-phase bottlenecks. These boosting methods are parameter-free but bring 0.08dB and 0.18dB average PSNR gains as Tab. I (3)-(4) exhibit.

3) Study of Parameter-sharing Strategies: We train four CASNet variants with different parameter-sharing strategies as reported by Tab. I (5)-(8). The most compressed and inflexible variant sharing \( \rho^{(k)} \), \( \mathcal{E}^{(k)} \) and \( \mathcal{P}^{(k)} \) among all phases brings the largest average PSNR loss of about 0.13dB. This demonstrates the structural effectiveness and further potential of CASNet in greatly reducing its memory complexity (with about 86.3% parameter number reduction) and being deployed on some lightweight devices with acceptable accuracy drops.

4) Study of Saliency Feature Extractor Structure: As mentioned above, the saliency feature brings the information to guide the proximal mapping network in each phase to recover blocks with non-uniform sampling rates. Instead of manually setting a fixed sampling rate embedding operator, we adopt a data-driven approach and conduct the experiments reported in Tab. I (9)-(11). Here we denote the convolution layer with \( n_o \) kernels of size \( n_i \times 1 \times 1 \) as \( \text{Conv}_{n_i \times 1 \times 1} \), and the residual block with a classic structure of \( \text{Conv}_{n_i \times 1} \) \( + \text{ReLU} \) \( + \text{Conv}_{n_i \times 1} \) and an identity skip connection as \( \mathcal{T}_{n_i \times 1} \). The results in Tab. I corresponding to the extractor structural details provided in Tab. II lead to our default setting which only uses a lightweight CNN with 475 parameters including kernel biases to embed the CS ratio into a three-dimensional feature space. Three subgraphs in the first row of Fig. 10 show the mappings from CS ratio to saliency feature channel values done by (9), (13) and (10) in the first CASNet phases. One can observe that the larger extractor structure of \( \mathcal{E}^{(k)}_{\text{bias-free}} \) even brings a weaker performance compared with ours, and we notice that the values in five channels of the output feature given by \( \mathcal{E}^{(k)} \) little change as the input varies, this indicates that there are only three channels take the prominent feature information of CS ratio. Three subgraphs in the second row of Fig. 10 illustrate the diversity of mappings done by our default extractors in the 5-th, 9-th, and 13-th phases. These results validate the effectiveness of the proposed extractor \( \mathcal{E}^{(k)} \) design and the
(b) Ideal (31.09dB)
attention to low-frequency information. These facts verify our A design with a descending base importance order and the feasibility of its data-driven learning scheme.

C. Comparison with State-of-the-Arts

We compare CASNet with ten representative state-of-the-art CS networks: ReconNet [23], ISTA-Net+ [32], CSNet+ [24], DPA-Net [26], ConvMMNet [73], OPINE-Net+ [36], AMP-Net [37], SCSNet [40], BCS-Net [39] and COAST [41]. ReconNet, CSNet+, DPA-Net and ConvMMNet are traditional network-based methods; ISTA-Net+, OPINE-Net+ and AMP-Net are traditional unfolding methods; SCSNet is scalable with a hierarchical structure; BCS-Net is saliency-based and achieves CS ratio allocation with a multi-channel architecture; COAST achieves scalability by generalizing to arbitrary sampling matrices. More details of high-level functional feature comparisons are given in Tab. III, where CASNet exhibits its organic integration of different features and merits.

(1) Average PSNR/SSIM Comparisons on Benchmarks: The PSNR/SSIM results of different CS methods on Set11 [23] and CBSD68 [71] for seven CS ratios are provided in Tab. IV. Despite the fact that CSNet+, OPINE-Net+ and AMP-Net learn separate models and exceed the first three
based on fixed random sampling matrices, they still fail to outperform CASNet and remain the average PSNR/SSIM distances of 1.38dB/0.0252 and 0.65dB/0.0253 on Set11 and CBSD68, respectively. Comparisons with SCSNet, BCS-Net and COAST (the default version with sampling matrices from learned OPINE-Nets) show the superiority of CASNet which combines our three main ideas with a well-defined structure and boosting schemes. Note that the uniform sampling CASNet version (see Tab. I (1)) is already able to show a large PSNR exceeding over 1dB on Set11 [23] compared with the existing best methods, and our saliency-based allocation can further breakthrough the accuracy saturation and bring a large step forward on this basic variant. 

The visual comparisons in Fig. 15 and Fig. 16 show that our CASNet is able to recover high-quality results with more details and sharper edges.
(2) Comparisons of Scalable Sampling and Recovery: The recovery accuracy curves in Fig. 17 illustrate that CASNet outperforms the scalable SCSNet [40] and COAST [41] with a large margin in nearly all cases. Here we choose the default COAST version with fixed random Gaussian matrices (FRGM) as it is expensive to train thousands of OPINE-Nets with different CS ratios and utilize the learned matrices as described in [41]. Compared with using a hierarchical CNN and a greedy method to get the base importance order to support multiple CS ratios in [0, 0.5] by SCSNet, and adopting a random projection augmentation strategy with CS ratios in {0.1, 0.2, 0.3, 0.4, 0.5} for training by COAST which works normally in [0.05, 0.7] but gets failed in other cases, our scalable scheme based on A achieves the more robust fine granular scalability with the complete CS ratio range of [0, 1], provides a much easier and intuitive joint learning method, and brings us a more clear framework with strong interpretability.

(3) Comparisons of Saliency-based CS Ratio Allocation: The recovery and CS ratio allocation results by BCS-Net [39] and CASNet in Fig. 18 shows the flexibility of CASNet assigning a variety of CS ratio levels with smooth transition among blocks and its powerful recovery ability with a PSNR/SSIM exceeding of 3.21dB/0.0270 compared with BCS-Net, which adopts a seven-channel sampling method based on a handcrafted saliency detecting method and only assigns three ratio levels to the blocks.

V. CONCLUSION AND FUTURE WORK

A novel content-aware scalable network named CASNet is proposed to comprehensively address image CS problems, which tries to make full use of the merits of traditional methods by achieving adaptive CS ratio allocation, fine granular scalability, and high-quality reconstruction collectively. Different from the previous saliency-based methods, we use a data-driven saliency detector and a block ratio aggregation (BRA) strategy to achieve accurate sampling rate allocations. A unified learnable generating matrix is developed to produce sampling matrices with memory complexity reduction. The PGD-unfolding recovery subnet exploits the CS ratio information and the inter-block relationship to restore images step-by-step. We use an SVD-based initialization scheme to accelerate training, and a random transformation enhancement (RTE) strategy to improve the network robustness. All the CASNet parameters can be indiscriminately learned end-to-end with strong compatibility and mutual supports among its components and strategies. Furthermore, we consider the possible gap between the CASNet framework and physical CS systems, and provide a four-stage implementation for fair evaluations and practical deployments. Extensive experiments demonstrate that CASNet greatly improves upon the results of state-of-the-art CS methods with high structural efficiency and deep matrix insights. Our future work is to extend CASNet to video CS problems, and Fourier-based medical applications [9] like CS-MRI [5], [6] and sparse-view CT [7] tasks.

APPENDIX A

A SIMPLE INSTANCE OF BRA STRATEGY

In order to provide a clear exhibition and a better understanding of our BRA strategy, here we provide an instance of processing the saliency map S of a 96 × 96 image patch and give out the allocated CS ratio map R with a practical configuration of CS ratio r = 50%, i.e., B = 32, l = 9, q = 512 and K = N = 1024. As illustrated in Fig. 19, S is first normalized by the softmax operator in spatial to obtain the weight map, and initially aggregated by the 32 × 32 sumpooling to get the weights of all blocks. The aggregated weight map is then timed by the target sum of block measurement sizes 512 × 9 to obtain the measurement size map Q. Since the measurement sizes of blocks can only be integers in the range of [0, 1024] and their sum should be 512 × 9 for accuracy, the initial Q is sent to acquire corrections iteratively. In each iteration, we first use round(clip(|Q|,0,1024)) to shear and discretize the allocated measurement size of each block independently, then the average error δ = average(Q) – 512 determines whether the correction should be performed. Once δ equals zero, then the error correction stage can be stopped and Q is finally normalized by R = Q/1024 to get the CS ratio map R. Otherwise, Q needs to be further corrected by our provided two correcting methods. The first method is uniform descent, which directly employs Q = Q – δ to make a fair adjustment. However, adopting the uniform descent only could result in a dead loop in some cases since the remained error may not be eliminated (quantitative analysis is provided in Appx. B), so we provide the second correcting method to randomly distribute the residual distances to blocks based on the multinomial distribution. In our default setting, the uniform descent has a maximum iteration number T = 10, which means that if the first method can not eliminate the error in the first ten iterations, the random approach will be utilized for further corrections. The instance in Fig. 19 gives an example of the BRA work principle, which exhibits the details of our two correcting methods for the initial measurement size map.
Appendix B
Convergence Analysis of BRA Strategy

Here we provide convergence analysis of BRA strategy in Alg. 1 to demonstrate its effectiveness. We first show that the first part of BRA: the uniform descent (marked by method #1) makes CS measurement size map $Q$ convergent to a fixed point $Q_{\infty}$ with a bounded average error $\delta_0 \in (-1/2, 1/2]$.

We denote $t$ as the descent step index, $Q_t$ and $\delta_t$ as the measurement size map and the average error in the $t$-th correction iteration (corresponding to the 7-th and 8-th numbered lines of Alg. 1), respectively, and $q_i^t$ as the $i$-th element of $Q_t$. Given any initial measurement size map $Q_0$ (corresponding to the 3-rd numbered line), the parameter set $\{l, q, K\}$ (block number, target average error size and upper bound), we denote the discretization function $f : \mathbb{R} \rightarrow \{0, 1, \cdots, K\}$ with $f(\cdot) = \text{round}(\text{clip}_{0,K}(\cdot))$ and provide four lemmas for facilitating the convergence analysis behind them as follows:

**Lemma 1** (“Shape convergence” of $Q$). For series $\{Q_t\}_{t=0}^T$,

\[ \forall i \neq j, \text{ it holds that: (I) the larger (or equal) elements in } Q_t \text{ remain larger (or equal) in } Q_{t+1}, \text{ i.e., } (q_i^t \geq q_j^t) \Rightarrow (q_i^{t+1} \geq q_j^{t+1}), \text{ and (2) absolute difference between elements is monotonically decreasing, i.e., } |q_i^t - q_j^t| \geq |q_i^{t+1} - q_j^{t+1}|. \]

**Proof.** For (I), since $\forall 1 \leq i \leq l, q_{i+1}^t = f(q_i^t - \delta_t)$ and $\forall \delta_t \in \mathbb{R}$, $f(\cdot) - \delta_t$ is monotonically increasing, the order-preservation among map elements holds. For (2), it is obvious that $\forall s \in \mathbb{R}$, $f(s+1) - f(s) \leq 1$ (proof is omitted), we have:

\[ [f(s) - 1 \leq f(s+1)] \Leftrightarrow [s - f(s) \leq (s+1) - f(s+1)]. \]

Let $s = x - \delta_t$, then it holds that:

\[ |x - \delta_t - f(x - \delta_t) - (x - \delta_t + 1) - f(x - \delta_t + 1)| = |x - f(x - \delta_t) - f(x + 1 - \delta_t)|, \]

i.e., $|\cdot| - f(\cdot - \delta_t)$ is increasing on $[0, 1, \cdots, K]$. Assume that $q_i^t \geq q_j^t$, we have $q_i^t - f(q_i^t - \delta_t) \geq q_j^t - f(q_j^t - \delta_t)$, i.e., $q_i^t - q_j^t \geq q_i^{t+1} - q_j^{t+1}$. Similarly, when $q_i^t \leq q_j^t$, it holds that $q_i^t - q_j^t \geq q_i^{t+1} - q_j^{t+1}$, i.e., $q_i^t - q_j^t \geq q_i^{t+1} - q_j^{t+1}$.

The Lemma 1 indicates that differences between each two $Q$ elements converge to fixed values, and the whole map may then shift up and down by constants across all elements. Next, we show that $\{Q_t\}$ will converge and not oscillate like that.

**Lemma 2** (Bound for absolute error). $\forall n \in \{0, 1, \cdots, K\}$ and $\delta \in \mathbb{R}$, it holds that: $|n - f(n - \delta)| \leq \text{round}(\text{abs}(\delta))$.

**Proof.** Let floor$(x)$ and frac$(x)$ be the decimal and fractional parts of $x \in [0, +\infty)$, respectively. When $\delta \geq 0$, it holds that:

\[
|n - f(n - \delta)| = n - f(n + \text{floor}(\delta) - \text{frac}(\delta))
\]

\[
= \begin{cases}
\text{round}(\delta), & 0 < n + \text{floor}(\delta) \leq K \land \text{frac}(\delta) \neq 1/2, \\
\text{floor}(\delta), & 0 < n + \text{floor}(\delta) \leq K \land \text{frac}(\delta) = 1/2,
\end{cases}
\]

and when $\delta \leq 0$, it holds that:

\[
|n - f(n - \delta)| = f(n + \text{floor}(\delta) + \text{frac}(\delta) - n).
\]

For all cases, it holds that $|n - f(n - \delta)| \leq \text{round}(\text{abs}(\delta))$.

Lemma 3 (Upper bound for round($\cdot$)). $\forall \delta \geq 0$, it holds that:

$\text{round}(\delta) \leq 2\delta$ and $\text{round}(\delta) = 2\delta \Leftrightarrow [\delta \in \{0, 1/2\}]$.

**Proof.** When $\delta = 0$, we have: $\text{round}(\delta) = 0 = 2\delta$. When $0 < \delta < 1/2$, we have: $\text{round}(\delta) = 0 < 2\delta$. When $\delta = 1/2$, we have: $\text{round}(\delta) = 1 = 2\delta$. When $1/2 < \delta \leq 1$, we have: $\text{round}(\delta) = 1 < 2\delta$. When $1 < \delta < 2$, we have: $\text{round}(\delta) \leq \text{floor}(\delta) + 1 < 2\text{floor}(\delta) + 2\text{frac}(\delta) = 2\delta$. And when $\delta \geq 2$, we have: $\text{round}(\delta) \leq \text{floor}(\delta) + 1 < 2\text{floor}(\delta) \leq 2\delta$.

Based on the above three lemmas, we present the following lemma and theorem to show convergence of uniform descent:

**Lemma 4** (Convergence of the absolute average error). The absolute average error series $\{\delta_t\}_{t=0}^T$ converges as $T \rightarrow \infty$.

**Proof.** When $\delta_t = 0$, for a specific $t > 0$, $f(\cdot)$ will not change any element value of $Q$, and the latter $\delta_t$ will be all zeros (converged). And when $\delta_t \neq 0$, the ratio of $|\delta_{t+1}|$ to $|\delta_t|$ is:

\[
\frac{|\delta_{t+1}|}{|\delta_t|} = \frac{1}{t} \sum_{i=1}^{t} \left| f(q_i^t - \delta_t) - f(q_i^t) \right| = \frac{1}{t} \sum_{i=1}^{t} \left| f(q_i^t - \delta_t - q_i^t) - f(q_i^t) \right| = \frac{1}{t} \sum_{i=1}^{t} \left| \frac{q_i^t - q_i^t}{\delta_t} \right|, \text{ where } \delta_t = \frac{1}{t} \sum_{i=1}^{t} |q_i^t - f(q_i^t - \delta_t)|.
\]

Using Lemma 2, when $\delta_t > 0$, we have: $\delta_t \leq \text{round}(\delta_t)$. And when $\delta_t < 0$, we have: $\delta_t \geq -\text{round}(\delta_t)$. Using Lemma 3, we have: $0 \leq \delta_t \delta_{t+1} \leq 2$ and $|\delta_{t+1}/\delta_t| \leq 1$.

**Theorem 1** (Convergence of measurement size map in the uniform descent). The series $\{Q_t\}_{t=0}^T$ converges to a fixed point $Q_{\infty}$ with average error $\delta_{\infty} \in (-1/2, 1/2]$ as $T \rightarrow \infty$.

**Proof.** Following Lemma 1 and Lemma 4, $\exists T_0 \in \mathbb{N}$, s.t. when $t \geq T_0$, $|\delta_t|$ and the differences between elements converge, then we have: $\delta_t = 0$ or $|\delta_t| = 0$ and $|\delta_{t+1}/\delta_t| = 1$ (i.e., $|\delta_t| = 0$ or $|\delta_{t+1}/\delta_t| = 2\delta_t$). For (I), since $f(\cdot)$ is increasing and $q_i^t \in \{0, 1, \cdots, K\}$, $\forall 1 \leq i \leq l$, it holds that:

$|q_i^t - f(q_i^t - \delta_t)| = f(q_i^t) - f(q_i^t - \delta_t) = 0$, i.e., $Q_t = Q_{t+1}$. When $\delta_t > 0$, $\exists q_i^t > 0$ (otherwise $\delta_t \leq 0$), so $|\text{round}(\delta_t) = 0 \land \text{frac}(\delta_t) \neq 1/2$ or $|\text{floor}(\delta_t) = 0 \land \text{frac}(\delta_t) = 1/2$ (see our $f(\cdot)$). Similarly, when $\delta_t < 0$, we have: $|\text{round}(\delta_t)| = 2\delta_t$, i.e., $\delta_{t+1}/\delta_t = -1/2$, but it can also not hold since $q_i^t - q_i^{t+1} - 1$ itself will hold for limited steps. In summary, $Q_t$ converges to a $Q_{\infty}$ as (I) with a bounded $\delta_{\infty} \in (-1/2, 1/2]$.

Second, after the preset limited $T$ uniform descent steps, the second part of BRA: random allocation (marked by method #2) will eliminate the remained error and converge since the sign of error is preserved and its absolute value monotonically decreases (proof is omitted). We’ll get the accurately allocated measurement size map $Q$ and CS ratio map $R$ by our Alg. 1. Furthermore, Fig. 20 visualizes the curves of average error and mean squared error of $Q_{t+1}$ and $Q_t$ under two settings, and demonstrates that our BRA strategy converges in 16 steps.
Fig. 20. Visualization of the curves of average error $\delta_t$ (top) and mean squared error of $Q_{t+1}$ and $Q_t$ (marked by MSE($Q_{t+1}, Q_t$), i.e., $(1/l)\|Q_{t+1} - Q_t\|^2$ (bottom) under two settings of block number: $l = 25$ (left) and $l = 100$ (right) with the practical configurations $B = 32$, $q = 512$ and $K = N = 1024$. The experiment consists of $1 \times 10^5$ rounds for each setting with randomly generated initial states. Each blue or green curve corresponds to one of our simulated BRA test round, and the red curve corresponds to the mean data values in each subgraph.
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