Dynamical mean-field study of a photon-mediated ferroelectric phase transition
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The interplay of light and matter gives rise to intriguing cooperative effects in quantum many-body systems. This is even true in thermal equilibrium, where the electromagnetic field can hybridize with collective modes of matter, and virtual photons can induce interactions in the solid. Here, we show how these light-mediated interactions can be treated using the dynamical mean-field theory formalism. We consider a minimal model of a two-dimensional material that couples to a surface plasmon polariton mode of a metal-dielectric interface. Within the mean-field approximation, the system exhibits a ferroelectric phase transition that is unaffected by the light-matter coupling. Bosonic dynamical mean-field theory provides a more accurate description and reveals that the photon-mediated interactions enhance the ferroelectric order and stabilize the ferroelectric phase.

I. INTRODUCTION

The interplay of light and matter can lead to dramatic changes in the behavior of a system, which provides intriguing pathways to manipulate complex materials out of equilibrium [1–3]. Even without external driving the electromagnetic field can influence the properties of matter, by hybridizing with electromagnetically active modes in the solid, and through photon-mediated interactions. In free space, such effects are usually negligible. In cavity or waveguide quantum electrodynamics, however, ultra-strong coupling of photons to individual emitters or molecules can be achieved by structuring the electromagnetic field [4], which may even be used to manipulate chemical reactions [5–7]. An intriguing question is therefore whether similar techniques can be used to manipulate the collective behavior and phase transitions in extended condensed matter systems [8–13]. Theoretical proposals along these lines include photon-mediated and enhanced superconductivity [14–16], photon-induced topological phases [17, 18], or the control of Mott polaritons and magnetic exchange interactions [19–22], spin liquids [23], and various forms of ferroelectricity [24–30].

In an extended solid, one would expect that the effect of light on the thermodynamic properties of matter arises not from the coupling to a single cavity mode [31, 32], but from a mode continuum. In a coplanar cavity setting, e.g., interactions within matter are mediated by photons with a continuous in-plane momentum. Because of the large light velocity, such a cavity would however affect only modes in an extremely small phase space volume compared to the Brillouin zone of the solid; thus, in condensed matter settings, it is often sufficient to consider the direct screened Coulomb interaction and neglect the effect of the transverse electromagnetic field (photon field). A promising pathway to overcome this phase space constraint includes geometries in which propagating modes are strongly localized at interfaces, such as surface plasmons [26], or possibly the polaritons of hyperbolic materials [33]. The nanoscale confinement allows such modes to efficiently couple to a macroscopic number of degrees of freedom of a thin layer or a two-dimensional material close to the interface.

In this work we investigate within a microscopic model how the coupling to a surface plasmon mode can affect a ferroelectric transition in a layered material. Specifically, we consider a minimal model of a two-dimensional material that exhibits a paraelectric to ferroelectric phase transition similar to the case of SrTiO3 [34], with a quantum paraelectric phase at zero temperature in a certain parameter regime. The coupling to the surface plasmon mode induces a long-range interaction in the material, which can be controlled by the distance of the material from the interface. With the coupling to a mode continuum, the system constitutes a complex quantum many-body problem which cannot be solved exactly. Apart from that, a conventional static mean-field approach, which often provides a reasonable starting point to get a qualitative understanding of a phase transition, does not capture the effect of the transverse field on the transition in the present case: The mean-field approximation replaces the induced interaction by a static and uniform self-consistent field; this mean-field, however, vanishes, because the interactions between dipoles that are induced by the transverse field are zero in the static limit due to the positive definite light-matter coupling. This fact also underlies the no-go theorems which exclude the condensation of hybrid light-matter modes due to the coupling to a single cavity mode [25, 31, 35, 36].

On the phenomenological level, an effect of the electromagnetic field on the static thermodynamic properties beyond the mean-field limit can arise from interactions in the solid: The transverse photon field can influence electromagnetically active modes in the solid at frequency $\omega > 0$, which in turn renormalize the static ($\omega = 0$) response through anharmonic interactions between the modes [26]. Moreover, at temperature $T > 0$ the total free energy content of all modes changes when they hybridize with the electromagnetic field. To establish a microscopic description of the system beyond static mean-field theory, we set up a solution within dynami-
cal mean-field theory (DMFT). DMFT, which becomes exact in the limit of large coordination number [37], is commonly used in condensed matter physics, and one of the most versatile techniques for studying systems with strongly correlated electrons [38]. To study a system with strong light-matter coupling, we apply the idea of DMFT to the fields that mediate the interaction, along the lines of an extended DMFT formalism [39]. In the present case, where we consider an ionic solid without itinerant electrons, the formalism then becomes similar to bosonic DMFT [40–45]. DMFT is an embedding approach, which maps a lattice model with local interaction to a self-consistent impurity model. For the light-matter coupled system, this impurity model is a generalized spin-boson model with a self-consistently determined continuum of bosonic modes. Depending on the parameters of the lattice model, this model can be in the ultra-strong coupling regime; in fact, although the impurity model is an auxiliary system, it provides a useful way to quantify whether a single site in the solid is effectively driven into the single-particle strong coupling regime. We solve this impurity model numerically using a recently developed systematic diagrammatic many-body approach [46, 47], which allows to deal with emitters coupled to a continuum, as needed in nonperturbative waveguide quantum electrodynamics [48].

The remainder of this paper is structured as follows: In Sec. II, we introduce the total Hamiltonian of the system and derive the effective action for the material. In Sec. III we explain the bosonic DMFT formalism, and briefly discuss the numerical implementation. The results of the calculations are presented in Sec. IV, and in Sec. V we conclude with a brief discussion and summary.

II. MODEL

We consider a simple hetero-structure consisting of a two-dimensional material that is placed parallel to a metallic surface in the $y$-$z$-plane (see Fig. 1 for a schematic sketch of the setup). The material consists of a collection of dipoles arranged on a square lattice. It is embedded in a dielectric medium of relative permittivity $\epsilon$, and located at a fixed distance $x_0$ from the metal-dielectric interface. The metal surface supports a propagating electromagnetic mode that gives rise to an auxiliary system, it provides a useful way to quantify whether a single site in the solid is effectively driven into the single-particle strong coupling regime. We solve this impurity model numerically using a recently developed systematic diagrammatic many-body approach [46, 47], which allows to deal with emitters coupled to a continuum, as needed in nonperturbative waveguide quantum electrodynamics [48].

The remainder of this paper is structured as follows: In Sec. II, we introduce the total Hamiltonian of the system and derive the effective action for the material. In Sec. III we explain the bosonic DMFT formalism, and briefly discuss the numerical implementation. The results of the calculations are presented in Sec. IV, and in Sec. V we conclude with a brief discussion and summary.

II. MODEL

We consider a simple hetero-structure consisting of a two-dimensional material that is placed parallel to a metallic surface in the $y$-$z$-plane (see Fig. 1 for a schematic sketch of the setup). The material consists of a collection of dipoles arranged on a square lattice. It is embedded in a dielectric medium of relative permittivity $\epsilon$, and located at a fixed distance $x_0$ from the metal-dielectric interface. The metal surface supports a propagating electromagnetic mode that gives rise to an evanescent field in both the metallic and the dielectric region. If the material is close enough to the surface, it couples to this so called surface plasmon polariton (SPP) mode. Due to the strong confinement of the electromagnetic field to the metal-dielectric interface, the coupling between light and matter is enhanced as compared to the vacuum case. Instead, the modes of a coplanar cavity with photon dispersion $\omega_q = \sqrt{(cq)^2 + \omega_0^2}$ (momentum $q$ along the plane, fundamental cavity frequency $\omega_0$), which are extended over the full transverse cavity volume, would have a negligible effect on the material (see Appendix).
electronic wave functions gives rise to an asymmetric orbital and, thus, to a non-vanishing average electric dipole moment. For instance, the model can be considered as a minimal model for an ionic crystal, where the two states $\sigma^z = \pm 1$ correspond to two positions of an ion within the unit cell, and the interaction arises both from a (partially screened) Coulomb interaction and from the configurational energy of the lattice distortion.

Below, we choose the parameters such that the model reproduces the dielectric properties of SrTiO$_3$ (see Sec. IV). Of course, the model is highly oversimplified with respect to a real material. In particular, the connection to SrTiO$_3$ is on a purely phenomenological level, and there is no direct correspondence between the parameters of our Hamiltonian and any microscopic quantities of the material. In particular, the connection to SrTiO$_3$ is on a purely phenomenological level, and there is no direct correspondence between the parameters of our Hamiltonian and any microscopic quantities of the material. Nevertheless, our model should serve the purpose to (i), explain the application DMFT to light-matter coupled systems, and (ii), demonstrate that the present setting is a promising pathway to engineer the ferroelectric transition.

Possible extensions of the model and the formalism will be briefly addressed in the Conclusions (Sec. V).

b. SPP mode For the description of the SPP mode, we start from the macroscopic theory of Ref. [49] (see also Ref. [26]), which treats the dielectric and the metal macroscopically, i.e., they enter via their dielectric function $\epsilon(\omega)$. Within this macroscopic approach, we determine the classical mode functions, then quantize the theory, and later integrate out the quantized modes to obtain the induced interaction within the 2D material. In principle, one could have started from a fully microscopic theory, in which the electronic degrees of freedom inside the metal are treated explicitly. However, in the end we are only interested in the effect of the SPP mode on the two-dimensional material, and this effect enters through a light-induced interaction. Due to the linearity of the description outside the 2D material, the induced interaction which would be obtained by (A), integrating out both the metal and field with a linear coupling of the currents in the metal and the field, and (B), the approach taken here to quantize the classical mode functions as described above, and then integrating out the modes, are equivalent.

Due to the geometry of the system (in-plane transition dipole moments) only the transverse magnetic (TM) SPP-mode couples to the material. For this mode, the transverse field electric field can be expanded in the bosonic annihilation/creation operators $\hat{a}_q/\hat{a}^+_q$ as

$$E(r) = \sum_q \frac{\omega_q}{\sqrt{2\epsilon_0 c(x, \omega) N a^3}} [u_q(x)e^{iq\cdot R}\hat{a}_q + h.c],$$

where $q = (q_x, q_y)^T$ is a two-dimensional wave vector, $\rho = (y, z)^T$ gives the position in the $y$-$z$-plane and $\omega_q$ denotes the dispersion relation of the SPP mode. The mode functions $u_q(x)e^{iq\cdot \rho}$ form an orthogonal basis and satisfy the transversality condition $\nabla \cdot u_q(r)e^{iq\cdot \rho} = 0$. They define the spatial structure of the mode. A detailed derivation, and the expressions for $u_q(x)$ can be found in App. A. Most importantly, the mode functions decay exponentially like $e^{-Q_d x}$ and $e^{-Q_d z}$ in the metallic and dielectric region, respectively, with real decay constants that asymptotically approach the value $Q_m, Q_d \sim |q|$ for large $|q|$. The latter implies that the distance $x_0$ between the material and interface controls the range of SPP moments which couple to the material.

The corresponding free field Hamiltonian takes the form

$$\hat{H}_{\text{field}} = \sum_q \omega_q \hat{a}^+_q \hat{a}_q,$$

where $\omega_q$ is the SPP dispersion. In the following, we assume that the electric permittivity in the metallic region is given by the simple Drude response

$$\epsilon_m(\omega) = 1 - \left(\frac{\omega_p}{\omega}\right)^2,$$

where $\omega_p$ denotes the plasma frequency. In this case, the dispersion relation $\omega_q$ starts with a linear slope of $c/\sqrt{\epsilon_0}$ at small $q$ and approaches a constant value of $\omega_p/\sqrt{1 + \epsilon_d}$ for $q \to \infty$. This is displayed in Fig. 2 for three different values of $\epsilon_d$. In our calculations, we set $\epsilon_d = 1$ in the dielectric region. With this, the dispersion relation can be solved analytically for the frequency and reads

$$\omega_q = \sqrt{\frac{\omega_p^2}{2} + q^2 c^2 - \sqrt{\frac{\omega_p^4}{4} + q^4 c^4}}.$$

c. Light-matter coupling The interaction between light and matter is formulated in the dipolar gauge. This representation can be obtained from the minimal coupling Hamiltonian by a multi-center Power-Zienau-Woolley transformation [50] and gives rise to two additional terms in the Hamiltonian. The first one describes a linear coupling between the electric displacement field $\mathbf{E}(r)$ and the polarization $\hat{p}_r = p_0 \hat{\sigma}^+_r \mathbf{e}_z$ of the emitters and reads

$$\hat{H}_{\text{EP}} = \sum_{r,q} \frac{\omega_q}{2N} \left[ g_q e^{iq \cdot \mathbf{R}_r} \hat{a}_q + h.c. \right] \hat{\sigma}^+_r,$$

where the coupling constants are given by

$$g_q = \frac{1}{\sqrt{\epsilon_0 \epsilon_d a^3}} u_{x_0}(0) \cdot p_0 \mathbf{e}_z,$$

and $\mathbf{R}_r$ is the two-dimensional lattice vector of site $r$, and thus represents the $\mathbf{p}$-vector at which the electric field (5) is evaluated. The second one is a non-linear term of the form

$$\hat{H}_{\text{PP}} = \sum_{r,r',q} \frac{|g_q|^2}{2N} e^{-iq \cdot (\mathbf{R}_r - \mathbf{R}_{r'})} \hat{\sigma}^+_r \hat{\sigma}^+_r.$$

\[ S_{\text{ind}} = -\frac{1}{2} \int_0^\beta d\tau d\tau' \sum_{r,r'} \sigma_r^\dagger(\tau) W_{r,r'}^{\text{ind}}(\tau - \tau') \sigma_{r'}^\dagger(\tau'). \]  

The Matsubara and \( \mathbf{k} \)-space representation of the interaction vertex is given by

\[ W_{\mathbf{k}}^{\text{ind}}(i\nu_n) = -|g\mathbf{k}|^2 |g\mathbf{k}|^2 \frac{\omega_k^2}{\nu_n^2 + \omega_k^2}, \]

where the first term originates from the direct interaction (11), and the second from integrating out the SPP mode. Using the replacement \( i\nu_n \rightarrow \omega + i0 \), this expression can be analytically continued to real frequencies. Interestingly, the interaction vanishes at \( \omega = 0 \); therefore, the effect of the light-matter interaction cannot be captured within the static mean-field approximation (see Sec. IV). It is important to note that the cancellation of the two terms in two contributions in Eq. (16) at \( \omega = 0 \) requires \( H_{\text{EP}} \) and \( H_{\text{PP}} \) to be consistent, so that the positive definiteness of the Hamiltonian is preserved. A simple understanding of the cancellation is that for the positive definite Hamiltonian a static shift of the polarization field can be absorbed in a shift of the photon operators, as explained below Eq. (11), and can therefore not give any contribution to the action.

### III. DYNAMICAL MEAN-FIELD THEORY

In the last decades, DMFT has become a powerful tool to study the properties of quantum many-body systems. The main idea of this technique is to map a lattice model to an effective impurity problem. This is done by focusing on a single site of the lattice and incorporating the interaction with all other sites in the parameters of an effective environment. If the self-energy is assumed to be local in space, these parameters can be related to the corresponding lattice quantities by a set of self-consistent equations [38]. In this section we apply the DMFT formalism to the system under study. In particular, we introduce bosonic degrees of freedom and, therefore, follow a bosonic DMFT approach.

#### A. Bosonic representation of the model

As shown in Sec. II B, the SPP mode mediates an effective interaction between the individual emitters. Similar to the static nearest-neighbor interaction, it couples the dipolar moments on different sites. We therefore start from the imaginary-time formalism, and represent the effective action for the matter as \( S_{\text{eff}} = S_0 + S_{\text{int}} \), where \( S_0 \) corresponds to the non-interacting dipoles and \( S_{\text{int}} \) is a retarded dipole-dipole interaction that combines the
photon-mediated interaction (15) and the contribution from the direct interaction Hamiltonian (4),

$$S_{\text{int}} = -\frac{1}{2} \int_0^\beta d\tau d\tau' \sum_{r,r'} \sigma_r^1(\tau) W_{r,r'}(\tau - \tau') \sigma_{r'}^1(\tau').$$  \hfill (17)

The combined interaction vertex reads

$$W_k(\nu_n) = \frac{\alpha}{2} \left[ \cos(k_y) + \cos(k_z) \right] - |\gamma_k|^2 \frac{\nu_n^2}{\nu_n^2 + \omega_k^2},$$ \hfill (18)

where the first term is the static nearest neighbor interaction (4) in momentum space, and the second term derives from Eq. (16).

Our goal is to apply bosonic DMFT to study effects beyond the mean-field limit. For that purpose, we perform a Hubbard-Stratonovich transformation, which introduces bosonic auxiliary fields $\varphi_r(\tau)$ at each site and define a new action $S_{\text{HS}}$ such that the original action is reproduced if the auxiliary fields are traced out, i.e.,

$$e^{-S_{\text{eff}}} = \int \mathcal{D}[\varphi] e^{-S_{\text{HS}}}.$$ \hfill (19)

Up to an irrelevant constant which will be omitted here and in the following, the Hubbard-Stratonovich action reads

$$S_{\text{HS}} = S_0 + S_{\varphi\varphi} + S_{\varphi\sigma},$$ \hfill (20)

with a quadratic term

$$S_{\varphi\varphi} = \frac{1}{2} \int_0^\beta d\tau d\tau' \sum_{r,r'} \varphi_r(\tau) [W^{-1}]_{r,r'}(\tau - \tau') \varphi_{r'}(\tau'),$$ \hfill (21)

and a local linear coupling term

$$S_{\varphi\sigma} = -\sum_r \int_0^\beta d\tau \varphi_r(\tau) \sigma_r^1(\tau).$$ \hfill (22)

### B. Impurity action and self-consistent equations

The Hubbard-Stratonovich action essentially defines a bosonic field theory on the lattice, with an anharmonic self-interaction that is introduced via the coupling of the field $\varphi_r$ and the spin $\sigma_r$. The local nature of this anharmonic interaction allows to follow a bosonic DMFT approach, and map the Hubbard-Stratonovich action (20) to a local impurity problem. The mapping can be achieved using the so-called cavity method [51, 52]: One focuses on a single site $r = c$, and integrates out all degrees of freedom related to other sites of the lattice. Then a cumulant expansion up to second order is performed (see App. D1), which yields an impurity action with quadratic and linear terms in the field $\varphi_c(\tau)$

$$S_{\text{imp}}^{c} = S_0^c + S_{\varphi\varphi}^c + S_{\varphi\sigma}^c,$$ \hfill (23)

$$S_{\varphi\sigma}^{c} = -\int_0^\beta d\tau \varphi_c(\tau) \left[ \sigma_c^1(\tau) - h(\tau) \right],$$ \hfill (24)

$$S_{\varphi\varphi}^{c} = \frac{1}{2} \int_0^\beta d\tau d\tau' \varphi_c(\tau) W^{-1}(\tau - \tau') \varphi_c(\tau').$$ \hfill (25)

Here $S_0^c$ is the action of a single isolated emitter. As in DMFT for fermionic systems, the interaction of the impurity with the rest of the lattice has been incorporated in an effective Weiss field $\mathcal{W}$. Moreover, there is an additional static field $h$ that couples to the auxiliary field $\varphi_c(\tau)$. It accounts for the fact that $\varphi_c(\tau)$ is a bosonic field and, therefore, may acquire a finite expectation value [43].

From the impurity action, one can calculate the local expectation value $\langle \varphi_c(\tau) \rangle_{S_{\text{imp}}^{c}}$ and the local connected correlation function

$$U_{c,c}(\tau) = \langle T \varphi_c(\tau) \varphi_c(0) \rangle_{S_{\text{imp}}^{c}}.$$ \hfill (26)

This defines the self-energy on the impurity via the Dyson equation

$$\Pi_{\text{loc}} = \mathcal{W}^{-1} - U_{c,c}^{-1}.$$ \hfill (27)

On the other hand, the real space lattice Green’s function

$$U_{r,r'}(\tau) = \langle T \varphi_r(\tau) \varphi_{r'}(0) \rangle_{S_{\text{HS}}}$$ \hfill (28)

is given by the Dyson equation in momentum space

$$U_k = W_k [1 - \Pi_k W_k]^{-1}.$$ \hfill (29)

with the $k$-dependent self-energy $\Pi_k$. Within DMFT, the latter is assumed to be purely local and can be replaced by the impurity self-energy $\Pi_{\text{loc}}$. Thus, by summing over the momentum dependent Green’s function one obtains

$$U_{c,c} = \frac{1}{N} \sum_k W_k [1 - \Pi_{\text{loc}} W_k]^{-1}$$ \hfill (30)

for the local correlation function. This result can be used to determine the Weiss field $\mathcal{W}$ from Eq. (27). The latter must be consistent with the one introduced in the impurity model. Moreover, imposing the condition $\langle \varphi_r(\tau) \rangle_{S_{\text{HS}}} = \phi$ for all $r$, the external field is given by

$$h = \left[ W_{m}^{-1} - \mathcal{W}_0^{-1} \right] \phi,$$ \hfill (31)

where

$$\mathcal{W}_0^{-1} = \mathcal{W}^{-1}(\nu_n=0).$$ \hfill (32)

These expressions form a closed set of equations. Further details on the derivation can be found in App. D2.
C. Impurity model

The impurity action (23) defines a generalized spin boson model, which couples a two-level system to a continuum of modes with propagator $W$. To solve the impurity model, it is more convenient to integrate out the Hubbard-Stratonovich fields, leading to the action of a spin with retarded interactions. The new impurity action reads (see App. D3)

$$S_{\text{imp}} = S_0^{\text{imp}} + S_{\text{int},1}^{\text{imp}} + S_{\text{int},2}^{\text{imp}}$$

with the linear interaction term

$$S_{\text{int},1}^{\text{imp}} = b \int_0^\beta d\tau \sigma_i^\uparrow(\tau),$$

and the retarded interaction term

$$S_{\text{int},2}^{\text{imp}} = -\frac{1}{2} \int_0^\beta \int_0^{\beta'} d\tau d\tau' \sigma_i^\uparrow(\tau)W(\tau - \tau')\sigma_i^\uparrow(\tau').$$

For the solution of this model we use the strong coupling expansion introduced in Refs. [46, 47], which is based on a summation of the skeleton expansion of the partition function in terms of the retarded propagator. We remark that the present problem could also be addressed by a standard hybridization expansion [53], but even within the diagrammatic approach the perturbation order can be increased to convergence, so that the results can be considered as numerically exact. With the connected correlation function

$$\chi_{c,c}(\tau) = \langle T \sigma_i^\uparrow(\tau)\sigma_i^\uparrow(0) \rangle_{S_{\text{imp}}}^{\text{con}},$$

the Green’s function for $\varphi_{c}(\tau)$ is given by

$$U_{c,c} = W + W\chi_{c,c}W.$$  

Using Eq. (27), this yields the following expression for the self-energy

$$\Pi_{\text{loc}} = [1 + \chi_{c,c}W]^{-1}\chi_{c,c}.$$  

Likewise, the external field $b = W_0 h$ can be written in terms of $\langle \sigma^1 \rangle$ and reads

$$b = [W_0 - Wmf] \langle \sigma^1 \rangle,$$

which closes the self-consistency.

D. Numerical implementation

The self-consistent DMFT equations are solved in an iterative procedure. The basic algorithm, which is illustrated in Fig. 3, consists of two major components. On the one hand, there is the impurity solver that allows to calculate local expectation values and correlation functions on the impurity. It is based on a strong coupling expansion in the imaginary-time domain similar to the one discussed in Refs. [46, 47]. However, there is an additional subtlety regarding the Weiss field. In general, the latter may contain an instantaneous contribution proportional to $\delta(\tau)$ that corresponds to a frequency independent part in the Matsubara representation; thus, we write $W(\tau) = W'(\tau) + w_0 \delta(\tau)$, where $W'(\tau)$ does not contain an instantaneous part. However, since $(\delta(\tau))^2 = \delta^2$, the part proportional to $\delta(\tau)$ only gives rise to a constant shift of the energy and does not influence the values of the correlation functions. Therefore, we can omit the instantaneous contribution and only use $W'(\tau)$ as an input.

On the other hand, there is the set of self-consistent equations that allow to calculate $W$ and $b$ from $\chi_{c,c}$ and $\langle \sigma^1 \rangle$. This is done in Matsubara space, since all quantities are diagonal in this representation. Therefore, we need to perform a Fourier transform when passing from the impurity solver to the DMFT equations and vice versa. Some extra care has to be taken for the inverse transform from the Matsubara representation to the imaginary-time domain, do deal with the numerical cutoff in the frequency summations. We use an analytical estimate for the high-frequency tail of the Weiss field which is given by

$$W(i\nu_n) \sim w_0 + \frac{w_2}{(i\nu_n)^2},$$

where the constants $w_0$ and $w_2$ can be expressed in terms of the light-matter coupling strength, the parameters of the material and the expectation value $\langle \sigma^1 \rangle$. The corresponding equations and a detailed derivation are given in App. E. Moreover, we define a function

$$f(i\nu_n) = w_0 + \frac{w_2}{(i\nu_n)^2 - \delta^2}$$

that shows the same behavior at large $\nu_n$, where $\delta \ll 1$ is a small regulator. Then, the difference $W(i\nu_n) - f(i\nu_n)$ decays at least as $1/\nu_n^4$ for large frequencies, such that even the numerical Fourier transform yields a sufficiently smooth result. Finally, we may add the imaginary time representation of $f$, which is analytically known. Since the impurity solver only requires the non-instantaneous part $W'(\tau)$, we already exclude the instantaneous part from the analytical Fourier transform of $f$, i.e.

$$W'(\tau) = F^{-1}\{W(i\nu_n) - f(i\nu_n)\} + f'(\tau),$$

where $f'(\tau)$ denotes the analytical inverse Fourier transform of $f(i\nu_n) - w_0$ and is given by

$$f'(\tau) = \frac{w_2 \cosh[\delta(\tau - B)/2]}{2\delta \sinh[\delta B/2]}.$$  

In summary, the DMFT loop consists of the following steps:

1. Start from an initial guess for $W'(\tau)$ and $b$, and pass it to the impurity solver.
IV. RESULTS

A. Mean-field approximation

As emphasized in the introduction, a mean-field solution of the model cannot capture the effect of the transverse field on the phase transition. The latter is entirely driven by the static nearest-neighbor interaction $H_{nn}$ within the mean-field approach. Nevertheless, it is illustrating to discuss the mean-field solution of the model, as it gives the overall structure of the phase diagram without coupling to the SPP mode. The derivation of the mean-field equations is standard and can be found in App. C. In the mean-field approximation, all spatial and temporal fluctuations are neglected, and we introduce a uniform time-independent order parameter $\langle \sigma^z \rangle = \langle \sigma^z(\tau) \rangle$ for all $r$ and $\tau$. For $\langle \sigma^z \rangle = 0$, the system is in the disordered paraelectric (PE) state, where the average polarization vanishes, while for $\langle \sigma^z \rangle > 0$, the material undergoes a transition to the ordered ferroelectric (FE) state with a nonzero electric dipole moment. The order parameter at inverse temperature $\beta$ is determined by the self-consistent equation

$$\langle \sigma^z \rangle = \frac{h_{mf} \tanh \left( \beta \sqrt{(\Delta/2)^2 + h_{mf}^2} \right)}{\sqrt{(\Delta/2)^2 + h_{mf}^2}}, \quad (44)$$

which is simply the expectation value of $\sigma^z$ for a two level system in a self-consistent field $h_{mf} = \alpha \langle \sigma^z \rangle$. The PE solution $\langle \sigma^z \rangle = 0$ to Eq. (44) becomes unstable below a critical temperature, where $\langle \sigma^z \rangle$ may also take a non-vanishing value. Fig. 4(a) shows the order parameter as a function of temperature for three different values of $\alpha$. It can be seen that $\langle \sigma^z \rangle$ saturates to a constant value at low temperatures and continuously drops to zero at some critical temperature $T_c$, i.e., the system undergoes a second order phase transition. The critical temperature as well as the overall strength of the order parameter increase as $\alpha$ is enhanced. In Fig. 4(c), we show a phase diagram in the $T$-$\alpha$-plane. Due to the finite level splitting $\Delta$ of the emitters, the system exhibits a quantum paraelectric (QPE) regime for $\alpha < \Delta/2$, where it remains disordered down to zero temperature. In the following we will see how these findings change if additional temporal fluctuations and the coupling to the SPP mode are included within the DMFT formalism.

B. Model parameters and light induced interactions

To couple the SPP mode to the system, we have to fix the model parameters to reasonable values. To quantify the strength of the light-matter interaction, we introduce the collective coupling

$$\lambda = \frac{p_0^2}{\epsilon d \alpha T}, \quad (45)$$

with the transition dipole moment $p_0$, and the lattice constant $a$ of the material. For all simulations below, we set $\lambda = 4024\Delta$. This value has been extracted from a fit of the mean-field result for the dielectric constant to experimental data for the paradigmatic quantum paraelectric material SrTiO$_3$ [34], which yields $\Delta = 3.3\text{meV}$, $\alpha = 0.328\Delta$, and $\lambda = 4024\Delta$ (see Ref. [31]). For reference, the dielectric function obtained within the mean-field solution, which is given by $\epsilon(T) = \frac{1}{1-\alpha_\chi}$, with
the static susceptibility $\chi_{\text{at}} = 2 \tanh(\Delta/2T)/\Delta$ for a single isolated two-level system [31], is shown in Fig. 4(b).

In the following, we will keep $\Delta$ as an energy unit, fix the value of $\alpha$ for all simulations, and vary the direct interaction strength $\lambda$. The latter controls the transition temperature without coupling to light; in SrTiO$_3$, this can be done, e.g., by adding strain. The length scale $a$ will be set to the lattice constant $a = 3.9\text{Å}$ in SrTiO$_3$ and the plasma frequency equals $\omega_p = \sqrt{2\Delta}$.

With this, the $q$-dependent coupling constants can be rewritten as $|g_q|^2 = \lambda |q(u_q(x_0) \cdot e_z)|^2$. In Fig. 5(a), the strength of the light-matter coupling for $x_0 = 5$ and $x_0 = 6$ is displayed as a function of the two-dimensional vector $q$. It can be seen that only a small range of momenta contributes to the interaction. Comparing the plot for $x_0 = 5$ and $x_0 = 6$ illustrates how this interaction range can be controlled by the distance of the material from the interface, due to the exponential decay of the mode functions. This provides the main pathway to engineer the ferroelectric transition in the present setting. The decay of the interactions with distance $x_0$ and with $|q|$ is also seen from the line plots of the coupling strength $|g_q|^2$ to modes propagating along the $z$-axis and for three different values of $x_0$. The unit of energy is given by $\Delta$, and the unit of length has been set to the lattice parameter $a$.

### C. Paraelectric regime

In the PE regime, the average polarization of the solid vanishes. We therefore consider the static linear susceptibility $\chi(0)$ which measures the linear response of the average $(\sigma^1)$ to an external field $B_{\text{ext}}$. The susceptibility can be measured by adding the term $\hat{H}_{\text{ext}} = -B_{\text{ext}} \sum_r \hat{\sigma}_r^z$ to the matter Hamiltonian (2), keeping it throughout the DMFT self-consistency (i.e., there is a term $S_{\text{ext}} = -B_{\text{ext}} \int_0^\beta d\tau \sigma_\uparrow^z(\tau)$ in the impurity action in addition to
the self-consistent field Eq. (39). The susceptibility is calculated by the ratio $\chi(0) \approx \langle \sigma^1 \rangle / B_{\text{ext}}$, for fields $B_{\text{ext}}$ which are sufficiently small that the response is in the linear regime.

Figure 6 shows the results for a nearest-neighbor interaction $\alpha = 0.2$. This is a regime in which mean-field theory predicts a PE phase down to zero temperature (see Fig. 4(c)). In Fig. 6(a), the inverse susceptibility is plotted as a function of temperature for three different values of $x_0$. Data points marked with full and empty circles have been obtained for different orders of the diagrammatic impurity solver (one-crossing approximation (OCA) and two-crossing approximation (TCA) Refs. [46, 47] for more details). The two solvers yield consistent results, which shows that the results can be considered as converged. Since the light-matter interaction is exponentially suppressed with increasing distance, there is no effect of the SPP mode on the material at $x_0 = \infty$. One observes a lowering of the susceptibility for $x_0 = \infty$ with respect to the static mean field result (dashed line), which is expected because fluctuations beyond mean field (without coupling to the cavity) reduce the tendency towards symmetry breaking. However, if the material is moved closer to the metal surface, the coupling to the SPP mode is enhanced, which leads to an increasing effect on the equilibrium properties of the system. As can be seen in the plot, the static susceptibility is enhanced (i.e. the inverse static susceptibility is decreased) due to the light-matter interaction.

Fig. 6(b) shows the inverse static susceptibility as a function of the distance $x_0$ for three different temperatures. Again, it is clearly visible that the susceptibility, and therefore the tendency towards ferroelectric ordering is enhanced as the material approaches the metallic surface. The overall effect is most pronounced at low temperatures. Moreover, it can be seen that the OCA and TCA data start to deviate more strongly at small distances. This shows that the impurity model, which describes the single atom of the lattice in an effective medium, is driven towards strong coupling as the coupling to the SPP is increased, so that higher orders in the diagrammatic expansion become more significant.

D. Ferroelectric regime

Below a critical temperature, the solid spontaneously acquires a non-vanishing average electric polarization and enters a FE state. The average polarization is proportional to the order parameter $\langle \sigma^1 \rangle$. In Fig. 7, we plot the order parameter for a system with $\alpha = 1$ as a function of $x_0$ for $T = 0.1$ and $T = 0.3$. For both temperatures, the order parameter $\langle \sigma^1 \rangle$ increases as the distance is decreased, i.e., consistent with the tendency in the PE phase, the coupling to the SPP mode enhances the order in the solid. Moreover, comparing the two curves shows that the increase is larger for $T = 0.3$; thus, the
the first order transition. Close to this point, the inverse static susceptibility $\chi(0)^{-1}$ crosses zero.

The main panel of Fig. 8 displays the transition temperature $T_c$ for $x_0 = \infty$, i.e., without light-matter coupling, and for $x_0 = 1.5$. Again, the circles correspond to OCA results, whereas the dots represent data calculated with TCA. It can be seen clearly that the phase transition is shifted to higher temperatures/smaller $\alpha$ due to the coupling to the SPP mode, and as a consequence, the ferroelectric state is stabilized over a larger range of parameters. This is consistent with the increase of the susceptibility in the disordered phase, and the increase of the order parameter in the FE phase.

V. CONCLUSION

To summarize, we have shown that bosonic DMFT is a useful tool for the investigation of systems with light-matter coupling. It allows to account for light-induced effects that cannot be captured by a mean-field approximation due to the positive definite structure of the photon-mediated interaction. As an example, we have considered a simple model of a two-dimensional material that features a ferroelectric phase transition, which is driven by a static nearest-neighbor dipole-dipole interaction. The material couples to a SPP mode supported by a metal-dielectric interface via its dipolar moments. We have seen that the coupling between light and matter leads to (i) an enhancement of the static electric susceptibility in the paraelectric regime and (ii) an increase of the order parameter in the ferroelectric phase. Both effects are most pronounced near the phase transition, and lead to a stabilization of the ferroelectric state over a larger range of parameters. Although the model is not a microscopic model for STO, its parameters can be chosen in an unbiased way to reproduce the linear macroscopic response of STO. Hence, from our results one may at least expect measurable effects on the phase transition temperature for settings similar to the ones considered in our work.

Intuitively, this behavior can be best explained from a macroscopic point of view: In general, the transition to the ferroelectric state is indicated by a softening of the corresponding collective mode at momentum $q = 0$. The linear mixing of this soft mode and the $q = 0$ SPP mode does not shift the phase transition (see discussion related to no go theorems). However, in the quantum paraelectric the soft mode is strongly renormalized by its anharmonic interaction with collective dipole fluctuations at all other momenta, which is in essence the reason for preventing the soft mode from condensation at the classical mean-field transition temperature. Now, the vacuum fluctuations of the SPP mode hybridize with these collective dipole fluctuations at all scales, which can then, though the anharmonic mixing, affect the $q = 0$ soft mode at and near the phase transition. This nonlinear mixing of nonzero frequency modes (which are affected by the cavity) and the static response of the material

FIG. 8. Main panel: Phase diagram as a function of $\alpha$ and temperature. Empty (filled) symbols correspond to data obtained with OCA (TCA). Inset: Order parameter (green) and inverse susceptibility (orange) for $x_0 = 1.5$ at $\alpha = 1.4$. The orange dashed line shows a linear fit to the data for the inverse susceptibility, from which the transition temperature $T_c$ is obtained.

E. Phase diagram

Having discussed the effect of the SPP mode on the PE and the FE state, we investigate how the phase diagram is influenced by the light-matter interaction. As it turns out, DMFT predicts the transition to be first order instead of second order. A similar behavior has been previously found in an application of DMFT to the standard lattice $\varphi^4$-theory [44, 45]. Nevertheless, apart from the first order nature of the phase transition, DMFT has been shown in this case to provide a rather accurate description of the transition temperature and the properties of the system inside the ordered and disordered phase, compared to lattice Quantum Monte Carlo results. In the present system, there exists a small coexistence region in which both the normal and the symmetry-broken phase can be stabilized. We take the divergence of the susceptibility as a measure for the lower bound of the coexistence region and the transition temperature $T_c$. This is illustrated in the inset of Fig. 8, where we plot the order parameter and the inverse susceptibility as a function of temperature for $x_0 = 1.5$ at $\alpha = 1.4$. The order parameter exhibits a jump near $T = 1$, which indicates effect becomes stronger if the system is closer to the phase transition.
is similar to the phenomenological theory presented in Ref. [26]. The results show that the coupling of matter to surface plasmons near interfaces provides a promising pathway to engineer material properties with electromagnetic fields.

It would be interesting to see how well the DMFT approximation compares to other approaches to solve the present model. However, the microscopic description of the strongly correlated light matter problem is challenging even within the minimal model studied here: Efficient lattice quantum Monte Carlo approaches for spin boson models have been developed [54], which may however suffer from a sign problem if the induced retarded interaction $W_{r,r'}(\tau)$ in the lattice model changes sign as a function of imaginary time. (Note that the vanishing of the interaction at zero frequency implies that $\int d\tau W_{r,r'}(\tau) = 0$.) For one-dimensional systems on the other hand, matrix product state (MPS) algorithms would be a possibility. DMFT is expected to be most appropriate for high-dimensional systems, but the long-range nature of the light-induced interaction should be beneficial for the accuracy even in the case of low-dimensional system. For a comparison with MPS algorithms, however, the main challenge is the requirement to take into account a continuum of modes; this may be addressed in analogy to the MPS treatment of systems with electron phonon coupling [55, 56].

A main advantage of DMFT is that the formalism can be readily adapted to more complex models, enabling in principle a realistic description of strongly correlated electron-systems. In particular, this includes itinerant electrons and their interactions with the electromagnetic field, which could be treated using the extended DMFT formalism [39] or diagrammatic extensions of DMFT similar to the GW+DMFT formalism [52, 57]. Moreover, in contrast to some methods commonly used in quantum optics, DMFT does not use the Markov approximation when eliminating the photon propagator, but instead works with the fully frequency-dependent interaction for a continuum of electromagnetic modes. It also includes both rotating and counter-rotating terms, which becomes particularly relevant in the regime of strong light-matter coupling. Finally, it should be remarked that the dielectric environment provided by the interface or cavity will not only affect the transverse electromagnetic field, but also the longitudinal field (direct Coulomb interaction). This will be relevant in particular for materials where the Coulomb interaction is weakly screened from the outset, and can therefore be further controlled by the dielectric environment [58]. (In the present minimal model, we have kept the direct interaction short-ranged, since the aim was to study the qualitative effect of the transverse field.) As the extended DMFT formalism relies on a fully frequency dependent interaction, it should allow to consistently address the possibility of materials engineering by shaping both transverse and longitudinal fields at interfaces and in cavities.
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Appendix A: Quantization of the SPP mode

To quantize the SPP mode, we start from a classical description and solve the macroscopic Maxwell’s equations for the metal-dielectric interface, closely following Ref. [49]. We assume that the relative permeability is given by $\mu = 1$ in both the dielectric and the metal region. Since there are no free charges and currents, Maxwell’s equations are given by

$$\nabla \cdot D = 0, \quad (A1)$$
$$\nabla \cdot H = 0, \quad (A2)$$
$$\nabla \times E = -\mu_0 \frac{\partial H}{\partial t}, \quad (A3)$$
$$\nabla \times H = \epsilon_0 \epsilon_r \frac{\partial E}{\partial t}. \quad (A4)$$

Without loss of generality, we first solve the equations for an SPP mode travelling in the $z$-direction using the ansatz $F = F(x) e^{i(qz - \omega t)}$ for all fields. Later, we can generalize the solution and sum all possible directions of propagation. Moreover, we restrict our considerations to the transverse magnetic (TM) mode with $E_y = H_x = H_z = 0$. With this, we obtain

$$iq H_y(x) = i\omega \epsilon_0 \epsilon_r(x, \omega) E_z(x) \quad (A5)$$
$$\partial_x H_y(x) = -i\omega \epsilon_0 \epsilon_r(x, \omega) E_z(x) \quad (A6)$$

from the $x$- and the $z$-component of Eq. (A4), as well as

$$iq E_x(x) - \partial_x E_z(x) = \mu_0 \epsilon \omega H_y(x) \quad (A7)$$

using the $y$-component of Eq. (A3). Combining (A5) and (A6) we get

$$E_z(x) = -\frac{i}{q} \partial_x E_x(x). \quad (A8)$$

Furthermore, we substitute $H_y(x)$ and $E_z(x)$ in Eq. (A7) using Eq. (A5) and (A8), which yields

$$0 = \partial_x^2 E_x(x) - Q^2 E_x(x) \quad (A9)$$

with

$$Q(x) = \sqrt{q^2 - \left(\frac{\omega}{c}\right)^2 \epsilon(x, \omega)}. \quad (A10)$$

Equation (A9) is solved by

$$E_x(x) = \begin{cases} A_m e^{Q_m x}, & x < 0 \\ A_d e^{Q_d x}, & x > 0 \end{cases} \quad (A11)$$
where $\epsilon_m$ and $\epsilon_d$ refer to the dielectric constant in the metallic ($x < 0$) and the dielectric ($x > 0$) region, respectively.

Using the continuity of the tangential components of $E$ and $H$ at the interface, we obtain the relation

$$A_m = \frac{\epsilon_d}{\epsilon_m} A_d$$

(A12)

for the field amplitudes. This can be seen from Eq. (A5). Moreover, together with Eq. (A8), this yields the dispersion relation

$$\frac{Q_m}{\epsilon_m} = -\frac{Q_d}{\epsilon_d},$$

(A13)

which can be solved for $q$ and reads

$$q = \frac{\omega}{c} \sqrt{\frac{\epsilon_m \epsilon_d}{\epsilon_m + \epsilon_d}}.$$  

(A14)

In the following, we assume a frequency independent dielectric permittivity $\epsilon_d$ and a simple Drude response for the metal, i.e.

$$\epsilon_m(\omega) = 1 - \left(\frac{\omega_p}{\omega}\right)^2,$$

(A15)

where $\omega_p$ denotes the plasma frequency. Even though, with this, Eq. (A14) cannot be solved analytically for the frequency, we may investigate the asymptotic behavior of $\omega(q)$. Taylor-expanding $1/\epsilon_m$ in powers of $\omega$ shows that for small $\omega$ this term vanishes up to second order; therefore, it may be ignored for $\omega \ll 1$ such that $\omega \approx qC/\sqrt{\epsilon_d}$. On the other hand, for real valued $q$ (i.e. propagating modes) the argument of the square root has to be positive. From this, we obtain the condition $\omega < \omega_p/\sqrt{\epsilon_d + 1}$. This is exactly where Eq. (A14) diverges; thus the frequency saturates at this value as $q \to \infty$. Figure 2 in the main text shows the dispersion for three different permittivities $\epsilon_d$. The dotted and dashed lines indicate the asymptotic values for $\omega \ll 1$ and $\omega \to \infty$, respectively. For the DMFT calculations, we restrict our considerations to the simplest case, where $\epsilon_d = 1$. With this, the dispersion relation can even be solved analytically for the frequency and has only one physical solution, which reads

$$\omega_q = \sqrt{\frac{\omega_p^2}{2} + q^2c^2} - \sqrt{\frac{\omega_p^4}{4} + q^4c^4}.$$  

(A16)

To quantize the theory, we define the bosonic photon annihilation (creation) operators $\hat{a}^{(1)}_q$. With this the electric field operator can be expanded as follows:

$$\hat{E}(r) = \sum_q \sqrt{\frac{\omega_q}{2\epsilon_0 \epsilon(x, \omega_q)N_a^3}} [u_q(x)e^{iq\cdot\rho}\hat{a}_q + h.c.],$$

(A17)

where $a$ denotes the lattice constant and $N$ represents the number of emitters. Here, we have introduced the two-dimensional vectors $\rho = (y, z)^T$ and $q = (q_y, q_z)^T = q(\sin(\varphi), \cos(\varphi))^T$. The latter includes all possible TM SPP-modes travelling along the interface (not only those propagating in the $z$-direction), where $\varphi \in [0, 2\pi)$ denotes the angle to the $z$-axis and $q > 0$. Since (for $\hbar = 1$) the Hamiltonian of the free electromagnetic field should be given by

$$\hat{H}_{\text{field}} = \sum_q \omega_q \hat{a}^{(1)}_q \hat{a}_q,$$

(A18)

the mode functions

$$u_q(x) = N_q \begin{cases} e^{Q_{m,x}} & x < 0 \\ e^{-Q_{m,x}} & x > 0 \end{cases}$$

\begin{align*}
&\begin{pmatrix} 1 \\
-i(Q_m/q) \sin(\varphi) \\
-i(Q_m/q) \cos(\varphi)
\end{pmatrix}, \\
&\begin{pmatrix} 1 \\
i(Q_d/q) \sin(\varphi) \\
i(Q_d/q) \cos(\varphi)
\end{pmatrix},
\end{align*}

(A19)
must satisfy the condition \( \int_V d^3r |u_q(x)|^2 = Na^3 \). Thus, the normalization factor is given by

\[
N_q = \sqrt{a} \left\{ \frac{1}{2Q_m} \left[ 1 + \left( \frac{Q_m}{q} \right)^2 \right] + \frac{1}{2Q_d} \left[ 1 + \left( \frac{Q_d}{q} \right)^2 \right] \right\}^{-\frac{1}{2}}.
\] (A20)

Note that this factor would vanish if we had considered the vacuum case, where the electromagnetic field can be expanded in simple plane waves, i.e., \( u_q(x) \sim e^{iq \cdot x} \). Therefore, the exponential decay and the resulting confinement of the SPP mode to the dielectric-metal interface leads to an enhancement of the light-matter interaction as compared to free space.

**Appendix B: Photon-induced interaction**

The full imaginary-time action can be split into four parts

\[
S = S_{\text{mat}} + S_{\text{PP}} + S_{\text{EP}} + S_{\text{field}}.
\] (B1)

In this representation, the photonic degrees of freedom are represented by bosonic variables \( a_q(\tau) \) and \( \bar{a}_q(\tau) \), such that the action of the free electromagnetic field reads

\[
S_{\text{field}} = \int_0^\beta d\tau \bar{a}_q(\tau) [\partial_\tau + \omega_q] a_q(\tau).
\] (B2)

and the light-matter coupling term \( S_{\text{EP}} \) is given by

\[
S_{\text{EP}} = \int_0^\beta d\tau \sum_{r, q} \sqrt{\frac{\omega_q}{2N}} \left[ g_q e^{i q \cdot R} a_q(\tau) + c.c. \right] \sigma_1^r(\tau).
\] (B3)

To obtain an effective description for the material, we trace out the photon fields from the full action. This allows us to incorporate the effect of the light-matter coupling in a single induced interaction term \( S_{\text{ind}} \) that satisfies the relation

\[
e^{-S_{\text{ind}}} = e^{-S_{\text{PP}}} \int D[\bar{a}, a] e^{-(S_{\text{EP}} + S_{\text{field}})}.
\] (B4)

The action is only quadratic in the bosonic fields \( a_q(\tau) \) and \( \bar{a}_q(\tau) \); therefore, the second factor is just a simple Gaussian path integral with quadratic extension, which can be solved analytically. From this, we obtain a retarded dipole-dipole interaction

\[
S_{\text{ind}} = -\frac{1}{2} \int_0^\beta d\tau \int_0^\beta d\tau' \sum_{r, r'} \sigma_1^r(\tau) W_{r, r'}^{\text{ind}}(\tau - \tau') \sigma_1^{r'}(\tau'),
\] (B5)

where the interaction vertex reads

\[
W_{r, r'}^{\text{ind}}(\tau) = -\sum_q \frac{|g_q|^2}{N} e^{-i q \cdot (R_r - R_{r'})} \left[ 1 + \omega_q D^0_q(\tau) \right].
\] (B6)

Here, \( D^0_q(\tau) \) denotes the free photon propagator and is given by

\[
D_q^0(\tau) = -\langle a_q(\tau) \bar{a}_q(0) \rangle_{S_{\text{ind}}} = \frac{e^{-\tau \omega_q}}{1 - e^{-\beta \omega_q}},
\] (B7)

or

\[
D_q^0(i \nu_m) = \frac{1}{i \nu_m - \omega_q}
\] (B8)
in the Matsubara representation. Since the induced interaction \( W_{\text{ind}}^{(r,r')}(i\nu_n) \) only depends on the distance \( R_r - R_{r'} \), we may perform the lattice Fourier transform

\[
f_k = \sum_r f_r e^{ik \cdot R_r},
\]

which yields

\[
W_k(i\nu_n) = -\sum_{G \in \mathcal{L}_R} |g_{k+G}|^2 \frac{\nu_n^2}{\nu_n^2 + \omega_k^2},
\]

where \( \mathcal{L}_R \) denotes the reciprocal lattice. However, as shown in Fig. 5 in the main text, the strength of the coupling \( |g_q|^2 \) decreases as \( q \) increases. In particular, we can assume that \( |g_{k+G}|^2 \to 0 \) for \( G \neq 0 \). With this the result simplifies to

\[
W_k(i\nu_n) = -|g_k|^2 \frac{\nu_n^2}{\nu_n^2 + \omega_k^2}.
\]

### Appendix C: Details on the mean-field approximation

#### 1. Cancellation of the light-matter interaction terms

In this section we show how the effect of the light-matter interaction on the static mean-field result is cancelled if all relevant terms are taken into account. We start by decoupling the dipole-dipole interactions using the substitution

\[
\hat{\sigma}^+_r \hat{\sigma}^+_r \to \langle \sigma^1 \rangle \hat{\sigma}^+_r + \hat{\sigma}^+_r \langle \sigma^1 \rangle.
\]

This means that quantum fluctuations of the dipolar moments around the mean-field expectation value are neglected beyond the first order. With this, the nearest neighbor interaction can be rewritten as

\[
\hat{H}_{\text{mf}}^{\text{nn}} = \alpha \langle \sigma^1 \rangle \sum_r \hat{\sigma}^+_r,
\]

and the quadratic term in the light-matter Hamiltonian becomes

\[
\hat{H}_{\text{mf}}^{\text{pp}} = \sum_{r,r',q} \frac{|g_q|^2}{N} e^{-i q \cdot (R_r - R_{r'})} \langle \sigma^1 \rangle \hat{\sigma}^+_r.
\]

Moreover, we perform the replacement

\[
[g_q e^{i q \cdot R_r} \hat{\sigma}_r^+ + \text{h.c.}] \hat{\sigma}^+_r \to [g_q e^{i q \cdot R_r} \langle \hat{\sigma}_r^+ \rangle + \text{c.c.}] \hat{\sigma}^+_r + [g_q e^{i q \cdot R_r} \hat{\sigma}_r^+ + \text{h.c.}] \langle \sigma^1 \rangle
\]

to decouple light and matter, such that the linear coupling term can be split into two terms

\[
\hat{H}_{\text{EP}} \to \hat{H}_{\text{EP}}^{\text{mf,mat}} + \hat{H}_{\text{EP}}^{\text{mf,field}},
\]

where

\[
\hat{H}_{\text{EP}}^{\text{mf,mat}} = \sum_{r,q} \sqrt{\frac{\omega_q}{2N}} [g_q e^{i q \cdot R_r} \hat{\sigma}_r^+ \langle \hat{\sigma}_r^+ \rangle + \text{h.c.}] \hat{\sigma}^+_r
\]

only depends on the matter operators and the light enters via expectation values. Similarly,

\[
\hat{H}_{\text{EP}}^{\text{mf,field}} = \sum_{r,q} \sqrt{\frac{\omega_q}{2N}} [g_q e^{i q \cdot R_r} \hat{\sigma}_r^+ + \text{h.c.}] \langle \sigma^1 \rangle
\]

only contains photonic operators and expectation values of matter operators. Likewise, we may separate the photonic and the matter operators in the total Hamiltonian

\[
\hat{H} \to \hat{H}_{\text{field}} + \hat{H}_{\text{mat}}
\]
with
\[ \hat{H}_{\text{field}}^{\text{mf}} = \hat{H}_{\text{field}} + \hat{H}_{\text{EP}}^{\text{mf,field}} \] (C8)
and
\[ \hat{H}_{\text{mat}}^{\text{mf}} = \hat{H}_0 + \hat{H}_{\text{nm}}^{\text{mf}} + \hat{H}_{\text{PP}}^{\text{mf}} + \hat{H}_{\text{EP}}^{\text{mf,mat}}. \] (C9)

Let us now consider the semiclassical equation of motion for the photon annihilation operator
\[ \langle \dot{\hat{a}}_q \rangle = i \left[ \hat{H}_{\text{field}}^{\text{mf}}, \hat{a}_q \right] = -i \omega_q \langle \hat{a}_q \rangle - i \sum_r \frac{\omega_q}{2N} \hat{g}_q e^{-i \hat{q} \cdot \hat{R}_r} \sigma^1. \] (C10)

The corresponding expression for the creation operator is obtained by taking the complex conjugate. For the static solution, the time derivatives vanish, which yields
\[ \langle \hat{a}_q \rangle = -\sum_r \sqrt{\frac{1}{2N \omega_q}} \hat{g}_q e^{-i \hat{q} \cdot \hat{R}_r} \sigma^1 \] (C11)
\[ \langle \hat{a}_q^\dagger \rangle = -\sum_r \sqrt{\frac{1}{2N \omega_q}} g_q e^{i \hat{q} \cdot \hat{R}_r} \sigma^1. \] (C12)

With this, we can eliminate the expectation values \( \langle \hat{a}_q \rangle \) and \( \langle \hat{a}_q^\dagger \rangle \) in Eq. (C5) and obtain
\[ \hat{H}_{\text{EP}}^{\text{mf}} = -\sum_{r,r'} \sum_q |g_q|^2 \frac{1}{N} \hat{g}_q e^{-i \hat{q} \cdot (\hat{R}_r - \hat{R}_r')} \langle \sigma^1 \rangle \hat{\sigma}_r^1 - \hat{H}_{\text{PP}}^{\text{mf}}. \] (C13)

This expression proves that the linear coupling term between the electric displacement field and the polarization exactly cancels the quadratic term \( \hat{H}_{\text{PP}}^{\text{mf}} \). As a result, within the mean-field approximation, all contributions due to the light-matter interaction disappear and the system is described by the uncoupled Hamiltonian
\[ \hat{H}_{\text{mat}}^{\text{mf}} = \hat{H}_0 + \hat{H}_{\text{nm}}^{\text{mf}}. \] (C14)

2. Self-consistent mean-field equation

Starting from the mean-field Hamiltonian (C14), we derive a self-consistent equation for the order parameter that allows to determine critical values for the temperature and the dipole-dipole interaction. For that purpose, we introduce an additional external static field \( f \) that couples to the total polarization of the material and define
\[ \hat{H}_{\text{mat}}^{\text{mf}}[f] = \hat{H}_{\text{mat}}^{\text{mf}} - f \sum_r \hat{\sigma}_r^1 = \sum_r \hat{H}_{r}^{\text{mf}}[f] \] (C15)
with the single-site mean-field Hamiltonian
\[ \hat{H}_{r}^{\text{mf}}[f] = \Delta \hat{\sigma}_r^z - \alpha \langle \sigma^1 \rangle \hat{\sigma}_r^1 - f \hat{\sigma}_r^1. \] (C16)

The latter can be diagonalized, which yields the eigenvalues
\[ E_{\pm}[f] = \pm \sqrt{(\Delta/2)^2 + (\alpha \langle \sigma^1 \rangle - f)^2}. \] (C17)

Let us also introduce the partition function
\[ Z_r[f] = \text{tr} \left\{ e^{-\beta \hat{H}_{r}^{\text{mf}}[f]} \right\} = e^{-\beta E_+[f]} + e^{-\beta E_-[f]}. \] (C18)

Then, the order parameter can be calculated by taking the derivative
\[ \langle \sigma^1 \rangle = \left. \frac{1}{\beta} \frac{\partial}{\partial f} \ln Z_r[f] \right|_{f=0}. \] (C19)
From this, we obtain the self-consistent equation
\[ \langle \sigma^1 \rangle = \tanh \left[ \beta \sqrt{\frac{\Delta}{2}} + (\alpha \langle \sigma^1 \rangle)^2 \right] \frac{\alpha}{\sqrt{\frac{\Delta}{2}} + (\alpha \langle \sigma^1 \rangle)^2} \langle \sigma^1 \rangle. \] (C20)

It can be solved numerically using a fixed point iteration. Results are shown in the main text in Fig. 4. In general, it always has a trivial solution \( \langle \sigma^1 \rangle = 0 \); however, this solution is only stable in the normal paraelectric phase. For the ferroelectric state \( \langle \sigma^1 \rangle \neq 0 \), such that Eq. (C20) can be rewritten as
\[ 1 = \tanh \left[ \beta \sqrt{\frac{\Delta}{2}} + (\alpha \langle \sigma^1 \rangle)^2 \right] \frac{\alpha}{\sqrt{\frac{\Delta}{2}} + (\alpha \langle \sigma^1 \rangle)^2}. \] (C21)

For \( \beta \to \infty \), the right-hand side goes to \( \frac{\alpha}{\sqrt{\frac{\Delta}{2}} + (\alpha \langle \sigma^1 \rangle)^2} \). Since \( \beta = 1/T \), this is the zero-temperature limit. Therefore, the ferroelectric phase only exists if \( \frac{\alpha}{\sqrt{\frac{\Delta}{2}} + (\alpha \langle \sigma^1 \rangle)^2} \geq 1 \). In particular this means that it is impossible to undergo a transition to the ordered phase if \( \alpha \leq \Delta/2 \) even at \( T = 0 \). Since, in this case, the ferroelectric state is not destabilized due to classical thermal fluctuations but due to the microscopic splitting of the energy levels, this is the so-called quantum paraelectric regime.

Appendix D: Derivation of the DMFT equations

1. Mapping of the lattice action to an impurity problem

In this section, we map the full lattice model to a local impurity problem using the cavity method. We start from the Hubbard-Stratonovich action
\[ S_{\text{HS}} = S_0 + S_{\varphi \varphi} + S_{\varphi \sigma} \] (D1)
with
\[ S_{\varphi \varphi} = \frac{1}{2} \int_0^\beta d\tau \int_0^\beta d\tau' \sum_{r,r'} \varphi_r(\tau) [W^{-1}]_{r,r'}(\tau - \tau') \varphi_{r'}(\tau') \] (D2)
and
\[ S_{\varphi \sigma} = - \sum_r \int_0^\beta d\tau \varphi_r(\tau) \sigma^1_r(\tau) \] (D3)
that has been derived in the main text in Sec. III A. The action of the non-interacting material can be rewritten as a sum over all sites \( r \)
\[ S_0 = \sum_r S_0^r, \] (D4)
where \( S_0^r \) is the action of one isolated emitter. Now we single out one site \( c \) of the lattice - the so-called cavity site - and split the action into three contributions. The first one contains all on-site terms
\[ S^c = S^c_0 + S^c_{\varphi \varphi} + S^c_{\varphi \sigma}, \] (D5)
with
\[ S^c_{\varphi \varphi} = \frac{1}{2} \int_0^\beta d\tau \int_0^\beta d\tau' \varphi_c(\tau) [W^{-1}]_{c,c}(\tau - \tau') \varphi_c(\tau'), \] (D6)
and
\[ S^c_{\varphi \sigma} = - \int_0^\beta d\tau \varphi_c(\tau) \sigma^1_c(\tau). \] (D7)
The second contribution is the action of the system with one missing emitter, i.e. a cavity, at site $c$

$$S^{(c)} = \sum_{r \neq c} S'_0^{(c)} + S_{\varphi \varphi}^{(c)} + S_{\varphi \sigma}^{(c)},$$  \hspace{1cm} (D8)

where

$$S_{\varphi \varphi}^{(c)} = \frac{1}{2} \int_0^{\beta} d\tau \int_0^{\beta} d\tau' \sum_{r \neq c, r' \neq c} \varphi_r(\tau)[W^{-1}]_{r,r'}(\tau - \tau')\varphi_{r'}(\tau')$$  \hspace{1cm} (D9)

and

$$S_{\varphi \sigma}^{(c)} = -\sum_{r \neq c} \int_0^{\beta} d\tau \varphi_r(\tau) \sigma_r(\tau).$$  \hspace{1cm} (D10)

The third contribution describes the interaction between the cavity site and the rest of the lattice and reads

$$\Delta S = \sum_{r \neq c} \int_0^{\beta} d\tau \varphi_r(\tau) t_r(\tau)$$  \hspace{1cm} (D11)

with

$$t_r(\tau) = \int_0^{\beta} d\tau' [W^{-1}]_{r,c}(\tau - \tau')\varphi_c(\tau').$$  \hspace{1cm} (D12)

In the next step, we integrate out all matter fields \{\xi, \bar{\xi}\} and auxiliary fields \{\varphi_r\} with $r \neq c$, such that the effect of all other sites on the impurity can be described by an effective action $S_{\text{hyb}}$, i.e.

$$\int \mathcal{D}[\varphi_{r \neq c}] \int \mathcal{D}[\xi_{r \neq c} \bar{\xi}_{r \neq c}] e^{-S_{\text{HYB}}} = e^{-S^c} \int \mathcal{D}[\varphi_{r \neq c}] \int \mathcal{D}[\xi_{r \neq c} \bar{\xi}_{r \neq c}] e^{-(S^{(c)} + \Delta S)} = e^{-(S^c + S_{\text{hyb}})}.$$  \hspace{1cm} (D13)

The path integral can be solved formally using a cumulant expansion in $\Delta S$. With this

$$S_{\text{hyb}} = -\sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \sum_{\tau_1, ..., \tau_n} \int_0^{\beta} d\tau_1 \ldots \int_0^{\beta} d\tau_n t_{\tau_1} \ldots t_{\tau_n} \langle T \varphi_{\tau_1}(\tau_1) \ldots \varphi_{\tau_n}(\tau_n) \rangle_{S^{(c)}},$$  \hspace{1cm} (D14)

where the connected correlation functions $K_{\tau_1, ..., \tau_n}$ are defined as

$$K_{\tau_1, ..., \tau_n} = \langle T \varphi_{\tau_1}(\tau_1) \ldots \varphi_{\tau_n}(\tau_n) \rangle_{S^{(c)}}.$$  \hspace{1cm} (D15)

The subscript $S^{(c)}$ indicates that the time-ordered expectation value is evaluated using the action (D9). For our DMFT calculations, we truncate all terms beyond the second order. With this

$$S_{\text{hyb}} = S_{\text{hyb}}^1 + S_{\text{hyb}}^2,$$  \hspace{1cm} (D16)

where the first order term is given by

$$S_{\text{hyb}}^1 = \int_0^{\beta} d\tau \varphi_c(\tau) h(\tau)$$  \hspace{1cm} (D17)

with

$$h(\tau) = \sum_{r \neq c} \int_0^{\beta} d\tau' [W^{-1}]_{c,r}(\tau - \tau') \langle T \varphi_r(\tau') \rangle_{S^{(c)}},$$  \hspace{1cm} (D18)
and the second order term reads
\[ S_{2}^{\text{hyb}} = -\int_{0}^{\beta} d\tau \int_{0}^{\beta} d\tau' \varphi_c(\tau) \Delta_{\text{hyb}}(\tau - \tau') \varphi_c(\tau') \]  
(D19)

with the hybridization function
\[ \Delta_{\text{hyb}}(\tau) = \sum_{r \neq c} \sum_{r' \neq c} \int_{0}^{\beta} d\tau_1 \int_{0}^{\beta} d\tau_2 [W_{-1}]_{c,r}(\tau - \tau_1) U_{r,r'}^{(c)}(\tau_1 - \tau_2)[W_{-1}]_{r',c}(\tau). \]  
(D20)

Here, we have introduced the propagator
\[ U_{r,r'}^{(c)}(\tau) = \langle T \varphi_r(\tau) \varphi_{r'}(0) \rangle_{S(c)} \]  
(D21)

for the auxiliary fields on the cavity lattice. With this, we have mapped the lattice model to an approximate impurity problem
\[ S_{\text{imp}}^{(c)} = S_0^{c} + S_{\varphi\varphi}^{\text{imp}} + S_{\varphi\sigma}^{\text{imp}} \]  
(D22)

with the linear coupling term
\[ S_{\varphi\sigma}^{\text{imp}} = S_{\varphi\sigma}^{c} + S_{\varphi\sigma}^{\text{hyb}} = -\int_{0}^{\beta} d\tau \varphi_c(\tau) [\sigma_1^c(\tau) - h(\tau)] \]  
(D23)

and the quadratic term
\[ S_{\varphi\varphi}^{\text{imp}} = S_{\varphi\varphi}^{c} + S_{\varphi\varphi}^{\text{hyb}} = \frac{1}{2} \int_{0}^{\beta} d\tau \int_{0}^{\beta} d\tau' \varphi_c(\tau) W^{-1}(\tau - \tau') \varphi_c(\tau'). \]  
(D24)

In the above expression, we have introduced the Weiss field
\[ W^{-1}(\tau) = [W^{-1}]_{c,c}(\tau) - \Delta_{\text{hyb}}(\tau), \]  
(D25)

which is one of the central quantities of DMFT.

2. Derivation of the self-consistency conditions

In the previous section, we have mapped the lattice model to a local impurity problem. However, the impurity action (D22) contains the fields \( h(\tau) \) and \( W(\tau) \), which cannot be evaluated analytically. We will thus express these fields in terms of the corresponding lattice quantities and a local self-energy.

Let us first define the full propagator
\[ U_{r,r'}(\tau) = \langle T \varphi_r(\tau) \varphi_{r'}(0) \rangle_{S_{HS}} \]  
(D26)

for the auxiliary fields. Introducing the self-energy \( \Pi_k \), it is given by the Dyson equation
\[ U_{k}^{-1} = W_{k}^{-1} - \Pi_k. \]  
(D27)

We may express the propagator for the lattice with the cavity at site \( c \) in terms of the full propagator by removing the connection between site \( c \) and all other lattice points \( r \) and \( r' \), i.e.
\[ U_{r,r'}^{(c)}(i\nu_n) = U_{r,r'}(i\nu_n) - \frac{U_{r,c}(i\nu_n) U_{c,r'}(i\nu_n)}{U_{c,c}(i\nu_n)}. \]  
(D28)

Here we have divided the second term by \( U_{c,c}(i\nu_n) \) to avoid double counting.
Inserting the expression above into the formula for the hybridization function (D20) and transforming to $k$-space yields

$$\Delta_{\text{hyb}}(i\nu_n) = \frac{1}{N} \sum_k E_k^2 U_k - \left( \frac{1}{N} \sum_k E_k U_k \right)^2 \tag{D29}$$

with

$$E_k = W_k^{-1} - [W^{-1}]_{c,c}. \tag{D30}$$

As it is usually done in DMFT, we assume that the self-energy is purely local, i.e. $\Pi_k = \Pi_{\text{loc}}$, and define

$$F^{-1} = [W^{-1}]_{c,c} - \Pi_{\text{loc}}. \tag{D31}$$

With this we can rewrite the Dyson equation for the full propagator as

$$U_k^{-1} = F^{-1} + E_k, \tag{D32}$$

and thus

$$\frac{1}{N} \sum_k E_k U_k = \frac{1}{N} \sum_k E_k \frac{F^{-1} + E_k}{F^{-1} + E_k} = \frac{1}{N} \sum_k \left( E_k + \frac{F^{-1}}{F^{-1} + E_k} - \frac{F^{-1}}{F^{-1} + E_k} \right) \tag{D33}$$

$$= 1 - F^{-1} \frac{1}{N} \sum_k U_k$$

and

$$\frac{1}{N} \sum_k E_k^2 U_k = \frac{1}{N} \sum_k E_k \frac{E_k}{F^{-1} + E_k} = \frac{1}{N} \sum_k E_k \left( 1 - \frac{F^{-1}}{F^{-1} + E_k} \right) \tag{D34}$$

$$= \frac{1}{N} \sum_k E_k - F^{-1} \frac{1}{N} \sum_k E_k U_k = -F^{-1} + (F^{-1})^2 \frac{1}{N} \sum_k U_k.$$

Putting everything together we obtain

$$W^{-1}(i\nu_n) = [W^{-1}]_{c,c}(i\nu_n) - \Delta(i\nu_n)$$

$$= [W^{-1}]_{c,c}(i\nu_n) - F^{-1}(i\nu_n) + [U_{c,c}]^{-1}(i\nu_n) \tag{D35}$$

$$= [U_{c,c}]^{-1}(i\nu_n) + \Pi_{\text{loc}}(i\nu_n).$$

With this, we have found an expression for the Weiss field that only contains quantities corresponding to the full lattice without cavity at site $c$.

In the next step, we relate $h(\tau)$ to the Weiss field. For that purpose, we consider the derivative $\frac{\delta \ln Z}{\delta \phi_r(\tau)}$. Calculating the partition function from the full lattice action $S_{HS}$ yields

$$\frac{\delta \ln Z}{\delta \phi_c(\tau)} = \langle \sigma^1_c(\tau) \rangle - \sum_r \int_0^\beta d\tau' [W^{-1}]_{c,r}(\tau - \tau') \langle \varphi_r(\tau') \rangle. \tag{D36}$$

On the other hand, evaluating the expression using $S_{HS}^{\text{imp}}$ we obtain

$$\frac{\delta \ln Z}{\delta \phi_c(\tau)} = \langle \sigma^1_c(\tau) \rangle - h(\tau) - \int_0^\beta d\tau' W^{-1}(\tau - \tau') \langle \varphi_c(\tau') \rangle. \tag{D37}$$

Let us assume that the expectation value $\langle \varphi_r(\tau') \rangle$ is time independent and uniform, such that $\langle \varphi_r(\tau') \rangle = \phi$ for all $\tau'$ and $r$. Then, defining

$$W_0^{-1} = W^{-1}(i\nu_n = 0) \tag{D38}$$

and

$$W_{mf}^{-1} = W_{k=0}^{-1}(i\nu_n = 0) \tag{D39}$$

we finally get

$$h = \left[ W_{mf}^{-1} - W_0^{-1} \right] \phi. \tag{D40}$$
3. Eliminating the auxiliary field from the impurity problem

To obtain an impurity action $S_{\text{imp}}$ that only depends on the matter degrees of freedom, we integrate out the auxiliary field $\varphi_c$ from $S^\text{imp}_{HS}$. The path integral

$$\int D[\varphi_0] e^{-S^\text{imp}_{HS}} = e^{-S_{\text{imp}}}$$

(D41)

can be solved analytically and yields

$$S_{\text{imp}} = S_0^c - \frac{1}{2} \int_0^\beta d\tau \int_0^\beta d\tau' [\sigma_1^c(\tau) - h] W(\tau - \tau') [\sigma_1^c(\tau') - h].$$

(D42)

This can be cast into a slightly different form

$$S_{\text{imp}} = S_0^c + S^\text{imp}_{\text{int},1} + S^\text{imp}_{\text{int},2} + \text{const.}$$

(D43)

with a linear field term

$$S^\text{imp}_{\text{int},1} = b \int_0^\beta d\tau \sigma_1^c(\tau),$$

(D44)

and the quadratic term

$$S^\text{imp}_{\text{int},2} = -\frac{1}{2} \int_0^\beta d\tau \int_0^\beta d\tau' \sigma_1^c(\tau) W(\tau - \tau') \sigma_1^c(\tau'),$$

(D45)

where

$$b = W_0 \left[ W_{mf}^{-1} - W_0^{-1} \right] \phi.$$  

(D46)

To eliminate $\phi$, we take into account that the action satisfies the condition

$$\langle \frac{\delta S_{HS}}{\delta \varphi_r(\tau)} \rangle_{S_{HS}} \bigg|_{\varphi_r(\tau) = \phi} = \sum_{r'} \int_0^\beta d\tau' [W^{-1}]_{r,r'} (\tau - \tau') \phi - \langle \sigma_1^r(\tau) \rangle_{S_{HS}} \bigg|_{\varphi_r(\tau) = \phi} = 0,$$

(D47)

since $\phi$ is a stationary path; therefore,

$$\langle \sigma_1^r(\tau) \rangle_{S_{HS}} \bigg|_{\varphi_r(\tau) = \phi} = \langle \sigma^1 \rangle.$$

(D48)

With this, we obtain

$$\phi = W_{mf} \langle \sigma^1 \rangle,$$

(D49)

and, thus

$$b = [W_0 - W_{mf}] \langle \sigma^1 \rangle.$$

(D50)

It is not possible to calculate the local propagator $U_{c,c}$ directly from the impurity action above. However, we may relate the local correlation function

$$\chi_{c,c} = \langle T \sigma_1^c(\tau) \sigma_1^c(\tau') \rangle_{\text{con}}$$

(D51)

to $U_{c,c}$. For that purpose, we define the generating functional

$$G[J] = \ln \left\langle \exp \left[ \int_0^\beta d\tau J(\tau) \varphi_c(\tau) \right] \right\rangle.$$

(D52)
Using the impurity action $S_{\text{imp}}^{\beta}$ with the auxiliary fields, we obtain

$$\frac{\delta^2 G[J]}{\delta J(\tau) \delta J(\tau')} \bigg|_{J=0} = U_{c,c}(\tau - \tau'). \quad \text{(D53)}$$

On the other hand, a calculation with $S_{\text{imp}}$ yields

$$\frac{\delta^2 G[J]}{\delta J(\tau) \delta J(\tau')} \bigg|_{J=0} = \mathcal{W}(\tau - \tau') + \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \mathcal{W}(\tau - \tau_1) \chi_{c,c}(\tau_1 - \tau_2) \mathcal{W}(\tau_2 - \tau'). \quad \text{(D54)}$$

and thus

$$U_{c,c} = \mathcal{W} + \mathcal{W} \chi_{c,c} \mathcal{W}. \quad \text{(D55)}$$

Substituting this into Eq. (D35) we obtain

$$\Pi_{\text{loc}} = (1 + \chi_{c,c} \mathcal{W})^{-1} \chi_{c,c}. \quad \text{(D56)}$$

This allows us to calculate all relevant quantities on the impurity directly from the impurity action (D43).

### Appendix E: Tail correction

#### 1. High-frequency behavior of the Weiss field

To estimate the asymptotic behavior of the Weiss field for $i\nu_n \to \infty$, we consider an expansion of all relevant quantities in the inverse Matsubara frequency and only keep terms up to the order $i\nu_n^{-2}$. As will be discussed in greater detail in App. E.2, the local dipole-dipole correlation function decays as

$$\chi_{c,c} \sim c^2 (i\nu_n)^2. \quad \text{(E1)}$$

The interaction matrix can be written as

$$W_k \sim w_k^0 + \frac{w_k^2}{(i\nu_n)^2} \quad \text{(E2)}$$

for $i\nu_n \to \infty$. The corresponding parameters will be derived in App. E.3. Moreover, at large Matsubara frequencies we can make the ansatz

$$\mathcal{W} \sim w_0 + \frac{w_2}{(i\nu_n)^2} \quad \text{(E3)}$$

for the Weiss field. Using Eq. (38), we find that the self energy decays as

$$\Pi_{\text{loc}} = \chi_{c,c} - \chi_{c,c} \mathcal{W} \chi_{c,c} + \chi_{c,c} \mathcal{W} \chi_{c,c} \mathcal{W} \chi_{c,c} - \cdots \sim \frac{c^2}{(i\nu_n)^2} + \mathcal{O}((i\nu_n)^{-4}). \quad \text{(E4)}$$

Inserting this into the Dyson equation yields

$$U_k = W_k + W_k \Pi_{\text{loc}} W_k + W_k \Pi_{\text{loc}} \Pi_{\text{loc}} W_k + \cdots \sim w_0^k + \frac{w_k^2 + (w_0^k)^2 c_2}{(i\nu_n)^2} + \mathcal{O}((i\nu_n)^{-4}), \quad \text{(E5)}$$

and, therefore,

$$U_{c,c} = \frac{1}{N} \sum_k w_0^k + \frac{1}{N} \sum_k w_2^k + \frac{1}{N} \sum_k (w_0^k)^2 c_2 + \mathcal{O}((i\nu_n)^{-4}) \quad \text{(E6)}$$

for $i\nu_n \to \infty$. Then Eq. (27) finally yields

$$\mathcal{W} = U_{c,c} - U_{c,c} \Pi_{\text{loc}} U_{c,c} + U_{c,c} \Pi_{\text{loc}} U_{c,c} \Pi_{\text{loc}} U_{c,c} - \cdots \sim m^{(1)}_2 + \left[m^{(2)}_0 - \left(m^{(1)}_0\right)^2\right] c_2 + \mathcal{O}((i\nu_n)^{-4}). \quad \text{(E7)}$$
where we have introduced the notation

\[ m_0^{(1)} = \frac{1}{N} \sum_k w_k, \]  
\[ m_0^{(2)} = \frac{1}{N} \sum_k (w_k^0)^2, \]  
\[ m_2^{(1)} = \frac{1}{N} \sum_k w_k^2. \]  

(E8) (E9) (E10)

With this, we can identify the parameters in Eq. (E3) for the high-frequency tail of the Weiss field as

\[ w_0 = m_0^{(1)} \]  
and

\[ w_2 = m_2^{(1)} + \left[ m_0^{(2)} - (m_0^{(1)})^2 \right] c_2. \]  

(E11) (E12)

2. High-frequency behavior of the local dipole-dipole correlation function

In the following, we derive the approximate expression for the local dipole-dipole correlation function at high Matsubara frequencies given in Eq. (E1), and determine the coefficient \( c_2 \). For that purpose, we make use of the spectral representation. The spectral function is defined as

\[ A(\omega) = -\frac{1}{\pi} \text{Im} \{ \chi_{c,c}(\omega) \}. \]  

(E13)

With this, the local dipole-dipole correlation function in the Matsubara representation is formally given by

\[ \chi_{c,c}(i\nu_n) = \frac{\beta}{0} \int d\omega A(\omega) \left[ \frac{1}{i\nu_n - \omega} - \frac{1}{i\nu_n + \omega} \right] \]  
\[ = \frac{\beta}{0} \int d\omega A(\omega) \frac{2\omega}{(i\nu_n)^2} \frac{1}{1 - (\omega/i\nu_n)^2} \]  
\[ = \frac{1}{(i\nu_n)^2} \frac{\beta}{0} \int 2\omega A(\omega) + \mathcal{O}((i\nu_n)^{-4}). \]  

(E14)

To obtain the last line, we have made a Taylor expansion in \( 1/(i\nu_n) \). At large Matsubara frequencies, we can neglect all terms beyond the second order and, thus, we find

\[ c_2 = \frac{\beta}{0} \int d\omega 2\omega A(\omega). \]  

(E15)

On the other hand, the imaginary time representation of the local dipole-dipole correlation function can be rewritten in terms of the spectral function as

\[ \chi_{c,c}(\tau) = \frac{\beta}{0} \int d\omega A(\omega) \frac{\cosh[\omega(\tau - \beta/2)]}{\sinh[\omega\beta/2]}. \]  

(E16)

Taking the derivative with respect to time yields

\[ \partial_\tau \chi_{c,c}(\tau) = \frac{\beta}{0} \int d\omega A(\omega) \omega \frac{\sinh[\omega(\tau - \beta/2)]}{\sinh[\omega\beta/2]} \]  

(E17)
and, thus,

$$\left. \partial_\tau \chi_{c,c}(\tau) \right|_{\tau=0} = - \beta \int_0^\beta d\omega \omega A(\omega). \quad \text{(E18)}$$

Comparing this to Eq. (E15), it can be seen immediately that

$$c_2 = -2 \left. \partial_\tau \chi_{c,c}(\tau) \right|_{\tau=0}. \quad \text{(E19)}$$

In order to calculate the derivative, we recall that

$$\partial_\tau \chi_{c,c}(\tau) = \partial_\tau \langle T \hat{\sigma}_c^z(\tau) \hat{\sigma}_c^z(0) \rangle, \quad \text{(E20)}$$

and, therefore, for $\tau > 0$

$$\partial_\tau \chi_{c,c}(\tau) = \langle [\partial_\tau \hat{\sigma}_c^z(\tau)] \hat{\sigma}_c^z(0) \rangle. \quad \text{(E21)}$$

In the modified Heisenberg picture, the equation of motion for the $x$-component of the Pauli operator reads

$$\partial_\tau \hat{\sigma}_c^x(\tau) = \left[ \hat{H}, \hat{\sigma}_c^x(\tau) \right] = \sum_r \frac{\Delta}{2} [\hat{\sigma}_r^3(\tau), \hat{\sigma}_c^x(\tau)] = \Delta i \hat{\sigma}_c^y(\tau). \quad \text{(E22)}$$

With this,

$$\left. \partial_\tau \chi_{c,c}(\tau) \right|_{\tau=0} = \Delta i \langle \hat{\sigma}_c^y(\tau) \rangle = \Delta \langle \hat{\sigma}_c^z \rangle, \quad \text{(E23)}$$

which finally yields

$$c_2 = -2\Delta \langle \hat{\sigma}_c^z \rangle. \quad \text{(E24)}$$

3. High-frequency behavior of the dipole-dipole interaction vertex

In Eq. (E2) we have introduced an approximation for the interaction matrix at large Matsubara frequencies. The coefficients $w_0^k$ and $w_2^k$ can be obtained from an expansion of $W_k(i\nu_n)$ in $1/(i\nu_n)$. This yields

$$W_k(i\nu_n) = \frac{\alpha}{2} \left[ \cos(k_y) + \cos(k_z) \right] - |g_k|^2 \frac{\nu_n^2}{\nu_n^2 + \omega_k^2}$$

$$= \frac{\alpha}{2} \left[ \cos(k_y) + \cos(k_z) \right] - |g_k|^2 \frac{1}{1 + (\omega_k/\nu_n)^2} \quad \text{(E25)}$$

$$= \frac{\alpha}{2} \left[ \cos(k_y) + \cos(k_z) \right] - |g_k|^2 - \frac{|g_k|^2 \omega_k^2}{(\nu_n)^2} + \mathcal{O}((i\nu_n)^{-4})$$

and, thus,

$$w_0^k = \frac{\alpha}{2} \left[ \cos(k_y) + \cos(k_z) \right] - |g_k|^2, \quad \text{(E26)}$$

$$w_2^k = - |g_k|^2 \frac{\omega_k^2}{(\nu_n)^2}. \quad \text{(E27)}$$