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Abstract

General point interactions for the second derivative operator in one dimension are studied. In particular, $\mathcal{PT}$-self-adjoint point interactions with the support at the origin and at points $\pm l$ are considered. The spectrum of such non-Hermitian operators is investigated and conditions when the spectrum is pure real are presented. The results are compared with those for standard self-adjoint point interactions.
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1 Introduction.

Exactly solvable models are used in quantum mechanics to obtain Hamiltonians describing realistic physical systems but having the important property of being exactly solvable, i.e. that all eigenfunctions, spectrum and scattering matrix can be calculated in closed form using elementary functions. A large class of such operators can be obtained using the method of point interactions described in detail in [4] in application to the theory of self-adjoint operators. It is not surprising that point interactions can be used to obtain exactly solvable non self-adjoint operators, see for example [24, 25], where the Schrödinger operator on the half-axis with complex boundary condition at the origin has been considered as a model for dissipative operators. Using dissipative operators instead
of self-adjoint ones one obtains Hamiltonians describing irreversible quantum systems which are of great importance especially for evolution problems. It has been discovered recently that Hamiltonians possessing so-called $\mathcal{PT}$-symmetry can be non self-adjoint and have the real spectrum at the same time. This discovery observed first using numerical computations has been approved by extensive analytical calculations. Many Schrödinger operators which have been studied have complex $\mathcal{PT}$-symmetric potentials but real discrete spectrum. Even if no proof that the spectrum is real for the whole class of operators has been discovered, it was expected that the relations between these two properties are rather close. In the present article we consider $\mathcal{PT}$-symmetric operators with point interactions, which are exactly solvable. This gives us an opportunity to study the relations between the $\mathcal{PT}$-symmetry of the Hamiltonian and the reality of its spectrum in full detail. We show in particular that none of these two properties imply the other one, but that there exist Hamiltonians with point interactions which are $\mathcal{PT}$-symmetric and have real spectrum. Since the operators under investigation are not self-adjoint the classical von Neumann theory cannot be applied without modification. Instead the method of boundary conditions is used. It is shown how the notion of $\mathcal{PT}$-symmetry has to be modified in application to the extension theory for linear operators. In addition we introduce the notion of $\mathcal{PT}$-self-adjoint operators. The operators obtained can be used to describe irreversible systems in the framework of the recently appeared $\mathcal{PT}$-symmetric quantum mechanics described below.

Let us start by presenting recent results concerning one-dimensional Schrödinger operator with $\mathcal{PT}$-symmetric potentials determined by the following expression

$$L = -\frac{d^2}{dx^2} + V(x), \quad (1)$$

where the potential $V(x)$ is not a real valued function, but satisfies:

$$V(-x) = \overline{V(x)}.$$ 

Using the space parity operator $\mathcal{P} : (\mathcal{P}\psi)(x) = \psi(-x)$ and the complex conjugation operator $\mathcal{T}\psi = \overline{\psi}$ the last property can be written as

$$\mathcal{PT}V = V.$$ 

Then the differential operator $L$ is formally $\mathcal{PT}$-symmetric

$$\mathcal{PT} L = L \mathcal{PT}.$$ 

Interest to differential operators with such symmetry became enormous, after it has been discovered that some of these operators have real spectrum (like self-adjoint operators)
and therefore can be used in construction of a new, $\mathcal{PT}$-symmetric quantum mechanics.\footnote{It is not true in general that the spectrum of every $\mathcal{PT}$-symmetric operator is real.} This fact was first discovered numerically by C.M.Bender, S.Boettcher and collaborators [3, 7, 8, 9, 10, 11]. Analytical studies of $\mathcal{PT}$-symmetric Hamiltonians were carried out by M.Znojil and his collaborators [21, 27, 28, 29, 30, 31, 32, 33, 34]. Numerous non-self-adjoint operators with real spectrum were studied (see e.g. [15, 16, 17, 18]).

The aim of the current paper is to describe exactly solvable $\mathcal{PT}$-Hermitian operators constructing using the method of point interactions [4, 5]. Standard symmetries of (self-adjoint) point interactions in dimension 1 were studied in [1]. We are going now to extend these results to include $\mathcal{PT}$-self-adjoint point interactions. Starting from the second derivative operator in $L_2(\mathbb{R})$ (which is $\mathcal{PT}$-self-adjoint) we construct non trivial point interactions leading to operators having $\mathcal{PT}$-symmetry. Their spectral properties are described in Section 3. Section 4 is devoted to construction of local point interactions concentrated at different points on the real line. One of the main questions investigated is the relations between the $\mathcal{PT}$-symmetry of the operators and reality of their spectrum. The family of point interactions with real spectrum is characterized in Section 5.

2 $\mathcal{PT}$-self-adjoint point interactions.

The method of point interactions is well described in several monographs [1, 3, 14]. This method is based on the fact that differential expression which is formally symmetric (or $\mathcal{PT}$-symmetric in our case) does not determine the operator in the Hilbert space uniquely. To determine the operator one has to specify its domain. One can start from a certain standard differential operator (i.e. Laplace operator) and restrict it to a certain densely defined operator. Then extending the restricted operator to another $\mathcal{PT}$-Hermitian operator one can get an operator with nontrivial spectral structure. Thus the main tool to be used is the extension theory for linear operators. The method we are going to present is similar to the method of point interaction developed for self-adjoint operators. Therefore let us introduce two definitions which are similar to the definition of symmetric and self-adjoint operators in conventional quantum mechanics.

**Definition 1** An operator $L$ is called $\mathcal{PT}$-symmetric\footnote{The operators described by these definitions should be better called $\mathcal{P}$-symmetric and $\mathcal{P}$-self-adjoint, but we prefer to use notation $\mathcal{PT}$-symmetric and $\mathcal{PT}$-self-adjoint in order to underline the entire relations with $\mathcal{PT}$-symmetric quantum mechanics already described in the literature.} if it is densely defined and the following inclusion holds

$$L^* \supset \mathcal{P} L \mathcal{P}.$$  \hspace{1cm} (2)
A \( PT \)-symmetric operator \( L \) is called \( PT \)-self-adjoint if and only if
\[
L^* = P L P.
\] (3)

The second derivative operator \( L = -\frac{d^2}{dx^2} \) with the standard domain \( W^2_2(\mathbb{R}) \) is both self-adjoint and \( PT \)-self-adjoint. In the current section we study point perturbations at the origin of this operator leading to \( PT \)-self-adjoint operators. By point interaction we mean any interaction which vanishes on the functions with the support separated from the origin. In other words a linear operator \( A \) is a point perturbation at the origin of the operator \( L \) if and only if its restriction to \( C_c^\infty(\mathbb{R} \setminus \{0\}) \) coincides with the restriction of the operator \( L \):
\[
A|_{C_c^\infty(\mathbb{R} \setminus \{0\})} = L|_{C_c^\infty(\mathbb{R} \setminus \{0\})} \equiv L_0.
\]
The operator \( L_0 \) determined by the last equation is both symmetric and \( PT \)-symmetric. Moreover
\[
P L_0 P = L_0, \quad P L_0^* P = L_0^*,
\]
and thus any \( PT \)-symmetric extension of \( L_0 \) is a restriction of the maximal operator \( L_{\max} = L_0^* \) being the second derivative operator in \( L_2(\mathbb{R}) \) with the domain \( \text{Dom}(L_{\max}) = W^2_2(\mathbb{R} \setminus \{0\}) \). All such \( PT \)-self-adjoint extensions and therefore all \( PT \)-self-adjoint point interactions at the origin are described by the following

**Theorem 1** The family of \( PT \)-self-adjoint second derivative operators with point interactions at the origin coincides with the set of restrictions of the second derivative operator \( L_{\max} = -\frac{d^2}{dx^2} \), defined originally on \( W^2_2(\mathbb{R} \setminus \{0\}) \), to the domain of functions satisfying the boundary conditions at the origin of one of the following two types

I.\[
\begin{pmatrix}
\psi(+0) \\
\psi'(+0)
\end{pmatrix} = B \begin{pmatrix}
\psi(-0) \\
\psi'(-0)
\end{pmatrix};
\]
with the matrix \( B \) equal to
\[
B = e^{i\theta} \begin{pmatrix}
\sqrt{1 + bc} e^{i\phi} & b \\
\frac{b}{\sqrt{1 + bc}} e^{-i\phi}
\end{pmatrix}
\]
with the real parameters \( b \geq 0, c \geq -1/b \), \( \theta, \phi \in [0, 2\pi) \);

II.\[
\begin{cases}
h_0 \psi'(+0) = h_1 e^{i\theta} \psi(+0) \\
h_0 \psi'(+0) = -h_1 e^{-i\theta} \psi(-0)
\end{cases}
\]
with the real phase parameter \( \theta \in [0, 2\pi) \) and with the parameter \( h = (h_0, h_1) \) taken from the (real) projective space \( \mathbb{P}^1 \).

\(^3\)If the parameter \( b \) is equal to zero, then the last inequality can be neglected.
Proof We have already proven that any $PT$-self-adjoint extension of $L_0$ is a restriction of $L_{\text{max}}$. Consider the vector space $\mathfrak{C}^4$ of boundary values of functions from the domain of $L_{\text{max}}$ and the map $\Gamma$ adjusting to any function $\psi \in W^2_2(\mathbb{R} \backslash \{0\})$ its boundary values

$$
\Gamma: \psi \mapsto \begin{pmatrix}
\psi(+0) \\
\psi'(+0) \\
\psi(-0) \\
\psi'(-0)
\end{pmatrix} \in \mathfrak{C}^4.
$$

The fundamental symmetry operator $\mathcal{P}$ acting in the space of boundary values coincides with the operator of multiplication by the following matrix $\mathcal{P}$

$$
\mathcal{P} = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix}
$$

Similarly the operator of complex conjugation $\mathcal{T}$ is mapped by $\Gamma$ into the operator $\mathcal{T}$ of complex conjugation in $\mathfrak{C}^4$.

The closure of the operator $L_0$ is defined on the functions having trivial boundary values at the origin and Vice Versa any function from the domain of $L_{\text{max}}$ with trivial boundary values belongs to $\text{Dom}(L_0)$. Thus the dimension of the quotient space $\text{Dom}(L_{\text{max}})/\text{Dom}(L_0)$ is equal to 4. Any $PT$-self-adjoint extension of $L_0$ can be described as the restriction of $L_{\text{max}}$ to the set of functions with boundary values from a certain 2-dimensional subspace $\mathcal{L}$ of $\mathfrak{C}^4$. Every such subspace can be described by two (linearly independent) boundary conditions using a certain $2 \times 4$ dimensional rank 2 matrix $Q = \{q_{ij}\}$ as follows

$$
\Gamma \psi \in \mathcal{L} \Leftrightarrow \begin{cases}
q_{11} \psi(+0) + q_{12} \psi'(+0) + q_{13} \psi(-0) + q_{14} \psi'(-0) = 0 \\
q_{21} \psi(+0) + q_{22} \psi'(+0) + q_{23} \psi(-0) + q_{24} \psi'(-0) = 0
\end{cases}.
$$

The restriction of the maximal operator to a two-dimensional subspace $\mathcal{L}$ possesses the $PT$-symmetry if and only if

$$
\vec{X} \in \mathcal{L} \iff \mathcal{P} \mathcal{T} \vec{X} \in \mathcal{L}.
$$

Let us prove now that the $PT$-self-adjoint point interactions can be parameterized in at least one of the following four ways

**A**

$$
\begin{pmatrix}
\psi(+0) \\
\psi'(+0)
\end{pmatrix} = e^{i\theta} \begin{pmatrix}
\sqrt{1 + bc} e^{i\phi} & b \\
c & \sqrt{1 + bc} e^{-i\phi}
\end{pmatrix} \begin{pmatrix}
\psi(-0) \\
\psi'(-0)
\end{pmatrix};
$$

$\theta, \phi \in [0, 2\pi)$;

**B**

$$
\begin{pmatrix}
\psi(+0) \\
\psi'(-0)
\end{pmatrix} = e^{i\theta} \begin{pmatrix}
\sqrt{1 + bc} e^{i\phi} & b \\
c & \sqrt{1 + bc} e^{-i\phi}
\end{pmatrix} \begin{pmatrix}
\psi(-0) \\
\psi'(0)
\end{pmatrix};
$$

$\theta, \phi \in [0, 2\pi)$;
\[ b \geq 0, \quad c \geq -1/b, \quad \theta, \phi \in [0, 2\pi); \]

\[ C \begin{pmatrix} \psi(+0) \\ \psi(-0) \end{pmatrix} = \begin{pmatrix} ae^{i\theta} & be^{i\phi} \\ -be^{-i\phi} & -ae^{-i\theta} \end{pmatrix} \begin{pmatrix} \psi'(+0) \\ \psi'(-0) \end{pmatrix}. \] (10)

\[ a, b \geq 0, \quad \theta, \phi \in [0, 2\pi); \]

\[ D \begin{pmatrix} \psi'(+0) \\ \psi'(-0) \end{pmatrix} = \begin{pmatrix} ae^{i\theta} & be^{i\phi} \\ -be^{-i\phi} & -ae^{-i\theta} \end{pmatrix} \begin{pmatrix} \psi(+0) \\ \psi(-0) \end{pmatrix}. \] (11)

\[ a, b \geq 0, \quad \theta, \phi \in [0, 2\pi). \]

Since the matrix \( Q \) appearing in (7) has rank 2, at least one of its six \( 2 \times 2 \) minors is non-degenerate. Depending on which minor is non-degenerate the boundary conditions (7) can be written in different ways using certain \( 2 \times 2 \) matrices

\[ B = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix}. \]

1) \( \det q_{11}q_{12} - q_{13}q_{14} \neq 0 \Rightarrow \begin{pmatrix} \psi(+0) \\ \psi'(+0) \end{pmatrix} = B \begin{pmatrix} \psi(-0) \\ \psi'(-0) \end{pmatrix}. \]
2) \( \det q_{11}q_{13} - q_{12}q_{14} \neq 0 \Rightarrow \begin{pmatrix} \psi(+0) \\ \psi'(+0) \end{pmatrix} = B \begin{pmatrix} \psi(-0) \\ \psi'(-0) \end{pmatrix}. \]
3) \( \det q_{11}q_{14} - q_{12}q_{13} \neq 0 \Rightarrow \begin{pmatrix} \psi(+0) \\ \psi'(+0) \end{pmatrix} = B \begin{pmatrix} \psi(-0) \\ \psi'(-0) \end{pmatrix}. \]
4) \( \det q_{21}q_{22} - q_{23}q_{24} \neq 0 \Rightarrow \begin{pmatrix} \psi(-0) \\ \psi'(+0) \end{pmatrix} = B \begin{pmatrix} \psi(+0) \\ \psi'(+0) \end{pmatrix}. \]
5) \( \det q_{21}q_{24} - q_{22}q_{23} \neq 0 \Rightarrow \begin{pmatrix} \psi'(+0) \\ \psi'(-0) \end{pmatrix} = B \begin{pmatrix} \psi(-0) \\ \psi'(+0) \end{pmatrix}. \]
6) \( \det q_{23}q_{24} - q_{21}q_{22} \neq 0 \Rightarrow \begin{pmatrix} \psi(-0) \\ \psi'(+0) \end{pmatrix} = B \begin{pmatrix} \psi'(+0) \\ \psi'(-0) \end{pmatrix}. \]

Our aim now is to characterize all matrices \( B \) leading to \( \mathcal{PT} \)-symmetric boundary conditions.

Consider the first case. Suppose that the function \( \psi \) satisfies the boundary conditions. The boundary conditions for the function \( \mathcal{PT} \psi \) are given by

\[ \begin{pmatrix} \psi(-0) \\ \psi'(0-0) \end{pmatrix} = \begin{pmatrix} -\bar{\alpha} & -\bar{\beta} \\ -\bar{\gamma} & -\bar{\delta} \end{pmatrix} \begin{pmatrix} \psi(+0) \\ \psi'(0+0) \end{pmatrix}. \]

These conditions coincide with the original one if and only if

\[ \begin{pmatrix} -\bar{\alpha} & -\bar{\beta} \\ -\bar{\gamma} & -\bar{\delta} \end{pmatrix} = \left( \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \right)^{-1}. \] (12)

Investigating cases 3), 4) and 6) one arrives to exactly the same equation on the matrix \( B \).

Equation (12) implies that \( \det B = \alpha \delta - \beta \gamma \neq 0 \) and the following four equalities hold

\[ \bar{\alpha} = \frac{1}{\det B} \delta, \quad \bar{\beta} = \frac{1}{\det B} \beta, \]
\[ \bar{\gamma} = \frac{1}{\det B} \gamma, \quad \bar{\delta} = \frac{1}{\det B} \alpha. \]
These equations imply in particular that the determinant has absolute value 1, i.e. there exists $\theta \in [0, 2\pi)$ such that $\det B = e^{2i\theta}$. Consider then the matrix

$$B' = \begin{pmatrix} \alpha' & \beta' \\ \gamma' & \delta' \end{pmatrix} = e^{-i\theta}B,$$

with the unit determinant $\alpha'\delta' - \beta'\gamma' = 1$. The entries of $B'$ satisfy the following equations

$$\bar{\alpha}' = \delta', \quad \bar{\beta}' = \beta',$$
$$\bar{\gamma}' = \gamma', \quad \bar{\delta}' = \alpha'.$$

Hence all such matrices $B'$ can be parameterized by 3 real parameters:

- positive number $b$;
- real number $c, c \geq -1/b$;
- phase parameter $\phi \in [0, 2\pi)$;

using the following formula

$$B' = \begin{pmatrix} \sqrt{1 + bc} \ e^{i\phi} \\ b \sqrt{1 + bc} \ e^{-i\phi} \end{pmatrix}.$$ (13)

This implies that the boundary conditions can be written in the form (8) in the cases 1) and 6) and in the form (9) in the cases 3) and 4).\[\]

It remains to study the cases 2) and 5). The boundary conditions determine a $\mathcal{PT}$-symmetric operator if and only if the following equality holds in both cases

$$\begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} = -\begin{pmatrix} \bar{\delta} & \bar{\gamma} \\ \bar{\beta} & \bar{\alpha} \end{pmatrix}.$$ (14)

This equality is satisfied if and only if

$$\begin{cases} \alpha = -\bar{\delta} \\ \beta = -\bar{\gamma} \end{cases},$$

and such matrices can be parameterized by the following parameters:

- two positive numbers $a, b \in IR_+$;
- two phases $\theta, \phi \in [0, 2\pi)$;

using the formula

$$B = \begin{pmatrix} ae^{i\theta} & be^{i\phi} \\ -be^{-i\phi} & -ae^{-i\theta} \end{pmatrix}.$$\[\]

We thus get the parameterizations (10) and (11).

It remains to prove that each of the boundary conditions $B, C$ and $D$ can be written as (4) or (5). (The boundary conditions of type $A$ coincide with (4).) The boundary conditions

---

4One has to take into account that $\det B \neq 0$ and therefore the boundary conditions 1) and 6) and 3) and 4) are pairwise equivalent.
conditions of type B can be written as \( (4) \) if \( 1 + bc \neq 0 \) simply by expressing \( \psi'(-0) \) as a function of \( \psi(+0) \) and \( \psi'(+0) \) from the second boundary condition \( (3) \). If \( 1 + bc = 0 \) then the boundary condition \( (3) \) is of type \( (5) \). The cases C and D can be studied similarly.

Thus we have proven that these boundary conditions describe all maximal \( \mathcal{PT} \)-symmetric extensions of \( L_0 \). One can easily check that all these operators are \( \mathcal{PT} \)-self-adjoint as well. The theorem is proven. \textit{Box}

Similar results in the theory of self-adjoint point interactions are usually proven using von Neumann extension theory \cite{5,19,26}. Instead of developing its counterpart for \( \mathcal{PT} \)-symmetric operators we preferred to give a constructive proof using boundary conditions.

In what follows the boundary conditions given by \( (4) \) will be called \textbf{connected}, since these conditions connect the boundary values on the left and right hand sides of the origin of functions from the domain of the operator. The boundary conditions of the second type given by \( (5) \) will be called \textbf{separated}. These definitions and the main proposition are quite similar to corresponding description of self-adjoint point interactions given in \cite{19}. The operators appearing in the decomposition corresponding to separated boundary conditions are just the second derivative operators on the half lines with complex boundary condition of the third type at the origin. Such non-self-adjoint operators can easily be studied (see e.g. \cite{25}).

Thus the set of \( \mathcal{PT} \)-self-adjoint point interactions can be parameterized by 4 real parameters. The phase parameter \( \theta \) is redundant in the sense that the operators corresponding to different values of this parameter are unitary equivalent.\footnote{Similar fact for self-adjoint point interactions is described in full details \cite{4,13}.} The parameterization used in \( (4) \) and \( (3) \) is not optimal in the sense that the correspondence between the parameters and the boundary conditions is not one-to-one (for example, if \( b = c = 0 \), then changing the phases by \( \pi \) we get the same boundary conditions, similar problem occurs for separated boundary conditions), but we prefer not to dwell on this point. Connected boundary conditions given by the matrix

\[
B = e^{i\theta} \begin{pmatrix} a & b \\ c & a \end{pmatrix}, \quad a, b, c \in \mathbb{R}, \theta \in [0, \pi), a^2 - bc = 1
\]  

\[
(15)
\]

determine operators which are both self-adjoint and \( \mathcal{PT} \)-self-adjoint. Separated boundary conditions leading to such operators are given by formula \( (3) \) with \( \theta = 0 \).

3 Spectral problems.

In this section we are going to study the spectrum of second derivative operators with \( \mathcal{PT} \)-self-adjoint point interactions at the origin. Our main result can be formulated as
Theorem 2 The spectrum of any $\mathcal{PT}$-self-adjoint second derivative operator with point interactions at the origin consists of the branch $[0, \infty)$ of the absolutely continuous spectrum and at most two (counting multiplicity) eigenvalues, which are real negative or are (complex) conjugated to each other.

Proof. Let us denote by $A$ any $\mathcal{PT}$-self-adjoint second derivative operator with point interaction at the origin (described by Theorem 1). To prove the theorem we are going to calculate its resolvent. Consider the resolvent equation

$$(A - \lambda)U = F, \quad F \in L_2(\mathbb{R}).$$

The unique solution to this equation is the function $U$ from the domain $\text{Dom}(A)$ of the operator $A$ satisfying the differential equation

$$-U'' - \lambda U = F,$$

everywhere outside the origin. We denote by $k$ the square root of the energy parameter $\lambda = k^2$, determined uniquely by $\Im k \geq 0$. Let us introduce two functions

$$e_+(x) = \begin{cases} e^{ikx}, & x > 0 \\ 0, & x < 0 \end{cases}, \quad e_-(x) = \begin{cases} 0, & x > 0 \\ e^{-ikx}, & x < 0 \end{cases}.$$

Then any solution (from $L_2(\mathbb{R})$) to (16) can be written in the form

$$U(x) = \int_{-\infty}^{\infty} e^{ik|x-y|} F(y) dy + \rho_+(F)e_+(x) + \rho_-(F)e_-(x),$$

where $\rho_\pm$ are two parameters to be calculated. The boundary values of the function $U$ are

$$\begin{cases} U(+0) = \frac{1}{2ik}(f_- + f_+) + \rho_+ \\
U'(+0) = \frac{1}{2}(f_- - f_+) + ik\rho_+ \\
U(-0) = \frac{1}{2ik}(f_- + f_+) + \rho_- \\
U'(-0) = \frac{1}{2}(f_- - f_+) - ik\rho_- \end{cases}$$

where $f_\pm = \int_{\mathbb{R}_\pm} F(y) dy$.

Consider the case of separated boundary conditions. Then (4) implies

$$\begin{pmatrix} 1 & -e^{i\theta}(\sqrt{1 + bce^{i\phi}} - ikb) \\ ik & -e^{i\theta}(c - ik\sqrt{1 + bce^{-i\phi}}) \end{pmatrix} \begin{pmatrix} \rho_+ \\ \rho_- \end{pmatrix} = \begin{pmatrix} \rho_+ \\ \rho_- \end{pmatrix}.$$
This system of equations on $\rho_{\pm}$ is solvable if and only if the determinant of the matrix at the left hand side is different from zero

$$- e^{i\theta} \left( c - 2ik \cos \phi \sqrt{1 + bc} - k^2 b \right) \neq 0. \quad (18)$$

Thus the resolvent equation can be solved for all nonreal $k$, which are not solutions to the following quadratic equation

$$bk^2 + 2i \cos \phi \sqrt{1 + bc} k - c = 0. \quad (19)$$

The two solutions to the last equation

$$k_{1,2} = -i \cos \phi \sqrt{1 + bc} \pm \sqrt{(1 - \cos^2 \phi)bc - \cos^2 \phi \over b}$$

are either pure imaginary or symmetric to each other with respect to the imaginary axis.

The corresponding energy values are real, or conjugated to each other. Hence the domain $C \setminus (IR_+ \cup \{k_1^2, k_2^2\})$ belongs to the regularity domain of the operator $L$.

Formula (17) shows that the difference between the resolvents of the operators $A$ and the unperturbed second derivative operator $L$ has rank two. The spectrum of the (self-adjoint) operator $L$ is pure absolutely continuous and fills in the interval $[0, \infty)$. The complement to the absolutely continuous spectrum is simply connected. Therefore the perturbed operator $A$ has the branch of absolutely continuous spectrum $[0, \infty)$ as well $[22, 23]$. Let us study the singularities of the resolvent corresponding to the numbers $k_{1,2}^2$. Let $\Im k_1 > 0$, then the function

$$\psi_1(x) = \begin{cases} e^{i\theta} \left( \sqrt{1 + bc} e^{i\phi} - ik_1 b \right) e^{ik_1 x}, & x > 0, \\ e^{-ik_1 x}, & x < 0; \end{cases}$$

is a square integrable solution to the equation $-\psi''_1 = k_1^2 \psi_1$, $x \neq 0$ and satisfies the boundary conditions (4). Therefore this function is a (discrete spectrum) eigenfunction for the operator $A$. Similarly the function $\psi_2 = \mathcal{P} \mathcal{T} \psi_1$ is an eigenfunction corresponding to the eigenvalue $\overline{k_1}^2$. If $k_1$ is pure imaginary ($k_1^2$ negative real) then the function $\psi_1$ can be chosen $\mathcal{P} \mathcal{T}$-symmetric or -antisymmetric. In the special case $(1 - \cos^2 \phi)bc - \cos^2 \phi = 0$, $\cos \phi < 0$ the two solutions to the dispersion equation (19) coincide. Nevertheless the corresponding eigenvalue has multiplicity 1, since the boundary conditions (4) are connected. Therefore we conclude that every solution to the dispersion equation (19) from the upper half plane $\Im k > 0$ determines a simple eigenvalue $k^2$ of the operator $A$. Solutions to (19) lying on the nonphysical sheet $\Im k \leq 0$ do not determine any eigenvalue of $L$, since the corresponding
solutions to the differential equation do not belong to the Hilbert space. The theorem is proven for connected boundary conditions.

The proof for separated conditions is quite similar. The only difference is that in this case the operator $A$ can be presented as an orthogonal sum of two operators in $L_2(\mathbb{R}_\pm)$. Each of these operators can have one (complex) eigenvalue and these eigenvalues are conjugated to each other. Therefore if the operator $A$ has a negative eigenvalue then this eigenvalue has always multiplicity 2. \(\square\)

In particular we have proven the following

**Corollary 1** The eigenvalues corresponding to $\mathcal{PT}$-symmetric eigenfunctions of the operator $A$ are real and negative. Every eigenfunction corresponding to any real eigenvalue of the operator $A$ can be chosen $\mathcal{PT}$-symmetric or -antisymmetric.

This proposition holds in fact for any $\mathcal{PT}$-self-adjoint operator with non-singular interactions. Note that the spectrum of the operator $A$ is not always pure real. Let us study the case when the spectrum is real in more detail. The spectrum is pure real if and only if the two solutions to equation (19) are pure imaginary or are situated on the nonphysical sheet $\Im k \leq 0$. The two solutions are pure imaginary only if the discriminant is negative $bc \sin^2 \phi \leq \cos^2 \phi$. If the discriminant is positive $(bc \sin^2 \phi > \cos^2 \phi)$, then the imaginary part of the solutions is given by $-\frac{\cos \phi \sqrt{1-bc}}{b}$ and is negative only if $\cos \phi > 0$.

We have proven the following

**Proposition 1** The spectrum of the $\mathcal{PT}$-self-adjoint second derivative operator with connected point interaction at the origin is pure real if and only if the parameters appearing in (4) satisfy in addition at least one of the following conditions

I.

$$bc \sin^2 \phi \leq \cos^2 \phi;$$

II.

$$bc \sin^2 \phi \geq \cos^2 \phi \text{ and } \cos \phi \geq 0.$$  

The spectrum does not depend on the phase parameter $\theta$. The operators corresponding to different values of $\theta$ are unitary equivalent (see [2], where similar results are proven for self-adjoint point interactions).
4 Local $\mathcal{PT}$-self-adjoint point interactions.

We consider now $\mathcal{PT}$-self-adjoint operators with point interactions at positions $x = \pm l$, $l \in \mathbb{R}_+$. Every such operator coincides with a certain restriction of the second derivative operator $-\frac{d^2}{dx^2}$, defined originally in $L_2(\mathbb{R})$ on the domain $W_2^2(\mathbb{R} \setminus \{ \pm l \})$, to the set of functions satisfying some boundary conditions at the points $x = \pm l$. We restrict our consideration to the case of local connected point interaction without aiming to describe all possible restrictions leading to $\mathcal{PT}$-self-adjoint operators. Suppose that the functions from the domain of the restricted operator satisfy the following conditions at $x = l$

$$\begin{pmatrix} \Psi(l^+) \\ \Psi'(l^+) \end{pmatrix} = B \begin{pmatrix} \Psi(l^-) \\ \Psi'(l^-) \end{pmatrix},$$

(20)

where the matrix $B = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \in \text{GL}(2, \mathbb{C})$. Then to make the operator $\mathcal{PT}$-symmetric we have to suppose that the following boundary conditions are introduced at $x = -l$

$$\begin{pmatrix} \Psi(-l^-) \\ \Psi'(-l^-) \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \bar{B} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \begin{pmatrix} \Psi(-l^+) \\ \Psi'(-l^+) \end{pmatrix},$$

(21)

where

$$\bar{B} = B^T,$$

The restriction of the second derivative operator to the set of functions satisfying conditions (20) and (21) will be denoted by $A$ in this section. Let us study the spectrum of this operator. The resolvent of the operator $A$ can be calculated explicitly using methods of the previous section. One concludes that the difference between the resolvents of the operators $A$ and $L$ has rank four and therefore the operator $A$ has a branch of absolutely continuous spectrum $[0, \infty)$. Let us study the discrete spectrum of $A$. To calculate the eigenfunction one can use the following Ansatz:

$$\psi(x) = \begin{cases} c_1 e^{-ik(x+l)}, & x < -l; \\ c_2 \cos k(x+l) + c_3 \sin k(x+l), & -l < x < l; \\ c_4 e^{ik(x-l)}, & x > l; \end{cases}$$

(22)

where $k^2 = \lambda$, $\Im k > 0$ and $c_1, c_2, c_3, c_4$ are arbitrary complex parameters to be determined. Substitution of this function into the boundary conditions (20) and (21) gives the following linear system on $c_j$

$$\begin{pmatrix} 1 & -\alpha & \bar{\beta} k & 0 \\ ik & -\gamma & 0 & \bar{\delta} k \\ 0 & \alpha \cos 2kl - \beta k \sin 2kl & \alpha \sin 2kl + \beta k \cos 2kl & -1 \\ 0 & \gamma \cos 2kl - \delta k \sin 2kl & \gamma \sin 2kl + \delta k \cos 2kl & -ik \end{pmatrix} \begin{pmatrix} c_1 \\ c_2 \\ c_3 \\ c_4 \end{pmatrix} = 0.$$

This system has a nontrivial solution if and only if the determinant of the $4 \times 4$ matrix is equal to zero, which gives us the dispersion relation

$$\sin 2kl \left\{ -k^4 |\beta|^2 - ik^3 (\bar{\beta} \bar{\delta} + \beta \delta) + k^2 (|\alpha|^2 - |\delta|^2) + ik (\alpha \gamma + \bar{\alpha} \bar{\gamma}) - |\gamma|^2 \right\}$$

$$+ k \cos 2kl \left\{ k^2 (\alpha \bar{\delta} + \bar{\alpha} \beta) + ik (\alpha \bar{\gamma} + \bar{\alpha} \gamma + \beta \gamma + \bar{\beta} \bar{\gamma}) - (\gamma \delta + \bar{\gamma} \delta) \right\} = 0.$$
Each solution to this equation from the upper half plane determines an eigenvalue of the operator $A$.

In what follows we are going to study the operator with the interaction given by a sum of two delta-functions given by the following formal expression

$$- \frac{d^2}{dx^2} + (u + iv)\delta(x - l) + (u - iv)\delta(x + l),$$

(24)

where $u, v \in \mathbb{R}$. This potential is formally $\mathcal{PT}$-symmetric. This operator is determined by the boundary conditions chosen as follows

$$\alpha = \gamma = 1, \quad \beta = 0, \quad \delta = u + iv.$$

In the case $v = 0$ we get a self-adjoint operator. Let us study the case $u = 0$, when the potential is pure imaginary. The dispersion relation takes the following simple form

$$\sin 2kl \left\{ k^2(1 - v^2) + 2ik - 1 \right\} = 0.$$

All solutions to this equation from the open upper half plane are determined by the zeroes of the second order polynomial in the brackets

$$k_{1,2} = -i \frac{1}{1 \pm v}, \quad v \neq \pm 1.$$

These solutions are always pure imaginary. Depending on the absolute value of $v$ one or none solutions are situated on the physical sheet $\text{Im} k > 0$. It is interesting to observe that the spectrum of this operator is always pure real.

5 Point interactions with real spectrum.

In this section we are going to discuss connected boundary conditions at the origin leading to second derivative operators with real spectrum. Namely the operator $A = -\frac{d^2}{dx^2}$ with the domain

$$\text{Dom}(A) = \left\{ \psi \in W^2_2(\mathbb{R} \setminus \{0\}); \left( \begin{array}{c} \psi(+0) \\ \psi'(+0) \end{array} \right) = \left( \begin{array}{cc} \alpha & \beta \\ \gamma & \delta \end{array} \right) \left( \begin{array}{c} \psi(-0) \\ \psi'(-0) \end{array} \right) \right\}$$

(25)

will be studied. We suppose that the matrix $B = \left( \begin{array}{cc} \alpha & \beta \\ \gamma & \delta \end{array} \right)$ appearing in the boundary conditions is non degenerate (from $\text{GL}(2, \mathbb{C})$). Again it is easy to prove that the operator has branch of absolutely continuous spectrum $[0, \infty)$ and it remains to study its discrete spectrum only. Let us use the following Ansatz for the eigenfunction

$$\psi(x) = \left\{ \begin{array}{ll} c_1 e^{-ikx}, & x < 0 \\ c_2 e^{ikx}, & x > 0 \end{array} \right., \quad \exists k > 0,$$

(26)

\footnote{To define the operator correctly one can use for example its quadratic form.}
corresponding to the energy $\lambda = k^2$. Substituting this function into the boundary conditions we get the $2 \times 2$ linear system

$$
\begin{pmatrix}
\alpha - ik\beta & -1 \\
\gamma - ik\delta & -ik
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2
\end{pmatrix}
= 0,
$$

and the dispersion equation

$$
k^2\beta + ik(\alpha + \delta) - \gamma = 0. \tag{27}
$$

The last equation has the following two solutions

$$
k_{1,2} = \frac{-i(\alpha + \delta) \pm \sqrt{-(\alpha + \delta)^2 + 4\gamma\beta}}{2\beta},
$$

if $\beta \neq 0$. Solutions of the equation situated in the closed lower half plane $\Im k \leq 0$ do not determine any eigenfunction of the operator $A$. Hence the spectrum of the operator $A$ is real if and only if both solutions $k_{1,2}$ to equation (27) satisfy at least one of the following two conditions:

1. $\Im k_{1,2} \leq 0$;
2. $\Re k_{1,2} = 0$.

The set of coefficients $\alpha, \beta, \gamma, \delta$ satisfying the first condition can be parameterized by 8 real parameters and leads to operators $A$ with pure absolutely continuous spectrum $[0, \infty)$. Pure imaginary solutions to (27) can lead to nontrivial discrete spectrum. Therefore let us study the set of coefficients satisfying the second condition in more details.

The solutions $k_{1,2}$ are pure imaginary if and only if the following conditions are satisfied:

$$
\frac{\alpha + \delta}{\beta} \in \mathbb{R}, \quad \frac{\gamma}{\beta} \in \mathbb{R}, \quad \frac{4\gamma}{\beta} \leq \frac{(\alpha + \delta)^2}{\beta^2}. \tag{28}
$$

The first two conditions imply that the complex numbers $\tau = \alpha + \delta, \beta$, and $\gamma$ have the same phase. Therefore let us introduce the following parameterization:

$$
\tau = te^{i\theta}, \quad \beta = be^{i\theta}, \quad \gamma = ce^{i\theta},
$$

where $t, b, c$ are real numbers. In order to guarantee that solutions $k_{1,2}$ are pure imaginary the real parameters should satisfy the inequality

$$
4\frac{c}{b} \leq \frac{t^2}{b^2}. \tag{29}
$$

We conclude that the second family can be parameterized by 6 real parameters. The intersection between the two families of parameters leading to operators with pure real spectrum is not empty, but the second family is not included in the first one.
The four-parameter family of self-adjoint (connected) boundary conditions is contained in the second (6-parameter) family just described. Parameters leading to $\mathcal{PT}$-self-adjoint boundary satisfy the first two conditions (28). Hence the family of $\mathcal{PT}$-self-adjoint (connected) boundary conditions leading to operators with real spectrum belongs to the second family of boundary conditions as well.

6 Conclusions.

The relations between $\mathcal{PT}$-self-adjoint, self-adjoint and real second derivative operators with point interactions have been studied. One has to investigate whether the operators with real spectrum are similar to certain self-adjoint operators or not. It is easy to generalize these results in order to include point interactions with the support at arbitrary finite (or even infinite) number of points. The results obtained can be applied to construct exactly solvable few-body systems with unusual symmetries (following [3, 20]). This method can be generalized to include point interactions in spaces of higher dimension and higher order differential operators (like in [12]).

References

[1] 1. S.Albeverio, L.Dąbrowski, and P.Kurasov, Symmetries of Schrödinger operators with point interactions, Lett. Math. Phys., 45 (1998), 33–47.

[2] 2. S.Albeverio, S.M.Fei, and P.Kurasov, Gauge fields, point interactions and few-body problems in one dimension, SFB256 - Preprint Nr.614, Rheinische Friedrich-Wilhelms-Universität-Bonn, September 1999.

[3] 3. S.Albeverio, S.M.Fei and P.Kurasov, N-Body Problems with “Spin”-Related Contact Interactions in One Dimensional, Rep. Math. Phys. 47 (2001), 157-165.

[4] 4. S.Albeverio, F.Gesztesy, R.Høegh-Krohn, and H.Holden, Solvable models in quantum mechanics, Springer, 1988.

[5] 5. S.Albeverio and P.Kurasov, Singular perturbations of differential operators. Solvable Schrödinger type operators, London Mathematical Society Lecture Note Series, 271, Cambridge University Press, Cambridge, 2000, xiv+429 pp.

[6] 6. C.M.Bender and S.Boettcher, Real spectra in non-Hermitian Hamiltonians having $\mathcal{PT}$ symmetry Phys. Rev. Lett., 80 (1998), 5243–5246.
[7] C.M.Bender, S.Boettcher, H.F.Jones, and V.M.Savage, *Complex square well—a new exactly solvable quantum mechanical model*, J. Phys. A, **32** (1999), 6771–6781.

[8] C.M.Bender, S.Boettcher, and P.N.Meisinger, *\(\mathcal{PT}\)-symmetric quantum mechanics*, J. Math. Phys., **40** (1999), 2201–2229.

[9] C.M.Bender, F.Cooper, P.N.Meisinger, and V.M.Savage, *Variational ansatz for \(\mathcal{PT}\)-symmetric quantum mechanics*, Phys. Lett. A, **259** (1999), 224–231.

[10] C.M.Bender and G.V.Dunne, *Large-order perturbation theory for a non-Hermitian \(\mathcal{PT}\)-symmetric Hamiltonian*, J. Math. Phys., **40** (1999), 4616–4621.

[11] C.M.Bender, G.V.Dunne, and P.N.Meisinger, *Complex periodic potentials with real band spectra*, Phys. Lett. A, **252** (1999), 272–276.

[12] J.Boman and P.Kurasov, *Finite rank singular perturbations and distributions with discontinuous test functions*, Proc. Amer. Math. Soc., **126** (1998), 1673–1683.

[13] F.A.B. Coutinho, Y. Nogami, and Lauro Tomio, *Time-reversal aspect of the point interactions in one-dimensional quantum mechanics*, J. Phys. A, **32**, 1999, L133–L136.

[14] Yu.N.Demkov and V.N.Ostrovsky, *Zero-range potentials and their applications in atomic physics*, Plenum, 1988.

[15] P.Dorey, C.Dunning, and R.Tateo, *Supersymmetry and the spontaneous breakdown of \(\mathcal{PT}\)-symmetry*, J. Phys. A, **34** (2001), L391-L400.

[16] P.Dorey, C.Dunning, and R.Tateo, *Spectral equivalence, bethe ansatz, and reality properties in \(\mathcal{PT}\)-symmetric quantum mechanics*, J. Phys. A, **34** (2001), 5679-5704.

[17] C.R.Handy, *Generating converging eigenenergy bounds for the discrete states of the \(−ix^3\) non-Hermitian potential*, J. Phys. A, **34** (2001), L271-L277.

[18] C.R.Handy, D.Khan, Xiao-Qian Wang, and C.J.Tymczak, *Multiscale reference function analysis of the \(\mathcal{PT}\)-symmetry breaking solutions for the \(P^2+iX^2+iαX\) Hamiltonian*, J. Phys. A, **34** (2001), 5593-5602.

[19] P.Kurasov, *Distribution theory for discontinuous test functions and differential operators with generalized coefficients*, J. Math. Anal. Appl., **201** (1996), 297–323.

[20] P.Kurasov, *Energy dependent boundary conditions and the few-body scattering problem*, Rev. Math. Phys., **9** (1997), 853–906.

[21] G.Lévai and M.Znojil, *Systematic search for \(\mathcal{PT}\)-symmetric potentials with real energy spectra*, J. Phys. A, **33** (2000), 7165–7180.
[22] 22. S.N.Naboko, *Functional model of perturbation theory and its applications to scattering theory* (Russian), Boundary value problems of mathematical physics, 10. Trudy Mat. Inst. Steklov. 147 (1980), 86–114.

[23] 23. S.N.Naboko, *Conditions for the existence of wave operators in the nonselfadjoint case* (Russian), Wave propagation. Scattering theory (Russian), 132–155, 258, Probl. Mat. Fiz., 12, Leningrad. Univ., Leningrad, 1987.

[24] 24. B. Pavlov, *On a non-selfadjoint Schrödinger operator*, (In Russian), Probl. Math. Phys., I (1966), 102–132.

[25] 25. B.S.Pavlov, *Dilation theory and spectral analysis of nonselfadjoint differential operators* (Russian), Mathematical programming and related questions (Proc. Seventh Winter School, Drogobych, 1974), Theory of operators in linear spaces (Russian), pp. 3–69. Central. Ekonom. Mat. Inst. Akad. Nauk SSSR, Moscow, 1976.

[26] 26. P.Šebba, *The generalized point interaction in one dimension*, Czechoslovak J. Phys. B, 36 (1986), 667–673.

[27] 27. M.Znojil, *Non-Hermitian matrix description of the $\mathcal{PT}$-symmetric anharmonic oscillators*, J. Phys. A, 32 (1999), 7419–7428.

[28] 28. M.Znojil, *Exact solution for Morse oscillator in $\mathcal{PT}$-symmetric quantum mechanics*, Phys. Lett. A, 264 (1999), 108–111.

[29] 29. M.Znojil, $\mathcal{PT}$-symmetric harmonic oscillators, Phys. Lett. A, 259 (1999), 220–223.

[30] 30. M.Znojil, *Spiked and $\mathcal{PT}$-symmetrized decadic potentials supporting elementary N-plets of bound states*, J. Phys. A, 33 (2000), 6825–6833.

[31] 31. M.Znojil, $\mathcal{PT}$-symmetrically regularized Eckart, Pöschl-Teller and Hulthén potentials, J. Phys. A, 33 (2000), 4561–4572.

[32] 32. M.Znojil, F.Cannata, B.Bagchi, and R.Roychoudhury, *Supersymmetry without Hermiticity within $\mathcal{PT}$ symmetric quantum mechanics*, Phys. Lett. B, 483 (2000), 284–289.

[33] 33. M.Znojil and G.Lévai, *The Coulomb-harmonic oscillator correspondence in $\mathcal{PT}$ symmetric quantum mechanics*, Phys. Lett. A, 271 (2000), 327–333.

[34] 34. M.Znojil and M.Tater, *Complex Calogero model with real energies*, J. Phys. A, 34 (2001), 1793–1803.