Einstein-de Haas Effect of Topological Magnons
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We predict the existence of Einstein-de Haas effect in topological magnon insulators. Temperature variation of angular momentum in the topological state shows a sign change behavior, akin to the low temperature thermal Hall conductance response. This manifests itself as a macroscopic mechanical rotation of the material hosting topological magnons. We show that an experimentally observable Einstein-de Haas effect can be measured in the square-octagon, the kagome, and the honeycomb lattices. Albeit, the effect is the strongest in the square-octagon lattice. We treat both the low and the high temperature phases using spin wave and Schwinger boson theory, respectively. We propose an experimental set up to detect our theoretical predictions. We suggest candidate square-octagon materials where our theory can be tested.

I. INTRODUCTION

The Einstein-de Haas (EdH) effect, predicted in 1908 by the Nobel Laureate Owen W. Richardson, was the test of a very fundamental concept — did circulating electrons give rise to magnetic moments? [1]. Seven years later, Albert Einstein and Wander J. de Haas experimentally demonstrated the possibility of transferring magnetic to mechanical angular momentum [2]. Subsequently, their experimental initiative was perfected by Stewart [3]. The transfer of momentum between electron spins and lattice degrees of freedom in a freely suspended magnetized body is a direct outcome of the angular momentum conservation principle. The rotation can be induced by an externally applied transient magnetic field or temperature. The reverse effect, generation of a magnetic moment by mechanical rotation, called the Barnett effect has also been realized [4]. The very first gyromagnetic ratio measurements were performed using the EdH technique. At present, $g$-factor measurements performed using the EdH technique provide a more accurate value compared to electron-spin resonance or ferromagnetic resonance [5]. In addition, the gyromagnetic ratio has important consequences in the fields of quantum electrodynamics [6], Bose-Einstein condensates [7], molecular magnetism, nano-magneto-mechanics, spintronics, magnonics [8] and ultra-fast magnetism [9][10].

The realization of topology, an abstract mathematical concept, in correlated electronic and magnetic systems has revolutionized the field of condensed matter physics and materials science [11]. In a topological state, the bulk and the boundary may have entirely different properties. For example, in a quantum spin Hall state the bulk is insulating, whereas the edge can support helical transport modes. These novel topological states are robust against external perturbation such as an external magnetic field. In the bulk of the quantum Hall state, the topological number that governs the integer Hall conductance (called Chern number) provides a criterion to classify the different topological phases which otherwise cannot be related by a continuous mapping [12]. A topological band theory has been developed to explain bulk-boundary correspondence between the edge and the bulk states [13].

Spin-wave excitations (magnons) can be topologically protected. Recently, it has been demonstrated that topological magnons could be transported along the sample edge in a thermal Hall experiment (chiral edge state) [14]. Different from the electrical Hall effect, in its thermal Hall counter-part, current is produced by a temperature gradient rather than an electric field. Thus, a heat, instead of a charge, current is detected. The presence of Dzyaloshinskii-Moriya (DM) interaction mimics the role of time-reversal breaking magnetic field [14]. Current prototypical examples of topological magnon materials include Lu$_2$V$_2$O$_7$ [14], Cu(1,3-bdc) [15], and CrI$_3$ [16]. Dirac magnons have been proposed in a honeycomb ferromagnet [17]. A chiral topological magnon insulator in three dimensions has also been studied [18]. The thermal Hall effect has been found in various other magnetic systems such as spin liquids [19][20], multiferroics [21], antiferromagnets [22][23], and the pseudogap phase of a cuprate superconductor [24]. Other neutral quasi-particles such as phonons can also exhibit thermal Hall effect [27][28]. Magnons, topological [29] or otherwise [30], play an important role in device physics, too.

In this article, we marry the century old EdH experimental technique with the contemporary concept of topological magnons. We explicitly demonstrate that an EdH effect of topological magnon excitations can be experimentally observed, at least, in three different frustrated magnetic lattices — square-octagon, kagome, and honeycomb. A temperature evolution map of the angular momentum sign change and the corresponding thermal Hall conductance behavior $\kappa_{xy}$ for realistic experimental conditions show the validity of our proposal. We provide an estimate of the EdH effect, within a Stewart experiment like set-up, for the square-octagon, the kagome, and the honeycomb lattices. We also compute the EdH response for the honeycomb CrI$_3$ and kagome Cu(1,3-bdc). We find that the square-octagon geometry has the largest low temperature EdH response within a similar parameter setting. Additionally, we use the non-equilibrium Green’s function (NEGF) method to track the evolution of propagating edge heat current contributions that can flip their orientation.
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This further confirms the presence of the sign change behavior. Finally, we propose candidate square-octagon materials where our theory can be tested.

This paper is organized as follows. In Sec. II we define the model (Sec. II A). Next, we introduce the spin wave and Schwinger boson theory formulation (Sec. II B), Chern number concept and thermal Hall conductance definition (Sec. II C), and the NEGF formalism (Sec. II D). In Sec. III we present our results on topological energy bands (Sec. III A), topological phase diagram (Sec. III B), thermal Hall effect (Sec. III C), the Einstein-de Haas effect (Sec. III D), and finally we discuss the materials significance of our results (Sec. III E). In Sec. IV we discuss and conclude our findings. In the subsequent appendices we present the equations for spin-wave Hamiltonians for the honeycomb and the kagome lattices (Appendix A), the expressions for Schwinger boson mean field theory equations (Appendix B), the magnetic and topological phase diagrams (Appendix C), edge state geometry of a strip sample (Appendix D), thermal Hall conductance and angular momentum expressions (Appendix E), the NEGF equations (Appendix F), and the realistic materials parameters (Appendix G).

II. MODEL AND METHODS

A. Square-octagon spin model

We consider a spin-1/2 Heisenberg system on a square-octagon lattice, see Fig. 1. As shown, the geometry consists of four two-dimensional square sub-lattices obtained by replacing each site of a square lattice by a tilted $45^\circ$ square plaquette. The side of every octagon and the square is set to $4a$, where $a$ is the edge length of the square unit cells, see red dashed square in the figure. The model Hamiltonian contains nearest-neighbor (nn) ferromagnetic (FM) Heisenberg exchange interaction, the nn and next-nearest-neighbor (nnn) DM interaction terms (see Fig. 1), and an external Zeeman magnetic field term. The total Hamiltonian is given by

$$
\mathcal{H} = -\sum_{\langle mn \rangle} J_{mn} \mathbf{S}_m \cdot \mathbf{S}_n + \sum_{\langle\langle mn \rangle\rangle} D_{mn} \cdot (\mathbf{S}_m \times \mathbf{S}_n) - \hbar \sum_m S_m^z, \tag{1}
$$

where $\mathbf{S}_m$ denotes the spin angular momentum at site $m$, $\hbar = \mu_B g H$ is the magnetic field interaction, $g$ is the $g$-factor, $\mu_B$ is the Bohr magneton, and $H$ is the external magnetic field. The ferromagnetic exchange coupling is chosen to be positive, $J_{mn} > 0$. We set $J_1$ and $J_2$ equal to unity and take the spin to be $S = 1/2$. The DM interaction $D_{mn}$ is over the nn and the nnn neighbors. As shown in Fig. 1(b), the DM interaction is tuned over a range of parameters to study the EdH effect in the square-octagon model. The nonzero DM terms combine with the exchange interaction to generate a complex phase factor. Hence, the presence of DM coupling imparts a non-trivial topological character to the bands.

![Fig. 1. The square-octagon lattice and the topological phase diagram. (a) Lattice and magnetic interactions. $J_1$ and $J_2$ are two types of nearest-neighbor ferromagnetic interactions within cell and between cells, respectively. $D_1$ and $D_2$ denote the nearest and next-nearest neighbor Dzyaloshinskii-Moriya interactions allowed by symmetry, according to the Moriya’s rules. (b) The topological phase diagram is reported for a generic Chern number set $\{C_1, C_2, C_3, C_4\}$. The index of the Chern number is the same as the energy band order $E_1 < E_2 < E_3 < E_4$. The subscripted $A$ and $B$ symbols classify the various ferromagnetic topological phases. A phase diagram exploring a comprehensive parameter region is reported in the Fig. 7.](image-url)
B. Spin wave and Schwinger boson theory

In order to study topological magnon excitations, we consider a linear spin-wave theory approach in the low temperature regime where magnon excitations are well-defined. The spin Hamiltonian is transformed into a magnon Hamiltonian following the usual Holstein-Primakoff transformations:

\[
S_m^+ = (2S - b_m^\dagger b_m)^{1/2} b_m, \quad S_m^- = b_m^\dagger (2S - b_m^\dagger b_m)^{1/2}, \quad S_m^0 = S - b_m^\dagger b_m.
\]

Only bilinear terms are retained. Higher order interaction effects will not change the main conclusions of our article. The Hamiltonian has the form

\[
\mathcal{H} = -\sum_{mn} [(J_{mn} + i\nu_{mn} D_{mn}) S_m^+ b_n + \text{H.c.}] + h \sum_m b_m^\dagger b_m + E_0,
\]

where \( E_0 \) is ground state energy. \( \nu_{mn} = -\nu_{nm} \) designates the direction of DM interaction. Subsequently, energy bands are obtained via diagonalization of the Fourier transformed Hamiltonian matrix. The edge states were calculated for a strip sample in open boundary condition. In Fig. 2, we considered \( W = 120 \), which is large enough to fix the edge states [12]. Different edge conditions will give rise to different edge states. But, the topology features remain unchanged.

Our choice of edge boundary is shown in Fig. 7.

While the magnon picture is effective at low temperatures and offers explanation of experimental data [14], it fails at higher temperatures where thermal fluctuations cannot be neglected. The bilinear magnon approximation \( \sqrt{2S - b^\dagger b} \rightarrow \sqrt{2S} \) becomes invalid. We identify the disordering temperature as the value where the \( \langle b^\dagger b \rangle \) reaches \( 2S \). Note, we are not concerned with the nature of the transition. Rather our focus is on understanding how either the ordered or the disordered quantum magnetic states behave. Consequently, we utilize the Schwinger boson mean-field theory (SBMFT) [31] formalism for the thermally disordered quantum paramagnetic regime [32]. The Schwinger boson approach is capable of describing experimental results [33] and can additionally give rise to the spin Nernst effect [32]. In contrast to spin-wave theory, SBMFT considers the following transformations — \( S_m^\sigma = b_m^\dagger (\sigma)_{st} b_{nt}/2 \), where \( \sigma \) are Pauli matrices, \( s \) and \( t \) are spin indices. The bosonic commutation relations \( [b_{ms}, b_{nt}^\dagger] = \delta_{mn}\delta_{st} \) keep the spin algebra invariant. As an approximation, ten mean-fields \( \lambda_i \) are defined to describe the ground state. The spinon excitations was taken as a perturbation by using the Hartree-Fock decoupling scheme where \( AB \rightarrow \langle A \rangle B + A \langle B \rangle - \langle A \rangle \langle B \rangle \). This reduces the quartic interaction terms of the Hamiltonian to bilinear contributions. The value of the mean-fields were determined by minimizing the free energy \( F = F_0(\lambda) + k_B T \sum_{k\delta\mu} \ln (1 - \exp(-E_{k\delta\mu}/k_B T)) \). Ten self-consistency equations \( \partial F/\partial \lambda_i = 0 \) were numerically solved to obtain the results. Please see Appendices A and B for further details on spin-wave and Schwinger boson theory. The spinon results are not reported in the main article. The nonzero EdH response of spinons is discussed in Appendix E.

C. Chern number and thermal Hall conductance

The thermal Hall effect can be considered as the bosonic version of the integer quantum Hall effect. Thus some properties of topological insulators can also be found in our system, such as topological numbers, and conducting edge states. The topological invariant of our topological magnon state is the Chern number [11], which is the integral of the Berry curvature over the Brillouin zone. The Berry curvature of a band \( \lambda \) is given by

\[
\Omega_{\lambda k} = \frac{1}{2\pi} \int_{\text{BZ}} d^2k \Omega_{\lambda k},
\]

The boundaries of the topological phase diagram was determined based on tracking gap closures and opening [12,34].

The electronic Hall conductance, originating from the Kubo formula, is the integral of the Berry curvature with an appropriate weight, which relates the anomalous velocity of the magnons, multiplied by the Fermi distribution function over all energies [34,35]. With this description, the topological phase is still included within the framework of Bloch’s wave function and band theory, that is, topological band theory. Similarly, the thermal Hall conductance can be expressed as a weighted summation of the Berry curvature, according to linear response theory as [36,37]

\[
\kappa_{xy} = -\frac{k_B^2 T}{\hbar a} \frac{1}{N} \sum_{\lambda k} c_2(n_B(\varepsilon_{\lambda k})) \Omega_{\lambda k},
\]

where the weight function is given by \( c_2(x) = (1 + x) / (\ln(1 + 1/x^2)) - (\ln x)^2 - 2 \text{Li}_2(-x) \), where \( \text{Li}_2(z) = \sum_{n=1}^{\infty} z^n/n^2 \) is the polylogarithm function. \( c_2 \) is a decreasing function similar to the Bose distribution. The lattice constant is chosen as \( a = 0.1 \)nm in this article. Further details on thermal Hall conductance can be found in Appendix E.

D. Non-equilibrium Green’s function (NEGF)

We perform non-equilibrium Green’s function (NEGF) calculations on the square-octagon lattice model to solidify our proposal for the EdH effect. For this purpose, the sample was divided into three parts — the left lead, the central part, and the right lead. The lead temperatures were kept at unequal \( T_L \) (left) and \( T_R \) (right) values to ensure a thermally non-equilibrium state. The magnon transport of the central part is what we are concerned with [38]. The total Hamiltonian can be written as

\[
\mathcal{H} = \sum_{\alpha,\beta=L,C,R} b_{\alpha}^\dagger H_{\alpha\beta} b_{\beta}.
\]
The Hamiltonian matrix is then used to compute the self-energy, the lesser, the retarded, and the advanced Green’s function of the central part. Furthermore, quantities such as the local density of magnons and the local current were determined from the Green’s functions as

\[ \rho_m = \frac{i\hbar (G_{CC})_{mm}}{\pi a}, \quad (7) \]

\[ j_{mn} = \frac{\xi}{2\pi} \text{Re}[(G_{CC})_{mn}H_{nm} - (G_{CC})_{nm}H_{mn}], \quad (8) \]

The two leads and the central part are supposed to be large enough to eliminate the influence of boundaries. But, in practice, for a schematic calculation a $4 \times 10$ lattice site discretization suffices to demonstrate the basic EdH effect, see Fig. 2. For further calculation details, please refer to Appendix F.

III. RESULTS

A. Topological energy bands

The topological identity of energy bands can be characterized by nonzero Chern numbers of bulk bands or edge states in a finite-size system. Within our model, considering a strip sample, we draw edge states as shown in Fig. 2(a). In the figure, the dense overlapped states are bulk states, which are also the projection of energy bands in the $k_y$ direction. The states lying in the gaps and connecting two bulk bands are edge states. In the absence of DM interaction, the first (second) band touches the third (fourth) band at the $\Gamma(0,0)$ point. The intermediate energy bands are flat at those high symmetry points. With a nonzero DM term, we can open gaps at those degenerate points to turn the system into a magnon insulator [39]. The gap expressions are $\pm 2(J_1 + 2J_2)S$ or $\pm 2|J_1 - 2J_2|S$ at the $\Gamma$ and the $M$ points, respectively. See Appendix F for more detail. Note, Chern numbers are well-defined in band insulators, only.

B. Phase diagram

The topological and magnetic phase diagram for a set of model parameters is shown in Fig. 1. The FM and non-FM regions are highlighted in the $(D_2/J_1, D_1/J_1)$ plane. The zero temperature phase diagram was constructed via energy comparison between non-ferromagnetic versus ferromagnetic states (which have the lowest energy). The topological phases, characterized by Chern numbers [11], are shown in Fig. 1. The bulk-boundary correspondence can be seen in Fig. 2. According to Fig. 1, the Chern number combination is $\{1, -1, -1, 1\}$. Since the winding numbers are $w_1 = -w_3 = 1, w_2 = 0$, there is only one loop of edge state in the first and the third gap with opposite orientation. Hence, there is no edge state in the second gap. The group velocity of the edge states show a chirally moving magnon current.
localized at the edges, whose direction is consistent with the total winding number in that gap. A thorough phase diagram calculation is reported in the Fig. 7.

C. Thermal Hall effect

We studied the topological magnon Hall effect using the NEGF formalism, see Fig. 2. Calculation details are provided in Appendix F. A temperature gradient was introduced to a finite sample to study the magnon heat current along the x direction. The generation of Berry curvature (due to the presence of DM interaction) leads to a current deflection in the y direction. This results in chiral edge current transport. The chiral current is localized. For a selected energy level in the gap, the orientation of the chiral current corresponds well with the sign of the winding number for the edge states as shown in Fig. 2(a). The edge condition and calculation details can be found in Appendix F. With a temperature gradient along the x-direction, there is a net thermal Hall conductance between the top and the bottom edge [37]. There is also a net magnon current transport from the hotter to the colder part of the sample [38]. Within our parameter setting, each sub panel of Fig. 2(b) represents the $\kappa_{xy}$ current corresponding to the dashed energy levels of 0.637$J_1$, 1.5$J_1$, and 2.36$J_1$ in the gap, respectively. As the figure shows, there is a net nonzero current for the left and the right sub panels, but there is no net edge state current in the second gap.

Theoretical [33, 40–42] and experimental [15] studies have shown that thermal Hall conductance can change sign as temperature or magnetic field is varied. In Fig. 2(c) and 2(d), we show the sign evolution of angular momentum together with the variation of thermal Hall conductance with temperature. See Appendix E for details on how these plots were obtained. The shape change of the boundary implies that previously identified positive zones have now been converted into negative areas (the blue color comes orange). We can see from Fig. 2(c) and 2(d) that there is a pinch point at around 60 mK where the transition happens. Currently, several competing theoretical proposals have attempted to explain the thermal Hall sign change behavior. The theoretical constructs range from the high temperature limiting value of thermal conductance to the Chern number of bands [41], propagation direction of edge modes [40], non-uniform Berry curvature over the Brillouin zone [33], and sensitivity of weight function in the thermal Hall formula [33]. The importance of the weight function is manifested in the sign change behavior of Nernst conductivity [43]. Irrespective of the conceptual reason for sign variation, we show that a measurable EdH mechanism can be observed in a host of frustrated lattices. Note, that thermal Hall effect is an important probe of DM interaction. Based on our studies we can infer that when the DM interaction is large enough the EdH effect can then be observable.

D. Einstein-de Haas effect

The EdH effect is the ultimate macroscopic manifestation of a very subtle microscopic exchange of angular momentum originating from the electron spin (an inherently quantum object). The quantum to classical transfer is succinctly summed up in the equation

$$\Delta L_{\text{sample}} + \Delta L_{\text{inner}} = 0. \quad (9)$$

Magnons carry angular momentum in units of $\hbar$. However, in a topological magnon insulator the magnon carries an additional angular momentum originating from Berry curvature [36].

![Fig. 3. Temperature dependence of the topological gyromagnetic ratio $\gamma_m$ in a square-octagon lattice. The gyromagnetic ratio contribution, compared to the electronic value, for individual topological edge current, self-rotation of the magnon wave packet, and the total angular momentum contribution to $\gamma_m$ are shown, both in zero and nonzero external field $h$. $J_1$ is the nn ferromagnetic interaction. Parameters choices were $D_{1,2}/J_1 = 0.6, 0.1$.](image)

The EdH effect of topological magnons occurs when the system is exposed to a rapidly changing magnetic field or temperature. The sudden change causes the magnetization of the system to react. Thus, an angular momentum deviation, related to the magnetization change by the gyromagnetic ratio $\gamma_e$, is inflicted. Concurrently, topological magnons, will experience an additional angular momentum change resulting from the Berry curvature. This consists of the self rotation and the edge current of magnons. So the key to estimating the magnitude of the EdH effect of a topological magnon insulator is the gyromagnetic ratio of magnons. We can define the gyromagnetic ratio of magnons as the angular momentum divided by the magnetic moment of magnons, which is related to the magnetization change of the system. The magnetic moment of the magnons is expressed as

$$\Delta M = -\frac{\hbar}{\gamma_e N} \sum_{nk} n_B(\varepsilon_{nk}), \quad (10)$$

where the gyromagnetic ratio of our spin system is $\gamma_e = 2\hbar/(ge)$; $g$ is the Lande factor, $e$ and $m_e$ are the charge and mass of the electron, respectively. Within the low temperature
The disordering temperature for the various lattices studied in this article are listed in the Table. While initially the system is sensitive to temperature changes, at higher temperatures the response hits a plateau. This could potentially be due to magnon excitations not being well-defined anymore as we encroach the thermal disordering temperature. Although, we have demonstrated the existence of the EdH effect in only these three lattices, our formalism, analysis approach, and eventual conclusions will hold for a wider variety of frustrated ferromagnetic systems.

In contrast to the topological gyromagnetic ratio response, the EdH caused by electrons is determined by the electron itself. Considering this, we define a differential gyromagnetic ratio response \( \gamma_m^* \) of the topological magnons as

\[
\gamma_m^* = \left( \frac{\partial L_{tot}/\partial T}{\partial \Delta M/\partial T} \right). \tag{12}
\]

For electrons \( \gamma_e^* \) is equal to \( \gamma_e \). However, the situation is entirely different for topological magnons which are excitation quasi-particles. For these excitation modes the gyromagnetic ratio is renormalized from the bare \( \gamma_m \) response. Each magnon mode has its own gyromagnetic response. Addition-ally, the magnons can be excited or annihilated. Thus, experimentally the gyromagnetic ratio response cannot simply be measured from \( \gamma_m \) itself, but from a response to a temperature change. Evaluating the above equation shows that the system does have a maximal response as seen in Fig. (b), before dipping off. A magnetic field can enhance the EdH, just as in Fig. (b). Thus, there is an optimal temperature at which the magnon insulator will have the best possible response. Thus, from an experimental point of view, this is the optimal temperature zone in which our theory can be tested. For the square-octagon lattice this value is around \( T/J_1 = 0.1 \). For the kagome and the honeycomb the ratio is about 0.24.
E. Materials significance

Our discussion up to this point has highlighted the presence of sizable EdH effect in three kinds of two-dimensional lattices. The results show that the square-octagon lattice exhibits the largest effect, under similar parameter settings. Till date the existence of topological magnon excitations have not been confirmed experimentally in the square-octagon lattice. Thus, it is natural to ask (and vital for experimental verification) — is the EdH effect large enough in existing materials which can harbor topological magnons? We study a couple of realistic two-dimensional materials — CrI$_3$ [15] and Cu(1,3-bdc) [13,43]. The spin Hamiltonians and their parameters are listed in Appendix [C]. These materials have some notable distinctions. Whereas CrI$_3$ is an $S = 3/2$ honeycomb monolayer ferromagnet, Cu(1,3-bdc) is an $S = 1/2$ kagome ferromagnet. In CrI$_3$ the ferromagnetic coupling is large enough to result in ferromagnetism, but in Cu(1,3-bdc) a magnetic field ($\mu_0 H > 0.05T$) is necessary to polarize all spins due to the weak interlayer antiferromagnetic coupling. The Curie temperature of CrI$_3$ ($\approx 61K$) is much higher than Cu(1,3-bdc) ($\approx 1.8K$), which may affect the experimental feasibility. The EdH response of these materials are shown in Fig. 4. The curves are truncated at the Curie temperature, which is much smaller than the disordering temperature given by the bilinear magnon approximation (162K for CrI$_3$ and 16.7K for Cu(1,3-bdc)). Similar to the model parameter calculation we notice a nonzero EdH response in realistic materials. The EdH effect of the kagome lattice is larger than the honeycomb lattice, even though $D_2/J_1 = 0.15$ of Cu(1,3-bdc) is not twice the value $D_2/J_1 = 0.154$ of CrI$_3$. One should notice that their temperature scales are quite different. However, the EdH effect in these materials is still observable.

IV. DISCUSSION

In summary, we predict the existence and detection of Einstein-de Haas effect of topological magnons in the square-octagon, kagome, and honeycomb lattices. The influence of a nonzero Berry curvature originating from DM interactions and its underlying topological identity is preserved even though the lattice structure changes. Thus, similar conclusions, not qualitatively differently, can be obtained from other lattices which can support a nonzero Berry curvature. Our conclusions should also hold for other recently studied systems such as the kagome lattice [40,46] and the Lieb lattice [42], or the star lattice [47]. It is also interesting to consider a model with two kinds of DM interaction, competing with each other on the square-octagon lattice. More precisely, the system should possess a broken spin up-down symmetry as in a ferro- or ferri- magnetic system. In antiferromagnets, the DM interaction can only result in the spin Nernst effect [43].

We have shown that the EdH effect in Cu(1,3-bdc) and CrI$_3$ is observable. But, we would like to encourage experimentalists to find an appropriate square-octagon material, since it has the largest EdH effect, especially in low temperature regime, where the magnon description is more effective. At present, it is challenging to find an appropriate material that has large enough DM interactions. Here we discuss some possible realistic materials where our theory could be tested. Recent studies have predicted two-dimensional square-octagon compounds in the C or the group-V materials [48–52]. Monolayer or multi-layer (V-III bonded) Haeckelite compounds are other potential examples [53–55]. The square-octagon XY$_2$ compound, with two sublattices, has been recently synthesized, too [56]. If magnetic dopants could be introduced into the X-sublattice, then the bilayer structure is another potential candidate. Besides the above examples, quasi two-dimensional materials can possess intrinsic ferro- or antiferromagnetism in a nearly square-octagon structure, also [57,58]. In these compounds, Fe or Mn transition metal ions form an interpenetrating square-octagon layer with the rare earth element residing in an almost square-octagon geometry. If we remove the central atom of the rare-earth sublattice to introduce a vacancy, or dope all the rare earths by nonmagnetic atoms, a square-octagon structure as proposed in our model could be achieved.

In Stewart’s original experiment [3], he observed the EdH effect in iron and nickel. In his set up, the sample was suspended inside a solenoid by a quartz fiber. A changing current in the solenoid circuit caused an angular momentum impulse. This generated a mechanical rotation of the suspended system. The rotation angle was measured as the deflection of a spot of light that reflected from a mirror attached to the freely suspended system. The deflection was proportional to the angular momentum change originating from the EdH effect. The rotational motion of the system was dictated both by material properties and the amount of the transient angular momentum change.

![Proposed experimental set up of the Einstein-de Haas effect of topological magnons.](image-url)
To test our theoretical prediction, we propose an experimental set-up similar to that of Stewart as shown in Fig. 5. The difference is that our system is two-dimensional. Thus, the sample is disk shaped. Immediately below the sample there is a heater or an electric plug to adjust the temperature or magnetic field. Note, a strong magnetic field can also polarize the ground state to a ferromagnetic phase. The sample is connected to a suspension wire or equipment suitable enough to provide the torque. The rotational force can be measured by a detecting device such as a mirror attached to the wire with a light beam and a light sensor, or some form of atomic force detector. In an actual experiment, the temperature needs to be appropriately adjusted so that it is neither too high nor too low, see Fig. 4(b) for guidance. Note, in Stewart’s paper, his differential equation model was replaced by a damped harmonic oscillator characterized by a damping coefficient and a moment of inertia. The initial angular momentum impulse, which appeared as an initial condition, was determined by measuring the first amplitude of oscillation. If the EdH of magnons appeared as an initial condition, was determined by measurement of inertia. The initial angular momentum impulse, which characterizes an oscillator characterized by a damping coefficient and a moment of inertia. Thus, in the reciprocal space the Hamiltonian is given by

\[ H = \sum_k \psi_k^\dagger H(k) \psi_k, \]

where \( \psi_k = (b_{k1}^\dagger, b_{k2}^\dagger, b_{k3}^\dagger, b_{k4}^\dagger) \) and elements of the square-octagon Hamiltonian matrix are

\[ H_{ij}(k) = 2i \nu_1 \cos \phi + i \nu_2 + h, H_{12}(k) = -i \nu_1 \nu_2 - i \nu_3 \nu_4, H_{13}(k) = -i \nu_1 \nu_2 - i \nu_3 \nu_4, H_{14}(k) = -i \nu_1 \nu_2 - i \nu_3 \nu_4, H_{23}(k) = -i \nu_1 \nu_2 - i \nu_3 \nu_4, H_{24}(k) = -i \nu_1 \nu_2 - i \nu_3 \nu_4, \]

The symbols are given by

\[ \nu_1 = \sqrt{J_1^2 + D_1^2 S}, \nu_2 = J_2 S, \nu_3 = D_2 S, \text{ and } \phi = \arctan(J_1/D_1). \]

The lattice vectors are given by

\[ \delta_1 = (1 - \sqrt{2}/2)(-1, 0), \delta_2 = (\sqrt{2} - 1)(1, 0), \delta_3 = (1 - \sqrt{2}/2)(-1, 0), \delta_4 = (\sqrt{2} - 1)(0, -1), \]

where \( a \) is the lattice constant. The energy bands are obtained by diagonalizing the bilinear spin-wave Hamiltonian. The results are shown in Fig. 6. Following exactly the same steps above, we can construct the Hamiltonian matrix of the kagome and the honeycomb lattices as follows

1. **Honeycomb lattice**: The model has nn ferromagnetic coupling \( J_1 \) and the nnn DM interaction \( D_2 \). The lat-
tice vectors (also nnn vectors) are: \( \alpha_1 = (1,0,0), \alpha_2 = (-1/2, \sqrt{3}/2, 0) \). Defining \( \alpha_3 = -\alpha_1 - \alpha_2 \) and nnn vectors \( \beta_1 = (\alpha_2 - \alpha_3)/3, \beta_2 = (\alpha_3 - \alpha_1)/3 \), the elements of the Hamiltonian matrix are \( H_{11}(k) = 3J_1 S + h + 2D_2 S \sum_{\delta = 1}^{3} \sin(k \cdot \alpha_\delta), H_{22}(k) = 3J_1 S + h - 2D_2 S \sum_{\delta = 1}^{3} \sin(k \cdot \alpha_\delta), H_{12}(k) = H_{21}(k) = -2J_1 S \sum_{\delta = 1}^{3} \exp(ik \cdot \beta_\delta) \).

2. Kagome lattice: The model has nn ferromagnetic coupling \( J_1 \) and the nn and nnn DM interactions \( D_1, D_2 \), respectively. The lattice vectors are \( \alpha_1 = (1,0,0), \alpha_2 = (-1/2, \sqrt{3}/2, 0) \). Defining \( \alpha_3 = -\alpha_1 - \alpha_2 \), nn vectors \( \lambda_i = \alpha_i \) and nnn vectors \( \rho_i = (\lambda_i - \lambda_{\delta}), \rho_2 = (\lambda_1 - \lambda_3), \rho_3 = (\lambda_2 - \lambda_1) \), the elements of the Hamiltonian matrix are: \( H_{ii}(k) = 4J_1 S + h, H_{12}(k) = -2(J_1 - iD_1) S \cos(k \cdot \lambda_3) + 2iD_2 S \cos(k \cdot \rho_3), H_{23}(k) = -2(J_1 - iD_1) S \cos(k \cdot \lambda_1) + 2iD_2 S \cos(k \cdot \rho_1), H_{31}(k) = -2(J_1 - iD_1) S \cos(k \cdot \lambda_2) + 2iD_2 S \cos(k \cdot \rho_2) \).

Besides, in realistic materials anisotropy terms can also exist (see Table III), these terms are not included above. The thermal disordering temperatures for the above lattices under the same parameter settings as our paper are provided in Table IV. The magnon plots in Figs. 4 and 5 of the main article are truncated at these temperature points.

Appendix B: Schwinger boson mean field theory

The spin-wave picture is effective in the low temperature regime. But, at high temperatures it is not. It is appropriate to consider the SBMFT (bosonic spin picture) to study the high temperature behavior of our model in this regime[22][33]. The spinon picture can be obtained by replacing the Holstein-Primakoff transformation by Schwinger boson formation \( S_m = c_m^\dagger(\sigma) s c_m / 2 \), where \( \sigma \) are Pauli matrices. The enlarged Hilbert space should be restricted by the constraint

\[
\sum_s c_{m \sigma}^\dagger c_{m \sigma} = 2 S, \quad s = \uparrow, \downarrow .
\]

The Hamiltonian has a quartic form after the transformation. Since, the full interacting problem is complicated to treat, we use a mean field method. First, we introduce a Lagrangian multiplier \( \lambda_m \) for the constraint, then use the relations

\[
S_m \cdot S_n = \frac{1}{2} \sum_{st} \chi_{mns}^\dagger \chi_{mnt} - S(S+1),
\]

\[
(S_m \times S_n)_z = -\frac{i}{2} \sum_s \chi_{mns}^\dagger \chi_{mns},
\]

where \( \chi_{mns} = c_{m \sigma}^\dagger c_{ns \sigma} \). We then have

\[
\mathcal{H} = -\frac{1}{2} \sum_{(mn)_{1,2}} \sum_{st} J_{mn} \chi_{mns}^\dagger \chi_{mnt} - \frac{i}{2} \sum_{(mn)_{1,2}} \sum_{st} D_{mn} s \chi_{mns}^\dagger \chi_{mn} - \sum_{(mn)_{1,2}} n S(S+1) + \sum_m \left( \lambda_m - \frac{h}{2} \right) s c_{m \sigma}^\dagger c_{m \sigma} - 2S \sum_m \lambda_m .
\]

Next, we define nine mean fields, namely — the symmetric part of the \( J_1 \)-type coupling \( \xi_{1s} \) and the corresponding anti-symmetric part \( \xi_{3s} \). Also for the \( D_2 \) type coupling, we define \( \zeta_{1s} \), \( \zeta_{3s} \), and the very last one is \( \eta_2 \) for the \( J_2 \)-type coupling. Hence, we have

\[
\zeta_s = \frac{\langle \chi_{mns}^\dagger \chi_{nts}^\dagger \rangle}{2}, \quad \xi_s = \nu_{mn} \frac{\langle \chi_{mns}^\dagger \chi_{mnt}^\dagger \rangle}{2i}, \quad \eta_2 = \frac{1}{2} \sum_s \langle \chi_{mns}^\dagger \rangle = \frac{1}{2} \sum_s \langle \chi_{mns}^\dagger \rangle ,
\]

where we have assumed that \( \lambda_m = \lambda \) for all sites. This reduces the Hamiltonian into a bilinear form by adopting the Hartree-Fock decoupling

\[
\chi_{mns}^\dagger \chi_{mnt} - \langle \chi_{mns}^\dagger \rangle \langle \chi_{mnt}^\dagger \rangle
\]

Thus, the spinon Hamiltonian is now given by

\[
\mathcal{H} = \left[ \sum_{(mn)_{1,2}} \left( -J_1 \xi_1 + J_1 \xi_1 i \nu_{mn} + \frac{D_1}{2} i \nu_{mn} s \xi_{1s} + \frac{D_2}{2} \sum_{(mn)_{1,2}} \sum_{s} c_{m \sigma}^\dagger c_{m \sigma} - J_2 \eta_2 \sum_{(mn)_{1,2}} c_{m \sigma}^\dagger c_{m \sigma} + (i \nu_{mn} s \xi_{3s} + s \xi_{3s}) c_{m \sigma}^\dagger c_{m \sigma} + \text{h.c.} \right) \right] + \left[ \sum_m \left( \lambda - \frac{h}{2} \right) c_{m \sigma}^\dagger c_{m \sigma} + F_0, \right]
\]

where \( \xi_1 = (\xi_{1\uparrow} + \xi_{1\downarrow})/2, \xi_1 = (\xi_{1\uparrow} + \xi_{1\downarrow})/2 \) and

\[
F_0 = 8J_1 N \left( \xi_{1\uparrow}^2 + \xi_{1\downarrow}^2 \right) + (4J_1 + 2J_2) N S(S + 1) - N \sum_s \left( 4D_1 \xi_{1s} \xi_{1s} + 8D_2 \xi_{3s} \xi_{3s} \right) + 4J_2 N \eta_2^2 - 8\lambda N S .
\]

If all mean fields are known, the spinon bands \( E_{\mu k s} \) can be obtained by diagonalizing this Hamiltonian. The free energy of the whole system is then given by

\[
F = F_0 + \frac{1}{k_B T} \sum_{\mu k s} \ln[1 - \exp \left(-E_{\mu k s}/k_B T\right)],
\]

where \( E_{\mu k s} \) is the \( n \)th eigenenergy of spin \( s \) with momentum \( k \).
The mean fields were determined by minimizing the free energy. This gives us

$$\frac{\partial F}{\partial \lambda_i} = \frac{\partial F_0}{\partial \lambda_i} + \sum_{\mu k s} n_B(\varepsilon_{\mu k s}) \frac{\partial E_{\mu k s}}{\partial \lambda_i} = 0,$$  \hspace{1cm} (B11)

where $n_B(\varepsilon) = (\exp(\varepsilon/k_BT) - 1)^{-1}$ is the Bose distribution and $\lambda_i \in (\lambda, \eta_2, \xi_{1s}, \xi_{3s}, \xi_{1s}, \xi_{3s})$. Those equations are self-consistency equations of the mean fields. At zero temperature, the up spinon condensates and the down spinon will be gapped by the magnetic field, thus the self-consistent equations will be given by

$$\frac{\partial F_0}{\partial \lambda_i} + 8N S \frac{\partial E_{10^\dagger}}{\partial \lambda_i} = 0.$$ \hspace{1cm} (B12)

The zero-mode energy of the first band of the up spinon is

$$E_{10^\dagger} = \lambda - 2J_1 \xi_{1s} - J_2 \eta_2 - \frac{h}{2} + D_1 \xi_{1s} + 2D_2 \xi_{3s}.$$ \hspace{1cm} (B13)

Solving the above equations we can get the zero-temperature value of the mean fields as

$$2\eta_2 = \xi_{1s} = \xi_{1s} = 2S, \xi_{1s} = \xi_{3s} = \xi_{1s} = \xi_{3s} = 0.$$ \hspace{1cm} (B14)

The Lagrangian multiplier is determined by the condensation condition

$$E_{10^\dagger} = 0 \Rightarrow \lambda = (2J_1 + J_2)S + h/2.$$ \hspace{1cm} (B15)

Comparing the zero-temperature Hamiltonian of the spinons to the magnon Hamiltonian, we have $H_\downarrow = H_{\text{mag}}$, and $H_\uparrow = H_{\text{mag}}(D_{1,2} = 0)$, which explains the consistency of low temperature thermal Hall conductance results in our paper. In Table 3 we list the temperature at which the mean field value vanishes within the same parameter setting of our paper.

### Appendix C: Magnetic and topological phase diagrams

The ferromagnetic phase is an eigenstate

$$|\Psi_0\rangle = \bigotimes_m \uparrow_{m},$$

$$\mathcal{H} |\Psi_0\rangle = -\left(\frac{1}{2}(2J_1 + J_2)+ 2hN\right) |\Psi_0\rangle.$$ \hspace{1cm} (C1)
Hence, if the bottom of the lowest band is the zero-mode, then definitely the ground state (at zero temperature) is ferromagnetic. In fact, the analytical expressions for the energies at high symmetry points are given by

\[ E(0,0) = h + 2S \{ 0, 2J_1, J_1 + J_2 \pm (D_1 + 2D_2) \} , \]

\[ E(\pi,0) = h + S \left\{ 2J_1 + J_2 \pm \sqrt{4D_1^2 + J_2^2} , \right\} \]

\[ E(\pi, \pi) = h + 2S \{ J_2, 2J_1 + J_2, J_1 \pm (D_1 - 2D_2) \} . \]

The band gap introduced by DM interactions is clearly from the above equations, that is \( \pm 2|D_1 + 2D_2|S \) at \((0,0)\), and \( \pm 2|D_1 - 2D_2|S \) at \((\pi,\pi)\), see Fig. 4. By comparing the energies at those points, we can get a rough ferromagnetic phase region in \( D_1 - D_2 \) parametric space while \( J_1 = J_2 = 1, S = 1/2 \).

\[ |D_1 - 2D_2| \leq 1 + h \]

\[ |D_1 + 2D_2| \leq 2 + h \]

\[ |D_1| \leq \sqrt{(h+1)(h+2)} . \]

In Fig. 1b, we reported only a small portion (upper right hand corner) of the magnetic phase diagram of the square-octagon lattice. In Fig. 7, we present our extensive mapping of the ferromagnetic phase over all energy modes by numerical calculation. We demarcate the non-ferromagnetic phases from the ferromagnetic zones, only. We have not tried to analyze the non-ferromagnetic phases, since it is outside the scope of our present work.

Topological phases are distinguished by Chern numbers of energy bands. As an analog of the magnetic field in quantum Hall states, DM interactions are important to introduce nonzero Berry curvatures. The equations of them are given by Eqs. (3) and (4). We show Berry curvature of magnon bands in Fig. 8. The Berry curvature can be positive or negative. This offers an explanation of the sign change behavior of thermal Hall conductance. As topological invariants, Chern numbers are integers, and will change only when the topological structure of energy bands change, that is, when the two bands degenerate. We can find all the degenerate conditions by solving the multiple root discriminant of the characteristic polynomial of the Hamiltonian matrix, which has a quartic form. However, it is possible that sometimes the two bands are degenerate with conserved Chern numbers, resulting in a trivial degeneration. So we numerically checked the condition near each boundary between different phases carefully and finally got the topological phase diagram (Fig. 7).

Appendix D: Edge states in a strip sample

To compute the edge states, we considered a strip sample, expanded to infinity along the \( x \) direction but finite along \( y \) direction, and with two edges (the top edge and the bottom edge) perpendicular to \( y \) direction as shown in Fig. 5. In this case, \( k_y \) is not a good quantum number any more. We need to designate those one-dimensional chains whose locations share the same \( y \) coordinate and belong to the same sublattice as \( y \). Then we can rewrite the Hamiltonian in the \((k_x, y)\) space.

For simplicity, we replace \( k_x \) by \( k \), and let \( y \) run from \( i_1 \) to \( 4(W-1) + i_2 \). \( i_1, i_2 \in \{1,2,3,4\} \), where \( W \) denotes the number of periodic one-dimensional chains along the \( y \)-direction.

\[ b_{ky}^\dagger = \frac{1}{\sqrt{N_x}} \sum_m e^{i k R_m \cdot e_x} b_{my}^\dagger . \]

The new Hamiltonian is

\[ \mathcal{H} = \sum_k \psi_k^\dagger H(k) \psi_k , \]

where \( \psi_k \) = \( \{ b_{k,i_1}^\dagger, b_{k,i_1+1}^\dagger, \cdots, b_{k,4(W-1)+i_2}^\dagger \} \). While \( i_1 = 1, i_2 = 4 \), under open boundary condition \( b_{k,4}^\dagger \) (Ground State) = \( b_{k,4W+1}^\dagger \) (Ground State) = 0, the Hamiltonian should be

\[ \begin{pmatrix}
G(k) & F(k) & 0 & \cdots & 0 \\
F(k) & G(k) & F(k) & \cdots & 0 \\
0 & F(k) & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & F(k) \\
0 & \cdots & 0 & F(k) & G(k) \\
\end{pmatrix}_{4W \times 4W} . \]

where \( G \) and \( F \) are \( 4 \times 4 \) matrices with \( G_{ii} = 2 \nu_1 \cos \theta + \nu_2 + h, G_{ij} = G_{ji}^* \) (\( i \neq j \)), \( G_{14} = 0, G_{12} = G_{13}^* = -\nu_1 e^{-i \theta_1 - i \theta_2} + i \nu_3 e^{i \theta_2} \), \( G_{24} = G_{34} = -\nu_1 e^{i \theta_1 - i \theta_2} + i \nu_3 e^{-i \theta_2} \), \( G_{23} = -\nu_2 e^{-2i \theta_1}, F_{24} = F_{34} = -F_{13}^* = -F_{12}^* = i \nu_3 e^{i \theta_1} \), \( F_{14} = -\nu_2, F_{1j} = 0 \) (otherwise), \( \theta_1(k) = (1 - \sqrt{2}/2)ka, \theta_2(k) = (\sqrt{2}/2)ka \). If we want to set different \( i_1, i_2 \) to adjust edge condition, we can just cut the Hamiltonian matrix into a smaller matrix, where the first (last) column (row) is the \( i_1 \) th (\( 4(W-1) + i_2 \) th) column (row) of the previous matrix. We choose \( W = 120 \) which ensures that the computed edge state features have converged and are insensitive to further strip width size increase.

Appendix E: Thermal Hall conductance and angular momentum

We can calculate the transport properties of magnons based on linear response theory, according to the well-known papers of Matsumoto and Murakami [36,37]. The thermal Hall conductance of magnons is given by Eq. (5). For SBMFT, we need to perform an additional summation over the spin index. The total angular momentum per unit cell has two components, the edge current and the self-rotation

\[ L_{\text{tot}} = m^* l_{\text{tot}}^\dagger, l_{\text{tot}} = l_{\text{edge}} + l_{\text{self}} , \]

where \( m^* \) is the effective mass of the first band at \( \Gamma(0,0) \), within low temperature approximation. And these parts have
FIG. 8. Berry curvature of magnon bands with nonzero DM interactions. The upper left, upper right, lower left, lower right figure correspond to the first, second, third, and fourth band (from lower to higher) respectively. Parameters: (a) $S = 1/2, J_1 = J_2 = 1.0, D_1 = 0.6J_1, D_2 = 0$; (b) $S = 1/2, J_1 = J_2 = 1.0, D_1 = 0, D_2 = 0.3J_1$.

the form

$$l_{tot} = \frac{4}{\hbar N} \text{Im} \sum_{\mu k} \left[ \frac{\partial \psi_{\mu k}}{\partial k_x} \right] k_B T c_1(n_B(\epsilon_{\mu k}))$$

$$- \frac{n_B(\epsilon_{\mu k})}{2} \left( H + \epsilon_{\mu k} \right) \left[ \frac{\partial \psi_{\mu k}}{\partial k_y} \right].$$

and

$$l_{self} = \frac{4}{\hbar N} \text{Im} \sum_{\mu k} \left[ \frac{\partial \psi_{\mu k}}{\partial k_x} \right] \frac{n_B(\epsilon_{\mu k})}{2} \left( \epsilon_{\mu k} - H \right) \left[ \frac{\partial \psi_{\mu k}}{\partial k_y} \right],$$

where $c_1(x) = (1 + x) \ln (1 + x) - x \ln x$ is another weight function.

FIG. 9. Strip Sample. The sample has $W$ periodic one-dimensional chains, the numbers nearing sites are $y$ indices.

FIG. 10. Thermal Hall $\kappa_{xy}$ response of spinon and magnon fields. Inset picture shows converged values of spinon mean field parameters. The magnon curve is terminated at the critical thermal disordering temperature.

Here we give out the calculation result of thermal Hall conductance of both magnons and spinons. The mean fields are already defined in the previous sections. Among the ten mean fields, four anti-symmetric parts are not important. The result is displayed in the inset of Fig. 10. From the figure, we can see that all mean fields vanish above $T_c \approx 0.81J_1$, the boundary of the ferromagnetic-paramagnetic phase transition. In the zero temperature limit and with an external nonzero
field $h > 0$, the mean fields tend to the following limits

$$\lambda \rightarrow 2J_1 S + J_2 S + \eta / 2, \quad \xi_{1\uparrow} = \xi_{3\uparrow} \rightarrow 2S, \quad \eta_{1\downarrow} \rightarrow S$$

and $\xi_{1\downarrow} = \xi_{3\downarrow} = \xi_{1\uparrow} = \xi_{3\uparrow} = \xi_{1\downarrow} = \xi_{3\downarrow} = 0$ in the ferromagnetic phase region. Thus, the Hamiltonian of the spin down is the same as the magnon $H_1 = H_{\text{mag}}[32]$. However, the Hamiltonian of the spin up corresponds to a topologically trivial $H_1 = H_{\text{mag}}(D_1 = D_2 = 0)$. The focus of the present work is on the fully magnetized regime of the sample. At low temperature, where the spinons condense into magnons, the results from the magnon and the spinon calculations agree. This is a check on the validity of our calculation from two separate formalism. Since the spinon picture coincide with magnons at low temperature, and Figs. 2(c) and 2(d) shows another similarity between angular momentum of magnons and thermal Hall conductance, we do anticipate spinons to exhibit EdH effect at higher temperatures.

### Appendix F: NEGF method

In this section we introduce the nonequilibrium Green’s function (NEGF) method for calculating transport properties of magnons. The square-octagon lattice sample was divided into three zones, the left part, the central part, and the right part. The temperature of the left and the right part was kept at $T_L$ and $T_R$. The magnon transport of the central part is what we were concerned with. The full Hamiltonian of this system is given by Eq.[38].

In the interaction picture, $H_{LL,CC,RR}$ was treated as a free Hamiltonian for each part, while $H_{LC} = H_{CL}^\dagger, H_{CR} = H_{RC}^\dagger$ were interactions. In the non-equilibrium case, we need to use the contour-ordered Green’s function, which is defined on a contour near the interval $(-\infty, t)$ of the real axis of the time complex plane.

In the non-equilibrium case, we need to use the contour-ordered Green’s function, which is defined on a contour near the interval $(-\infty, t)$ of the real axis of the time complex plane. It gives the same result as the real-time Green’s function in non-equilibrium case but can be used also in non-equilibrium case [61].

The contour-ordered Green’s function is defined as

$$G_{\alpha\alpha'}^\sigma(t, t') = -i\left\langle T_C b^\dagger(\tau_\sigma) b(\tau_{\sigma'}') \right\rangle, \quad \tau_{\pm} = t \pm i0^+ \tag{F1}$$

For nonequilibrium steady state, we have $\tilde{G}(\tau, \tau') = \tilde{G}(\tau - \tau')$. There are some relations between contour-ordered Green’s functions and real-time Green’s functions

$$G^{\pm+} = G^t, \quad G^{--} = G^i, \quad G^{+-} = G^g, \quad G^{-+} = G^c. \tag{F2}$$

The retarded and advanced Green’s function can also be expressed as

$$G^r = G^t - G^c = G^g - G^i, \quad G^a = G^i - G^t = G^c - G^g. \tag{F3}$$

Without interaction, we have

$$g_\alpha^\sigma(\varepsilon) = \left[\varepsilon + i\eta - H_{\alpha\alpha}\right]^{-1}, \quad g_\alpha^\sigma(\varepsilon) = \left[g_\alpha^\sigma(\varepsilon)\right]^\dagger. \tag{F4}$$

For the equilibrium system, there’s another relation [38]

$$g_{\alpha}^<(\varepsilon) = n_{\alpha}(\varepsilon) \left(g_{\alpha}^>(\varepsilon) - g_{\alpha}^<(\varepsilon)\right), \tag{F5}$$

where $n_{\alpha}(\varepsilon) = \langle b^\dagger b \rangle = e^{\varepsilon/T_{\alpha}} - 1$ is the Bose function, and we take $h = k_B = 1$. With interactions present, we have the Dyson equation

$$((\varepsilon + i\eta) - H) \begin{pmatrix} G_{LL}^r(\varepsilon) & G_{LC}^r(\varepsilon) & G_{LR}^r(\varepsilon) \\ G_{CL}^r(\varepsilon) & G_{CC}^r(\varepsilon) & G_{CR}^r(\varepsilon) \\ G_{RL}^r(\varepsilon) & G_{RC}^r(\varepsilon) & G_{RR}^r(\varepsilon) \end{pmatrix} = I. \tag{F6}$$

Solving the above equation we get [62]

$$G_{CC}^r(\varepsilon) = [G_{CC}^a(\varepsilon)]^\dagger = [\varepsilon + i\eta - H_{CC} - \Sigma^r(\varepsilon)]^{-1}. \tag{F7}$$
where the self energy is

\[ \Sigma_{<}(\varepsilon) = H_{CL}g_{r<}^{c}H_{LC} + H_{CR}g_{r<}^{c}H_{RC}, \]

the lesser self energy has the same form as the retarded self energy because of the Langreth theorem \[61\]. We can get \( G_{<} \) through Keldysh equation \[61\].

\[ G_{CC}^{<}(\varepsilon) = G_{CC}^{r}(\varepsilon)\Sigma^{<}(\varepsilon)G_{CC}^{a}(\varepsilon). \]

With the above Green’s functions we can calculate the local density and current of this system as Eqs. \(7\) and \(8\).

\[ \Sigma_{<}(\varepsilon) = H_{CL}g_{r<}^{c}H_{LC} + H_{CR}g_{r<}^{c}H_{RC}, \] (F8)

\[ G_{CC}^{<}(\varepsilon) = G_{CC}^{r}(\varepsilon)\Sigma^{<}(\varepsilon)G_{CC}^{a}(\varepsilon). \] (F9)

We calculated the size of Einstein-de Haas effect in two kinds of two-dimensional materials — CrI₃ and Cu(1,3-bdc). The Hamiltonian of them have some differences, but can still be treated within magnon picture. The parameters of these models are listed in Table. \text{[III]}
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