Diffuse Interface Methods for Multiple Phase Materials: An Energetic Variational Approach

J. Brannick 1,* , C. Liu 1, T. Qian 2, and H. Sun 1

1 Department of Mathematics, The Pennsylvania State University, University Park, PA 16802, USA.
2 Department of Mathematics, Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong.

Received 19 February 2014; Accepted 01 October 2014

Abstract. In this paper, we introduce a diffuse interface model for describing the dynamics of mixtures involving multiple (two or more) phases. The coupled hydrodynamical system is derived through an energetic variational approach. The total energy of the system includes the kinetic energy and the mixing (interfacial) energies. The least action principle (or the principle of virtual work) is applied to derive the conservative part of the dynamics, with a focus on the reversible part of the stress tensor arising from the mixing energies. The dissipative part of the dynamics is then introduced through a dissipation function in the energy law, in line with Onsager’s principle of maximum dissipation. The final system, formed by a set of coupled time-dependent partial differential equations, reflects a balance among various conservative and dissipative forces and governs the evolution of velocity and phase fields. To demonstrate the applicability of the proposed model, a few two-dimensional simulations have been carried out, including (1) the force balance at the three-phase contact line in equilibrium, (2) a rising bubble penetrating a fluid-fluid interface, and (3) a solid particle falling in a binary fluid. The effects of slip at solid surface have been examined in connection with contact line motion and a pinch-off phenomenon.
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1. Introduction

Phase field methods (PFM), also known as diffuse interface methods, have been widely used in modeling two-phase problems and free interface motion of mixtures. The methods are based on a labeling function $\phi(x)$, which usually takes values as $\pm 1$, to distinguish between the two different materials (phases). Du et. al. applied phase method...
field methods in their studies of the configurations and the deformations of elastic bio-membranes [7]. Liu and Shen investigated the use of two-phase models for studying bubble relaxation, rise, and coalescence [18]. Qian et al. studied the moving contact line problem using phase field methods in [19]. Yue et. al [25] studied a general approach for modeling two-phase complex fluids, with numerical examples simulating emulsion of nematic drops in a Newtonian matrix. Recently Shen and Yang applied the phase field method to two-phase incompressible flows with different densities and viscosities [22].

The basic idea of the two-phase PFM is to use a coarse graining (mean field) model to describe the microscopic dynamics of the mixtures. In the hydrodynamical (macroscopic) time scale, such dynamics involve the deformations of each phase, the interaction between the two, and their interactions with the surrounding environment. The underlying dynamical system is derived from applying variational principles to a certain free energy, e.g. the classical Ginzburg-Landau type energy [4]

\[ \mathcal{F}_{CH} = \int \left\{ \gamma \left( \frac{\varepsilon}{2} |\nabla \phi|^2 + \frac{1}{4\varepsilon} (\phi^2 - 1)^2 \right) \right\} dx, \]

where \( \phi(x) \) is the phase field function and \( \varepsilon \) is the width of the diffuse interface. The two parts in the above integrand represent the “philic” and “phobic” interactions between the two materials. The parameter \( \gamma \) can be associated to the surface tension in the conventional sharp interface formulations. The applicability of this model has been demonstrated for many different applications (see [8] [9] [20] and references therein). Although analytically it is still an open question whether the the sharp interface model can be recovered by the phase field model via a rigorous proof, the latter has been applied theoretically and numerically for a long time. Moreover, from a practical and more physical point of view, the sharp interface models can be viewed as the simplification or idealization of phase field models.
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Figure 1: A Schematic illustration for three phases distinguished/labelled by two phase fields \( \phi \) and \( \psi \).

In this paper, we show that for problems in which more than two phases are involved, we can introduce additional labeling functions to distinguish among them, as illustrated in Fig. 1. The derivation follows from applying the energetic variational framework as in [25]. Here, in the region at the bottom of the figure, a single phase is characterized by \( \{ \psi = 1 \} \) and \( \phi \) is not defined. In the top region of the figure, there are two phases distinguished by different values of \( \phi \), while sharing the same \( \psi \) value.
a similar way, four different phases can be characterized by two phase field functions. We note that such an approach has been considered in other contexts [3, 4].

The remaining sections of the paper are organized as follows. We derive our multi-phase model using a variational approach in Section 2. In Section 3, we discuss the numerical methods in our simulations and present results for a variety of 2d multi-phase applications. Section 4 presents concluding remarks and future work.

2. Derivation of multi-phase model

In analogy to approaches used for modeling two-phase problems [18], for multi-phase problems we define a mixing energy

\[ E = \int_{\Omega} W(\phi, \nabla \phi, \psi, \nabla \psi) dx \]

\[ = \int_{\Omega} \left\{ \gamma_1 \left( \frac{\psi - 1}{2} \right)^2 \left( \frac{\epsilon_1}{2} |\nabla \phi|^2 + \frac{1}{4 \epsilon_1} (\phi^2 - 1)^2 \right) + \gamma_2 \left( \frac{\epsilon_2}{2} |\nabla \psi|^2 + \frac{1}{4 \epsilon_2} (\psi^2 - 1)^2 \right) \right\} dx, \]

where \( \epsilon_1 \) and \( \epsilon_2 \) are the widths of the interfaces along the differing phases and \( \gamma_1 \) and \( \gamma_2 \) are the surface tensions at the interfaces. The \( \left( \frac{\psi - 1}{2} \right)^2 \) coefficient in the energy density for \( \phi \) is used to ensure that interactions between two different phases (labeled as \( \phi = 1, \psi = -1 \) and \( \phi = -1, \psi = 1 \)) do not directly influence the bulk of the third phase (labeled as \( \psi = 1 \)). We assume both \( \gamma_1 \) and \( \gamma_2 \) are constants, although in general the parameters \( \epsilon_i, \gamma_i, i = 1, 2 \) can be taken to be phase-dependent.

Here we want to stress the relation of our approach to other related treatments by other groups, such as those by Kim and Lowengrub [12, 14]. It is clear, one needs at least 2 phase field functions to label the 3 distinct materials. The key difference, and hence one of the main difficulties, is in the choices of the free energy functionals. While the free energy functionals in [12, 14] are nondegenerate, the free energy in (2.1) involves degeneracy for the region \( \{ x : \psi = 1 \} \). This generic degeneracy stands for the physics that in this solid region, there is no effects from the fluids interactions (due to the dynamics of \( \phi \)).

Next, by adding the fluid equations to the system, we obtain the total energy of the hydrodynamic system as a weighted sum of the kinetic energy and the mixing energy

\[ E = \int_{\Omega} \left( \frac{1}{2} \rho |u|^2 + \lambda W(\phi, \nabla \phi, \psi, \nabla \psi) \right) dx. \]

Here, the constant \( \lambda \) measures the competition between the two types of energy. To derive the stress tensor from the Ginzburg-Landau energy we apply the principle of virtual work (PoVW) [6], which states that the virtual work of the elastic energy

\[ E = \int_{\Omega} W(\phi, \nabla \phi, \psi, \nabla \psi) \]

due to a virtual displacement \( \delta x \) is given by

\[ \delta E = \int_{\Omega} \sigma : \nabla \delta x dx = - \int_{\Omega} (\nabla \cdot \sigma) \cdot \delta x dx. \]
Before calculating the left-hand side in (2.2), we take the macroscopic kinematic assumption of both $\phi$ and $\psi$ being convective only, i.e., there is no relaxation which contributes to the microscopic internal dissipation:

$$\phi_t + u \cdot \nabla \phi = 0, \quad \psi_t + u \cdot \nabla \psi = 0.$$  \hspace{1cm} (2.3)

From these kinematic assumptions, we can establish the relation between the infinitesimal increment of the flow map $\delta x$ and the infinitesimal increments of the phase variables, $\delta \phi$ and $\delta \psi$. Formally we multiply equations (2.3) by $\delta t$ and treat the time derivative as the rate of change $\delta / \delta t$ and $u = \delta x / \delta t$, which gives

$$\delta \phi + \delta x \cdot \nabla \phi = 0, \quad \delta \psi + \delta x \cdot \nabla \psi = 0.$$  \hspace{1cm} (2.4)

In order to find the infinitesimal increments of the derivatives we need to differentiate (2.3) and multiply by $\delta t$ on both sides, yielding

$$\nabla \phi_t + \nabla u \cdot \nabla \phi + u \cdot \nabla (\nabla \phi) = 0,$$

$$\nabla \psi_t + \nabla u \cdot \nabla \psi + u \cdot \nabla (\nabla \psi) = 0.$$  \hspace{1cm} (2.4)

Again multiplying by $\delta t$ on both sides in order to obtain the infinitesimal increments of the gradient terms, giving

$$\delta \nabla \phi + (\nabla \delta x)^T \nabla \phi + (D^2 \phi) \delta x = 0,$$

$$\delta \nabla \psi + (\nabla \delta x)^T \nabla \psi + (D^2 \psi) \delta x = 0,$$

where $D^2 \phi$ is the Hessian of $\phi$.

The virtual work can then be calculated as follows:

$$\delta E = \int_{\Omega} \left( \frac{\partial W}{\partial \phi} \delta \phi + \frac{\partial W}{\partial \phi} \delta \nabla \phi + \frac{\partial W}{\partial \psi} \delta \psi + \frac{\partial W}{\partial \nabla \psi} \delta \nabla \psi \right) dx$$

$$= \int_{\Omega} \gamma_1 \left( \frac{\psi - 1}{2} \right)^2 \left( \phi^2 - 1 \right) \delta \nabla \phi \left( \frac{\psi - 1}{2} \right)^2 \delta x + \int_{\Omega} \epsilon_1 \gamma_1 \nabla \phi \left( \frac{\psi - 1}{2} \right)^2 \delta x + \int_{\Omega} \gamma_1 \left( \frac{(\psi^2 - 1) \psi - 1}{2} \right) \left( \frac{\psi - 1}{2} \right) \delta \nabla \psi \left( \frac{\psi - 1}{2} \right) \delta x + \int_{\Omega} \gamma_2 \nabla \psi \left[ - (\nabla \delta x)^T \nabla \psi - (D^2 \psi) \delta x \right] dx$$

$$= - \int_{\Omega} \gamma_1 \left( \frac{\psi - 1}{2} \right)^2 \nabla \phi \left( \frac{\phi^2 - 1}{4 \epsilon_1} \right) \delta x - \int_{\Omega} \epsilon_1 \gamma_1 \left[ \left( \frac{\psi - 1}{2} \right)^2 \nabla \phi \otimes \nabla \phi \right] \nabla \delta x$$

$$- \int_{\Omega} \epsilon_1 \gamma_1 \left( \frac{\psi - 1}{2} \right)^2 \nabla \nabla \phi \delta x - \int_{\Omega} \nabla \phi \left( \frac{\psi^2 - 1}{2} \right)^2 \delta x$$

$$- \int_{\Omega} \gamma_1 \nabla \left[ \left( \frac{\psi - 1}{2} \right)^2 \left( \frac{\psi - 1}{2} \right) \delta \nabla \phi \left( \frac{\psi - 1}{2} \right)^2 \delta x$$

$$- \int_{\Omega} \epsilon_2 \gamma_2 \nabla \psi \otimes \nabla \psi \nabla \delta x - \int_{\Omega} \epsilon_2 \gamma_2 \nabla \psi \delta x.$$
Here, $\nabla$ denotes the gradient with respect to $x$. We note that the boundary terms in the above derivation are all zero since we assume natural boundary conditions (so that the solution in the interior at the interfaces is not effected by a particular choice).

An integration by parts then gives

$$\delta E = \int_{\Omega} \left[ -\nabla W(\phi, \nabla \phi, \psi, \nabla \psi) \delta x - \left( \frac{\partial W}{\partial \nabla \phi} \otimes \nabla \phi + \frac{\partial W}{\partial \nabla \psi} \otimes \nabla \psi \right) \nabla \delta x \right] dx$$

$$= \int_{\Omega} -\nabla \left( W I - \frac{\partial W}{\partial \nabla \phi} \otimes \nabla \phi - \frac{\partial W}{\partial \nabla \psi} \otimes \nabla \psi \right) \delta x dx,$$

where $I$ is the identity matrix. The above gives the induced elastic force due to the interfacial mixing energy. Assuming the mixture of incompressible fluids such that $\nabla \cdot \delta x = 0$, the elastic stress tensor is uniquely determined up to an isotropic stress tensor, $f(x)I$. Therefore, the elastic stress tensor due to the mixing energy becomes

$$\sigma^e = W I - \frac{\partial W}{\partial \nabla \phi} \otimes \nabla \phi - \frac{\partial W}{\partial \nabla \psi} \otimes \nabla \psi + f(x)I.$$

We note that both isotropic tensors above can be absorbed into the pressure gradient term, which leads to the simplified equation

$$\tilde{\sigma}^e = -\frac{\partial W}{\partial \nabla \phi} \otimes \nabla \phi - \frac{\partial W}{\partial \nabla \psi} \otimes \nabla \psi$$

$$= -\gamma_1 \varepsilon_1 \left( \frac{\psi - 1}{2} \right)^2 \nabla \phi \otimes \nabla \phi - \gamma_2 \varepsilon_2 \nabla \psi \otimes \nabla \psi.$$

We omit this dependence on tilde in the remainder of the paper, i.e., we use $\sigma^e$ for the simplified stress tensor. We mention that the definition of incompressibility is given by $J = \det \frac{\partial x}{\partial X} = 1$, which is equivalent to the usual divergence free assumption on the velocity field. Further, we note that a variation with respect to the domain can be used to account for this constraint, as discussed in [23].

Next, we add the dissipative terms to the system, namely the viscous stress tensor $\sigma^v = \frac{1}{2}(\nabla u + (\nabla u)^T)$ with the viscosity coefficient $\mu$. We also introduce the dissipation terms $\frac{\delta E}{\delta \phi}$ and $\frac{\delta E}{\delta \psi}$ into the convection relaxation equations for $\phi$ and $\psi$, with $M_1$ and $M_2$ denoting the rate coefficients for the relaxation at the interfaces. The resulting system of PDEs is now as follows

$$\rho \left( u_t + u \nabla u \right) + \nabla p = \lambda \nabla \left( \sigma^e + \sigma^v \right), \quad (2.5)$$

$$\phi_t + u \nabla \phi = -M_1 \frac{\delta E}{\delta \phi}, \quad (2.6)$$

$$\psi_t + u \nabla \psi = -M_2 \frac{\delta E}{\delta \psi}, \quad (2.7)$$
where
\[
\begin{align*}
\frac{\delta E}{\delta \phi} &= -\gamma_1 \left\{ \varepsilon_1 \nabla \left[ \left( \frac{\psi - 1}{2} \right)^2 \nabla \phi \right] - \frac{1}{\varepsilon_1} \left( \frac{\psi - 1}{2} \right)^2 (\phi^2 - 1) \phi \right\}, \\
\frac{\delta E}{\delta \psi} &= -\gamma_2 \left\{ \varepsilon_2 \Delta \psi - \frac{1}{\varepsilon_2} (\psi^2 - 1) \psi \right\} + \gamma_1 \varepsilon_1 \frac{\psi - 1}{2} \left\{ \frac{1}{2} |\nabla \phi|^2 + \frac{1}{4\varepsilon_1} (\phi^2 - 1)^2 \right\}.
\end{align*}
\]

The left hand side of (2.5) comes from Newton’s law, while for Eqs. (2.6) and (2.7) the left hand sides represent the material derivatives of the phase-field variables, which serves as labeling for the individual materials. The right-hand side of (2.5) represents the induced forces corresponding to the presence of different species. The other two right sides come from the relaxation. Moreover, the above convection-relaxation Eqs. (2.6) and (2.7) can be interpreted as a fastest decent method for the energy. Recall that the coefficients $M_1$ and $M_2$ determine the rates of the relaxation. The total system is thus dissipative with the governing energy law derived by multiplying (2.5) by $u$, (2.6) by $\delta E/\delta \phi$ and (2.7) by $\delta E/\delta \psi$, integrating and adding the results together, and then integrating by parts once again:
\[
\frac{dE}{dt} = -\int_{\Omega} \left( \mu |\nabla u|^2 + \lambda M_1 |\frac{\delta E}{\delta \phi}|^2 + \lambda M_2 |\frac{\delta E}{\delta \psi}|^2 \right) dx. \tag{2.8}
\]

An a priori estimate of the solution then follows from the energy law:
\[
\begin{align*}
u &\in L^\infty \left( 0, T, L^2(\Omega) \right) \cap L^2 \left( 0, T, H^1(\Omega) \right) \\
\psi &\in L^\infty \left( 0, T, H^1(\Omega) \right) \cap L^2 \left( 0, T, H^2(\Omega) \right)
\end{align*}
\]

However, the regularity of $\phi$ can not be determined from the energy law because of the (possibly) degenerate pre-factor $(\psi - 1)^2/4$.

The parameters $M_1$ and $M_2$ can be viewed as the relaxation of the kinematic equations of the phase variables $\phi$ and $\psi$. When they are zero, the phase variables satisfy the pure transport equations, and, hence the conservation of mass laws. With nonzero $M_1$ and $M_2$, the evolution equations become parabolic, which ensures sufficient smoothness and regularity of the solutions. The latter also leads generally to the convergence of numerical schemes for these equations. Moreover, the specific (variational) forms of these terms also guarantee the added regularization are consistent with the energetic dissipation relations, and at the same time, preserve the transition layer profiles of the interfaces.

Remark 2.1. In simulations one can “turn off” the fluid by setting the velocity to zero in which case the motion is purely driven by mean curvature [7]. In similar ways, we can add other mechanisms to adapt to various models.

Remark 2.2. We mention that we can also set $M_1$ and $M_2$ to zero to reflect the pure transport kinematics. Analytical results on the zero Weissenberg number case can be found in [16, 17]. Although this case is of great interest in certain applications, simulation of the pure transport equation is beyond the scope of the current paper.
3. Multi-phase simulations

In this section, we use numerical simulations to illustrate the applicability of our PFM for various multi-phase models.

3.1. Force Balance

To begin, we consider three different phases of materials as shown in Fig. 1. In the absence of external forces and fluid effects, the dynamics of the system are driven purely by forces due to surface tensions induced from the mixing energy $E[\phi, \psi]$. An imbalance of forces at the three-phase contact line will thus drive the morphology until the forces are balanced. For example, if the surface tensions on the interfaces are equal, i.e. $\gamma_1 = \gamma_2$, then at equilibrium all three angles formed by the phases at the junction point are equal (120°).

To model this system numerically, we omit the fluid equations in (2.5) and use piecewise linear finite elements for the equations for $\phi, \psi$ spatially with homogenous natural boundary conditions for the phase fields. We note that, generally, the boundary conditions on the outside domain do not have much of an effect on the behavior of the solution at the interfaces.

Temporally, we use a fully implicit newton iteration. The discretized system is

$$
\frac{\phi_h^{\text{new}} - \phi_h^n}{\Delta t} = M_1 \gamma_1 \nabla \left[ \left( \frac{\psi_h^n - 1}{2} \right)^2 \nabla \phi_h^{\text{new}} \right]
$$

$$
- M_1 \gamma_1 \frac{1}{\varepsilon_1} \left( \frac{\psi_h^n - 1}{2} \right)^2 \left[ \left( (\phi_h^{\text{old}})^2 - 1 \right) \phi_h^{\text{old}} + (3(\phi_h^{\text{old}})^2 - 1)(\phi_h^{\text{new}} - \phi_h^{\text{old}}) \right],
$$

$$
\frac{\psi_h^{\text{new}} - \psi_h^n}{\Delta t} = M_2 \gamma_2 \left[ \Delta \psi_h^{\text{new}} - \frac{1}{\varepsilon_1} \left( (\psi_h^{\text{old}})^2 - 1 \right) \psi_h^{\text{old}} - \frac{1}{\varepsilon_1} (3(\psi_h^{\text{old}})^2 - 1)(\psi_h^{\text{new}} - \psi_h^{\text{old}}) \right]
$$

$$
- M_2 \gamma_1 \frac{1}{\varepsilon_1} \left( \frac{\psi_h^{\text{new}} - 1}{2} \right) \left[ \frac{1}{2} \left| \nabla \phi_h^n \right|^2 + \frac{1}{4\varepsilon_1^2} \left( (\phi_h^n)^2 - 1 \right)^2 \right].
$$

Here, $\Delta t$ is the time step; $\phi_h^n$ and $\psi_h^n$ are the finite element solutions at previous time steps $t_n$; and $\phi_h^{\text{new}}, \phi_h^{\text{old}}, \psi_h^{\text{new}}$ and $\psi_h^{\text{old}}$ are the Newton iterates at time step $t_{n+1}$. The discrete equations lead to symmetric yet possibly indefinite linear systems to solve at each time step for both $\phi$ and $\psi$. Our choice of solver is an ILU(0)-preconditioned GMRES method [21]. To track the moving interfaces throughout a simulation we use adaptive mesh coarsening and refinement [11] based on the Kelly error estimator [13], defined as follows

$$
e^2 = \sum_{i=1}^{N_h} \frac{h}{24} \int_{\partial \Omega_i^h} J^2 ds,$$

where $J$ is the jump across the element boundary in the finite element approximation to the gradient. Here, $\{ \Omega_i^h \}_{i=1}^{N_h}$ is the partition of the computational domain. In the
simulation we compute the Kelly error estimator for the linear combinations of $\phi$ and $\psi$ and refine those elements with the largest estimated errors that together make up 80 percent of the error and coarsen those cells of the error that account for a combined 10 percent of the smallest error (see Fig. 3 for an illustration).

The computational domain in this simulation is $[0, 1] \times [0, 1]$, with the parameters set as $\mu = 1.0$, $\Delta t = 0.1$, $\varepsilon_1 = \varepsilon_2 = 0.01$, and $M_1 = M_2 = 0.001$. The surface tensions $(\gamma_1, \gamma_2)$ are chosen as $(1.0, 1.0)$, $(1.5, 1.0)$ and $(1.0, 1.5)$ for three simulation cases. The initial conditions for the simulation are set as

$$
\phi(x, y) = \begin{cases} 
-1 & x < 0.5 \\
+1 & x > 0.5 
\end{cases} \quad \text{and} \quad
\psi(x, y) = \begin{cases} 
-1 & y < 0.4 \\
+1 & y > 0.4 
\end{cases}.
$$

The results of three numerical tests for various choices of the surface tensions are provided in Fig. 2. We note that, as expected, the angles between phases at the three-phase contact line increase as the surface tension decreases relative to its value on the other interfaces.
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Figure 2: Force balance at the three-phase contact line in equilibrium for different choices of surface tensions $\gamma_1$ and $\gamma_2$: 2(a): $\gamma_1 = \gamma_2 = 1.0$; 2(b): $\gamma_1 = 1.5$, and $\gamma_2 = 1.0$; 2(c): $\gamma_1 = 1.0$, and $\gamma_2 = 1.5$. In each case, the three dihedral angles and the three surface tensions $(\gamma_1, \gamma_2, \text{and } \gamma_2)$ form a Neumann’s triangle.

### 3.2. A Rising Bubble

The second application we consider is a model of a rising fluid bubble penetrating an interface formed by two different fluids, where now we label the fluid bubble by $\{\psi = 1\}$ and the region outside of it by $\{\psi = -1\}$. The two other fluids are then distinguished by an additional phase-field labeling function $\phi$. We increase the densities of the outside fluids to induce a buoyancy which moves the bubble upward. Further, we mention that to avoid the complications that arise from variable densities, we adopt the Boussinesq approximation [18]. Additionally, we assume a low Reynolds number for the flow and thus replace the Navier-Stokes equations with the Stokes equations.
With these simplifications, the multi-phase model reduces to
\[ -\mu \Delta u + \nabla P = -\lambda \nabla \left\{ \tilde{\gamma}_1 \left( \frac{\psi - \frac{1}{2}}{2} \right)^2 \nabla \phi \otimes \nabla \phi + \tilde{\gamma}_2 \nabla \psi \otimes \nabla \psi \right\} + f_{\text{bouss}}, \quad (3.1) \]
\[ \nabla \cdot u = 0, \quad (3.2) \]
\[ f_{\text{bouss}} = -(1 + \psi) (\rho_{\text{bubble}} - \rho_0) g - (1 - \psi) [(1 + \phi) (\rho_1 - \rho_0) + (1 - \phi) (\rho_2 - \rho_0)] g. \quad (3.3) \]

Here, \( \rho_0 \) is the background density and its difference from the actual densities (\( \rho_{\text{bubble}}, \rho_1, \) or \( \rho_2 \)) gives rise to the buoyancy force, with \( \rho_{\text{bubble}} \) denoting the density of the fluid in the bubble and \( \rho_1 \) and \( \rho_2 \) denoting the densities of the other two fluids. The resulting system involves Eqs. (2.6), (2.7), and (3.1) - (3.3). We discretize the Stokes system with natural boundary conditions using Taylor-Hood finite elements [2], a well-known stable pair of elements for the velocity and pressure unknowns. The discretization then becomes

\[
\left\langle \left( 1 + \frac{\Delta t M_1 \gamma_1}{\varepsilon^2_1} (3 (\phi_h^{\text{old}})^2 - 1) \left( \frac{\psi_h - \frac{1}{2}}{2} \right)^2 \right) \phi_h^{\text{new}}, \eta \right\rangle 
+ \left\langle \Delta t M_1 \gamma_1 \left[ \left( \frac{\psi_h - \frac{1}{2}}{2} \right)^2 \nabla \phi_n^{\text{old} + 1}, \nabla \eta \right] + \left\langle \Delta t (u_h^{\text{old}} \cdot \nabla \phi_h^{\text{new}}), \eta \right\rangle 
= \left\langle \phi_n - \frac{\Delta t M_1 \gamma_1}{\varepsilon^2_1} \left( \frac{\psi_h - \frac{1}{2}}{2} \right)^2 (2 (\phi_h^{\text{old} + 1})^2) \phi_h^{\text{new}}, \eta \right\rangle, 
\right. \]
\[
\left. \left\langle 1 + \frac{\Delta t M_2 \gamma_2}{\varepsilon^2_1} (3 (\phi_h^{\text{old}})^2 - 1) + \frac{1}{2} \Delta t M_2 \gamma_1 \left( \frac{1}{2} |\nabla \phi|^2 + \frac{1}{4 \varepsilon_1^2} (\phi^2 - 1)^2 \right) \right] \psi_h^{\text{new}}, \eta \right\rangle 
+ \left\langle \Delta t M_2 \gamma_2 \nabla \psi_{n + 1}, \nabla \eta \right\rangle 
+ \left\langle u_h^{\text{old} + 1}, \psi_h^{\text{new}}, \eta \right\rangle 
= \left\langle \psi_h^{\text{old} + 1} + \frac{\Delta t M_2 \gamma_2}{\varepsilon_1^2} (2 (\phi_h^{\text{old}})^3) + \Delta t M_2 \gamma_1 \left[ \frac{1}{2} |\nabla \phi_h^{\text{old}}|^2 + \frac{1}{4 \varepsilon_1^2} (\phi_h^{\text{old}})^2 - 1 \right]^2 \right] \right\rangle, \eta, 
\right. \]
\[
\mu \left\langle \nabla u_h^{\text{old}}, \nabla w \right\rangle + \left\langle \nabla p_h^{\text{old}}, w \right\rangle 
= \lambda \left( \left( \frac{\psi_h - \frac{1}{2}}{2} \right)^2 \nabla \phi_h^{\text{old} + 1} \phi_h^{\text{old} + 1} + \nabla \psi_h^{\text{old} + 1} \phi_h^{\text{old} + 1} \right), \nabla w \right\rangle + \left\langle f_{\text{ext}}, w \right\rangle, \right. \]

and
\[ \left\langle \nabla \cdot u_h^{\text{old}}, q \right\rangle = 0, \]
where \( w \) is a \( P_2 \) test function and \( q \) and \( \eta \) are \( P_1 \) test functions.

Permuting the equations such that the pressure unknowns appear after the velocities, the stiffness matrix for Stokes equations has the following block structure
\[
\begin{pmatrix} A & B^T \\ B & 0 \end{pmatrix} \begin{pmatrix} u \\ p \end{pmatrix} = \begin{pmatrix} f \\ g \end{pmatrix}. \]
Figure 3: Rise of a fluid bubble ($\psi = 1$) that penetrates a fluid-fluid interface ($\phi = 0$ and $\psi = -1$). The computational domain is $[0, 1] \times [0, 3]$ in all the eight subplots. The adaptive mesh refinement and coarsening for the Kelly error estimator are plotted as well.

A step of block Gaussian Elimination then gives

$$\begin{align*}
BA^{-1} B^T p &= BA^{-1} f - g, \\
Au &= f - B^T p.
\end{align*}$$

The Pressure Schur Complement of the system $S = BA^{-1} B^T$ ([24]) then plays the central role in the linear algebra. Fortunately, the discrete Laplacian operator $A$ is symmetric and positive definite and $B$ has full row rank, an observation that leads to a variety of effective preconditioners for this system. Our basic solver consists of the
following block preconditioner for GMRES iterations:

\[ P = \begin{pmatrix} A & 0 \\ B & -S \end{pmatrix}, \]

or equivalently

\[ P^{-1} = \begin{pmatrix} A^{-1} & 0 \\ S^{-1}BA^{-1} & -S^{-1} \end{pmatrix}, \]

so that

\[ P^{-1} \begin{pmatrix} A & B^T \\ B & 0 \end{pmatrix} = \begin{pmatrix} I & A^{-1}B^T \\ 0 & I \end{pmatrix}. \]

We note that this preconditioner is attractive as it reduces the task of inversion of an indefinite system to that of solving symmetric and positive definite systems with smaller problem sizes. Of course, direct inversion of \( A \) is impractical and thus we use a mass matrix \( M_p \) instead in defining the preconditioner.

The parameters of our tests are set as follows: \( \Delta t = 0.01, \gamma_1 = \gamma_2 = 0.1, g = (0, 40)^T, \lambda = 0.01, M_1 = M_2 = 0.001, \rho_{\text{bubble}} - \rho_0 = 1, \) and \( \rho_1 = \rho_2 = \rho_0. \) The gravitational force \( g \) is assigned a large value because the Allan-Cahn dynamics of our model do not preserve the volumes of the phases. Generally, the diffusion effect will eventually cause the bubble to shrink over time. This shrinking effect can be controlled numerically by increasing \( g \) [18], i.e., by reducing the elapsed time in the numerical experiment. We note in addition that the system can lead to instabilities as a consequence of over- or under-estimating the mobility, which can lead to negative diffusion. In our tests we use a uniformly small and tuned step size \( \Delta t \) to avoid this. More generally, adaptive in time and split-step schemes [5] that use a linearly implicit component and an analytic step to integrate out the variable mobility can be used to reduce the costs and, hence, runtime of the simulation.

Fig. 3 shows the upward motion of a fluid bubble (\( \psi = 1 \)) that penetrates a fluid-fluid interface (\( \phi = 0 \) and \( \psi = -1 \)). The computational domain is \([0, 1] \times [0, 3]\) in all the eight subplots. Subplot 3(a) shows the initial configuration, where the bubble is immersed in the lower fluid, the fluid-fluid interface is horizontal, and all the fluids are at rest. Subplot 3(b) shows that the fluid-fluid interface is displaced by the approaching bubble in drift motion. Accompanying the continuous rise of the bubble, the interface breaks to two pieces, with two three-phase contact lines formed at the surface of the bubble, as shown in subplot 3(c). These two three-phase contact lines then move downward relative to the surface of the rising bubble, as shown in subplots 3(d) and 3(e). It is observed that in this stage, the bubble exhibits appreciable deformation, a manifestation of viscoelasticity that arises from a balance between viscous and capillary forces. Subplots 3(e) and 3(f) show that the two three-phase contact lines merge as they both reach the stretched bottom of the bubble. Consequently, the fluid-fluid interfaces, once separated by the intervening bubble, are joined to form one interface, which is immediately detached from the bubble. After this pinch off, the bubble continues to rise in the upper fluid, with a reduced deformation due to the detachment of
the three-phase contact lines from the bubble surface, as shown in subplots 3(f) and 3(g). Meanwhile, the surface tension of the fluid-fluid interface drives it toward the initial (horizontal) profile. In the last subplot 3(h), the fluid-fluid interface is already very close to its initial profile, while the bubble, with its upward motion stopped by the impermeable boundary, shows an expected deformation.

3.3. Investigation of slip

As a last application, we incorporate slip effects into a simulation. Traditionally, the slip phenomena has been accounted for by specifying certain boundary conditions. For example, the following Stokes equations with the so-called Navier boundary condition [15]

\[-\mu \Delta u + \nabla p = 0 \quad \text{in } \Omega,\]
\[2\mu \epsilon(u)_{n\tau} = \beta u_{\tau}^{\text{slip}} \quad \text{on } \partial\Omega,\]

can be formulated as the following variational problem [20]

\[
\min_{\{u : \nabla \cdot u = 0\}} \left\{ \int_{\Omega} 2\mu \epsilon(u) : \epsilon(u) \, dx + \int_{\partial\Omega} \beta \left( u_{\tau}^{\text{slip}} \right)^2 \, dS \right\},
\]

where \(\epsilon(u) = \frac{\nabla u + (\nabla u)^T}{2}\) is the symmetric part of the velocity gradient. Hence, we can see that the slip boundary conditions contribute to the dissipation functional. In our diffuse interface model, we assume slip is induced by a thin layer (a diffuse interface associated with one of the labeling functions, say \(\psi\)) of nearly inviscid fluid that surrounds a solid, as depicted in Fig. 4.

![Figure 4: A schematic illustration for fluid slipping modeled by a fast variation of tangential velocity across a thin layer (diffuse interface) with a small viscosity.](image)

From (3.6), we can see that the slip boundary conditions contributes to additional dissipation on the boundary (the term with \(\beta\)). Moreover, from our treatment of the boundary as a transitional region of the bulk, we interpret such slip boundary effects by introducing a thin transitional region nearby. Formally, we can show that our assumption of a thin layer on a flat plane can approximate the boundary value problem given by (3.4) and (3.5) in terms of the associated energy as follows. The bulk energy dissipation functional is given by

\[
\int_{\Omega} 2\mu \epsilon(u) : \epsilon(u) \, dx.
\]

(3.7)
We assume that in the thin layer illustrated in the picture we have the following velocity profile

\[ u_\tau(x, y) = \frac{y}{\varepsilon} u_{\tau \text{slip}}(x), \quad (3.8) \]
\[ u_n(x, y) = 0. \]

If, in addition, the viscosity is proportional to the interfacial width \( \varepsilon \), such that

\[ \mu = \beta \varepsilon \]

in the thin layer, then using (3.8), the energy dissipation in the thin layer reduces to

\[ \int_{x_{\text{plane}}} \int_{0}^{\varepsilon} \beta \varepsilon \left( \frac{u_{\tau \text{slip}}(x)}{\varepsilon} \right)^2 dy dS(x) = \int_{x_{\text{plane}}} \beta (u_{\tau \text{slip}})^2 dS(x) \]

which is the same as the slip contribution in (3.6). Therefore, asymptotically (with respect to \( \varepsilon \)) the diffuse interface model with small viscosity inside the interface approximates the traditional sharp interface model energetically.

We next consider the effects of our diffuse interface model for slip in an application of a solid ball dropping into a two-phase Stokesian flow. We distinguish the solid and fluid by \( \psi \) and the fluids by \( \phi \). The solid behavior is achieved by assuming a large bulk viscosity in the solid ball. In our implementation, we take

\[ \mu(\psi) = \begin{cases} 
30 & \psi = 1, \\
\varepsilon_2 & |\psi| < 1 
\end{cases} \]

where the larger value of the viscosity (\( \mu = 30 \)) is used to model the solid phase and the smaller (\( \mu = \varepsilon_2 \)) is used to produce the slip effect.

Mathematically, our assumption on viscosity only changes the PDEs of the model slightly to the tensor formulation of the Stokes equations:

\[ 2\nabla \cdot (\mu(\psi)\epsilon(u)) + \nabla p = \nabla \cdot \sigma^e(\phi, \nabla \phi, \psi, \nabla \psi). \]

Numerically, we can thus continue to use an AMG preconditioner based on the stiffness matrix \( \langle \mu(\psi)\nabla u, \nabla w \rangle \), which is spectrally equivalent to the tensor formulation \( \langle 2\mu(\psi)\epsilon(u), \epsilon(w) \rangle \).

Numerical simulations have been carried out for a solid particle that is falling in a two-phase Stokesian flow with and without slip at the solid surface. The results for a slippery particle are shown in Fig. 5 and those for a non-slippery particle are in Fig. 6. It is clearly observed that a slippery surface leads to a more rapid “pinch-off” of the upper fluid from the solid particle. Physically, two contact lines are formed as soon as the falling particle touches the fluid-fluid interface. Accompanying the fall of the particle, the contact lines gradually move upward relative to the solid surface. According
to the Onsager's principle of maximum dissipation [20], fluid slip would facilitate the contact line motion relative to the solid surface. The faster moving contact lines at the slippery surface then lead to an earlier arrival at the top of the particle and consequently a more rapid pinch-off. This also explains the observation that during the moment of penetrating the fluid-fluid interface, there is more upper fluid wrapping the non-slippery particle with slower moving contact lines. To summarize, these observations are consistent with the Onsager principle of least energy dissipation as fluid slip provides a mechanism to reduce the total rate of dissipation.

Figure 5: A solid particle with a slippery surface falling in a binary fluid. Contact lines are formed upon the impact of the particle on the fluid-fluid interface. Accompanying the fall of the particle, the contact lines quickly move upward relative to the particle surface. Upon their arrival at the top of the particle, there is a pinch-off.
4. Concluding remarks

We introduced a diffuse interface model to describe the three-phase dynamics using two phase field variables. The model can be derived through a variational approach to both the conservative and the dissipative parts of the dynamics. The applicability of the model has been demonstrated through simulations for (1) the force balance at the three-phase contact line in equilibrium, (2) a rising bubble penetrating a fluid-fluid interface, and (3) a solid particle falling in a binary fluid, with fluid slip at solid surface taken into account. An interesting application of the present model is to further investigate the effect of particle surface wettability on the impact of the solid particle
on a fluid-fluid interface [10]. For this purpose, the free energy functional needs to be generalized to model the different wettabilities of the two fluid phases on the third (solid) phase. Work in this direction is currently underway.

The applicability of the model was demonstrated by numerical experiments that focused on simplified two-dimensional models of various multi-phase materials. Future work in this direction concerns the development of a three-dimensional parallel code to accurately and efficiently simulate multiple phase materials. This in turn requires further improvements to the numerical models and the numerical algorithms used for approximating the coupled nonlinear system of PDEs. Here, an important issue to consider is how well the numerical energy functional approximates the energy dissipation law. We mention the work in [1] where this issue is studied for a first-order system least squares finite element discretization of the magnetohydrodynamics PDE system.
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