Wavelength-scale errors in optical localization due to spinorbit coupling of light
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The precise determination of the position of point-like emitters and scatterers using far-field optical imaging techniques is of utmost importance for a wide range of applications in medicine, biology, astronomy, and physics [1–3]. Although the optical wavelength sets a fundamental limit to the image resolution of unknown objects, the position of an individual emitter can in principle be estimated from the image with arbitrary precision. This is used, e.g., in stars’ position determination [4] and in optical super-resolution microscopy [5]. Furthermore, precise position determination is an experimental prerequisite for the manipulation and measurement of individual quantum systems, such as atoms, ions, and solid state-based quantum emitters [6–8]. Here we demonstrate that spin-orbit coupling of light in the emission of elliptically polarized emitters can lead to systematic, wavelength-scale errors in the estimate of the emitter’s position. Imaging a single trapped atom as well as a single sub-wavelength-diameter gold nanoparticle, we demonstrate a shift between the emitters’ measured and actual positions which is comparable to the optical wavelength. Remarkably, for certain settings, the expected shift can become arbitrarily large. Beyond their relevance for optical imaging techniques, our findings apply to the localization of objects using any type of wave that carries orbital angular momentum relative to the emitter’s position with a component orthogonal to the direction of observation.

An ideal imaging system with aperture diameter $D$ has an angular resolution $\lambda/D$ where $\lambda$ is the wavelength of the imaging light. Objects with smaller angular diameter cannot be resolved and produce an image given by the point-spread function (PSF) of the optical system. In spite of this so-called diffraction limit, fitting the PSF to the image allows one to estimate its position with a precision that exceeds the diffraction limit, limited only by the image’s signal to noise ratio [9]. The central assumption of this method is that the emitters’ positions in the object plane correspond to the centroid of the PSF measured in the image plane, provided that the optical system is focussed.

It is known that the centroid of the image can be affected by imperfect focussing when the emission pattern of the object is anisotropic, as for a linear dipole. Depending on the orientation of the latter, this may lead to lateral shifts of a few tens of nanometres, i.e., much smaller than the diffraction limit [10, 11]. The resulting localization error can be reduced using polarization analysis [12–14] or dedicated PSF fitting [10, 15–17], and vanishes for a focused image. Localization errors of comparable magnitude can occur when the emission pattern is distorted by near-field coupling to nanoantennas [15, 19].

Here we show that methods for position estimation of emitters can be subject to large fundamental systematic errors when imaging elliptically polarized emitters as a consequence of spin-orbit coupling in the emitted light field. These errors are present even for ideal, focussed, aberration-free imaging systems. Imaging a single trapped atomic ion as well as a single gold nanoparticle that emits light with different elliptical polarizations, we demonstrate a wavelength-scale shift between the measured and actual positions of the emitter. For a wide range of polarizations, this shift is nearly independent of the numerical aperture. However, it can become arbitrarily large for certain polarizations and vanishing numerical aperture. These findings reveal that, even for small numerical apertures, the paraxial approximation is fundamentally inadequate in the context of the centroid estimation method.

In order to understand the physical origin of the image shift, let us consider a circularly polarized dipole emitter rotating in the $x$–$y$ plane, at the centre $O$ of the coordinate system. In this case, the total angular momentum carried by an emitted photon with respect to $O$ is $\pm \hbar \sigma_{z}$, where $\pm$ corresponds to right-handed ($\sigma^+$) or left-handed ($\sigma^-$) polarization of the dipole relative to the $z$ axis, respectively. This total angular momentum can be decomposed into spin and orbital angular momentum, represented by the operators $S_z$ and $L_z$, respectively. The spin and angular momentum components of the dipole field are coupled and their expectation val-
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changes its wavevector distribution. However, the mean centered on the \(x\) axis at the front focal point of a lens with focal length \(f\). We consider a circularly polarized dipole emitter located \([27]\).

Prediction by Charles G. Darwin more than 80 years ago that is offset from the emitter \([21, 26]\), a fact already to this tilt, the photons seem to originate from a position \(\langle \hat{y} \rangle\) and matter \([25]\). For the circularly polarized dipole field, gives rise to intriguing phenomena such as spin-Hall effect \([23, 24]\) and chiral interactions between light and matter \([23]\). For the circularly polarized dipole field, orbital angular momentum manifests as spiral wavefronts in the \(x-y\) plane (Fig. 1). Hence, the local wavevectors are tilted with respect to the radial direction and the linear momentum per photon has an azimuthal component with expectation value \(\langle \hat{p}_\phi(r) \rangle = \langle L_z \rangle / r = \pm \hbar / r\). Due to this tilt, the photons seem to originate from a position that is offset from the emitter \([21] [20]\), a fact already predicted by Charles G. Darwin more than 80 years ago \([27]\).

To quantify this shift for a typical imaging system, we consider a circularly polarized dipole emitter located at the front focal point of a lens with focal length \(f\), centred on the \(x\) axis. The lens collimates the light and changes its wavevector distribution. However, the mean wavevector \(\langle \hat{k} \rangle\) averaged over the aperture is conserved and the collimated light propagates at an angle

\[
\alpha_{\text{tilt}} = \frac{\langle \hat{p}_\phi \rangle A}{\hbar k} \simeq \pm \frac{\lambda}{2\pi f} \tag{2}
\]

with respect to the optical axis. Here, \(\langle \cdot \rangle_A\) denotes the expectation value per photon within the aperture \(A\) of the lens. The centroid of the intensity distribution at a position \(\langle \hat{y} \rangle\) at a distance \(d\) behind the lens is shifted in the \(y\) direction by \(\langle \hat{y} \rangle = \alpha_{\text{tilt}} d\) (Fig. 1) and the apparent \(y\) position of the dipole in the object plane is shifted by

\[
\Delta y = -\frac{f}{d} \langle \hat{y} \rangle = \mp \frac{\lambda}{2\pi} \tag{3}
\]

This expression holds for any imaging system, replacing \(f/d\) by the magnification factor of the system. To summarize, due to spin-orbit interaction, the light emitted by a circularly polarized \(\sigma^\pm\) dipole carries orbital angular momentum. When imaging in the plane of polarization...
of the dipole, this gives rise to a $\mp \lambda/(2\pi)$ shift of the apparent position of the emitter.

We now generalize the above for an elliptically polarized emitter oscillating in the $x$-$y$ plane. Its polarization state can be written as a superposition of $\sigma^+$ and $\sigma^-$ polarizations $|\psi\rangle = \alpha |\sigma^+\rangle + \beta |\sigma^-\rangle$, with $|\alpha|^2 + |\beta|^2 = 1$. For a small numerical aperture $NA = D/(2f) \ll 1$, the shift of the apparent position of the emitter is (see Methods)

$$\Delta y = -\frac{\lambda}{2\pi} \frac{\Re(\epsilon)}{1 + NA^2|\epsilon|^2/2},$$

where the dipole polarization ratio, $\epsilon = (\alpha + \beta)/(\alpha - \beta)$, is in general complex and $\Re(\cdot)$ denotes the real value. For $\sigma^+$-polarization ($\sigma^-$-polarization) $\epsilon = +1$ ($\epsilon = -1$) and for linear polarization along the $y$ axis ($x$ axis) $\epsilon = 0$ ($\epsilon = \infty$). For circular polarization and $NA \ll 1$ we recover the $\mp \lambda/(2\pi)$ shift derived above. When the axes of the polarization ellipse coincide with the $x$ and $y$ axes, $\epsilon$ is real and the shift is given by

$$\Delta y \simeq -\epsilon \frac{\lambda}{2\pi},$$

as long as $|\epsilon| \ll 1/NA$. Outside of this linear regime, the shift reaches a maximum $\Delta y_{\text{max}} = \pm \lambda/(\sqrt{8\pi}NA)$ for $\epsilon = \pm \sqrt{2}/NA$. Remarkably, this implies that the shift of the apparent position of the emitter can take arbitrarily large positive and negative values for small numerical apertures. For example, with $NA = 0.23$, the distance between the two extremal shifts is as large as the optical wavelength $\lambda$. These large shifts are reached for $\epsilon = \pm 6.3$, i.e., when the polarization of the dipole is almost linear along the optical axis of the imaging system. In this case, the corresponding expectation values of the local orbital angular momentum per photon at the aperture significantly exceed $\hbar$, the total angular momentum per emitted photon. Such ‘supermomentum’ [28] is an example of weak value amplification common to structured optical fields, in which the local expectation value of an operator can take values outside its spectrum where the field is weak [29,30]. We note that there is a close connection between the observed weak value amplification and the appearance of momentum vortices in the emitted light field. This connection is shown in Extended Data Fig. [1] which plots the field distribution of the emitted light for different polarization states of the emitter. The plots also provide a graphical illustration for the polarization ratio $\epsilon$ which yields the maximum shift of the apparent position: This maximum shift is reached once the momentum vortices enter the field collected by the imaging lens. The centroid determination can be interpreted as a measurement of the weak value of the photons’ orbital angular momentum (see Methods). Finally, we note that the predicted shifts also occur for large numerical apertures and that Eq. [5] remains approximately valid provided that $|\epsilon| \lesssim 1$ (see Methods).

We study the predicted shifts by imaging a single atom — a fundamental quantum emitter — and a single sub-wavelength scale nanoparticle. In the first experiment, we confine a $^{138}$Ba$^+$ atomic ion in a Paul trap and image fluorescence from the dipole transition at $\lambda_1 = 493.41$ nm (Fig. [2]h) using an imaging system with magnification $M_s = 3.40(7)$ and $NA = 0.40$ (see Methods). A bandpass filter and a polarizer are used to collect light selectively from one of the spontaneous decay channels of the excited state, corresponding to the emission from either a $\sigma^+$ or a $\sigma^-$ dipole (see Methods).

We estimate the emitter’s position from each image by fitting a 2D Gaussian function, which is a suitable approximation to the PSF in the measured regime [31] (see Methods). Fig. [3]a-c show the results for a total measurement time of 3 hours. We observe a displacement between the $\sigma^+$ and $\sigma^-$ emissions of $158(4)$ nm in the object plane, in agreement with the expected value $\lambda_1/\pi = 157.1$ nm.

As it is demanding to generate an arbitrarily polarized emission from a single atom, we extend the study to the case of a general elliptical polarization in a separate experiment where we image the light scattered by a single sub-wavelength-sized spherical gold nanoparticle. Such particles are used as labelling agents for super-resolution microscopy in biological research [32,33]. Being a spherically symmetric emitter, the polarization of a nanoparticle’s dipole always coincides with the polarization of the illuminating field, which can be controlled precisely. We place a 100 nm-diameter gold nanoparticle in the centre of a glass sphere with refractive index $n = 1.46$ by depositing it on an optical nanofibre [34] and surrounding it by two fused silica 2.5 mm-radius hemispherical solid immersion lenses. The $\sim 200$ nm gap between the lenses is filled with index matching oil to prevent any reflection near the particle from either the nanofibre or the lenses. The nanoparticle is illuminated by a laser beam (vacuum wavelength $\lambda_2 = 685$ nm) with adjustable polarization and the scattered light is imaged onto a CCD camera through the sphere and a microscope (Fig. [2]b). To test the dependence of the position shift on the NA, two different microscope objectives are used with the same nominal magnification but different numerical apertures, resulting in $NA = 0.41$ and $NA = 0.61$ when including the silica sphere, and magnifications 21.9(2) and 20.1(1), respectively. The apparent displacement of the nanoparticle is measured by fitting a 2D Gaussian function to its image (see Methods), using alternatively the beam with adjustable polarization and a linearly polarized reference beam. The measurements, averaged over 125 individual realisations for each polarization setting, are shown in Fig. [3]. For $|\epsilon| < 2$, within our experimental errors, we observe a very good agreement of our measurements with the expected linear increase of the displacement with $\epsilon$, independent of the numerical aperture. For larger $|\epsilon|$, the linear approximation is not valid and the experimental data follows approximately the theoretical prediction from Eq. [4] (dashed lines). The apparent positions of the nanoparticle imaged with right and left circular polarizations ($\epsilon = \pm 1$) are displaced rel-
Figure 3: Apparent displacement of the emitters. **a, c,** Measured images (normalized to maximum pixel count rate) of a single atom for the $\sigma^-$ and $\sigma^+$ transitions. The blue lines and blue points indicate the centroid of the image obtained by a 2D Gaussian fit to the data. The orange circle represents the $1\sigma$-width. **b,** Zoom of the centre of images **a** and **c.** The two blue points show the centroid position of the fitted $\sigma^-$ (upper point) and $\sigma^+$ (lower point) images. **d,** Vertical cross section of the Gaussian fits for $\sigma^+$ (green dashed curve, left scale) and $\sigma^-$ (red dashed curve, left scale) polarizations. The orange curve shows the difference of both fits (right scale). **e,** Measured images of the nanoparticle for $\epsilon = \pm 2.1$ and $\epsilon = 0$ for NA = 0.41. The white cross indicates the position of the nanoparticle obtained from the reference image. The dashed circle with a diameter of 500 nm indicates the $1\sigma$-width of the image obtained from a Gaussian fit and is centred around the apparent position of the nanoparticle. **f,** Relative displacement of the image of the particle as a function of $\epsilon$, measured for two different NAs. The error bars indicate the $1\sigma$ statistical error. The dashed curves are the theoretical predictions of Eq. (4) and the solid curves are the displacements obtained by simulations of the image process taking into account that the centroid of the images are obtained from a Gaussian fit (see Methods). The dashed grey lines show the case of circularly polarized emitters.

Our findings may affect super-resolution microscopy techniques, which achieve resolutions two orders of magnitude smaller than the systematic shifts demonstrated here [35, 36]. For instance, the determination of the position of an emitter with NA = 1, at a wavelength of $\lambda \approx 628 \text{ nm}$ with an accuracy of 1 nm, requires the scattered light to be more than 99.99 % linearly polarized ($|\mathcal{R}(\epsilon)| < 0.01$, see Methods). For larger $\epsilon$, an accuracy of, e.g., 1 nm could still be reached by employing an algorithm that not only uses position but also polarization of the dipole as fit parameters for the recorded point-spread function. However, in order to reach the necessary signal-to-noise ratio, this higher dimensional fit requires one to increase the light-collection time by more than 4 orders of magnitude compared to the case of an optimally coupled linear dipole (see Methods and Extended Data Fig. 2f). The residual contributions of elliptical polariza-
tions that give rise to the presented effect are in general difficult to avoid in realistic situations, and therefore, the discussed systematic fundamental error is always present (see Methods).

On the positive side, the polarization-dependent shift could be used, e.g., in arrays of optically trapped particles [37], where the apparent location of each particle would give access to the local polarization of an inhomogeneous exciting field; conversely, in the case of an homogeneous exciting field, the shift would allow to sense local physical parameters affecting the polarizability of the particles, such as the direction of the magnetic field. The demonstrated effect is relevant beyond optical imaging, as it will occur for any kind of wave carrying transverse orbital angular momentum. Thus, it may affect the localization of remote objects imaged with radar or sonar techniques [38, 39], or even alter the apparent position of astronomical objects detected through their emission of gravitational waves [40, 41].
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I. CALCULATION OF THE CENTROID POSITION IN OPTICAL IMAGING

Wavefronts of the radiated imaging

The electric field emitted by an optical dipole located at the origin \((r = 0)\) that oscillates with angular frequency \(\omega\) is given by

\[
\Psi(r, t) = -\frac{\omega^2}{4\pi\epsilon_0 c^2} \frac{e^{i(kr - \omega t)}}{r^3} (r \times \mu) \times r \tag{1}
\]

in the far field \((|r| \gg \lambda)\), where \(\mu = \mu e_\mu\) is the complex vector amplitude of the electrical dipole and \(k = 2\pi/\lambda\) where \(\lambda\) is the wavelength of the emitted light. From Eq. (1), it is possible to derive an expression for the wavefronts, i.e. the surfaces of constant phase of the electromagnetic wave. For a linearly polarized dipole (a dipole with zero expectation value for its angular momentum) the wavefronts are spheres given by \(r_{wf} = \frac{\omega t}{k} + \text{const.}\), whereas for a \(\sigma^+\) or \(\sigma^-\) polarized dipole that radiates waves with total angular momentum per photon of \(\pm \hbar\) with respect to the \(z\) axis, the wavefronts in the \(x-y\) plane are given by the parametric equation

\[
r_\pm(\phi) = \frac{\pi \omega t + \omega t}{k} + \text{const.} \tag{2}
\]

This corresponds to an Archimedean spiral rotating around the \(z\) axis, with the same rotation sense as the dipole.

Angular momentum and imaging

For any point in space, we can assign a local orbital angular momentum to the light field, which can be calculated by applying the operator

\[
\hat{L} = r \times \hat{p}, \tag{3}
\]

on the wave function, where \(\hat{p} = -i\hbar \nabla\) is the momentum density operator. The local orbital angular momentum per photon can be measured by sending the light through an aperture at position \(r_0\). Measuring the displacement \(\langle q \rangle\) of the centre of mass of the far-field image from the optical axis \(e_r\) at distance \(d\) from the aperture gives the expectation values of the transverse linear momentum components \(\langle \hat{p}_q^w \rangle\) per photon at the position of the aperture, where \(q = (x, y, z)\) are the Cartesian coordinates with respect to the dipole at the origin. The relation between angular momentum and displacement is given by

\[
\langle q \rangle = \frac{d}{\hbar k} \langle \hat{p}_q^w \rangle = \frac{d}{\hbar k} r_0 \langle \hat{L}_q^w \rangle. \tag{4}
\]

This measurement can be interpreted in the framework of weak measurements, where the centre of mass in the image plane is proportional to the weak value of the photons’ orbital angular momentum (or the transverse linear momentum) at the aperture, which are given at the position of the first lens by \([45]\)

\[
\langle \hat{L}_q^w \rangle = r_0 \cdot \langle \hat{p}_q^w \rangle = r_0 \cdot \frac{\langle \tilde{\Psi}_{\text{post}} | \hat{p}_q | \Psi \rangle}{\langle \tilde{\Psi}_{\text{post}} | \Psi \rangle}, \tag{5}
\]

where \(\tilde{\Psi}_{\text{post}}\) is the part of the wavefunction that passes the aperture (the post-selected state).

In other words, the orbital angular momentum components transverse to the optical axis result in a transverse linear momentum at the aperture that leads in turn to a displacement of the diffracted beam in the far field. The local angular momentum per photon can exceed \(\hbar\) where the field is weak (so-called ‘supermomentum’) \([46]\). The centre of mass of the far-field image can be considered as a measurement of the weak value of the angular momentum of the light that passes through the aperture.

In realistic imaging systems, a lens is included at the position of the aperture such that the emitter is in the focal plane at distance \(f\) from the aperture. An ideal lens applies a phase transformation to light that passes the aperture, such that any wave originating from a single point in the focal plane is transformed into a plane wave. For any such wave, the average wavevector and thus the average transverse momentum is conserved.

Calculation of the image centroid

For the derivation of the displacement of the centroid of the image in a typical imaging system, we start with the
above relation between angular momentum and transverse linear momentum when our objective has an aperture with diameter \( D \). We consider the situation where the angular momentum of the light is fully transverse to the optical axis of the imaging system (\( x \) axis) and we set our quantization axis (\( z \) axis) along the angular momentum direction. The imaging system consists of an objective with focal length \( f \) located at a distance \( f \) from the emitter. In this situation, the electric fields of the three elementary dipoles \( \pi, \sigma^+ \) and \( \sigma^- \) at the objective are, for small aperture (\( D \ll f \)), given by

\[
\Psi_z(\rho, \phi) = \frac{1}{f} e^i \beta e, \quad (6)
\]

\[
\Psi_{\sigma^\pm}(\rho, \phi) = \frac{1}{\sqrt{2}} \left( \pm e + e^i \beta e \right) e^{i \beta}, \quad (7)
\]

where \( \rho \) and \( \phi \) (\( y \) and \( z \)) are polar (Cartesian) coordinates in the aperture plane, \( e_x, e_y, e_z \) and \( e_{\rho} \) are the unit vectors in the respective direction, \( \varphi = k \sqrt{\rho^2 + f^2} \). \( \Psi_{\sigma^\pm} \) are the parts of the wavepacket that pass through the aperture from the corresponding dipoles. Since the emitter is in the focal plane of the objective, the latter applies the transformation \( e^{i \varphi} \) on the light and removes the phase factor in Eqs. (6) and (7) which we drop in the following. In the case where the light has no orbital angular momentum, the transformation of the objective results in a beam with planar wavefronts perpendicular to the optical axis. Consequently, the light has no linear momentum transverse to the optical axis. For the case where the incoming light has orbital angular momentum along the \( z \) axis, the wavefronts after the objective are tilted with respect to the optical axis and the light has linear momentum in a direction transverse to the optical axis. Measuring the displacement of the wavefront’s centre of mass from the optical axis (\( q \)) at distance \( d \) from the objective (\( d \gg D \)) then corresponds to a measurement of the expectation value of the transverse angular momentum component per photon \( \langle \hat{L}_y \rangle \) or the linear transverse momentum component \( \langle \hat{p}_y \rangle \) of the photons at the position of the aperture where \( q \in (y, z) \). The actions of the momentum operators on the wave are

\[
\hat{\rho}_y \Psi_{\sigma^\pm} = \pm \frac{i \hbar}{f^2 \sqrt{2}} e_q, \quad (8)
\]

as well as \( \hat{\rho}_q \Psi_z = 0 \). Considering the general case of a photon that originates from a superposition of \( \sigma^+ \) and \( \sigma^- \) emission, i.e., \( \Psi = \alpha \Psi_+ + \beta \Psi_- \), we can calculate the weak value in Eq. (3) and obtain

\[
\langle \hat{p}_y \rangle = \frac{\hbar}{f} \frac{\Re(\epsilon)}{1 + |\epsilon|^2 N A^2 / 2}, \quad (9)
\]

\[
\langle \hat{p}_z \rangle = 0. \quad (10)
\]

Here, we defined the numerical aperture \( N A = D/(2f) \) and the complex valued amplitude ratio or dipole polarization ratio \( \epsilon = (\alpha + \beta)/(\alpha - \beta) \) of the two polarization components, with \( |\alpha|^2 + |\beta|^2 = 1 \). Therefore, the wavepacket only exhibits a transverse displacement along the axis in the imaging plane which is perpendicular to the axis of its angular momentum.

**Microscopy set-up**

In a microscopy set-up, the image is not formed at infinity, but a second lens with focal length \( f' \), which we assume to be at a distance \( f' \) from the aperture, is used to form an image at position \( x = 2 f' \). In this case, the expected displacement is obtained by replacing \( d \) by \( f' \). This finally yields for the expected displacement on the screen

\[
\langle \hat{y} \rangle = \frac{1}{\hbar k} \frac{f'}{f} \langle \hat{L}_y \rangle = \frac{\lambda}{2 \pi} f' \frac{\Re(\epsilon)}{1 + |\epsilon|^2 N A^2 / 2}. \quad (11)
\]

Eq. (9) has two noteworthy consequences. First, for small numerical aperture (\( N A \ll |\epsilon| \)) and \( \epsilon \) real, the displacement of the centroid increases linearly in \( \epsilon \). Second, in the case of circular polarization \( \epsilon = \pm 1 \), the centroid of the image is displaced from the expected position by \( \langle \hat{y} \rangle \approx \pm \lambda/(2 \pi) \) times the magnification of the optical system \( f'/f \), i.e., the particle appears to be displaced by \( \lambda/(2 \pi) \). The maximum displacement of the centroid for \( \epsilon \) real is given by

\[
\langle \hat{y} \rangle_{\text{max}} = \pm \frac{\lambda}{2 \pi} \frac{f'}{2 N A} \cdot (12)
\]

i.e., for vanishing numerical aperture, the displacement of the apparent and real positions of the particle can be arbitrarily large. Similarly, the local momentum per photon is known to diverge around optical vortices [47], in speckle patterns [48], and in the interference of two plane waves [49, 50] (which \( \Psi \) approaches in the small-aperture limit).

**Fourier-optic derivation of the centroid position**

We note that the position of the centroid can also be calculated in the framework of Fourier-optics. We can calculate the electric fields of the three fundamental electrical dipoles oscillating in \( x, y \) and \( z \) directions in the image plane and obtain for the approximation of small NA

\[
E_x = -i E_0 \cdot \frac{N A^2}{\rho} J_2(\rho) (\cos \varphi e_y + \sin \varphi e_z), \quad (13)
\]

\[
E_y = E_0 \cdot \frac{N A}{\rho} J_1(\rho) e_y, \quad (14)
\]

\[
E_z = E_0 \cdot \frac{N A}{\rho} J_1(\rho) e_z, \quad (15)
\]

where we have defined the amplitude

\[
E_0 = \frac{\mu \omega^2}{4 \pi \epsilon_0 c^2}. \quad (16)
\]
and $\hat{\rho} = \rho \cdot k \cdot NA \cdot f/f'$, with the opening angle of the objective NA $\approx D/(2f)$. The final image is then a super-position of the three dipole fields from which we obtain for the centroid again Eq. (11).

It is also possible to numerically calculate the intensity distribution in the image plane by a full propagation of the electromagnetic fields through the optical system [50]. This allows one to calculate the images for arbitrarily large NA. Extended Data Fig. 1 and 3 show the images and centre of mass positions calculated in this way for different values of $\epsilon$ and NA, respectively.

**Displacement in immersion microscopy**

All the above considerations originate from the orbital angular momentum of the light, which is linked to the curvature of its wavefronts in the far field. In high-NA imaging, the so-called immersion method is used, where the first lens of the system is a solid immersion lens, i.e., a half-ball lens. In this method, the imaged particles are located on the planar side of the lens and embedded in immersion fluid that has the same refractive index as the lens. Consequently, wavefronts emitted by the particle are parallel to the surface of the lens and, thus, this method does not affect the wavefronts in the far field outside the lens. Therefore, the discussion presented above also applies for this case, where it is only necessary to replace the numerical aperture NA with the geometrical numerical aperture $NA_g$ ($NA_g = NA/n$), and for the calculated displacement replace $\lambda$ with the wavelength in the immersion fluid $\lambda/n$.

**Backplane polarization filtering**

The orbital angular momentum of the light is associated with the emission of light from a circular dipole that can be decomposed into two linear dipoles, one oscillating parallel and one perpendicular to the optical axis. In the back focal plane the dipole parallel to the optical axis generates a radially polarized light field, while the polarization of the light from perpendicular dipole is mostly linear. Using an azimuthal polarization filter, i.e., a filter that blocks radial polarization, it is possible to block the light emitted from the longitudinal dipole. In this case, the final image is not shifted, but its shape is distorted. This method has already been demonstrated for the focus-dependent shifts and would also allow one to reduce the localization error due to the orbital angular momentum [50, 51].

II. IMPLICATIONS FOR SUPER-RESOLUTION MICROSCOPY

**Precision of position estimation**

In the following, we quantify how the discussed effect influences the achievable precision in the localization when the polarization of the emitter is unknown. For this purpose, we compare the achievable localization precision in such an algorithm when considering linearly polarized emitters only, and when more general elliptical emitters are considered. In real situations, the signal-to-noise ratio of the acquired images prevents that all the parameters of the emitting dipole (position and dipole polarization) can be identified with arbitrary precision. As a consequence, for limited signal-to-noise ratio, it is not possible to distinguish if an image originated from a displaced linearly polarized dipole or from an non-displaced elliptical dipole which causes an apparent shift.

In order to get an estimate of the error that the presence of elliptical dipoles introduces into these methods, we assume the following situation: a linear emitter, with dipole orientation along the $y$-axis (orthogonal to the detection axis) is located at the origin of the coordinate system and imaged onto a CCD-chip. The optical axis of the imaging system equals the $x$-axis. In the case of infinite signal-to-noise, the point-spread function is given by Eq. (14). For a given pixel-size this yields the discrete photon number distribution $n_i^{\text{lin}}$ on the CCD, where $i$ indicates a given pixel. We then analyse how well this point-spread function fits to the one of an elliptically polarized dipole emitter, with dipole polarization ratio $\epsilon$ as defined in the main text, and located at a vertical distance $\delta y$ from the origin. According to our findings, the image of this elliptical dipole is additionally shifted by $M\Delta y(\epsilon)$, so that the centroid of the image is located at $M \cdot (\delta y + \Delta y(\epsilon))$, and the image at the CCD-camera is then given by the discrete distribution $n_i(\delta y, \epsilon)$. Here $M$ denotes the magnification of the imaging system. To compare the two distributions we define the normalized quadratic sum of the difference of the two images by

$$S(\delta y, \epsilon) = \frac{1}{N^2} \sum_i (n_i^{\text{lin}} - n_i(\delta y, \epsilon))^2,$$  \hspace{1cm}  (17)

where $N = \sum_i n_i^{\text{lin}} = \sum_i n_i(\delta y, \epsilon)$ is the total photon number in each image. This function is plotted in Extended Data Fig. 2a and b for the optimal ratio of pixel and point-spread function size. In the figure, an elongated minimum of $S(\delta y, \epsilon)$ is observed along the line $\delta y = \epsilon \cdot \lambda/(2\pi)$. This indicates that there exists a continuous set of correlated parameters $(\delta y, \epsilon)$ that can create an image almost indistinguishable from the one produced by a linear dipole. The apparent shift $\Delta y = -\epsilon \cdot \lambda/(2\pi)$ is in these cases cancelled by the real displacement $\delta y$. Still $S$ is at these points non-zero due to the slight distortion of the PSF because of the elliptical polarization.

Extended Data Fig. 2c shows $S(\delta y, \epsilon)$ evaluated along
\( \epsilon = \delta y \cdot 2\pi / \lambda \) (yellow points) and, for comparison, evaluated along \( \epsilon = 0 \) (blue points). For small \( \delta y \) and \( \epsilon \), the function \( S(\delta y, \epsilon) \) can be approximated by

\[
S(\delta y, \epsilon) \approx a \cdot \delta y^2 \quad \text{for} \quad \epsilon = 0, \quad (18)
\]

\[
S(\delta y, \epsilon) \approx b \cdot \delta y^4 \quad \text{for} \quad \epsilon = \delta y \cdot 2\pi / \lambda, \quad (19)
\]

with \( a \approx 33.3 \cdot 10^{-3} \) and \( b \approx 9.1 \cdot 10^{-3} \). The approximated curves are shown in Extended Data Fig. 2e (solid lines).

The function \( S(\delta y, \epsilon) \) describes the expectation value of the sum of mean squares for the ideal case of a noiseless image. In reality, however, each measured image contains noise. In the most fundamental case, this noise is purely photon shot-noise, i.e., the photon number per pixel \( n_i \) fluctuates with the standard deviation \( \Delta n_i = \sqrt{n_i} \). As a consequence, when considering a realistic image \( n_i^{\text{exp}} \) of a linearly polarized dipole and fitting this image with the discretized point-spread function \( n_i^{\text{lin}} \), we obtain a non-zero value for \( S \) which changes from shot to shot. The expectation value of \( S \) in this case is given by

\[
\langle S_N \rangle = \frac{1}{N^2} \sum_i (n_i^{\text{exp}} - n_i^{\text{lin}})^2 = \frac{1}{N} \quad (20)
\]

This expectation value \( \langle S_N \rangle \) defines the accuracy of our position estimation. If we have no prior knowledge of the particle’s polarization, fitting the experimental data will now yield a set of different tuples \((\delta y, \epsilon)\) for each experimental run. The possible tuples, when considering shot-noise only, are those where \( S(\delta y, \epsilon) \lesssim 1/N \) since in these cases the outcome of \( S \) is on average dominated by the noise and not by \( \delta y \) or \( \epsilon \). This allows the direct calculation of a precision limit \( \Delta y(N) \) which we define as the outer limit of the range of possible results \((\delta y, \epsilon)\) for a given number of collected photons \( N \). This is realized by finding the parameters \( \Delta y \) and \( \Delta \epsilon = \Delta y \cdot 2\pi / \lambda \) which yield \( S(\Delta y, \Delta \epsilon) = 1/N \). Similarly, the points \( S(\Delta y, \epsilon = 0) = 1/N \) give the precision limit in case of a solely linearly polarized emitter.

Following this approach, Extended Data Fig. 2f shows the precision limit \( \Delta y \) as a function of the number of detected photons \( N \) and the numerical aperture of the imaging system for the case of a linearly (blue) and an elliptically polarized dipole (yellow). The upper x-axis corresponds to the residual uncertainty \( \Delta \epsilon \) of the emitter’s polarization. The figure shows that the introduction of elliptical polarization decreases the achievable precision by orders of magnitude. The two precision limits (i.e., for linear and elliptical polarization) decrease with different power laws as a function of the number of photons. As a consequence, the ratio of the two errors diverges when increasing the localization precision.

For the particular algorithm used, and assuming a localization precision of 1 nm for typical parameters (NA \( \approx 1 \) and \( \lambda \approx 628 \) nm), the precision decreases by more than one order of magnitude and, thus, in order to get the same precision as in the case of a purely linear dipole (\( \epsilon = 0 \)) one has to increase the measurement time by more than 4 orders of magnitude (see Extended Data Fig. 2i grey dashed lines). Alternatively, one has to know the polarization of the emitter better than \( \Delta \epsilon = 0.01 \). This corresponds to an polarization overlap with a linear emitter of \( \eta = (1 + D\epsilon^2)^{-1} \approx 99.99\% \), which is a rather challenging requirement.

The presented analysis is based on a least-mean-square fit algorithm. While this might not be an optimal method, similar scaling of the errors should occur for more sophisticated algorithms, e.g., based on maximum likelihood estimation.

**Polarization-dependent shifts in real-life microscopy**

The effect demonstrated in this work relies on the emission of elliptically polarized light from individual emitters. While in our demonstration the emitters provided either a scalar polarizability (gold nanosphere) or transitions with circular eigenpolarizations (ion), emission of elliptically polarized light is in general expected for any type of physical emitter in many physical situations.

In contrast to the unphysical model of a linearly polarized two-level emitter, a realistic emitter such as a fluorescent molecule always features different transitions with linearly independent transition moments and thus, the illuminating light will always couple to all possible polarization components. In principle, an isolated and unperturbed molecule can feature a linearly polarized transition that is singled out concerning its transition frequency and strength, such that the contributions of other transitions may be small because they are far-detuned. However, if the molecule is immersed in a gaseous, liquid, or solid medium, molecular collisions, temperature-induced vibrations, and/or strain-induced static distortions will shift the transitions and broaden them by several orders of magnitude. This then leads to a sizeable overlap between transitions that are spectrally well-separated in unperturbed case. Under these circumstances, the resulting complex-valued anisotropic polarizability of the molecule enables the emission of elliptically-polarized light even at resonant excitation of the singled-out linearly-polarized transition of the unperturbed molecule.

In a realistic microscopy setting, two possible mechanisms will result in the emission of circular polarization and thus can lead to an apparent shift of the position of such an emitter. On the one hand, if the illumination light contains elliptical polarization components, the light scattered by the emitter can also contain elliptical polarizations. Even in the case where the emitter is freely rotating within the integration time, a residual elliptical polarization and thus an apparent shift will remain. We note that, for all practical purposes, elliptical polarizations in the illumination light will be present. Even for illumination with a perfectly linearly polarized light field, a spurious reflection of 4% can lead to local ellipticities of up to \( \epsilon = 0.2 \) which would lead to an apparent shift of about 20 nm for an emitter with scalar polar-
izability. Besides, elliptical polarizations arise when focusing an initially linearly polarized illumination beam. On the other hand, the dipole of an emitter with a complex-valued anisotropic polarizability can become elliptical even for perfectly linearly polarized illumination light and an apparent shift can occur. This situation is realized, e.g., for emitters with spectrally separated but overlapping linearly-polarized transitions such as plasmonic nanorods or fluorescent molecules with strongly broadened transitions.

We note that even for cases where the elliptical polarization contribution are small, e.g., because the linearly polarized transitions of the molecules only weakly overlap, these effects cannot be neglected. Already a contribution of a circular polarization component on the order of $-40$ dB can lead to apparent shifts on the nanometer level, comparable or larger than the accuracy of state-of-the-art super-resolution microscopy systems. Furthermore, as we experimentally demonstrated, for relatively small NA, a weak elliptical polarization contribution is precisely the situation under which the apparent shifts can become particularly large and even spurious elliptical polarization component of the emitted light may lead to a wavelength-scale systematic shift of the image centroid.

III. EXPERIMENTAL METHODS IN THE ATOM EXPERIMENT

Atomic transition selective detection of photons

The photons are emitted from a dipole transition with angular momentum $\Delta m$ of a single $^{138}\text{Ba}^+$ atomic ion in a Paul trap, where $\Delta m$ is given by the difference in the magnetic quantum number of the atomic electron before and after the photon emission. Here, $\Delta m = 0$ corresponds to emission from a linear $\pi$ dipole and $\Delta m = \pm 1$ to emission from a circular $\sigma^\pm$ dipole. Photons are emitted from the cooling transition, with $\lambda = 493.41\text{ nm}$, (Extended Data Fig. [3]). A magnetic field $B = 0.45\text{ mT}$ parallel to the axis of the trap (z axis) defines the quantization axis perpendicular to the optical axis (x axis). In the experimental sequence, we first Doppler cool the ion using a 493 nm cooling and a 650 nm repump laser in an axial trapping potential with frequency $\omega_z = 2\pi \times 660\text{ kHz}$, reducing the extension of the motional atomic wavepacket down to $\sim 36\text{ nm}$. This is followed by optically pumping to one of the Zeeman levels of the $6S_{1/2}$ ground state. For example, when preparing a photon emission $\Delta m = +1$, we pump to the $6S_{1/2}, m_j = -1/2$ with a $\sigma^-$-polarized 493 nm laser and a repumper beam. Subsequently, we apply a short $\sigma^+$-polarized 493 nm laser pulse which excites the atom to the state $6P_{1/2}, m_j = +1/2$ (Extended Data Fig. [3], d). From that excited state, the atom can spontaneously decay back to the $6S_{1/2}, m_j = -1/2$, through a $\Delta m = +1$ transition, to the $6S_{1/2}, m_j = +1/2$ through a $\Delta m = 0$ transition or to the $6D_{3/2}$ manifold. During this transition the atom emits a photon that can be collected by the objective (NA = 0.40) and directed to the camera through the imaging system. To detect photons from the opposite transition ($\Delta m = -1$), the polarization of the optical pumping and excitation beams are exchanged as shown Extended Data Fig. [4].

In this configuration, photons from $\Delta m = 0$ ($\Delta m = \pm 1$) transition are horizontally (vertically) polarized along the optical axis. This allows us to select only photons from the $\sigma$ ($\Delta m = \pm 1$) transitions by introducing a polarization beam splitter (PBS) after the objective so long as the aperture is small. An ideal PBS paired with the NA = 0.40 objective used here removes $99.998\%$ of photons from the $\pi$ transitions and 2.7% of photons from the $\sigma$ transitions. The ratio between transmitted $\Delta m = 0$ and $\Delta m = \pm 1$ photons is $\sim 10^{-4}$. We might therefore expect that the dipole image is not significantly changed by the polarization filtering at this numerical aperture, and indeed this is borne out by complete numeric simulations (see Extended Data Fig. [5]).

The light emitted during the cooling and optical pumping stages is filtered out by blocking the acquisition of the CCD sensor. The results shown in the main text were obtained using an intensified CCD camera (ICCD, Andor iStar A-DH334T-18H-63), with a pixel size of $13 \times 13\text{ \mu m}^2$. This allowed us to gate the photo-intensifier when the preparation stage (cooling and pumping) was finished, enabling the collection of single photons only from the desired transition. Extended Data Fig. [4] shows the sequence and timing used in the experiment.

Atom image characteristics, stability and drifts correction

The image of the atomic ion corresponds to the point-spread function of the imaging system which is well approximated in our case by a 2D Gaussian. After Doppler cooling, we image the single ion with the optical system described in the main text. The detected images are fitted to a Gaussian profile with seven free parameters $(z_0, y_0, \sigma_x, \sigma_y, A, O, \theta)$, being $(z_0, y_0)$ the coordinates of the centroids, $\sigma_x$ and $\sigma_y$ the standard deviation in the major and minor axis, $A$ the amplitude, $O$ an offset and $\theta$ rotation angle with respect to the CCD sensor axis. Although the Gaussian fitting method is in general informationally sub-optimal, it does not introduce significant errors in the measured NA $< n_{\text{med}}$ (where $n_{\text{med}}$ is the refraction index of that surround the emitter), and non-diffraction-limited regime [54].

The magnification of the imaging system is measured by imaging a string of two ions separated by well-known distance [55], and is given by $M = 5.40(7)$. The image of the atom detected on the CCD camera is a non diffraction-limited Gaussian profile, characterized by widths $2\sigma_x = 30.1(4)\mu m$ and $2\sigma_y = 28.4(4)\mu m$, limited mostly by aberrations and misalignment of the
in-vacuum optics. The expected displacement of \( M \times 157.1 \text{ nm} \) is 35 times smaller than the width of the images.

The centroid of the images can be measured, in principle, with arbitrarily high precision as the number of collected photons increases \([56, 57]\). In our experiment, the overall photon detection rate is \( \sim 1600 \text{ photons/s} \) and is limited by the sequence repetition frequency, numerical aperture of the system and quantum efficiency of the camera. Therefore, in order to achieve few nanometres precision it is necessary to accumulate photons for several hours.

The long accumulation time introduces a new source of error in the position estimation that originates from mechanical drifts in the imaging system. The stability of the imaging system is characterized by the Allan variance of the fitted centroids of the detected images \([55]\), which gives us a measure of the position uncertainty depending on the accumulation time \( \tau \). This is done by taking \( N \) pictures with exposure time \( t \), adding them in bins of duration \( \tau = nt \), where \( n \) is an integer number smaller than \( N/2 \). Each binned image is fitted to the seven parameters Gaussian function, from where the centroids are extracted. For comparison, we also use, besides the ICCD camera, an EMCCD camera (Andor iXon DU-897) with bigger pixel size (16 \( \times \) 16 \( \mu \text{m}^2 \)). In the case of the EMCCD camera we take 2000 images of 3 s exposure time with the atom emitting resonance florescence at maximum rate. In the case of the ICCD camera, we take 3000 images of 0.5 s exposure. In both cases, the time between two consecutive images is negligible. Extended Data Fig. 4a, b shows the vertical position uncertainty extracted with this method. The minimum uncertainty in the vertical position obtained using the EMCCD camera is 2.13(41) nm for 148 s accumulation time, while for the ICCD set-up the minimum is 3.29(71) nm for 74 s accumulation time. In both cases the decreasing part of the curve is dominated by shot noise. The drift of the centre of the fitted reference images used in the experiment is shown in Extended Data Fig. 4c, where we observe that in a period of 3 h the image drifts a maximum of \( \sim 200 \text{ nm} \) in both vertical and horizontal direction. To compensate for these drifts, we use the acquisition of long-exposure images during the cooling stage (Extended Data Fig. 4d) to obtain a real-time ‘reference’ of the particle position. Extended Data Figs. 4e, f, g show the full experimental sequence. This sequence is repeated for 3 h, and the analysed pictures correspond to accumulation of photons in a 11 \( \times \) 11 pixel sub-area of the CCD sensor.

After the data collection is finished, each reference image is fitted, and the mean centroid position of two consecutive reference images is used to correct for the drifts in the signal image acquired between them. Then, we add up all the corrected signal images and we fit this data using the seven free parameters function. Finally, we compare the centroid positions of the added-up reference and signal images to determine their relative displacement. The uncertainty of the displacement is extracted from the 1\( \sigma \) confidence intervals using \( \chi^2 \) analysis, given its relation with the real noise sources \([50]\). The obtained value for the displacement in the object plane and its uncertainty are shown in Extended Data Fig. 4 as a function of the number of accumulated single images.

A simplified analysis is done by considering the displacement between consecutive signal images, which correspond to the accumulations of \( \Delta m = +1 \) or \( \Delta m = -1 \) alternately. This analysis is valid since the time separation between these images is much shorter than the characteristic time of the mechanical drifts. These results are shown in Extended Data Fig. 5 and agree with the more precise analysis presented in the main text.

IV. EXPERIMENTAL METHODS IN THE NANOPARTICLE EXPERIMENT

Set-up and sample preparation

We deposit a single gold nanoparticle (BBI solutions, diameter 100 nm) on a silica nanofibre (diameter 410 nm) by touching the nanofibre with a droplet, provided by a syringe needle that contains a diluted suspension of nanoparticles. The deposition process is monitored using the same microscopy set-up also used for imaging the nanoparticle (without the solid immersion lens). The presence of a single nanoparticle on the nanofibre can be detected via absorption spectroscopy. The overall absorption allows us to detect if we deposited a single nanoparticle \([59]\) in combination with the microscopy set-up it is possible to deposit and identify a single gold nanoparticle with a success probability close to one.

In order to place the nanoparticle in the centre of the solid immersion lenses, which are mounted on motorized three axis stages and can also be tilted, the lenses are aligned with respect to each other using the imaging system. Next, the two lenses are moved upwards such that the horizontal nanofibre fits into the gap between the lenses. Illuminating the nanoparticle via the nanofibre we then centre the lenses on the nanoparticle. Finally, the gap between the lenses is reduced to about 200 \( \mu \text{m} \) and filled up with immersion oil, which has the same refractive index as the nanofibre and the fused silica solid immersion lenses. In all the presented experiments the same nanoparticle was used.

The imaging system is a combination of a long working distance microscope and the solid immersion lens. The microscope consists of an infinity corrected objective by Mitutoyo, with a magnification of 20 and an infinity tube lens to image onto a CCD camera (Matrix Vision mvBlueFOX3-1013G-2212). In two different measurements we used two different objectives with the numerical apertures of \( \text{NA} = 0.28 \) and \( \text{NA} = 0.42 \). The solid immersion lens is a half ball lens with a radius of 2.5 mm. Via a surface topography standard, which provides periodic structures with precise known dimensions, we measure the magnification of the long working dis-
tance microscope. The overall magnification is then determined from the magnification of the immersion lens and the objective. This combination results in an overall imaging system with numerical apertures NA = 0.41 and NA = 0.61 and the magnifications $M_{0.41} = 21.9(2)$ and $M_{0.61} = 20.1(1)$.

**Polarization adjustment**

In the experiment we use two laser beams: a reference and a measurement beam, with fixed and adjustable polarization respectively, see Fig. 2. The polarization of the reference beam is aligned along the $z$ axis using a Berek compensator. The measurement beam is set to be linear polarized along the $y$ axis before passing through a half- and then a quarter-wave plate. We align the optical axis of the two wave plates on the polarization of the measurement beam by adjusting each wave plate such that the incident polarization is not changed.

By rotating the half-wave plate, which is mounted in a motorized rotation stage, we can adjust the beam’s polarization to every elliptical polarization with the major axes along $x$ or $y$. This includes, e.g., the cases linear polarization parallel to the $x$ axis (imaging axis) (rotation angle: $\theta_{\text{HWP}} = 0^\circ$), circular polarization ($\theta_{\text{HWP}} = \pm 22.5^\circ$), linear polarization orthogonal to the imaging axis ($\theta_{\text{HWP}} = \pm 45^\circ$) and opposite rotating circular polarization ($\theta_{\text{HWP}} = \pm 67.5^\circ$). In the measurement sequences, we start with linear polarization orthogonal to the imaging axis and then we rotate the half-wave plate in positive direction by $90^\circ$. In order to avoid aberration caused by light propagating along the ridge of the two immersion lenses, the measurement beam is tilted by $7^\circ$ degrees from the $z$ axis, see Fig. 2b. This tilt is included in the theory plots shown in Fig. 3b and Extended Data Fig. 10b.

**Data acquisition and analysis**

The illumination times of the images are 2 ms (NA = 0.41 objective) and 6.5 ms (NA = 0.61 objective, lower laser power). To reduce the effects of mechanical drifts, the pictures are taken alternately using the reference and measurement beams (Fig. 2), blocking either beam with a mechanical shutter. For every tuple we then determine the real (reference beam) and apparent (measurement beam) position of the nanoparticle. The apparent displacement of the particle is the difference between these measured positions.

In the experimental sequence, the particle displacements are measured as a function of polarization. For every polarization ratio $\epsilon$, the relative focus position is scanned by moving the long working distance microscope via a piezoelectric transducer, with a step size of 1.25 $\mu$m and a total range $\sim 20\mu$m. Then, the polarization ratio is changed by rotating the half-wave plate by $2.5^\circ$. 25 tuples of data are acquired for every $\epsilon$ and focus position. Fig. 3 (main text) shows the mean displacements obtained from averaging over all displacements for the five focal positions closest to the focus of the imaging system. The statistical error of each data point displayed in Fig. 3 is estimated as $\sigma_{\Delta y}/\sqrt{25}$, where $\sigma_{\Delta y}$ is the standard deviation of the measured displacements.

**Position determination**

To correct for inhomogeneous pixel efficiencies of the CCD camera, we apply standard flat-field correction on the measured image data. Then, in order to determine the (apparent) position of the nanoparticle, we fit a 2D Gaussian with six free fit parameters to the particle images. The free parameters are the centroid position $(x_0, y_0)$, the amplitude $A$, the waists $\sigma_x$ and $\sigma_y$ of the elliptical Gaussian and an intensity offset $O$.

We check if the use of a 2D Gaussian function introduces a bias in the position determination by comparing different sets of fit parameters, i.e., with and without offset as well as fixed waists $\sigma_x$ and $\sigma_y$. We also fit the particle position using the experimentally obtained point-spread function of our imaging set-up [60]. Within our experimental errors, all methods lead to the same displacements. In particular for $|\epsilon| \leq 2$, the difference in position obtained from the different methods is in the sub-nanometre regime. We therefore use 2D Gaussian fitting with six free parameters for all the data analysis shown in the main text.

**Focus-dependent shifts**

In optical imaging, an additional shift of the apparent position of an emitter occurs when the light scattered by the particle is not homogeneously distributed along the aperture of the imaging system, and if the imaging system is not correctly focused, see Extended Data Fig. 9. This effect (which has been studied previously [54, 61–65]) depends on the NA and, in contrast to the effect studied in this work, vanishes when the particle is perfectly in focus.

The difference in the origin of both polarization-dependent and focus-depends shifts can be understood from a wave-interference picture. A dipole rotating around the $z$ axis can be described as the superposition of $x$ and $y$ linear dipoles with a phase-difference of $\pi/2$. In this picture, the polarization-dependent shift of the centroid is a consequence of the interference of the doughnut-shaped field distribution of the longitudinal $x$ dipole (Eq. (13)) and the Gaussian-type field distribution of the $y$ dipole (Eqs. (14) and (15)). In the case of perfectly focussed imaging, the two fields are in phase in the image plane and interfere maximally, leading to a maximum shift of the image centroid. When moving away
from the focus, the two field distributions have different propagation phases, the interference contrast drops and the centroid shift reduces quadratically with the (small) distance to the focus.

On the other hand, if we consider a linear dipole emitter with a polarization axis which is not perpendicular or parallel to the optical axis, the field in the focal plane can again be decomposed into a Gaussian and a doughnut-shaped field distribution. These fields are $\pi/2$ out of phase in the plane of focus, and do not interfere. This, however, changes when the imaging system is slightly out of focus: due to the different phases acquired by propagation, the two fields partially interfere, and the shift of the centroid increases linearly with the defocusing.

Such an effect occurs in our experiment when the nanoparticle is illuminated via the measurement beam, which is tilted by 7° from the $z$ axis. For $\epsilon \gg 1$ the main dipole moment is tilted with respect to the optical axis, leading to an inhomogeneous distribution of the emitted light across the aperture of the imaging system. In our experiment, this focus-dependent shift occurs solely in $z$ direction. To compare this shift to the one discussed in the article, which solely occurs in $y$ direction, we measure the dependence of both shifts on the focal position of the objective. We scan the focal position of our imaging system and observe apparent shifts in the $z$ direction. This shifts increase approximately linearly with defocusing and are on the order of a few ten nanometres, depending on the polarization of the measurement beam, see Extended Data Fig. [10]. On the contrary, we observe that, within the focal area, the angular momentum-dependent shift in the $y$ direction does not depend on the focal position within our measurement uncertainty, see Extended Data Fig. [10]. This is expected from the predicted second-order dependence of the shift with the focal position. Moreover, this shift is an order of magnitude lager than the focus-dependent shift and therefore dominates the systematic localization error in our experiments.
Extended Data Figure 1: Dipole fields and images: Momentum vortices and weak value amplification. There is a close connection between the observed weak value amplification and the appearance of momentum vortices in the emitted light field. The plots show the field distribution of the emitted light at the lens plane for different polarization states of the emitter alongside corresponding intensity distributions in the image plane. (Left five columns) Field intensity $I$ and phase in the local linear ($E_H, E_V$) and local circular ($E_R, E_L$) polarization bases of the dipoles shown at left by an apodized orthographic projection. This projection is identical to the field distribution after collimation by an ideal spherical lens. The fields are plotted in radial coordinates $\rho/f = \sin(\phi)$ to an aperture half-angle $\phi_a = \pi/2$ at which the orthographic projection diverges. Dashed circles indicate NA= 0.3, 0.6. (Right three columns) Corresponding images $I'$ calculated by full propagation of the optical dipole fields for NA= 0.3, 0.6 and 1. For NA < 1 the images are calculated by truncated Hankel transform. $I'$ is plotted in radial coordinates $\nu/M$ with units $\lambda/2\pi$. The colour scale is normalized to the maximum of each image. (Row 1) the dipole circularly polarized about the optical axis. (Rows 2–6) dipoles with increasing polarization ratio $\epsilon$. The corresponding images for negative $\epsilon$ can be obtained by reflecting the images along the horizontal axis. Optical spin-orbit coupling manifests in the azimuthal phase of axially symmetric dipole fields. For example, the right circularly polarized dipole about the optical axis ($\epsilon = \infty$) is a superposition of a right circular polarized field with orbital angular momentum $\hat{L}_x = 0$ and a left circular polarized field with $\hat{L}_x = 2\hbar$. Similarly, the linear dipole along the optical axis, $\vec{d}(\epsilon = \infty)$, consists of equal superposed circular fields with orbital angular momentum $\hat{L}_x = \pm \hbar$ opposed to their spin $\hat{S}_x = \mp \hbar$. For $0 < \epsilon < \infty$ the $E_V$ component of $|\psi\rangle$ has a pronounced vertical phase gradient due to orbital angular momentum $\hat{L}_z$ that Fourier transforms to displacement along $y$ in the image plane. The image fields are both displaced and distorted depending on ellipticity and aperture. For small numerical apertures the image of the elliptical dipole is close to a displaced aperture point-spread function. For $1 < \epsilon < \infty$ the circular components of the elliptical dipole fields have off-axis momentum-current vortices (phase singularities in the $E_R$ and $E_L$ plots) [22,44]. As shown in columns 2 and 3, the phase singularity moves from the edge ($\rho/f = 1$) to the optical axis ($\rho/f = 0$) as $\epsilon$ increases from 1 to $\infty$. The image plane distributions provide a graphical illustration of the apparent position shift. The elliptical dipoles may be displaced by an amount $\Delta y$ that corresponds to momentum larger than the field’s momentum eigenmode spectrum and that scales inversely with the NA, according to the weak value amplification rule (see Extended Data. Fig. 3 and Eq. (4) in the main text). This weak value amplification is an example of supermomentum in single-photon field. The centroid is maximally displaced when the vortices are in the edge of the collection aperture, which in the case of NA $\sim 0.6$ occurs when $\epsilon = 2$. 

| $\epsilon$ | $I$ | $E_R$ | $E_L$ | $E_H$ | $E_V$ | $I'(NA = 0.3)$ | $I'(NA = 0.6)$ | $I'(NA = 1.0)$ |
|---|---|---|---|---|---|---|---|---|
| 0 | 0.0 | 0.5 | 1.0 | $-\pi$ | 0 | $\pi$ | Intensity | Intensity |
Extended Data Figure 2: Limits in the precision of position estimation a, Two dimensional plot of the function $S(\delta y, \epsilon)$ from Eq. (17), where the lower $x$-axis represents the real shift $\delta y$ of the emitter in the object plane in the normalized units $\lambda/(2\pi \cdot NA)$ and the left $y$-axis represents the dipole polarization ratio $\epsilon$ in units of the NA. The upper $x$-axis and right $y$-axis represent $\delta y$ and $\epsilon$ corresponding to the set-up of the nanoparticle experiment with the overall NA = 0.41. b, A zoom of the centre region of a. c, $S$ evaluated along $\epsilon = 0$ (blue dots, dotted grey line in b) and along $\epsilon = \delta y \cdot 2\pi/\lambda$ (yellow dots, dashed grey line in b). For small $\delta y$ and $\epsilon$ the function $S$ can be approximated by $S(\delta y, \epsilon) \approx a \cdot \delta y^2$ for $\epsilon = 0$ and $S(\delta y, \epsilon) \approx b \cdot \delta y^4$ for $\epsilon = \delta y \cdot 2\pi/\lambda$. The fitted values are $a = 33.3 \cdot 10^{-3}$ and $b = 9.1 \cdot 10^{-9}$. d, Precision limit $Dy$ for the particle localisation resulting from photon shot noise for solely linearly polarized emitters (blue curve) and slightly elliptically polarized emitters (yellow curve) as a function of the collected photon number $N$. For a solely linearly polarized emitter, the precision increases much faster with $N$ than for the case where elliptical polarization can be present. The latter case requires orders of magnitude larger photon numbers to gain the same precision, as indicated by the horizontal dashed lines. The vertical dashed lines indicate the precision limit increase for a two given photon numbers. The upper $y$-axis shows the residual uncertainty $\delta \epsilon$ of the dipole polarization ratio of the imaged emitter.
Extended Data Figure 3: **Predicted centre of mass shift without small NA approximations.** Predicted apparent displacement of the centre of mass of the images of dipoles for different NA as a function of the dipole polarization ratio $\epsilon$, for real $\epsilon$, i.e., elliptical rotating dipole calculated using full field propagation. The dashed lines show that for clockwise and anticlockwise circular rotating dipoles ($\epsilon = 1$ and $\epsilon = -1$ respectively), the displacement of the centre of mass of the image correspond to $M\lambda/(2\pi)$ and $-M\lambda/(2\pi)$ respectively.
Extended Data Figure 4: Barium electronic states and experimental sequence. a, Electronic states and transitions of $^{138}$Ba$^+$. b, In order to emit a $\Delta m = -1$ photon, the atom is prepared in the state $6S_{1/2}, m_j = -1/2$ and then excited by a circularly polarized ($\sigma^+$) laser beam. c, In order to emit a $\Delta m = +1$ photon the atom is prepared in the state $6S_{1/2}, m_j = +1/2$ and then excited by a circularly polarized ($\sigma^-$) laser beam. Other possible decays are filtered out. d, Timing of the sequence used for the generations of photons from a a given transition. The sequence is repeated 200000 times which results in a total duration of 5 s. e, A reference image of 0.5 s is taken before and after the 5 s accumulation of the desired photons. The acquisition is directly alternated between images with photons coming from the $\Delta m = -1$ and $\Delta m = +1$ transitions.
Extended Data Figure 5: **Effect of polarization filtering in the position of the centroid of the image.** Calculated intensity distribution in the image plane for a dipole oriented along the optical axis a, oriented orthogonal to the optical axis b, and a circular dipole which is the superposition of them, c. d, e and f show the image of these dipoles when placing a PBS between the two lenses forming the imaging system. The contribution of the longitudinal dipole (a and d), as can be seen from the colour scale, is orders of magnitudes smaller than the contribution of the transversal one (b and e). While introducing a PBS changes the intensity distribution of the image of the dipole polarized along the optical axis, it does not change the overall shape and displacement of the total image. Vertical and horizontal axes are in units of $M\lambda/2\pi$. 
Extended Data Figure 6: **Stability of the atom imaging system.** Allan variance of the vertical position the atom as a function of the accumulation time $\tau$ of the images, when using a EMCCD camera (a) and a ICCD camera (b). c Vertical and horizontal positions of the centroid of the fitted reference images, over a period of 180 min, using the ICCD camera.
Extended Data Figure 7: **Convergence of the measured relative displacement of the atom.** Convergence of the estimated relative displacement between the counter rotating circular atomic dipoles $\sigma^+$ and $\sigma^-$ (blue line) and uncertainty (grey area) versus the number of signal images accumulated after drifts correction. The dashed line shows the expected value $\lambda_1/\pi = 157.1$ nm. The inset shows the evolution of the uncertainty in logarithmic scale as the number of accumulated images increases.

Extended Data Figure 8: **Direct comparison of consecutive atom images** Histograms of the horizontal and vertical relative displacements of pairs of consecutive signal images formed by photons coming from the $\Delta m = -1$ and $\Delta m = +1$ atomic transitions, for 2000 image pairs. The histograms show a clear average vertical displacement, and an average zero horizontal displacement. Each histogram is fitted to a normal distribution from which we extract an average horizontal relative displacement of 7(6) nm and standard deviation of 106(4) nm, while for the vertical displacement we get an average of 158(6) nm and standard deviation of 112(4) nm. The stated errors correspond to the 1σ-confidence intervals of the fits.
Extended Data Figure 9: Basic scheme of the focus-dependent displacement. The red dotted line points out the vertical centre of intensity of the propagating beam, which inhomogeneously illuminates the imaging optics. When perfectly in focus (centre screen) no additional shift occurs. But on a screen at a position $\Delta x$ with respect to the focus, a shift of $\Delta y$ arises which depends linearly on $\Delta x$. 
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Extended Data Figure 10: **Focus-dependent displacement.** a, Experimental data showing the apparent displacement of the nanoparticle in the \( z \) direction as a function of its distance to the focal point of the imaging system. The blue, yellow and green data correspond to the three polarization ratios \( \epsilon = 0, \pm 1.43 \) and \( \pm 2.75 \). Polarization ratios with opposite signs lead to the same inhomogeneous illumination across the aperture of the imaging system and thus give rise to the same shift. The solid lines are linear fits with nanoparticle displacement slopes of 3 nm, 6 nm and 8 nm per \( \mu m \) of defocusing, respectively. The red dataset is the averaged \( z \) displacement over all polarization ratios \( \epsilon \) with a slope of 7 nm per \( \mu m \) of defocusing. Error bars correspond to the statistical error. The error bars of the blue, yellow and green data sets are larger than for the red data set since they are averaged over 50 measurements per point, whereas the red dataset is averaged over 850 measurements. For \( \epsilon = 0 \), we still observe an increase in displacement with a non-zero slope. This could be explained by a residual inhomogeneity in the illumination of the objective which could originate from a small tilt of the reference beam on the order of 0.1°. The data presented in the main text was taken from the measurements that lie within the grey region of the graph, which indicates the focal region of our imaging system. b, \( y \) displacement as a function of the dipole polarization ratio \( \epsilon \) plotted for the two cases where the nanoparticle is \( \pm 4.2 \mu m \) out of focus. The data fits well to the theory curve and does not show any additional displacement in the \( y \) direction, which would be visible as vertical offset.
I. WAVEFRONTS OF THE RADIATED FIELD

In the far field $|r| \gg \lambda$, the electric field emitted by an optical dipole oscillating with frequency $\omega$ is

$$E(r, t) = -\frac{\omega^2}{4\pi\epsilon_0 c^2} e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t)} \mathbf{r} \times \mathbf{r}$$  \hspace{0.5cm} (1)$$

where $\mathbf{\mu} = \mu \mathbf{e}_z$ is the complex vector amplitude of the electrical dipole and $\mu = |\mathbf{\mu}|$. The quantity $r = |r|$ is the distance to the dipole located at $r = 0$ and $k = 2\pi/\lambda$ is the wavelengt of emitted light with wavelength $\lambda$. Any dipole radiation can be decomposed into the radiation of the linear dipole $\mathbf{e}_x$, oscillating along $z$ and the radiation of the circularly polarized dipoles $\mathbf{e}_\pm = \mp \mathbf{i}/\sqrt{2} (\mathbf{e}_x \pm i \mathbf{e}_y)$ that rotate in the $x - y$ plane. Here, $\mathbf{e}_x$, $\mathbf{e}_y$ and $\mathbf{e}_z$ are the unit vectors along the $x$, $y$ and $z$-axis, respectively. The corresponding fields in spherical coordinates are then

$$E_0(r) = \frac{\mu \omega^2}{4\pi\epsilon_0 c^2} \sin \theta e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t)} e_\theta$$  \hspace{0.5cm} (2)$$

$$E_\pm(r) = \frac{\mu \omega^2}{4\sqrt{2}\pi\epsilon_0 c^2} \frac{e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t \pm \phi)}}{r} \left(e^{i\phi} e_\phi \mp \cos \theta e_\theta\right)$$  \hspace{0.5cm} (3)$$

where $r$, $\theta$ and $\phi$ are spherical coordinates with the corresponding unit vectors $\mathbf{e}_r$, $\mathbf{e}_\theta$, $\mathbf{e}_\phi$, respectively. We now analyse the field emitted in the $x - y$ plane ($\theta = 0$). The wavefronts, i.e., the points where the field has a given phase, are described by the parametric equation

$$r_0(\phi) = \frac{\omega t}{k} + \text{const.}$$  \hspace{0.5cm} (4)$$

$$r_\pm(\phi) = \pm \frac{\phi + \omega t}{k} + \text{const.}$$  \hspace{0.5cm} (5)$$

The phase fronts generated by a linear dipole, described in Eq. 4 correspond to those of a spherical wave, similar to the case of a scalar (longitudinal) wave. On the other hand, the wavefronts emitted by a circular dipole are Archimedean spirals rotating around the $z$ axis, with a direction of rotation that depends on that of the dipole.

II. APPARENT POSITION OF THE DIPOLE

1. Geometric interpretation of the displacement

The fields emitted by the $\mathbf{e}_+$ and $\mathbf{e}_-$ dipoles have spiral wavefronts in the $x - y$ plane, with opposite orientations. At a given location in that plane, the direction of propagation $\mathbf{k}$ of the photons is given by the normal to the wavefronts, which is slightly tilted with respect to the radial direction. The tilt angle $\gamma(r)$ can be obtained from the geometric scheme shown in Extended Figure 3. For a small increase in the angle $\delta \phi$, the distance of the wavefront to the origin increases by $\delta r = \mp \delta \phi/k$ (see Eq. 5). Consequently, we obtain for the tilt angle $\gamma = \delta r/\delta \phi = \mp 1/kr$. When the particle is observed along the $x - y$ plane, this angular tilt translates into a transverse shift of $\delta s = \mp 1/k$ of the apparent origin of the wavefronts from the actual position of the dipole.

2. Calculating the image

In order to get a more rigorous prediction of the apparent position of the particle we consider a typical microscope set-up, where we image the particle using, e.g., two lenses with focal length $f$ (object side) and $f'$ (image side). For the object, we assume it to be located in a medium with refractive index $n$ whereas on the image side we assume a medium with refractive index $n'$. Furthermore, we set the optical axis of our microscope to be aligned with the $z$-axis of our coordinate system (note that, for simplicity, we used a different optical axis than the one in the main text). In order to obtain the apparent particle position, we calculate the point spread function, i.e., the intensity distribution of the light emitted by the dipole in the image plane of our microscope. Up to a global phase factor, this field distribution of a dipole in the image plane of our microscope is given by

$$E(\rho, \varphi) = \frac{\omega^2}{8\pi\epsilon_0 c^2} k' G \cdot \mathbf{\mu}$$  \hspace{0.5cm} (6)$$

where $\rho$ and $\varphi$ are the polar coordinates in the image plane, $k' = 2\pi/\lambda n'$ is the wavevector on the image side and the Green’s function $G$ is given by

---
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\[ G = \frac{f}{f'} \sqrt{\frac{n}{n'}} \]
\[
\begin{pmatrix}
I_0 + I_1 \cos 2\varphi & I_2 \sin 2\varphi & -2iI_1 \cos \varphi \\
I_2 \sin 2\varphi & I_0 - I_1 \cos 2\varphi & -2iI_1 \sin \varphi \\
0 & 0 & 0
\end{pmatrix}
\]
\( \text{(7)} \)

The integrals are given by
\[
I_0 = \int_0^{\theta_m} d\theta \sqrt{\cos \theta \sin(1 + \cos \theta)} J_0(x) \tag{8}
\]
\[
I_1 = \int_0^{\theta_m} d\theta \sqrt{\cos \theta \sin^2 \theta} J_1(x) \tag{9}
\]
\[
I_2 = \int_0^{\theta_m} d\theta \sqrt{\cos \theta \sin(1 - \cos \theta)} J_2(x) \tag{10}
\]

where \( J_i(x) \) are the Bessel functions of order \( i \) with the argument \( x = k' \rho \sin \theta f'/f' \) and \( \theta_m \) is the maximum opening angle of the imaging system and depends on the numerical aperture by \( NA = n \sin \theta_m \).

In order to derive an analytic expression for the image of the particle, we limit the following calculations to the case of small aperture in the image size, \( i.e., \), use the approximations \( \cos \theta \approx 1 \) and \( \sin \theta \approx \theta \). Consequently, the integrals in Eqs. \( 10 \) simplify to
\[
I_0 = \int_0^{\theta_m} \rho \cos \theta d\theta J_0(x) = \frac{2\theta_m}{k' \rho f'/f'} J_1(\tilde{\rho}) \tag{11}
\]
\[
I_1 = \int_0^{\theta_m} \rho \cos \theta^2 J_1(x) = \frac{\theta_m^2}{k' \rho f'/f'} J_2(\tilde{\rho}) \tag{12}
\]
\[
I_2 = 0 \tag{13}
\]

with \( \tilde{\rho} = \rho \cdot k' \theta_m f'/f' \) and we obtain for the Green’s function:
\[
G = 2 \sqrt{\frac{n}{n'}} \frac{\theta_m}{k' \rho} \begin{pmatrix}
J_1 & 0 & -i\theta_m J_2 \cos \varphi \\
0 & J_1 & -i\theta_m J_2 \sin \varphi \\
0 & 0 & 0
\end{pmatrix} \tag{14}
\]

The final field distribution in the image is a superposition of the distributions of the three dipoles oscillating along \( x, y \) and \( z \) direction. The electric field distributions of these dipoles in the image plane are given by
\[
E_x = E_0 \cdot \frac{\theta_m}{\rho} J_1(\tilde{\rho}) \hat{e}_x \tag{15}
\]
\[
E_y = E_0 \cdot \frac{\theta_m}{\rho} J_1(\tilde{\rho}) \hat{e}_y \tag{16}
\]
\[
E_z = -i E_0 \cdot \frac{\theta_m^2}{\rho} J_2(\tilde{\rho}) (\cos \varphi \hat{e}_x + \sin \varphi \hat{e}_y) \tag{17}
\]

and we defined the amplitude
\[
E_0 = \frac{\mu \omega^2}{4\pi \epsilon_0 c^3} \sqrt{\frac{n}{n'}} \tag{18}
\]

3. Estimation of the image position

In the following we discuss the effect of the polarization of the dipole on the position of the image. For this, we discuss the case where the dipole has elliptical polarization in a plane that contains the imaging axis (\( z \)-axis). Without loss of generality, we assume the dipole to be polarized in a superposition of \( \mu = \mu_z + i \mu_x \) where \( \epsilon = \epsilon_x + i \epsilon_z \) is the complex valued ratio between longitudinal and transverse amplitude of the dipole. In particular we expect a strong displacement of the apparent position for the case where the dipole is circular polarized, \( i.e., \), \( \epsilon_z = 0 \). The intensity distribution in the image is given by the sum of the electric fields emitted by the two dipoles
\[
I_{\text{dip}} = |E_x + i\epsilon E_z|^2 \tag{19}
\]
\[
= |E_x|^2 + \epsilon^2 |E_z|^2 + (\epsilon^* E_x E_z^* + \epsilon E_x^* E_z). \]

Extended Figure 5 shows this distribution for different values of \( \epsilon \) and \( NA \). In order to obtain the position of the intensity distribution, we calculate the centre of mass position \( \rho_{\text{cms}} \) of the image by
\[
\rho_{\text{cms}} = \frac{\int d\rho R^2 I_{\text{dip}}}{\int d\rho I_{\text{dip}}} \tag{20}
\]
\[
= \frac{\int_0^{\infty} \int_0^{2\pi} \rho d\rho d\varphi \left( \frac{\rho \cos \varphi}{\rho \sin \varphi} \right) I_{\text{dip}}}{\int_0^{\infty} \int_0^{2\pi} \rho d\rho d\varphi I_{\text{dip}}} \tag{21}
\]

Evaluating the above integrals can be done analytically and yields for the centre of mass position of the intensity distribution
\[
\rho_{\text{cms}} = \frac{2\epsilon_z}{k'(2 + |\epsilon|^2)} \left( \frac{1}{f} \right) \approx \frac{\epsilon_z f'}{k' f} \left( \frac{1}{f} \right) \tag{22}
\]

where the last approximation is valid for \( |\epsilon| \theta_m \ll 1 \). In this limit and for \( n' = 1 \) we obtain for the apparent position of the particle the ratio of the main axis of the elliptical polarization times \( \lambda/2\pi \) times the magnification of our optical system \( f'/f \). For circular polarization \( (\epsilon_i = \pm 1, \epsilon_z = 0) \) this yields the result expected from the wavefront argument in the previous chapter. Extended Figure 6 shows the displacement of the centre of mass for different values of \( \epsilon \) and \( NA \).

4. Interference between dipoles

If the point-like particle is emitting light that is a superposition of the emission of a dipole oriented along the optical axis (\( z \)) and a dipole orthogonal to the optical axis (\( \perp \)), then the total field is \( E_{\text{dip}} = E_{\perp} + E_z \) and the
point-spread function of the emitter is given by

\[
I_{\text{disp}} = |E_\perp|^2 + |E_\parallel|^2 + 2Re(E_\perp \cdot E_\parallel^*)
\]

\[
= |E_\perp| \frac{\pi d^2}{g} \cdot \frac{1}{\rho^2} \left[ J_2^2(\hat{\rho}) + |e|^2 \frac{\rho}{m^2} J_2^2(\hat{\rho}) + 2 \rho \cos(\varphi - \varphi_\perp) J_1(\hat{\rho}) J_2(\hat{\rho}) \right]
\]

(23)

Here, \( \varphi_\perp \) is the angle defining the polarization of the transverse polarized field and \( \epsilon = i E_\parallel / E_\perp \) is the (complex) ratio of the two field amplitudes of the original dipoles. As is obvious from Eq. (23) interference only occurs when the two fields are at least partially in phase, i.e., when \( \Re(\epsilon) \neq 0 \), and is maximum when \( \epsilon \) is fully real.

### III. ANGULAR MOMENTUM CONSERVATION

Electromagnetic radiation can carry angular momentum as spin angular momentum and orbital angular momentum. The first corresponds to the rotating electric and magnetic fields of circularly polarized radiation while the latter arises from the disposition of the wavefronts of the latter. Spin and orbital angular momenta can transform into each other and be converted to mechanical angular momentum when interacting with matter [67, 68]. The apparent displacement on the position of the atom depending on the observed atomic transition can be understood as spin-orbit coupling of angular momentum of the single photons spontaneously emitted. To illustrate the effect, let us consider a photon emitted in a \( \Delta m = +1 \) or \( \Delta m = -1 \) electric dipole transition with wavelength \( \lambda \), where \( \Delta m = m_f - m_i \) is the difference in the magnetic quantum number of the final and initial electronic states of the atom, with the quantization axis oriented along \( z \). In this case, the final angular momentum of the atom differs by a quantum \( h \) from the initial one, and for conservation of the total angular momentum this must be present in the emitted photon, as spin or orbital angular momentum. In general, for any direction, the expectation values of the spin and orbital angular momentum along \( z \) of the photon are

\[
\langle s_z \rangle = \Delta m \frac{2 \cos^2 \theta}{1 + \cos^2 \theta} \frac{\hbar}{h},
\]

(24)

\[
\langle l_z \rangle = \Delta m \frac{\sin^2 \theta}{1 + \cos^2 \theta} \frac{\hbar}{h}
\]

(25)

respectively [20], where \( \theta \) is the polar angle in spherical coordinates. For \( \Delta m = \pm 1 \) the expectation values of the spin and orbital angular momenta always add to \( \mp \hbar \). A photon detected in the \( z \) direction carries angular momentum solely in the form of spin angular momentum, i.e., it has right circular polarization \(-\sqrt{2}(\hat{x} + i\hat{y})\) for a \( \Delta m = +1 \) transition and left circular polarization \(-\sqrt{2}(\hat{x} - i\hat{y})\) in the case of a \( \Delta m = -1 \) transition. For a photon detected in a direction \( \hat{r} \) of the equatorial \( xy \)-plane (\( \theta = \pi/2 \)) the polarization is linear, parallel to \( \hat{r} \times \hat{z} \), irrespective of the \( \Delta m = \pm 1 \) transition, therefore the photon does not carry spin angular momentum. Conservation of the total angular momentum imposes that the photon carries an orbital angular momentum \( l_z = \pm \hbar \).

Let now consider photons detected in the equatorial plane. In that plane, the wavefronts are spirals with opposite orientations. This angular variation of the phase is the signature of the presence of orbital angular momentum in the radiated field, as calculated in [20]. The direction \( \hat{k} \) of propagation of the photons, perpendicular to the wavefronts, is slightly tilted with respect to the radial direction, which cause the displacement of the intensity profile [20]. On the other hand, when detecting photons coming from the \( \Delta m = \pm 1 \) along the \( z \) axis, as the wavefront in this direction presents angular symmetry, they propagation of photons is not tilted. For detection in any other direction, the photon will carry a mixture of orbital angular momentum, as angular asymmetry in the wavefront and spin angular momentum, as elliptical polarization. For the detection of photons emitted by a \( \Delta m = 0 \), photons do not carry any angular momentum, so they polarization is linear and the wavefronts are spherically symmetric for any direction, so displacement of the intensity profile does not occur. When considering also the imaging system, the angular momentum of the emitted field is not necessarily conserved, giving rise to additional apartment displacement in measured intensity profile in the image plane.

Conservation of angular momentum in single scatterers has been studied in the case of non-absorbing spherical particles, both in Mie and Rayleigh scattering [21]. It has been shown that the angular momentum is conserved separately in each direction [21]. If we consider an input field with right circular polarization, propagating along the \( z \)-axis towards the spherical particle, then the spin angular momentum angular distribution is given, in the Rayleigh case for the \( z \) component by

\[
s_z(\theta) = \frac{3\epsilon_0 c E_0^2}{16\pi \omega r^3} \sigma_{sc} \cos^2(\theta),
\]

(26)

where \( \sigma_{sc} \) is the Rayleigh scattering cross-section. The expression for the orbital angular momentum is the complementary expression, \( l_z = 1 - s_z \). These results are similar to the one found for the radiating dipole, meaning that for some directions, the angular momentum is present totally as spin, and for others as orbital angular momentum, and in general, a combination of both. The apparent displacement of the scatter can then be interpreted as the presence of orbital angular momentum.
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