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Abstract

We propose range-based ternary search tree (RTST), a tree-based approach for flow-table lookup in SDN. RTST builds upon flow-tables in SDN switches to provide a fast lookup among flows. We present a parallel multi-pipeline architecture for implementing RTST that benefits from high throughput and low latency. The proposed RTST and architecture achieve a memory efficiency of 1 byte of memory for each byte of flow. We also present a set of techniques to support dynamic updates. Experimental results reveal that RTST can be used to improve the performance of flow-lookup. It achieves a throughput of 670 million packets per second (MPPS), for a 1K 15-tuple flow-table, on a state-of-the-art FPGA (Virtex 6 XC6VLX760).
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1 Introduction

Software-defined networking (SDN) defines a new paradigm that separates the control plane and data plane. Network-control applications, including routing, balancing traffic load, access control, and security policies, are defined as software in the control plane [1]. The control plane instructs data plane to forward the packets. The forwarding is determined by the rules that data plane applies to packets. The OpenFlow [2, 3] can be used as a viable interface for SDN to manage the network traffic between the control plane and data plane (network devices) [4]. A network device, specifically called the OpenFlow switch [5, 6] or switch, uses one or more flow-tables to execute its functionality. Lookup is one of the main functions on the flow-tables during which the switch identifies the corresponding rule for each incoming packet.
packet. It compares a prefix of the incoming packet fields with a table of stored rules (flow-table) and returns the matching rule.

To improve performance in SDN, the switch must provide a fast lookup on the flow-tables. Moreover, since switch memory may be needed to handle the always-growing number of services [7], it is important to consider a memory-efficient lookup solution. Current solutions can be classified into three categories: ternary content-addressable memory (TCAM) [8–10], bit vector (BV)-based approaches [11–14], and the decision tree approaches [15–18].

TCAM is not scalable with respect to flow-table size; also it is a scarce, expensive, and power-hungry resource [19, 20]. Furthermore, the time of adding new rules with random priority is significantly higher than with single priority [21]. The rules in TCAM are stored from top to bottom in decreasing priority, and for this reason, inserting a new TCAM entry usually entails rearranging the existing entries that yields high overhead for each update.

The BV approaches perform the lookup on each field individually and return the combination of the results by bit vectors or tables. These approaches focus on maximizing classification speed while sacrificing memory usage. It is difficult to implement a BV-based design for large rule sets in hardware because the size of bit vectors and tables grows with the size of rule sets.

Decision tree approaches partition the large search space into a small number of regions and construct a tree for each one. Decision tree performs the lookup by traversing from root to leaf. Unfortunately, to perform updates, often it will be necessary to reconstruct the tree because too many modifications are required for the decision tree. Also, decision tree incurs substantial cost regarding resources because there is a need to store child pointers at each node.

FPGA can perform reconfigurable architecture and offer abundant parallelism. Using FPGA makes it feasible to process scientific computing applications [22] and do parallel processing utilizing various types of strategies [23–25]. Moreover, a wide range of internet applications that require some hardware to perform frequent updates and adapt to different processing have been proposed on FPGA [26, 27]. However, the FPGA-based implementation requires some attention due to the limitation of the hardware resources and architectural optimization.

In this paper, we present RTST, a high-speed and memory-efficient lookup solution. RTST reduces the search space to achieve a fast lookup on the flow-tables. It takes advantage of memory efficiency using the pointer elimination technique. In addition, RTST needs not to be rebuilt for new updates, and therefore obtains a fast update. To implement RTST, we present a parallel multi-pipeline architecture on FPGA. This architecture is high throughput and low latency, and supports dynamic updates. The main contributions of this paper are as follows:

- We propose an RTST as a data structure to provide fast lookup on the flow-tables.
- We present an RTST-based pipeline architecture which benefits from high throughput even if the length of the packet header is scaled up.
- We employ an optimization technique to achieve the high memory efficiency of 1 byte of memory per byte of flow.
We present a set of techniques for supporting dynamic updates, including flow modification, deletion, and insertion.

The rest of the paper is organized as follows: Sect. 2 introduces the background and problem definition. Section 3 shows details of the RTST design. Section 4 describes the proposed architecture. Section 5 presents update techniques on this architecture. Section 6 describes our design scalability and the performance evaluations. Section 7 concludes the paper.

2 Background and problem definition

2.1 Background

An equivalent class of packets that includes a subset of packet header fields is denoted as a flow [1]. The ultimate target of the control plane is to specify flows and write in the switch’s flow-table through OpenFlow. The flow’s behaviors are determined by the control plane in the form of rules. A rule is matched with an incoming packet if all the header fields of the packet are matched with that rule. A set of actions will be taken when a packet matches a rule. The flow-table lookup is one of the packet processing functions in SDN used for services requirements such as quality of service.

2.2 Problem definition

The problem of flow-table lookup is defined as follows: Given that a flow-table \( F \) consists of \( N \) flows, a high-throughput lookup engine is designed which also supports memory efficiency and dynamic updates. It compares the incoming packet fields against the flow-table and returns the matching flow(s). Among all the matched flows, the highest priority flow is considered. In SDN, a large number of fields are required to be examined to support sophisticated network applications. For example, in the recent specification of the OpenFlow protocol [3], the number of fields is 15, which consists of 356 bits. Two kinds of matches are allowed in each field: prefix match and exact match. In the flow-table lookup, only the source address (SA) and destination address (DA) fields require the prefix match, while all the other fields require the exact match.

To achieve a high-performance lookup engine, there are three existing challenges that need to be resolved:

- **Large scale** Lookup upon a large number of flows in large-scale networks requires high processing.
- **Memory efficiency** To support larger flow-tables, memory-efficient lookup solutions are necessary.
– Dynamic update Flows may be dynamically changed and updated, and this affects the performance. Dynamic update carried out in the flow-table includes three operations: (1) modification, (2) deletion, and (3) insertion.

3 RTST design

In this section, we propose RTST, a special tree-based data structure that focuses on high memory efficiency and fast lookup. We consider RTST with order three because hardware implementation results show that orders greater than three are very difficult to be efficiently implemented. It inflicts poor uniformity and constructs a wide variety of fat nodes in the data structure. In this case, wide memory access is required for each fat node [18]. In addition, trees with order greater than three increase the number of bits for storing pointers. RTST comprises the following properties:

– The tree is a type of range-based ternary tree.
– The tree includes two different types of node: 3-node and leaf-node. All the nodes contain up to two data fields, left and right data field, where the value of the right data field is greater than the left one. Figure 1 shows the types of nodes in RTST.
– The 3-node references to three children including left, middle, and right, using pointers. The left child contains values less than the left data field, the middle child contains values between the two data fields, and the right child contains values greater than the right data field.
– All the leaf nodes contain one or two data fields and are at the lowest level.

A complete RTST is a tree in which all the levels are fully occupied except possibly the last level. In a complete RTST, each element can be found in \(1 + \lceil \log_3 N \rceil\), where \(N\) is the total number of nodes in the tree.

In the first step, the root of the tree, which consists of two values, must be determined. The locations of the root values can be calculated as follows:
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**Fig. 1** Different types of nodes in RTST
where \( L_L \) is the location of the left data, and \( L_R \) is the location of the right data. After unveiling the root, three sub-trees, \( T_L, T_M, \) and \( T_R, \) are obtained. The \( T_L \) is the left sub-tree which has locations \( 0 \leq T_L < L_L, \) the \( T_M \) is the middle sub-tree which has locations \( L_L < T_M < L_R, \) and the \( T_R \) is the right sub-tree that has locations \( L_R < T_R \leq N. \) For each sub-tree, this procedure is repeated recursively. Let \( n \) be the number of levels of the RTST and \( \gamma \) be the number of nodes in the last level. The total number of nodes in each level, excluding the last level, is \( 3^{n-1} \) and \( \gamma = N - \sum_{i=1}^{n} 3^{i-1}. \) The steps to build an RTST are described in Algorithm 1.

**Algorithm 1 Complete RTST**

**Input:** List \( A \) consist of \( N \) sorted elements  
**Output:** Complete RTST

1. \( L_L = \left\lfloor \frac{1}{3} N \right\rfloor, \) \( L_R = \left\lfloor \frac{2}{3} N \right\rfloor \)
2. \( \text{Root} = [L_L, L_R] \)
3. \( \text{Pick elements} = (A[L_L], A[L_R]) \)
4. \( \text{Left sub-tree = complete RTST (left of } L_L \text{ sub-list);} \)
5. \( \text{Middle sub-tree = complete RTST (middle of } L_L \text{ and } L_R \text{ sub-list);} \)
6. \( \text{Right sub-tree = complete RTST (right of } L_R \text{ sub-list);} \)

We divide a flow-table into \( k \) groups to achieve significant performance, which will be described in Sect. 6.3. Two groups of flows are said to be disjoint if and only if any two flows in the groups do not overlap with each other. An RTST is built for each group of disjoint flows. The RTST need not be rebuilt for inserting new flows, and the flows can be added in the tree in any order. To add a new flow \( F \) into RTST, \( F \) is compared with node’s data fields and moved down the correct path while the leaf node is not reached. The following cases are defined to insert a new flow upon RTST:

- In the leaf node, if it has one data item, then insert \( F \) into the leaf node as the left or right data field.
- If the leaf node has two data items and the parent node has one data item, then compare the two data items of the leaf node with \( F. \) Afterward, select the middle value from the comparison and insert it in the parent node. If the leaf node is the left child, then move the data in the parent node to the right as the right data field and insert the middle value in the parent node as the left data field. If the leaf node is the right child, then the middle value is inserted in the parent node as the right data field, and the two leftover values become two leaf nodes.
- If the leaf and parent nodes are full, then develop the middle value of the leaf node to its parent node. Afterward, develop the middle value of the current node while the parent node is full and the current node is not root. If the current node
is root, then create a new root node from the middle value to its parent. Finally, update the left and right data fields of the new root.

Figure 2 shows a simple structure of RTST in which disjointed prefixes of a group are implemented. Depending on the comparison at each node, the search in the tree is performed. If the incoming prefix is smaller than the left data field, then the traversal forwards to the left child through the left pointer, and if the prefix is greater than the right data field, then it forwards to the right child through the right pointer and the traversal forwards to the middle child, otherwise. The comparison is begun from the root, and the decision regarding the traversing path is made based on the data values of each node. For example, assume that a packet with a prefix $P_p = 11,001,000$ arrives. $P_p$ is compared with node values 00,110,110 and 10,000,101, yielding no match and a “right” result. Therefore, the packet traverses to the right sub-tree. The comparison with the input value in this node leads to a “match” result.

### 3.1 Improving memory efficiency by pointer elimination

To build the RTST, each child pointer needs to be stored as a reference at each node. These pointers may incur cost regarding memory consumption. The memory efficiency can be improved if these pointers are eliminated.

To eliminate pointers, a logical relationship between parent and child nodes must be provided. The nodes in each level of the tree are accommodated in a contiguous memory block. Let $i$ denote the index of node $x$; then, $3i$ is the index of the left child of node $x$, and its middle child and right child are located at $3i + 1$ and $3i + 2$ indexes, respectively. The address of the next node could simply be calculated on the fly based on the current node address. Thus, there is no need to store pointers at each node. The memory allocation and address calculation are described in Fig. 3. Consider a node with address $A_{ij}$, where $i$ and $j$ are the level and the node number of tree, respectively; to access the left child, $(3 \times A_{ij})$ should be calculated, and $((3 \times A_{ij}) + 1)$ and $((3 \times A_{ij}) + 2)$ should be calculated in order to access the middle and right children, respectively.

![Fig. 2 A sample group of disjoint prefixes and its corresponding complete RTST](image.png)
Architecture

4.1 Overall architecture

Pipeline is an important technique to improve the performance of a design. In the ideal case, it takes one clock cycle for each operation. Throughput and delay are two criteria used for determining the performance of a pipeline. They are related but not identical. There are two approaches to increase the performance of pipeline architecture. The first one is to reduce the delay in each stage, while the second one is to increase the number of parallel operations in each stage. We employed both approaches to improve the throughput of our design. The overall architecture is shown in Fig. 4. In our multi-pipeline architecture, there are \( k \) pipelines, one for each group of the flow-table. To implement RTST on the pipeline, each level of the tree is mapped upon a separate pipeline stage. The number of pipeline stages is determined by the height of the tree, and the height is dependent on the number of elements of each group.
4.2 RTST architecture

The block diagrams of the architecture and a single stage of the pipeline are shown in Fig. 5. The pipeline architecture is dual line where each stage includes logical circuits and a memory block. Logical circuits are applied to perform the comparison operation and send the result to the next stage. The memory block is dual port so that two data can be read/write every clock cycle. In each stage of the pipeline, three data are forwarded from the previous stage: (1) input prefix (which is compared with the content of each entry in the memory to determine the matching status), (2) memory address, and (3) ready signal. The forwarded memory address is used to retrieve the content of each entry in the memory that is the left and right data of the node. Note that the memory access time is a major reason for the delay on each stage. It can affect the total performance. In our design, each entry in the memory includes two elements which are available simultaneously; hence, the access time delay will be decreased. When matching is made, the ready signal is set, and the memory access in the stages is turned off. Figure 6 shows the block diagram of the next address generator. Since the next address is calculated in parallel with memory access, there is no further delay in the address generation. Depending on the output of the comparator, the priority encoder provides four possible states including (I) $3 \times A_i$, if the input prefix is smaller than the left data, (II) $3 \times A_i + 1$, when the input prefix is between
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Fig. 5 The proposed architecture for implementing RTST
the left and right data, (III) $3 \times A_i + 2$, provided that the input prefix is greater than the right data, (IV) \textit{Next hop}, if the match is made either with the left or right data. In this case, the ready signal is established to refer to the next stage. When a match is made, searching in the subsequent stages is not necessary, and the previous result can simply be forwarded.

5 Dynamic updates

Since updates and configurations in flow-tables occurred frequently, it requires the hardware to adapt to frequent updates during runtime. Given a flow-table consisting of $N$ flow entries $\{F_i|i = 0, 1, \ldots, N - 1\}$, the updates include three operations: (1) modification, (2) deletion, and (3) insertion.

- \textit{Modification} The primary purpose of the modification is to change the flow information in the flow-tables. For the modification requests, if a matching entry exists in the flow-table, the fields of this entry are updated with the new value from the request. Given a flow $F_i$, search $F_i$ in the flow-table, locate $ie\{0, 1, \ldots, N - 1\}$ where $F_i = F$; change flow $F_i$ in the flow-table into flow $F$.

- \textit{Deletion} The primary purpose of deletion is to remove the flows in the flow-tables. For the deletion requests, if a matching entry exists in the table, it must be deleted. Given a flow $F_i$, search $F_i$ in the flow-table, locate $ie\{0, 1, \ldots, N - 1\}$ where $F_i = F$; remove $F_i$ completely from the flow-table.
– *Insertion* The primary purpose of insertion is to add the flows in the flow-tables. Two flow entries are overlapped if a single packet match both, and both entries have the same priority. If an overlapping conflict exists, the insertion must be rejected. In the non-overlapping case, insert the flow entry in the flow-table. Given a flow $F$, search $F$ in the flow-table, if $\forall i \in \{0, 1, \ldots, N-1\}, F_i \neq F$; then insert $F_i$ into the flow-table.

The first step of the update operations is always searching $F$, which reports whether $F$ exists in the current flow-table. After searching $F$ is completed, we present our main ideas as follows (Fig. 7).

### 5.1 Modification

Assume $F$ exists in the flow-table; hence, $\exists i \in \{0, 1, \ldots, N-1\}$ such that $F_i = F$. Flow modification can be performed by inserting a write bubble, as introduced in [28]. This is illustrated in Fig. 8. There is one write bubble in each stage that stores the update information. Each write bubble consists of two entries. Each entry includes: (1) the memory address to be updated in the next stage, (2) the new content, and (3) a write enable bit. When a flow modification is initiated, the memory content of the write bubble in each stage is modified, and a write bubble is inserted into the pipeline. The write bubble will modify the memory location in the next stage when the
write enable bit is set. Since the memory is dual-ported, two nodes can be simultaneously modified at each stage.

5.2 Deletion

Assume \( F \) exists in the table; hence, \( \exists i \in \{0, 1, \ldots, N - 1\} \) such that \( F_i = F \). For deletion, we consider a valid bit (flag) to keep the validity of the nodes. In this case, a node is valid only if its corresponding valid bit is set to ‘1’, and is invalid if its corresponding valid bit is reset to ‘0’. To delete a flow, we reset its corresponding valid bit to ‘0’. An invalid flow is not compared for any match result. The left part of Fig. 7 depicts the tree in which only \( F_8 \) is initially invalid. If we want to delete \( F_4 \) and \( F_7 \), the valid bits corresponding to \( F_4 \) and \( F_7 \) are reset to ‘0’. The right part of Fig. 7 shows the reset process of their corresponding valid bits.

5.3 Insertion

Assume that the flow \( F \) does not exist in the table; hence, \( \forall i \in \{0, 1, \ldots, N - 1\}, F_i \neq F \). For insertion, we insert a new flow by modifying an invalid node or adding a new node. In other words, we replace invalid flows by the new flows. If there is no invalid node, a new node is created upon RTST. The algorithm used to insert upon RTST follows a bottom-up approach. The first step is to find the parent \( p \) of the newly node \( n \) that will be inserted on RTST. There are two cases: (1) The node \( p \) has only one or two children (the parent node has one or two invalid children) and (2) the node \( p \) has three children (the parent node does not have invalid child). In the first case, the valid bit of a child node is set to ‘1’ and \( n \) is inserted as the appropriate child of \( p \). In the second case, if \( n \) is inserted as the appropriate child of \( p \), \( p \) has four children, thus violates the property of an RTST. Hence, an internal node \( m \) is created according to the mechanism of adding a new flow, presented in Sect. 3.

6 Performance evaluation

6.1 Scalability

A scalable architecture sustains high levels of performance even if the number of the packet fields and flow-table size are scaled up [12]. Our design benefits from high clock rate even if the length of each packet header is scaled up. Moreover, it is a fast lookup engine, even when the number of flows is increased. Since each level of the tree is mapped onto one stage of the pipeline, the number of stages is determined by the height of the tree. It has never a height greater than \( \lceil \log_3 N \rceil \). We can expect considerable resource saving in hardware implementation because the storage complexity is linear, implementation is simple, and the amount of logic resources is small.
6.2 Experimental setup

We conducted experiments to evaluate the performance of our design, including the FPGA prototype of the architecture. The architecture has been implemented in VHDL, using Xilinx ISE Design Suite 14.2, targeting the Virtex 6 XC6VLX760 FFG1760-2 FPGA [29]. The chip contains 118, 560 logic slices, 1200 I/O pins, 26 Mb BRAM (720 RAMB 36 blocks). A configurable logic block (CLB) on this FPGA consists of 2 slices, each having 4 LUTs and 8 flip-flops. Throughput and latency are reported using post-place-and-route results. We also generated random flows for OpenFlow-tables \( (d = 15, L = 356) \), in order to prototype our design, where \( d \) is the total number of fields for the flow and \( L \) is the total number of bits for the input packet header. The number of flows in a flow-table is chosen from 128 to 1K.

6.3 Scalability of latency

Latency is the processing delay of a single packet when no dynamic update is performed. Figure 9 shows the effect of various sizes of flow-tables \( (N = 128, 256, 512 \) and \( 1024) \) on the latency performance of our architecture. Experimental results show that our design achieves low latency for various values of \( N(L = 356) \). We used the prefix partitioning [18] to divide a given flow-table into \( k \) groups of disjoint flows. We store each group of flows in a balanced RTST leading to \( O(\log_3 N') \) lookup time per group, where \( N' \) is the number of flows in each group. Since increasing the number of groups can be inefficient in hardware implementation, we can achieve an acceptable number of groups by \( h = \log_3(\frac{N}{k}) \), where \( h \) is the height of the search tree. As can be seen, compared to the no prefix partitioning implementation, the prefix partitioning approach improves the latency performance in our architecture.
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**Fig. 9** Latency for each \( N = 128, 256, 512, 1024 \)
The factors that lead to this result are the use of fewer trees and the reduction in the height of the tree.

Figure 10 shows the effect of the length of the packet header ($L = 104$ and $L = 356$) on the latency performance of our design. As it is shown, the clock rate for both $L = 104$ and $L = 356$ is high, and the difference in the latency is not large. Our experimental results show that the clock rate achieved for our design is 337 MHz that can provide a scalable and high-throughput architecture on FPGA.

### 6.4 Comparison of the throughput and latency with the state of the art

We compare the throughput and latency performance of our approach with the existing hardware accelerators in Fig. 11. All the implementations and our approach support 1K flows, and each flow includes 15 fields. The TCAM can match packets in a single clock cycle [30]. As a result, the throughput and latency performance of TCAM are estimated based on the assumption that packets can be matched within a single clock cycle and clock rate can be at 360 MHz. In the FSBV [13], it is assumed that 7 pipeline stages are employed, and the clock rate can be sustained at 167 MHz. We assume a single pipeline is employed in the StrideBV [14], which consists of 89 stages running at 105 MHz. For the decision-tree-based implementation [17], we assume 16-stage pipeline is used, and clock rate can be at 125 MHz. In the BV-based pipelined architecture [12], the 2-dimensional pipelined architecture is employed, which for a flow-table consisting of $N$ flows and an $L$-bit packet header, requires $N$ rows and $L$ columns while the clock rate can be sustained at 324 MHz. As can be seen, the StrideBV and BV-based pipelined architecture have higher latency than other designs. These results are due to the deeply pipelined architecture. Our design achieves better latency compared to the StrideBV, decision tree, and BV-based pipelined.
architecture. Our architecture achieves high clock rate (337 MHz) since the processing delay in each stage of the pipeline is low. It also benefits from high throughput (674 MPPS) compared to the other designs.

6.5 Memory efficiency

The memory efficiency is defined as the amount of memory required to store one flow entry. We compared our design with TCAM [30], FSBV [13], and StrideBV [14] with respect to the average memory requirement per flow in Table 1. The memory consumption of the BV-based pipelined architecture [12] is unclear, but usually, the BV algorithms can provide high throughput at the cost of low memory efficiency. As can be seen, our design consumed 44.5 bytes per flow, achieved a memory efficiency of 1 byte of memory for each byte of flow. TCAM also consumes 44.5 bytes per flow, but is not scalable in terms of circuit area, as compared to SRAMs [31].

| Approach       | Memory req.   | Memory req.   |
|----------------|---------------|---------------|
|                | $L = 104$ bits | $L = 356$ bits |
| TCAM [30]      | 13 bytes/flow | 44.5 bytes/flow |
| FSBV [13]      | 29 bytes/flow | 99.23 bytes/flow |
| Stride BV [14] | 156 bytes/flow | 534 bytes/flow |
| Our approach   | 13 bytes/flow | 44.5 bytes/flow |
7 Conclusion

In this paper, we proposed RTST as a data structure to achieve fast lookup for the flow-tables. We also presented a parallel multi-pipeline architecture to sustain both high throughput and low latency. This architecture provides high clock rate and fast lookup, as well as supporting dynamic updates. The proposed architecture is simple, and resource consumption is small. We could also achieve a memory efficiency of 1 byte of memory for each byte of the flow entry. Experimental results revealed that for a 1 K 15-tuple flow-table, a state-of-the-art FPGA could sustain a throughput of 670 MPPS. With these advantages, our algorithm and design can be used to improve the performance of flow-lookup.
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