Acoustic Topological Circuitry in Square and Rectangular Phononic Crystals
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I. INTRODUCTION

Steering waves around sharp bends, and splitting their energy between different channels, in a robust manner is of interest across many areas of engineering and physics [1–6]. In particular, a great deal of theoretical and experimental work has been devoted to the study of acoustic propagation in defect waveguides (created by removing rows of inclusions) embedded within a two-dimensional phononic crystal [7,8]; introducing defects into an otherwise perfect phononic crystal allows spatially localized acoustic modes to reside in a band gap [9,10]. Another mechanism that allows for the manipulation of acoustic energy is the self-collimation effect used in photonics [11,12] that uses dynamic anisotropic dispersion to steer and partition modes.

More recently, and connected to these approaches, there has been intense activity exploring symmetry-induced topological-like effects for wave transport that shows little sign of abating [13–18]. These offer an appealing route to passive waveguiding as they do not require convoluted methods for mode coupling between channels, have limited reflection loss, and have the added potential of broadband performance amongst other benefits. The physics explored in the present paper centers on edge states that have the same origin as those present in the quantum valley-Hall effect [19]. This effect originates from the gapping of Dirac cones via the strategic breaking of spatial symmetries. The regions of quadratic curvature that demarcate the band gap are commonly referred to as the valleys and they are locally endowed with a topological invariant known as the valley Chern number. By attaching two media with opposite valley Chern numbers, broadband chiral edge states are guaranteed to arise; these interface states are commonly known as topological confinement states, kink states, zero modes, or zero-line modes (ZLMs) [17].

Exciting progress is being made in the field of valleytronics [16,19–26] and this whole area of research shows much promise. However, throughout the topological literature, there is a gap in experimentally showing how to split energy, over a broadband range of frequencies (about 0.5 MHz), in three directions. Numerous examples of two-way beam splitters have been shown [15,27–42] that leverage the geometry of graphenelike hexagonal structures. The restriction to two-way beam splitting is due to a conservation of a topological charge inherent within graphenelike structures [17]; to obtain these...
three-way beam splitters, square, or rectangular, lattice structures must be used and not the hexagonal graphene-like structures that are prevalent in the topological community [15,27–42]. Venturing beyond beam splitters, a longstanding desire within the phononic’s sister photonics community has been to mold the flow of light through and around complex optoelectronic “photonic cities,” as shown on the cover of the now classic book by Joannopoulos et al. [43]. Herein, we leverage our experimental findings to simulate a phononic circuit that charts the course for future “phononic cities.”

Because of the underlying topological nature of our designs, wave transport is both more robust and also tunable by geometry; hence, a wave splitter can be seamlessly changed into a wave steerer by altering a select portion of the structured medium. The geometrical tunability, the topological robustness, and the three-way partitioning of energy are the three crucial advantages of our experimental design over competing methods [15,27–42]. The phononic circuits created demonstrate the versatility of the underlying mechanisms to efficiently navigate acoustic waves over a broadband range of frequencies.

In this article, we begin by formulating our problem in Sec. II before elaborating on the geometrical differences between the square and rectangular phononic systems in Sec. III. Experimental demonstrations of topological transport along a domain wall, a three-way topological beam splitter, and a more complex acoustic circuit are shown in Sec. IV; Fig. 1 illustrates our experimental setup. Finally, in Sec. V we draw together some concluding remarks.

II. FORMULATION

The phononic crystals we consider are composed of steel rods immersed in water. Acoustic wave propagation in water is described by the scalar wave equation

$$\nabla \cdot (\rho_1^{-1} \nabla p) = \frac{1}{\kappa} \frac{\partial^2 p}{\partial t^2}, \quad (1)$$

where \(\nabla = (\partial / \partial x_1, \partial / \partial x_2, \partial / \partial x_3)^T\), \(\nabla^T\) denotes the transpose, \(p(x,t) = p(x_1, x_2, x_3, t)\) is the deviation of the acoustic pressure from the ambient pressure, \(\rho_1\) is the homogeneous mass density (in units of \(\text{kg m}^{-3}\)) of the fluid, and \(\kappa\) (in units of \(\text{Pa}\)) is the corresponding homogeneous bulk modulus. It is tempting to assume an almost infinite contrast as the bulk modulus of steel is almost 2 orders of magnitude larger than the bulk modulus of water. However, it has been shown that the elastic waves excited in the solid rods affect the dispersion of the crystal, so that their coupling with acoustic waves in water must be taken into account [44]. Thus, we model the metal as an elastic body by using Navier’s equation:

$$\nabla \cdot \left[ C : \nabla u \right] = \rho_2 \frac{\partial^2 u}{\partial t^2}, \quad (2)$$

where \(C\) is the rank-4 (symmetric) elasticity tensor with entries \(C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk})\), \(i,j,k,l = 1,2,3\), i.e., isotropic, where \(\lambda\) and \(\mu\) are the Lamé parameters (both of them in units of \(\text{Pa}\)), and \(\rho_2\) (in units of \(\text{kg m}^{-3}\)) is the mass density of the solid. Equations (1) and (2) are related to each other via two coupling conditions at the interface between the fluid and the solid. First, the pressure in the fluid is continuous with the normal traction in the solid, or \(T_{ij} n_j = -p n_i\), where \(T = C : \nabla u\) is the stress tensor and \(n\) is the normal to the interface entering the fluid. Second, the normal acceleration is continuous and proportional to the gradient of pressure in the fluid according to

$$n \cdot (\rho_1^{-1} \nabla p) = -n \cdot \frac{\partial^2 u}{\partial t^2}, \quad (3)$$

Here the displacement field \(u(x,t) = [u_1(x,t), u_2(x,t), u_3(x,t)]^T\), \(C\) is the rank-4 (symmetric) elasticity tensor with entries \(C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk})\), \(i,j,k,l = 1,2,3\), i.e., isotropic, where \(\lambda\) and \(\mu\) are the Lamé parameters (both of them in units of \(\text{Pa}\)), and \(\rho_2\) (in units of \(\text{kg m}^{-3}\)) is the mass density of the solid. Equations (1) and (2) are related to each other via two coupling conditions at the interface between the fluid and the solid. First, the pressure in the fluid is continuous with the normal traction in the solid, or \(T_{ij} n_j = -p n_i\), where \(T = C : \nabla u\) is the stress tensor and \(n\) is the normal to the interface entering the fluid. Second, the normal acceleration is continuous and proportional to the gradient of pressure in the fluid according to

$$n \cdot (\rho_1^{-1} \nabla p) = -n \cdot \frac{\partial^2 u}{\partial t^2}, \quad (3)$$

where the normal \(n\) now enters the solid. Therefore, by using this coupled acoustoelastic model we take into account the conversion of pressure waves, in the fluid, into coupled shear and longitudinal elastic waves, in the solid. This allows us to include subtle physical effects that would otherwise be missed by simpler models [45]; for example, a model that comprises of the scalar wave equation (1) alongside rigid Neumann boundary conditions. We solve...
the coupled acoustoelastic equations using the finite element method (FEM) following the techniques detailed in Refs. [44,45].

Herein, we assume a time-harmonic dependence $\exp(-i\omega t)$ for the pressure field in the fluid phase, and the elastic displacement field in the solid phase, where $\omega$ is the angular wave frequency in units of radians per second. Moreover, the band spectra, of the doubly periodic structures under study, are analyzed using Floquet-Bloch conditions set on the edges of an elementary cell (edges are chosen within the liquid phase, so that the phase shift is enforced on the pressure field rather than the displacement field). We do not take into account dissipation (the density and bulk modulus, in Eq. (1), and the elasticity tensor and density, in Eq. (2), are real valued); therefore, we only consider real band spectra ($\omega \in \mathbb{R}^+$) (see, e.g., Refs. [44,46]). Despite this assumption, the scattering problem, which assumes a Dirac point force in Eq. (1) (the source generating time-harmonic sonic waves is placed within the liquid phase), requires the addition of perfectly matched layers in the fluid phase [with some anisotropic complex-valued density and isotropic complex-valued bulk modulus in Eq. (1); see Ref. [47]] on either side of the computational domain to avoid unwanted wave reflections.

III. PHONONIC CRYSTAL DESIGN

The cellular structures that we consider in this article possess the symmetries shown in Figs. 2(a) and 3(a). We chose these structures over their hexagonal lattice counterparts due to their inherent ability to localize energy in unique ways [48–52]; the benefits of this will become more evident in Sec. IV. For the square case, the unrotated cellular structure chosen contains horizontal, vertical,

![FIG. 2. (a) The symmetries present within a square structure that belongs to the p4m wallpaper group [53,55]. There are two pairs of mirror symmetry lines, denoted by an orthogonal pair $\sigma_v(x_1)$, $\sigma_v(x_2)$, and another pair of mirror symmetries, $\sigma_d(x_1 + x_2)$, $\sigma_d(x_1 - x_2)$, as well as a set of fourfold rotational symmetries. The dots show the centroid of the cell as well as lattice points that demarcate the cell perimeter. (b) The point group symmetries along the high-symmetry lines and at the high-symmetry points for certain paths contained within the BZ.](image)

and diagonal mirror symmetries along with fourfold rotational symmetry, [Fig. 2(a)]; for the rectangular case, the unrotated cellular structure solely comprises of a pair of orthogonal mirror symmetries and a twofold rotational symmetry [Fig. 3(a)]. The differences between the dispersive behavior of waves, propagating through either a square or rectangular lattice, are described in Sec. III C. Foundational elements of group theory that we readily use here can be found in Refs. [53,54].

All the space group elements, which leave our chosen square or rectangular lattice invariant, are succinctly written as $\{R, \tau\}$, where $R$ denotes a point group symmetry element and $\tau$ corresponds to a lattice translation [53,54]. The square and rectangular periodic structures under consideration here belong to a symmorphic space group $G$; hence, all $\{R, \tau\} \in G$ are compound symmetries obtained by combining a point group element and a primitive lattice translation. Specifically, the elements in $G$ are separable, $\{R, \tau\} = \{R, 0\}\{\epsilon, \tau\}$, where $\tau$ denotes a Bravais lattice translation.

If we are at a high-symmetry point in the Brillouin zone (BZ) then $\mathbf{R}\mathbf{k} = \mathbf{k} \mod \mathbf{G}$ for many different $\mathbf{R}$, where $\mathbf{G}$ is an arbitrary reciprocal lattice vector. Each $\mathbf{R}$ (operator form of $R$) that satisfies this transformation property at $\mathbf{k}$ belongs to the point group of the wavevector, denoted by $G_{\mathbf{k}}$. The wavevector group of highest symmetry is $G_{\Gamma}$ [where $\Gamma = (0,0)$], which is isomorphic to the factor group $G/T$; $T$ is the translation subgroup. At high-symmetry points in Fourier space, deterministic degeneracies may form, which yield a degenerate set of eigenfunctions that correspond to the same frequency [53–56]. The vast majority of the valleytronics literature takes advantage of periodic hexagonal lattices, and their symmetry-induced Dirac cones at the $KK'$ vertices [19,55]. Here we deviate away from analyzing graphenelike structures and analyze square and rectangular lattice systems...
that possess nonsymmetry repelled Dirac cones; these have to be carefully engineered along specific high-symmetry lines [48–51, 55]. These structures afford us unique physical properties, such as the partitioning of energy three ways, the ability to navigate energy around a $\pi/2$ bend whilst preserving the topological protection, and the potential to parametrically tune the location of the Dirac cones, thereby allowing us to tailor the envelope modulation of the ensuing topological states [48].

A. Square structure

The elements within the point group of the square cellular structure that we consider are illustrated in Fig. 2(a); they consist of an identity operation ($E$), rotation by $\pm \pi/2$ ($C_4$), rotation by $\pi$ ($C_2$), a pair of orthogonal mirror reflections aligned with the basis vectors [$\sigma_v(x_1), \sigma_v(x_2)$], as well as a pair of diagonal mirror reflections [$\sigma_d(x_1 - x_2), \sigma_d(x_1 + x_2)$]. A generic lattice basis vector is given by

$$\mathbf{v} = L_1 \mathbf{i} + L_2 \mathbf{j}, \quad L_1, L_2 \in \mathbb{R}, \quad (4)$$

where $\mathbf{i}, \mathbf{j}$ are the orthogonal unit vectors and, for a square lattice, $L_1 = L_2$. The physical space cell and the BZ that pertain to Eq. (4) are shown in Fig. 4. Figure 2(b) shows the point group symmetries $G_\kappa$ at several high-symmetry points and high-symmetry lines. Note that the degree of symmetry for a generic $\kappa$ belonging to either the high-symmetry lines or high-symmetry points is greater than for any $\kappa$ lying off of them.

B. Rectangular structure

The rectangular cellular structure’s symmetries are a subgroup of the square structure’s symmetries. Figure 3(a)

![FIG. 4. (a) An exemplar physical space cell for an unperturbed square ($L_1 = L_2$) or rectangular ($L_1 \neq L_2$) lattice system. A perturbation is applied when the internal inclusion (gray) is rotated; this breaks all of the reflectional symmetries shown in Figs. 2 and 3. We opt to alter the cell dimensions rather than the inclusion dimensions $L_i$ when dealing with a rectangular system. (b) The BZ for the square and rectangular cases; $\Gamma N X M$ are the vertices of the square Irreducible Brillouin zone (IBZ) whilst $\Gamma X M$ are the vertices of the rectangular IBZ.]

and hence from the signum of the right-hand side we can ascertain which IR an eigenfunction belongs to. Another means to identify which IR an eigenmode belongs to is by comparing it against other eigenmodes that lie along the same band but reside at a different $\kappa$. Because of the continuity of the bands, the IRs belonging to $G_{k_0}$ will transform adiabatically into the IRs of $G_{k_0}$ (where $k_0$ need not equal $k_1$). These relationships between different IRs, in different point groups (when $G_{k_0} \neq G_{k_1}$), are commonly referred to as compatibility relations [53, 54].

C. Dispersion diagrams for square and rectangular structures

Symmetry-generated topological guides leverage the discrete valley degrees of freedom that arise from degenerate extrema in Fourier space. Upon a strategic symmetry reduction, these degeneracies are gapped, leaving a pair of pronounced time-reversal-symmetry- (TRS) related valleys that are distinguished by their opposite chiralities.
[17]. As we are dealing with a continuous Hermitian system, the bands in the dispersion curves, Fig. 5, vary continuously, except possibly at accidental degeneracies where mode inversion may occur, which in turn leads to a discontinuity of the intersecting surfaces. Hence, when moving along a continuous band, of simple (real) eigenvalues, the eigenstates continuously transform; departing from the high-symmetry line, the associated IRs describing the transformation properties of the eigenstates smoothly transform into the IRs belonging to the eigenstates at a connected high-symmetry point.

In physical space both the square ($L_1 = L_2$) and the rectangular ($L_1 \neq L_2$) cellular structures that we consider in Fig. 4 have $\sigma_v(x_1)$ and $\sigma_v(x_2)$ symmetries (Figs. 2 and 3). This results in the BZ paths $MX$ and $NX$ having $\sigma_v(x_1)$ and $\sigma_v(x_2)$ point group symmetries; therefore, the eigensolutions belonging to these paths have a discernible parity (dictated by Table I) with respect to these mirror symmetry lines [as an example, see the eigensolutions residing along $NX$, Figs. 6(a) and 6(c)]. From these eigensolutions we immediately ascertain which bands are repelled from crossing and which are not. Those bands that have an opposite parity with respect to the mirror symmetry line are able to cross, whilst those that have an indeterminate parity do not. Mathematically, this is attributed to the effective Hamiltonian, along $NX$, being diagonalizable and hence the opposite parity bands can be tuned to intersect [24,57].

Using degenerate $k \cdot p$ theory, it was shown in Refs. [48,51] that you could strategically engineer a linear crossing between a pair of $A,B$ bands along the BZ paths, $MX$ and $NX$. System parameters, such as the filling fraction of the inclusion ($l_i$ and/or $L_1,L_2$ in Fig. 4), can be tuned such that the opposite parity bands intersect. This requires two conditions to be satisfied: bands $A,B$ should have opposite slopes and the descending band must be located above the ascending band at some $k \in NX$ or $MX$. The parametric freedom, afforded by changing the inclusion in geometry or material, allows us to tune the Fourier separation between the TRS-related Dirac cone pairs. The distance between the TRS-related Dirac cones is highly relevant for the transmission properties of the topological guide [48,58].

Rectangular lattice systems differ from square lattice systems due to the asymmetry between the cell edges ($L_1 \neq L_2$ in Fig. 4). This asymmetry manifests itself via a relative shift between the $NX$ and $MX$ Dirac cone locations; see the bandstructures in Fig. 5. This shift is further enhanced as the ratio $L_1/L_2$ is increased. Another crucial distinction between the square and rectangular structures is the absence of the diagonal mirror symmetry for the latter. The vertical $\sigma_v(x_1)$ and horizontal $\sigma_v(x_2)$ mirror symmetries yield the nonsymmetry repelled Dirac cones along the outer perimeter of the BZ; see Fig. 5. A similar mechanism occurs due to the $\sigma_d(x_1 \pm x_2)$ symmetries, whereby the even- and odd-parity IRs belonging to the point group $C_4v$ [Fig. 2(b)] transform into the $A,B$ IRs along the path $\Gamma X'$, thereby leading to the nonsymmetry repelled crossing shown in Figs. 5(a) and 6(b). Contrastingly, the absence...
Fig. 6. The eigensolutions for the fourth and fifth bands of a square ($L_1/L_2 = 1$) and rectangular ($L_1/L_2 = 1.04$) lattice system at two distinct $\kappa$ along each of the $NX$ and $\Gamma X$ paths in Fig. 5. The eigensolutions in (a) are taken before and after the $NX$ degeneracy in Fig. 5(a); notably, we have a pair of opposite parity eigenmodes with respect to $\sigma_v(x_1)$, and hence they are not symmetry repelled and the bands can cross [48,55]. This is also true in the square case (b) and the rectangular case (c), where the point group of the path $\Gamma X$ in (b) is $\sigma_d(x_1 - x_2)$. These opposite parity eigenmodes are guaranteed by the point group symmetries, along the $NX$ and $\Gamma X$ paths [Figs. 2(b) and 3(b)], and Table I. Unlike panels (a)–(c), the eigensolutions in (d) repel due to the hybridization of even- and odd-parity modes; this is due to the absence of $\sigma_d(x_1 \pm x_2)$ symmetry for the rectangular system.

of $\sigma_d(x_1 \pm x_2)$ symmetries for the rectangular structures (Fig. 3) leads to symmetry-induced repulsion along the $\Gamma X$ path in Figs. 5(b) and 5(c); notably, the level repulsion between the fourth and fifth bands increases as a function of $L_1/L_2$. This phenomenon is because of the indeterminate parity of the eigensolutions in Fig. 6(d). The absence of the $\sigma_d(x_1 - x_2)$ symmetry in Fig. 6(d) when compared to Fig. 6(b) is immediately apparent. This absence results in a pair of nonorthogonal eigensolutions that repel; this repulsion is mathematically attributed to the nondiagonality of the effective Hamiltonian for any $\kappa \in \Gamma X$ [24,53,57].

For all the square and rectangular structures, when the inclusion is rotated (Fig. 4), all the reflectional symmetries are lost in Fourier space and this breaks open the Dirac points to create the full band gaps shown in Fig. 5. Notably, this repulsion of bands is reminiscent of the level repulsion seen in Fig. 6(d). The eigensolutions in Figs. 6(a)–6(c) are perturbed into eigensolutions that no longer have a discernible parity and hence repel, thereby leaving behind the valley bands shown in Fig. 5. The locally quadratic curves in the vicinity of the former Dirac cones carry nonzero Berry curvatures [48–52] that in turn lead to the generation of valley-Hall edge modes. Those regions on opposite sides of the mirror symmetry line (in Fourier space) carry Berry curvatures with opposite signum [48–51]. The locations of nonzero Berry curvatures dictate how the geometrically distinct media are stacked [23].

Attaching two topological media with opposite Berry curvatures yields edge states that are endowed with a designated pseudospin [17,19,23]. This is achieved by placing one gapped medium above its reflectional twin [Figs. 7(a) and 7(b)]. In essence, the stacking in Fourier space results in regions of opposite Berry curvatures overlaying each other; this local disparity ensures the presence of valley-Hall edge modes [59–61]. For hexagonal lattice systems, there are two distinct orderings of the media that in turn create two distinct interfaces [16,19–25], one of which supports only the even modes and the other the odd modes. The square and rectangular models differ from this, as their interfaces support both the even and odd edge modes [48–51] [Figs. 7(c) and 7(d)]. This evenness and oddness of the edge modes is inherited from the even and odd bulk modes (Fig. 6). The simplicity of this construction, the a priori knowledge of how to tessellate the two media to produce these broadband edge states, and the added robustness [60,62] are the main benefits of these topological valley-Hall modes. Specific to our square and rectangular models is the tunable location of the Dirac cones that result in counterpropagating edge states that have a tunable separation in Fourier space; the size of this separation is directly related to the intervalley scattering and hence to the imperviousness of our edge states to shorter-range defects [63–65]. This tunability is an appealing property as it has been found to be useful for optimizing transmission along topological guides as well as for energy harvesters [48,52].

The asymmetry between the different cell sides for the rectangular structure leads to two distinct interfaces, each of which hosts even- and odd-parity modes (see Fig. 7). This differs from the square structure that possesses only a single unique interface, upon which both even- and odd-parity modes reside [48–51]. The asymmetric edges in the rectangular case result in two sets of edge states that do not have a complete frequency overlap (Fig. 7). This physically affects the modal coupling between the incoming and outgoing leads when dealing with a $\pi/2$ wave steerer [48,66] as the frequency range of operation will be limited.
FIG. 7. Panels (a),(b) show distinct ribbon configurations for a rectangular structure. The rotation of the gray inclusions breaks both the $\sigma_v(x_1)$, $\sigma_v(x_2)$ mirror symmetries shown in Fig. 3(a). Because $L_1 \neq L_2$, two distinct interfaces (red and black) may be constructed between oppositely perturbed media. Panels (c),(d) show the edge states for these interfaces for the rectangular cases $L_1/L_2 = 1.02, 1.04$, respectively; these states reside within the band gaps shown in Figs. 5(b) and 5(c).

when compared to the square case. Despite this, the square case has a significant drawback in that the presence of the diagonal mirror symmetry can lead to enhanced intervalley scattering when compared to the rectangular case (see Sec. IV).

**IV. EXPERIMENTAL VALIDATION OF PHONONIC CRYSTAL DESIGNS**

The system we experimentally study is shown in Fig. 1 and consists of a square (or rectangular) array of $20 \times 20$ square steel rods fully submerged in water. The size of the rods is $l_r = 1.5$ mm and the lattice constant is approximately 3 mm. The rods are aligned and held in place with two 3D-printed parallel perforated plates. The square array is transformed into a rectangular array by increasing the distance between the rods in the $x_1$ direction; this is equivalent to allowing $L_1$ to change whilst keeping $L_2$ fixed in Fig. 4. In practice, new alignment plates are printed each time the spacing needs to be changed. A Gaussian-shaped pressure field is emitted by a one inch ultrasonic underwater transducer. The central frequency is 600 kHz and the full width at half maximum exceeds 500 kHz. Therefore, the measurement bandwidth exceeds the band gap width and the pulse-echo technique yields the spectral transmission from the Fourier transform of a single measurement. The length of the rods is 10 cm and is thus significantly larger than the transducer. The pressure field is spatially resolved and measured at different positions outside the array. The outgoing signal is spatially convoluted due to the finite size of the receiver. This signal is then deconvoluted to allow for a direct comparison against the numerical results.

A. Acoustic topological transport along a domain wall

From Fig. 5, we see that, when the orientation angle of the square inclusion is set to zero ($\theta = 0$), the point groups along a series of high-symmetry lines are $\sigma_s(x_1), \sigma_s(x_2)$, or $\sigma_d(x_1 - x_2)$; using these mirror symmetries, Dirac points are engineered to exist along the paths $\Gamma X, \Gamma Z$ for square and rectangular structures and also, along $\Gamma X$, for square structures (see Fig. 5). Breaking the mirror symmetries, as we do by rotating by $\theta = \pm \pi/9$, gaps the Dirac point to open up a band gap; for the square structure, the complete band gap ranges from 550 to 590 kHz and this is numerically verified in Fig. 8(a). Experimentally, the complete band gap ranges from 555 to 595 kHz; see Fig. 8(b).

Numerically, we consider an arrangement similar to that shown in Figs. 7(a) and 7(b), albeit now for the square structure; therefore, $L_1 = L_2$ and the ribbon configuration in Fig. 7(a) matches that in Fig. 7(b). This results in a single pair of edge states that lie along a single unique interface [48–51]. Both broadband ZLMs exist over a simultaneous frequency range and are distinguished by their opposite parity modal patterns [48–52]. This result is predictable via

![Figure 8](image-url)

**FIG. 8.** Numerical (a) and experimental (b) validation for the band gap frequency range associated with the square structure dispersion curves in Fig. 5(a).
FIG. 9. Simulations and experiments of valley-Hall edge states for a square array. Oppositely perturbed media are placed above and below each other (a), an exemplar even-parity ZLM for \( f = 565 \text{ kHz} \) is shown in (b). Numerical computation of the ZLM frequency range (c) shows good agreement with the experimental range (d). These ranges lie within the bulk band gaps in Fig. 8.

group theoretical considerations; consider a ribbon configuration, similar to that in Figs. 7(a) and 7(b), that is infinite in extent, in the \( x_1 \) and \( x_2 \) directions. This structure belongs to the \( p1m1 \) frieze group [53] and hence Table I guarantees a pair of even- and odd-parity modes. The parities are taken with respect to the mirror symmetry line, which in this instance is the interface. The numerical and experimental demonstration of topological transport along a domain wall for our particular setup is shown in Fig. 9. Notably, for both the bulk band gap (Fig. 8) and ZLM results (Fig. 9), the configurations are constructed using the same experimental equipment. This is convenient as we can essentially reuse the same equipment to investigate even more complex topological domains; this allows us to navigate acoustic energy in vastly different directions and with different underlying properties with ease.

The fast Fourier transforms (FFTs) of the wavefield, shown in Fig. 10, exemplify a crucial difference between the square and rectangular structures. The FFTs here correspond to ZLM propagation between two geometrically distinct rectangular arrays (Fig. 7) within the frequency range 555–575 kHz. This range incorporates the bulk band gap shown in Fig. 5(b) as well as states that lie close to the propagating regime. Importantly, as the frequency is increased, the dominant modal excitations are no longer localized to the valleys that lie along the perimeter of the BZ. In Figs. 10(c) and 10(d) the diagonal modes along \( \sigma_d(x_1 \pm x_2) \) become excited. By using a rectangular array, where there is no diagonal mirror symmetry as opposed to a square array, we are able to obtain a clear set of frequencies for which this diagonal mode excitation is absent. This is beneficial as the topological protection of valley-Hall states arises from both the opposite chirality of opposite propagating modes and the intervalley Fourier separation between the counterpropagating states [63–65]. If there is additional excitation, for example along the \( \sigma_d(x_1 \pm x_2) \) lines, this will inevitably lead to enhanced scattering and hence weaker protection.

**B. Three-way beam splitting for topological acoustic modes**

Over 25 years ago, high transmission was achieved in 2D photonic crystals using line defects, produced by the removal of circular inclusions, within an otherwise perfectly periodic crystal [66]. Propagation, around a \( \pi/2 \) bend, with high transmission was achieved. The simulations of the bent waveguide in Ref. [66] demonstrated greater than 90% transmission, which is significantly higher than the 30% transmission achieved in bent dielectric waveguides. Drawbacks of the approach in Ref. [66] are that the waveguide is highly sensitive to crystal imperfections, as well as to small changes in the operating frequency. Comparatively, topological waveguides [13] allow for highly efficient robust wave transmission, which is more impervious to crystal imperfections, and is valid over a broadband range of frequencies.
Throughout the topological literature, numerous examples of two-way beam splitters have been shown [15,27–42] that leverage the geometry of graphenelike hexagonal structures. The restriction to two-way energy splitting is due to a conservation of a topological charge near the \(KK'\) valleys and is inherent within graphenelike structures; to obtain these three-way energy splitters, square or rectangular structures must be used and not the graphenelike structures that are readily found in the topological community [16,19–26].

The configuration for the three-way beam splitter for a square lattice is shown in Fig. 11(a). A Gaussian pulse incident from the left-sided emitter (\(E\)) couples with the leftmost interface before being partitioned three ways towards the \(T\), \(B\), and \(F\) output ports. A numerically computed scattering solution for a Gaussian source is shown in Fig. 11(b); the wave splitter can be seamlessly changed into a wave steerer (navigation around a \(\pi/2\) bend) by altering the lower-right quadrant of the structured medium (from a “+” to a “−” angular perturbation). Note that Zhu et al. [67] analyzed a square structure whose bulk bandstructure possesses a single pair of Dirac cones along a high-symmetry line rather than eight Dirac cones along the perimeter of the BZ. It is precisely this property that allows us to partition energy three ways rather than two.

For a mode to couple from one ZLM to another their pseudospins and their \(\kappa\) values must match [23]. For either the square or rectangular case, these conditions are satisfied due to the relationship between interfaces that separate oppositely perturbed media. For example, Fig. 7(a) or 7(b) shows an interface constructed from a positively perturbed medium lying above a negatively perturbed medium; a rightward propagating wave along one of these interfaces would be equivalent to a leftward propagating wave along an interface that separates a negatively perturbed medium above a positively perturbed medium. It is precisely this relationship that allows for the square and rectangular models to partition energy three ways whilst the hexagonal models cannot. For the latter, the two stackings of the media results in a distinct pair of edge state curves; hence, an incident mode along one cannot easily couple to an outgoing ZLM along another, as there is a pseudospin or \(\kappa\) mismatch (see the summary table in Ref. [48]).

Direct comparisons between our numerical computations and experimental results for the square and rectangular cases are shown in Figs. 11 and 12, respectively. Importantly, for both geometrical cases, there exists a simultaneous frequency range (550–580 kHz for the computations and 555–585 kHz for the experiments) in which all three output ports receive a transmission. This frequency range lies entirely within the band gap ranges of Figs. 5 and 8, and hence the excitations in Figs. 11 and 12 can be attributed to outgoing ZLMs propagating along the three disparate domain walls. The experimental results closely resemble the numerical results; however, there are differences due to possible mismatch in the material constants used for steel and small alignment errors induced by the slender rods not remaining perfectly parallel along the

---

**FIG. 11.** Three-way splitter for a square lattice. (a) The four quadrant configuration of our topological domain that resembles Fig. 1, with the emitter (\(E\)), top (\(T\)), bottom (\(B\)), and forward (\(F\)) output ports indicated; the perturbation angular rotation of the square rods alternates between \(+\pi/9\) and \(−\pi/9\) rad as shown. An exemplar scattering simulation, clearly illustrating the effect, is shown in (b) for frequency 565 kHz. The numerical simulations (top row) and the experimental measurements (bottom row) for the outgoing ports are shown in (c)–(e). From the simulations we clearly see that there exists a simultaneous frequency range 550–580 kHz in which all three outgoing ZLMs are ignited.
vertical invariant axis. Furthermore, the numerical simulations are two dimensional and assume invariance along the third dimension, whereas the experimental acoustic beam suffers some natural diffraction spreading. Various airborne acoustic valley-Hall experiments have passing similarity, but require artificial confinement of the field by walls above and below the sample, thereby constructing a waveguide \cite{16}; the approach here requires no such confinement as it is genuinely performed in the bulk and is hence more relevant for practical applications.

Despite the spacing between the steel rods for the rectangular case (Fig. 12) being a small perturbation away from the square case (difference of 0.02 cm for $L_1$), there are several marked differences in their transmission properties. The asymmetry of the interfaces results in the vertical leads, which output at $T$ and $B$ in Fig. 12(a), being different from the horizontal leads. This difference is evident when comparing the outputs at $T$ and $B$ in Figs. 11(c) and 11(d) with those in Figs. 12(c) and 12(d). There is greater excitation in the frequency range 555–580 kHz that can be ascribed to the shifting of the edge state curves in Fig. 7. The output at $F$ in Fig. 12(e) resembles that in Fig. 11(e); this is expected as the outgoing leads upon which the ZLM is hosted is identical in both of these cases.

These experimental results differ from all of the prior research \cite{15,27–42} that have only demonstrated the two-way partitioning of topological modes. Our design is wholly contingent upon the geometrical properties of the square and rectangular lattices. The absence of the diagonal mirror symmetries, $\sigma_d(x_1 \pm x_2)$, for the rectangular model indicate that this may be the model of choice, rather than the square, as it leads to lower modal excitations away from the edge states.

C. More advanced topological acoustic circuits

By leveraging the results in the earlier section, we design a more complicated topological network, arranged to produce three output ports, that are now aligned along the same edge [Fig. 13(a)]; this design is applied to the square lattice, but can be easily extended to the rectangular case. The topological domain under consideration here is effectively a composition of the three-way splitter configuration [Fig. 11(a)] alongside two $\pi/2$ wave steerers. Hexagonal systems cannot produce topological modes that traverse around a $\pi/2$ bend, as this would require a ZLM hosted along a zigzag termination to couple with a mode belonging to an armchair termination. The latter mode is not topological as it involves the superposition of the $KK'$ valleys and hence the resultant edge states lack a distinguishable pseudospin \cite{14}; this produces gapped edge states that are in turn less robust than their gapless counterparts. The square (and rectangular) lattices do not have this inherent issue and hence our domain in Fig. 13 is topological \cite{48}. The scattering simulation in Fig. 13(b) elucidates the tridentlike displacement of the acoustic modes. The numerically computed transmission exists over a range of frequencies, 555–580 kHz, as seen in Fig. 13(c); this range is approximately mirrored by the experimental realization.
FIG. 13. Tridentlike topological network. (a) The configuration of the topological domain. (b) An exemplar displacement pattern for the frequency 560 kHz; this network differs from Fig. 11 due to the alignment of the three outgoing ZLMs that transmit to the same, rather than different, interface. Numerical simulations (c) and experimental realizations (d) show that the frequency range of validity for this exotic effect is 555–580 kHz. In Fig. 13(d). The three distinct outputs are not clearly discernible in Figs. 13(c) and 13(d) as the separation between the output ports and the width of the transducer are comparable. Specifically, the transducer is 2.56 cm wide and the output ports are separated by 3 cm; this results in significant convolution as the transducer essentially measures the output from two ports rather than one. Despite this, there is a higher intensity visible at position 0 cm, when compared with the magnitude at ±3 cm; this indicates that there is most likely a separation between the three (outgoing) parallel energy channels. We believe this might have potential applications in multiplexing and demultiplexing of acoustic signals, in a way similar to what was proposed for light in photonic crystals with defect lines [68].

V. CONCLUSION

Herein we have shown in detail how to design square and rectangular acoustic topological networks containing energy splitters that partition energy in more than two directions. The main concepts used to design these systems have been laid out systematically in Sec. III and the differences resulting from the use of the not readily studied rectangular model are highlighted. Our theoretical predictions are followed by experimental observations in Sec. IV where we experimentally demonstrated the existence of complex topological valley-Hall transport for underwater acoustic waves within nonhexagonal structures. These demonstrations open up a useful way for design in energy transport: the conventional symmetry constraints associated with hexagonal structures can be relaxed, leading to richer designs of waveguiding networks within phononic systems.
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