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Abstract
Traditionally, successive approximation method is applied to the vibration-level adjustment of vibration calibration system, which leads to a time-consuming work for low-frequency vibration calibration. In this paper, a novel control method for low-frequency vibration calibration system is proposed based on adaptive filter. First, the problem of the traditional vibration-level adjustment for low-frequency signals is depicted. Then, an adaptive control algorithm is presented, in which the control input is composed of two weighted sinusoidal signals with a phase difference of $90^\circ$. The weighted vector is updated in real time using a modified filtered-x least mean square algorithm. Unlike filtered-x least mean square algorithm, the proposed modified filtered-x least mean square algorithm does not require a pre-identification of the controlled system and has a reduced computational complexity. The convergence property of the proposed method is analyzed in detail. Finally, the proposed method is implemented on a low-frequency vibration calibration system. Experimental results show that the proposed modified filtered-x least mean square algorithm can significantly reduce the time of the vibration-level adjustment in low-frequency band.
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Introduction
Vibration calibration systems are of great importance for accurate measurement of vibration sensors. Nowadays, many vibration sensors are required to have a low-frequency range below 1 Hz in applications like the measurement of building, bridge and seismic activities and so on, which brings more attention to the development of low-frequency vibration calibration systems.

In order to facilitate the calibration process for various sensors, the vibration generated by the shaker is required to track the desired level precisely. A successive approximation method (SAM) is traditionally widely used for vibration-level adjustment. 

In this method, the external input voltage is continually corrected step by step based on the deviations between the desired level and measured level until the tolerance is satisfied. The measured vibration level is determined usually by the collected signals of a standard sensor with several periods. Thus, the vibration-level adjustment for low-frequency calibration is often a time-consuming process, which is mainly caused by slow peak detection due to the long period of low-frequency signals.

Aiming at shortening the time for vibration calibration, He and colleagues proposed a frequency-shift method, in which the vibration level is pre-adjusted to the desired level at a higher frequency and then the frequency of the input voltage is gradually decreased to the desired level. However, this method is based on the assumption that the closed-loop frequency response in the low-frequency part is constant, which can only be satisfied with pure displacement feedback control. The adjustment method is still essentially SAM. Another approach based on expert system was also applied in
vibration-level adjustment, which requires a measurement of output vibration level as well. Actually, the primary drawback of SAM is the fact that the vibration-level measurement requires at least one period. Some other approaches like least square algorithm and tracking filter method can realize accurate amplitude estimation with fewer sampling points. Unfortunately, these approaches will increase the computational efforts significantly. Worse still, they give rise to the possibility of instability since the accurate measurement of the instant amplitude is not likely to be obtained due to the updating of input voltage frame by frame.

Filtered-x least mean square (FxLMS) algorithms in both time and frequency domain have been widely used in active noise control (ANC) problems. A time-domain narrowband FxLMS algorithm can offer an efficient and precise vibration-level tracking in vibration calibration systems. The FxLMS algorithm is free of vibration-level measurement, in which the input voltage is being updated in each sampling point according to the current deviation between the measured time-domain signals and the desired signals. However, the drawback of the FxLMS algorithm mainly lies in that a pre-modeling of the controlled system must be available, which is called secondary path modeling in ANC systems. The modeling is commonly realized by finite impulse response (FIR) filter in offline identification, which is inconvenient and time-consuming especially when some changes occur in the controlled system. The modeling phase error must be within 90° for the sake of convergence. Hence, the FIR filter for modeling is required to have sufficient length in order to get an accurate modeling, which increases computational efforts.

There have been many modifications of the FxLMS algorithms reported in recent decades. In FxLMS, a high-order filter will introduce delays in the error signal, which decrease the convergence. A modified form of the FxLMS algorithm was proposed by Bjarnason to improve convergence speed. Simplified algorithms of modified FxLMS were also presented to save complexity, but they are still more complicated than FxLMS. More importantly, an accurate prior modeling must be provided like FxLMS.

Some other modified FxLMS algorithms have also been proposed for improvement in online identification in ANC systems. Unfortunately, an additive noise must be introduced for online identification, which will seriously affect control precision. Recently, several ANC methods without secondary path modeling have been presented. However, they have more computational complexity and slower convergence rate than FxLMS.

In this paper, a novel adaptive control method for vibration calibration system is proposed based on another newly modified filtered-x least mean square (MFxLMS) algorithm. In the MFxLMS algorithm, the high-order FIR filter used in modeling is reduced to two online identified parameters. The adaptive law is derived and convergence properties are analyzed in detail. Compared to the FxLMS algorithm, the MFxLMS algorithm has the merits of much lower computational complexity and elimination of the need for offline identification. In addition, this method can achieve a much faster adjustment in low-frequency control compared with the traditional SAM.

**Problem formulation**

The construction of the low-frequency vibration exciter with a permanent magnet we developed is shown in Figure 1. When an external input voltage acts on the moving coil, the vertical motion of the moving mass can be driven by Ampere force induced by the magnetic field. The maglev coil is connected with direct current in order to offset the weight of the moving components. A grating displacement transducer is used to measure the motion of the moving mass. The open-loop input-output relationship of the system can be described as a three-order transfer function.

In order to partly suppress distortion induced by nonlinear factors of the system, proportional–integral–derivative (PID) feedback controller is adopted. Thus, the whole transfer function in closed loop becomes more complex, which involves both the PID coefficients and the system parameters. Due to the unknown system parameters, the system frequency response depicting the relationship of the output vibration level and the input voltage amplitude cannot be predicted. Hence, in traditional SAM, the vibration level is adjusted according to the measured peak value of the output displacement. Assuming that \( f \) denotes the frequency, we have the period \( T = 1/f \). In order to obtain stable vibration-level measurement \( T \), the measurement frame should be several times of the period. The detail of the method can be summarized as follows.

In the first measurement frame, the initial amplitude of input voltage is \( u_0 \). In each frame, record the peak value of the output displacement...
in which the subscript \( k \) represents the \( k \)th frame. \( y_d \) is the desired vibration level, \( y_k \) is the peak value of the output displacement and \( u/C_3 \) is the final amplitude of the input voltage calculated from the \( k \)-frame data.

The ideal incremental voltage is

\[
\Delta u = u_k' - u_k
\]  

Considering the nonlinearity of the system, a correction factor \( r \) \((r < 1)\) is introduced. Then, the input voltage amplitude of the next frame is

\[
u_{k+1} = u_k + r\Delta u
\]  

If the measurement frame is set as \( nT(n > 1) \) and the error tolerance is \( \varepsilon \), the adjustment time \( t_a \) can be obtained as

\[
t_a = mnT
\]  

in which \( m \) is a positive integer and satisfies

\[
\frac{1}{2m} < \varepsilon < \frac{1}{2m-1}
\]  

It is worth noting that the time-domain input voltage must be corrected continuously point by point within each frame in order to prevent a impact on the vibration exciter.

\section*{Adaptive control algorithm}

\subsection*{The FxLMS algorithm}

In the proposed adaptive control algorithm, the input voltage is composed of two weighed sinusoidal signals, which is given by

\[
\begin{align*}
    u & = w_0 x_a + w_1 x_b \\
    x_a & = \sin(\omega t_k), \quad x_b = \cos(\omega t_k)
\end{align*}
\]  

where \( w_0 \) and \( w_1 \) are the weighting coefficients and \( \omega \) is the frequency. Our purpose is to adjust the weighting coefficients such that the output displacement of the exciter tracks the desired reference signal eventually. The least mean square (LMS) algorithm is a well-known algorithm for adjusting filter coefficients.\(^{24,25}\)

To ensure convergence, the FxLMS algorithm is most popularly used in ANC with filtered reference signal.\(^{26,27}\) The block diagram of an FxLMS algorithm is presented in Figure 2, and the normalized updating formula is given by

\[
\begin{align*}
    w_0(k+1) & = w_0(k) + \mu e(k) \hat{x}_a(k) \\
    w_1(k+1) & = w_1(k) + \mu e(k) \hat{x}_b(k)
\end{align*}
\]  

where \( e(k) = y_d(k) - y(k) \) and \( \hat{x}_a(k) \) and \( \hat{x}_b(k) \) are the desired signals and output displacement at time instant \( k \), respectively. \( \{\hat{p}_j\}_{j=0}^{L-1} \) is the coefficient series of the FIR filter \( P(z) \), which is an estimation of the true controlled plant \( P(z) \).

As formulae (11) and (12) imply, a prior knowledge of \( P(z) \) is required, which is commonly obtained by off-line identification.\(^{28}\) If an online identification of the plant model is employed like that in Widrow and Walach,\(^{24}\) an additional white noise must be introduced to the control input, certainly resulting in a decrease in control precision. Furthermore, there is a complex
$L$-length convolution operation of FxLMS in each time instant. These considerations foster the idea that a simpler algorithm should be deduced free of long-length convolution operations and pre-identification.

**Derivation of the MFxLMS algorithm**

With the assumption of linear system, the output displacement can be given by

$$y(k) = y_0(k)x_0 + y_1(k)x_0 + v(k)$$  \hspace{1cm} (13)

where

$$\begin{bmatrix} y_0(k) \\ y_1(k) \end{bmatrix} = \begin{bmatrix} \alpha & \beta \\ -\beta & \alpha \end{bmatrix} \begin{bmatrix} w_0(k) \\ w_1(k) \end{bmatrix}$$  \hspace{1cm} (14)

$\alpha$ and $\beta$ relate to the property of the controlled plant $P(z)$ in current frequency, and $v(k)$ is an independent white Gaussian noise. Define the objective function $J = E[\varepsilon^2(k)]$. In order to minimize the objective function, an approximate gradient of $J$ to $w_0$ and $w_1$ can be obtained by

$$\frac{\partial E[\varepsilon^2(k)]}{\partial w_0} = \frac{\partial E[\varepsilon^2(k)]}{\partial w_1} = -2\varepsilon(k)\frac{\partial y(k)}{w_0} =$$  \hspace{1cm} (15)

$$-2\varepsilon(k)(\alpha x_a - \beta x_b)$$

$$\frac{\partial E[\varepsilon^2(k)]}{\partial w_0} = \frac{\partial E[\varepsilon^2(k)]}{\partial w_1} = -2\varepsilon(k)\frac{\partial y(k)}{w_1} =$$  \hspace{1cm} (16)

$$-2\varepsilon(k)(\beta x_a + \alpha x_b)$$

Suppose that one substitutes the least square error with the instantaneous error. Hence, using the gradient optimization method, a simpler updating algorithm for $w_0$ and $w_1$ is

$$w_0(k+1) = w_0(k) + \mu e(k)(\alpha x_a - \beta x_b)$$  \hspace{1cm} (17)

$$w_1(k+1) = w_1(k) + \mu e(k)(\beta x_a + \alpha x_b)$$  \hspace{1cm} (18)

where the step size $\mu$ is introduced.

Now, the problem is to determine the values of parameters $\alpha$ and $\beta$. As mentioned above, $\alpha$ and $\beta$ describe the characteristics of the controlled plant at only one certain frequency. It is necessary to derive an online estimation of $\alpha$ and $\beta$ provided that we do not have any prior knowledge of them.

Using the normalized least mean square (NLMS) algorithm,$^{13}$ the online identification algorithm can be easily derived as follows

$$\hat{\alpha}(k+1) = \hat{\alpha}(k) + \gamma \frac{e(k)(w_0x_a + w_1x_b)}{w_0^2 + w_1^2}$$  \hspace{1cm} (19)

$$\hat{\beta}(k+1) = \hat{\beta}(k) + \gamma \frac{e(k)(w_1x_a - w_0x_b)}{w_0^2 + w_1^2}$$  \hspace{1cm} (20)

$$e(k) = y(k) - \hat{y}(k)$$  \hspace{1cm} (21)

$$\hat{y}(k) = \hat{\alpha}(k)x_a + \hat{\beta}(k)x_b$$  \hspace{1cm} (22)

$$\begin{bmatrix} \hat{y}_0 \\ \hat{y}_1 \end{bmatrix} = \begin{bmatrix} \hat{\alpha}(k) & \hat{\beta}(k) \\ -\hat{\beta}(k) & \hat{\alpha}(k) \end{bmatrix} \begin{bmatrix} w_0(k) \\ w_1(k) \end{bmatrix}$$  \hspace{1cm} (23)

where $\gamma$ is a constant step size for the identification. With estimated $\hat{\alpha}$ and $\hat{\beta}$, the updating rule of $w_0$ and $w_1$ can be rewritten as

$$w_0(k+1) = w_0(k) + \mu e(k)(\hat{\alpha}(k)x_a - \hat{\beta}(k)x_b)$$  \hspace{1cm} (24)

$$w_1(k+1) = w_1(k) + \mu e(k)(\hat{\beta}(k)x_a + \hat{\alpha}(k)x_b)$$  \hspace{1cm} (25)

As a summary, the block diagram of the MFxLMS algorithm is shown in Figure 3.

**Comparison of efficiency and computational cost**

The comparison of computation cost in one time instant between FxLMS and MFxLMS algorithms is presented in Table 1. Due to the fact that the controlled plant $P(z)$ is actually an infinite impulse response (IIR) filter, the length $L$ must be large enough to get a fairly accurate estimation $P(z)$. Therefore, the computation amount of the FxLMS algorithm will be much larger than that of the proposed MFxLMS algorithm. As for

---

**Table 1.** Comparison of computational cost between FxLMS and MFxLMS algorithms.

| Algorithm | Equations | Add/subtract | Multiply/divide |
|-----------|-----------|--------------|----------------|
| FxLMS     | (6)       | 1            | 2              |
|           | (8) and (9)| 4            | 10             |
|           | (10)      | 1            | 0              |
|           | (11) and (12) | 2L  - 2     | 2L             |
|           | Totally   | 2L + 4       | 2L + 12        |
| MFxLMS    | (6)       | 1            | 2              |
|           | (10)      | 1            | 0              |
|           | (19) and (20) | 6            | 14             |
|           | (21)      | 1            | 0              |
|           | (22)      | 1            | 2              |
|           | (23)      | 2            | 4              |
|           | (24) and (25) | 4            | 8              |
|           | Totally   | 16           | 30             |

MFxLMS: modified filtered-x least mean square; FxLMS: filtered-x least mean square.
memory requirements, the FxLMS algorithm requires 3L + 5 memory locations, while the MFxLMS algorithm only requires eight memory locations. From another perspective, the pre-identification procedure in the FxLMS algorithm significantly increases additional time cost, which is not required for MFxLMS.

**Convergence analysis**

Widrow et al.\(^{29}\) have investigated the convergence characteristics of the LMS algorithm, the conclusion of which can be readily extended for the convergence analysis of the FxLMS algorithm.\(^{30}\) The stochastic properties of the broadband and narrowband FxLMS algorithm have also been analyzed in Bjarnason.\(^{31}\) Tobias et al.\(^{32}\) and Xiao et al.\(^{33}\) However, the convergence of the modified algorithm proposed in this paper has not been studied yet. Here, the convergence performances of the proposed algorithm are discussed in the sense of ensemble average.

**Convergence in mean sense**

For a vibration calibration system, the desired reference signal is sinusoidal, which can be given by

\[
y_d = y_{d0}x_a + y_{d1}x_b
\]

where \(y_{d0}\) and \(y_{d1}\) are constant coefficients. Using equations (13), (14) and (26) in equation (10) for \(e(k)\) yields

\[
e(k) = (y_{d0} - \alpha w_0 - \beta w_1)x_a
+ (y_{d1} - \alpha w_1 + \beta w_0)x_b - v(k)
\]

For minimizing \(e(k)\) and a perfect tracking of desired signals, the optimum weighting coefficients \(w_0^*\) and \(w_1^*\) should satisfy

\[
\begin{bmatrix}
y_{d0} \\
y_{d1}
\end{bmatrix} =
\begin{bmatrix}
\alpha & \beta \\
-\beta & \alpha
\end{bmatrix}
\begin{bmatrix}
w_0^* \\
w_1^*
\end{bmatrix}
\]

Define the parameter identification errors as

\[
\begin{align*}
\epsilon_a(k) &= \hat{\alpha}(k) - \alpha \\
\epsilon_b(k) &= \hat{\beta}(k) - \beta
\end{align*}
\]

Then subtracting \(\alpha\) and \(\beta\) on both sides of equations (19) and (20), respectively, and taking the operation \(E(\bullet)\) yield

\[
\begin{align*}
E[\epsilon_a(k + 1)] &= \left(1 - \frac{1}{2} \gamma\right)E[\epsilon_a(k)] \quad (31) \\
E[\epsilon_b(k + 1)] &= \left(1 - \frac{1}{2} \gamma\right)E[\epsilon_b(k)] \quad (32)
\end{align*}
\]

where \(x_a\) and \(x_b\) appear as pseudorandom noise signals, the ensemble average of which can be given by \(E(x_a x_a) = E(x_b x_b) = 1/2\) and \(E(x_a x_b) = 0\). \(v(k)\) is independent Gaussian noise.

Now, from the difference equations (31) and (32), it can be concluded that the transient performance of \(E[\epsilon_a(k)]\) and \(E[\epsilon_b(k)]\) are independent of the convergence process of \(E[\alpha(0)]\) and \(E[\beta(0)]\), as well as weighting coefficients \(w_0\) and \(w_1\). As a result, \(\epsilon_a(k)\) and \(\epsilon_b(k)\) will eventually converge to zero provided that \(\gamma\) is small enough such that

\[
0 < \gamma < 4 \quad (33)
\]

That is to say, the identified parameters will eventually converge to their true values

\[
E[\hat{\alpha}(k)]_{k \to \infty} = \alpha \quad E[\hat{\beta}(k)]_{k \to \infty} = \beta \quad (34)
\]

Define the weight errors as

\[
\begin{align*}
\epsilon_0(k) &= w_0(k) - w_0^* \\
\epsilon_1(k) &= w_1(k) - w_1^*
\end{align*}
\]

Subtracting \(w_0^*\) on both sides of equation (24) and taking the ensemble average \(E(\bullet)\) yield

\[
E[\epsilon_0(k + 1)] = E[\epsilon_0(k)] + \mu E[e(k)(\hat{\alpha}(k)x_a - \hat{\beta}(k)x_b)] \quad (37)
\]

It has been derived from equations (31) and (32) that \(\hat{\alpha}(k)\) and \(\hat{\beta}(k)\) are uncorrelated with \(\epsilon_0(k)\) and \(\epsilon_1(k)\). Then, using equation (27) in equation (37) and recalling that \(v(k)\) is independent Gaussian noise, one yields

\[
\begin{align*}
E[\epsilon_0(k + 1)] &= \left(1 - \frac{1}{2} \mu \{\alpha E[\hat{\alpha}(k)] + \beta E[\hat{\beta}(k)]\}\right) \\
E[\epsilon_0(k)] &= \left(1 - \frac{1}{2} \mu \{\alpha E[\hat{\alpha}(k)] - \beta E[\hat{\beta}(k)]\}\right) E[\epsilon_0(k)] \quad (38)
\end{align*}
\]

Similarly, subtracting \(w_1^*\) on both sides of equation (25) and taking the ensemble average \(E(\bullet)\) yield

\[
\begin{align*}
E[\epsilon_1(k + 1)] &= \left(1 - \frac{1}{2} \mu \{\alpha E[\hat{\alpha}(k)] + \beta E[\hat{\beta}(k)]\}\right) \\
E[\epsilon_1(k)] &= \left(1 - \frac{1}{2} \mu \{\beta E[\hat{\alpha}(k)] - \alpha E[\hat{\beta}(k)]\}\right) E[\epsilon_0(k)] \quad (39)
\end{align*}
\]

When the steady state is reached, using equation (34) in equations (38) and (39), the second terms on the right sides of equations (38) and (39) become zero. This indicates that the convergence process of \(E[\epsilon_0(k)]\) and \(E[\epsilon_1(k)]\) is independent of each other once the identified parameters \(\hat{\alpha}(k)\) and \(\hat{\beta}(k)\) converge to their true values.

**Stability bound in mean sense**

Regarding the transient performance of the proposed algorithm, the difference equations (38) and (39) are multivariable coupled linear equations for \(E[\epsilon_0(k)]\) and \(E[\epsilon_1(k)]\). The coefficient matrix of the linear equations is

\[
H = \begin{bmatrix}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{bmatrix}
\]
where

\begin{align*}
H_{11} &= 1 - \frac{1}{2} \mu \{ \alpha E[\hat{\alpha}(k)] + \beta E[\hat{\beta}(k)] \} \quad (41) \\
H_{12} &= \frac{1}{2} \mu \{ \alpha E[\hat{\beta}(k)] - \beta E[\hat{\alpha}(k)] \} \quad (42) \\
H_{21} &= \frac{1}{2} \mu \{ \beta E[\hat{\alpha}(k)] - \alpha E[\hat{\beta}(k)] \} \quad (43) \\
H_{22} &= 1 - \frac{1}{2} \mu \{ \alpha E[\hat{\alpha}(k)] + \beta E[\hat{\beta}(k)] \} \quad (44)
\end{align*}

The convergence condition can be obtained as

\[ \| \lambda(H) \| < 1 \quad (45) \]

where \( \lambda \) denotes the eigenvalue of coefficient matrix \( H \). The eigenvalue \( \lambda \) of \( H \) should satisfy

\begin{align*}
\left( 1 - \frac{1}{2} \mu \{ \alpha E[\hat{\alpha}(k)] + \beta E[\hat{\beta}(k)] \} - \lambda \right)^2 \\
+ \frac{\mu^2}{4} \{ \beta E[\hat{\beta}(k)] - \alpha E[\hat{\alpha}(k)] \}^2 = 0
\end{align*}

Obviously, the two eigenvalues \( \lambda_{1,2} \) can be given by

\[ \lambda_{1,2} = 1 - \frac{1}{2} \mu \{ \alpha E[\hat{\alpha}(k)] + \beta E[\hat{\beta}(k)] \} \pm \frac{j}{2} \mu \{ \beta E[\hat{\beta}(k)] - \alpha E[\hat{\alpha}(k)] \} \quad (47) \]

where \( j = \sqrt{-1} \). Using equations (45) and (47), the upper bound of the step size \( \mu(k) \) can be derived as

\[ \mu_b(k) = \frac{4 \{ \alpha E[\hat{\alpha}(k)] + \beta E[\hat{\beta}(k)] \}}{\{ \alpha E[\hat{\alpha}(k)] + \beta E[\hat{\beta}(k)] \}^2 + \{ \alpha E[\hat{\beta}(k)] - \beta E[\hat{\alpha}(k)] \}^2} \quad (48) \]

It should be noted that equation (48) just gives the convergence condition in mean sense, which cannot guarantee convergence in mean square. The mean square properties can be described as a set of complex nonlinear equations, the convergence condition of which cannot be readily obtained. On the contrary, the assumption of equation (14) may not be satisfied perfectly when the step size is large enough, which also gives rise to the possibility of divergence. Nevertheless, it can appear as a reference for adjusting the step size. It can also be be concluded that the step size should be relatively small for the sake of convergence when estimated \( \hat{\alpha} \) and \( \hat{\beta} \) deviate greatly from their true values.

**Experimental results**

In order to show the efficacy of the MFxLMS algorithm, experiments based on a low-frequency vibration calibration system have been conducted using the algorithm presented in section “Adaptive control algorithm.” The experimental system is set up as shown in Figure 4. In the system, a displacement sensor is mounted on the moving parts of the shaker. The displacement data are acquired by the input channel of the digital signal processing–based (DSP-based) controller. The output of the controller is connected to a power amplifier which drives the moving parts to move. The PID control technique is adopted to form a closed control loop for reducing the harmonic distortion. The sampling period \( t_s \) of the control system is 0.001 s.

Regarding the PID control as the inner loop, the MFxLMS algorithm is implemented on a DSP-based controller. Several typical frequencies 0.05, 0.1, 0.5, 1 and 2 Hz are selected to validate the performance of the two methods. The experimental results of the five frequencies are presented in Figures 5–9, respectively. In all the experiments, the initial parameters are set as \( \hat{\alpha}(0) = \hat{\beta}(0) = 0.000001, \) \( w_0(0) = 0.005, \) and \( w_1(0) = 0. \) The initial parameters should be selected small enough in order to avoid an overshoot vibration level. The step sizes \( \mu \) and \( \gamma \) are chosen as the notes of the figures shown. Because of the extremely inaccurate estimate of \( \hat{\alpha} \) and \( \hat{\beta} \), the initial step size \( \mu \) is independent of them in order to ensure convergence. The normalized step size \( \mu \) is switched on until \( \hat{\alpha} \) and \( \hat{\beta} \) are updated within certain tolerance after several periods. It is also worth noting that \( \mu \) and \( \gamma \) should be smaller with an increased frequency. The choice of the step size can be carefully determined by the practical experiments. The larger step size will lead to faster convergence. However, the output waveform will have an unexpected overshoot and even diverge when the step size is too large.

It can be seen from Figure 5 that at a frequency of 0.05 Hz, the parameter estimation and the weighting coefficients converge to their respective values eventually. The tracking error converges to zero eventually. The output waveform has tracked the desired waveform perfectly within five periods. It can also be seen in
Figures 6–9 that the output waveform tracks the desired waveform and all the parameters converge eventually at frequencies of 0.1, 0.5, 1 and 2 Hz. However, when the frequency increases, it needs more period to adjust to the desired level.

Table 2 presents the comparative results of adjustment time at these different frequencies using MFxLMS, FxLMS and SAM. The code of the proposed MFxLMS has been uploaded in https://github.com/chaodongZJU/LF. It can be seen in Table 2 that the convergence of the FxLMS algorithm is slightly faster than MFxLMS. The main reason is that the FxLMS algorithm has a pre-identified modeling, which is unknown in MFxLMS. In the frequency band less than 1, the adjustment time by the MFxLMS algorithm is much less than that of SAM. However, when the frequency increases, it seems to have no obvious advantage of the MFxLMS algorithm compared with SAM. The MFxLMS algorithm behaves even worse than SAM at 2 Hz. It can be further concluded that in the low-frequency band, the MFxLMS algorithm behaves significantly better in adjustment speed than SAM. However, when the frequency is over 1 Hz, it is better to employ the traditional SAM. The improvement in adjustment speed by the proposed MFxLMS algorithm is extraordinarily meaningful, since the adjustment time is exceedingly longer in the low-frequency band.

In SAM, \( n \) is set as 3 in order to obtain a steady measurement. If the error tolerance \( e = 1\% \), one can derive \( m = 7 \) using the inequality equation (5). Thus, the adjustment time can be calculated by equation (4). In FxLMS, the length of FIR filter is \( L = 300 \). The step sizes for each frequency are identical to those of MFxLMS. The parameter estimation is obtained by...
pre-identification using a Gaussian noise input. The identification results of the FIR filter $P(z)$ are presented in Figure 10. Actually, $P(z)$ should have some relationship with $a$ and $b$ which are online identified in the MFxLMS algorithm, which can be described as

$$ (a w_0 + b w_1) x_a + (-b w_0 + a w_1) x_b = w_0 x_a + w_1 x_b $$

where $x_a$ and $x_b$ are defined in equations (11) and (12). With the results of identified $P(z)$, the corresponding parameters $\tilde{a}$ and $\tilde{b}$ can be calculated by solving equation (49)

$$ \begin{bmatrix} \tilde{a} \\ \tilde{b} \end{bmatrix} = \begin{bmatrix} x_a & -x_b \\ x_b & x_a \end{bmatrix}^{-1} \begin{bmatrix} x_a \\ x_b \end{bmatrix} \quad (50) $$

The calculated results of $\tilde{a}$ and $\tilde{b}$ by $\hat{P}(z)$ are compared to those by the online estimation in the MFxLMS algorithm in Table 3. It can be seen that the parameter estimation of the proposed MFxLMS is in good agreement with the pre-identified result in FxLMS.

### ComparativeResults of Vibration-Level Adjustment Time

| Frequency (Hz) | Period (s) | Desired vibration-level (mm) | Adjustment time by MFxLMS (s) | Adjustment time by FxLMS (s) | Adjustment time by SAM (s) |
|----------------|-----------|------------------------------|-------------------------------|-------------------------------|----------------------------|
| 0.05           | 20        | 10                           | 87                           | 86                           | 420                        |
| 0.1            | 10        | 10                           | 43                           | 43                           | 210                        |
| 0.5            | 2         | 10                           | 17                           | 12                           | 42                         |
| 1              | 1         | 10                           | 17                           | 12                           | 21                         |
| 2              | 0.5       | 10                           | 17                           | 12                           | 10.5                       |

MFxLMS: modified filtered-x least mean square; FxLMS: filtered-x least mean square; SAM: successive approximation method.
It can be concluded from Table 4 that the apparent advantage of the proposed MFxLMS algorithm over FxLMS is the dramatically reduced computational complexity. Another improvement is that offline identification is not required in MFxLMS. Although the MFxLMS algorithm seems to have slower convergence than FxLMS, fast convergence like FxLMS can be achieved if a prior identification is provided.

The MFxLMS algorithm proposed in this paper is based on linear assumption of the controlled system. Although excellent tracking performances (maximum error of approximately 0.5%) have been carried out in the experiments is listed in Table 4. It can be concluded from Table 4 that the apparent advantage of the proposed MFxLMS algorithm over FxLMS is the dramatically reduced computational complexity. Another improvement is that offline identification is not required in MFxLMS.
all the experiments, the nonlinearities of the vibration calibration system should be considered if one wants to further improve the tracking accuracy. The nonlinearities lead to harmonic distortion in vibration calibration system. Instead of nonlinear adaptive algorithms, the harmonic distortion can be more efficiently canceled by the multi-frequency narrowband FxLMS algorithm. However, it increases the computation burden significantly. The MFxLMS algorithm with low computational complexity extending for harmonic reduction will be a topic of our future research.

Conclusion

This paper proposes a novel adaptive vibration-level adjustment algorithm for low-frequency calibration system based on MFxLMS. The MFxLMS algorithm is free of pre-identification and reduces computational complexity significantly compared with the FxLMS algorithm. Convergence analysis of the MFxLMS algorithm is presented in mean sense and the upper stability bound of step size is derived. Experimental results based on a low-frequency calibration system show that the proposed MFxLMS algorithm has excellent tracking performances and requires much less adjustment time in low-frequency band compared with the traditional SAM. The proposed algorithm can be also extended for harmonic reduction, which will be a topic in our further exploration.
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