WEGNER BOUNDS FOR \(N\)-BODY INTERACTING BERNOULLI-ANDERSON MODELS IN ONE DIMENSION

TRÉSOR EKANGA∗

Abstract. Under the weak interaction regime, we prove the one and the two volumes Wegner type bounds for one-dimensional multi-particle models on the lattice and for very singular probability distribution functions such as the Bernoulli’s measures. The results imply the Anderson localization in both the spectral exponential and the strong dynamical localization for the one dimensional multi-particle Bernoulli-Anderson model with weak interaction.

1. Introduction

We are interested in this work to multi-particle Anderson models on the lattice space under the weak interaction regime and more important, with very singular probability distributions.

Different forms of the Wegner estimates for the single-particle as well as for the multi-particle theory have been obtained in earlier works, see for example [5, 6, 11–14] for the most famous results. In both of the papers, the common probability distribution functions of the i.i.d. random variables in the Anderson model was finally assumed to be at least Hölder continuous or even log-Hölder continuous in the road map to localization. In the above papers, the proofs were done with different strategies: some of them using the Feymann-Hellmann formula for operators [12] and others using the Stollmann’s Lemma [6, 13] or the scale-free unique continuation principle [11]. We also refer to [14], for the original Wegner bounds.

The Wegner estimates play an important role in the general strategy of Anderson localization with methods based on the fractional moment method of local resolvent as well as the one based on the multi-scale analysis in order to bound the probability of some resonant effects.

Localization for the Anderson models with Bernoulli distributions was obtained for one dimensional systems on the lattice by Carmona et al. [4] and in the continuum, by Damanik et al. [7]. Bourgain and Kenig [3], themselves prove localization at low energy for the multi-dimensional Bernoulli-Anderson model in the continuum using a strong form of the unique continuation principle in the continuum.

In some earlier works [8–10], we prove localization using the Wegner type bounds established in the paper [6] for the discrete case and in [12] for the continuum case.

We prove in the present paper, the stability of the Wegner bounds from the one dimensional single-particle system to weakly interacting multi-particle systems and for Bernoulli probability distribution functions of the i.i.d. stochastic random processes. The general strategy uses a perturbation argument based on the resolvent identities for operators in Hilbert spaces.
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Actually, what makes the machine work is that the one dimensional single-particle Wegner bounds are very strong (the decay rate is exponential). While, in the multi-scale analysis, only some polynomial decay bounds of the resonant effects are needed.

As a consequence of the Wegner bounds, we also obtain in the sequel, the Anderson localization for the one dimensional Bernoulli-Anderson model on the lattice.

We stress that the multi-particle Wegner bounds of the present work do not need an additional assumption called separability of the bounded domains. The weak interacting regime itself is sufficient to prove our multi-particle Wegner type bounds without any condition on the domains. While in some numerous previous works [6][11], separability was crucial in order to prove the Wegner estimates and it results in some complications for the multi-scale analysis to prove the Anderson localization because in that case, one also has to analyze the cubes belonging to the bad region corresponding to the cubes which are not separable. What makes the machine works is that for a given cube , there is a finite number of cubes which are not separated with the first one.

The main difference in our case is that, we prove the variable energy Wegner type bounds in intervals of small amplitude and such bounds are sufficient for the multi-scale analysis under the weak interaction regime see [9].

Now, let us describe the structure of the paper. In the next Section, we set-up the model, the assumptions and formulate the main results. Section 3, is devoted to the road map to the proof of the main results. Finally, in Section 4, we prove the results on the Wegner estimates and discuss on the Anderson localization.

2. The model and the main results

2.1. Our basic model and geometry. We define the two following norms on \( \ell^2(\mathbb{Z}^D) \) for arbitrary \( D \geq 1 \):

\[
| \{ x \mid |x| = \max_{i=1,...,D} |x_i| \} | = |x_1| + \cdots + |x_D|.
\]

We consider a system of \( N \)-particles where \( N \geq 2 \) is finite and fixed. Let \( d \geq 1 \). We will prove the Wegner bounds for the random Hamiltonians \( H^{(n)}_h(\omega) \) of the form

\[
H^{(n)}_h(\omega) = -\Delta + \sum_{j=1}^n V(x_j, \omega) + hU = -\Delta + V(x, \omega) + hU,
\]

acting on \( \ell^2((\mathbb{Z}^d)^n) \cong \ell^2(\mathbb{Z}^{nd}) \) with \( h \in \mathbb{R} \) and \( x \in (\mathbb{Z}^d)^n \). Above, \( \Delta \) is the \( nd \)-dimensional lattice nearest neighbor Laplacian:

\[
(\Delta \Psi)(x) = \sum_{y \in \mathbb{Z}^{nd}} (\Psi(y) - \Psi(x)) = \sum_{y \in \mathbb{Z}^{nd} : |y-x|_1 = 1} \Psi(y) - 2nd \Psi(x),
\]

for \( \Psi \in \ell^2(\mathbb{Z}^{nd}) \) and \( x \in \mathbb{Z}^{nd} \). \( V : \mathbb{Z}^d \times \Omega \to \mathbb{R} \) is a random field relative to a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) and \( U : (\mathbb{Z}^d)^n \to \mathbb{R} \) is the potential of the inter-particle interaction, \( U \) is a bounded operator acting as multiplication operator on \( \ell^2(\mathbb{Z}^{nd}) \) by the function \( U(x) \).

For any \( x \in \mathbb{Z}^{nd} \) and \( L > 0 \), we denote by \( C_{L}^{(n)}(x) \), the \( n \)-particle cube in \( \mathbb{Z}^{nd} \), i.e., \( C_{L}^{(n)}(x) := \{ y \in \mathbb{Z}^{nd} : |x - y| \leq L \} \). We also denote by \( \sigma(H^{(n)}_h(\omega)) \), the spectrum of \( H^{(n)}_h(\omega) \) and by \( C_{L}^{(n)}(x)^h \) the resolvent operator of \( H^{(n)}_h(\omega) \) for \( E \notin \sigma(C_{L}^{(n)}(x)^h) \) and where the restriction is taken with Dirichlet boundary conditions.

2.2. The assumption. We denote by \( \mu \), the common probability distribution measure of the i.i.d., random variables \( \{ V(x, \omega) \}_{x \in \mathbb{Z}^d} \).

\(H\) Singular distributions. We assume that the support of the measure \( \mu \) is not concentrated in a single point and \( \int |x|^\eta d\mu(x) < +\infty \) for some \( \eta > 0 \).
We refer the reader to the paper by Carmona et al. [4]. The estimate is a very stronger result, namely the decay bound is exponential. While for the Anderson localization via the multi-scale analysis some polynomial decay of the probability of the local resolvent is sufficient to prove localization. The strategy used in this Section in order to prove our main results is completely different to the proof of [4]. Our idea uses some perturbation argument on the local resolvent identities for operators in Hilbert spaces while the work [4], is based on the study of the Lyapunov exponent and the theory of random transfer matrices for single-particle models in one dimension.

3. General strategy of the proofs

We begin with the result on the Wegner estimates for single-particle models established in the paper by Carmona et al. [4]. The estimate is a very stronger result, namely the decay bound is exponential. While for the Anderson localization via the multi-scale analysis some polynomial decay of the probability of the local resolvent is sufficient to prove localization. The strategy used in this Section in order to prove our main results is completely different to the proof of [4]. Our idea uses some perturbation argument on the local resolvent identities for operators in Hilbert spaces while the work [4], is based on the study of the Lyapunov exponent and the theory of random transfer matrices for single-particle models in one dimension.

3.1. The single-particle fixed energy Wegner bound. The known result for single-particle models and for singular probability distributions including the Bernoulli’s measures is the following:

**Theorem 3.** Let $I \subset \mathbb{R}$ be a compact interval and $C_L^{(1)}(x)$ be a cube in $\mathbb{Z}^d$. Assume that hypothesis (H) holds true, then for any $0 < \beta < 1$ and $\sigma > 0$, there exist $L_0 = L_0(\beta, \sigma) > 0$ and $\alpha = \alpha(\beta, \sigma) > 0$ such that,

$$\mathbb{P} \left\{ \text{dist}(E, \sigma(H^{(1)}_{C_L^{(1)}(x)}(\omega))) \leq e^{-\sigma L^\beta} \right\} \leq e^{-\alpha L^\beta}$$

for all $E \in I$ and all $L \geq L_0$.

**Proof.** We refer the reader to the paper by Carmona et al. [4].

3.2. The non-interacting multi-particle Wegner bound. We need to introduce first

$$\{(\lambda_{j_1}^{(i)}, \psi_{j_1}^{(i)}): j_i = 1, \ldots, |C_L^{(1)}(x_i)|\},$$

the eigenvalues and the corresponding eigenfunctions of $H^{(1)}_{C_L^{(1)}(x_i)}(\omega), i = 1, \ldots, n$. Then, the eigenvalues $E_{j_1 \ldots j_n}$ of the non-interacting multi-particle random Hamiltonian $H^{(n)}_{C_L^{(n)}(x)}(\omega)$ are written as sums:

$$E_{j_1 \ldots j_n} = \sum_{i=1}^n \lambda_{j_i}^{(i)} = \lambda_{j_1}^{(1)} + \cdots + \lambda_{j_n}^{(n)},$$
while the corresponding eigenfunctions $\Psi_{j_1,\ldots,j_n}$ can be chosen as tensor products
\[ \Psi_{j_1,\ldots,j_n} = \phi_{j_1}^{(1)} \otimes \cdots \otimes \phi_{j_n}^{(n)}. \]

We also denote by $\lambda_{\neq i} := \sum_{t=1, t \neq i}^{n} \lambda_{(t)}$. The eigenfunctions of finite volume Hamiltonians are assumed normalized.

The result of this subsection is

**Theorem 4.** Let $I \subset \mathbb{R}$ be a compact interval and consider an $n$-particle cube $C_L^{(n)}(x) \subset \mathbb{Z}^{nd}$. Assume that hypothesis (H) holds true, then for any $0 < \beta < 1$ and $\sigma > 0$, there exist $L_0 = L_0(I, \beta, \sigma) > 0$ such that
\[ P \left\{ \text{dist}(E, \sigma(H_{C_L^{(n)}(x)}^{(n)}(\omega))) \leq e^{-\sigma L^\beta} \right\} \leq n \times (2L + 1)^{nd} \times e^{-\alpha L^\beta}, \]
for all $E \in I$ and all $L \geq L_0$.

Before giving the proof, we have a Lemma.

**Lemma 1.** Let $E \in \mathbb{R}$ and $C_L^{(n)}(x) \subset \mathbb{Z}^{nd}$. Assume that for any $\sigma > 0$, $0 < \beta < 1$ and $i = 1, \ldots, n$
\[ \text{dist}(E - \lambda_{\neq i}, \sigma(H_{C_L^{(n)}(x)}^{(1)}(\omega))) > e^{-\sigma L^\beta}, \]
then,
\[ \text{dist}(E, \sigma(H_{C_L^{(n)}(x)}^{(n)})) > e^{-2\sigma L^\beta}. \]

**Proof.** In absence of the interaction, the multi-particle random Hamiltonian decomposes as
\[ H_{C_L^{(n)}(x)}^{(n)}(\omega) = H^{(1)}_{C_L^{(1)}(x_i)}(\omega) \otimes (n-1) I + \cdots + I^{(n-1)} \otimes H^{(n,n)}_{C_L^{(n)}(x_n)}(\omega). \]

For the $n$-particle resolvent operator $G_{C_L^{(n)}(x)}^{(n)}(E)$, we also have the decomposition
\[ G_{C_L^{(n)}(x)}^{(n)}(E) = \sum_{E_j \in \sigma(H_{C_L^{(n)}(x)}^{(n)})} P_{\Psi_{\neq j}} \otimes G_{C_L^{(1)}(x)}^{(1)}(E - \lambda_{\neq j}), \]
where $P_{\Psi_{\neq j}}$ denotes the projection onto the eigenfunction $\Psi_{\neq j} = \bigotimes_{t=1, t\neq j}^{n} \phi_t$ and $\{ \lambda_i : i = 1, \ldots, n \}$ are the eigenvalues of $H_{C_L^{(1)}(x_i)}^{(1)}(\omega), i = 1, \ldots, n$ respectively and where $\lambda_{\neq j} = \sum_{i \neq j} \lambda_{i}$. Therefore, assuming all the eigenfunctions of finite volume Hamiltonians normalized, if each cube $C_L^{(1)}(x_i), i = 1, \ldots, n$ satisfies:
\[ \text{dist}(E - E_{\neq i}; \sigma(H_{C_L^{(1)}(x_i)}^{(1)}(\omega))) > e^{-\sigma L^\beta}, \]
then, we have the following upper bound for the multi-particle resolvent operator using the assertion of Theorem 3
\[ \| G_{C_L^{(n)}(x)}^{(n)}(E) \| \leq (2L + 1)^{nd} e^{\sigma L^\beta}, \]
since the norm of the projection operator is bounded by 1. Now, for sufficiently large $L > 0$, the right hand side in the above equation can be bounded by $e^{2\sigma L^\beta}$ which proves the required bound.

**Proof of Theorem 4.** We have two cases:
Case (a) For all $i = 1, \ldots, n$, $x_i = x_1$, so that $x = (x_1, \ldots, x_1)$. Using the decomposition of the $n$-particle Hamiltonian without interaction, we can identify

$$H^{(n)}_{C^{(n)}_L(x)}(\omega) = H^{(1)}_{C^{(1)}_L(x_1)}(\omega) + \cdots + H^{(1)}_{C^{(1)}_L(x_1)}(\omega)$$

$$= n \cdot H^{(1)}_{C^{(1)}_L(x_1)}(\omega).$$

So that $\sigma(H^{(n)}_{C^{(n)}_L(x)}(\omega)) = n \cdot \sigma(H^{(1)}_{C^{(1)}_L(x_1)}(\omega))$. Therefore,

$$\text{dist}(E, \sigma(H^{(n)}_{C^{(n)}_L(x)}))) = \text{dist}(E; n\sigma(H^{(1)}_{C^{(1)}_L(x_1)})))$$

$$= n \cdot \text{dist}(\frac{E}{n}; \sigma(H^{(1)}_{C^{(1)}_L(x_1)}(\omega))).$$

Hence, applying Theorem 3, we get

$$P \left\{ \text{dist}(E, \sigma(H^{(n)}_{C^{(n)}_L(x)}(\omega))) \leq e^{-\sigma L^\beta} \right\} \leq P \left\{ n \cdot \text{dist}\left(\frac{E}{n}, \sigma(H^{(1)}_{C^{(1)}_L(x_1)}(\omega))\right) \leq e^{-\sigma L^\beta} \right\}$$

$$\leq P \left\{ \text{dist}\left(\frac{E}{n}, \sigma(H^{(1)}_{C^{(1)}_L(x_1)}(\omega))\right) \leq \frac{1}{n} e^{-\sigma L^\beta} \right\}$$

$$\leq P \left\{ \text{dist}\left(\frac{E}{n}, \sigma(H^{(1)}_{C^{(1)}_L(x_1)}(\omega))\right) \leq e^{-\sigma L^\beta} \right\}$$

$$\leq e^{-\alpha L^\beta}.$$

Case (b) The single-particle cubes in the product $C^{(n)}_L(x) = C^{(1)}_L(x_1) \times \cdots \times C^{(1)}_L(x_n)$ are not all the same. Thus, we begin with $C^{(1)}_L(x_1)$ and we assume that the total number of the single-particle projections that are the same with $C^{(1)}_L(x_1)$ including $C^{(1)}_L(x_1)$ itself is $n^{(1)}_0$ and the one of those different from $C^{(1)}_L(x_1)$ is $n^{(1)}_+$. Clearly, $n^{(1)}_0 + n^{(1)}_+ = n$. We denote by $C^{(1)}_L(y_1), \ldots, C^{(1)}_L(y_{n^+})$ the latter cubes which are different from $C^{(1)}_L(x_1)$. There exists subset $\mathcal{J}_1 \subset \{1, 2, \ldots, (2L + 1)^d\}$ such that

$$\Pi \mathcal{J}_1 C^{(1)}_L(x_1),$$

are the elements of $C^{(1)}_L(x_1)$ not belonging to $C^{(1)}_L(y_1)$. So that

$$\Pi \mathcal{J}_1 C^{(1)}_L(x_1) \cap C^{(1)}_L(y_1) = \emptyset.$$

We continue the procedure and find $\mathcal{J}_2 \subset \{1, 2, \ldots, (2L + 1)^d\}$ such that

$$\Pi \mathcal{J}_2 C^{(1)}_L(x_1) \cap [C^{(1)}_L(y_2) \setminus \Pi \mathcal{J}_1 C^{(1)}_L(x_1)] = \emptyset.$$

At the end, we find $\mathcal{J}_{n^+} \subset \{1, 2, \ldots, (2L + 1)^d\}$ such that

$$\Pi \mathcal{J}_{n^+} C^{(1)}_L(x_1) \cap \left[ C^{(1)}_L(y_{n^+}) \setminus \bigcup_{i=1}^{n^+ - 1} \Pi \mathcal{J}_i C^{(1)}_L(x_1) \right] = \emptyset.$$

For all $\ell = 1, \ldots, n^+_{\ell}$ we set,

$$\Lambda^{(1\ell)} := \Pi \mathcal{J}_\ell C^{(1)}_L(x_1); \quad D^{(1\ell)} := C^{(1)}_L(y_\ell) \setminus \bigcup_{i=1}^{\ell-1} \Pi \mathcal{J}_i C^{(1)}_L(x_1).$$
We therefore obtain
\[
\left[ \bigcup_{i=1}^{n_+^{(1)}} \Lambda_i^{(1,1)} \right] \cap \left[ \bigcup_{\ell=1}^{n_+^{(1)}} D_{\ell}^{(1,1)} \right] = \emptyset
\]
and remark that each term in the above intersection is non-empty. Now, we denote by \( \mathcal{B}_1 \), the sigma-algebra:
\[
\mathcal{B}_1 := \sum \left\{ V(x, \omega); x \in \bigcup_{\ell=1}^{n_+^{(1)}} D_{\ell,1}^{(1,1)} \right\}.
\]

Note that, at the \( k^{th} \) step, we construct the domain \( D^{(k)} \) in a similar way by finding the corresponding domain \( \Lambda^{(k)} \) of the \( n_+^{(k)} < n_+^{(k-1)} \) remaining cubes in the same way as above. Repeating this procedure, we reduce step by step the number of the remaining cubes and arrive at the last step by building the domain \( D^{(n)} \) with the required conditions and with the number \( r \leq n \). In other words, the domains \( \Lambda_1^{(k)} \) are non-empty and satisfy the conditions: for all \( k \neq k' \), \( \Lambda_1^{(k)} \cap \Lambda_1^{(k')} = \emptyset \). For all \( 1 \leq k \leq r \), we also define the following sigma algebras:
\[
\mathcal{B}_k := \sum \left\{ V(x, \omega); x \in \bigcup_{\ell=1}^{n_+^{(1)}} D_{\ell,1}^{(k,1)} \right\}
\]

Next, we define the sigma-algebra:
\[
\mathcal{B}_{<\infty} := \bigcup_{k=1}^{r} \mathcal{B}_k.
\]

Now, observe that for any \( i = 1, \ldots, n \), we can find a sigma algebra \( \mathcal{B}_{j_i} \) for some \( j_i \in \{1, \ldots, r\} \) such that the quantity \( E_{\neq i} \) is \( \mathcal{B}_{j_i} \)-measurable. By Lemma 1, we have that
\[
\Pr \left\{ \dist(E, \sigma(\mathcal{H}(C_L(x))^{(1)}(\omega))) \leq e^{-\sigma L^\beta} \right\} \\
\leq \Pr \left\{ \exists i = 1, \ldots, n; \exists E_{\neq i} : \dist(E - E_{\neq i}, \sigma(\mathcal{H}(\sigma(C_L(x))^{(1)}(\omega)))) \leq e^{-\frac{1}{2} L^\beta} \right\}.
\]

Next, using Theorem 3 and the sigma-algebra \( \mathcal{B}_{<\infty} \), we finally obtain:
\[
\Pr \left\{ \exists i = 1, \ldots, n; \exists E_{\neq i} : \dist(E - E_{\neq i}, \sigma(\mathcal{H}(\sigma(C_L(x))^{(1)}(\omega)))) \leq e^{-\frac{1}{2} L^\beta} \right\} \\
\leq \sum_{i=1}^{n} \sum_{E_i \in \sigma(\mathcal{H}(C_L(x))^{(1)}(\omega))} \mathbb{E} \left[ \Pr \left\{ \dist(E - E_{\neq i}, \sigma(\mathcal{H}(\sigma(C_L(x))^{(1)}(\omega)))) \leq e^{-\frac{1}{2} L^\beta} \left| \mathcal{B}_{<\infty} \right. \right\} \right] \\
\leq n \times (2L + 1)^{nd} \times e^{-\alpha L^\beta}.
\]

This completes the proof of Theorem 4. \( \square \)
3.3. The interacting multi-particle Wegner bound. The main result is

**Theorem 5.** Let $E \in \mathbb{R}$ and an $n$-particle cube $C_L^{(n)}(x) \subset \mathbb{Z}^{nd}$. Assume that assumption (H) holds true. Then for any $0 < \beta < 1$ and $\sigma > 0$ there exist $L_0 = L_0(\beta, \sigma) > 0$ such that

$$\mathbb{P} \left\{ \text{dist}(E, \sigma(H^{(n)}_{C_L^{(n)}(x), h}(\omega))) \leq e^{-\sigma L^\beta} \right\} \leq L^{-q},$$

(3.1)

for all $L \geq L_0$ and any $q > 0$.

**Proof.** We use the second resolvent identity. Let $E \in \mathbb{R}$. We have

$$G^{(n)}_{C_L^{(n)}(x), h}(E) = G^{(n)}_{C_L^{(n)}(x), 0}(E) + hUG^{(n)}_{C_L^{(n)}(x), 0}(E)G^{(n)}_{C_L^{(n)}(x), h}(E).$$

So that

$$\|G^{(n)}_{C_L^{(n)}(x), h}(E)\| \leq \|G^{(n)}_{C_L^{(n)}(x), 0}(E)\| + |h| \cdot \|U\| \cdot \|G^{(n)}_{C_L^{(n)}(x), 0}(E)\| \cdot \|G^{(n)}_{C_L^{(n)}(x), h}(E)\|. \tag{3.2}$$

Now, assume that

$$\text{dist}(E, \sigma(H^{(n)}_{C_L^{(n)}(x), h}(\omega))) > e^{-\sigma L_0^\beta},$$

then

$$\|G^{(n)}_{C_L^{(n)}(x), 0}(E)\| \leq e^{\sigma L_0^\beta}.$$

Therefore, it follows from (3.2) that:

$$\|G^{(n)}_{C_L^{(n)}(x), h}(E)\| \leq e^{\sigma L_0^\beta} + |h| \cdot \|U\| \cdot e^{\sigma L_0^\beta} \cdot \|G^{(n)}_{C_L^{(n)}(x), h}(E)\|.$$

Next, we choose the parameter $h > 0$ in such a way that:

$$|h| \cdot \|U\| e^{\sigma L_0^\beta} \leq \frac{1}{2}. \tag{3.3}$$

Hence, setting

$$h^* := \frac{1}{2\|U\| e^{\sigma L_0^\beta}},$$

the condition of (3.3) is satisfied for all $h \in (-h^*, h^*)$. Thus, since $L \geq L_0$, we obtain that

$$\|G^{(n)}_{C_L^{(n)}(x), h}(E)\| \leq e^{\sigma L^\beta} + \frac{1}{2} \cdot \|G^{(n)}_{C_L^{(n)}(x), h}(E)\|.$$

Yielding,

$$\|G^{(n)}_{C_L^{(n)}(x), h}(E)\| \leq e^{\sigma L^\beta},$$

for a new $\beta$ bigger than the previous one, provided that $L_0$ is large enough. Finally, using the notations and the result of Theorem 4, we bound the probability for the interacting Hamiltonian as follows,

$$\mathbb{P} \left\{ \text{dist}(E, \sigma(H^{(n)}_{C_L^{(n)}(x), h}(\omega))) \leq e^{-\sigma L^\beta} \right\} \leq \mathbb{P} \left\{ \text{dist}(E, \sigma(H^{(n)}_{C_L^{(n)}(x), 0}(\omega))) \leq e^{-\sigma L_0^\beta} \right\}

\leq \mathbb{P} \left\{ \text{dist}(E, \sigma(H^{(n)}_{C_L^{(n)}(x), 0}(\omega))) \leq e^{-\sigma L^\beta/p} \right\}

\leq n \times (2L + 1)^{nd} \times e^{-\alpha L^\beta/p} < L^{-q},$$

for all $L \geq L_0$ and any $q > 0$, provided that $L_0 > 0$ is large enough. \qed
3.4. The multi-particle variable energy Wegner bound. In this Section, we prove the variable energy Wegner bound on intervals of small amplitude and the main tool is the resolvent identity. Although they are not easy to obtain, the variable energy Wegner type bounds are useful for the variable energy multi-scale analysis in order to prove the Anderson localization. The result is,

**Theorem 6.** Let $E_0 \in \mathbb{R}$ and a cube $C_L^{(n)}(x)$ in $\mathbb{Z}^d$. Assume that hypothesis (H) holds true, then for any $0 < \beta < 1$ and any $\sigma > 0$ there exist $L_0 = L_0(E_0, \beta, \sigma) > 0$, $\alpha = \alpha(E_0, \beta, \sigma) > 0$ and $\delta_0 = \delta_0(L_0, \beta) > 0$ such that:

$$\mathbb{P} \left\{ \exists E \in [E_0 - \delta_0; E_0 + \delta_0] : \text{dist}(E, \sigma(H_{C_L^{(n)}(x)}(\omega))) \leq e^{-\sigma L^\beta} \right\} \leq L^{-q},$$

for all $L \geq L_0$ and any $q > 0$.

**Proof.** By the first resolvent equation, we have

$$G_{C_L^{(n)}(x)}^{(n)}(E) = G_{C_L^{(n)}(x)}^{(n)}(E_0) + (E - E_0)G_{C_L^{(n)}(x)}^{(n)}(E)G_{C_L^{(n)}(x)}^{(n)}(E_0). \tag{3.4}$$

We choose the parameters $\beta$, $L_0$ and $\sigma$ as in Theorem 3. Now, if $\text{dist}(E_0, \sigma(H_{C_L^{(n)}(x)}(\omega))) > e^{-\sigma L_0^{\beta}}$, and $|E - E_0| \leq \frac{1}{2} e^{-\sigma L_0^{\beta}}$, then

$$\text{dist}(E, \sigma(H_{C_L^{(n)}(x)}(\omega))) > \frac{1}{2} e^{-\sigma L^\beta}.$$

Indeed, it follows from (3.4) that

$$\|G_{C_L^{(n)}(x)}^{(n)}(E)\| \leq \|G_{C_L^{(n)}(x)}^{(n)}(E_0)\| + |E - E_0| \cdot \|G_{C_L^{(n)}(x)}^{(n)}(E)\| \cdot \|G_{C_L^{(n)}(x)}^{(n)}(E_0)\|$$

$$\leq e^{\sigma L_0^{\beta}} + \frac{1}{2} \cdot e^{-\sigma L_0^{\beta}} \cdot e^{\sigma L_0^{\beta}} \cdot \|G_{C_L^{(n)}(x)}^{(n)}(E)\|$$

$$\leq e^{\sigma L_0^{\beta}} + \frac{1}{2} \|G_{C_L^{(n)}(x)}^{(n)}(E)\|.$$

Yielding,

$$\|G_{C_L^{(n)}(x)}^{(n)}(E)\| = \frac{1}{2} \|G_{C_L^{(n)}(x)}^{(n)}(E)\| \leq e^{\sigma L_0^{\beta}},$$

since, $L \geq L_0$. Thus,

$$\|G_{C_L^{(n)}(x)}^{(n)}(E)\| \leq 2e^{\sigma L_0^{\beta}},$$

or in other terms with a new $\beta$ bigger than the first one:

$$\text{dist}(E, \sigma(H_{C_L^{(n)}(x)}^{(n)}(\omega))) > e^{-\sigma L^\beta}.$$

Hence, setting $\delta_0 := \frac{1}{2} e^{-\sigma L_0^{\beta}}$, we bound the probability in the statement of Theorem 6 as follows,

$$\mathbb{P} \left\{ |E - E_0| \leq \delta_0 \text{ and } \text{dist}(E, \sigma(H_{C_L^{(n)}(x)}^{(n)}(\omega))) \leq e^{-\sigma L_0^{\beta}} \right\} \leq \mathbb{P} \left\{ \text{dist}(E_0, \sigma(H_{C_L^{(n)}(x)}^{(n)}(\omega))) \leq e^{-\sigma L_0^{\beta}} \right\}.$$
Next, for $L \geq L_0$, we can find an integer $p = p(L_0, L) \geq 1$ in such a way that $L_0^p \geq L$. Finally, using Theorem 3, we obtain
\[
\mathbb{P} \left\{ \text{dist}(E_0, \sigma(H^{(n)}_{C_A}(x))(\omega)) \leq e^{-\sigma L_0^p} \right\} \\
\leq \mathbb{P} \left\{ \text{dist}(E_0, \sigma(H^{(n)}_{C_A}(x))(\omega)) \leq e^{-\sigma L^{3/p}} \right\} \\
\leq L^{-q},
\]
for all $L \geq L_0$ and any $q > 0$. □

4. Conclusion: proof of the results

4.1. Proof of Theorem 1 Clearly, the assertion of Theorem 6 implies Theorem 1 because the probability of the fixed energy one volume Wegner bound is bounded by the one of the variable energy given in the assertion of Theorem 6 and this completes the proof of Theorem 1.

4.2. Proof of Theorem 2. The result of Theorem 2 follows from the assertion of Theorem 6. Indeed, the probability on the variable energy Wegner bound for two cubes given in Theorem 2 is bounded by that of one of the cubes at the same energy. This proves the result.

4.3. Consequence. The above one and two volumes Wegner type bounds are sufficient to derive the Anderson localization in both the spectral exponential and the strong dynamical localization under the weak interaction regime of the $N$-body interacting disordered system. So, the work makes an important contribution in the field of the mathematics of disordered many body quantum systems.
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