From rods to blobs: When geometry is irrelevant for heat diffusion
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Thermal systems are an attractive setting for exploring the connections between the lumped-element approximations of elementary circuit theory and the partial-differential field equations of mathematical physics, a topic that has been neglected in physics curricula. In a calculation suitable for an undergraduate course in mathematical physics, we show that the response function between an oscillating heater and temperature probe has a smooth crossover between a low-frequency, “lumped-element” regime where the system behaves as an electrical capacitor and a high-frequency regime dominated by the spatial dependence of the temperature field. Undergraduates can easily (and cheaply) explore these ideas experimentally in a typical advanced laboratory course. Because the characteristic frequencies are low, (≈ 30 s)−1, measuring the response frequency by frequency is slow and challenging; to speed up the measurements, we introduce a useful, if underappreciated experimental technique based on a multisine power signal that sums carefully chosen harmonic components with random phases. Strikingly, we find that the simple model of a one-dimensional, finite rod predicts a temperature response in the frequency domain that closely approximates experimental measurements from an irregular, blob-shaped object. The unexpected conclusion is that the frequency response of this irregular thermal system is nearly independent of its geometry, an example of—and justification for—the “spherical cow” approximations so beloved of physicists.

I. INTRODUCTION

In their first year of undergraduate physics, students generally work with “lumped” objects: rigid bodies in mechanics; uniformly cooling objects in thermodynamics (Newton’s law of cooling); resistor-capacitor-inductor circuits in electricity and magnetism. In intermediate courses, these topics are revisited: rigid bodies become elastic, temperatures diffuse, and charged objects create interesting electric fields. Traditionally, little effort has been made to show how lumped-element approximations arise from the underlying field equations. In the engineering and applied-physics literature, discussions are more common.1,2 Perhaps this disconnect occurs because in two of the common settings, mechanics and electromagnetism, the calculations that connect field equations to lumped elements in a quasistatic limit can be relatively complex.3,4 Indeed, even graduate-level texts that discuss the quasistatic limit often treat the reduction from Maxwell’s equations to AC circuits only qualitatively5 or very briefly.6

Here, we show that thermal problems, which depend on a scalar temperature field, are a much simpler setting in which to explore such connections. In addition, the central physical quantity in such problems, the thermal diffusivity α, is often interesting on its own, and techniques for measuring diffusivity continue to be developed and play important roles in experimental physics research.7–9 and in teaching physics.10–12 A recent article in this journal on the temperature response of a heat fin focuses on the time-domain step response, which is complementary to the frequency-domain approach taken here.13 Although frequency response is perhaps more abstract, it is simpler to describe mathematically.

We consider heat propagation along a one-dimensional rod, showing that in the low-frequency limit, the problem reduces to one of a thermal “capacitor” and in the high-frequency limit to thermal waves in a semi-infinite medium. A perhaps-surprising observation is that the limiting behaviors are largely independent of the geometry of the system. We confirm this conclusion experimentally on an irregularly shaped object, using techniques for efficiently measuring the linear response of systems with sluggish dynamics. The results give some insight into the reasons that “spherical cow” approximations can be surprisingly successful.

II. HEAT DIFFUSION ALONG A ROD

We introduce a one-dimensional model of heat diffusion that has simple, instructive limits for both low and high frequencies. Consider a long rod of length L and cross-sectional area A (Fig. 1). At one end (x = 0) is a heater that injects power. Along the rod is a temperature probe, at a distance x = ℓ < L. The rod has thermal diffusivity α = λ/(ρcp), with λ the thermal conductivity, ρ the density, and cp the specific heat capacity at constant pressure.

We model heat flow in the rod by a diffusion equation with distributed losses μ to the surrounding environment,13

\[
\frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial x^2} - \mu T(x,t),
\]

where the one-dimensional temperature field T(x, t) is measured relative to the ambient environment. In our investigation, we will use periodic power signals to measure the parameters α and μ in Eq. (1), an idea that traces back to early work by Angström (1861), who carried out the first successful measurement of the thermal diffusivity of copper.14
For periodic power injection, the boundary conditions at \( x = 0 \) and \( L \) are given by

\[
-\lambda \frac{\partial \tilde{T}}{\partial x} \bigg|_{x=0} = \frac{\tilde{P}(\omega)}{A} \quad \text{and} \quad \frac{\partial \tilde{T}}{\partial x} \bigg|_{x=L} = 0, \tag{2}
\]

where \( \tilde{P}(\omega)/A \) is the Fourier transform of the heat flux produced by the heater at \( x = 0 \) and where the rod is insulating at \( x = L \). The temperature field is \( \tilde{T}(\omega, x) \).

Our problem is closely related to standard solutions of the diffusion equation.\textsuperscript{15} In Appendix A, we Fourier transform Eq. (1) in time and solve the second-order differential equation for \( x \) to find the linear response between heater and probe,

\[
\chi(\omega) \equiv \frac{\tilde{T}(\omega)}{\tilde{P}(\omega)} = \frac{1}{A\lambda} \cosh[a(L - \ell)] - \frac{a}{a \sinh(aL)} , \tag{3}
\]

where \( a = a(\omega) \equiv \sqrt{(\mu - \omega^2)/\alpha} \). Equation (3) gives the relative amplitude and phase of the temperature at \( x = \ell \) for an AC power input \( \tilde{P}(\omega) \) at angular frequency \( \omega \). See Fig. 2.

To understand better the dynamical response, we examine its low- and high-frequency limits. Since the dimensions of diffusivity \( \alpha \) are \( \text{(length}^2)/\text{time} \), we can see that \( \ell^2/\alpha \) is the time for a temperature variation to diffuse from the heater to the probe. In Appendix B, we contrast this kind of physical approach to understanding response-function dynamics with the more phenomenological approach taken by engineers.

A. Low-frequency limit

Let \( \omega \ll \alpha/\ell^2 \), implying \( |a(L - \ell)| \ll 1 \) and \( |aL| \ll 1 \), so that \( \cosh(\cdot) \approx 1 \) and \( \sinh aL \approx aL \). In this limit,

\[
\chi(\omega) \approx \frac{1}{AL\lambda^2} = \frac{\alpha}{AL\lambda(\mu - i\omega)} , \tag{4}
\]

which represents a low-pass filter with loss rate \( \mu \) to the environment. Notice that the volume of the rod \( V = AL \) is “assembled” from the cross-sectional rod area \( A \) that is a prefactor in Eq. (3) and the rod length \( L \) that comes from the sinth term. We use the volume to define the total mass of the rod, \( M = V \rho \). The heat capacity \( C \equiv AL\lambda/\alpha = AL\rho c_p \), is the product of the specific heat and sample mass. Thus, in this low-frequency limit, the geometry of the sample enters only indirectly.

If the rod is insulated from the environment, the losses can be small. In the limit \( \mu \ll \omega \ll \alpha/\ell^2 \), the response function further simplifies to

\[
\chi(\omega) \approx \frac{\alpha}{AL\lambda(-i\omega)} \equiv \frac{1}{-i\omega C} , \tag{5}
\]

which is identical to that of an electrical capacitor.

B. High-frequency limit

When \( \omega \gg \alpha/\ell^2 \), we can set \( \mu = 0 \), since we have assumed \( \alpha/\ell^2 \gg \mu \). Then, for \( \theta \gg 1 \), one can approximate \( \sinh \theta \approx \cosh \theta \approx 1/\theta \), and the dynamical linear-response function becomes

\[
\chi(\omega) \approx \frac{1}{A\lambda} \frac{e^{a(L - \ell)}}{a e^{aL}} \equiv \left( \frac{1}{A\lambda} \right) \frac{e^{-aL}}{a} , \tag{6}
\]

where \( a(\omega) \approx \sqrt{-i\omega/\alpha} \). Let us define a length \( \ell_0 \equiv \sqrt{2\alpha/\omega} \), so that \( a = \sqrt{-2i}/\ell_0 = (1 - i)/\ell_0 \). Thus,

\[
\chi(\omega) \approx \left( \frac{\ell_0}{A\lambda} \right) \left( \frac{e^{i\ell_0}}{1 - i} \right) e^{-\ell/\ell_0} . \tag{7}
\]

Equation (7) shows that temperature oscillates and decays in space, with a period and decay length of \( \ell_0 \). Notice that \( \chi(\omega) \) is now independent of the rod length \( L \). In this limit, the decaying thermal waves are analogous to results for the “skin depth” of alternating EM fields in conductors.\textsuperscript{5}

C. Geometry and limits

The striking feature of both limits, Eqs. (5) and (7), is that the geometry of the rod has disappeared from the final expression. The key physical point is that oscillations decay away from a source over a length scale \( \ell_0 \). In the low-frequency limit, \( \ell_0 \gg L \), and the temperature is approximately constant over the sample, as illustrated in FIG. 1. Model for heat flow: a one-dimensional rod of length \( L \) and cross-section \( A \) has a heater at \( x = 0 \) and temperature probe at \( x = \ell \).

FIG. 2. Sinusoidal power signal \( P(t) \) leads to a sinusoidal temperature response \( T(\ell, t) \) at the probe site \( x = \ell \). The magnitude of the dynamical response \( \chi \) corresponds to the relative amplitude of the two signals and the argument to the phase shift \( \phi \), as shown.
Fig. 3. Spatial temperature profile of the model system in the low-frequency (dashed line) and high-frequency (solid line) limits. The low-frequency data is the lowest frequency considered in our fits (1 mHz) and is constant to $\approx 6\%$. The high-frequency data likewise correspond to the highest frequency considered in our fits (2 Hz), and the temperature oscillations are heavily damped, being very close to zero starting at four fifths the rod length.

In the high-frequency limit, $\ell_0 \ll L$, and the temperature fluctuations decay to zero well before reaching the other end of the rod, at $x = L$, as can also be seen in Fig. 3. The rod becomes effectively semi-infinite, and only the distance $\ell$ between heater and probe is important. This type of geometry is often studied in intermediate-level mathematical physics courses.

In the simple setting of one-dimensional temperature diffusion, we easily see how both limits arise from the general linear-response function. Similar limits exist in an electromagnetic setting, starting from Maxwell’s equations, but the calculations are notably more involved.

III. EXPERIMENTAL TESTS

In Section II, we showed that the low- and high-frequency limits of temperature diffusion along a rod led to expressions that were independent of the details of the rod’s geometry. In both cases, the physical reasoning suggests that such independence should hold for a wide variety of geometries. To test this idea, we investigated experimentally heat propagation in the irregular, “blob shaped” system depicted in Fig. 4a.

The experimental system consists of a 27.6-Ω resistor that acts as a heater and a 10 kΩ thermistor that forms part of a voltage-divider circuit (Fig. 4b). An analog signal from a National Instruments NI-USB-6212 data acquisition device (DAQ) running under NI LabVIEW 2016 is sent to the heater, and the temperature response is read by the same DAQ device. All signals are sampled at an effective rate of 100 Hz (each point is the average of 4000 points sampled at 400 kHz). The power signal is measured using a separate NI-USB-6212 DAQ, to minimize crosstalk between the two signals. Since our analysis is based on linear systems, we nonlinearly transform the output and input voltages into power and temperature signals, respectively. For power, $P = V^2/R_{heater}$; for temperature, we use the standard thermistor calibration curve. See Ref. 16 for more details on the experimental setup and thermistor-signal linearization.

In the experimental device, the main element, epoxy, has $\alpha \approx 0.1 \text{ mm}^2/\text{s}$ and the heater-thermistor distance $\ell \approx 1 \text{ mm}$. This leads to a characteristic frequency $f_0 \approx 0.1/1^2/(2\pi) \approx 0.03 \text{ Hz}$, or a characteristic time $\approx 30 \text{ s}$. In order to measure the frequency response, we should explore frequencies well above and below this value. We chose a logarithmically spaced range of 34 frequencies between $10^{-3}$ and 2 Hz.

With periods as long as 1000 s, the most straightforward way to measure the response—frequency by frequency—would be very slow. We therefore implemented the more-efficient multisine method pioneered by Pintelon and Schoukens, which has only rarely been used in physics applications. (Reference 18 implements some aspects.) Taking advantage of linearity, we design a periodic power signal that is a sum of sine waves. The periodic input signal is,

$$u(t) = \sum_{n=1}^{N} A_n \cos(\omega_0 t + \phi_n),$$

where $\omega_0 = 2\pi f_0$ is the lowest frequency probed, and where we choose the amplitudes $A_n$ and phases $\phi_n$ as discussed below. Some subtleties to consider:

- Frequencies $(n\omega_0)$ are integer multiples of a fundamental. We record the steady-state response for an integer number of periods of the lowest frequency,
to avoid any complications of frequency leakage caused by jumps between the first and last points of the power-signal waveform. The chosen frequencies are approximately evenly spaced on a logarithmic plot. Unwanted frequencies have $A_n = 0$.

- **Amplitudes** ($A_n$) are chosen to be approximately the inverse of the expected response. (Quick preliminary trials give an adequate estimate of the amplitude response.) The goal is that the output waveforms should have roughly constant amplitude and, hence, roughly constant signal-to-noise ratios, independent of frequency. A naive “white” input signal would lead to temperature fluctuations with negligible high-frequency content. See Fig. 5.

- **Phases** ($\phi_n$) are chosen randomly. We tried several sets of random numbers in order to find one that minimized the “crest factor” of the signal—ratio of peak amplitude to RMS power. A typical crest factor $C \approx 1.8$. For comparison, a sine has $C = \sqrt{2} \approx 1.4$ and a square wave $C = 1$. Signals with small crest factors are more efficient at injecting power into the system while minimizing any potential nonlinearities.

To measure the response, we then simply record and Fourier analyze the steady-state temperature signal. The complex ratio of frequency components gives the relative magnitude and phase lag at each frequency. Examining frequencies in the response that are not present in the stimulus indicate the noise. They can also indicate system nonlinearities, such as signal linearization.

Some such issues can be seen in the spectral leakage present in Fig. 5. This leakage arose from inaccurate timing arising from hardware limitations of the NI-DAQ-USB-9212, which cannot re-trigger finite acquisitions of data. While more-sophisticated hardware such as Field-Programmable Gate Arrays (FPGAs) could eliminate these timing issues, we chose to continue our measurements with our DAQ, because it is typical of the type of instrumentation available to undergraduate teaching laboratories. Furthermore, the spectral leakage is in the measured power signal: Since the power-temperature response is linear, we care only about the ratio of output to input amplitudes at a particular frequency. The fact that small amounts of power are injected at other frequencies is irrelevant. Thus, while the leakage seen here may complicate the measurement of the noise, it does not affect the estimate of the dynamical-response signal.

To isolate noise from both signal and frequency leakage, we measure the thermistor signal while applying only a constant power level, equal to the average power in our measurements. The result is shown using black markers in Fig. 5b, which demonstrates that even at the lowest frequencies measured, the injected signal-to-noise amplitude ratio exceeds 10. The solid line (black) is a fit to a power law with exponent equal to $-1$, showing that the noise is consistent with the $1/f$ noise that is typical of a resistor with current flowing through it.$^{19}$ At higher frequencies, we would expect a crossover to Johnson thermal (white) noise. Measuring lower frequencies would be problematic, as the rising $1/f$ noise would start to dominate.

Prior to carrying out the frequency-domain measurements, we remove trends below the minimum frequency in the temperature data by averaging the measurements in each period and fitting a cubic spline through the resulting points. Subtracting this low-frequency background curve eliminates the effects of a drifting room temperature. The signal is then segmented into lengths equal to one period of the lowest frequency. We then Fourier transform each segment and average the complex Fourier amplitudes frequency by frequency.

The measured magnitude and phase shift of the temperature response of our system to sinusoidal power oscillations is shown in Fig. 6, along with global fits to the full model, Eq. (3) and its low- and high-frequency limits (Eqs. 5 and 7). The most important observation is that the two limits of the model nearly overlap, indicating that the system response is reasonably well described by expressions that are independent of most of the fea-
tures of the system’s geometry. Recall that we apply an expression for a one-dimensional rod to a blob-shaped, inhomogeneous object.

When formulating the response function, we found it necessary to choose the fit parameters carefully. Some parameter choices led to degeneracies resulting in large statistical errors in the fit. We found the following combination worked well:

\[
K_0 = \frac{L^2}{\alpha} = 5.25 \pm 0.14 \text{ s}, \quad (9a)
\]

\[
K_1 = \frac{\ell^2}{\alpha} = 2.201 \pm 0.016 \text{ s}, \quad (9b)
\]

\[
K_2 = \frac{A\lambda}{\sqrt{\alpha}} = 0.160 \pm 0.002 \text{ W m}/(\text{K} \sqrt{s}), \quad (9c)
\]

\[
K_3 = \mu = 0.0234 \pm 0.0003 \text{ s}^{-1}. \quad (9d)
\]

All four parameters have straightforward physical interpretations: The quantity \(\sqrt{K_1/K_0} \equiv \ell/L = 0.65 \pm 0.02\) corresponds to the separation between heater and probe relative to the overall object size. The inverse of \(K_3 \approx 42.7\) s is the time constant for losses to the environment. The product \(\sqrt{K_0 K_2} = L A p c_p \equiv C = 0.367 \pm 0.014\) J/\(\text{K} \cdot \text{C}\), the heat capacity of the object. Finally, \(K_0\) is the time scale for heat to diffuse across the whole object, while \(K_1\) is the time scale for heat to diffuse to the temperature probe.

The last three quantities combine an intrinsic property (heat capacity \(c_p\), thermal diffusivity \(\alpha\)) with the effective size of the object. The irregularity of the geometry means that one can make only an approximate estimate of the intrinsic quantities, as the effective lengths are hard to estimate precisely.

We also notice a large deviation from expected phase response at higher frequencies. This deviation shows the limits to our model: beyond a maximum frequency, as lengths \(\ell_0 \sim \omega^{-1/2}\) decrease, the geometry plays an increasingly important role in the dynamics of the system response. Surprisingly, the important model deviations affect mostly the phase. Even when the high-frequency data is excluded from the global fitting, the magnitude of the response naturally fits the model.

We thus have three experimental regimes: a lumped-element regime where the system responds as a whole, a one-dimensional regime where our model does a “good enough” job, and a high-frequency regime where the response likely needs a full three-dimensional model.

To further test the performance of our linear-response model, we measured the time-domain response to bandlimited “white noise” (a periodic signal formed by summing equal-amplitude harmonics with random phases). The results are shown in Fig. 7. We compare to numerically generated predictions based on our model and find that the model captures many of the quantitative features; issues consist mostly of amplitude errors, perhaps indicating the failure of the amplitude at higher frequencies. Note that both the simulation and recorded data are steady-state response to the repeated input. It was important to limit the frequencies in the noise input to frequencies over which the model is accurate \((10^{-3} \text{ to } 1 \text{ Hz})\). We also note that in order to match the DC component of the temperature, we had to adjust the ambient temperature to \(\approx 6 \text{ C}\) greater than room temperature in our simulations. This is reasonable, as we had shielded the system from the laboratory environment by placing an insulating Tygon tube around it, capped at the top. Indeed, measurements of the air temperature inside the shield, which are only a proxy for the ambient temperature of the device, were \(\approx 4 \text{ C}\) higher than the surrounding laboratory temperature.

**IV. CONCLUSION**

We have developed and described a simple model of heat propagation that interpolates between the kind of lumped-element approximations that underlie the circuit theory of elementary physics courses with the simple-geometry partial-differential equations of intermediate mathematical methods courses for physicists. We found a surprising independence of geometry in the results. For different reasons, the low- and high-frequency limits do not depend on the detailed shape of the system. Moreover, under many circumstances, the domain of validity of both limits nearly overlaps.

We confirmed these conclusions in a simple experimen-
Recent advances in the measurement technology for electrical properties, such as the Helmholtz coil, make it possible to measure the temperature distribution on a thin, irregular object, based on various combinations of the current-voltage measurements at four probe points on the border.

Another example is van der Pauw’s method for the determination of the electrical resistivity or Hall coefficient of a thin, irregular object, based on various combinations of current-voltage measurements at four probe points on the border.

In short, the first type of spherical cow abstracts in order to simplify; the second simplifies in order to abstract. Perhaps we can think of them as the theorist’s and experimentalist’s versions of spherical cows.
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Appendix A: Response function of a thermal system with distributed losses

Define the forward Fourier transform as
\[
\hat{f}(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} f(t).
\]

Then, Fourier transforming Eq. (1) in time leads to
\[
\frac{\partial^2 \tilde{T}}{\partial x^2} - \left( -\omega + \mu \right) \tilde{T}(\omega, x) = 0,
\]
with solution
\[
\tilde{T}(\omega, x) = C_1 e^{ax} + C_2 e^{-ax},
\]
where \(a = a(\omega) = \sqrt{(\mu + i\omega)/\alpha} \). The constants \(C_1\) and \(C_2\) are set by the boundary conditions in Eq. (2). The condition at \(x = L\) implies
\[
\left. \frac{\partial \tilde{T}}{\partial x} \right|_{x=L} = 0 \quad \Rightarrow \quad C_2 = C_1 e^{2aL}.
\]

The \(x = 0\) condition, \(-\lambda \partial_x \tilde{T} = \tilde{P}/A\), then leads to
\[
\tilde{P}(\omega) = A\lambda C_1 \left( e^{2aL} - 1 \right).
\]

Combining Eqs. (A3), (A4), and (A5) gives the linear-response function, \(\chi(\omega) = T(\omega, \ell)/\tilde{P}(\omega)\), of Eq. (3).

Appendix B: Response functions in engineering and physics

In the engineering literature, linear response is usually computed in the Laplace, rather than Fourier domain. To rephrase our result in that language, we substitute \(s = -i\omega\), so that \(a(\omega) \rightarrow \sqrt{(\mu + s)/\alpha} \) in Eq. (3), and define the transfer function \(G(s)\).
Beyond the distinction between transfer and response functions, engineers often take a more phenomenological approach to measuring the transfer function. Using “system identification,” they treat systems as black boxes and try to find simple dynamical systems that match inputs and outputs accurately. The resulting transfer functions $G(s)$ are typically rational polynomials in the Laplace variable $s$ and can perform extremely well for a given, fixed system. They play a key role in the successful feedback control of a system’s dynamics. However, they neither generate physical parameters nor can be used when the system changes. One has to repeat measurements on the new system.