GRASSMANNIAN DIFFUSION MAPS BASED DIMENSION REDUCTION AND CLASSIFICATION FOR HIGH-DIMENSIONAL DATA
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Abstract. Diffusion Maps is a nonlinear dimensionality reduction technique used to embed high-dimensional data in a low-dimensional Euclidean space, where the notion of distance is due to the transition probability of a random walk over the dataset. However, the conventional approach is not capable to reveal the dataset underlying subspace structure, a useful information for machine learning applications such as object classification and face recognition. To circumvent this limitation, a novel nonlinear dimensionality reduction technique, referred to as Grassmannian Diffusion Maps, is developed herein relying on the affinity between subspaces represented by points on the Grassmann manifold. To this aim, a kernel matrix is used to construct the transition matrix of a random walk on a graph connecting points on the Grassmann manifold for posterior determination of the diffusion coordinates embedding the data in a low-dimensional Euclidean space. In this paper, three examples are considered to evaluate the performance of both conventional and Grassmannian Diffusion Maps. First, a “toy” example shows that the Grassmannian Diffusion Maps can identify a well-defined parametrization of points on the unit sphere, representing a Grassmann manifold. The second example shows that the Grassmannian Diffusion Maps outperforms the conventional Diffusion Maps in classifying elements, later recovered by a conventional clustering, of a dataset by their intrinsic characteristics. In the last example, a novel data classification/recognition technique is developed based on the construction of an overcomplete dictionary of reduced dimension whose atoms are given by the diffusion coordinates. A face recognition problem is solved considering face images subject to varying illumination conditions, changes in face expressions, and occurrence of occlusions. The technique presented high recognition rates (i.e., 95% in the best-case scenario) using a fraction of the data required by conventional methods.
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1. Introduction. Dimensionality reduction techniques play a fundamental role in the interpretation and characterization of high-dimensional data used in computationally intensive data-driven applications such as data compression [4, 11], data classification [43, 44], uncertainty quantification [12, 32, 13, 40], and biological sciences [36, 26, 25], just to mention few of them. Although linear dimensionality reduction methods (e.g., principal component analysis (PCA) [21]) suffice to extract features of the elements of a dataset, they fail to capture the intrinsic nonlinear geometric structure of the dataset itself. To circumvent this limitation, kernel-based techniques have been successfully employed in several applications taking advantage of the data similarity expressed on a connected graph designed over the dataset. Among these techniques one can include isometric mapping, also known as Isomap [34, 3], local linear embedding (LLE) [30, 9], T-distributed stochastic neighbor embedding (t-SNE) [37], kernel principal component analysis (Kernel PCA) [31]; Laplacian eigenmaps [6], and diffusion maps [7].

Many nonlinear dimensionality reduction techniques try the embed the data on a low-dimensional space where redundant and unimportant information can be neglected. It can be done by projecting the data on manifolds such as the Grassmann manifold [14, 45], a complete and connected smooth Riemannian manifold endowed
with a metric. Several applications using Grassmann manifold projections are found in the literature including the works by Turaga et al. [35], where statistical inference on the manifold is investigated to enhance the performance of activity recognition, video-based face recognition, and shape classification techniques. Moreover, Harandi et al. [18] used the Grassmann manifold theory to address problems in sparse coding and dictionary learning. Giovanis and Shields [12, 13] introduced a computationally efficient surrogate modeling scheme based on Grassmann manifold projections for prediction of high-dimensional stochastic models in an uncertainty quantification perspective.

Herein, a novel dimensionality reduction technique is introduced to reveal the global intrinsic structure of a dataset based on the underlying geometric structure of each data point. The technique has two steps, the first is a linear pointwise dimensionality reduction via Grassmannian projections, where the redundant and unimportant features of each element of a dataset are discarded. Next, a multipoint nonlinear dimensionality reduction via diffusion maps is considered aimed at learning the geometric structure of the Grassmann manifold on which the data lies. In this regard, a set of coordinates in the Euclidean space is obtained from the eigendecomposition of the transition matrix of a random walk on a graph connecting the points on the Grassmann manifold. In comparison with existing techniques, this novel approach does not need to perform a global dimensionality reduction to identify the basis spanning all the elements of a given dataset. Moreover, as the similarity between points in the dataset is defined by the affinity between their underlying subspaces and not by their topology in the ambient space, more robust data classifiers can be obtained.

This paper is organized as follows. In section 2, elements Grassmann manifold theory are introduced. The definitions of Stiefel and Grassmann manifolds are presented together with the definition of the tangent space and geodesic path, as well as definitions of the exponential and logarithmic maps. In section 3, the notion of distance is introduced based on the concept of principal angles between subspaces. Section 4 introduces the concept of a kernel on the Grassmann manifold, which is necessary for the development of the multipoint dimensionality reduction. In section 5, the Grassmannian diffusion maps (GDM) is introduced and the characteristics of the obtained diffusion coordinates are discussed. Section 6 introduces a novel data classification technique where the sparse representation-based classification method [42] is informed by the Grassmannian diffusion maps and data classification can be performed with a fraction of the amount of data used by some conventional techniques. In section 7, three examples are presented to corroborate the arguments presented in sections 5 and 6 and to assess the performance of the conventional and the Grassmannian diffusion maps.

2. Grassmann manifold. In this section, elements of differential geometry are exploited to describe the Stiefel and the Grassmann manifolds aiming at the development of a diffusion maps technique relying on Grassmannian kernels. First, let’s consider the ambient space $\mathbb{R}^n$, where one can define a $p$-plane as the subspace of dimension $p$ with $0 < p < n$, and a $p$-frame as an ordered set of $p$ mutually orthonormal vectors in $\mathbb{R}^n$ [2, 45]. The Stiefel manifold $\mathcal{V}(p, n)$, which is induced by the orthogonal group $O(n)$ [2], is defined as follows.

**Definition 2.1.** The Stiefel manifold $\mathcal{V}(p, n)$ is the set of $p$-frames in $\mathbb{R}^n$ such that $\mathcal{V}(p, n) = \{X \in \mathbb{R}^{n \times p} : X^tX = I_p\}$. 
such that span \( \Psi \) is an orthonormal matrix. Moreover, \( V(p, n) \) is a compact manifold with dimension given by \( \dim [V(p, n)] = np - \frac{1}{2} p(p + 1) \) [45]. Furthermore, the Stiefel manifold is a homogeneous space represented as a quotient space [45, 46], such that

\[
V(p, n) \cong \frac{O(n)}{O(n - p)}.
\]

The right action of \( O(p) \) on \( V(p, n) \) induces a homogeneous space with dimension \( p(n - p) \) known as the Grassmann manifold [45], whose definition is given next.

**Definition 2.2.** The Grassmann manifold (or Grassmannian) \( G(p, n) \) is a set of \( p \)-planes in \( \mathbb{R}^n \) where a point on \( G(p, n) \) is given by \( X = \text{span} (\Psi) \) with \( \Psi \in V(p, n) \). Moreover, \( X \) is identified as an equivalence class of \( n \times p \) matrices under orthogonal transformation of the Stiefel manifold [45, 46], such that

\[
G(p, n) \cong \frac{O(n)}{O(n - p)O(p)} = \frac{V(p, n)}{O(p)}.
\]

For \( p = 1 \) the Grassmann manifold \( G(1, n) \) is a generalization of the projective space \( \mathbb{P}^{n-1} \) corresponding to the lines passing through the origin of the Euclidean space [19]. Further, a point \( X = \text{span} (\Psi) \in G(p, n) \) is invariant to the choice of basis such that \( \text{span} (\Psi) = \text{span} (R\Psi) \), where \( R \in SO(p) \) with \( SO(p) \) being the special orthogonal group [45]. Herein, a point on the Grassmann manifold is an equivalence class defined by a point on the Stiefel manifold. Therefore, a representation of a point on the Grassmann manifold is given by an orthonormal matrix \( \Psi \in \mathbb{R}^{n \times p} \).

### 2.1. Grassmann manifold: Tangent space and geodesic path.

Due to the smoothness of \( G(p, n) \) one can define tangent vectors at a given point \( X \in G(p, n) \) as an equivalence class of differentiable curves \( \gamma(t) \) passing through \( X \). In this regard, a tangent space \( T_X G(p, n) \), which is a flat inner-product space, is defined as follows [23, 39, 33].

**Definition 2.3.** The tangent space \( T_X G(p, n) \) is the a set of all tangent vectors in \( X \), such that

\[
T_X G(p, n) = \{ \Gamma \in \mathbb{R}^{n \times p} : \Gamma^T \Psi = 0 \}.
\]

Moreover, the geodesic curve \( \gamma(t) \) on \( G(p, n) \) has the following definition

**Definition 2.4.** The geodesic curve \( \gamma(t) : I \to G(p, n) \), is a differentiable curve on \( G(p, n) \) that is locally length-minimizing with respect to a Riemannian metric.

where \( I \) is an interval in \( \mathbb{R} \). Further, the vectors tangent to \( \gamma(t) \) are covariantly constant, where \( \nabla_X \gamma(t) = 0 \) [47].

To develop a map from the manifold to the tangent space and vice-versa let’s first restrict the interval \( I \subseteq \mathbb{R} \) to \( I = [0, t] \) yielding a geodesic segment joining \( \gamma(0) \) to \( \gamma(t) \). Therefore, using the Einstein summation convention and the Levi-Civita connection, one can make the covariant derivative of \( \dot{\gamma} \) equal to zero to obtain the geodesic equation [20, 33], such that

\[
\ddot{\gamma}^\lambda + \Gamma^\lambda_{\mu\nu} \dot{\gamma}^\mu \dot{\gamma}^\nu = 0,
\]

where \( \Gamma^\lambda_{\mu\nu} \) are the Christoffel symbols. Due to the local existence and uniqueness theorem for geodesics, one can say that given a point \( X_0 \in G(p, n) \) and a vector \( X_0 \in T_{X_0} G(p, n) \) the geodesic exists and it is unique, such that \( \gamma(0) = X_0 \) and \( \dot{\gamma}(0) = X_0 \). This can be proven using the theory of ordinary differential equations [20, 29].
2.2. Grassmann manifold: exponential and logarithmic maps. Considering that the Grassmann manifold $G(p, n)$ is connected and complete as a metric space, one can define an exponential map $\exp_X : T_X G(p, n) \to G(p, n)$ from the tangent space to every point $X \in G(p, n)$. Consider two points $X_0 = \text{span}(\Psi_0)$ and $X_1 = \text{span}(\Psi_1)$ in $G(p, n)$, and a tangent space $T_{X_0} G(p, n)$ with $\Gamma \in T_{X_0} G(p, n)$. One can map $\Gamma$ to $\gamma(1) = X_1$, where $\gamma(0) = X_0$ and $\dot{\gamma}(0) = \dot{X}_0$ (see Fig. 1) [12, 33]. Letting $X_1$ be expressed by the orthonormal matrix $\Psi_1$, the exponential map can be written as:

$$\exp_{X_0}(\Gamma) = \Psi_1.$$  

Expressing $\Gamma$ by its thin singular value decomposition $\Gamma = USV^T$ one can obtain the following expression after some algebraic manipulation [5].

$$U\tan(S)V^T = (\Psi_1 - \Psi_0\Psi_0^T\Psi_1)(\Psi_0^T\Psi_1)^{-1}. \tag{2.6}$$

If we define the matrix $M = (\Psi_1 - \Psi_0\Psi_0^T\Psi_1)(\Psi_0^T\Psi_1)^{-1}$ and express its thin SVD by $M = USV^T$, the logarithmic map $\log_X : G(p, n) \to T_X G(p, n)$, which is only invertible in the area close to $X_0$ [33], is given by

$$\log_X(\Psi_1) = U\tan^{-1}(S)V^T. \tag{2.7}$$

The geodesic $\gamma(t)$ parameterizes the curve connecting $\Psi_0$ and $\Psi_1$ on $t \in [0, 1]$ with $\gamma(0) = \Psi_0$ and $\gamma(1) = \Psi_1$ such that the their respective projections in the tangent space are connected by a straight line. It can thus be represented by the projection of this line in the tangent space by the exponential mapping, where $\Gamma$ is expressed by its thin singular value decomposition $\Gamma = USV^T$ [5]. Therefore, one can write $\gamma(t)$ as

$$\gamma(t) = \text{span} \left[ (\Psi_0 V\cos(tS) + U\sin(tS)) V^T \right]. \tag{2.8}$$

3. Distances and metrics on the Grassmann manifold. Points on the Grassmann manifold are intrinsically connected by smooth curves along which one can define a proper notion of distance. These distances are measured through the principal angles of the distance between the subspaces representing points on the Grassmann manifold, defined as follows.
**Definition 3.1.** Considering \( u_i \in \text{span}(\Psi_u) \) and \( v_i \in \text{span}(\Psi_v) \) on \( G(k, n) \) and \( G(l, n) \), respectively, and letting \( p = \min(k, l) \); the principal angles \( 0 \leq \theta_1 \leq \theta_2 \leq \cdots \leq \theta_p \leq \pi/2 \) are recursively obtained from \( \cos(\theta_i) = \max_{u_i} \max_{v_i} u_i^T v_i \) where \( u_i \) and \( v_i \) are orthonormal vectors.

Alternatively, the cosine of the principal angles \( \theta_i \in [0, \pi/2] \) between the subspaces \( \text{span}(\Psi_u) \) and \( \text{span}(\Psi_v) \) can be computed from the singular values of \( \Psi_u^T \Psi_v \). In this regard, one can write that

\[
\Psi_u^T \Psi_v = \bar{U} \bar{S} \bar{V}^T,
\]

where \( \bar{U} \in O(k) \), \( \bar{V} \in O(l) \), and \( \bar{S} = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_p) \), with \( p = \min(k, l) \). Thus, the principal angles are computed as \( \theta_i = \cos^{-1}(\sigma_i) \) [24].

In fact, it has been shown that any measure of distance on the Grassmann manifold must be a function of the principal angles as stated in the following theorem (repeated from [41, 46]).

**Theorem 3.2.** Any notion of distance between \( k \)-dimensional subspaces in \( \mathbb{R}^n \) that depends only on the relative positions of the subspaces, i.e., invariant under any rotation in \( O(n) \), must be a function of their principal angles. To be more specific, if a distance \( d : G(k, n) \times G(k, n) \to [0, \infty) \) satisfies \( d(Q \cdot \Psi_0, Q \cdot \Psi_1) = d(\Psi_0, \Psi_1) \) for all \( d(\Psi_0, \Psi_1) \in G(k, n) \) and all \( Q \in O(n) \), where \( Q \cdot \Psi_0 := \text{span}(Q \Psi_0) \in G(k, n) \), then \( d \) must be a function of \( \theta_i(\Psi_0, \Psi_1), i = 1, \ldots, k \).

Perhaps the most common distance, the geodesic distance \( d_{G(p,n)}(\Psi_0, \Psi_1) \) between two points \( X_0 = \text{span}(\Psi_0) \) and \( X_1 = \text{span}(\Psi_1) \) on \( G(p, n) \), corresponds to the distance over the geodesic \( \gamma(t) \) parameterized by \( t \in [0, 1] \) and it is given by [41, 45, 12]

\[
d_{G(p,n)}(\Psi_0, \Psi_1) = ||\Theta||_2,
\]

where \( \Theta = (\theta_1, \theta_2, \ldots, \theta_p) \) is the vector of principal angles. This notion of distance, using the arc-length metric, between two subspaces in \( G(2, 3) \) is represented in the unit semi-sphere in Fig. 2. Several definitions of distance/metrics on \( G(p, n) \) can be found in the literature (see [45] for detailed information) and are listed in Table 1.

![Figure 2: Geodesic distance between subspaces \( X_0 \) and \( X_1 \) of \( \mathbb{R}^2 \) on \( G(2, 3) \).](image)
### Table 1: Distances/metrics on the Grassmann manifold

| Metric | Principal angles | Orthonormal basis |
|--------|------------------|-------------------|
| Asimov | $\cos^{-1} \frac{\|\Psi_0^T \Psi_1\|_2}{2}$ | $1 - \left(\det (\Psi_0^T \Psi_1)\right)^{1/2}$ |
| Binet-Cauchy | $(1 - \prod_{i=1}^p \cos^2 \theta_i)^{1/2}$ | $\frac{1}{2} \left(1 - \left(\det (\Psi_0^T \Psi_1)\right)\right)^{1/2}$ |
| Arc-length | $(\sum_{i=1}^p \theta_i^2)^{1/2}$ | $\|\cos^{-1} \Sigma\|_F$ |
| Chordal | $(\sum_{i=1}^p \sin^2 \theta_i)^{1/2}$ | $\frac{1}{\sqrt{2}} \|\Psi_0 \Psi_0^T - \Psi_1 \Psi_1^T\|_F$ |
| Procrustes | $\left(2 \sum_{i=1}^p \sin^2 \theta_i\right)^{1/2}$ | $\|\Psi_0 U - \Psi_1 V\|_F$ |
| Spectral | $2 \sin \frac{\theta_p}{2}$ | $\|\Psi_0 U - \Psi_1 V\|_2$ |

When defining a distance, it is often important that the distance be provided in terms of a metric, which formalizes the notation of distance on the manifold, and is defined next.

**Definition 3.3.** A metric on the Grassmann manifold is a function $d : G(k,n) \times G(k,n) \rightarrow [0, \infty)$ where $[0, \infty)$ is the set of non-negative real numbers and for all $X_0 = \text{span}(\Psi_0), X_1 = \text{span}(\Psi_1), X_2 = \text{span}(\Psi_2) \in G(k,n)$, the following three conditions are satisfied:

1. $d(X_0, X_1) = 0 \Leftrightarrow X_0 = X_1$ (identity of indiscernibles)
2. $d(X_0, X_1) = d(X_1, X_0)$ (symmetry)
3. $d(X_0, X_1) \leq d(X_0, X_2) + d(X_2, X_1)$ (triangle inequality)

The formalism of a metric on the manifold can be useful in properly defining a distance. This can be seen, for example, by observing that the value $\sin \theta_1$ is sometimes called the max correlation distance or spectral distance [46], but it is not a distance in the sense of a metric because it can be zero for a pair of distinct subspaces. Clearly this is undesirable.

### 4. Grassmannian kernels.

Although the notions of distance and similarity are connected, they are not interchangeable. The similarity is encoded by positive semi-definite kernels on a graph and it is maximized when the distance, which is a measure of dissimilarity, is equal to zero. As a kernel defines a similarity measure with an inner product representation, the embedding of Grassmannians into Hilbert spaces, where a Euclidean structure is identified, can be performed using Grassmannian kernels. In this regard, one can resort to the following definition of real-valued positive semi-definite kernels.

**Definition 4.1.** A real symmetric map is a real-valued positive semi-definite kernel if $\sum_{i,j} c_i c_j k(x_i, x_j) \leq 0$, with $x \in X$ and $c_i \in \mathbb{R}$.

Therefore, a Grassmannian kernel can be defined as

**Definition 4.2.** A map $k : G(p,n) \times G(p,n) \rightarrow \mathbb{R}$ is a Grassmannian kernel if it is invariant to the choice of basis and positive semi-definite.

In kernel-based dimensionality reduction techniques, there are many commonly used kernels defined on Euclidean spaces. The Gaussian kernel is perhaps the most popular and is given by,

$$
(4.1) \quad k(X_i, X_j) = \exp\left(-\frac{\|X_i - X_j\|_2^2}{4\varepsilon}\right),
$$
where \( X_i \) and \( X_j \) are data points in the ambient Euclidean space and \( \varepsilon \) is the parameter controlling the spread of the kernel tails. It could be tempting to simply substitute the Euclidean norm in the definition of the Gaussian kernel by a metric on the Grassmann manifold. However, this procedure yields a non positive semi-definite, although symmetric, kernel [19]. Several families of Grassmannian kernels, with different characteristics, are proposed in the literature (see [16, 17, 19]); however, the most popular positive semi-definite kernels are the Binet-Cauchy and Projection kernels. These kernels can be employed on the transformation of problems defined on the Grassmann manifold to problems on Hilbert spaces. Next, a detailed analysis of both kernels is presented.

### 4.1. Embedding the Grassmann manifold

The embedding of the Grassmann manifold into Hilbert spaces is analyzed herein. In particular, the Plücker and the projection embeddings are considered to show how to construct the Binet-Cauchy and projection kernels, respectively.

#### 4.1.1. Binet-Cauchy kernel: Plücker embedding

The Plücker embedding plays an important role in embedding the Grassmann manifold \( \mathcal{G}(p, n) \) into the projective space \( \mathbb{P}(\Lambda^p \mathbb{R}^n) \), where the exterior product \( \Lambda^p V \) is the \( k \)-th product of a vector space \( V \). Thus, the Plücker embedding \( P : \mathcal{G}(p, n) \rightarrow \mathbb{P}(\Lambda^p \mathbb{R}^n) \) can be defined as \( P(\Psi) = [\psi_1 \wedge \psi_2 \wedge \cdots \wedge \psi_p] \).

One can easily show that the Plücker coordinates of \( \Psi \in \mathcal{G}(p, n) \) are the \( p \times p \) minors, matrices obtained by taking \( p \) rows out of \( n \) of \( X \). This property can be used to define an inner product over \( \mathbb{P}(\Lambda^p \mathbb{R}^n) \) by taking advantage of compound matrices, such that the elements of the \( q \)-th compound matrix \( C_q(\Psi) \) of a matrix \( \Psi \) are the minors of \( \Psi \) of order \( q \) arranged in a lexicographic order [19]. Thus, using the Binet-Cauchy theorem [38, 19] and given the points \( X_0 = \text{span}(\Psi_0) \in \mathcal{G}(n, k) \) and \( X_1 = \text{span}(\Psi_1) \in \mathcal{G}(n, l) \), one can write \( C_q(\Psi_0 \Psi_1) = C_q(\Psi_0)^T C_q(\Psi_1) \). Therefore, \( k_{bc}(\Psi_0, \Psi_1) = \text{Tr} \left[ C_q(\Psi_0)^T C_q(\Psi_1) \right] = \text{Tr} \left[ C_q(\Psi_0 \Psi_1) \right] = \det(\Psi_0 \Psi_1) \), which can be defined as an inner product for the Plücker embedding. One of the problems with this definition of inner product is that the sign of \( \det(\cdot) \) can change when columns of \( \Psi_0 \) are permuted. This limitation can be circumvented by taking the square value of \( \det(\Psi_0 \Psi_1) \). Thus, one can write \( k_{bc}(\Psi_0, \Psi_1) = (\Psi_0^T \Psi_1)^2 \). In reality several families of kernels are constructed based on the Binet-Cauchy theorem. It includes the polynomial generalizations \( k_{bc}(\Psi_0, \Psi_1) = [\beta + \det(\Psi_0 \Psi_1)]^\alpha \) (see [19] for a detailed description). Herein, the adopted definition of the Binet-Cauchy kernel is given by

\[
(4.2) \quad k_{bc}(\Psi_0, \Psi_1) = \det(\Psi_0^T \Psi_1)^2,
\]

whose relation with the principal angles is given by [16, 19]

\[
(4.3) \quad k_{bc}(\Psi_0, \Psi_1) = \prod_{i=1}^p \cos^2(\theta_i).
\]

#### 4.1.2. Projection kernel: projection embedding

The projection kernel is defined straightforwardly using the projection embedding \( \Pi : \mathcal{G}(p, n) \rightarrow \mathbb{R}^{n \times n} \) given by \( \Pi(\Psi) = \Psi \Psi^T \). This map corresponds to a diffeomorphism, a differentiable mapping with a continuous differentiable inverse, from the Grassmann manifold to the set of rank \( p \) symmetric orthogonal projection matrices. Therefore, a natural definition of inner product for the projection embedding is given by \( (\Psi_0, \Psi_1)_\Pi = \text{Tr} \left[ \Pi(\Psi_0)^T \Pi(\Psi_1) \right] = ||\Psi_0 \Psi_1||_F^2 \). As for the Binet-Cauchy kernel, several families
can be obtained using the projection embedding, however, herein the projection kernel is defined as

\[
k_{pr}(\Psi_0, \Psi_1) = ||\Psi_0^T \Psi_1||_F^2,
\]

whose relation with the principal angles is given by [16, 19]

\[
k_{pr}(\Psi_0, \Psi_1) = \sum_{i=1}^{p} \cos^2(\theta_i).
\]

4.2. Grassmannian kernel dimensionality. The properties of the projection and Binet-Cauchy kernels that may have some influence on their selection for a specific application are investigated in this section. The relationship between the dimensionality of the Grassmann manifold \(G(p, n)\), and the entries of the kernel matrix, is analyzed based on the distribution of the principal angles between random matrices. In this regard, let’s first assume \(p = 1\) in Eqs. (4.2 - 4.5). One can easily show that \(k_{bc}(\Psi_i, \Psi_j) = k_{bc}(\Psi_i, \Psi_j)\) for two different subspaces \(X_i = \text{span}(\Psi_i)\) and \(X_j = \text{span}(\Psi_j)\). However, more attention should be paid to the influence of \(p \) and \(n\), when \(1 < p < n \) and \(n > 1\), in the similarity between distinct points in the same manifold. Next, a more detailed analysis is presented for both the projection and Binet-Cauchy kernels. Further, the lemmas presented in this section are developed considering two subspaces \(X_i = \text{span}(\Psi_i)\) and \(X_j = \text{span}(\Psi_j)\) chosen from the uniform distribution on \(G(p, n)\), which is an invariant distribution on the Grassmann manifold. Moreover, the entries of the kernel matrix are denoted by \(k_{ij} = k(\Psi_i, \Psi_j)\), where for an ensemble of random subspaces the expected value is denoted by \(\bar{k}_{ij}\).

4.2.1. Kernel dimensionality: projection kernel. The following lemmas are used to show that the expected values of the entries of the kernel matrix \(k_{pr}(\Psi_i, \Psi_j)\) have a well-defined functional relationship with both \(p\) and \(n\).

**Lemma 4.3.** Given two random subspaces \(X_i = \text{span}(\Psi_i)\) and \(X_j = \text{span}(\Psi_j)\) on \(G(p, n)\), if \(i = j\) the entries in the diagonal of \(k_{pr}(\Psi_i, \Psi_j)\) are given by \(k_{ii} = p\).

**Proof.** The proof of lemma 4.3 is trivial because \(\cos^2(\theta_i) = 1\) for \(i = 1, \ldots, p\) in Eq. (4.5).

On the other hand, if \(i \neq j\), the following lemma holds.

**Lemma 4.4.** Given two random subspaces \(X_i = \text{span}(\Psi_i)\) and \(X_j = \text{span}(\Psi_j)\) on \(G(p, n)\), if \(1 \leq p \leq n\) the expected value \(\bar{k}_{ij}(p, n)\) of the off-diagonal entries of \(k_{pr}(\Psi_i, \Psi_j)\) has the following functional form

\[
\bar{k}_{ij}(p, n) = \frac{p^2}{n}.
\]

**Proof.** A fixed subspace \(X_i = \text{span}(\Psi_i)\) and a subspace \(X_j = \text{span}(\Psi_j)\) chosen from the uniform distribution on \(G(p, n)\), which is an invariant distribution on the Grassmann manifold, are given by

\[
\Psi_i = \begin{bmatrix} I_p \\ 0_{n-p,p} \end{bmatrix},
\]

and

\[
\Psi_j = \begin{bmatrix} A \\ B \end{bmatrix},
\]
where $I_p$ is a $p \times p$ identity matrix, $0_{n-p,p}$ is a $(n-p) \times p$ null matrix, $A \in \mathbb{R}^{p \times p}$ and $B \in \mathbb{R}^{(n-p) \times p}$ are i.i.d. Gaussian matrices, since the Gaussian distribution is invariant under orthogonal group transformation [1]. Further, the orthonormalization of $\tilde{\Psi}_j$ is given by $\Psi_j = \tilde{\Psi}_j (A^T A + B^T B)^{-1/2}$. Thus, $\sigma_i^2 = \cos^2(\theta_i)$, with $i = 1, \ldots, p$, are equal to the eigenvalues values $\{\lambda_i\}_{i=1}^p$ of $(A^T A + B^T B)^{-1} (A^T A + B^T B)^{-1/2}$. Or equivalently given by the eigenvalues of $W = (L^{-1})^T A^T A L^{-1}$, where $A^T A + B^T B = L^T L$ is the Cholesky decomposition of $A^T A + B^T B$. As $L$ has a beta distribution $\text{Beta}(p/2, (n-p)/2)$, the joint probability density function (PDF) of $\{\lambda_i\}_{i=1}^p$, when $n \geq 2p$, is given by [27, 10, 1]

\begin{equation}
(4.9) ~ f(\lambda_1, \ldots, \lambda_p) = \frac{\pi^{p^2/2} \Gamma(p(n/2))}{\Gamma^2(p/2) \Gamma(p((n-p)/2))} \prod_{i<j} |\lambda_i - \lambda_j| \prod_{i=1}^p \lambda_i^{-1/2} (1 - \lambda_i)^{\frac{1}{2} (n-2p-1)},
\end{equation}

where $\Gamma_m(\cdot)$ is the multivariate gamma function [27, 1]. Therefore, the PDF of the largest principal angle between the subspaces $X_i$ and $X_j$ randomly chosen from $G(p,n)$ can be obtained (see [1] for a detailed presentation). At this point, our interest is focused on the case $p = 1$, whose PDF of the cosine square of the unique principal angle is given by

\begin{equation}
(4.10) ~ f(\lambda) = \frac{\Gamma \left( \frac{n}{2} \right)}{\Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{n-1}{2} \right)} \lambda^{-\frac{1}{2}} (1 - \lambda)^{\frac{n-3}{2}},
\end{equation}

where $\Gamma(\cdot)$ is the gamma function, $\lambda = \cos^2(\theta_1)$. The mean and variance are given by

\begin{equation}
(4.11) ~ \mathbb{E}[\lambda] = \frac{1}{n},
\end{equation}

and

\begin{equation}
(4.12) ~ \text{Var}[\lambda] = \frac{2(n-1)}{n^2 (n+2)}.
\end{equation}

Assuming that $\Psi_i^T \Psi_j = USV^T$, where $S = \text{diag} ([\sigma_1, \ldots, \sigma_p])$ a considering that $\Psi_i$ and $\Psi_j$ are orthonormal matrices, one can use the following identity

\begin{equation}
(4.13) ~ \sum_{i=1}^p \sigma_i^2 = \text{Tr} (\Psi_i^T \Psi_j^T \Psi_j \Psi_j^T).
\end{equation}

Therefore, considering that $Z = \Psi_i^T \Psi_j^T \Psi_j^T$ one can write Eq. (4.13) for every realization $\xi$ of $\Psi_j$, such that

\begin{equation}
(4.14) ~ \sum_{i=1}^p \sigma_i^2(\xi) = \sum_{i=1}^p Z_{ii}(\xi).
\end{equation}

Taking the expectation of both sides of Eq. (4.14) one can obtain

\begin{equation}
(4.15) ~ \sum_{i=1}^p \mathbb{E}[\sigma_i^2(\xi)] = \sum_{k=1}^p \mathbb{E}[Z_{kk}(\xi)].
\end{equation}
From the definition of $Z$ one can obtain

\begin{equation}
Z_{kk}(\xi) = \sum_{l=1}^{p} \Psi_{j,(k,l)}^2,
\end{equation}

where $\Psi_{j,(k,l)}$ corresponds to the element $(k,l)$ of $\Psi_j$. Therefore, as the columns of $\Psi_j$ are orthonormal vectors in $\mathbb{R}^n$, the components of the vector $\Psi_{j,(k,l)}$ are equal to the cosine of the direction angles $\alpha_k$ between $\Psi_j$ and the component in the coordinate axis $k$ with $k = 1, \ldots, n$. It is clear that the dot product of unit vectors uniformly distributed on the sphere $S^n$ has a beta distribution; thus, assuming that $\Psi_{j,(k,l)}$ are i.i.d. one can find that $E[\Psi_{j,(k,l)}] = 0$, the variance of $\Psi_{j,(k,l)}$ is given by

\begin{equation}
\text{Var}[\Psi_{j,(k,l)}] = E[\Psi_{j,(k,l)}^2] = \frac{1}{n}.
\end{equation}

Moreover, if the columns of $\Psi_j$ are orthonormal vectors in $\mathbb{R}^n$, the components of the vector $\Psi_j$ are equal to the cosine of the direction angles $\alpha_k$ between $\Psi_j$ and the component in the coordinate axis $k$ with $k = 1, \ldots, n$. Therefore, $\Psi_{j,(k,l)}^2 = \cos^2(\alpha_k)$.

Thus, one can observe that the results presented in Eqs. (4.10 - 4.12) are valid for $\lambda = \cos^2(\alpha_k)$. Therefore, from Eq. (4.16) one can show that

\begin{equation}
E[Z_{kk}(\xi)] = \frac{p}{n}.
\end{equation}

Substituting Eq. (4.18) in Eq. (4.15) one can easily show that

\begin{equation}
\tilde{k}_{ij}(p,n) = \sum_{i=1}^{p} E[\sigma_i^2(\xi)] = \frac{p^2}{n}.
\end{equation}

A Monte Carlo simulation is performed to verify the consistency of the result presented in this section. In this regard, 3,000 random matrices $\hat{\Psi}_j$ are sampled from a Gaussian distribution, as presented in the proof of lemma 4.4, for each value of $p = 1, \ldots, 19$, with $n = 20$. Thus, it is shown in Fig. 3a that the result of lemma 4.4 holds.

4.2.2. Kernel dimensionality: Binet-Cauchy kernel. From Eq. (4.2) the Binet-Cauchy kernel corresponds to the product of the square of the singular values of $\Psi_i^T \Psi_j$. In this regard, the values of the off-diagonal elements of $k_{bc}(\Psi_i, \Psi_j)$ are governed by those singular values larger than zero and lower than one. Therefore, one can start this analysis assuming that the following lemma holds.

**Lemma 4.5.** Given two random subspaces $\mathcal{X}_i$ and $\mathcal{X}_j$ on $\mathcal{G}(p,n)$, if $p \geq n/2$ the multiplicity of the principal angle $\theta = 0$ between them is equal to $2p - n$.

**Proof.** Assuming that $\mathcal{X}_i = \text{span} (\Psi_i)$ and $\mathcal{X}_j = \text{span} (\Psi_j)$ and considering that the multiplicity of the principal angle $\theta = 0$ between $\mathcal{X}_i$ and $\mathcal{X}_j$ is equal to $\text{dim}(\mathcal{X}_i \cap \mathcal{X}_j)$ one can use the following expression

\begin{equation}
\text{dim}(\mathcal{X}_i \cap \mathcal{X}_j) = \text{dim}(\mathcal{X}_i) + \text{dim}(\mathcal{X}_j) - \text{dim}(\mathcal{X}_i + \mathcal{X}_j),
\end{equation}

or alternatively,

\begin{equation}
\text{dim}(\mathcal{X}_i \cap \mathcal{X}_j) = \text{rank}(\Psi_i) + \text{rank}(\Psi_j) - \text{rank}([\Psi_i, \Psi_j]).
\end{equation}
As \( X_i, X_j \in G(p, n) \), rank(\( \Psi_i \)) = rank(\( \Psi_j \)) = \( p \). Moreover, rank([\( \Psi_i, \Psi_j \)]) = \( n \), since \( p \geq n/2 \). Therefore, dim(\( X_i \cap X_j \)) = 2p - n.

The result presented in lemma 4.5 is useful to show that \( p = n/2 \) corresponds to the largest value of \( p \) where all the singular values of \( \Psi_i^T \Psi_j \) are strictly less than 1. Therefore, the number of positive singular values smaller than one is equal to \( p \) if \( 1 \leq p < n/2 \); and \( n - p \) if \( n/2 \leq p < n \). Thus, one can conclude that when \( p = n/2 \) the expected value of the off-diagonal entries \( \bar{k}_{ij}(p, n) \) of \( k_{bc}(\Psi_i, \Psi_j) \) is minimal. Next, a lemma for the diagonal elements of the Binet-Cauchy kernel matrix \( k_{bc} \) is presented.

**Lemma 4.6.** Given two random subspaces \( X_i = \text{span}(\Psi_i) \) and \( X_j = \text{span}(\Psi_j) \) on \( G(p, n) \), if \( i \neq j \) the entries in the diagonal of \( k_{bc}(\Psi_i, \Psi_j) \) are given by \( k_{ii} = 1 \).

**Proof.** The proof of lemma 4.6 is trivial because \( \cos^2(\theta_i) = 1 \) for \( i = 1, \ldots, p \) in Eq. (4.3).

One can start the analysis of the off-diagonal entries of the Binet-Cauchy kernel matrix from the trivial cases. Considering two random subspaces \( X_i \) and \( X_j \) one can easily show that for \( p = 1 \) the expected value of the off-diagonal entries of the Binet-Cauchy kernel is given by \( \bar{k}_{ij}(p, n) = 1/n \), as in the projection kernel. On the other hand, for \( p = n \), which is an extreme case used for theoretical purposes only, one can observe that \( k_{ij}(p) = 1 \) because all the principal angles are equal to zero. Therefore, in the extreme cases both kernels have similar behavior. More generally, one can show that the expected values of the off-diagonal entries of the Binet-Cauchy kernel can be obtained using the joint probability density function in Eq. (4.9). However, this calculation is cumbersome and an upper bound for the expected value of the off-diagonal entries of the Binet-Cauchy kernel matrix can be defined as presented in the following lemma.

**Lemma 4.7.** Given two random subspaces \( X_i = \text{span}(\Psi_i) \) and \( X_j = \text{span}(\Psi_j) \) on \( G(p, n) \) the expected value \( \bar{k}_{ij}(p, n) \) of the off-diagonal entries of \( k_{bc}(\Psi_i, \Psi_j) \) has the following upper bound

\[
\bar{k}_{ij}(p, n) \leq \begin{cases} 
\left( \frac{p}{n} \right)^p, & \text{if } 1 \leq p < \frac{n}{2} \\
\left( \frac{n - p}{n} \right)^{n-p}, & \text{if } \frac{n}{2} \leq p < n 
\end{cases}
\]

**Proof.** Considering the matrices \( \Psi_i \) and \( \Psi_j \), presented in the proof of lemma 4.4, as bases of both subspaces \( X_i \) and \( X_j \), respectively; and using the inequality of arithmetic and geometric means (AM-GM inequality) [8] one can observe that

\[
\left( \prod_{i=1}^{p} E[\sigma_i^2(\xi)] \right)^{\frac{1}{p}} \leq \frac{1}{p} \sum_{i=1}^{p} E[\sigma_i^2(\xi)].
\]

From lemma 4.4 one can say that \( E[\sigma_i^2(\xi)] \) with \( i = 1, \ldots, p \) is equal to \( p/n \). Thus, one can write

\[
\left( \prod_{i=1}^{p} E[\sigma_i^2(\xi)] \right)^{\frac{1}{p}} \leq \frac{p}{n}.
\]
Therefore, the expected value of the off-diagonal entries of the Binet-Cauchy kernel has an upper bound given by

\[ \tilde{k}_{ij}(p, n) \leq \left( \frac{p}{n} \right)^p, \]

if \( p < n/2 \). On the other hand, if \( n/2 \leq p < n \) the upper bound is given by

\[ \tilde{k}_{ij}(p) \leq \left( \frac{n-p}{n} \right)^{n-p}. \]

In fact, Eq. (4.26) holds because for \( n/2 \leq p < n \) only \( n-p \) singular values are in the interval \((0, 1)\) and contribute to the product in the left-hand side of Eq. (4.23).

As for the projection kernel, a Monte Carlo simulation is performed to verify the consistency of the upper bound presented in this section. In this regard, 3,000 random matrices \( \hat{\Psi}_j \) are sampled from a Gaussian distribution, as presented in the proof of lemma 4.4, for each value of \( p = 1, \ldots, 19 \), with \( n = 20 \). Thus, it is shown in Fig. 3b that the result of lemma 4.7 holds.

4.2.3. Kernel dimensionality: comparison. We see from the previous sections that the decaying behavior of the off-diagonal terms of the affinity matrix for the Binet-Cauchy kernel causes the kernel matrix to approach an undesirable identity matrix as \( p \) increases up to \( n/2 \). On the contrary, the off-diagonal terms of projection kernel matrix grow with \( p^2 \) producing a random walk that mixes well and is suitable for kernel-based dimension reduction, as we will see in the next chapter. Thus, the Binet-Cauchy kernel is generally used when \( p \) is small relative to \( n \) while the projection kernel is used for larger manifold dimensions. In the examples shown later, we are using the projection kernel exclusively for this reason.

5. Grassmannian diffusion maps. The conventional diffusion maps [7] defines the similarity in the ambient Euclidean space where only the graphical perception and not the algebraic characteristics of each element in the dataset is taken into consideration. In pattern recognition, for instance, the local geometry of the elements of a
dataset is relevant to characterize the underlying mechanism or features responsible for their shapes in the ambient space. Therefore, the theory of Grassmann manifolds can be used in this context where every element in the dataset can be projected onto a Grassmann manifold where similarity is defined by the affinity between the subspaces and where the redundant features can be discarded. In this regard, a novel nonlinear dimensionality reduction technique, referred to as Grassmannian diffusion maps (GDMs), developed herein merges the diffusion maps framework and the theory of Grassmann manifolds. This technique is composed of both a pointwise and a multipoint dimensionality reduction. The pointwise dimensionality reduction corresponds to the projection of the high-dimensional elements of a dataset onto a Grassmann manifold encoding their local geometric structure. The multipoint dimensionality reduction uses the pairwise affinity of the underlying subspaces of each element of the dataset to reveal an intrinsic structure on the low-dimensional Grassmann manifold. In the following, we elaborate the theoretical underpinnings of the GDMs in a discrete setting. This is followed by a brief algorithmic description of the method.

5.1. Discrete embedding on Euclidean space. Considering a set of i.i.d. random samples $S_N = \{X_1, \ldots, X_N\}$, with probability distribution $f$ and $X_i = \mathbb{R}^{n \times m}$ for $i = 1, \ldots, N$, their projections onto the Grassmann manifold $\mathcal{G}(p, n)$ are given by $G_N = \{A_1, \ldots, A_N\}$. Next, assuming a positive semi-definite kernel $k : \mathcal{G}(p, n) \times \mathcal{G}(p, n) \rightarrow \mathbb{R}$ on graph where a random walk $W_N = (S_N, f, \mathbf{P})$ is performed, one can construct the transition probability matrix $\mathbf{P}$ resorting to the graph Laplacian normalization. In this regard, the degree matrix is given by the following diagonal matrix $D \in \mathbb{R}^{N \times N}$

\begin{equation}
D_{ii} = \sum_{j=1}^{N} k(A_i, A_j),
\end{equation}

where the stationary distribution of the random walk is given by

\begin{equation}
\pi_i = \frac{D_{ii}}{\sum_{k=1}^{N} D_{kk}},
\end{equation}

Next, the spectral decomposition of the random walk $W_N$ is presented. First, the kernel matrix $k_{ij} = k(A_i, A_j)$ is normalized as follows

\begin{equation}
\kappa_{ij} = \frac{k_{ij}}{\sqrt{D_{ii}D_{jj}}},
\end{equation}

Therefore, the transition probability $P_{ij}$ of the random walk $W_N$ over $G_N$ is constructed as

\begin{equation}
P_{ij}^t = \frac{\kappa_{ij}}{\sum_{k=1}^{N} \kappa_{ik}}.
\end{equation}

From the eigendecomposition of $\mathbf{P}$, one can obtain the first $q$ eigenvectors $\{\psi_k\}_{k=0}^{q}$, with $\psi_k \in \mathbb{R}^{N}$, and their respective eigenvalues $\{\lambda_k\}_{k=0}^{q}$. In this regard, the diffusion coordinates for the element $i$ in the dataset are given by

\begin{equation}
\Xi_j = (\xi_{j0}, \ldots, \xi_{jq}) = (\lambda_0 \psi_{j0}, \ldots, \lambda_1 \psi_{jq}),
\end{equation}

where $\psi_{jk}$ corresponds to the position $j$ of $\psi_k$. Next, definition of the diffusion distance for the discrete embedding of the Grassmann manifold in the Euclidean space can be
defined as

\[ \delta_{ij} = \| p_{tk}^i - p_{tk}^j \|_{L_2(D^{-1}_{ii})} = \left\{ \sum_{k=1}^{N} \left[ p_{tk}^i - p_{tk}^j \right]^2 \frac{1}{D_{kk}} \right\}^{\frac{1}{2}}, \]

whose spectral representation is given by

\[ \delta_{ij} = \left\{ \sum_{k=1}^{N} \lambda_k^{2t} |\psi_{ik} - \psi_{jk}|^2 \right\}^{\frac{1}{2}}. \]

Next, an algorithm summarizing the main steps used in the Grassmannian diffusion maps is presented.

**Algorithm 5.1 Grassmannian Diffusion Maps (GDM)**

**Require:** a set of \( N \) high-dimensional data \( S_N = \{ X_1, \ldots, X_N \} \) with \( X_i \in \mathbb{R}^{n \times m} \), and the dimension \( p \) of the Grassmann manifold.

1. for \( i = 1, \ldots, N \) do
2. Compute the thin Singular Value Decomposition: \( X_i = \Psi_i \Sigma_i \Phi_i^T \), where \( \Psi_i \in \mathcal{V}(p, n) \) and \( \Phi_i \in \mathcal{V}(p, m) \).
3. end for
4. For every pair \( [\Psi_i, \Psi_j] \) and \( [\Phi_i, \Phi_j] \) compute the entries of \( k_{ij} \) of the kernel matrices \( k_{ij}(\Psi) \) and \( k_{ij}(\Phi) \), either using Eq. (4.2) or Eq. (4.4).
5. Compute the composed kernel matrix \( k(\Psi, \Phi) \). For example:
   \[ k(\Psi, \Phi) = k_{ij}(\Psi) + k_{ij}(\Phi) \text{ or } k(\Psi, \Phi) = k_{ij}(\Psi) \circ k_{ij}(\Phi), \]
   where \( \circ \) is the Hadamard product.
6. Compute diagonal matrix \( D \in \mathbb{R}^{N \times N} \) using \( k(\Psi, \Phi) \) in Eq. (5.1).
7. Compute the normalized kernel matrices using Eq. (5.3) for \( k(\Psi, \Phi) \).
8. Estimate the transition matrix \( P_t \) of the Markov chain over the data on the Grassmann manifold.
9. Obtain the eigenvectors and their respective eigenvalues from the eigendecomposition of \( P_t \) and determine the truncation index \( q \).

**Ensure:** diffusion coordinates \( \Xi_1, \ldots, \Xi_N \), with \( \Xi_i \in \mathbb{R}^q \).

### 6. Grassmannian diffusion maps based data classification

In this section, a novel data classification technique considering an overcomplete dictionary of the diffusion coordinates is presented. This novel method uses the ability of sparse representation in determining a linear and compact combination of the elements in a dictionary to represent a testing data with the advantage that the data intrinsic geometry is explicitly considered when the Grassmann manifold is mapped into an Euclidean space. Moreover, the amount of stored data is a fraction of the necessary to create a proper dictionary in the conventional approach [42]. To this aim, one can try to find an appropriate sparse representation of a given object by solving a convex optimization problem in the \( l_0 \)-norm sense; however, this problem is NP-hard. On the other hand, solving it in the \( l_2 \)-norm sense could not yield a sparse solution. To circumvent this limitation, the optimization problem can be relaxed to be solved in the \( l_1 \)-norm sense.

In this regard, considering a test sample \( X_T \) and a training set \( T_N = \{ X_i \}_{i=1}^{N} \) one can obtain an extended dataset \( T_{N+1} = \{ X_1, \ldots, X_N, X_T \} \) where the Grassmannian
diffusion maps is applied to obtain the diffusion coordinates $\Xi_i$ corresponding to $X_i$. Next, the diffusion coordinates of each element in the $k$-th class are arranged as the columns of a matrix $A_k = [\Xi_k, 1, \ldots, \Xi_k, N_k] \in \mathbb{R}^{q \times N_k}$, where $N_k$ is the number of elements in class $k$, and $q$ is the truncation index used to define the dimension of the diffusion space. This approach assumes that any test sample given by its diffusion coordinates $\Xi_T$ will lie in the linear span of the training samples in a given class such that

$$\Xi_T = c_{k,1} \Xi_{k,1} + \cdots + c_{k,N_k} \Xi_{k,N_k},$$

where $c_{k,j} \in \mathbb{R}$ with $j = 1, \ldots, N_k$. Therefore, the dictionary $A$ can be constructed concatenating $k$ matrices $A_k$, such as

$$A = [A_1, \ldots, A_{N_k}] \in \mathbb{R}^{q \times N}.$$

Therefore, the following underdetermined ($N > q$) linear systems is obtained.

$$\Xi_T = Ac,$$

where the constant vector $c = [0, \ldots, 0, c_{k,1}, \ldots, c_{k,N_k}, 0, \ldots, 0]^T \in \mathbb{R}^N$ has non-zero value in the entries associated to the $k$-th class. It is evident that the solution of an underdetermined system is not unique; however, if $\hat{c}$ is sufficiently sparse, the exact solution can be recovered with high probability [42]. Moreover, real-life data can be corrupted with noise; thus, an approximation of the solution of the linear system in Eq. (6.3) is sought instead of the exact solution. In this regard, the optimization problem to be solved is given by

$$\hat{c} = \arg \min \|c\|_1 \quad \text{subject to} \quad \|Ac - \Xi_T\|_2^2 \leq \epsilon,$$

or by its unconstrained form,

$$\hat{c} = \arg \min \|Ac - \Xi_T\|_2^2 + \beta \|c\|_1,$$

where $\epsilon$ is the error tolerance and $\beta$ is the regularization constant. As the vector of coefficients $\hat{c}$ is determined, one can perform the classification either by assigning the maximum entry of $\hat{c}$ to its associated class or by identifying the class yielding the smallest error in the approximation. Clearly, different methods can be employed when performing this task; however, in the last case one can use the information of the subspace structure in the diffusion space. In this regard, a residual can be computed as

$$r(k) = \|A (I_k \circ \hat{c}_k) - \Xi_T\|_2.$$

Therefore, the classification is performed finding $k$ minimizing $r(k)$, where $I_k^c \in \mathbb{R}^q$ is a vector whose elements associated to the $k$-th class are equal to one and the rest are zero, and $\circ$ is the Hadamard product. Next, an algorithm summarizing the steps used in this classification approach is presented.
Algorithm 6.1 GDM based data classification using sparse representation

Require: a set of $N$ high-dimensional data $T_N = \{X_1, \ldots, X_N\}$ with $X_i \in \mathbb{R}^{n \times m}$, the dimension $p$ of the Grassmann manifold, and a test sample $X_T \in \mathbb{R}^{n \times m}$.

1: for $i = 1, \ldots, N$ do
2: Compute the thin Singular Value Decomposition: $X_i = \Psi_i \Sigma_i \Phi_i^T$; where, $\Psi_i \in \mathcal{V}(p, n)$ and $\Phi_i \in \mathcal{V}(p, m)$.
3: end for

4: Compute the thin Singular Value Decomposition: $X_T = \Psi_T \Sigma_T \Phi_T^T$; where, $\Psi_T \in \mathcal{V}(p, n)$ and $\Phi_T \in \mathcal{V}(p, m)$.

5: For the augmented sets $\Psi = \{\Psi_1, \ldots, \Psi_N, \Psi_T\}$ and $\Phi = \{\Phi_1, \ldots, \Phi_N, \Phi_T\}$ compute the entries of $k_{ij}$ of the kernel matrices $k_{ij}(\Psi)$ and $k_{ij}(\Phi)$ using either Eq. (4.2) or Eq. (4.4).

6: Compute the composed kernel matrix $k(\Psi, \Phi)$. For example:
   
   $k(\Psi, \Phi) = k_{ij}(\Psi) + k_{ij}(\Phi)$ or $k(\Psi, \Phi) = k_{ij}(\Psi) \circ k_{ij}(\Phi)$, where $\circ$ is the Hadamard product.

7: Compute the diffusion coordinates $\Xi_1, \ldots, \Xi_N, \Xi_T$ as in Algorithm 5.1, with $\Xi_i \in \mathbb{R}^q$.

8: Concatenate the $\Xi_i$’s of each class $k$ as columns of a matrix $A_k \in \mathbb{R}^{q \times N_k}$.

9: Create the matrix of training diffusion coordinates $A = [A_1, \ldots, A_{N_k}] \in \mathbb{R}^{q \times N}$

10: Normalize the columns of $A$ and the test sample $\Xi_T$ to have unit $l_2$-norm.

11: Solve the convex optimization problem:

   $\hat{c} = \arg\min ||c||_1$ subject to $||Ac - \Xi_T||_2^2 \leq \epsilon$

   or alternatively

   $\hat{c} = \arg\min ||Ac - \Xi_T||_2^2 + \beta ||c||_1$

12: Compute the residuals for each class $k$: $r(k) = ||A(I_k \circ \hat{c}_k) - \Xi_T||_2$

Ensure: $k(X_T) = \arg\min_k r(k)$

7. Examples. In this section, three problems are considered to assess the performance of the Grassmannian diffusion maps in revealing the intrinsic geometric structure of a dataset for classification purposes. The Grassmannian diffusion maps use the projection kernel (Eq. (4.4)) because it is not as sensitive as the Binet-Cauchy kernel to the change in the dimensionality of the Grassmann manifold, as demonstrated in section 4.2. In the ensuing analysis, the diffusion coordinates embedding the data into a $q$-dimensional Euclidean space are estimated from the eigenvalues $\{\lambda_k\}_{k=1}^{q+1}$ and eigenvectors $\{\psi_k\}_{k=1}^{q+1}$ of the transition matrix of the Markov chain defined on the Grassmann manifold. The algorithms of both the conventional and the Grassmannian diffusion maps were implemented in the UQpy software [28](Uncertainty Quantification with python: https://uqpyproject.readthedocs.io/en/latest/), a general purpose Python toolbox for modeling uncertainty in physical and mathematical systems.

7.1. Structured data on the unit sphere in $\mathbb{R}^3$. Consider a collection $S_N = \{X_i\}_{i=1}^{N}$ of $N = 10,000$ points defining two cone-like structures in $\mathbb{R}^3$ as presented in Fig. 4a. In this problem, every point in the set $S_N$ is composed of three coordinates $(x_1, x_2, x_3)$ and lie on a surface whose functional form is due to the constraint $\sin(\phi) = \cos^2(\theta)$, in spherical coordinates. Therefore, if the radius $r$ is uniformly dis-
tributed in the interval $[0, 2]$ a set of random points can be obtained as shown in Fig. 4a, where the color map is determined by the magnitude $\sqrt{x_1^2 + x_2^2 + x_3^2}$. This example demonstrates that the Grassmannian diffusion maps can identify a well-defined structure of points on $G(1, 3)$ represented by the subspaces spanned by $\Psi \in \mathcal{V}(1, 3)$ (Fig. 4b). As $G(1, 3)$ is represented by an unit sphere in $\mathbb{R}^3$, the notion of affinity is given by the angle between pairs of the unit vectors in $\mathbb{R}^3$.

Next, Figs. 5a and 5b show the diffusion coordinates for the conventional diffusion maps with a color map defined by the first and the second diffusion coordinates, respectively. On the other hand, Fig. 5c and 5d show the diffusion coordinates for the Grassmannian diffusion maps with a color map defined by the first and the second diffusion coordinates, respectively. One can easily see that the Grassmannian diffusion maps reveals an unidimensional geometric structure connecting the data points, whereas a bidimensional structure is obtained with the conventional diffusion maps. One can observe the influence of the embedded data structure in both the ambient space and the Grassmann manifold using the first two diffusion coordinates to define the color maps. In this regard, for the conventional diffusion maps both the first and the second diffusion coordinates are mapped in the ambient space $\mathbb{R}^3$ perpendicularly to the canonical directions, as observed in Figs 6a,c. However, when the same diffusion coordinates are mapped on the Grassmann manifold $G(1, 3)$ they appear shuffled, and no logical parametrization can be extracted from it, as observed in Figs 6b,d. On the other hand, for the Grassmannian diffusion maps, the first and the second diffusion coordinates in the ambient space $\mathbb{R}^3$ (Figs. 7a,c) and on the Grassmann manifold $G(1, 3)$ (Figs. 7b,d) are clearly structured to align with the intrinsic structure of the data on $G(1, 3)$.

### 7.2. Robust classification of high-dimensional random field data.

In this example, the performance of the GDMs in the classification of high-dimensional random field data is investigated. In this regard, k-means is employed on the obtained diffusion coordinates in order to cluster the most important features influencing the shape of the data in the ambient space. Thus, the elements of a dataset $S_N = \{X_1, \ldots, X_N\}$, with $N = 3,000$, are generated with a prescribed rank $p = 5$,
Figure 5: Diffusion coordinates: a) conventional with color map defined by $\psi_1$ and b) $\psi_2$, c) Grassmannian with color map defined by $\psi_1$ and by d) $\psi_2$.

Figure 6: Conventional diffusion maps: color map for $\psi_1$ in the ambient space a) and on the Grassmann manifold b), and color map for $\psi_2$ in the ambient space c) and on the Grassmann manifold d).
where $X_k \in \mathbb{R}^{n \times m}$, with $n = m = 40$, is given by

$$X_k = U_k A_k U_k^T,$$

where $A_k \in \mathbb{R}^{p \times p}$ is a diagonal matrix whose the elements are i.i.d. random numbers with uniform distribution in the interval $(0, 1]$, and the entries of $U_k \in \mathbb{R}^{n \times p}$ are defined by the following functional form

$$u^{(k)}_{ij} = \sqrt{\frac{2}{n}} \cos \left( \frac{2\pi (j + L_k)}{n} (i - T_k) \right),$$

with $j = 0, \ldots, p$, and $i = 0, \ldots, n - 1$. Further, $T_k$ and $L_k$ are uniform discrete random variables assuming integer values in the interval $[0, n - 1]$ and $[1, \lfloor \frac{n}{2} \rfloor + 1 - p]$, respectively. It is worth mentioning that the samples $T_k$ and $L_k$ are the same for every column of $U_k$, meaning that each element of $S_N$ is a realization of a two-dimensional random field having a stochastic basis. Fig. 8 shows two realizations of $X$ where $A_1 = \text{diag}(0.444, 0.828, 0.775, 0.913, 0.981)$, $L_1 = 20$, and $T_1 = 3$; and $A_2 = \text{diag}(0.614, 0.800, 0.184, 0.519, 0.961)$, $L_2 = 38$, and $T_2 = 6$. Moreover, $p = 5$ is enough to encode information necessary to perform a reliable data classification.

The performance of both techniques are compared by their capacity in revealing the underlying geometry of the random field elements in the set $S_N$. In this regard, k-means [22] is utilized to cluster the diffusion coordinates aiming at the classification of random fields by the most relevant features. Based on Eq. (7.2) one expects that
$L_k$ will have a strong influence on the shape of the points projected onto $G(5, 40)$. To explore this, the first three diffusion coordinates obtained using the conventional and the Grassmannian diffusion maps are presented in Fig. 9a and in Fig. 9b, respectively; where every point defined by the diffusion coordinates corresponds to an element in $S_N$. Moreover, 15 clusters are adopted because 15 values of $L_k$ are considered. When k-means is applied in the diffusion coordinates obtained by the conventional diffusion maps technique, the dispersion of the diffusion coordinates adversely influences the clustering, as observed in Fig. 9a. This is better observed when the clusters are mapped back to the feature space ($T_k \times L_k$) in Fig. 10a, where the shuffled colors are an indication that the classification is only based on the information obtained in the ambient space and no intrinsic characteristics of the elements of the set $S_N$ are considered. On the other hand, Fig. (9b) shows that the Grassmannian diffusion maps succeed in identifying the intrinsic geometry of the elements in $S_N$, where clusters of the Grassmannian diffusion coordinates are clearly delineated. This behavior is evident in Fig. 10b, where the clustering technique is able to identify the elements belonging to the subsets defined by each $L_k$ with $k = 1, \ldots, 15$.

Figure 8: Two realizations of random field elements in $S_N$.

Figure 9: k-means applied on the first three diffusion coordinates (15 clusters): a) Conventional and b) Grassmannian diffusion maps:

7.3. Sparse representation-based face recognition. In this example, faces of different subjects are identified using a sparse representation based approach as presented in section 6. The face images used in this experiment were retrieved from the AT&T Database of Faces (AT&T Laboratories Cambridge). This database contains a
set of 400 face images of 40 subjects, corresponding to 10 face images for each subject taken at different times with variation in the illumination, facial expressions (i.e., open and closed eyes, smiling and not smiling faces), and occlusions (i.e., glasses). Moreover, they were taken against a dark and homogeneous background, the subjects had some limited freedom for some side movement, all images are in grey scale and were resized to the dimension 200 × 200.

The following experiment consists in using Algorithm 6.1 and its modified version, substituting steps 1-6 by the Gaussian kernel (conventional approach), to recognize the face images in the test sample. In fact, the training set is composed by \( N = 360 \) face images (40 classes with 9 face images of the same subject each), and the test set is composed by 40 face images of distinct subjects. First, considering one face image from the test set (Fig. 11b) and assuming that \( p = 4 \) can encode the important features of each face image, one can apply both the conventional and the Grassmannian diffusion maps truncating the dimension of the diffusion coordinates in \( q = 20 \).

The facial recognition is performed using either the approximated solution \( \mathbf{c} \) of the underdetermined system or the residuals \( r(k) \). Moreover, both the constrained and unconstrained convex optimization problems are employed. One can easily notice that the present method informed by the conventional diffusion maps is not able to
recognize the test face image using both $c$ (Figs. 12) and $r(k)$ (Figs. 13) as identification criteria. This observation is also valid for both constrained and unconstrained problems. On the other hand, an exact recognition is obtained for the GDMs-based method using both identification criteria $c$ Fig. 14 and $r(k)$ Fig. 14, and for the constrained and unconstrained optimization problems. It is worth noticing that the solution $c$ from the constrained problem for the conventional diffusion maps is not compact. Moreover, the condition number of the transition matrix of the Markov process in the conventional diffusion maps is 849 times larger than the one observed in the Grassmannian diffusion maps, which makes the Grassmannian diffusion maps more stable than its conventional counterpart.

Figure 12: Entries of $c$, with colors defining the 40 classes, for the a) constrained and b) unconstrained minimization problems using the conventional diffusion maps.

Figure 13: Conventional diffusion maps: residuals $r(k)$ using the constrained a) and unconstrained b) minimization problems.

Next, the performance of the facial recognition for both the conventional and the Grassmannian diffusion maps is assessed for all 40 subjects in the test set. It is worth mentioning that the conventional diffusion maps only identified 2 subjects when the constrained minimization is employed, and just 1 subject when solving the unconstrained minimization problem. This poor performance can be justified by the low condition number of the transition matrix of the Markov process in the conventional approach. Figure 16 shows how the recognition rate changes for different values of $p$. Clearly, one can observe that high recognition rates are obtained even considering $p = 1$, however, in the best case scenario a recognition rate of 95% was achieved for
Figure 14: Entries of $c$, with colors defining the 40 classes, for the a) constrained and b) unconstrained minimization problems using the Grassmannian diffusion maps.

Figure 15: Grassmannian diffusion maps: residuals $r(k)$ using the constrained a) and unconstrained b) minimization problems.

$p = 12, 13$ and $14$. Moreover, it is clear that the recognition rate tends to diminish for very large values of $p$ (i.e., $p > 50$ for instance); however, the use of very larger values of $p$ is not justified in this kind of application. Moreover, the computational performance of the present technique is comparable with the performance of the sparse representation-based classification method.

Figure 16: Recognition rate as a function of $p$ for the recognition approach informed by the GDMs.
Concluding remarks. In this paper, a novel dimensionality reduction technique, referred to as Grassmannian diffusion maps, is developed based on the concepts of Grassmann manifold projection and diffusion maps aiming at the characterization and classification of data informed by their intrinsic geometric structure. We demonstrate that an element of a dataset residing in a high-dimensional ambient space can have a representation on a manifold, known as the Grassmann manifold. The proposed method is composed by two main steps, a pointwise dimensionality reduction and a multipoint dimensionality reduction. In the pointwise dimensionality each element of dataset is projected onto a Grassmann manifold where only the most relevant features are kept. On the other hand, the multipoint dimensionality reduction consists in the application of the diffusion maps over the points on the Grassmann manifold to reveal the underlying structure of the dataset. Therefore, instead of using the information in the ambient space, which can be more susceptible to data corruption and external factors (e.g., noise, illumination level in images), the Grassmannian diffusion maps technique uses the information provided by the underlying lower-dimensional subspace of each data point. Furthermore, two lemmas were presented and proved to show the behavior of the first order statistics of the off-diagonal entries of Grassmannian kernels, used in the Grassmannian diffusion maps framework, with changes in its dimensionality. It was demonstrated that the expected value of the off-diagonal entries of the projection kernel grows with order $O(p^2)$, whereas the expected value off-diagonal elements of the Binet-Cauchy kernel decrease drastically with upper bound in the order $O(p^p)$, if $p < n/2$; and grows at a high rate with upper bound in the order $O((n-p)(n-p))$, otherwise.

The performance of the Grassmannian diffusion maps was assessed in three examples where comparison with the conventional diffusion maps were performed to show the potential of this novel approach. The first example contained a theoretical experiment to verify the ability of the present method in finding a structured connection among points projected on the Grassmann manifold represented by the unit sphere in $\mathbb{R}^3$. It was shown that the Grassmannian diffusion maps outperforms the conventional method in identifying a well-defined parametric structure of the data when they are projected on the Grassmann manifold $G(1, 3)$. In the second example, a classification experiment with high-dimensional random field data was performed. In particular, the Grassmannian diffusion maps was applied in a dataset of matrices formed by oscillatory functions with random phase and frequency, and k-means was used to cluster the diffusion coordinates corresponding to matrices composed by oscillatory functions with same frequency. The third example presented a practical application of two techniques developed herein, the Grassmannian diffusion maps and the Grassmannian diffusion maps-based data classification using sparse representation. It was demonstrated using the AT&T Database of Faces (AT&T Laboratories Cambridge) that the Grassmannian diffusion maps outperforms the conventional method in identifying 40 face images subject to varying illumination conditions, change in face expressions, and occurrence of occlusions. Moreover, the developed technique presented high recognition rates (95% in the best-case scenario) using a fraction of the information used by conventional face recognition techniques based on sparse representation.
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