Transformer for sub-seasonal extreme high temperature probabilistic forecasting over eastern China
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Abstract
Sub-seasonal high temperature forecasting is significant for early warning of extreme heat weather. Currently, deep learning methods, especially Transformer, have been successfully applied to the meteorological field. Relying on the excellent global feature extraction capability in natural language processing, Transformer may be useful to improve the ability in extended periods. To explore this, we introduce the Transformer and propose a Transformer-based model, called Transformer to High Temperature (T2T). In the details of the model, we successively discuss the use of the Transformer and the position encoding in T2T to continuously optimize the model structure experimentally. In the dataset, the multi-version data fusion method is proposed to further improve the prediction of the model with the reasonable expansion of the dataset. The performance of the well-designed model (T2T) is verified against the European Centre for Medium-Range Weather Forecasts (ECMWF) and multi-layer perceptron (MLP) at each grid of the 100.5°E to 138°E, 21°N to 54°N domain for the April to October of 2016–2019. For the case study initiated from 2 June 2018, the results indicated that T2T is significantly better than ECMWF and MLP, with smaller absolute error and more reliable probabilistic forecast for the extreme high event that happened during the third week. Overall, the deterministic forecast of T2T is superior to MLP and ECMWF due to the ability of utilizing spatial information of grids. T2T also provided a better-calibrated probability of high temperature and a sharper prediction probability density function than MLP and ECMWF. All in all, T2T can meet the operational requirements for extended period forecasting of extreme high temperature. Furthermore, our research can provide experience in the development of deep learning in this field and achieve the continuous progress of seamless forecasting systems.

1 Introduction

Extreme high temperature events have major impacts on human life (Zhu et al. 2021a, b). In May 2010, a persistent heat wave swept across northwest India, with highs approaching 50 °C, resulting in a rare drought threatening 100 million people. In May 2014, temperatures in many parts of China broke historical maximum temperatures, with major impacts on agriculture and fisheries. In the summer of 2013, eastern China suffered the worst high temperature in 113 years (Xia et al. 2016). There is an urgent need to find a more effective way to predict the onset of extreme high temperatures in advance, thereby reducing economic and personnel losses.

However, existing research is dominated by short-range forecasting (Johnstone et al. 2021; Tran et al. 2021), with forecasts of a few hours to a few days meaning that the time left for people to respond is very limited and does not meet society’s need for longer lead times. The emergence of weather forecasts that offer longer lead times has become a growing trend, such
as sub-seasonal forecasts, which fall between medium-term and seasonal forecasts (Pegion et al. 2019; Vigaud et al. 2019; Vijverberg et al. 2020). As a key component of a seamless forecasting system, sub-seasonal forecasts can provide weeks of warning of extreme events.

Probabilistic forecast is essential for solving the uncertainty of the extended-range forecast. Due to a chaotic characteristic of the atmosphere and uncertainties associated with initial conditions and models (Thompson 1957; Lorenz 1963, 1969; Smagorinsky 1969), it is difficult for deterministic forecast to reproduce the future atmospheric reality. Besides, the deterministic forecast often carries a high risk and even causes irreversible losses (Boi 2004; Möller and Groß 2016). Probabilistic forecast can be used as an auxiliary forecasting tool to provide more information for users’ decision-making, and to a certain extent, it can effectively distinguish the forecast ability of the forecast object (Zhu et al. 2002). In recent years, sub-seasonal high temperature probabilistic forecasting methods are mainly based on multi-model integration (Rasp and Lerch 2018; Zhu et al. 2018; Ji et al. 2020; Zhu et al. 2021a, b). However, these models are difficult to develop and maintain, while the accuracy of forecasting still has much room for improvement (Garmong et al. 2020).

Nowadays, deep learning has been gradually applied to the field of sub-seasonal high temperature forecasting (Peng et al. 2020; He et al. 2021). Among them, Peng et al. (2020) used multi-layer perceptron (MLP) to investigate probabilistic forecasting. The method improves the forecasting effectiveness of the model while reducing the modeling cost, but it only considers the patterns of the individual grid, thus ignoring the global correlations between grids. In the field of remote sensing, Transformer achieves outstanding results for its excellent ability to extract global correlations (Ye et al. 2021). In this paper, we introduce the Transformer and propose a new model called Transformer to High Temperature (T2T) for sub-seasonal high temperature probabilistic forecasting.

Section 2 introduces the dataset and the validation methods. The proposed model, framework, and other details are described in Sect. 3. Section 4 shows the process of optimization and justification of the T2T model, including position encoding, Transformer and multi-version integration of datasets. In Sect. 5, we demonstrate the superior performance of T2T from the individual case analysis to the overall analysis of deterministic and probabilistic forecasts. Lastly, Sect. 6 provides the main contributions and conclusion of this paper.

2 Data and evaluation methods

2.1 Downloading and processing of data

The study area of this paper is eastern China (21°N–54°N, 100.5°E–138°E), and the study months are from April to October. Two sets of data are used. The first set is six versions of 6-hourly 2-m temperature reforecasts downloaded from the European Centre for Medium-Range Weather Forecasts (ECMWF) from the 2015 version to the 2020 version. Each version contains historical hindcast data for the past two decades at a resolution of 1.5×1.5 (https://apps.ecmwf.int/datasets). The second set is the observed daily maximum temperatures of 2248 stations in China provided by the Chinese Meteorological Information Center, bilinearly interpolated to observations with a resolution of 1.5×1.5.

The first data set contains one control forecast and ten perturbed forecasts, which we combine to form a forecast with eleven forecast members. After adjusting for time differences between two data sets, we first integrate the 6-hourly data into a daily data set, then generate 4 weeks of data in 7 consecutive-day increments, and finally the eleven forecasts are averaged to obtain the ensemble mean is noted by x as the data to be corrected and also as the forecast result of ECMWF. The second data set generates corresponding weekly observations based on the dates of the first data set as labels for model training.

For the training and testing of the network, we choose all versions from 1995 to 2015 for the training set and the 2020 version from 2016 to 2019 for the test set. Some data is discarded, mainly considering that there can be no crossover of years between the training set and the test set, to avoid leakage of data in the test set. The detailed division of the data set is shown in Table 1.

| Year | Dataset divided by training sets | Test sets | Invalid sets |
|------|---------------------------------|-----------|--------------|
| 2015 | 1995–2014 | - | - |
| 2016 | 1996–2015 | - | - |
| 2017 | 1997–2015 | - | 2016 |
| 2018 | 1998–2015 | - | 2016–2017 |
| 2019 | 1999–2015 | - | 2016–2018 |
| 2020 | 2000–2015 | 2016–2019 | - |

2.2 Determination of extreme high temperature thresholds

The selection of extreme high temperature thresholds at sub-seasonal scales is important. Considering that there were various gaps in the variability of high temperatures at each grid point, we constructed weekly observations by sliding averages every 7 days from April to October in the training year. Then we use the 90% percentile of each grid as the extreme high temperature thresholds THR ∈ R^{H×W} (Wulff et al. 2019), as shown in Fig. 1. Our thresholds are consistent
with the high temperatures in East China from July to August 2013, indicating that the settings of the thresholds are reasonable (Xia et al. 2016).

2.3 Verification of high temperature distribution

We used the KS test to test the Gaussian distribution on a grid point-by-grid point basis for week-by-week data consisting of the same dates in the years 1995 to 2015. According to the literature (Tutorials 2018), it is known that when the P-value in the KS test is greater than 0.05, the group of data can be judged to be normally distributed. In Fig. 2, the P-values of all grid points exceeded 0.05 and, therefore, temperature follows the normal distribution.

2.4 Verification methods

The evaluations in this paper are divided into deterministic and probabilistic evaluations, which correspond to different indicators. Mean absolute error (MAE), root mean square error (RMSE), equitable threat score (ETS), anomaly correlation coefficient (ACC), and time horizon correlation coefficient (TCC) were used as indicators for deterministic forecasts, which were assessed in terms of numerical error, fall zone, and correlation; brier score (BS), brier skill score (BSS) and reliability score as indicators for probabilistic forecasts from the perspective of probability error, probabilistic forecast skill, errors, and reliability in probability distributions (Boi 2004; Hamill et al. 2006; Wilks 2011; Rasp et al. 2018; Ji et al. 2019; Specq et al. 2020).

3 T2T model and framework

3.1 Model structure

We are inspired by the Vision Transformer (ViT) (Dosovitskiy et al. 2020) and introduce the Transformer into our model, proposing a model structure with the Transformer as the main body, called Transformer to High Temperature (T2T). The model structure is shown in Fig. 3. The model consists of a
layer of convolution module and several Transformer modules. The convolution layer is used as a filter for multidimensional data, fully extracting the information contained in the data itself by sharing weights, feature sampling, and generating a new tensor of the required size while ensuring a degree of translational invariance to meet the input data size requirements of subsequent modules. Transformer uses a multi-headed attention mechanism to extract features in different feature spaces. It determines different weights for each feature through its relationship to the target data, so it works well in global feature extraction (Ye et al. 2021).

The complete calculation process of the model in this paper is as follows in Eq. (1).

\[
\begin{align*}
\alpha_0 &= X_{\text{pre}} \cdot PD(Conv(x)) + \omega X_{\text{pos}}, \omega \in [0, 1] \\
\alpha_1 &= MHA(LN(a_{l-1})) + a_{l-1}, l = 1, \cdots, L \\
\alpha_L &= MLP(LN(a_L)) + a_L, l = 1, \cdots, L \\
y &= RS(RS(a_L)) 
\end{align*}
\] (1)

Firstly, our input is the previously generated \( x \in \mathbb{R}^{H_0 \times W_0} \). After one convolution operation (Convolution, Conv), the feature map \( f_1 \in \mathbb{R}^{C_1 \times H_1 \times W_1} \) is obtained. The feature map is then divided (Patch Division, PD) into \( N \) smaller feature maps of the same size \( f_2 \in \mathbb{R}^{C_1 \times P \times P} \) and flattened to one-dimensional vectors. Finally, the semantic embedding \( f_3 \in \mathbb{R}^{N \times C_2} \) is obtained by using a trainable linear mapping for \( f_2 \). It should be noted that we have added a learnable field at the top of the semantic embedding \( X_{\text{pre}} \in \mathbb{R}^{1 \times C_2} \). We have also used position embedding denoted by \( X_{\text{pos}} \in \mathbb{R}^{N+1 \times C_2} \), which helps us to record the relative positions of the chunked feature tensor (Dosovitskiy et al. 2020) and add it to the semantic embedding as the input of Transformer. Here, we set weight \( \omega \) for the position embedding and used it to explore the effect of position embedding on the effects in our research task. In the Transformer section we use the Transformer module in ViT, which consists of the multi-head attention (MHA), the multi-layer perceptron (MLP) and the layer normalization (LN).
Among them, multi-head attention is composed of multiple self-attention structures, which can extract the whole image feature and has better global feature extraction ability. After multiple encodings, our forecast result is output in the form of a tensor \( y \in \mathbb{R}^{1 \times H_0 \times W_0} \) through fully connected layers (FC) and tensor restructuring (RS).

### 3.2 Process framework

In deterministic forecasting, \( x \) undergoes a deterministic forecast model \( T2T_C \) to obtain a corrected forecast result \( y \). In probabilistic forecasting, high temperature variations conform to the laws of variation of the Gaussian distribution (Gneiting et al. 2005; Rasp et al. 2018). To establish the association from deterministic to probabilistic forecasting, we enter \( y \) as the expectation \( \mu \) of a Gaussian distribution into the probabilistic forecasting model \( T2T_P \), and generate the standard deviation \( \sigma \) under a point-by-point Gaussian distribution from the network under the action of a specific loss function. Ultimately, after obtaining a Gaussian distribution function based on the standard deviation \( \sigma \) and the expectation \( \mu \), we integrate for cases greater than the high temperature threshold \( THR \) to obtain the grid point-by-grid high temperature probability \( F \). The whole process is expressed in the following Eq. (2).

\[
y = T2T_C(x) \\
\mu = y \\
\sigma = T2T_P(\mu) \\
F(THR) = P(X > THR) = \frac{1}{\sqrt{2\pi}\sigma} \int_{THR}^{\infty} e^{-\frac{(t-\mu)^2}{2\sigma^2}} dt
\]

### 3.3 Other details

In this paper, we use MAE as the loss function in deterministic forecasting, and in probabilistic forecasting, we use CRPS based on Gaussian distribution as the loss function. The loss values of the forecast results for \( M \) results with \( n \)-grid points are shown in Eqs. (3) and (4). For all experiments, we use Adam as the optimizer, 0.0001 as the learning rate and 500 epochs of iterations. In addition, in the model, the number of Transformer modules (L), the number of heads of attention mechanism is set to 2 and 8, respectively. The main experimental section has two models whose results are compared with the ensemble mean of the ECMWF: multi-layer perceptron (MLP) and Transformer to High Temperature (T2T), where MLP directly uses the network structure of the reference (Peng et al. 2020).

\[
Loss = \frac{1}{MN} \sum_{i=1}^{M} \sum_{g=1}^{N} \left| X_{i,g} - Y_{i,g} \right|
\]
In deterministic forecasting, \( x \) is the forecast value and \( Y \) is the observed value (Ji et al. 2019).

\[
\begin{align*}
    m &= \frac{Y - \mu}{\sigma}, \\
    \text{CRPS}(t) &= \sigma \left( m(2\Phi(m) − 1) + 2\varphi(m) − \frac{1}{\sqrt{2\pi}} \right) \quad (4)
\end{align*}
\]

\[
\text{Loss} = \frac{1}{MN} \sum_{i=1}^{M} \sum_{k=1}^{N} \text{CRPS}(N_{i,k}(\mu, \sigma^2), Y_{i,k})
\]

In probabilistic forecasting, \( Y \) is the observed value; \( \Phi \) and \( \varphi \) are the predictive cumulative distribution function (CDF) and the probability density function (PDF) of a normal distribution with \( N(\mu, \sigma^2) \) (Hamill et al. 2006).

4 Experiments for optimizing T2T

4.1 The influence of model’s details

In the model, we discuss whether the existence of Transformer and position embedding in T2T is necessary.

T2T is a model with Transformer as the main body. To verify whether the existence of Transformer plays a positive role in the model, we remove the Transformer in T2T to form a new model, denoted T2T-NT, and compare the experimental effects of the T2T and T2T-NT. The results are shown in Table 2.

It can be seen that T2T with Transformer performs better than T2T-NT. Especially in the ETS, with the longer extension period, T2T still forecasts better high-temperature fallout areas. Therefore, the Transformer with global feature extraction ability plays a positive role in the model, which makes the forecast results more meaningful for an extended period.

In Eq. (1), we add a weight \( \omega \) to the use of position embedding, where we set the weights \( \omega \) to 0, 0.5, and 1 to explore the effect of position embedding on the overall model forecasts under this experimental task. The results are shown in Table 3. The best results are obtained when the weight is 0; and the higher the weight, the worse the indicator results, which indicate that the existence of position embedding in our task does not effectively improve the forecast performance of the model, but rather has a greater negative impact on the forecast results.

In summary, when \( \omega \) is 0, T2T without position encoding can be the most outstanding model.

In the field of image classification, position embedding is used to preserve the spatial position relationships between image blocks, thus reducing the additional cost of acquiring position information through network training (Dosovitskiy et al. 2020). Following previous ideas, this paper also uses position embedding to improve forecasting by memorizing the image block position relationships, but in practical experiments, we find that the presence of position embedding degrades the model performance. We consider that in the classification problem, the model only needs to identify the target class by mining the key features, so it does not require high clarity of the image and has a high error tolerance. The use of position embedding, which sacrifices some of the sharpness for the positional information of the image block, achieves the same or even better classification results with a high error tolerance for the classification problem.

However, in the field of meteorological forecasting, where there are various numerical relationships underlying the data, it is unwise to sacrifice the accuracy of the data by using position

**Table 2** The influence of Transformer

| Indicators | Models    | Week 1 | Week 2 | Week 3 | Week 4 |
|------------|-----------|--------|--------|--------|--------|
| MAE        | T2T-NT    | 0.95   | 1.60   | 1.89   | 1.91   |
|            | T2T       | 0.95   | 1.60   | 1.87   | 1.91   |
| RMSE       | T2T-NT    | 1.21   | 2.04   | 2.40   | 2.44   |
|            | T2T       | 1.21   | 2.04   | 2.38   | 2.43   |
| ETS        | T2T-NT    | 0.54   | 0.28   | 0.12   | 0.09   |
|            | T2T       | 0.55   | 0.30   | 0.15   | 0.14   |
| ACC        | T2T-NT    | 0.96   | 0.90   | 0.88   | 0.87   |
|            | T2T       | 0.96   | 0.90   | 0.88   | 0.88   |
| BS         | T2T-NT    | 0.05   | 0.08   | 0.09   | 0.09   |
|            | T2T       | 0.04   | 0.08   | 0.09   | 0.09   |

T2T (T2T-NT) means the model with (without) Transformer.

**Table 3** Results of indicators with different weights \( \omega \)

| \( \omega \) | Week 1 | Week 2 | Week 3 | Week 4 |
|-------------|--------|--------|--------|--------|
| MAE         | 0.95   | 1.60   | 1.87   | 1.91   |
| 0.5         | 0.98   | 1.59   | 1.89   | 1.93   |
| 1           | 1.01   | 1.62   | 1.91   | 1.93   |
| RMSE        | 1.21   | 2.04   | 2.38   | 2.43   |
| 0.5         | 1.25   | 2.03   | 2.40   | 2.47   |
| 1           | 1.29   | 2.08   | 2.43   | 2.47   |
| ETS         | 0.55   | 0.30   | 0.15   | 0.14   |
| 0.5         | 0.53   | 0.27   | 0.10   | 0.08   |
| 1           | 0.52   | 0.29   | 0.12   | 0.08   |
| ACC         | 0.96   | 0.90   | 0.88   | 0.88   |
| 0.5         | 0.96   | 0.90   | 0.88   | 0.88   |
| 1           | 0.96   | 0.90   | 0.88   | 0.88   |
| BS          | 0.04   | 0.08   | 0.09   | 0.09   |
| 0.5         | 0.05   | 0.08   | 0.09   | 0.09   |
| 1           | 0.05   | 0.08   | 0.09   | 0.09   |

The bolded part is the best result in each group of comparison experiments. MAE, RMSE, ETS, and ACC are deterministic forecast indicators; BS is probabilistic forecast indicator.
embedding. This is because the addition of position embedding to weather data that is already subject to systematic error is tantamount to increasing the systematic error, resulting in a disruption of the original numerical relationships and feature learning, and ultimately a reduction in model performance. Position embedding is therefore not necessary in this task.

4.2 Effectiveness of multi-version integration

To verify the validity of the method, we designed three learning modes based on testing the 2020 version: learning with the 2020 version (same version learning), learning with the 2019 version (cross-version learning), and learning with the 2019 version and then a small amount of re-learning on the 2020 version (transfer learning).

As shown in Fig. 4, we compare the multi-version fusion method of this paper with the three learning methods. For the three newly proposed learning methods, the differences between the individual indicators are small, with the different learning methods showing almost equal levels of forecasting performance with the same test set. This indicates that there is some correlation and portability between versions. In contrast, the multi-version fusion learning method expands the dataset sensibly and efficiently by using correlations between versions, resulting in optimal experimental results, especially in the ETS.

5 Performance of T2T

5.1 Case analysis

To analyze the forecasts for deterministic and probabilistic forecasts, we chose a 4-week forecast initiated from 2 June 2018 and exhibit the spatial distribution of errors, with the
domain of China experiencing a serious extreme high event during this forecasting period.

In the analysis of the deterministic forecasts, we compare the absolute errors of the forecasts and observations, as shown in Fig. 5. Compared with the absolute error of ECMWF, the errors of MLP are significantly reduced and lighter in many places, which indicate that the multi-layer perceptron works well in the revision problem of multi-grid regression and has largely been able to effectively revise the ECMWF forecast data. Furthermore, from the first week to the fourth week, the percentage of better grid points of T2T compared to MLP gradually increases, while the overall forecast error is smaller, which indicates that the effect of T2T improves significantly with a longer extension period. It is worth noting that the week 3 forecast of ECMWF is slightly worse than week 4 found in previous studies (Wulff et al. 2019). The forecasting method in this paper is based on the ECMWF forecasting results, and it is consistent with the ECMWF in terms of the overall trend and fluctuation pattern of the forecasting effect, which precisely shows that our model learns some features of the ECMWF forecasts.

In the analysis of the probabilistic forecasts, we compare the probabilistic forecasts of the three methods with the observations, as shown in Fig. 6. The first row in red marks the real high temperature areas for 4 consecutive weeks. In the ECMWF forecasts, the first 2 weeks are good, with high probability values above 95% for some of the high temperature areas, but the second 2 weeks are poor, with little correlation with the true high temperature areas even at the maximum probability values. In the MLP forecast is added in the lower right corner of each subgraph, and the percentage of grid points that T2T is superior to MLP is calculated as 46.1%, 57.9%, 65.7%, and 60.6%, respectively.
forecasts, although the MLP shows its good revisions in the deterministic forecasts, it falls short of expectations in the probabilistic forecasts: the whole maps are covered by low probability values, with the highest probability of only 60% in the first 2 weeks and a weak correlation with observations at the 50% highest probability in the second 2 weeks. This shows that the forecast results of the MLP in probability are very poor and even inferior to the original probabilistic forecasts. Compared to the two probabilistic results above, the T2T forecasting methods perform well. Larger high temperature fallout areas and high probability values above 95% are forecast in the first 2 weeks. In the third week, when other methods are no longer able to predict the area of high temperature based on probabilistic forecasts, the T2T method can still estimate the approximate area of high temperature based on the maximum probability forecast value of 60% from the features of the area of high temperature learned by the model. Unfortunately, the fourth week forecast results, like several other methods, have little useable value. The
current probabilistic forecasts are less satisfactory in the latter 2 weeks (Guan et al. 2019) in which case the global feature extraction capability of the T2T method has led to a continued trend towards extending the period for probabilistic forecasts with real relevance.

Overall, the T2T model achieves the best results for both deterministic and probabilistic forecasts at this initial date, demonstrating its superiority over the other models, which proves that our proposed new model is indeed better suited to the forecasting task of this paper.

### 5.2 Deterministic forecasting

In Fig. 7, we compare the results of the three methods. The MLP outperforms the ECMWF in all metrics, indicating that the multi-layer perceptron is effective in correcting the original forecasts. However, T2T obtains an overall leading result, relying on its stronger global feature extraction capability.

To compare the forecasting effects more visually, we show the spatial distribution of TCC for the three methods in Fig. 8. Comparing the ECMWF with the MLP, we find that the former is slightly more effective than the latter in the latter 2 weeks, while in other cases the TCC distributions for both are very similar. We then compare their results with T2T and notice that there is a significant improvement in TCC in the same forecast weeks from ECMWF and MLP to T2T, such as in the middle and lower reaches of the Yangtze River and the northeast region.

In contrast to MLP, which underperforms in deterministic forecasting due to the lack of ability to utilize spatial information of grids, T2T makes up for this deficiency and shows excellent error correction ability.

![Histogram of deterministic forecast evaluation. MAE, RMSE, ETS, ACC are the four indicators](image)
Probabilistic forecasting

In probabilistic forecasting, we regard the output of a deterministic forecast as the input to a probabilistic model and the expectation of a Gaussian distribution. Then using the model, we obtain the standard deviation under that distribution. Ultimately, the probabilities are calculated from the distributions. Since our study focus on the dichotomous extreme event and CRPS measures the overall probabilistic performance, it is not employed here.

Figure 9 shows the comparison of BS score between ECMWF, MLP, and T2T. It is indicated that T2T has much-calibrated probability of high temperature for the first week forecast. This revision capability decreases as the forecasting week increases. Nonetheless, T2T performs best for all forecasting weeks.

We engage BSS to evaluate the forecasting skill relative to the climatological probabilities for ECMWF, MLP, and T2T. The result is shown in Fig. 10. The ECMWF has a clear distribution of forecast skill, with positive skill dominated by northern China, Jiangsu Province and Anhui Province. MLP has a significant weakening effect on the negative skill of the ECMWF, but inevitably the negative optimization of the northern region results. The forecasting skill of the T2T is significantly improved compared to the ECMWF and MLP: the full positive skill is achieved in the first week, and the positive skill is enhanced in weeks 2–4 for northern China.
and the middle and lower Yangtze River region. Looking again at Fig. 10, we find that a grid point located near the Taihang Mountains consistently exhibits the negative skill, indicating the difficulty of probabilistic forecasting at this location. We speculate that this may be due to special circumstances such as local geographical factors.

Reliability assessment is essential for any decision based on forecasting (Weisheimer et al. 2014). In addition to the skill of forecast, we analyze the reliability of forecast as in Fig. 11. We set the probabilities in 12 bins: 0.0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0. For each given bin of forecast probability, reliability is the correspondence between the forecast and the observed high temperature. Lines with different colors in Fig. 11 represent different forecasting reliability. Lines above the diagonal line exhibit under-forecasting bias while below the diagonal line exhibit over-forecasting bias. For ECMWF, the part with small probability shows an under-forecasting bias and the part with large probability shows an over-forecasting bias. MLP is dominated by over-forecasting bias, with a few under-forecasting bias. The reliability of T2T (red line in Fig. 11) is closest to the diagonal line, showing more reliable than ECMWF and MLP. Then, for the histogram of probability distribution, MLP is scattered, mostly concentrated in the medium probability, which hardly provides clear guidance for decision-making. In contrast, ECMWF and T2T are clustered together, with ECMWF, in particular, having the highest sharpness at small probabilities. Finally, based on the overall scores, we compare the overall reliability of the three forecasting methods. MLP has the largest scores and largest difference from the diagonal and the least reliable forecast results, indicating it is inferior to ECMWF. The scores of T2T are the smallest, suggesting closer to the perfect forecast curve with the best reliability. All in all, we demonstrate the superiority of T2T in probabilistic forecasting from a reliability perspective, giving us more confidence in the new approach.

6 Conclusion

Accurate sub-seasonal high temperature forecasting can improve human ability to cope with extreme high temperature. To address this goal, we explore the application of the Transformer in this field and demonstrate that the Transformer is feasible. In addition, some experimental details that are beneficial to improve the performance of the model are presented, providing experiences and methods for future research. The main contributions are as follows.
1. We propose a multi-version fusion method for datasets and build a week-by-week dataset based on hindcast data from ECMWF and observations from Chinese stations.

2. We pioneered the introduction of Transformer into the field of sub-seasonal forecasting by proposing the T2T model and established a high temperature deterministic and probabilistic forecasting system. The remarkable experimental results show that the new model is indeed competent to forecast extreme high temperatures and our method makes the extended period forecast more meaningful.

3. We experimentally demonstrate that positional embedding, which can improve model performance in the classification domain, does not achieve the expected results in the multi-grid regression problem of weather forecasting.

In the future, we will build more efficient models and introduce factors such as circulation and topography.
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