Abstract

The reliability of deep learning algorithms is fundamentally challenged by the existence of adversarial examples, which are incorrectly classified inputs that are extremely close to a correctly classified input. We explore the properties of adversarial examples for deep neural networks with random weights and biases, and prove that for any $p \geq 1$, the $\ell^p$ distance of any given input from the classification boundary scales as one over the square root of the dimension of the input times the $\ell^p$ norm of the input. The results are based on the recently proved equivalence between Gaussian processes and deep neural networks in the limit of infinite width of the hidden layers, and are validated with experiments on both random deep neural networks and deep neural networks trained on the MNIST and CIFAR10 datasets. The results constitute a fundamental advance in the theoretical understanding of adversarial examples, and open the way to a thorough theoretical characterization of the relation between network architecture and robustness to adversarial perturbations.

1. Introduction

Deep neural networks constitute an extremely powerful architecture for machine learning and have achieved an enormous success in several fields such as speech recognition, computer vision and natural language processing where they can often outperform human abilities (Mnih et al., 2015; LeCun et al., 2015; Radford et al., 2015; Schmidhuber, 2015; Goodfellow et al., 2016). In 2014, a very surprising property of deep neural networks emerged in the context of image classification (Szegedy et al., 2014; Goodfellow et al., 2014): an extremely small perturbation can change the label of a correctly classified image. This property poses serious challenges to the reliability of deep learning algorithms since it may be exploited by a malicious adversary to fool a machine learning algorithm by steering its output. For this reason, methods to find perturbed inputs or adversarial examples have been named adversarial attacks. This problem further captured the attention of the deep learning community when it was discovered that real-world images taken with a camera can also constitute adversarial examples (Kurakin et al., 2018; Sharif et al., 2016; Brown et al., 2017; Eykholt et al., 2018). To study adversarial attacks, two lines of research have been developed: one aims at developing efficient algorithms to find adversarial examples (Su et al., 2019; Athalye et al., 2018; Liu et al., 2016), and the other aims at making deep neural networks more robust against adversarial attacks (Madry et al., 2018; Tsipras et al., 2019; Nakrani, 2019; Lecuyer et al., 2019; Gilmer et al., 2019); algorithms to compute the robustness of a given trained deep neural network against adversarial attacks have also been developed (Li et al., 2019a; Jordan et al., 2019).

Several theories have been proposed to explain the phenomenon of adversarial examples (Raghunathan et al., 2018; Wong & Kolter, 2018; Xiao et al., 2019; Cohen et al., 2019; Schmidt et al., 2018; Tanay & Griffin, 2016; Kim et al., 2019; Fawzi et al., 2016; Shamir et al., 2019; Bubeck et al., 2019; Ilyas et al., 2019). One of the most prominent theories states that adversarial examples are an unavoidable feature of the high-dimensional geometry of the input space: Refs. (Gilmer et al., 2018; Fawzi et al., 2018; Shafahi et al., 2019; Mahloujifar et al., 2019) show that, whenever the classification error is finite, the label of a correctly classified input can be changed with an adversarial perturbation of size $O(1/\sqrt{n})$ times the norm of the input, where $n$ is the dimension of the input space.

In this paper, we explore the properties of adversarial examples for deep neural networks with random weights and biases in the limit of infinite width of the hidden layers. Our main result, presented in section 3, is a probabilistic robustness guarantee on the $\ell^1$ distance of a given input from the closest classification boundary, which we later extend to all the $\ell^p$ distances. We prove that the $\ell^1$ distance

\[ \|x\|_1 = (\sum_{i=1}^n |x_i|)^{\frac{1}{2}}. \]
We prove that the same probabilistic robustness guarantees with random weights and biases in the limit of infinite width $x$ of the same random deep neural network employed for the training hypothesis that the target function $f$ is generated by the random deep neural networks trained with Bayesian inference under the prior probability distribution given by a Gaussian process when the variance is lower bounded by the Euclidean square norm of the input and the feature size of adversarial perturbations with respect to the norm of the input. We also prove that, for any given unit vector $v \in \mathbb{R}^n$, with high probability all the inputs $x + t v$ with $0 \leq t \leq O\left(\sqrt{n}\right)$ have the same classification as $x$. Since $\|x\|_1 = \Theta(\sqrt{n})$, a remarkable consequence of this result is that a finite fraction of the $\ell^2$ distance to the origin can be traveled without encountering any classification boundary.

Our results encompass a wide variety of network architectures, namely any combination of convolutional or fully connected layers with nonlinear activation, skipped connections and pooling (see section 2). Our proof builds on the recently proved equivalence between deep neural networks with random weights and biases in the limit of infinite width and Gaussian processes (Lee et al., 2018; Yang, 2019b). We prove that the same probabilistic robustness guarantees for the adversarial distance also apply to a broad class of Gaussian processes when the variance is lower bounded by the Euclidean square norm of the input and the feature map of the kernel associated to the Gaussian process has an $O(1)$ Lipschitz constant, a result that can be of independent interest.

In section 4, we experimentally validate our theoretically predicted scaling of the adversarial distance for random deep neural networks, and we find a very good agreement between theory and experiments starting from $n \gtrsim 100$. In subsection 4.1, we perform experiments on the adversarial distance for deep neural networks trained on the MNIST and CIFAR10 datasets. In both cases, the training does not change the order of magnitude of the adversarial distance. While for MNIST the adversarial distances for random and trained networks are very close, in the case of CIFAR10 the training decreases the adversarial distance by roughly half order of magnitude. As better discussed in subsection 4.1, this can be ascribed to the different nature of the CIFAR10 with respect to the MNIST data.

Our adversarial robustness guarantee applies also to deep neural networks trained with Bayesian inference under the hypothesis that the target function $f$ is generated by the same random deep neural network employed for the training. Indeed, given the training inputs $x^{(1)}$, $\ldots$, $x^{(n)}$ (which do not need to be random) and the corresponding random training labels $y^{(1)} = f(x^{(1)})$, $\ldots$, $y^{(n)} = f(x^{(n)})$, the Bayesian classifier is a function $g$ randomly drawn from the posterior probability distribution $q$ obtained by conditioning on the observation of $y^{(1)}$, $\ldots$, $y^{(n)}$ the prior probability distribution $p$ generated by the random deep neural network. If we forget the values of the training labels, the probability distribution of $g$ becomes the average of $q$ over the possible values of the training labels $y^{(1)}$, $\ldots$, $y^{(n)}$ induced by the random target function $f$. Such average has the effect of removing the conditioning on $y^{(1)}$, $\ldots$, $y^{(n)}$. Therefore, after such average, the probability distribution of the Bayesian classifier $g$ coincides with the prior probability distribution $p$ regardless of the choice of $p$ and of $x^{(1)}$, $\ldots$, $x^{(n)}$. Therefore, the properties of the adversarial distance for a given random deep neural network and for the Bayesian classifier associated to the same network coincide under the hypothesis that the target function is also generated by the same random network.

1.1. Related Works

The equivalence between Gaussian processes and neural networks with random weights and biases in the limit of infinite width of the hidden layers has been known for a long time in the case of fully connected neural networks with one hidden layer (Neal, 1996; Williams, 1997), and has recently been extended to multi-layer (Schoenholz et al., 2016; Pennington et al., 2018; Lee et al., 2018; Matthews et al., 2018; Poole et al., 2016; Schoenholz et al., 2016) and convolutional deep neural networks (Garriga-Alonso et al., 2019; Xiao et al., 2018; Novak et al., 2019). The equivalence is now proved for practically all the existing neural networks architectures (Yang, 2019b), and has been extended to trained deep neural networks (Jacot et al., 2018; Lee et al., 2019; Yang, 2019a; Arora et al., 2019; Huang & Yau, 2020; Li et al., 2019b; Wei et al., 2019; Cao & Gu, 2019) including adversarial training (Gao et al., 2019). Ref. (Cardelli et al., 2019b) proves a probabilistic robustness guarantee for Bayesian classifiers with prior probability distribution given by a Gaussian process in the same spirit of Theorem 1, and also this proof exploits the Borell–TIS inequality and Dudley’s theorem. The results of (Cardelli et al., 2019b) have been expanded to probabilistic guarantees for neural networks in (Cardelli et al., 2019a; Wicker et al., 2020). The smoothness of the feature map of a kernel plays a key role in machine learning applications (Mallat, 2012; Oyallon & Mallat, 2015; Bruna & Mallat, 2013; Bietti & Mairal, 2019a) and kernels associated to deep neural networks have been studied from this point of view (Bietti & Mairal, 2019b). In the setup of binary classification of bit strings, the Hamming distance of a given input from the closest classification boundary has been theoretically studied in (De Palma et al., 2019), where the scaling $O\left(\sqrt{n/\ln n}\right)$ has been found.
Adversarial Robustness Guarantees for Random Deep Neural Networks

2. Setup

Our inputs are $D$-dimensional images considered as elements of $\mathbb{R}^{n(0) \times I(0)}$, where $n(0)$ is the number of the input channels (e.g., $n(0) = 3$ for Red-Green-Blue images) and $I(0) = \mathbb{Z}_{h_1} \times \ldots \times \mathbb{Z}_{h_D}$ is the set of the input pixels, assumed for simplicity to be periodic. $D = 2$ recovers standard 2D images. For the sake of a simpler notation, we will sometimes consider the input space as $\mathbb{R}^n$, with $n = n(0) | I(0)|$.

Our architecture allows for any combination of convolutional layers, fully connected layers, skipped connections and pooling. For the sake of a simpler notation, we treat each of the above operations as a layer, even if it does not include any nonlinear activation. For simplicity, we assume that the nonlinear activation function is the ReLU and not include any nonlinear activation. For simplicity, we assume for simplicity that the $l$-th layer is either a convolutional layer or a fully connected layer.

- **Pooling:** If the $(l+1)$-th layer is a pooling layer, we have $n(l+1) = n(l)$, and $I(l+1)$ is a partition of $I(l)$, i.e., the elements of $I(l+1)$ are disjoint subsets of $I(l)$ whose union is equal to $I(l)$. We assume for simplicity that the $l$-th layer is a convolutional layer and that all the elements of $I(l+1)$ have the same cardinality, which is therefore equal to $|I(l)|/|I(l+1)|$. We have

$$
\phi_{i,\alpha}^{(l+1)}(x) = \sum_{\beta \in \alpha} \phi_{i,\beta}^{(l)}(x)
$$

for any $i = 1, \ldots, n(l)$ and any $\alpha \in I(l+1)$.

- **Flattening:** Let the $(L_f + 1)$-th layer be the flattening layer. We notice that we include a fully connected layer directly after the flattening as part of this layer. We have $|I(L_f + 1)| = 1$ and

$$
\phi_{i}^{(L_f + 1)}(x) = b_i + \sum_{j=1, \alpha \in I(L_f)} W_{ij,\alpha} \tau \left( \phi_{i,\alpha}^{(L_f)}(x) \right)
$$

for any $i = 1, \ldots, n_{C}^{(L_f)}$.

- **Output layer:** The final output of the network is $\phi(x) = \phi_{1}^{(L+1)}(x)$, and the output label is sign $\phi(x)$. We introduce the other components of $\phi^{(L+1)}$ for the sake of a simpler notation in the proof of Theorem 2.

Our random deep neural networks draw all the weights $W_{ij,\alpha}^{l}$ and the biases $b_{i}^{l}$ from independent Gaussian probability distributions with zero mean and variances $\sigma_{W}^{2}/n(l-1)$ and $\sigma_{b}^{2}$, respectively. The variances are allowed to depend on the layer.

3. Theoretical Results

A recent series of works (Schoenholz et al., 2016; Pennington et al., 2018; Lee et al., 2018; Matthews et al., 2018; Poole et al., 2016; Garriga-Alonso et al., 2019; Xiao et al., 2018; Novak et al., 2019; Yang, 2019b) has proved that in the limit $n_{C}^{(1)}, \ldots, n_{C}^{(L+1)} \rightarrow \infty$ the random deep neural networks defined in section 2 are centered Gaussian processes, i.e., for any $M \in \mathbb{N}$ and any set of $M$ inputs $x^{1}, \ldots, x^{M} \in \mathbb{R}^{n(0) \times I(0)}$, the joint probability distribution of the corresponding outputs $\phi(x^{1}), \ldots, \phi(x^{M}) \in \mathbb{R}$ is
We can now state our main result. We recall that we can associate to any kernel $K(x, y) = \mathbb{E}(\phi(x) \phi(y))$ that depends on the architecture of the deep neural network. Therefore, the properties of adversarial perturbations for random deep neural networks are equivalent to the properties of adversarial perturbations for the corresponding Gaussian processes. First, we prove in Theorem 1 an adversarial robustness guarantee for a broad class of Gaussian processes. We then prove in Theorem 2 that the guarantee applies to the Gaussian processes generated by random deep neural networks, and therefore it applies to random deep neural networks.

We recall that we can associate to any kernel $K$ on $\mathbb{R}^n$ a Reproducing Kernel Hilbert Space (RKHS) $\mathcal{H}$ with scalar product and norm denoted by $\cdot$ and $\| \cdot \|$, respectively, and a feature map $\Phi : \mathbb{R}^n \rightarrow \mathcal{H}$ such that for any $x, y \in \mathbb{R}^n$ (Rasmussen & Williams, 2006)

$$K(x, y) = \Phi(x) \cdot \Phi(y). \quad (6)$$

The kernel $K$ induces on the input space the RKHS distance

$$d(x, y)^2 = \| \Phi(x) - \Phi(y) \|^2 = K(x, x) - 2K(x, y) + K(y, y). \quad (7)$$

We can now state our main result.

**Theorem 1** ($\ell^1$ adversarial robustness guarantee for Gaussian processes). Let $\phi$ be a Gaussian process on $\mathbb{R}^n$ with zero mean and covariance $K$, and let $d$ be the associated RKHS distance. Let $C, M > 0$ be such that for any $x, y \in \mathbb{R}^n$

$$\sqrt{K(x, x)} \geq C \| x \|_2, \quad d(x, y) \leq M C \| x - y \|_2. \quad (8)$$

Let $x_0 \in \mathbb{R}^n$, and for any $r > 0$ let

$$B_r^1 = \{ x \in \mathbb{R}^n : \| x - x_0 \|_1 < r \} \quad (9)$$

be the $\ell^1$ ball with center $x_0$ and radius $r$. Then, for any $0 < \delta < 1$ and any

$$0 < r \leq \frac{\| x_0 \|_2 \delta \sqrt{\pi}}{M \left(12 \sqrt{\ln 4n} + 8 \ln n \sqrt{\ln 2n} + 2 \sqrt{\pi}\right)} \quad (10)$$

we have

$$\mathbb{P} \left( \exists x \in B_r^1 : \phi(x) = 0 \right) \leq \delta. \quad (11)$$

Moreover, let $v$ be a unit vector in $\mathbb{R}^n$, and for any $r > 0$ let $L_r = \{ x_0 + t v : 0 \leq t \leq r \}$ be the segment starting in $x_0$, parallel to $v$ and with length $r$. Then, for any

$$0 < r \leq \pi \| x_0 \|_2 \delta / (2 M + \pi) \quad (12)$$

we have

$$\mathbb{P} \left( \exists x \in L_r : \phi(x) = 0 \right) \leq \delta. \quad (13)$$

We prove the first part of Theorem 1 in subsection 3.1, and we refer to Appendix A for the proof of the second part.

**Remark 1.** Since our classifier is sign $\phi(x)$, we have $\phi(x) = 0$ for some $x \in B_r^1$ iff $B^1_r$ is crossed by a classification boundary, i.e., iff there exists $x \in B^1_r$ such that $\phi(x) \phi(x_0) < 0$.

**Remark 2.** The prefactor in (10) is not sharp. Indeed, the proof of Theorem 1 relies on Dudley’s theorem (Bartlett, 2013), which provides an upper bound to the expectation value of the maximum of a Gaussian process over a given region, and on an estimate of the covering number of the $\ell^1$ unit ball (Theorem 3). Despite employing the best state-of-the-art tools, the prefactors of both these results are not sharp (Ledoux & Talagrand, 2013; Price, 2016).

The following Theorem 2, which we prove in Appendix B, states that the kernels of the Gaussian processes associated to random deep neural networks satisfy the hypotheses of Theorem 1.

**Theorem 2** ($\ell^1$ smoothness of the DNN Gaussian processes). The kernel associated to the output of a random deep neural network as in section 2 satisfies (8) with

$$M = \sqrt{\frac{|I^{(0)}|}{|I^{(L_r)}|}}, \quad (14)$$

where $I^{(0)}$ and $I^{(L_r)}$ are sets of the pixels of the input and of the layer immediately before the flattening, respectively.

**Corollary 1** ($\ell^1$ adversarial robustness guarantee for random deep neural networks). Let $\phi$ be a random deep neural network as in section 2. For any input $x_0 \in \mathbb{R}^{n_{(C)}} \times I^{(0)}$ and any $r > 0$ let

$$B^1_r = \{ x \in \mathbb{R}^{n_{(C)}} \times I^{(0)} : \| x - x_0 \|_1 < r \}. \quad (15)$$

Then, in the limit $n_{(1)} \to \infty, \ldots, n_{(L+1)} \to \infty$, for any $0 < \delta < 1$ and any

$$0 < r \leq \frac{\| x_0 \|_2 \delta \sqrt{\pi |I^{(L_r)}|}}{12 \sqrt{\ln 4n} + 8 \ln n \sqrt{\ln 2n} + 2 \sqrt{\pi}}, \quad (16)$$

where $n = n^{(0)}_{(C)} |I^{(0)}|$, we have

$$\mathbb{P} \left( \exists x \in B^1_r : \phi(x) = 0 \right) \leq \delta. \quad (17)$$

Moreover, let $v$ be a unit vector in $\mathbb{R}^{n_{(C)}} \times I^{(0)}$, and for any $r > 0$ let $L_r = \{ x_0 + t v : 0 \leq t \leq r \}$ be the segment starting in $x_0$, parallel to $v$ and with length $r$. Then, for any

$$0 < r \leq \frac{\pi \| x_0 \|_2 \delta}{2 \sqrt{|I^{(0)}|} \sqrt{|I^{(L_r)}|} + \pi} \quad (18)$$

we have

$$\mathbb{P} \left( \exists x \in L_r : \phi(x) = 0 \right) \leq \delta. \quad (19)$$

**Remark 3.** The bounds of Corollary 1 do not depend on the choice of the variances of weights and biases.
Remark 4 (asymptotic scaling). Theorem 1 and Corollary 1 hold for any choice of $n, n_c^{(0)},$ and $I^{(0)}$. In the limit $n \to \infty$, if all the entries of $x_0$ are $(1)$ we have $\|x_0\|_2 = \Theta(\sqrt{n})$, and therefore both (10) and (12) become, up to logarithmic factors,
\begin{equation}
0 < r \leq \hat{O}\left( \sqrt{\frac{\delta}{\sqrt{n}}} / M \right). \tag{20}
\end{equation}
Analogously, in the limit $n = n_c^{(0)} |I^{(0)}| \to \infty$ both (16) and (18) become
\begin{equation}
0 < r \leq \hat{O}\left( \sqrt{\frac{\delta}{n} \frac{|I^{(L,r)}|}{|I^{(0)}|}} \right). \tag{21}
\end{equation}

Remark 5 ($\ell^p$ adversarial robustness guarantees). Let us assume for simplicity that $|I^{(L,r)}| / |I^{(0)}|$ does not scale with $n$. For any $p \geq 1$ and any $r > 0$, let
\begin{equation}
\mathcal{B}_p^r = \left\{ x \in \mathbb{R}^{n^{(0)} \times I^{(0)}} : \|x - x_0\|_p < r \right\} \tag{22}
\end{equation}
be the $\ell^p$ ball with center $x_0$ and radius $r$. Since
\begin{equation}
\|x - x_0\|_1 \leq n^{\frac{p-1}{p}} \|x - x_0\|_p \tag{23}
\end{equation}
for any $x \in \mathbb{R}^{n^{(0)} \times I^{(0)}}$, we trivially have from Remark 4 that in the limit $n \to \infty$,
\begin{equation}
P(\exists x \in \mathcal{B}_p^r : \phi(x) = 0) \leq \delta \tag{24}
\end{equation}
for $0 < r \leq \hat{O}\left( \sqrt{\frac{\delta}{n^{\frac{p}{2}}}} \right)$. In particular, the $\ell^2$ and $\ell^\infty$ distances from the closest classification boundary scale at least as $\hat{O}(1)$ and $\hat{O}(1/\sqrt{n})$, respectively. If all the entries of $x_0$ are $(1)$, then $\|x_0\|_p = \Theta(n^{\frac{p}{2}})$, and the ratio between the $\ell^p$ distance to the classification boundary and $\|x_0\|_p$ scales at least as $\hat{O}(1/\sqrt{n})$ regardless of $p$, i.e., regardless of the choice of the norm, a fraction $1/\sqrt{n}$ of the input must be changed to change the label.

To summarize, we have proved that the $\ell^1$ distance of any given input from the closest classification boundary is with high probability at least $\Omega(1)$, while the $\ell^p$ distance of any given input from the closest classification boundary is with high probability at least $\Omega(n^{\frac{p}{2}})$ times the $\ell^p$ norm of the input. This result applies to both smooth Gaussian processes and deep neural networks with almost any architecture and random weights and biases.

### 3.1. Proof of Theorem 1, Part I

Let
\begin{equation}
p_r = P\left( \exists x \in \mathcal{B}_r^1 : \phi(x) = 0 \right), \tag{25}
\end{equation}
and for any $\phi_0 > 0$ let
\begin{equation}
p_r(\phi_0) = P\left( \exists x \in \mathcal{B}_r^1 : \phi(x) = 0 \mid \phi(x_0) = \phi_0 \right). \tag{26}
\end{equation}
Conditioning on $\phi(x_0) = \phi_0$, $\phi$ becomes the Gaussian process with average
\begin{equation}
\mu(x) = K(x, x_0) \phi_0 / K(x_0, x_0) \tag{27}
\end{equation}
and covariance
\begin{equation}
\hat{K}(x, y) = K(x, y) - \frac{K(x, x_0) K(x_0, y)}{K(x_0, x_0)}. \tag{28}
\end{equation}
We put $\varphi(x) = \mu(x) - \varphi(x)$ for any $x \in \mathbb{R}^n$, such that $\varphi$ is a centered Gaussian process with covariance $\hat{K}$. Let
\begin{equation}
K_r = \inf_{x \in \mathcal{B}_r^1} \frac{K(x, x_0)}{K(x_0, x_0)}, \tag{29}
\end{equation}
and let us assume that $K_r \phi_0 > \varphi_r$. The Borell–TIS inequality (Adler & Taylor, 2009) provides an upper bound to $p_r(\phi_0)$:

**Theorem** (Borell–TIS inequality). Let $\varphi$ be a centered Gaussian process on $\Omega \subset \mathbb{R}^n$, and let $K$ be the associated kernel. Then, for any $t > 0$
\begin{equation}
P\left( \sup_{x \in \Omega} \varphi(x) \geq \sup_{x \in \Omega} \varphi(x) + t \right) \leq e^{-\frac{t^2}{2\sigma_r^2}}, \tag{30}
\end{equation}
where $\sigma_r^2 = \sup_{x \in \Omega} \hat{K}(x, x)$.

We have from the Borell–TIS inequality
\begin{equation}
p_r(\phi_0) \leq P\left( \exists x \in \mathcal{B}_r^1 : \varphi(x) \geq \mu(x) \right) \tag{31}
\end{equation}
Recalling that $\phi(x_0)$ is a centered Gaussian random variable with variance $K(x_0, x_0)$, we have
\begin{align*}
p_r &= 2 \int_{0}^{\infty} p_r(\phi_0) e^{-\frac{\phi_0^2}{2(K(x_0, x_0))}} \frac{d\phi_0}{\sqrt{2\pi K(x_0, x_0)}} \\
&\leq 2 \int_{0}^{\varphi_r} e^{-\frac{\phi_0^2}{2(K(x_0, x_0))}} \frac{d\phi_0}{\sqrt{2\pi K(x_0, x_0)}} \\
&+ 2 \int_{\varphi_r}^{\infty} e^{-\frac{(K_r \phi_0 - \varphi_r)^2}{2\sigma_r^2}} \frac{d\phi_0}{\sqrt{2\pi K(x_0, x_0)}} \\
&\leq \frac{\sqrt{2\pi} \varphi_r + \sigma_r}{K_r \sqrt{K(x_0, x_0)}}. \tag{32}
\end{align*}
We get an upper bound on $\varphi_r$ from Dudley’s theorem (Bartlett, 2013).

**Theorem** (Dudley’s theorem). Let $\varphi$ be a centered Gaussian process on $\Omega \subset \mathbb{R}^n$, and let $d$ be the RKHS distance of the associated kernel. For any $\epsilon > 0$, let $N(\epsilon)$ be the minimum number of balls of $\epsilon$ with radius $\epsilon$ that can cover $\Omega$. Then,
\begin{equation}
E \sup_{x \in \Omega} \varphi(x) \leq 8\sqrt{2} \int_{0}^{\infty} \sqrt{\ln N(\epsilon)} \, d\epsilon. \tag{33}
\end{equation}
We directly get from Dudley’s theorem

\[ \varphi_r \leq 8\sqrt{2} \int_0^\infty \sqrt{\ln N_r(\epsilon)} \, d\epsilon, \quad (34) \]

where \( N_r(\epsilon) \) is the minimum number of balls of \( \hat{d} \) with radius \( \epsilon \) that can cover \( B_1^1 \). Let \( N(\epsilon) \) be the minimum number of balls of the Euclidean distance with radius \( \epsilon \) that can cover the unit \( \ell^1 \) ball. In subsection D.1 we prove the following Lemma 1:

**Lemma 1.** \( \hat{d}(x, y) \leq d(x, y) \) for any \( x, y \in \mathbb{R}^n \).

From Lemma 1 and (8) we get \( \hat{d}(x, y) \leq MC \|x - y\|_2 \) for any \( x, y \in \mathbb{R}^n \), therefore \( N(\epsilon) \leq N(\epsilon/(MCr)) \) and (34) implies

\[ \varphi_r \leq 8\sqrt{2} MCr \int_0^\infty \sqrt{\ln N(\epsilon)} \, d\epsilon. \quad (35) \]

In Appendix C we prove the following Theorem 3:

**Theorem 3.** For any \( \epsilon > 0 \), the open unit ball \( B_1^1 \) of the \( \ell^1 \) norm in \( \mathbb{R}^n \) can be covered with

\[ N(\epsilon) \leq \begin{cases} 1 & \epsilon \geq \frac{2}{\sqrt{n}} \\
\frac{2}{\sqrt{n}} & \frac{1}{\sqrt{n}} < \epsilon < 1 \\
(1 + \frac{2}{\sqrt{n}})^n & 0 < \epsilon < \frac{1}{\sqrt{n}} \end{cases} \quad (36) \]

balls of the Euclidean distance with radius \( \epsilon \) and centers in \( B_1 \).

We get from Theorem 3

\[
\begin{align*}
\int_0^\infty \sqrt{\ln N(\epsilon)} \, d\epsilon &\leq \int_0^{\frac{2}{\sqrt{n}}} \sqrt{n \ln \left( 1 + \frac{2}{\epsilon} \right)} \, d\epsilon + \sqrt{n} \int_1^{\frac{2}{\sqrt{n}}} \frac{d\epsilon}{\epsilon} \\
&= \sqrt{\frac{\ln 4n}{2}} \int_0^1 \sqrt{\ln \left( \frac{1}{2\sqrt{n}} + \frac{1}{x} \right)} \, dx + \frac{\ln n}{2} \sqrt{n} \ln 2n \\
&\leq \sqrt{\frac{\ln 4n}{2}} \int_0^1 \sqrt{\ln \left( \frac{1}{2\sqrt{n}} + \frac{1}{x} \right)} \, dx + \frac{\ln n}{2} \sqrt{n} \ln 2n \\
&\leq \frac{3}{4} \sqrt{\ln 4n} + \frac{\ln n}{2} \sqrt{2n} = a_n, \quad (37)
\end{align*}
\]

where in the second line we made the change of variable \( x = \epsilon \sqrt{n} \). In subsection D.2 and subsection D.3, we prove the following Lemma 2 and Lemma 3, respectively:

**Lemma 2.** We have

\[ K_r \geq 1 - MCr / \sqrt{K(x_0, x_0)}. \quad (38) \]

**Lemma 3.** We have \( \sigma_r \leq MCr \).

Putting together (37), (35), (32), Lemma 2 and Lemma 3 we get

\[ p_r \leq \frac{16 \sqrt{n} a_n + 1}{\sqrt{K(x_0, x_0)}} - 1 \leq \frac{16 \sqrt{n} a_n + 1}{MCr} - 1, \quad (39) \]

where the last inequality follows from (8). Therefore, we have \( p_r \leq \delta \) for

\[ M r \leq \frac{\delta}{\sqrt{\pi} a_n + 1 + \delta}, \quad (40) \]

and the claim follows.

**4. Experiments**

To experimentally validate Corollary 1 and Remark 5, we performed adversarial attacks on random inputs for various network architectures with randomly chosen weights \(^2\). As shown in Appendix F, experimental findings were consistent across a variety of networks. For sake of brevity, in this section we only provide figures and results for a simplified residual network. Figure 1 plots the median distance of adversarial examples for a residual network similar to the first proposed residual network (He et al., 2016). This network contains three residual blocks and does not contain a global average pooling layer before the final output (its complete architecture is given in subsection E.2). Attacks were performed on 2-dimensional images with three channels and pixel values chosen randomly from the standard uniform distribution.

Results from Figure 1 plotting median adversarial distances as a function of the input dimension are consistent with the expected theoretical scaling in Remark 5. Namely, adversarial distances in the \( \ell^1, \ell^2, \) and \( \ell^\infty \) norms scale with the dimension of the input \( n \) proportionally to \( \sqrt{n} \), a constant \( C \) (not dependent on \( n \)), and \( 1/\sqrt{n} \), respectively (up to logarithmic factors). Adversarial distances relative to the average starting norm of an input are plotted in Figure 2. This adjusted metric named relative distance provides a convenient means of understanding the scaling of adversarial distances, since relative adversarial distances scale proportionally to \( 1/\sqrt{n} \) in all norms.

**4.1. Adversarial Attacks on Trained Neural Networks**

Results from section 4 indicate that adversarial attacks on networks with randomly chosen weights empirically conform with our main findings presented in section 3. In this section, we extend our experimental analysis to networks trained on MNIST and CIFAR10 data. We trained networks \(^2\)code to replicate experiments published at https://github.com/bkiani/Adversarial-robustness-guarantees-for-random-deep-neural-networks
Adversarial Robustness Guarantees for Random Deep Neural Networks

Figure 1. Random untrained residual networks: The median $\ell^p$ distances of closest adversarial examples from their respective inputs for $p = 1, 2, \infty$ scale as predicted in Remark 5 for a residual network (see subsection E.2 for full description of network). Error bars span $\pm 5$ percentiles from the median. For each input dimension, results are calculated from 2000 samples (200 random networks each attacked at 10 random points). See subsection E.1 for further details on how experiments were performed.

Figure 2. Random untrained networks: Median relative distance of closest adversarial examples $\|\Delta x\|_p/\|x_0\|_p$ from their respective inputs ($p \in \{1, 2, \infty\}$) scale with the input dimension $n$ as $O(1/\sqrt{n})$ in all norms for a residual network with random weights (see subsection E.2 for full description of network), confirming the theoretical predictions of Remark 5. Results plotted here are for residual networks with random weights. Error bars span $\pm 5$ percentiles from the median. For each input dimension, results are calculated from 2000 samples (200 random networks each attacked at 10 random points).

with the same residual network architecture given in the prior section on MNIST and CIFAR10 data under the task of binary classification. For the case of MNIST, the binary classification task was determining if a digit is odd or even. For CIFAR10, image classes were assigned to binary categories of either \{airplane, bird, deer, frog, ship\} or \{automobile, cat, dog, horse, truck\}. Networks were trained for 15 and 25 epochs for the MNIST and CIFAR10 datasets respectively achieving greater than 98\% training set accuracy in all cases. We refer to subsection E.3 for full details on the training of the networks.

Properties of trained neural networks, especially as they relate to adversarial robustness and generalization, are dependent on the properties of the data used to train them. For example, since neural networks can be trained to “memorize” data (Choromanska et al., 2015), Corollary 1 can be forced to fail if the network is trained on a dataset which contains very close inputs with different labels. From Figure 4, the networks trained on CIFAR10 data show a smaller adversarial distance with respect to random networks on both random images and images taken from the training or test set. In the case of MNIST, training decreases the adversarial distance for random images, but does not significantly change it for training or test images. A possible explanation for this discrepancy is the conspicuous geometric and visual structure inherent in the MNIST dataset relative to CIFAR10. Digits in MNIST all have the same uniform black background and geometry and roughly fill the whole image, while in CIFAR10 the background and the relative size of the relevant part of the image can vary significantly, and pictures are taken from various different angles (e.g., different orientations of a dog or car). Thus, when trained on MNIST, networks can more easily embed training and
Figure 3. Trained networks: Adversarial distance by percentile for random images (images with randomly chosen pixel values) and images in the training and test sets. The expected linear relationship between distance and percentile is observed for random images apart from the highest percentiles as is evident from the linear fit over percentiles ranging from 0 to 0.25 shown as solid line. Adversarial attacks are performed on the $\ell^1$ norm. Network architecture is a simplified residual network (see subsection E.3).

More generally, networks trained on MNIST data achieve low generalization error and increased adversarial distances are correlated with those lower errors (though adversarial robustness can sometimes be at odds with generalization (Raghunathan et al., 2019; Tsipras et al., 2019)). On the other hand, the networks trained on CIFAR10 slightly suffer from overfitting, since they have a 16.3% discrepancy between the performances on the training and the test data. Therefore, the lower adversarial distance might be due to noise-like signals employed for prediction.

Another possible explanation of the discrepancy in the size of the adversarial perturbations between random and trained deep neural networks is that networks trained with stochastic gradient descent are known to be less robust to adversarial perturbations than networks trained with Bayesian inference (Duvenaud et al., 2016; Bekasov & Murray, 2018; Carbone et al., 2020). As shown in section 1, under the hypothesis that the target function is generated by a given random deep neural network, the classifier obtained from Bayesian training of the same network has the same properties as a function generated by the random network. Therefore we expect that, for the size of the adversarial perturbations, random deep neural networks are closer to deep neural networks trained with Bayesian inference than to deep neural networks trained with gradient descent.

From Corollary 1, we expect the portion of images that have at least one adversarial example within a given $\ell^1$ distance to increase linearly with the distance. This finding is validated by results shown in Figure 3 which plots the adversarial distance by percentile (sorted smallest to largest distance). In the case of random images, the linear increase in adversarial distance by percentile is evident throughout most of the percentiles in the chart conforming closely to the linear fit (dotted line). Interestingly, this linear correlation is even observed in images in the training and test sets outside of the smallest and highest percentiles. For training and test set images, networks usually predicted labels with high confidence thus limiting the percentage of images falling at small distances from a classification boundary.

5. Discussion

We have studied the properties of adversarial examples for deep neural networks with random weights and biases and have proved that for any $p \geq 1$, the $\ell^p$ distance from the closest classification boundary of any given input is with high probability at least $\tilde{\Omega}(1/\sqrt{n})$ times the $\ell^p$ norm of the input, where $n$ is the dimension of the input space (Corollary 1 and Remark 5). This lower bound matches the upper bound of (Gilmer et al., 2018; Fawzi et al., 2018; Shafahi et al., 2019; Mahloujifar et al., 2019), and our result determines the universal scaling of the minimum size of adversarial perturbations. Under the hypothesis that the target function is generated by a given random deep neural network, our probabilistic robustness guarantee also applies to the same network trained with Bayesian inference.

We have validated our theoretical results with experiments
Figure 4. Random vs trained networks: Median distance of adversarial examples (in $\ell^1$ norm) for random neural networks and neural networks of same architecture trained on MNIST and CIFAR10 data. Analysis is performed for random images (images with randomly chosen pixel values) and images in the training and test sets. Network architecture is a simplified residual network (see subsection E.2).

on both random deep neural networks and deep neural networks trained with stochastic gradient descent on the MNIST and CIFAR10 datasets. The experiments on random networks are in complete agreement with our theoretical predictions. Networks trained on MNIST and CIFAR10 data are mostly consistent with our main findings, and we conjecture that the proof of our adversarial robustness guarantee can be extended to trained deep neural networks. Indeed, (Jacot et al., 2018; Lee et al., 2019; Yang, 2019a; Arora et al., 2019; Huang & Yau, 2020; Li et al., 2019b; Wei et al., 2019; Cao & Gu, 2019) have proved that the training of deep neural networks via stochastic gradient descent is similar to the training of Gaussian processes with Bayesian inference, and the classifier generated by a trained deep neural network still behaves as a Gaussian process. Therefore, we expect that the robustness of deep neural networks trained with stochastic gradient descent can be studied with similar techniques, and we believe that a probabilistic robustness guarantee similar to the guarantee proved in this paper can be proved. While the robustness guarantee for random deep neural networks does not require any assumption on the inputs, extensions to trained deep neural networks will definitely require assumptions on the training data. Given our results on random untrained networks extend directly to random networks trained via Bayesian inference under the hypothesis that the target classifier is drawn from the same random distribution, we conjecture that extending our results more broadly to trained networks will require that training labels look “typical” with respect to the probability distribution generated by the random initialization of the deep neural network at the beginning of the training.

The robustness guarantee of Corollary 1 depends on the architecture of the deep neural network through the ratio between the number of pixels of the output and of the input layer, favoring the case where such ratio is not small. We expect that with similar techniques the dependence of the bound on the architecture can be refined, thus allowing for a systematic study of how the choice of the model affects the adversarial robustness. Moreover, the extension of our results to deep neural networks trained with stochastic gradient descent would provide an analytic lower bound to the size of adversarial perturbations in terms of their architecture, and would therefore open the way to the first thorough theoretical understanding of the relationship between the network architecture and its robustness to adversarial attacks.

Finally, our methods can be employed to study the robustness of deep neural networks with respect to adversarial perturbations that keep the data manifold invariant, such as smooth deformations of the input image (Mallat, 2012; Oyallon & Mallat, 2015; Bruna & Mallat, 2013; Bietti & Mairal, 2019a;b).
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A. Proof of Theorem 1, Part II

Let

\[ p_r = \mathbb{P}\{\exists x \in \mathcal{L}_r : \phi(x) = 0\} . \quad (41) \]

We define for any \( 0 \leq t \leq r \)

\[ f(t) = \frac{\phi(x_0 + t v)}{\sqrt{K(x_0 + t v, x_0 + t v)}} , \quad (42) \]

such that \( f \) is a centered Gaussian process on \([0, r]\) with covariance and feature map

\[ \tilde{K}(s, t) = \frac{K(x_0 + s v, x_0 + t v)}{\sqrt{K(x_0 + s v, x_0 + s v) K(x_0 + t v, x_0 + t v)}} , \quad \tilde{\Phi}(t) = \frac{\Phi(x_0 + t v)}{\|\Phi(x_0 + t v)\|} . \quad (43) \]

We have

\[ \|\tilde{\Phi}(s) - \tilde{\Phi}(t)\| = \frac{\|\Phi(x_0 + t v)\| \|\Phi(x_0 + s v) - \Phi(x_0 + t v)\|}{\|\Phi(x_0 + s v)\| \|\Phi(x_0 + t v)\|} + \frac{\|\Phi(x_0 + s v)\| - \|\Phi(x_0 + t v)\|}{\|\Phi(x_0 + s v)\|} \]
\[ \leq \frac{2 M |s - t|}{\|x_0 + s v\|_2} \leq \frac{2 M |s - t|}{\|x_0\|_2 - r} . \quad (44) \]

To conclude, we will need the following two results. The first is Rice’s formula, which provides an upper bound to the number of zeroes of a one-dimensional Gaussian process on a given interval:

**Theorem** (Rice’s formula (Adler & Taylor, 2009)). Let \( f : [0, r] \to \mathbb{R} \) be a centered Gaussian process with covariance \( \tilde{K} \) such that \( \tilde{K}(t, t) = 1 \) for any \( 0 \leq t \leq r \). Then,

\[ \mathbb{E}\{|0 \leq t \leq r : f(t) = 0\} = \frac{1}{\pi} \int_0^r \sqrt{\frac{\partial^2 \tilde{K}(s, t)}{\partial s \partial t}_{s=t}} \, dt . \quad (45) \]

The second is the following **Lemma 4**:

**Lemma 4.** Let \( \tilde{d} \) be the distance associated with \( \tilde{K} \), and let us assume that for any \( s, t \in [0, r] \)

\[ \tilde{d}(s, t) \leq \tilde{C} |s - t| . \quad (46) \]

Then,

\[ \left. \frac{\partial^2 \tilde{K}(s, t)}{\partial s \partial t} \right|_{s=t} \leq \tilde{C}^2 . \quad (47) \]

**Proof.** Let \( \tilde{\Phi} \) be the feature map associated with \( \tilde{K} \). We have

\[ \left. \frac{\partial^2 \tilde{K}(s, t)}{\partial s \partial t} \right|_{s=t} = \lim_{\epsilon \to 0} \frac{(\tilde{\Phi}(s + \epsilon) - \tilde{\Phi}(s)) \cdot (\tilde{\Phi}(t + \epsilon) - \tilde{\Phi}(t))}{\epsilon^2} \]
\[ \leq \lim_{\epsilon \to 0} \frac{\|\tilde{\Phi}(s + \epsilon) - \tilde{\Phi}(s)\| \|\tilde{\Phi}(t + \epsilon) - \tilde{\Phi}(t)\|}{\epsilon^2} \leq \tilde{C}^2 . \quad (48) \]

Rice’s formula and **Lemma 4** imply

\[ p_r \leq \mathbb{E}\{|0 \leq t \leq r : \phi(x_0 + t v) = 0\} \leq \frac{2 M r}{\pi (\|x_0\|_2 - r)} , \quad (49) \]

and the claim follows.
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B. Proof of Theorem 2

The proof of Theorem 2 is based on the following theorem, which formalizes the equivalence between deep neural networks with random weights and biases and Gaussian processes.

**Theorem 4** (Master Theorem (Yang, 2019b)). Let \( \phi^{(1)} , \ldots , \phi^{(L+1)} \) be the outputs of the layers of the random deep neural network defined in section 2. Let \( K^{(1)}, \ldots , K^{(L+1)} \) be the kernels on \( \mathbb{R}^{n_C^{(0)} \times I^{(0)}} \) where \( K^{(i)} \) is recursively defined as

\[
\mathbb{E} \left( \phi^{(i)}_{j, \alpha}(x) \phi^{(i)}_{j, \beta}(y) \right) = \delta_{j, \alpha} K^{(i)}_{\alpha, \beta}(x, y), \quad i, j = 1, \ldots , n_C^{(i)}, \quad \alpha, \beta \in I^{(i)},
\]

i.e., as the covariance of \( \phi^{(i)} \), where the expectation is computed assuming that \( \phi^{(1)}, \ldots , \phi^{(l-1)} \) are independent centered Gaussian processes with covariances \( K^{(1)}, \ldots , K^{(l-1)} \).

Given \( M \in \mathbb{N} \), let \( \psi : \mathbb{R}^M \rightarrow \mathbb{R} \) be such that there exist \( A, a, \epsilon > 0 \) such that for any \( z \in \mathbb{R}^M \),

\[
|\psi(z)| \leq \exp \left( A \|z\|^2_{2} - \epsilon + a \right).
\]

Then, in the limit \( n_C^{(1)}, \ldots , n_C^{(L+1)} \rightarrow \infty \), we have for any \( x^1, \ldots , x^M \in \mathbb{R}^{n_C^{(0)} \times I^{(0)}} \)

\[
\frac{1}{n_C^{(L+1)}} \sum_{i=1}^{n_C^{(L+1)}} \psi \left( \phi^{(L+1)}_i(x^1), \ldots , \phi^{(L+1)}_i(x^M) \right) \xrightarrow{\mathbb{P}} \mathbb{E} Z \sim \mathcal{N}(0,\Sigma) \psi(Z),
\]

with the covariance matrix \( \Sigma \) given by

\[
\Sigma_{mm'} = K^{(L+1)}(x^m, x^{m'}), \quad m, m' = 1, \ldots , M.
\]

**Remark 6.** For finite width, the outputs of the intermediate layers of the random deep neural networks have a sub-Weibull distribution (Vladimirova et al., 2019).

The main consequence of Theorem 4 is that the final output \( \phi \) is a centered Gaussian process:

**Corollary 2.** The final output of the deep neural network \( \phi \) is a centered Gaussian process with covariance \( K = K^{(L+1)} \).

**Proof.** Given \( M \in \mathbb{N} \), let \( \psi : \mathbb{R}^M \rightarrow \mathbb{R} \) be continuous and bounded. For any \( x^1, \ldots , x^M \in \mathbb{R}^{n_C^{(0)} \times I^{(0)}} \) we have from Theorem 4 in the limit \( n_C^{(1)}, \ldots , n_C^{(L+1)} \rightarrow \infty \)

\[
\frac{1}{n_C^{(L+1)}} \sum_{i=1}^{n_C^{(L+1)}} \psi \left( \phi^{(L+1)}_i(x^1), \ldots , \phi^{(L+1)}_i(x^M) \right) \xrightarrow{\mathbb{P}} \mathbb{E} Z \sim \mathcal{N}(0,\Sigma) \psi(Z),
\]

with \( \Sigma \) as in (53). Taking the expectation value on both sides of (54) we get, recalling that each \( \phi^{(L+1)}_i \) has the same probability distribution as \( \phi \),

\[
\lim_{n_C^{(1)}, \ldots , n_C^{(L)} \rightarrow \infty} \mathbb{E} \psi \left( \phi(x^1), \ldots , \phi(x^M) \right) = \mathbb{E} Z \sim \mathcal{N}(0,\Sigma) \psi(Z),
\]

and the claim follows.

It is convenient to define for any \( l = 1, \ldots , L \)

\[
K^{(l)}(x,y) = \sum_{\alpha \in I^{(l)}} K^{(l)}_{\alpha, \alpha}(x, y).
\]

Let also

\[
d^{(l)}(x,y)^2 = K^{(l)}(x,x) - 2 K^{(l)}(x,y) + K^{(l)}(y,y)
\]

be the RKHS distance associated with \( K^{(l)} \).

We will prove by induction that for any \( l = 1, \ldots , L + 1 \) there exist \( C^{(l)}, M^{(l)} > 0 \) such that \( K^{(l)} \) satisfies (8) with \( C = C^{(l)} \) and \( M = M^{(l)} \). The following subsections will prove the inductive step for each of the types of layer defined in section 2.
B.1. Input Layer

\( \phi^{(1)}(x) \) is a centered Gaussian process with covariance as in (50) with

\[
K_{\alpha,\beta}^{(1)}(x, y) = \sigma_b^{(1)} + \sigma_W^{(1)} \sum_{i=1}^{n_C} \sum_{\gamma \in \mathcal{P}(1)} \frac{x_i \gamma + \gamma y_i \beta + \gamma}{n_C}, \quad x, y \in \mathbb{R}^{n_C} \times \mathcal{I}^{(0)}, \quad \alpha, \beta \in \mathcal{I}^{(1)},
\]

and

\[
K^{(1)}(x, y) = \mathcal{I}^{(1)} \left| \sigma_b^{(1)} + \frac{\mathcal{P}(1)}{n_C} \sigma_W^{(1)} \right|^2 x \cdot y,
\]

therefore

\[
d^{(1)}(x, y)^2 = \frac{\mathcal{P}(1)}{n_C} \sigma_W^{(1)} \|x - y\|^2_2,
\]

\[
K^{(1)}(x, x) = \mathcal{I}^{(1)} \left| \sigma_b^{(1)} + \frac{\mathcal{P}(1)}{n_C} \sigma_W^{(1)} \right|^2 \|x\|^2_2 \geq \frac{\mathcal{P}(1)}{n_C} \sigma_W^{(1)} \|x\|^2_2,
\]

and \( K^{(1)} \) satisfies (8) with

\[
C^{(1)} = \sigma_W^{(1)} \sqrt{\frac{\mathcal{P}(1)}{n_C}}, \quad M^{(1)} = \sqrt{\frac{\mathcal{I}^{(0)}}{\mathcal{I}^{(1)}}} = 1.
\]

B.2. Nonlinear Layer

Let the \((l + 1)\)-th layer be a nonlinear layer. From Theorem 4, we can assume that \( \phi^{(l)} \) is the centered Gaussian process with covariance \( K^{(l)} \). We then have

\[
K^{(l+1)}_{\alpha,\beta}(x, y) = \sigma_b^{(l+1)} + \sigma_W^{(l+1)} \sum_{\gamma \in \mathcal{P}(l+1)} \mathbb{E} \left( \tau(u) \tau(v) : (u, v) \sim \mathcal{N} \left( 0, \Sigma^{(l)}_{\alpha,\beta}(x, y) \right) \right),
\]

with

\[
\Sigma^{(l)}_{\alpha,\beta}(x, y) = \begin{pmatrix} K^{(l)}_{\alpha+\gamma,\alpha+\gamma}(x, x) & K^{(l)}_{\alpha+\gamma,\beta+\gamma}(x, y) \\ K^{(l)}_{\beta+\gamma,\alpha+\gamma}(y, x) & K^{(l)}_{\beta+\gamma,\beta+\gamma}(y, y) \end{pmatrix}.
\]

If \( \tau \) is the ReLU activation function, (62) simplifies to

\[
K^{(l+1)}_{\alpha,\beta}(x, y) = \sigma_b^{(l+1)} + \frac{\sigma_W^{(l+1)}}{2} \sum_{\gamma \in \mathcal{P}(l+1)} V^{(l)}_{\alpha+\gamma,\beta+\gamma}(x, y),
\]

where

\[
V^{(l)}_{\alpha,\beta}(x, y) = \sqrt{K^{(l)}_{\alpha,\alpha}(x, x) K^{(l)}_{\beta,\beta}(y, y)} \Psi \left( \frac{K^{(l)}_{\alpha,\beta}(x, y)}{\sqrt{K^{(l)}_{\alpha,\alpha}(x, x) K^{(l)}_{\beta,\beta}(y, y)}} \right),
\]

with \( \Psi : [-1, 1] \to \mathbb{R} \) given by

\[
\Psi(t) = \sqrt{1 - t^2} + \frac{\pi - \arccos t}{\pi} t.
\]

Remark 7. Since \( \Psi(t) \geq 0 \) for any \(-1 \leq t \leq 1\), we have from (65) and (64) that \( K^{(l+1)}_{\alpha,\beta}(x, y) \geq 0 \) for any \( x, y \in \mathbb{R}^{n_C} \times \mathcal{I}(0) \) and any \( \alpha, \beta \in \mathcal{I}(l+1) = \mathcal{I}(l) \).

Let

\[
V^{(l)}(x, y) = \sum_{\alpha \in \mathcal{I}} V^{(l)}_{\alpha,\alpha}(x, y),
\]
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Since $\Psi(1) = 1$, we get

$$V^{(l)}(x, x) = K^{(l)}(x, x).$$

(68)

Since $\Psi(t) \geq t$ for any $-1 \leq t \leq 1$, we also get

$$V^{(l)}(x, y) \geq K^{(l)}(x, y).$$

(69)

Moreover,

$$K^{(l+1)}(x, y) = |\mathcal{I}^{(l+1)}| \sigma_B^{(l+1)} \frac{P^{(l+1)} \alpha, \beta}{2} d^{(l+1)}(x, y) \geq |\mathcal{I}^{(l+1)}| \sigma_B^{(l+1)} \frac{P^{(l+1)} \alpha, \beta}{2} K^{(l)}(x, y),$$

(70)

with equality for $y = x$. We then have

$$K^{(l+1)}(x, x) \geq |\mathcal{P}^{(l+1)}| \frac{P^{(l+1)} \alpha, \beta}{2} K^{(l)}(x, x) \geq |\mathcal{P}^{(l+1)}| \frac{P^{(l+1)} \alpha, \beta}{2} \frac{C^{(l)}}{2} \|x\|^2,$$

(71)

where we have used the inductive hypothesis. Moreover,

$$d^{(l+1)}(x, y)^2 \leq \frac{|\mathcal{P}^{(l+1)}| \frac{P^{(l+1)} \alpha, \beta}{2}}{2} d^{(l)}(x, y)^2 \leq \frac{|\mathcal{P}^{(l+1)}| \frac{P^{(l+1)} \alpha, \beta}{2}}{2} |\mathcal{I}^{(l)}| \frac{C^{(l)}}{2} \|x - y\|^2,$$

(72)

where we have used the inductive hypothesis again, and $K^{(l+1)}$ satisfies (8) with

$$C^{(l+1)} = \sigma_W^{(l+1)} \sqrt{|\mathcal{P}^{(l+1)}|} C^{(l)}, \quad M^{(l+1)} = \sqrt{|\mathcal{I}^{(l)}|} = \sqrt{|\mathcal{I}^{(l)}| / |\mathcal{I}^{(l+1)}|}.$$  

(73)

B.3. Skipped Connection

Let the $(l + 1)$-th layer be a skipped connection. We have

$$K^{(l+1)}_{\alpha, \beta}(x, y) = K^{(l)}_{\alpha, \beta}(x, y) + K^{(l-k)}_{\alpha, \beta}(x, y),$$

(74)

and

$$K^{(l+1)}(x, y) = K^{(l)}(x, y) + K^{(l-k)}(x, y).$$

(75)

Since in section 2 we have imposed $k \leq l - 2$, we have from Remark 7 $K^{(l+1)}_{\alpha, \beta}(x, y) \geq 0$ for any $x, y \in \mathbb{R}^{n^{(0)}} \times \mathcal{I}^{(0)}$ and any $\alpha, \beta \in \mathcal{I}^{(l+1)}$. We then have

$$K^{(l+1)}(x, x) = K^{(l)}(x, x) + K^{(l-k)}(x, x) \geq \left( C^{(l)}^2 + C^{(l-k)}^2 \right) \|x\|^2,$$

(76)

where we have used the inductive hypothesis. Moreover,

$$d^{(l+1)}(x, y)^2 = d^{(l)}(x, y)^2 + d^{(l-k)}(x, y)^2 \leq \frac{|\mathcal{I}^{(l)}|}{|\mathcal{I}^{(l)}|} \left( C^{(l)}^2 + C^{(l-k)}^2 \right) \|x - y\|^2,$$

(77)

where we have used the inductive hypothesis again, and $K^{(l+1)}$ satisfies (8) with

$$C^{(l+1)} = \sqrt{C^{(l)}^2 + C^{(l-k)}^2}, \quad M^{(l+1)} = \sqrt{|\mathcal{I}^{(l)}| / |\mathcal{I}^{(l+1)}|}.$$  

(78)
B.4. Pooling

Let the \((l+1)\)-th layer be a pooling layer. Since in the architecture defined in section 2 we have imposed the \(l\)-th layer to be a nonlinear convolutional layer, from Remark 7 we have \(K_{\beta,\gamma}^{(l)}(x,x) \geq 0\) for any \(\beta, \gamma \in \mathcal{I}^{(l)}\). We can assume from Theorem 4 that \(\phi^{(l)}\) is a Gaussian process with covariance \(K^{(l)}\). We then have

\[
K_{\alpha,\beta}^{(l+1)}(x,y) = \sum_{\gamma \in \alpha, \delta \in \beta} K_{\gamma,\delta}^{(l)}(x,y), \quad \alpha, \beta \in \mathcal{I}^{(l+1)},
\]

and

\[
K^{(l+1)}(x,y) = \sum_{\alpha \in \mathcal{I}^{(l+1)}} \sum_{\beta \in \alpha} K_{\beta,\gamma}^{(l)}(x,y).
\]

We have from the inductive hypothesis

\[
d^{(l+1)}(x,y)^2 \leq \frac{\mathbb{E}[(I^{(l)}_l)]}{\sqrt{I^{(l+1)}}} d^{(l)}(x,y)^2 \leq \frac{\mathbb{E}[(I^{(l)}_l)]}{\sqrt{I^{(l+1)}}} C^{(l)}^2 \|x-y\|_2^2.
\]

Moreover, since \(K_{\beta,\gamma}^{(l)}(x,x) \geq 0\), we have

\[
K^{(l+1)}(x,x) \geq \sum_{\alpha \in \mathcal{I}^{(l+1)}} \sum_{\beta \in \alpha} K_{\beta,\gamma}^{(l)}(x,x) = K^{(l)}(x,x) \geq C^{(l)}^2 \|x\|_2^2,
\]

where we have used the inductive hypothesis again, and \(K^{(l+1)}\) satisfies (8) with

\[
C^{(l+1)} = C^{(l)}, \quad M^{(l+1)} = \sqrt{\frac{\mathbb{E}[(I^{(l)}_l)]}{\sqrt{I^{(l+1)}}}}.
\]

B.5. Flattening

From Theorem 4, we can assume that \(\phi^{(L)}\) is the centered Gaussian process with covariance \(K^{(L)}\). The proof is completely analog to the proof in subsection B.2, and \(K^{(L+1)}\) satisfies (8) with

\[
C = C^{(L+1)} = \sigma^{(L+1)} \sqrt{\frac{\mathbb{E}[K^{(L)}]}{2}} C^{(L)}, \quad M = M^{(L+1)} = \sqrt{\frac{\mathbb{E}[K^{(L)}]}{\mathbb{E}[\mathcal{I}^{(L)}]}}.
\]

C. Proof of Theorem 3

The upper bound for \(0 < \epsilon \leq \frac{1}{\sqrt{n}}\) has been proven in (Price, 2016). Let \(\frac{1}{\sqrt{n}} < \epsilon < 1\), and let \(m \in \mathbb{N}\) be such that

\[
2 \leq m \leq n, \quad \frac{1}{m} \leq \epsilon^2 < \frac{1}{m-1}.
\]

We consider the lattice

\[
\mathcal{L}_m = \frac{\mathbb{Z}^n}{m} \cap \mathcal{B}_1.
\]

For any \(x \in \mathcal{B}_1\), there exists \(y \in \mathcal{L}_m\) such that for any \(i = 1, \ldots, n\)

\[
|x_i - y_i| \leq \min \left( \frac{1}{m}, |x_i| \right).
\]

We have

\[
(x-y)^2 \leq \frac{1}{m^2} \left\{ i : |x_i| > \frac{1}{m} \right\} + \sum_{i : |x_i| \leq \frac{1}{m}} |x_i|^2 \leq \frac{1}{m} \sum_{i : |x_i| > \frac{1}{m}} |x_i| + \frac{1}{m} \sum_{i : |x_i| \leq \frac{1}{m}} |x_i| = \frac{\|x\|_1}{m}
\]

\[
\leq \frac{1}{m} \leq \epsilon^2,
\]

therefore \(N(\epsilon) \leq |\mathcal{L}_m|\). The claim follows since

\[
|\mathcal{L}_m| = \sum_{k=0}^{m-1} 2^k \binom{n}{k} \binom{m-1}{k} \leq (2n)^{m-1} \leq (2n)^{\frac{m}{2}}.
\]
D. Lemmas

D.1. Proof of Lemma 1

Since $\hat{K} \leq K$ we have

\[
\begin{align*}
\hat{d}(x, y)^2 &= \left( \begin{array}{cc} 1 & -1 \\ 1 & -1 \end{array} \right) \left( \begin{array}{cc} K(x, x) & K(x, y) \\ K(y, x) & K(y, y) \end{array} \right) \left( \begin{array}{cc} 1 \\ -1 \end{array} \right) \\
&\geq \left( \begin{array}{cc} \hat{K}(x, x) & \hat{K}(x, y) \\ \hat{K}(y, x) & \hat{K}(y, y) \end{array} \right) \left( \begin{array}{cc} 1 \\ -1 \end{array} \right) = \hat{d}(x, y)^2.
\end{align*}
\]

(90)

D.2. Proof of Lemma 2

We have for any $x \in B_1^r$

\[
\begin{align*}
|K(x, x_0) - K(x_0, x_0)| &= |(\Phi(x) - \Phi(x_0)) \cdot \Phi(x_0)| \leq \|\Phi(x) - \Phi(x_0)\| \|\Phi(x_0)\| \\
&\leq MC \|x - x_0\|_2 \sqrt{K(x_0, x_0)} \leq MC r \sqrt{K(x_0, x_0)},
\end{align*}
\]

(91)

where we have used (8) and that $\|x - x_0\|_2 \leq r$, and the claim follows.

D.3. Proof of Lemma 3

We have for any $x \in B_1^r$

\[
\begin{align*}
\hat{K}(x, x) = \|\Phi(x) - \Phi(x_0)\|^2 - \frac{(K(x_0, x_0) - \hat{K}(x_0, x_0))^2}{K(x_0, x_0)} \leq M^2 C^2 \|x - x_0\|^2 \leq M^2 C^2 r^2,
\end{align*}
\]

(92)

where we have used (8).

E. Experimental Details

E.1. Adversarial Attack Methods

To find adversarial examples, various different adversarial attack methods were used. The list of adversarial attack used for each norm are given in Table 1. Hyperparameters for adversarial attack algorithms were also varied to find adversarial examples at the smallest norm possible. All attacks were performed using the python package Foolbox (Rauber et al., 2018).

For adversarial attacks on random neural networks (section 4), attacks were performed on random inputs where each input was sampled from the uniform distribution bounded by $[0, 1]$. For random neural networks, weights were chosen randomly according to a normal distribution with variance scaled depending on the number of neurons in prior and posterior layers (Glorot & Bengio, 2010). For each random neural network constructed, attacks were performed on batches of 10 randomized inputs. To be consistent with attacks in the adversarial literature, neural networks were constructed with two output neurons to perform binary classification. No activation (e.g., softmax) was included in the final layer and attacks were directly performed on output logits.

Inputs were bounded by $[0, 1]$ in every dimension or pixel. Thus, attack algorithms were restricted in their operation within these bounds. In the case of random inputs, inputs were adversarially attacked to change their binary classification. In the cases where train or test data was provided (i.e., in the cases of MNIST and CIFAR10), inputs were adversarially attacked to change the classification provided by the network (not necessarily the correct classification).

E.2. Network Architectures

Various different networks were empirically studied. Layer sequences for the various networks are provided in Table 2. Weights in all networks were initialized randomly with variance inversely proportional to the size of the previous layer, often termed He initialization (He et al., 2015). In all cases, to conform to the standards provided in the Foolbox toolbox (Rauber et al., 2018), output layers contained two neurons, one for each class in the binary classification task. In all cases, the nonlinear activation used was the rectified linear unit (ReLU).

Inputs to all the networks are assumed to be 2-dimensional images with 3 channels. The only exception to this case is for networks trained on MNIST data where inputs have only one channel.
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### Adversarial Attack Methods

| Norm       | Attack Method                                      | References                        |
|------------|----------------------------------------------------|-----------------------------------|
| $\ell_1$   | EAD Attack (Zhao et al., 2018)                     |                                   |
|------------|----------------------------------------------------|-----------------------------------|
| $\ell_1$   | Pointwise Attack (Schott et al., 2018)             |                                   |
| $\ell_1$   | Saliency Map Attack (Papernot et al., 2015)        |                                   |
| $\ell_1$   | Sparse L1 Basic Iterative Method (Tramer & Boneh, 2019) |   |
| $\ell_2$   | Basic Iterative Method (Kurakin et al., 2018)      |                                   |
| $\ell_2$   | Carlini Wagner Attack (Carlini & Wagner, 2017)     |                                   |
| $\ell_\infty$ | Decoupled Direction Norm Attack (Rony et al., 2019) |   |
| $\ell_\infty$ | Basic Iterative Method (Kurakin et al., 2018)     |                                   |
| $\ell_\infty$ | Momentum Iterative Method (Dong et al., 2018)     |                                   |
| $\ell_\infty$ | Adam Projected Gradient Descent (Madry et al., 2019; Carlini & Wagner, 2017) |   |

Table 1. List of attack algorithms used to find the closest adversarial example for each norm. Attack algorithms were performed with varying hyperparameters. Among the adversarial examples given by the various attacks, the adversarial example with the smallest distance norm from the starting point is assumed to be the closest adversarial example.

### E.3. Trained Networks

For analysis on trained networks (subsection 4.1), networks were trained on either MNIST or CIFAR10 data under the task of binary classification. A softmax activation was placed on the two neurons of the last layer of all networks. For the case of MNIST, the binary classification task was determining if a digit is odd or even. For CIFAR10, image classes were assigned to binary categories of either \{airplane, bird, deer, frog, ship\} or \{automobile, cat, dog, horse, truck\}. All networks were trained to minimize categorical cross-entropy using the Adam optimizer (Kingma & Ba, 2014). Batch normalization was not included in any networks and none of the networks used dropout (Srivastava et al., 2014). For CIFAR10 data, networks were trained for 25 epochs on the complete training set with a learning rate of 0.0001. For MNIST data, networks were trained for 15 epochs on the complete training set with a learning rate of 0.0001. For the simplified residual network, trained networks achieved an average binary classification accuracy of 99.8% and 99.4% on the MNIST training and test sets respectively. Furthermore, the same network architecture trained on CIFAR10 achieved an average of 98.8% and 82.5% accuracy on training and test sets.

Adversarial attacks were performed on batches of 20 random images or 20 randomly chosen images from the training or test sets. Median adversarial distances in Figure 3 were taken from a sample size of 5000 points – 250 trained networks each attacking 20 random images.

### F. Supplementary Figures

Adversarial attacks on random networks were performed on various architectures. In this section, we include figures for attacks performed on networks not included in section 4.
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| Simplified Residual Network | “LeNet” Style (LeCun et al., 1998) Network | Fully Connected Network | Simple Convolutional Network |
|-----------------------------|--------------------------------------------|-------------------------|-------------------------------|
| Residual Block* (32 channels) | 3x3 Conv - ReLU (128 Channels)            | Flatten                  | 3x3 Conv - ReLU (128 Channels) |
| Residual Block** (64 channels) | 3x3 Conv - ReLU (128 Channels)            | Fully Connected - ReLU (100 Neurons) | 3x3 Conv - ReLU (128 Channels) |
| Residual Block** (128 channels) | 2x2 Average Pooling                      | Fully Connected - ReLU (100 Neurons) | 3x3 Conv - ReLU (128 Channels) |
| Flatten                      | 3x3 Conv - ReLU (128 Channels)            | Output Layer             | 3x3 Conv - ReLU (128 Channels) |
| Output Layer                  | 3x3 Conv - ReLU (128 Channels)            | Flatten                  |                               |
|                               | 2x2 Average Pooling                      | Output Layer             |                               |
|                               | Flatten                                   |                         |                               |
|                               | Fully Connected - ReLU (512 Neurons)      |                         |                               |
|                               | Fully Connected - ReLU (512 Neurons)      |                         |                               |
|                               | Output Layer                              |                         |                               |

* residual blocks contain 2 3x3 convolutional layers each followed by ReLU activation
** first convolution layer in residual block has stride set to 2 (feature map size is halved)

Table 2. Layer sequences for the various networks empirically studied. Layer sequences should be read from top to bottom.

Figure 5. **Random untrained convolutional networks:** The median $\ell^p$ distances of closest adversarial examples from their respective inputs for $p = 1, 2, \infty$ scale as predicted in Remark 5 for a “LeNet” (LeCun et al., 1998) architecture (see subsection E.2 for full description of network). Error bars span $\pm$5 percentiles from the median. For each input dimension, results are calculated from 2000 samples (200 random networks each attacked at 10 random points). See Appendix E for further details on how experiments were performed.
**Figure 6.** Random untrained networks: Median relative distance of closest adversarial examples $\|\Delta x\|_p/\|x_0\|_p$ from their respective inputs ($p \in \{1, 2, \infty\}$) scale with the input dimension $n$ as $O(1/\sqrt{n})$ in all norms for a “LeNet” (LeCun et al., 1998) architecture (see subsection E.2 for full description of network). Error bars span $\pm5$ percentiles from the median. For each input dimension, results are calculated from 2000 samples (200 random networks each attacked at 10 random points).

**Figure 7.** Random untrained networks: Median distance of closest adversarial examples $\|\Delta x\|_p$ from their respective inputs ($p \in \{1, 2, \infty\}$) scale as predicted in Remark 5 for a fully connected network (see subsection E.2 for full description of network). Error bars span $\pm5$ percentiles from the median. For each input dimension, results are calculated from 2000 samples (200 random networks each attacked at 10 random points). See Appendix E for further details on how experiments were performed.
Figure 8. **Random untrained networks**: Median relative distance of closest adversarial examples $\|\Delta x\|_p / \|x_0\|_p$ from their respective inputs ($p \in \{1, 2, \infty\}$) scale with the input dimension $n$ as $O(1/\sqrt{n})$ in all norms for a fully connected network (see subsection E.2 for full description of network). Error bars span ±5 percentiles from the median. For each input dimension, results are calculated from 2000 samples (200 random networks each attacked at 10 random points).

Figure 9. **Random untrained networks**: Median distance of closest adversarial examples $\|\Delta x\|_p$ from their respective inputs ($p \in \{1, 2, \infty\}$) scale as predicted in Remark 5 for a simple convolutional network (see subsection E.2 for full description of network). Error bars span ±5 percentiles from the median. For each input dimension, results are calculated from 2000 samples (200 random networks each attacked at 10 random points). See Appendix E for further details on how experiments were performed.
**Figure 10. Random untrained networks:** Median relative distance of closest adversarial examples $\|\Delta x\|_p/\|x_0\|_p$ from their respective inputs ($p \in \{1, 2, \infty\}$) scale with the input dimension $n$ as $O(1/\sqrt{n})$ in all norms for a simple convolutional network (see subsection E.2 for full description of network). Error bars span $\pm$5 percentiles from the median. For each input dimension, results are calculated from 2000 samples (200 random networks each attacked at 10 random points).
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