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Abstract—In this paper, we propose a novel adaptive decoding mechanism (ADM) for the unmanned aerial vehicle (UAV)-enabled uplink (UL) non-orthogonal multiple access (NOMA) communications. Specifically, considering a harsh UAV environment, where ground-to-ground links are regularly unavailable, the proposed ADM overcomes the challenging problem of conventional UL-NOMA systems whose performance is sensitive to the transmitter’s statistical channel state information and the receiver’s decoding order. To evaluate the performance of the ADM, we derive closed-form expressions for the system outage probability (OP) and system throughput. In the performance analysis section, we provide novel expressions for practical air-to-ground and ground-to-air channels, while taking into account the practical implementation of imperfect successive interference cancellation (SIC) in UL-NOMA. Moreover, the obtained expression can be adopted to characterize the OP of various systems under a Mixture of Gamma (MG) distribution-based fading channels. Next, we propose a sub-optimal Gradient Descent-based algorithm to obtain the power allocation coefficients that result in maximum throughput with respect to each location on UAV’s trajectory. To determine the significance of the proposed ADM in nonstationary environments, we consider the ground users and the UAV to move according to the Random Waypoint Mobility (RWM) and Reference Point Group Mobility (RPGM) models, respectively. Accurate formulas for the distance distributions are also provided. Numerical solutions demonstrate that the ADM-enhanced NOMA not only outperforms Orthogonal Multiple Access (OMA), but also improves the performance of UAV-enabled UL-NOMA even in mobile environments.
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I. INTRODUCTION

Due to its potential for wide-area coverage, scalability, service continuity, and improved availability [1], the development of non-terrestrial networks (NTNs) is attracting significant research interests, fueled by the introduction of the beyond-fifth-generation (B5G) and the sixth generation (6G) wireless networks. NTNs include low-altitude platforms (LAPs), which have been proposed for various military and civilian mapplications [2]. Among key components of LAPs are unmanned aerial vehicles (UAVs), which are flexible, low cost, and close to the ground platforms. As a result, a variety of UAV-based technologies and applications have been proposed. These include physical-layer security and emergency communications in post-disaster scenarios or in unexpected events [3], [4]. UAVs can also act as aerial relays in cooperative wireless communications to assist users with poor channel conditions, such as at cell-edge locations in cellular networks [5]. The reason for this is that UAVs can change their position to improve channel conditions, allowing the performance of cooperative transmissions to be greatly improved even when direct communication between the transmitter and the receiver is unavailable.

In the context of NTNs, Non-Orthogonal Multiple Access (NOMA) plays a key role in future B5G and 6G wireless networks, which effectively exploits available resources such as frequency, time, power, and code, as to ensure multiple users meet their quality-of-service (QoS) requirements [6], [7], [8]. Specifically, NOMA was shown to be a promising technique and has attracted considerable attention from both academia and industry [9], [10], [11]. In NOMA, the receivers recover information received from paired transmitters, by employing successive interference cancellation (SIC) with a designed decoding order [12], [13]. As a result, the use of NOMA provides additional degrees of freedom in the power domain and enhancement of spectrum utilization. This promising technique has been intensively investigated in the literature in various systems, such as coordinated direct and relay transmission (CDRT-NOMA) [14], [15], massive multiple-input-multiple-output (mMIMO-NOMA) [16], secure systems [17], and reconfigurable intelligent surface networks (IRS-NOMA) [18].

In the aforementioned studies, limited efforts have been made to integrate UAVs with CDRT-NOMA systems. Using UAVs as intermediate relays in CDRT-NOMA systems can increase the coverage area, extend the communication range of cell-edge users (UE-Es), and provide better spectral efficiency (SE). However, the dynamic motion of UAVs remains a key challenge,
as unpredictable fluctuations in channel information and signal quality can significantly impair communication range and overall system performance. For downlink CDRT-NOMA, the authors in [14] presented an CDRT-NOMA scheme for IoT networks seeking to improve spectrum efficiency (SE). The authors provided results for outage probability (OP) and Ergodic Sum Capacity (ESC). Moreover, the study in [19] proposed spectrum-efficient schemes for CDRT-NOMA under the assumption of Nakagami-m fading channels. However, studies on uplink (UL) scenarios are quite limited, which can prevent CDRT-NOMA systems from being deployed in a variety of applications such as navigation, disaster relief, and ubiquitous data collection.

In conventional UL CDRT-NOMA systems, there are two information transmission phases [15], [20], [21]. The first phase involves the cell-center user (UE-C) and UE-E transmitting information to a fusion center (FC) and an intermediate relay, respectively. In the second phase, the UE-C transmits new information, and the relay node forwards the decoded information from UE-E, causing interference at the FC. In both phases, the SIC receivers at the relay and at the FC exploit the distinct channel gain of from UE-C and UE-E to correctly decode the desired information signals.

However, when UAVs are treated as an aerial relay, the unpredictable motion along predefined flight paths poses a challenge for the SIC architecture, especially the fixed SIC architecture, which could degrade the system’s performance.

The study in [22] proposed an UL CDRT-NOMA scheme and derived the ESC under both perfect and imperfect SIC at the receivers, showing a significant capacity improvement compared to traditional orthogonal multiple access (OMA) schemes. In [15], the authors proposed relaying schemes that improve the system throughput of two-user CDRT-NOMA when the transmitters have similar channel conditions. Moreover, the authors in [21] considered hybrid device-to-device (D2D) and uplink CDRT-NOMA to enhance the SE and extend the coverage area of the cellular network.

Nevertheless, the existing UL CDRT-NOMA schemes cannot treat UAVs as terrestrial relays because of fundamental challenges discussed below. In these schemes, the non-adaptive SIC order is based on the statistical channel state information (CSI) of the transmitters, where the receiver exploits a large amount of instantaneous CSI to decode the received signals from the transmitters [23], [24], [25]. In [23], based on statistical CSI, the authors derived the OP of multi-user UL NOMA schemes over Rayleigh channels. An extension to generalized fading was developed in [24]. A recent research on the use of CDRT-NOMA in Internet-of-Things (IoT) networks promoting statistical CSI-based decoding order was reported in [25]. However, due to the high mobility of UAVs, the statistical CSI of the UAV to terrestrial device links fluctuates dynamically as the UAV travels in the three-dimensional (3D) space [26], [27]. As a result, the UAV and FC can experience extreme interference due to the non-adaptive decoding orders, leading to incorrect signal segregation at the SIC receivers, which limits the application of such schemes. To address this issue, a more adaptive SIC ordering should be considered.

The available decoding mechanisms in [28], [29], [30] require not only perfect channel state information (CSI), but also information about the power control strategy. The studies in [28], [29], in particular, present dynamic decoding orders for uplink NOMA transmission, where dynamic SIC receivers estimate the received power from each transmitter before decoding the received signal. In addition, [30] proposed resource allocation and power control algorithms for dynamic SIC receivers.

In this paper, we consider uplink CDRT-NOMA in wireless cellular networks. Specifically, our focus is on a scenario in which the network includes a UE-C that communicates directly with the FC, and a UE-E with no direct access to the FC. To overcome this challenge, UE-E requires the assistance of a decode-and-forward (DF) UAV serving as the relay node to enable communication with the FC. However, our DF relaying strategy differs from the conventional DF one. Specifically, the UAV separates the signals from UE-E and UE-C using ADM-assisted successive interference cancellation (SIC), which allows for the extraction of each individual signal even in the presence of dynamic channel disparities. As a result, the DF technique in the proposed system is considerably more complex and sophisticated than the traditional method. In contrast to related works, we consider an adaptive UL CDRT-NOMA transmission, where the UAV and the FC adaptively decode the UL signals by exploiting the UL channel power gains. The contributions of this paper can be summarized as follows:

- We propose novel adaptive decoding mechanisms (ADMs) tailored for Double-UL (DUL) power-domain NOMA (PD-NOMA) systems. Implemented at the unmanned aerial vehicle (UAV) and at the fusion center (FC). These mechanisms enable efficient DUL transmissions, even in the presence of dynamic channel disparities. Unlike existing SIC-inherited systems that rely on instantaneous received power, the proposed ADM addresses the need for adaptation to channel fluctuations by relying solely on instantaneous channel state information (CSI), while enabling superior system performance.

- Under this setting, a new framework is developed to derive several challenging OP formulas of the proposed system. For the sake of tractability, general expressions for successful decoding probabilities under Mixture of Gamma (MG)-based fading channels are derived and used to obtain various closed-forms of the OPs.

- To improve the cell-edge performance, we formulate an optimal power allocation strategy that minimizes the OP of the edge user. To this end, a fast-convergent Gradient Descent algorithm is proposed to achieve a near-optimal solution with a negligible optimality gap.

- Then, we evaluate the performance of the proposed ADM in nonstationary conditions, where UEs and UAVs are mobile, and move according to Random Waypoint Mobility (RWM) and Reference Point Group Mobility (RPGM) models [31], [32], [33]. In addition, a variety of distance

---

1 It is noted that our results are reproducible using our Matlab code, which is available at https://github.com/thanhhuanguyen/UAV-NOMA-ADM.
distributions between mobile nodes are derived in closed-form expressions with high analytical precision.

- We compare the proposed ADM and all possible Non-Adaptive Decoding Mechanisms (NADMs) for the DUL CDRT-NOMA under nonstationary conditions. Closed-form expressions for the average throughput are provided to examine the impact of mobile nodes’ velocity. The results show that ADM can provide stable throughput even when both UEs and UAV have high movement velocity.

**Notations:** \( \mathbb{E}[\cdot] \) denotes the expectation operator; \( f_X(x) \), \( F_X(x) \), and \( F_X^c(x) \) represent the probability density function (PDF), cumulative distribution function (CDF), and the complementary CDF (CCDF) of an arbitrary random variable (RV) \( X \), respectively; \( \Pr[A] \) stands for the probability that an event \( A \) occurs; \( \mathcal{CN}(0, \sigma^2) \) denotes a circular symmetric complex Gaussian RV with zero-mean and variance \( \sigma^2 \); and \( \Gamma(\cdot, \cdot) \) and \( \gamma(\cdot, \cdot) \) denote the upper and lower incomplete gamma functions [34, Eq. (8.350.1)], respectively.

### II. System Model

Let us consider DUL transmissions of an IoT system consisting of an UE-C node and an UE-E node, communicating with a FC node, which can be a wireless access point, as depicted in Fig. 1. Hereafter, let us use C, E, F, and U as acronyms to represent UE-C, UE-E, FC, and UAV, respectively. Due to radio propagation impairments, the link between E and F is unavailable, thus the UL transmission of E relies on the assistance of an intermediate U, acting as a relay. We first assume that the locations of the nodes are fixed during the whole communication [35, 36, 37]. We adopt the three-dimensional (3D) Cartesian coordinates system to model the locations of C, E, F, and U as \((X_C, Y_C, Z_C), (X_E, Y_E, Z_E), (X_F, Y_F, Z_F)\) and \((X_U, Y_U, Z_U)\), respectively. The equivalent coordinates of U in the 3D cylindrical coordinates system are given as \((R \cos \Theta, R \sin \Theta, Z_U)\), where \(R \) and \( \Theta \) are the radius and angular coordinates of U, respectively. The distance between X and Y, denoted as \(d_{XY} \), can be formulated as

\[
d_{XY} = \sqrt{(X_Y - X_X)^2 + (Y_Y - Y_X)^2 + (Z_Y - Z_X)^2},
\]

where \( XY \in \{CU, UF, CF, EU\} \). We denote \( h_{XY} \) as the channel coefficient between the nodes X and Y, and assume that all channels are reciprocal. The channel coefficient \( h_{XY} \) can be expressed as

\[
h_{XY} = g_{XY} e^{j \angle h_{XY}} \sqrt{PL_{XY}}, \tag{2}
\]

where \( g_{XY} \) and \( \angle h_{XY} \) are the magnitude and phase of the small-scale fading, respectively, and \( \sqrt{PL_{XY}} \) is the large-scale fading. In addition, the DUL transmission scheme can be divided into two phases as follows. During the first phase, of duration \( t_1 \), C and E transmit their information; i.e., \( x_C^1 \) and \( x_E \), to F and U, respectively. During the second phase of duration \( t_2 \), C and U convey \( x_C^2 \) and \( x_U \) to F, respectively.

#### A. Ground-to-Ground (G2G) Channel Model

We assume that C is located within some distance of F. In other words, the line-of-sight (LoS) links between C and F can be impacted by shadowing, such as being obscured by buildings. In this paper, we assume the channel between C and F follows the shadowed Rician fading model, where the probability density function (PDF) of \( g_{CF}^2 \) is obtained as [38]

\[
f_{g_{CF}^2}(x) = \alpha \sum_{l=1}^{m_{CF}-1} \frac{\Gamma(\beta, \delta_l)}{\Gamma(\beta, \delta)} x^l e^{-(\beta-\delta)x} + \alpha e^{-(\beta-\delta)x}, \quad x > 0,
\]

where \( \beta \triangleq \frac{1}{2b} \), \( \alpha \triangleq \frac{1}{2b} (\frac{2b \text{CF}}{\Omega_{CF} + 14 \Gamma}) \), and \( \delta \triangleq \frac{\Omega_{CF}}{2b \cdot (2b \text{CF} + 14 \Gamma)} \) with \( \Omega_{CF} \) and \( 2b \) being the average power of the LoS and multipath components, respectively. For the large-scale fading, we consider the path loss model \( PL_{CF}(d_{CF}) \triangleq G_C \text{[dB]} + G_F \text{[dB]} - 10 \log PL - 10 \log \left( \frac{d_{CF}}{d_0} \right) \text{[dB]} \), where \( G_C \) and \( G_F \) are the transmit and receive antenna gains at C and F, respectively, \( d_0 = 1 \text{[m]} \) is the reference distance, \( \epsilon \) is the path loss exponent, and PL is the average power attenuation factor measured at the carrier frequency \( f_C \) and at \( d_0 \). From (2), the resulted G2G channel power gain can be expressed as \( |h_{CF}|^2 = g_{CF}^2 \cdot PL_{CF} \).

#### B. Air-to-Ground (A2G) and Ground-to-Air (G2A) Channel Models

In our model, there may be limited information on the precise locations, heights, and amount of radio impairments, such as due to buildings, walls, and so on. Meanwhile, the randomness associated with the LoS and non-line-of-sight (NLoS) links must be considered in the design of the UAV-based communication system. As a result, to develop practical A2G/G2A channels, we consider that each device, i.e., E, C, and F, has a probabilistic LoS link towards U. The LoS probability is a function of the device’s and U’s locations in the 3D plane. One popular approach for determining the LoS probability is based on a logistic function, which is expressed as \( p_{LOS} = (1 + \alpha_1 e^{-\alpha_2 (J_{XY} - \alpha_1)})^{-1} \), where \( \alpha_1 \) and \( \alpha_2 \) are environmental-dependent coefficients [3], [35], [37]. \( J_{XY} \) [deg] denotes the elevation angle [35]. Specifically, \( J_{XY} \) can be calculated as \( J_{XY} = \frac{180}{\pi} \arcsin \left| \frac{Z_C - Z_U}{d_{XY}} \right| \), where \( |\cdot| \).
denotes the absolute value operator. In addition, the probability of having a NLoS connection is $p_{\text{NLoS}}^{\text{NLoS}} = 1 - p_{\text{LoS}}^{\text{LoS}}$. The PDF of $g_{XY}$ for the A2G/G2A channels can be modeled as [3], [35], [37]  

$$f_{g_{XY}}(x; m) = \begin{cases} \frac{2m^m}{(m-1)!} e^{-m x^2} & \text{for LoS link}, \\ 2x e^{-x^2} & \text{for NLoS link}, \end{cases}$$  

for $x > 0$, where $m$ is the shape factor, which corresponds to the Nakagami-$m$ fading for LoS link.

The path loss of the A2G/G2A channels takes into account probabilistic LoS and NLoS conditions. When the UAV is hovering, the path loss for LoS and NLoS links are modeled as [3], [35], [37]  

$$P_{\text{LoS}}^{\text{LoS}}[\text{dB}] = \begin{cases} P_{\text{LoS}}^{\text{LoS}} & \text{for LoS link}, \\ P_{\text{NLoS}}^{\text{NLoS}} & \text{for NLoS link}, \end{cases}$$  

where  

$$P_{\text{LoS}}^{\text{LoS}} = G_X + G_Y + 20 \log \left( \frac{c}{4 \pi d_{XY}} \right) - \eta [\text{dB}],$$  

$$P_{\text{NLoS}}^{\text{NLoS}} = G_X + G_Y + 20 \log \left( \frac{c}{4 \pi d_{XY}} \right) - \tilde{\eta} [\text{dB}],$$  

where $G_X$ and $G_Y$ are transmit and receive antenna gains, respectively, $c$ is the speed of light, $\eta$ and $\tilde{\eta}$ are the link attenuation under LoS and NLoS links, respectively. Given $\{x_{XY}\}$ as an identity RV representing the LoS condition of the A2G links, where $E[|x_{XY}|] = P_{\text{LoS}}^{\text{LoS}}$, $XY \in \{\text{UF, UE, CU}\}$, the resulting A2G channel power gain can be expressed as $|h_{XY}|^2 = i_{XY} g_{XY}^2 P_{\text{LoS}}^{\text{LoS}} + (1 - i_{XY}) g_{XY}^2 |\text{NLoS}| P_{\text{NLoS}}^{\text{NLoS}}$.

**C. The Proposed ADM**

Note that with the proposed DUL transmission, the performance of C is not compromised by time-division in Decode-and-Forward (DF) relaying as is used in conventional relaying schemes, and the severe fading conditions experienced by E can be remedied, guaranteeing a reliable communication. Such an application of this scheme is employed when the delay-limited service-based C requires high data rate (e.g., video streaming services), whereas the delay-tolerant service-based E demands a reliable communication.

1) The First UL Phase: Following the settings of PD-NOMA-aided uplink transmission [36] during the first phase, E and C simultaneously transmit $x_E$ and $x_C^1$, to U and F, respectively. The transmission powers of $E$ and $C$ are denoted by $P_{\text{EU}}$ and $P_{\text{CU}}$, respectively, where $P_{\text{EU}} + P_{\text{CU}} \leq P_{\text{max}}$, with $P_{\text{max}}$ being the maximum power budget in the first phase. Hence, the received signals at U and F are, respectively, formulated as  

$$y_{\text{U}} = h_{\text{CU}} x_{\text{CU}}^1 + h_{\text{EU}} x_E + n_{\text{U}},$$  

$$y_{\text{F}}^1 = h_{\text{CF}} x_C^1 + n_{\text{F}}^1,$$  

where $E[|x_{\text{CU}}^1|^2] = P_{\text{CU}}$, $E[|x_{\text{E}}|^2] = P_{\text{EU}}$, $n_{\text{U}} \sim \mathcal{CN}(0, \sigma_{\text{U}}^2)$, and $n_{\text{F}}^1 \sim \mathcal{CN}(0, \sigma_{\text{F}}^2)$ are the zero means additive white Gaussian noises (AWGNs) at U and F, respectively, with $\sigma_{\text{U}}^2$ and $\sigma_{\text{F}}^2$ being the corresponding noise powers. The achievable rate at F to decode $x_C^1$ is given by  

$$R_{\text{C}}^1 = \frac{1}{2} \log_2 \left( 1 + \frac{P_{\text{C}} g_{\text{CU}}^2 P_{\text{EU}}}{\sigma_{\text{F}}^2} \right).$$  

Meanwhile, by exploiting the disparity in the gains $g_{\text{CU}}^2 P_{\text{CU}}$ and $g_{\text{EU}} P_{\text{EU}}$, U determines an effective decoding mechanism to guarantee reliable transmission at E. Specifically, the proposed ADM at U are described next.

In the event $\{E_{\text{C},-E}^1 := g_{\text{CU}}^2 P_{\text{CU}} \geq g_{\text{EU}} P_{\text{EU}}\}$, the channel from U to C is stronger than that from U to E, thus U primarily decodes $x_C^1$ before canceling it from $y_{\text{U}}$ with imperfect SIC. Then, the desired signal for U, $x_E$, is decoded. The achievable rate at U to decode $x_C^1$ is given by  

$$R_{\text{C},-E}^1 = \frac{1}{2} \log_2 \left( 1 + \frac{P_{\text{C}} g_{\text{CU}}^2 P_{\text{EU}}}{P_{\text{EU}}^2 + \sigma_{\text{U}}^2} \right).$$  

In practice, U cannot perfectly cancel $x_C^1$ from $y_{\text{U}}$ with SIC, which incurs an amount of residual power from $x_C^1$ and causes additional interference while U decodes $x_E$. Subsequently, U decodes $x_E$ with the instantaneous achievable rate given by  

$$R_{\text{E}}^1 = \frac{1}{2} \log_2 \left( 1 + \frac{P_{\text{C}} g_{\text{CU}}^2 P_{\text{EU}}}{P_{\text{C}}^2 + \sigma_{\text{U}}^2} \right).$$

where the $P_{\text{C}}^2 [h_{\text{CU}}]$ specifies the interference power from imperfectly removing $x_C^1$, $h_{\text{CU}}$ has a circularly-symmetric Gaussian distribution with zero mean and variance $\xi_{\text{U}} P_{\text{EU}} (d_{\text{CU}})$, denoted as $h_{\text{CU}} \sim \mathcal{CN}(0, \xi_{\text{U}} P_{\text{EU}} (d_{\text{CU}}), \xi_{\text{U}} \in [0, 1]$ denotes the residual interference (RI) level due to imperfect SIC [20]. It is noteworthy that $h_{\text{CU}}$ and $h_{\text{CU}}$ are independent RVs and $\xi_{\text{U}} = 0$ represents perfect SIC.

In the event $\{E_{\text{C},-E}^1 := g_{\text{CU}}^2 P_{\text{CU}} < g_{\text{EU}} P_{\text{EU}}\}$, which is the complementary event of $E_{\text{C},-E}^1$, U attempts to decode $x_E$ while treating $x_C^1$ as interference. Since the main objective of cooperative communication is to forward E’s information signal to F, we only consider the decoding of $x_E$ and neglect $x_C^1$. Subsequently, U decodes $x_E$ with the achievable rate given by  

$$R_{\text{E},-C}^1 = \frac{1}{2} \log_2 \left( 1 + \frac{P_{\text{C}}^2 g_{\text{CU}} P_{\text{EU}}}{P_{\text{C}}^2 + \sigma_{\text{U}}^2} \right).$$

For $R_{\text{UB}} [\text{bits/s/Hz}]$ and $R_{\text{EB}} [\text{bits/s/Hz}]$ being the minimum target spectral efficiency of $C$ and E, respectively, the UAV’s decisions during the second phase and the corresponding received SINR events are presented in Table I, where $\mathcal{S}_{\text{C},-E}^1 := \{R_{\text{C},-E}^1 > R_{\text{th},C}\}$, $\mathcal{S}_{\text{E}}^1 := \{R_{\text{E}}^1 > R_{\text{th},E}\}$, and

| UV's Decision | SINR Events |
|---------------|-------------|
| silent | $\{E_{\text{C},-E}^1, E_{\text{C},-E}^1, E_{\text{C},-E}^1\}$ |
| forward | $\{E_{\text{C},-E}^1, S_{\text{C},-E}^1, S_{\text{C},-E}^1\}, \{E_{\text{C},-E}^1, S_{\text{E}}^1\}$ |

TABLE I

DECISION AT THE UAV
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$S_{E\rightarrow C} := \{ R_{E\rightarrow C} > R_{th,E} \}$ are the decoding events at U. Specifically, the silent decision indicates that U remains inactive, while the forward decision implies that U relays information from E to F.

2) The Second Uplink Phase: Assuming U correctly decodes $x_E$ in the first phase, it forwards $\hat{x}_E$ in the second phase. Meanwhile, C also transmits $x_C^2$, which is different from $x_E^2$.

In addition, assuming that the transmission powers of C and U in the second phase are $P_C^2$ and $P_U$, respectively, where $P_C^2 + P_U \leq P_{max}$, being the maximum power budget during this phase, the received signal at F in the case that $x_E$ was correctly decoded by U is expressed as

$$y_F^2 = h_{UF}\hat{x}_E + h_{CF}x_C^2 + n_F^2.$$  \hspace{1cm} (13)

Similarly, we also consider ADM at F, which are described as follows. In the scenario that $\{E_{C\rightarrow U}^F := g_C^2 PL_C^2 < g_U^2 PL_U^F\}$, the channel from F to C is stronger than from F to U, F primarily decodes $x_C^2$ while treating $\hat{x}_E$ as interference. In this case, F decodes $x_C^2$ with the achievable rate given by

$$R_{C\rightarrow U}^F = \frac{1}{2} \log_2 \left( 1 + \frac{P_C^2 g_C^2 PL_C^2}{P_U g_U^2 PL_U^F + \sigma_F^2} \right).$$  \hspace{1cm} (14)

Once $x_C^2$ is correctly decoded, F performs SIC in an attempt to remove $x_C^2$ from $y_F^2$ before decoding $\hat{x}_E$. Assuming imperfect SIC, F decodes $\hat{x}_E$ with the achievable rate given by

$$R_{U\rightarrow C}^F = \frac{1}{2} \log_2 \left( 1 + \frac{P_U g_U^2 PL_U^F}{P_C^2 h_{CF}^2 + \sigma_F^2} \right),$$  \hspace{1cm} (15)

where $P_C^2 h_{CF}^2$ denotes the residual interference (RI) power due to the imperfect cancellation of $x_C^2$ at F, and $h_{CF} \sim \mathbb{C}\mathbb{N}(0, \xi_F PL_{PF}(CF))$ with $\xi_F \in [0, 1]$ being the RI level due to imperfect SIC at F [20].

In the event $\{E_{C\rightarrow U}^F := g_C^2 PL_C^2 < g_U^2 PL_U^F\}$, which is the complementary event of $E_{C\rightarrow U}^F$, F primarily decodes $\hat{x}_E$ while treating $x_C^2$ as interference. In this case, F decodes $\hat{x}_E$ with the achievable rate given by

$$R_{U\rightarrow C}^F = \frac{1}{2} \log_2 \left( 1 + \frac{P_U g_U^2 PL_U^F}{P_C^2 h_{CF}^2 + \sigma_F^2} \right).$$  \hspace{1cm} (16)

Once $\hat{x}_E$ is correctly decoded, F then performs SIC in an attempt to remove $\hat{x}_E$ from $y_F^2$, then decodes $x_C^2$. Assuming imperfect SIC, F decodes $x_C^2$ with the achievable rate given by

$$R_{C}^F = \frac{1}{2} \log_2 \left( 1 + \frac{P_U g_U^2 PL_U^F}{P_C^2 h_{CF}^2 + \sigma_F^2} \right).$$  \hspace{1cm} (17)

where $P_U h_{UF}^2$ denotes the residual power due to the imperfect cancellation of $\hat{x}_E$, and $h_{UF} \sim \mathbb{C}\mathbb{N}(0, \xi_{PF} PL_{PF})$.

While U is only required to correctly decode $x_E$, F is required to correctly decode both of the information signals of C and E. Not only so, F also needs to maintain fairness in the performance between $\hat{x}_E$ and $x_C^2$. In $E_{C\rightarrow U}^F$, $x_C^2$ is transmitted over a dominant uplink, and thus should be decoded first to avoid interference while decoding $\hat{x}_E$. In $E_{U\rightarrow C}^F$, F primarily decodes $\hat{x}_E$ to meet E’s quality-of-service (QoS) which in turn avoids extreme interference while F decodes $x_C^2$.

In addition, when U remains silent during the second phase, F only receives $x_C^2$ from C. As a result, the instantaneous rate at F is given by

$$R_{C}^F = \frac{1}{2} \log_2 \left( 1 + \frac{P_C^2 g_C^2 PL_C^2}{\sigma_F^2} \right).$$  \hspace{1cm} (18)

The FC’s decoding events and the corresponding received SINR events are summarized in Table II, where the decoding event at F is expressed as $S_C^F := \{ R_C^F > R_{th,C} \}$, and the successful decoding events at U are $S_{U\rightarrow C}^F := \{ R_{U\rightarrow C}^F > R_{th,C} \}$, $S_{U\rightarrow C}^F := \{ R_{U\rightarrow C}^F > R_{th,E} \}$, $S_{U\rightarrow C}^F := \{ R_{U\rightarrow C}^F > R_{th,E} \}$, and $S_{U\rightarrow C}^F := \{ R_{U\rightarrow C}^F > R_{th,C} \}$.

The proposed ADM-aided CDRT-NOMA is summarized as Algorithm 1. It is noted that different transmission phases have different maximum power budgets for the following reasons. First, the second phase may involve transmission of only C, as opposed to the first phase, which always involves C and E. Second, U and E have different architectures, where E is a ground UE while U relays information from E to F. In addition, a generalized transmission model can be obtained by assuming different maximum power budgets.

Furthermore, when U correctly decodes both $x_E$ and $x_C^1$, U just forwards $\hat{x}_E$ to F. This prevents F from receiving three different types of information signals: $x_C^2$ and the mixture of $\hat{x}_E$ and the regenerated version of $x_C^1$, denoted as $\hat{x}_C^1$. When F receives more than two signals simultaneously, it is required to determine a more complex decoding architecture, which is beyond the scope of this paper. On the other hand, the decoding of $x_C^2$ and $\hat{x}_E$ may suffer from additional interference from $\hat{x}_C^1$ and the RI power, which will eventually reduce the performance of the proposed system.

### Table II

| UAV’s Decision | SINR Events | $x_E^1$ | $\hat{x}_E$ |
|----------------|-------------|---------|-------------|
| forward        | $\{E_{C\rightarrow U}^F, S_{U\rightarrow C}^F, S_C^F\}$ | Outage | Non-Outage |
|                | $\{E_{C\rightarrow U}^F, S_{U\rightarrow C}^F, S_C^F\}$ | Non-Outage | Non-Outage |
|                | $\{E_{C\rightarrow U}^F, S_{U\rightarrow C}^F, S_C^F\}$ | Outage | Outage |
|                | $\{E_{C\rightarrow U}^F, S_{U\rightarrow C}^F, S_C^F\}$ | Non-Outage | Non-Outage |
| silent         | $\{S_C^F\}$ | Outage | Outage |
|                | $\{S_C^F\}$ | Non-Outage | Non-Outage |

### III. Performance Analysis for Hovering UAV

#### A. G2G and A2G/G2A Channels Characterization

In this subsection, we determine the statistical property of the G2G and A2G/G2A channel power gains. First, we denote...
Algorithm 1: Proposed ADM for UAV-aided DUL CDRT-NOMA.

1 initialize: Received signals at U, y_U, and F, y_F, in the first phase, isUAVSilent ← false, signalOut ← empty;
2 if S_C^[0] != null, add x_C^[1] into signalOut;
3 else, F fails to decode x_C^[1]; end if;
4 if E_C^[0] != null, U cancels x_C^[1] with imperfect SIC;
5 if S_C^[0] != null, isUAVSilent ← false;
6 else, isUAVSilent ← true; end if;
7 else, isUAVSilent ← true; end if;
8 elseif E_C^[0] != null, if S_C^[0] != null, isUAVSilent ← false;
9 else, isUAVSilent ← true; end if;
10 if not isUAVSilent
11 if E_C^[0] != null, if S_C^[0] != null, add x_C^[1] into signalOut; F cancels x_C^[1] with imperfect SIC;
12 if S_F^[0] != null, add x_E into signalOut;
13 else, F fails to decode x_E; end if;
14 else, F fails to decode x_E; end if;
15 elseif E_F^[0] != null, if S_F^[0] != null, add x_E into signalOut; F cancels x_E with imperfect SIC;
16 if S_F^[0] != null, add x_C^[2] into signalOut;
17 else, F fails to decode x_C^[2]; end if;
18 else, F fails to decode x_C^[2]; end if;
19 else, if S_F^[0] != null, add x_C^[2] into signalOut;
20 else, F fails to decode x_C^[2] and x_E; end if; end if;
21 output: signalOut.

\[\psi_{CF} = g_{CF}^2 PL(d_{CF}) \text{ and } \phi_{XY} = g_{XY}^2 PL_{XY}\]

The distributions of \(\psi_{CF}\) and \(\phi_{XY}\) can be represented by MG distributions with parameters \(\Theta_{CF}\) (\(\Omega = m_{CF}\)) and \(\Theta_{XY}\) (\(\Omega = K\)). Herein, the argument \(\Theta \equiv (\theta_1, \ldots, \theta_{K+1})\) contains parameters of all \((K+1)\) mixtures, in which \(\theta_k = (\chi(k), \Omega(k), \mu(k))\) is the parameters of the \(k\)-th mixture.

By adopting Lemma 1, we can represent the G2G, A2G/A2A channel power gains and the portion of RI power as MG variates. It is worth noting that the results in the following sections can be adopted to characterize various systems over fading channels having MG-like distribution, e.g., \(\kappa - \mu\) shadowed, Rician shadowed, generalized-\(K\), and Rician [38]. Hereafter, we denote \(X \sim \text{MG}(\Theta)\) as the RV \(X\) has MG distribution with parameters \(\Theta\). The distributions of \(\psi_{CF}\), \(\phi_{XY}\), and \(\varphi_{XY}\) can be represented by MG distributions with parameters \(\Theta_{CF}\) (\(K = m_{CF}\)), \(\Theta_{XY}(K = 1)\), and \(\Theta_{XY}(K = 0)\) shown in Table III. Note that the shape factors \(m_{XY}\) in Table III are assumed to have integer values. To deal with real-valued shapes, we introduce the following Lemma.

Lemma 2: Given a Gamma distributed RV \(g \sim \Gamma(m, \theta)\) with real-valued shape \(m, m \geq \frac{1}{2}\), and scale \(\sigma = \frac{1}{m}\), the PDF of \(g\) can be accurately formulated as

\[f_g(x) = \sum_{t=1}^{m} \frac{\zeta_t M}{t!} e^{-\frac{x}{\sigma}} t^{x-1} e^{-x} \sum_{t=1}^{M} \zeta_t \frac{1}{t!} e^{-\frac{x}{\sigma}}\]

where \(\zeta_t \equiv \frac{w_t}{\left(1 + \frac{w_t}{m^{1-t}}\right)^{m^{1-t}}}\), and \(\zeta_t, M \equiv \sum_{k=1}^{M} \frac{1}{m^{k-t} \left(1 - \frac{m^{1-t}}{m^{1-t}}\right)}\).

Proof: See Appendix B.

Hence, for \(m_{XY}\) having real values, the parameters of \(\phi_{XY}\) in Table III are rewritten as

\[\Theta_{XY} = \left\{ \begin{array}{ll}
\phi_{XY} \left( \sigma_1, M, \sigma_M, \left(PL_{XY} \sigma_1\right), \left(PL_{XY} \sigma_M\right) \right), & 1 \leq t < M, \\
\phi_{XY} \left( \sigma_1, \sigma_M, M \right), & M \leq t \leq M + m_{XY}, \\
\phi_{XY} \left( \sigma_1, \sigma_M, M \right), & t = M + m_{XY},
\end{array} \right\}
\]

where \(K = M + m_{XY}\).

B. Preliminary

In this subsection, we introduce important integrals to assist with the forthcoming analysis. These integrals will significantly simplify the analysis. Specifically,
given that $x_n \triangleq (x_n, \ldots, x_1)$ is the variables of integration, $w_n \triangleq (p_0 x_{n+1} + q_0, \ldots, p_1 x_2 + q_1)$ is the lower limits of the multiple integrals, $p_n \triangleq (p_0, \ldots, p_1)$, $p_i \geq 1$, $\forall i \in [1, n]$, and $q_n \triangleq (q_0, \ldots, q_1)$, $q_i \geq 0$, $\forall i \in [1, n]$, the integral is defined as

$$W_n(\Theta_n, \ldots, \Theta_1, p_n, q_n) = \int_{D_n} \prod_{i=1}^{n} f_i(x_i) \, dx_n,$$  

(26)

where $D_n = \{x_n : |x_n| \geq |w_n|, 1 \leq j \leq n\}$ is the integration domain and $\gamma_t \sim \text{MG}(\Theta_t)$, for $t \in [1, n]$, are statistically independent MG variates with $|\Theta_t| = (\gamma_t(k), \mu_t(k), \Omega_t(k))$. It is noted that (26) represents the integral of the joint multiple MG-based distribution, which is $\prod_{n=1}^{n} f_i(x_i)$, over the integration domain $D$. For convenience, let, the argument of $W_n$ in (26) be $W_n = (\Theta_n, \ldots, \Theta_1, p_n, q_n)$, the integral in (26) can be derived from the following probability

$$W_n(W_n) = \Pr \left[ \bigcap_{i=1}^{n} \{ |p_n| \gamma_t + |q_n| \} \right].$$  

(27)

In general, $W_n(\cdot)$ can be derived in closed-form expression as

$$W_n(W_n) = \lim_{n \to \infty} \prod_{i=1}^{n} \left( \frac{1}{\Omega_t(k_i)} + \frac{p_{i-1}}{\Lambda_{i-1}} \right)^{-1}, \quad \kappa_t = \mu_t(k_i) + l_{t-1}, \forall t \geq 2,$$

$$\Xi_t \triangleq \frac{\chi_t(k_i)}{(\mu_t(k_i) - 1)!} \frac{\Omega_t(k_i) - \mu_t(k_i)}{\Lambda_{i-1}},$$

$$\Phi_n \triangleq \prod_{t=1}^{n} \Xi_t, \quad \Psi_t = \Xi_t \frac{q_t^{i-1}}{(L_i)^i} \frac{p_i^{i-1}}{l_i} \frac{\sum_{t=i}^{n} \gamma_t \kappa_t \mu_t(k_i) - \gamma_t |q_i|}{(\Lambda_t)^{-\kappa_t}}, \forall n \geq 2,$$

in which $\Lambda_1 = \Omega_1(k_1)$ and $\kappa_1 = \mu_1(k_1)$.

**Proof:** See Appendix B.

In addition, by using similar steps in Appendix B, we obtain the following function

$$u_n(W_n) = \Pr \left[ \bigcap_{i=1}^{n-1} \{ |p_n| \gamma_t + |q_n| \} \right],$$

(29)

where $\exists \in [1, n - 1]$ that $|p_n| = 0$, we have

$$W_n(W_n) = W_{n-t-v-1}(W_{n-t-v+1}) W_t(W_t),$$

$$u_n(W_n) = u_{n-t-v-1}(W_{n-t-v+1}) W_t(W_t),$$

(31)

(32)

When $\exists \in [1, n - 1]$ that $|q_n| = 0$, $\exists = 0$ and $l_0 = l_v$.

When $n = 1$, the self-defined integral is simplified as

$$W_1(W_1) = E_{\gamma_1}(w_1).$$  

(33)

Next, we consider delay-limited services at both C and E and evaluate the outage probability to examine their performance. Let us define $R_{th,C}$ as the target transmission rate of both $x_0 \gamma_1$ and $x_1 \gamma_1$, and $R_{th,E}$ as that of both $x_E$ and $x_0 E$. If the instantaneous achievable rate falls below the corresponding target transmission rate, an outage event is said to occur. The end-to-end (e2e) outage probability (OP) of each UE is examined in the following subsections.

**C. e2e OP of E**

In this subsection, we examine the e2e OP of E, denoted as $OP_{E,e2e}$. Since the transmission of $x_0 E$ from E to F is assisted by the decode-and-forward (DF) UAV OPE,e2e, relies on the probability that U accurately decodes $x_E$. According to Table II, the event that $u$ correctly decodes $x_E$ is given by

$$C_E^{[u]} := \{ E_{\gamma_1}^{[u]} \} \cup \{ E_{\gamma_1}^{[e]} \}$$  

(34)

Let us denote $C_{E,C}^{[u]} := \{ E_{\gamma_1}^{[u]} \} S_{C,C}^{[u]}$ and $C_{E,C}^{[e]} := \{ E_{\gamma_1}^{[e]} \} S_{C,E}^{[e]}$, the probability of non-outage at U can be formulated as

$$P_C^{[u]} = \Pr [ C_{E,C}^{[u]} ] = \Pr [ C_{E,C}^{[e]} ] + \Pr [ C_{E,CE}^{[e]} ].$$  

(35)

The closed-form expressions of $P_C^{[u]} \approx \Pr [ C_{E,C}^{[u]} ]$ and $P_C^{[e]} \approx \Pr [ C_{E,CE}^{[e]} ]$ are provided by the following Lanas:

**Lemma 3:** The closed-form expression of $P_C^{[e]}$ is obtained as

$$P_C^{[e]} = \begin{cases} \frac{1}{\gamma_1} \left[ \frac{\gamma_1}{\gamma_1} C_{E,T}^{[u]} \right] \left[ \frac{\gamma_1}{\gamma_1} + C_{E,T}^{[e]} \right], & \text{if } \alpha_1 > 1, \text{ and } A_1 > 2, \\
\frac{1}{\gamma_1} \left[ \frac{\gamma_1}{\gamma_1} C_{E,T}^{[u]} \right] \left[ \frac{\gamma_1}{\gamma_1} + C_{E,T}^{[e]} \right] + C_{E,T}^{[e]}, & \text{if } \alpha_1 < 1, \text{ and } A_1 > 2, \\
\frac{1}{\gamma_1} \left[ \frac{\gamma_1}{\gamma_1} C_{E,T}^{[u]} \right] \left[ \frac{\gamma_1}{\gamma_1} + C_{E,T}^{[e]} \right] + C_{E,T}^{[e]}, & \text{if } \alpha_1 > 1, \text{ and } A_1 > 2, \\
\end{cases}$$

(36)

where $\gamma_1 \triangleq \text{CH}_1$, $\gamma_0 \triangleq \text{CH}_0$, $\gamma_1 \triangleq \text{CH}_1$, $\alpha_1 \triangleq \gamma_0 - \gamma_1$, $\alpha_2 \triangleq \gamma_0 - \gamma_1$, $\alpha_1 \triangleq \gamma_0 - \gamma_1$, $\alpha_2 \triangleq \gamma_0 - \gamma_1$, $\alpha_1 \triangleq \gamma_0 - \gamma_1$, $\alpha_2 \triangleq \gamma_0 - \gamma_1$, $\alpha_1 \triangleq \gamma_0 - \gamma_1$, $\alpha_2 \triangleq \gamma_0 - \gamma_1$, and $\alpha_1 \triangleq \gamma_0 - \gamma_1$, $\alpha_2 \triangleq \gamma_0 - \gamma_1$.

**Proof:** See Appendix C.

**Lemma 4:** The closed-form expression of $P_C^{[e]}$ is obtained as

$$P_C^{[e]} = \begin{cases} \frac{1}{\gamma_1} \left[ \frac{\gamma_1}{\gamma_1} C_{E,T}^{[u]} \right] \left[ \frac{\gamma_1}{\gamma_1} + C_{E,T}^{[e]} \right] + C_{E,T}^{[e]}, & \text{if } \alpha_2 < 1, \text{ and } A_2 > 2, \text{ if } \alpha_2 \geq 1, \\
\end{cases}$$

(37)

where $\gamma_2 \triangleq \text{CH}_2$, $\gamma_0 \triangleq \text{CH}_0$, $\gamma_1 \triangleq \text{CH}_1$, $\alpha_1 \triangleq \gamma_0 - \gamma_1$, $\alpha_2 \triangleq \gamma_0 - \gamma_1$, $\alpha_1 \triangleq \gamma_0 - \gamma_1$, $\alpha_2 \triangleq \gamma_0 - \gamma_1$, $\alpha_1 \triangleq \gamma_0 - \gamma_1$, $\alpha_2 \triangleq \gamma_0 - \gamma_1$.

**Proof:** See Appendix D.

The proposed system adopts AMDs to decode the transmitted signal of E, where the event of correctly decoding E’s information signal is formulated as

$$C_E^{[F]} := \{ E_{C,E}^{[F]} S_{C,C}^{[F]} S_{C,E}^{[F]} \} \cup \{ E_{C,E}^{[F]} S_{C,C}^{[F]} S_{C,E}^{[F]} \}$$

(38)
By denoting \( C_{E,U}^{[\mathcal{F}]} := \{ E_{C,U}^{[\mathcal{F}]}, S_{C,U}^{[\mathcal{F}]} \} \) and \( D_{C,U}^{[\mathcal{F}]} := \{ E_{D,U}^{[\mathcal{F}]}, S_{D,U}^{[\mathcal{F}]} \} \); the probability of correct decoding of \( x_E \) at \( F \) is formulated as
\[
P_{E}^{[\mathcal{F}]} = \Pr \left[ C_{E,U}^{[\mathcal{F}]} = \{ E_{C,U}^{[\mathcal{F}]}, S_{C,U}^{[\mathcal{F}]}, D_{C,U}^{[\mathcal{F}]}, S_{D,U}^{[\mathcal{F}]}, F_{C,U}^{[\mathcal{F}]} \} \right].
\]
(39)

The probability \( P_{E}^{[\mathcal{F}]} \) also comprises of two probabilities, \( P_{E}^{[\mathcal{F}]} \triangleq \Pr [ C_{E,U}^{[\mathcal{F}]} ] \) and \( P_{E}^{[\mathcal{F}]} \triangleq \Pr [ C_{E,U}^{[\mathcal{F}]} ] \), which corresponds to two possible decoding orders determined by \( E_{C,U}^{[\mathcal{F}]} \) and \( E_{D,U}^{[\mathcal{F}]} \), respectively. The closed-form expressions of \( P_{E}^{[\mathcal{F}]} \) and \( P_{E}^{[\mathcal{F}]} \) are provided by the following Lemma.

Lemma 5: The closed-form expressions of \( P_{E}^{[\mathcal{F}]} \) and \( P_{E}^{[\mathcal{F}]} \) are analogous to \( P_{E}^{[\mathcal{F}]} \) and \( P_{E}^{[\mathcal{F}]} \), respectively.

Specifically, given that \( b_1 \triangleq \frac{1}{2} \gamma_1 b_2, b_2 \triangleq \frac{1}{2} \gamma_1 b_2, b_2 \triangleq \frac{1}{2} b_1, \beta_1 \triangleq \gamma_2 b_1, \beta_2 \triangleq \gamma_2 b_2, b_1 \triangleq b_1 \gamma_2 b_2, b_2 \triangleq b_2 \gamma_2 b_2, \) and \( B \triangleq \frac{B_1 - B_2}{\beta_2} \), we obtain \( P_{E}^{[\mathcal{F}]} \) and \( P_{E}^{[\mathcal{F}]} \) by applying the following substitutions in the proof of Lemma 3 and Lemma 4.

\[
\begin{align*}
\Theta_1 &:= \Theta_{CF}, \quad \Theta_2 := \Theta_{UF}, \quad \Theta_3 := \Theta_{CF}, \\
A_1 &:= b_2, \quad A_1 := b_2, \quad A_2 := b_2, \quad A_2 := b_2.
\end{align*}
\]
(40)

According to Table II, the e2e OP of \( E \) is formulated as
\[
\text{OP}_{E,e^{2e}} = \Pr \left[ C_{E,U}^{[\mathcal{F}]} \right] + \Pr \left[ C_{E,U}^{[\mathcal{F}]} \right] \Pr \left[ C_{E,U}^{[\mathcal{F}]} \right].
\]
(41)

Theorem 1: The e2e OP of \( E \) can be derived as
\[
\text{OP}_{E,e^{2e}} = 1 - \left( P_{E}^{[\mathcal{F}]} + P_{E}^{[\mathcal{F}]} \right) \left( P_{E}^{[\mathcal{F}]} + P_{E}^{[\mathcal{F}]} \right).
\]
(42)

Proof: By denoting \( C_{E,U}^{[\mathcal{F}]} \) as \( \{ E_{C,U}^{[\mathcal{F}]}, S_{C,U}^{[\mathcal{F}]}, F_{C,U}^{[\mathcal{F}]}, S_{D,U}^{[\mathcal{F}]}, F_{D,U}^{[\mathcal{F}]} \} \) and \( C_{E,D}^{[\mathcal{F}]} \) as \( \{ E_{E,D}^{[\mathcal{F}]}, S_{E,D}^{[\mathcal{F}]}, F_{E,D}^{[\mathcal{F}]}, S_{D,D}^{[\mathcal{F}]}, F_{D,D}^{[\mathcal{F}]} \} \), we obtain \( P_{E}^{[\mathcal{F}]} \) and \( P_{E}^{[\mathcal{F}]} \) by applying the following substitutions in the proof of Lemma 3 and Lemma 4.

\[
\begin{align*}
\Theta_1 &:= \Theta_{CF}, \quad \Theta_2 := \Theta_{UF}, \quad \Theta_3 := \Theta_{CF}, \\
A_1 &:= b_2, \quad A_1 := b_2, \quad A_2 := b_2, \quad A_2 := b_2.
\end{align*}
\]
(40)

According to Table II, the e2e OP of \( E \) is formulated as
\[
\text{OP}_{E,e^{2e}} = \Pr \left[ C_{E,U}^{[\mathcal{F}]} \right] + \Pr \left[ C_{E,U}^{[\mathcal{F}]} \right] \Pr \left[ C_{E,U}^{[\mathcal{F}]} \right].
\]
(41)

Theorem 2: The closed-form expression of \( \text{OP}_{E,e^{2e}} \) is obtained as
\[
\begin{align*}
\text{OP}_{E,e^{2e}} &= \left( P_{E}^{[\mathcal{F}]} + P_{E}^{[\mathcal{F}]} \right) \left( 1 - P_{E}^{[\mathcal{F}]} - P_{E}^{[\mathcal{F}]} \right).
\end{align*}
\]
(46)

Proof: For \( P_{E}^{[\mathcal{F}]} \) and \( P_{E}^{[\mathcal{F}]} \), the probability \( \Pr [ C_{E,U}^{[\mathcal{F}]} ] \) can be derived as
\[
\Pr \left[ C_{E,U}^{[\mathcal{F}]} \right] = 1 - P_{E}^{[\mathcal{F}]} - P_{E}^{[\mathcal{F}]}.
\]
(47)

By using the foregoing results, we obtain (46). This completes the proof.

Theorem 3: Let us denote \( \text{OP}_{E}^{[\mathcal{F}]} \) as the e2e OP of \( E \) in the first phase, which is defined as the probability of failing to decode \( x_{E}^{[\mathcal{F}]} \); we have
\[
\text{OP}_{E}^{[\mathcal{F}]} = \text{Pr} \left[ R_1^{[\mathcal{F}]} < R_{th,C} \right]
\]
(50)

where \( P_{E}^{[\mathcal{F}]} \triangleq \Pr [ \Phi_{CF} < a_1 ] = 1 - P_{E}^{[\mathcal{F}]} \),
\[
\text{OP}_{E}^{[\mathcal{F}]} = 1 - P_{E}^{[\mathcal{F}]}.
\]
(51)

Proof: By plugging (9) into (50), and after some mathematical steps, we obtain
\[
\text{OP}_{E}^{[\mathcal{F}]} = 1 - P_{E}^{[\mathcal{F}]}.
\]
(52)

E. Non-Adaptive Decoding Mechanism

We discuss non-ADM (NADMs) in this subsection. In the case of 2-user CDRT-NOMA, there are four alternative non-adaptive decoding orders, denoted as \( \text{d}_{CC}, \text{d}_{EC}, \text{d}_{CE}, \) and \( \text{d}_{EE} \). Note that the NADM-aided CDRT-NOMA does not have the same power dependency as the ADM-aided one. The NADM-enabled receivers have predetermined decoding orders due to hardware restrictions, the underlying application, and receivers architectures.

With \( \text{d}_{CC} \) and \( \text{d}_{EC} \), \( F \) first decodes \( C \)'s information signal before decoding \( x_{E} \), the e2e OPs of \( C \) to decode \( x_{C}^{[\mathcal{F}]} \) and \( E \) are obtained as
\[
\begin{align*}
\text{OP}_{C}^{[\mathcal{F}]} (d_{ij}) &= 1 - \Pr \left[ S_{1}^{[\mathcal{F}]} \cup S_{2}^{[\mathcal{F}]} \right] - \Pr \left[ S_{1}^{[\mathcal{F}]} \cup S_{2}^{[\mathcal{F}]} \right], \\
\text{OP}_{E} (d_{ij}) &= \Pr \left[ S_{1}^{[\mathcal{F}]} \cup S_{2}^{[\mathcal{F}]} \right] + \Pr \left[ S_{1}^{[\mathcal{F}]} \cup S_{2}^{[\mathcal{F}]} \right] - \Pr \left[ S_{1}^{[\mathcal{F}]} \cup S_{2}^{[\mathcal{F}]} \right],
\end{align*}
\]
(53)

respectively, for \( i, j \in \{ C, E \}, i \neq j \).
It is noted that the first NADM is often utilized in cellular networks, here cell-centered users are assumed to yield better channel power gains and thus should not be treated as interference in the decoding of $x_C$ to avoid frequent outages.

With $d_{CE}$ and $d_{EE}$, $F$ decodes $\hat{x}_E$ before decoding $x_C^{[2]}$, the e2e OPs of $C$ to decode $x_C^{[2]}$ and of $E$ are respectively obtained as

$$\begin{align*}
\text{OP}_{\text{C}}^{[2]}(d_{ij}) &= \Pr \left[ S_{i-j}^{[U]} \right] + \Pr \left[ S_{i-j}^{[F]} \right] \Pr \left[ S_{i-j}^{[C]} \right], \\
\text{OP}_{\text{E}}(d_{ij}) &= \Pr \left[ S_{i-j}^{[U]} \right] + \Pr \left[ S_{i-j}^{[F]} \right] \Pr \left[ S_{i-j}^{[C]} \right],
\end{align*}$$

(55)

(56)

$$\begin{align*}
\text{F. Orthogonal Multiple Access}
\end{align*}$$

Orthogonal Multiple Access (OMA) is a good benchmark scheme for the NOMA transmission technique. In cooperative networks, if $F$ communicates with $C$ and $E$ in an OMA mode, such as time division multiple access (TDMA), four time slots are needed in total to serve $C$ and $E$. Since $E$’s information is transmitted over statistically independent channels, i.e., over the A2G and the G2A channels, with the help of a DF-assisted $U$, the achievable rate of $E$ is determined as $\gamma_{\text{OMA}} = \frac{R_{\text{th,E}}}{4} \Pr \left[ \gamma_{\text{E}UE} > \gamma_{\text{OMA}} \right] \Pr \left[ \gamma_{\text{E}UE} > \gamma_{\text{OMA}} \right]$, where $\gamma_{\text{OMA}} = \frac{2^\Delta - 1}{2^{4\Delta} - 1}$. Thus, the achievable rate of $E$ is given by

$$\begin{align*}
\text{R}_{\text{OMA}} &= \frac{R_{\text{th,E}}}{4} \Pr \left[ \gamma_{\text{E}UE} > \gamma_{\text{OMA}} \right] \Pr \left[ \gamma_{\text{E}UE} > \gamma_{\text{OMA}} \right].
\end{align*}$$

(57)

Furthermore, having direct communication with $F$, $C$ can transmit $x_{C}^{[1]}$ and $x_{C}^{[2]}$ in two separate time slots, with the corresponding achievable rates of $\frac{R_{\text{th,C}}}{4} \Pr \left[ \gamma_{\text{C}CF} > \gamma_{\text{OMA}} \right]$ and $\frac{R_{\text{th,C}}}{4} \Pr \left[ \gamma_{\text{C}CF} > \gamma_{\text{OMA}} \right]$, respectively, where $\gamma_{\text{OMA}} = \frac{2^\Delta - 1}{2^{4\Delta} - 1}$. Hence, the achievable rate of $C$ is given by

$$\begin{align*}
\text{R}_{\text{OMA}} &= \frac{R_{\text{th,C}}}{4} \Pr \left[ \gamma_{\text{C}CF} > \gamma_{\text{OMA}} \right] + \frac{R_{\text{th,C}}}{4} \Pr \left[ \gamma_{\text{C}CF} > \gamma_{\text{OMA}} \right].
\end{align*}$$

(58)

As a result, the achievable sum-rate for OMA transmission protocol is obtained as

$$\begin{align*}
\text{R}_{\text{OMA}} &= \text{R}_{\text{OMA}} + \text{R}_{\text{OMA}}.
\end{align*}$$

(59)

IV. OPTIMAL POWER ALLOCATION

In this section, we formulate and propose a solution to the system throughput maximization problem.

**Corollary I:** Based on Theorems 1-3, the system throughput can be formulated as follows

$$\begin{align*}
\text{R}_\Sigma(P) &= \frac{R_{\text{th,C}}}{2} \left[ 1 - \text{OP}_{\text{C},e2e}(P_C^{[1]}, P_E, P_U, P_C^{[2]}) \right] \\
&\quad + \frac{R_{\text{th,E}}}{2} \left[ 1 - \text{OP}_{\text{E},e2e}(P_E, P_C^{[1]}, P_E, P_C^{[2]}) \right] \\
&\quad + \frac{R_{\text{th,C}}}{2} \left[ 1 - \text{OP}_{\text{C},e2e}(P_C^{[1]}, P_E, P_C^{[2]}) \right],
\end{align*}$$

(60)

**Algorithm 2: Proposed Iterative Numerical Gradient Descend-based Algorithm for finding $\text{R}_\Sigma$.**

1. **initialize:** iteration index $\kappa \leftarrow 0$, randomize starting points $\theta_1^{(\kappa)} \in [0, 1]$ and $\theta_2^{(\kappa)} \in [0, 1]$, step size $\tau \leftarrow 0.05$, numerical accuracy $\eta_1^{(\kappa)}$, $\eta_2^{(\kappa)} \leftarrow 10^{-4}$, and error tolerance $\rho \leftarrow 2.5 \times 10^{-3}$.

2. **repeat**

3. **Compute:** $\text{R}_\Sigma^{(\kappa)} \leftarrow \text{R}_\Sigma(\theta^{(\kappa)});$.

4. **Update:** $\eta_1^{(\kappa)} \leftarrow \frac{\eta_1^{(\kappa)}}{\eta_2^{(\kappa)}}$ and $\theta_2^{(\kappa)} \leftarrow \frac{\theta_2^{(\kappa)}}{\theta_2^{(\kappa)}}$.

5. **Compute:** $\text{R}_\Sigma^{(\kappa)} \leftarrow \text{R}_\Sigma(\theta^{(\kappa)} - \eta_1^{(\kappa)} \theta_2^{(\kappa)} - \theta_2^{(\kappa)})$.

6. **Compute:** $\text{R}_\Sigma^{(\kappa)} \leftarrow \text{R}_\Sigma(\theta^{(\kappa)} - \eta_1^{(\kappa)} \theta_2^{(\kappa)} - \theta_2^{(\kappa)})$.

7. **Compute:** $(\nabla_{\theta} \text{R}_\Sigma)(\theta^{(\kappa)}) \leftarrow \text{R}_\Sigma^{(\kappa)}$.

8. **Update:** $\theta^{(k+1)} = \theta^{(k)} + \tau (\nabla_{\theta} \text{R}_\Sigma)(\theta^{(k)})$.

9. **Update:** $\kappa \leftarrow k + 1; \quad \text{until} \quad \| (\nabla_{\theta} \text{R}_\Sigma)(\theta^{(k)}) \| < \rho$.

10. **output:** $\theta^* = \theta^{(k)}$ and $\text{R}_\Sigma = \text{R}_\Sigma(\theta^*)$.

where $P = \left[ P_C^{[1]}, P_E, P_U, P_C^{[2]} \right]^T$.

First, we formalize the problem as follows

$$\begin{align*}
\text{maximize} \quad & \text{R}_\Sigma(P) \\
\text{subject to} \quad & C_1 : P_C^{[1]} + P_E \leq P_{\text{max}}^{[1]}, \quad (61a) \\
& C_2 : P_U + P_C^{[2]} \leq P_{\text{max}}^{[2]}.
\end{align*}$$

Constraints $C_1$ and $C_2$ indicate that the total transmit power of transmitters should not be larger than the power budget in the first and the second time-slots, respectively. From (61a), $C_1$ and $C_2$ always hold for the optimal solution. Subsequently, the transmit powers can be expressed as $P_C^{[1]} = \theta_1 P_{\text{max}}^{[1]}$, $P_C^{[2]} = \theta_2 P_{\text{max}}^{[2]}$, and $P_U = \theta_2 P_{\text{max}}^{[2]}$, where $\theta_1 = \frac{P_C^{[1]}}{P_{\text{max}}^{[1]}}$, $\theta_2 = \frac{P_C^{[2]}}{P_{\text{max}}^{[2]}}$, and $P_U + P_C^{[2]} = P_{\text{max}}^{[2]}$. Accordingly, the optimization problem in (61a) can be reformulated as

$$\begin{align*}
\text{maximize} \quad & \text{R}_\Sigma(\theta) \\
\text{subject to} \quad & C_1' : 0 \leq \theta_1 \leq 1, \quad (62b) \\
& C_2' : 0 \leq \theta_2 \leq 1, \quad (62c)
\end{align*}$$

where $\theta = [\theta_1, \theta_2]^T$.

In order to find the optimal solution to the above problem, derivative-based algorithms, such as the Gradient Descend, can be utilized. In order to perform Gradient Descend, we need to calculate the gradient $\nabla \text{R}_\Sigma$ by performing the derivatives of $\text{R}_\Sigma(\theta_1, \theta_2)$ with respect to $\theta_1$ and $\theta_2$. We thus need to determine $\frac{\partial}{\partial \theta_1} \text{OP}_{\text{E},e2e}(\theta_1, \theta_2)$ and $\frac{\partial}{\partial \theta_2} \text{OP}_{\text{E},e2e}(\theta_1, \theta_2)$. Therefore, it will require an excessive number of derivatives to obtain $\nabla \text{R}_\Sigma$. For instance, the derivatives $\frac{\partial}{\partial \theta_1} \text{OP}_{\text{E},e2e}$ can be obtained as

$$\begin{align*}
\frac{\partial}{\partial \theta_1} \text{OP}_{\text{E},e2e} &= - \text{Pr} \left[ C_E^{[F]} \right] \frac{\partial}{\partial \theta_1} \text{Pr} \left[ C_E^{[U]} \right].
\end{align*}$$
\[ - \Pr \left[ C_E \right] \frac{\partial}{\partial \theta_1} \Pr \left[ C_E \right]. \]  

(63)

Since \( \Pr[C_E] \) is calculated via the events in the second phase, i.e., \( u \rightarrow F \rightarrow u \), \( S \rightarrow u \rightarrow F \rightarrow u \rightarrow C \), and \( S \rightarrow u \rightarrow C \), it is independent of \( \theta_1 \) (i.e., the power allocation in the first phase) thus \( \frac{\partial}{\partial \theta_1} \Op_{E,e_{2}e} = - \Pr \left[ C_E \right] \frac{\partial}{\partial \theta_1} \Pr \left[ C_E \right]. \)  

(64)

Calculating the derivative of \( \Pr[C_E] \) requires the derivatives of \( \rho_{1,1}, \rho_{1,2}, \rho_{1,4}, \rho_{2,1}, \rho_{2,2}, \) and \( \rho_{2,3} \), which proves to be excessive. To overcome this mundane, we propose a Gradient Descend-inspired algorithm in Algorithm 2. In this Algorithm, we perform traditional Gradient descend to find \( \theta^* \) and \( \mathcal{R}_S(\theta^*) \), which represent the optimal UL power allocation and the optimal throughput, respectively. During each \( k \)-th iteration, instead of analytically calculating the Gradient of \( \mathcal{R}_S \), we numerically evaluate \( \nabla \mathcal{R}_S \), as in Step 3 of Algorithm 2, by adopting the following identity

\[ \frac{f(x + \eta) - f(x)}{\eta} \rightarrow \frac{\partial f}{\partial x}(x), \]

where \( \eta > 0 \) represents the numerical accuracy satisfying

\[ \left| f(x + \eta) - f(x) \right| > 0. \]

(66)

Then, the power allocation is updated for the next iteration as in Step 4, where \( \theta^{(k)} = [\theta_1^{(k)}, \theta_2^{(k)}]^T \). The algorithm iterates until the stopping criterion in Step 10 is satisfied. When \( \eta_1^{(k)} \) or \( \eta_2^{(k)} \) is inappropriately set so that both \( \mathcal{R}_1^{(k)} \) and \( \mathcal{R}_2^{(k)} \) return zero, the algorithm terminates early, resulting in erroneous, suboptimal power allocation. It should be noted that the proposed optimization algorithm does not rely on the knowledge of decoding events at \( U \) and \( F \). Instead, it is based on analytical results of the sum-rate, which only requires known parameters, such as the location of each node, the channel severity factors between nodes, and the instantaneous target spectral efficiency.

V. Performance Analysis of a Nonstationary UAV

Unlike previous sections, we consider that the locations of the UEs follow the random waypoint mobility (RWM) model [32]. In particular, the movement of the UEs is restricted within 2-Dimensional (2D) circular area \( A_X \) with the radius \( R \) and the center is located at \( p_{X,0} \), \( X \in \{ C, E \} \).

Let us denote \( p_{X,i} \) as the coordinates of the \( i \)-th waypoint, \( i = 1, 2, \ldots \), that the UEs choose in the \( i \)-th movement period, the movement trace of the UEs can be modeled as discrete-time stochastic processes \( \{ p_{X,i} \}_{i \in \mathbb{N}} = \{ p_{X,1}, p_{X,2}, \ldots \} \). The waypoints \( p_{X,i} = [X_{X,i}, Y_{X,i}, Z_t] \) are statistically i.i.d. RVs and are uniformly distributed over \( A_X \). The movement of each UE from the initial waypoint \( p_{X,i} \) to the next waypoint \( p_{X,i+1} \) is described as follows. First, each UE chooses a new velocity \( v_{X,i} \in [v_{X,\min}, v_{X,\max}] \). Then, the UE moves along the line segment from \( p_{X,i} \) to \( p_{X,i+1} \) in the direction \( \psi_{X,i} \). Let \( \Delta t \) be the time interval between each two consecutive captured locations, the coordinates of the UEs at \( (t + \Delta t) \) is \( p_X(t + \Delta t) = p_X(t) + v_X(t) \Delta t \), where \( v_{X,i} = [v_{x,i}, \cos \psi_{X,i}, v_{y,i}, \sin \psi_{X,i}, 0] \) is the motion vector of \( X \). After reaching \( p_{X,i+1} \), each UE has a probability of \( \omega_{X,i} \) to remain stationary for a time of \( T_X,i \) before moving to the next waypoint. In this research, we assume that \( \omega_X = 0 \) and \( \omega_{X,i} \) is uniformly distributed within the interval \([v_{X,\min}, v_{X,\max}]\).

1) Statistical Characteristic of C-F Distance: The distance between \( C \) and \( F \) corresponds to the distance between a RWM model-based point and its reference point. Therefore, by following the analysis in [32], the PDF of \( d_{CF} \) is formulated as

\[ f_{d_{CF}}(r) = 2\pi r \eta(R; r) C_\eta(R), \quad r < R, \]  

(67)

where \( \eta(R; r) \triangleq 2(R^2 - r^2) \int_0^\pi \sqrt{R^2 - r^2 \cos^2 \phi} d\phi \) and \( C_\eta(R) \triangleq \frac{128\pi R^4}{45}. \) It is noted that \( \eta(R; r) \) is a function of the incomplete elliptic integral of the second kind and cannot be derived in closed-form expressions.

Lemma 6: The PDF of the distance from \( C \) to \( F \) can be formulated as

\[ f_{d_{CF}}(r) \equiv 2\pi r P_3(R; r) C_{P_3}(R), \quad r < R, \]  

(68)

where \( P_3(R; r) = \frac{3(R^2 - r^2)}{28\pi} (-189 \pi - 18^r) \) and \( C_{P_3}(R) = R^4 \).

2) Statistical Characteristic of E-F Distance: The following Lemma provides the PDF of \( d_{EF} \).

Lemma 7: The PDF of the distance from \( E \) to \( F \), given that \( X_{E,0} = D_0 \cos \varphi_{EF,0} \) and \( Y_{E,0} = D_0 \sin \varphi_{EF,0} \), is obtained as

\[ f_{d_{EF}}(r) = \begin{cases} f_1(D_0, R; r), & \text{for } (D_0 - R)^+ < r < D_0 + R, \\ f_2(D_0, R; r), & \text{for } r \leq R - D_0, D_0 < r, \end{cases} \]

(69)

where \( f_1(D, R; r) \) and \( f_2(D, R; r) \) are given by (70) and (71), shown at the bottom of the next page, respectively, in which

\[ C_1(D, R) = 33D^4 + 54D^2 R^2 - 214R^4, \]

\[ C_2(D, R) = 114D^2 + 54R^2, \]

\[ C_3(D, R) = 18D^6 + 26D^4 R^2 - 233D^2 R^4 + 189R^6, \]

\[ C_4(D, R) = 162D^6 + 26R^2, \]

\[ C_5(D, R) = 162D^4 + 104D^2 R^2 - 233R^4. \]

Proof: See Appendix E.

3) Statistical Characteristic of U-E Distance: To represent the correlation between the movement of the UAV and the movement of \( E \), we propose that the movement of \( U \) follows the Reference Point Group Mobility (RPGM) model, in which the \( E \) serves as the group center [31]. Thus, the behavior of the UAV’s motion, including its trajectory and speed, is directly influenced by \( E \)’s motion. At any given time \( t \), we have \( |p_U[t] - p_E[t]| \leq R_d \), where \( p_U[t] \) is the captured position of \( U \) at time \( t \), \( R_d \) is the maximum deviation of \( U \)’s position to \( E \)’s position. We denote \( r_{U,i} \) and \( p_{U,i} \) as the coordinates of the \( i \)-th
First, the reference point is derived as 

\[ r_{U,i+1} = \text{v}_E + \text{v}_{i} + \Delta t \text{v}_{U,i} \]

Second, a new UAV’s location \( p_{U,i+1} \) is generated by adding a random motion vector \( \text{v}_{i+1} \) deviated from the new reference point. We consider \( [v_{i+1}] = [v_{U,i+1}, v_{U,max}] \)

where \( v_{U,min} \) and \( v_{U,max} \) are the minimum and the maximum deviations in the \( U \)'s velocity compared to \( E \).

Third, the UAV moves from \( r_{U,i} \) to \( r_{U,i+1} \) with a motion vector satisfying \( v_{U,i} + \Delta = v_{E,i} + v_{i+1} \).

It is noted that the position of \( U \) captured at \( (t+\Delta) \) is formulated as \( p_{U} = p_{U}[t] + \Delta p_{E} + \Delta \text{v}_{U} \).

The PDF of the distance from \( U \) to \( E \) is given by the following Lemma.

**Lemma 8:** The PDF of the distance from \( U \) to \( E \) is given by

\[
\nu_{U}(r) = \frac{2\pi r \nu_{E}(r)}{|r^2 - H^2|}, \quad 0 < r < \sqrt{R_d^2 + H^2},
\]

\[
(73)
\]

**Proof:** Let \( U \) be the projection of \( U \) on the ground, then the PDF of the distance between \( U \) and \( E \) is given by

\[
\nu_{U}(r) = \frac{2\pi r \nu_{E}(r)}{|r^2 - H^2|}, \quad 0 < r < R_d.
\]

\[
(74)
\]

Since \( (d_{UE})^2 = (d_{EU})^2 + H^2 \), the PDF of \( d_{EU} \) is derived as

\[
f_{d_{EU}}(r) = \frac{d}{dr} \nu_{U}(r)[d_{EU} < r]
\]

\[
(75)
\]

\[
= \frac{d}{dr} \nu_{U}(r)[d_{EU} < \sqrt{r^2 - H^2}, r > H, d_{EU} < 2R_d] + \frac{d}{dr} \nu_{U}(r)[d_{EU} < 2R_d, \sqrt{(2R_d)^2 + H^2} > r > H]
\]

\[
+ \frac{d}{dr} \nu_{U}(r)[d_{EU} < 2R_d, \sqrt{(2R_d)^2 + H^2} < r]
\]

\[
= \frac{d}{dr} F_{d_{EU}}(\sqrt{r^2 - H^2}), \quad 0 < r < \sqrt{R_d^2 + H^2}.
\]

(78)

Performing the above derivatives gives (73). This completes the proof of Lemma 8.

---

4) **Statistical Characteristic of U-F Distance:** The distance between \( U \) and \( F \) corresponds to the distance between a RGM model-based point and the origin. The following Lemma provides the PDF of \( d_{UF} \).

**Lemma 9:** The PDF of the distance between \( U \) and \( F \) can be formulated as

\[
f_{d_{UF}}(r) \approx \frac{r}{\sqrt{r^2 - H^2}} f_{d_{U}}(\sqrt{r^2 - H^2}),
\]

for \( (D_0 - R)^2 + H^2 < r < (D_0 + R)^2 + H^2 \).

\[
(79)
\]

**Proof:** When \( R_d \ll R \), the PDF of the distance from \( U \) to \( F \) can be approximated as \( f_{d_{UF}}(r) \approx f_{d_{UF}}(r) \), for \( (D_0 - R)^2 < r < (D_0 + R)^2 \), by applying the derivations in (75)-(78), we obtain (79). This completes the proof of Lemma 9.

5) **Statistical Characteristic of U-C Distance:** The distance between \( U \) and \( C \) corresponds to the distance between a RGM model-based point and the RWM-based point. Let us denote \( U_0 \) whose position is obtained as \( p_{U_0} = p_{U} + p_{E,0} \). The PDF of the distance from \( C \) to \( U_0 \) is obtained as

\[
f_{d_{C0}}(r) \approx \frac{r P_0(r/R)}{R^2}, \quad 0 < r < 2R,
\]

where

\[
P_0(r) = \frac{45}{64} \left\{ \int_{|1-r|}^{1} \eta(\tau|f_1(\tau, 1; r)d\tau + \int_{0}^{1-r} \eta(\tau|f_2(\tau, 1; r)d\tau \right\}.
\]

\[
(80)
\]

**Lemma 10:** Based on (80), the PDF of the distance from \( C \) to \( U \) can be accurately formulated by the following two following cases:

\[
f_{d_{C0}}(r) = \frac{r}{2\pi R^2}
\]

\[
\times \left\{ \int_{T_0-\nu_c(\tau)}^{T_0+\nu_c(\tau)} \tilde{P}_0(\sqrt{t^2 - H^2})d\tau, \quad \text{if} \quad \sqrt{(D_0 - 2R)^2 + H^2} \leq r \leq \sqrt{(D_0 + 2R)^2 + H^2},
\]

\[
\int_{0}^{2\pi} \tilde{P}_0(\sqrt{t^2 - H^2})d\tau, \quad \text{if} \quad H \leq r \leq \sqrt{\max(2R - D_0, 0)^2 + H^2},
\]

\[
(82)
\]

where \( T_0 = \tan^{-1}\left( \frac{Y_{E,0}}{X_{E,0}} \right), \nu_c(\tau) \triangleq \cos^{-1}\left( \frac{r^2 + D_0^2 - 4R^2}{2rD_0} \right), \) and

\[
\tilde{P}_0(r, t) \triangleq \tilde{P}_0 \left( \sqrt{r^2 + D_0^2 - 2D_0r\cos(t - T_0)} \right).
\]

\[
(83)
\]
Using the approach in [32], an approximation of $P_0(r)$ can be obtained as
\[
  P_0(r) \approx C_0 r (4 - r^2)^4 (376 - 101 r^2 + 48 r^4 - 11 r^6 + r^8), \quad r < 2.
\] (84)

Let $\overline{\mathbf{R}_\Sigma}$ be the expectation of $\mathbf{R}_\Sigma$ over the captured trajectory $\mathbf{ρ}$, where $[\mathbf{ρ}_i] = [\mathbf{p}_\mathbf{c}, \mathbf{p}_\mathbf{d}, \mathbf{p}_\mathbf{U}]$, $i = 0, 1, 2, \ldots$, thus $\overline{\mathbf{R}_\Sigma}$ can be derived as
\[
  \overline{\mathbf{R}_\Sigma} = \mathbb{E} \{ \mathbf{R}_\Sigma(\mathbf{ρ}) \} = \mathbb{E} \{ \mathbf{R}_\Sigma(d_{\mathbf{IU}}, d_{\mathbf{EU}}, d_{\mathbf{CF}}, d_{\mathbf{CU}}) \} \approx \int_0^R \int_H \int_{\mathbf{H}} \int_{\mathbf{H}} f_{d_{\mathbf{IU}}}(x) f_{d_{\mathbf{EU}}}(y) f_{d_{\mathbf{CF}}}(z) f_{d_{\mathbf{CU}}}(t) \mathbf{R}_\Sigma(x, y, z, t) \, dx \, dy \, dz \, dt,
\] (85)

where $\mathbf{R}_\Sigma(d_{\mathbf{IU}}, d_{\mathbf{EU}}, d_{\mathbf{CF}}, d_{\mathbf{CU}})$ is the throughput in terms of $d_{\mathbf{IU}}$, $d_{\mathbf{EU}}$, $d_{\mathbf{CF}}$, and $d_{\mathbf{CU}}$. It is intractable to derive the exact closed-form expressions of (86), thus we make use of the Gaussian Chebyshev quadrature [40] to further approximate $\overline{\mathbf{R}_\Sigma}$, as resulted in the following corollary.

**Corollary 2:** The approximate closed-form expression of $\overline{\mathbf{R}_\Sigma}$ is obtained as
\[
  \overline{\mathbf{R}_\Sigma} \approx \frac{C_{\mathbf{IU}}}{2} \sum_{p=1}^{N_{\mathbf{IU}}} \frac{\pi}{N_{\mathbf{IU}}} \sqrt{1 - \left(\phi_p^2\right)} f_{d_{\mathbf{IU}}}(x_p) \times \frac{C_{\mathbf{EU}}}{2} \sum_{q=1}^{N_{\mathbf{EU}}} \frac{\pi}{N_{\mathbf{EU}}} \sqrt{1 - \left(\phi_q^2\right)} f_{d_{\mathbf{EU}}}(y_q)
  \times \frac{C_{\mathbf{CF}}}{2} \sum_{r=1}^{N_{\mathbf{CF}}} \frac{\pi}{N_{\mathbf{CF}}} \sqrt{1 - \left(\phi_r^2\right)} f_{d_{\mathbf{CF}}}(z_r)
  \times \frac{C_{\mathbf{CU}}}{2} \sum_{s=1}^{N_{\mathbf{CU}}} \frac{\pi}{N_{\mathbf{CU}}} \sqrt{1 - \left(\phi_s^2\right)} f_{d_{\mathbf{CU}}}(t_s) \mathbf{R}_\Sigma(x_p, y_q, z_r, t_s),
\] (87)

where $\phi_{p}^{(i)} = \cos \left(\frac{2\pi}{N_{\mathbf{IU}}} p \right)$, $\phi_{p}^{(t)} = \sqrt{(D_0 + 2R)^2 + H^2 \pm H}$, $C_{\mathbf{IU}} = \sqrt{(D_0 + 2R)^2 + H^2 \pm H}$, $C_{\mathbf{EU}} = \sqrt{(D_0 - R)^2 + H^2 \pm H}$, $C_{\mathbf{CF}} = \sqrt{R^2 + H^2 \pm H}$, $x_p = \frac{C_{\mathbf{IU}}}{2} + \frac{C_{\mathbf{CF}}}{2} \phi_p^2$, $y_q = \frac{C_{\mathbf{IU}}}{2} + \frac{C_{\mathbf{CF}}}{2} \phi_q^2$, $z_r = \frac{C_{\mathbf{CF}}}{2} \phi_r^2$, and $t_s = \frac{C_{\mathbf{CF}}}{2} \phi_s^2$. In addition, $\overline{\mathbf{R}_\Sigma}$ can also be approximated as
\[
  \overline{\mathbf{R}_\Sigma} = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \mathbf{R}_\Sigma([\mathbf{p}_i]) \approx \frac{1}{N} \sum_{i=1}^{N} \mathbf{R}_\Sigma([\mathbf{p}_i]),
\] (88)

where $\mathbf{R}_\Sigma([\mathbf{p}_i])$ is the throughput measured at $[\mathbf{p}_i]$, and $N$ is the number of observations. The accuracy of this approximation is later presented in the next section.

**VI. NUMERICAL RESULTS**

This section includes numerical results to validate the correctness of the analysis provided in previous sections. We consider 3GPP Urban Micro (UMi) path loss model for LoS communication, $PL_{CF} = C_C + G_f + 22.7 + 26 \log(f_c) \textbf{ [dB]}$ and $\epsilon = 3.67$ [41, Table B.1.2.1-1]. The environmental parameters are $\alpha_1 = 12.08$ and $\alpha_2 = 0.11$ for dense urban areas [35]. Furthermore, with the obtained results, we provide additional insights on the performance of the proposed UAV-aided double uplink system. In what follows, unless otherwise specified, the simulation settings are those that are provided in Table IV. From Figs. 3–8, we consider the location of C, E, and U are fixed, where $\mathbf{p}_C = (-1.96, 7.33, 0)$, $\mathbf{p}_E = (-13.49, -18.85, 0.23)$, and $\mathbf{p}_U = (-6.66, -7.62, 6.77)$, respectively, where $\sigma^2 = -71$ dBm. Observations of throughput in a nonstationary environment are shown in Fig. 9 and Fig. 10, where $\sigma^2 = -104$ dBm.
Fig. 5. Throughput of ADM-enabled CDRT-NOMA and CDRT-OMA versus $P_{\text{max}}$ with different target spectral efficiency.

Fig. 6. (a) The convergence speed of the numerical gradient descend-based (NGD) algorithm and (b) performance comparison between the brute-force search (BFS) and NGD algorithms.

Fig. 7. Throughput at the initial location of $U$ as a function of $\theta_1$ and $\theta_2$.

Fig. 8. Throughput of ADM and NADM versus the RI level at $U$ and $F$, when $\xi_U = \xi_F = \xi$.

In this context, a realization of the locations of $U$, $E$, and $C$ are shown in Fig. 2.

Impact on $P_{\text{max}}$ to the e2e OPs: In Fig. 3, we compare the e2e OP of $E$ and $C$ with the proposed ADM for UAV-aided coordinated DUL systems with different target spectral efficiency pairs; i.e., $R_1 = (2, 0.1)$ bits/s/Hz, $R_2 = (1, 0.05)$ bits/s/Hz, and $R_3 = (0.5, 0.025)$ bits/s/Hz, where $R_j \triangleq (R_{th,C}, R_{th,E})$. It is observed that the simulation results match the analytical results, which validate our analysis.

Under the proposed ADM, it is shown that $\text{OP}_{E \rightarrow F}$, $\text{OP}_{C \rightarrow F}^{[2]}$, and $\text{OP}_{C \rightarrow e2e}^{[1]}$ decrease as $P_{\text{max}}$ increases where

$$\text{OP}_{E,e2e} \geq \text{OP}_{C,e2e}^{[2]} \geq \text{OP}_{C,e2e}^{[1]}.$$
This can be explained as follows. Due to imperfect SIC, the decoding of $x_E$ involves co-channel interference (CCI) terms $(1 - \theta_1)P_{\text{max}}g^2_{\text{E}}P_{\text{E,U}}$ and $\theta_1 P_{\text{max}}|\hat{h}_{\text{CU}}|^2$, and that of $\hat{x}_E$ involves interference power of $\theta_1 P_{\text{max}}g^2_{\text{E}}P_{\text{L,U}}$. Moreover, the decoding of $x_C^{[2]}$ suffers from the interference from $(1 - \theta_2)P_{\text{max}}g^2_{\text{C}}P_{\text{L,U}}$ and the RI $(1 - \theta_2) P_{\text{max}}|\hat{h}_{\text{UF}}|^2$. Meanwhile, $F$ can directly decode $x_C^{[1]}$ without being affected by the CCI$s, which results in the lowest e2e OP as in (89). Another observation from Fig. 3 is that the outage performance can be improved by reducing $R_{\text{th,C}}$ and/or $R_{\text{th,E}}$. Specifically, by halving both $R_{\text{th,C}}$ and $R_{\text{th,E}}$ from 2.0 bits/s/Hz to 1.0 bits/s/Hz and from 0.1 bits/s/Hz to 0.05 bits/s/Hz, respectively, OP$_{\text{E,e2e}}$, OP$_{\text{C,e2e}}^{[1]}$, and OP$_{\text{C,e2e}}^{[2]}$ at $P_{\text{max}} = 35$ dBm decrease from $10^{-2.8}$, $10^{-1.8}$, and $10^{-0.5}$ to $10^{-3.9}$, $10^{-1.95}$, and $10^{-0.8}$, respectively. In this case, the QoS requirements become less demanding, thus decreasing the e2e OP$s. In other words, the e2e OP$s are increasing functions of the target spectral efficiency, i.e., $R_{\text{th,E}}$ and $R_{\text{th,C}}$.

Impact of $R_{\text{th,C}}$ and $R_{\text{th,E}}$ on the system throughput: In Fig. 4, we illustrate the throughput versus $R_{\text{th,C}}$ and $R_{\text{th,E}}$, when $\gamma$ is set to 0. It is observed that as $R_{\text{th,E}}$ increases above 0 bits/s/Hz, the throughput gradually increases until reaching peak values. For instance, the peak value of throughput when $U$ is located at the altitude $Z_U = 6.67$ [m] is 2.75 bits/s/Hz. Beyond that value, the throughput drastically drops to 0 bits/s/Hz. The reason for this is because while the proposed ADM can satisfy a wide variety of QoS requirements, they cannot meet higher demands of ground users, which leads to a drastic decrease in the system throughput.

Comparison with CDRT-OMA: In Fig. 5, we compare the proposed CDRT-NOMA versus CDRT-OMA transmission. It is observed from the result in Fig. 5 that CDRT-NOMA is indeed superior than CDRT-OMA. More importantly, as the target SE increases from $R_3$ to $R_1$, the gap in the throughput between CDRT-NOMA and CDRT-OMA increases, from 0.256 bits/s/Hz to 0.568 bits/s/Hz. The reason for this superiority is that the proposed CDRT-NOMA uses just two time slots for the full transmission, whereas the CDRT-OMA requires twice as many time slots to complete the same task.

**Numerical Gradient Descend-based Algorithm:** In Figs. 6(a) and 6(b), we examine the accuracy of the obtained optimal power allocation coefficients using the proposed NGD-based algorithm. As can be seen in Fig. 6(a), the NGD-based algorithm converges to the optimal point. The step $\tau$ has strong impact on the convergence speed, the higher $\tau$, the faster convergence the algorithm can reach. In Fig. 6, we show that the proposed NGD-based algorithm results in similar optimal throughput as that achieved by the BFS algorithm, and the optimality gap between the two algorithms is relatively small. Specifically, let us define the mean squared error (MSE) as $\text{MSE} = \frac{1}{N} \sum_{n=1}^{N} (\text{PL}_{\text{BFS}}[n] - \text{PL}_{\text{NGD}}[n])^2$, where $N$ denotes the number of data points, $\text{PL}_{\text{BFS}}[n]$, and $\text{PL}_{\text{NGD}}[n]$ are the optimal and sub-optimal system throughput obtained from the BFS and the NGD at the $n$-th data point, respectively. It can be observed that the proposed algorithm matches well with the BFS algorithm, with an MSE of $4.2583 \times 10^{-8}$ over $N = 10^2$ data points.

**Impact of $\theta_1$ and $\theta_2$ on the system throughput:** In Fig. 7, we examine the throughput versus the power allocation in the first and the second phase, i.e., $\theta_1$ and $\theta_2$, respectively. The optimal value is obtained by using the brute-force search algorithm. In addition, it can be observed that as $\theta_1$ and $\theta_2$ increase from zero to one, more power is allocated to both $x_C^{[1]}$ and $x_C^{[2]}$, and the throughput increases to the optimal value, which is marked by the red star. Beyond the optimal value, less power is allocated to $x_E$ and $\hat{x}_E$, thus causing a slight drop in the system throughput.

**Impact of the residual interference level:** In Fig. 8, we study the impact of the RI level on the system throughput of the proposed UAV-aided double uplink system. It can be observed that when $\xi$ increases from $-30$ dB to 0 dB, the throughput decreases for both ADM and NADMs. However, the throughput does not necessarily reach zero when $\xi$ is large, e.g., $\xi = 0$ dB. This is because the decoding of $x_E$, $x_C^{[1]}$, and $\hat{x}_E$ are affected by the RI power from $P_{\text{C}}^{[1]}|\hat{h}_{\text{CU}}|^2$, $P_{\text{C}}^{[2]}|\hat{h}_{\text{CF}}|^2$, and $P_{\text{U}}|\hat{h}_{\text{UF}}|^2$. Thus, as $\xi$ increases, the RI power increases, reducing the system throughput. However, the decoding of $x_C^{[2]}$ is not affected by the RI power, thus resulting in a lower bound for the system throughput, such that

$$
\mathcal{R}_C(\xi) \geq \frac{R_{\text{th,C}}}{2} \left(1 - \text{OP}_{\text{C,e2e}}^{[1]}\right), \forall \xi \in [0, 1],
$$

(90)

which ensures the proposed system also provides an acceptable throughput, even in the presence of high RI powers.

**Accuracy of (88):** In Fig. 9, we compare the average throughput in (88) and in (87). When the number of observations is insufficient, the gap between (88) and (87) is large, which indicates that (87) shows low accuracy in low values of $N$. As $N$ increases, the gap between (88) and (87) decreases until $N$ exceeds $10^3$, at which (87) remains constant. Note that (88) is an approximation of (87) when $N \to \infty$, thus from Fig. 9, it is expected that the joint PDF of $d_{\text{E,U}}$, $d_{\text{E,E}}$, $d_{\text{C,E}}$, and $d_{\text{C,C}}$, denoted as $f_{d_{\text{E,U}}} \cdot f_{d_{\text{E,E}}} \cdot f_{d_{\text{C,E}}} \cdot f_{d_{\text{C,C}}}$, is lower bound by $f_{d_{\text{E,U}}} (x) f_{d_{\text{E,E}}}(y) f_{d_{\text{C,E}}}(z) f_{d_{\text{C,C}}}(t)$.

**Impact of locations and velocity:** It is observed in Fig. 10 that the proposed ADM provides a stable system throughput, which maintains $\mathcal{R}_C$ around 0.51 bits/s/Hz in both scenarios. In contrast, when NADM is applied in scenarios involving fast-moving nodes, as seen in Fig. 10(b), the system throughput wildly fluctuates and becomes unpredictable. For instance, the conventional NADM with decoding order $d_{\text{EE}}$ (i.e., the cyan line) causes the throughput to fluctuate between 0.25 bit/s/Hz to 0.48 bits/s/Hz. This is because when $U$ moves, the path losses between the nodes (i.e., $P_{\text{L,CU}}$, $P_{\text{L,EU}}$, $P_{\text{L,UF}}$, and $P_{\text{L,CF}}$) also fluctuates rapidly. In this context, NADM cannot enable the conventional NADM with decoding order $d_{\text{EE}}$ to adaptively adjust the decoding order according to this fluctuation, thus resulting in unpredictable outage behaviors. Since the throughput, in this paper, is based on the e2e OP$s, the throughput obtained using NADM also fluctuates significantly. In addition, it is observed in Fig. 10(a) that NADM-aided CDRT-NOMA can stabilize the throughput around 0.5 [bits/s/Hz] when nodes moves slowly.
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VII. CONCLUSION

In this paper, we proposed ADM for UAV-aided DUL CDRT-NOMA networks. Specifically, by exploiting the channel gains from the transmitters (i.e., the terrestrial users and the U), the proposed ADM decide on the decoding order at the receivers in an adaptive manner. To evaluate the performance of the proposed mechanisms, we derived exact closed-form expressions for the e2e OP and the system throughput. We showed that the proposed ADM can provide better performance in terms of OPs and throughput than the traditional NADMs. To study the impact of U’s trajectory, we modeled the locations of U over time using the Random Waypoint Mobility (RWM) model, and we showed that the proposed ADM can maintain the system throughput regardless of the locations of U. In contrast, the performance of the NADMs significantly fluctuates over the locations of U. To study the optimal trajectory, we proposed a sub-optimal Gradient Descent-based algorithm and compared it to the BFS algorithm. The results show that the proposed sub-optimal algorithm matches the BFS algorithm. In order to evaluate the sustainability of the proposed ADM in nonstationary scenarios, we assume that both the ground UEs and the UAV are mobile in accordance with the RWM model and the Reference Point Group Mobility (RPGM) model, respectively. Additionally, we provided accurate formulas for each of the distance distributions. The numerical results reveal that the ADM-enhanced NOMA not only outperforms OMA, but also improves the performance of UAV-enabled UL-NOMA even in mobile environments.

APPENDIX A

PROOF OF LEMMA 2

The Laplace transformation of $g$ is obtained as $\mathcal{L}_g(s) = \frac{1}{(1+\frac{m}{s})^m}$. For $\varepsilon \triangleq \lfloor m \rceil - m$, i.e., $\varepsilon$ is the real part of $m$, the term $(1 + \frac{m}{s})^{-\varepsilon}$ can be approximated as

$$\left(1 + \frac{s}{m}\right)^{-\varepsilon} \approx \sum_{k=1}^{M} \frac{w_k}{1 + \sigma_k s}, \quad s > 0,$$

(91)

where $0 \leq w_k \leq 1$ satisfying $\sum_{k=1}^{M} w_k = 1$ and $\sigma_k > 0$ are coefficients obtained from fitting the left-hand side of (91) to the right-hand side of (91) using curve fitting process.

By applying partial fraction decomposition, $\mathcal{L}_g(s)$ can be accurately approximated as

$$\mathcal{L}_g(s) \approx \sum_{k=1}^{M} \frac{w_k m^m}{\sigma_k} \left\{ \sum_{t=1}^{[m]} \frac{R_1(t,k)}{s+m} + \frac{R_2(k)}{s^m + \sigma_k s} \right\},$$

(92)

$$\approx \sum_{k=1}^{M} \xi_k m \left(1 + \frac{s}{m}\right)^{-t} + \sum_{k=1}^{M} \frac{\xi_k}{1 + \sigma_k s}, \quad s > 0,$$

(93)

where $R_1(k) \triangleq -\frac{1}{(m-\sigma_k s)^{[m-\sigma_k s]}}$ and $R_2(k) \triangleq -\frac{1}{(m-\sigma_k s)^{[m-\sigma_k s]}}$, for $k \geq 1$. By applying inverse Laplace transform onto (93), i.e., $f_g(x) = \mathcal{L}^{-1}\{\mathcal{L}_g(s); s, x\}$, we then obtain (24). This completes the proof.

APPENDIX B

PROOF OF (28)

By applying [34, Eq. (8.352.2)], where $\Gamma(n, x) = \sum_{k=1}^{K_1+1} \chi_k (k) e^{-\frac{p_1 x + y_1}{\Lambda_1}} \sum_{i=1}^{\kappa_i-1} \left(\frac{p_1 x + y_1}{\Lambda_1}\right)^i i!$, $\mathcal{W}_1(W_1)$ can be obtained as

$$\mathcal{W}_1(W_1) = \sum_{k=1}^{K_1+1} \chi_k (k) e^{-\frac{p_1 x + y_1}{\Lambda_1}} \sum_{i=1}^{\kappa_i-1} \left(\frac{p_1 x + y_1}{\Lambda_1}\right)^i i!.$$  

(94)

Subsequently, by applying the binomial theorem, we get

$$\left(\frac{p_1 x + y_1}{\Lambda_1}\right)^i = \frac{i_1!}{(\Lambda_1)^{i_1}} \sum_{j_1+i_1=i} \left(\frac{p_1 x + y_1}{\Lambda_1}\right)^j i_1!$$

and utilizing (22), the integral $\mathcal{W}_1(W_1)$ can be obtained as

$$\mathcal{W}_1(W_2) = \sum_{k=1}^{K_1+1} \sum_{k=1}^{\kappa_i-1} \sum_{j_1+i_1=i} \frac{e^{-\frac{p_1 x + y_1}{\Lambda_1}}}{(\Lambda_1)^{i_1}} \frac{(p_1 x + y_1)^j}{i^j}$$

$$\times \left(\frac{q_1 x}{j_1!}\right)^j \sum_{k=1}^{K_1+1} \sum_{k=1}^{\kappa_i-1} \frac{e^{-\frac{p_1 x + y_1}{\Lambda_1}}}{(\Lambda_1)^{i_1}} \frac{(p_1 x + y_1)^j}{i^j} dx_2,$$

(95)

which can be derived by repeating similar steps when deriving $\mathcal{W}_1(W_1)$ and $\mathcal{W}_1(W_2)$. By induction, we then obtain $\mathcal{W}_1(W_n)$ after repeating the above steps. This completes the proof of (28).

APPENDIX C

PROOF OF LEMMA 3

The first probability in (35) can be expressed as

$$P_{cU} = \operatorname{Pr}[\phi_{CU} > \alpha_1 \phi_{EU} + a_1, \phi_{EU} > \alpha_2 \phi_{CU} + a_2, \phi_{CU} > \phi_{EU}] = \operatorname{Pr}[\phi_{CU} > \alpha_1 \phi_{EU} + a_1, \phi_{EU} > \alpha_2 \phi_{CU} + a_2]$$

$$+ \operatorname{Pr}[\phi_{CU} > \phi_{EU} > \alpha_2 \phi_{CU} + a_2, \phi_{CU} + a_1 < \phi_{EU}].$$

(96)

For convenience, we denote the first and the second probability of (96) as $\rho_1$ and $\rho_2$, respectively.

A. The probability $\rho_1$

We consider two subcases:

1. **Subcase 1:** $\alpha_1 < a_1$ and $A_1 > a_2$, thus

$$\rho_1 = \operatorname{Pr}[\phi_{CU} > \alpha_1 \phi_{EU} + a_1, A_1 > \phi_{EU}],$$

$$= \operatorname{Pr}[\phi_{CU} > \alpha_1 \phi_{EU} + a_1, \phi_{EU} > \alpha_2 \phi_{CU} + a_2],$$

$$\triangleq \rho_{1,1} - \rho_{1,2},$$

(97)

where (a) is due to $\operatorname{Pr}[E_a E_b] = \operatorname{Pr}[E_a] - \operatorname{Pr}[E_a E_b]$ for two random events $E_a$ and $E_b$.

By adopting (28) and (30), we can express $\rho_{1,1}$ and $\rho_{1,2}$ as

$$\rho_{1,1} = w_2 (\hat{\Theta}_{CU}, \Theta_{EU}, \Theta_{CU}, 0, a_2, \alpha_1, A_1, a_1),$$

$$\rho_{1,2} = w_3 (\hat{\Theta}_{CU}, \Theta_{EU}, \Theta_{CU}, 0, 0, a_1, A, A_1, a_1).$$
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\[ w_1(\Theta_{CU}, 0, A) \mathcal{W}_2(\Theta_{EU}, \Theta_{CU}, 0, \alpha_1, A_1, a_1). \]

+ **Subcase 2:** \( \alpha_1 \geq 1 \), thus

\[ \rho_1 = \Pr[\phi_{EU} > \alpha_1 \phi_{CU} + a_1, \phi_{EU} > \alpha_2 \phi_{CU} + a_2] = \rho_{1,2}. \]  

(98)

By combining the results of the two subcases, we obtain that

\[ \rho_1 = \begin{cases} 
\rho_{1,1} - \rho_{1,2}, & \text{if } \alpha_1 < 1, A_1 > a_2, \\
\rho_{1,2}, & \text{if } \alpha_1 \geq 1. 
\end{cases} \]  

(99)

**C2 The probability \( \rho_2 \)**

We find that \( \rho_2 = 0 \) if \( \alpha_1 \geq 1 \). Considering the case \( \alpha_1 < 1 \), we have

\[ \rho_2 = \Pr[\phi_{CU} \geq \phi_{EU} \geq \alpha_2 \phi_{CU} + a_2, \phi_{CU} > A] \]

\[ = \Pr[\phi_{CU} \geq \phi_{EU} \geq \alpha_2 \phi_{CU} + a_2, \alpha_2 \phi_{CU} + a_2 \geq A] \]

\[ + \Pr[\phi_{CU} \geq \phi_{EU} \geq A, \alpha_2 \phi_{CU} + a_2 < A]. \]  

(100)

Next, we consider two subcases:

+ **Subcase 1:** \( A_1 > a_2 \), thus

\[ \rho_{2,1} = \mathcal{W}_1(\Theta_{CU}, \Theta_{EU}, \Theta_{CU}, 0, \alpha_2, 1, A, a_2, 0), \]  

(102a)

\[ \rho_{2,2} = \mathcal{W}_1(\Theta_{CU}, 0, A) \mathcal{W}_2(\Theta_{EU}, \Theta_{CU}, 0, 1, A, 1, 0), \]  

(102b)

+ **Subcase 2:** \( A_1 \leq a_2 \), thus

\[ \rho_{2,1} = \mathcal{W}_1(\Theta_{CU}, \Theta_{EU}, \Theta_{CU}, 0, \alpha_2, 1, A, a_2, 0), \]  

(103)

\[ \rho_{2,2} = \mathcal{W}_1(\Theta_{CU}, 0, A) \mathcal{W}_2(\Theta_{EU}, \Theta_{CU}, 0, 1, A, 1, 0), \]  

(104)

By combining the results of the two subcases, we obtain that

\[ \rho_2 = \begin{cases} 
0, & \alpha_1 \geq 1, \\
\rho_{2,1} - \rho_{2,2}, & \alpha_1 < 1, A_1 > a_2, \\
\rho_{2,2}, & \alpha_1 < 1, A_1 > a_2. 
\end{cases} \]  

(105)

By substituting (99) and (105) into (96), we obtain (36). This completes the proof of Lemma 3.

**APPENDIX D PROOF OF LEMMA 4**

The second probability in (35) can be expressed as

\[ P_{E}^{[U]} = \Pr[\phi_{EU} > \alpha_2 \phi_{CU} + a_2, \phi_{EU} < \phi_{CU}] \]

\[ = \Pr[\phi_{EU} > \alpha_2 \phi_{CU} + a_2, a_2 + \alpha_2 \phi_{CU} > \phi_{CU}] \]

\[ + \Pr[\phi_{EU} \geq \phi_{CU}, a_2 + \alpha_2 \phi_{CU} < \phi_{CU}]. \]  

(106)

In the case \( \alpha_2 < 1 \), we can rewrite \( P_{E}^{[U]} \) as

\[ P_{E}^{[U]} = \Pr[\phi_{EU} > \alpha_2 \phi_{CU} + a_2, \phi_{CU} > A_1] \]

\[ - \Pr[\phi_{EU} > \alpha_2 \phi_{CU} + a_2] + \Pr[\phi_{EU} > \phi_{CU} > A_1]. \]  

(107)

Let us denote the first, the second, and the third probability as \( \rho_3, \rho_4, \) and \( \rho_5 \), respectively, by adopting (27), we can express \( \rho_3, \rho_4, \) and \( \rho_5 \) as

\[ \rho_3 = \mathcal{W}_1(\Theta_{CU}, \Theta_{EU}, \alpha_2, a_2, 0, A_1), \]  

(108)

\[ \rho_4 = \mathcal{W}_1(\Theta_{CU}, \Theta_{EU}, \alpha_2, a_2, 0, 0), \]  

(109)

\[ \rho_5 = \mathcal{W}_1(\Theta_{CU}, \Theta_{EU}, 1, 0, 0, A_1). \]  

(110)

In the case \( \alpha_2 \geq 1 \), we have \( P_{E}^{[U]} = \rho_4 \). Combining the foregoing results, we obtain (37). This completes the proof of Lemma 4.

**APPENDIX E PROOF OF LEMMA 7**

The joint PDF of \( d_{EU}, \) and \( \varphi_{EU} \) can be obtained as [32]

\[ f_{d_{EU}, \varphi_{EU}}(r, \varphi) = r \frac{\eta(R; r)}{C_y(R)} \approx r \frac{P_3(R; r)}{C_y(R)}, \]  

(111)

for \( r \in (0, R) \) and \( \varphi \in (0, 2\pi) \).

Since \( d_{EU} = \sqrt{(X_E - X_{EU})^2 + (Y_E - Y_{EU})^2} \) when \( Z_E = 0 \), we have \( X_{EU} - X_{EU} = d_{EU} \cos \varphi_{EU} \) and \( Y_{EU} - Y_{EU} = d_{EU} \sin \varphi_{EU} \). The joint PDF of \( X_{EU} - X_{EU} \) and \( Y_{EU} - Y_{EU} \) is obtained as \( f_{X_{EU}, Y_{EU}}(x, y) = f_{d_{EU}, \varphi_{EU}}(\sqrt{x^2 + y^2}, \varphi) \), for \( x^2 + y^2 < R^2 \). Hence, the joint PDF of \( X_{EU} \) and \( Y_{EU} \) is obtained as

\[ f_{X_{EU}, Y_{EU}}(x, y) = f_{X_{EU}, Y_{EU}}(x + X_E, y + Y_E), \]  

(112)

for \( (x + X_E)^2 + (y + Y_E)^2 < R^2 \).

Note that \( X_{EU} = d_{EU} \cos \varphi_{EU} \) and \( Y_{EU} = d_{EU} \sin \varphi_{EU} \), the joint PDF of \( d_{EU} \) and \( \varphi_{EU} \) is obtained as

\[ f_{d_{EU}, \varphi_{EU}}(r, \varphi) = r f_{X_{EU}, Y_{EU}}(r \cos \varphi, r \sin \varphi), \]  

(113)

for \( \max(D_0 - R, 0) < r < D_0 + R \). Herein, \( \varphi \in (0, 2\pi) \) satisfies \( (r \cos \varphi + X_{EU})^2 + (r \sin \varphi + Y_{EU})^2 < R^2 \). Hence, the PDF of \( d_{EU} \) is obtained as

\[ f_{d_{EU}}(r) = \int_{C(\varphi)} f_{d_{EU}, \varphi_{EU}}(r, \varphi) d\varphi, \]  

(114)

where \( C(\varphi) \triangleq \cos \varphi - \varphi_{EU} < \frac{r^2 + D_0^2 - R^2}{2rD_0} \). By solving the inequality \( C(\varphi) \) for \( \varphi \), (114) can be derived via the two following cases:

+ **Case \( r^2 + D_0^2 - R^2 > 1 \):** We obtain \( r < R - D_0 \) when \( R > D_0 \) and \( C(\varphi) \) accepts all values of \( \varphi \) in the range \([0, 2\pi]\).

+ **Case \( -1 < \frac{r^2 + D_0^2 - R^2}{2rD_0} < 1 \):** We obtain \( R > D_0 > \max(R - D_0, 0) \) and \( C(\varphi) \) accepts \( \varphi \) in the range from \( \varphi_{EU} - \nu_c(r) \) to \( \varphi_{EU} + \nu_c(r) \), where \( \nu_c = \cos^{-1} \left( \frac{r^2 + D_0^2 - R^2}{2rD_0} \right) \).

For both cases, we adopt the binomial theorem, the identities [34, Eq. (2.631.7)] and [34, Eq. (2.631.2)] to obtain the closed-form expressions of \( f_{d_{EU}}(r) \). The step-by-step details of the derivation are quite tedious, thus we omit them from this proof. This completes the proof of Lemma 7.
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