Abstract—As event-based sensing gains in popularity, theoretical understanding is needed to harness this technology’s potential. Instead of recording video by capturing frames, event-based cameras have sensors that emit events when their inputs change, thus encoding information in the timing of events. This creates new challenges in establishing reconstruction guarantees and algorithms, but also provides advantages over frame-based video. We use time encoding machines to model event-based sensors: TEMs also encode their inputs by emitting events characterized by their timing and reconstruction from time encodings is well understood. We consider the case of time encoding bandlimited video and demonstrate a dependence between spatial sensor density and overall spatial and temporal resolution. Such a dependence does not occur in frame-based video, where temporal resolution depends solely on the frame rate of the video and spatial resolution depends solely on the pixel grid. However, this dependence arises naturally in event-based video and allows oversampling in space to provide better time resolution. As such, event-based vision encourages using more sensors that emit fewer events over time.
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I. INTRODUCTION

The current approach to recording video—where multiple pictures are taken in close succession to each other—evolved as it did because techniques to take pictures were established first, and video was developed as an extension thereof.

While there is no doubt that this approach works very well, there is no guarantee that the approach is optimal. Assume, for example, that you are taking a video of a bird against a blue sky background. To record this video, every pixel records the intensity of the light it receives for every frame. With a frame rate of e.g. 60 frames per second, given that the sky is large, and that the video is potentially longer than a fraction of a second, the recorded data is inevitably redundant.

The above example illustrates why frame-based video is suboptimal from a sample-complexity perspective, i.e. many samples are needed to encode little information. There are also inconveniences from a hardware-implementation perspective. For example, recording such a video has high power requirements (in large part due to the need to quantize the output, requiring high signal-to-noise ratio), and such a recording has limited dynamic range (also due to necessary quantization). Consequently, event-based video has an improved sample complexity as it reduces redundancy in the recorded information: when a pixel’s input does not change, this pixel emits no event. Moreover, as the timing of the events holds the information, events can be emitted with very low power, as long as they can be detected. In classical sampling, the need for amplitude quantization implies a need for a high signal-to-noise ratio at the output, thus requiring high power at the output. In event-based sensing, if quantization is needed, it is performed in the time dimension and does not require high power, but rather a fast clock and the ability to recognize an event at the output. The lack of amplitude quantization also resolves issues with limited dynamic range as one no longer needs quantization levels that are fixed ahead of time and quantization in time can reach much more accurate levels.

However, as event-based vision is a new technology, it is less well understood than frame-based vision. One key difficulty with understanding event-based vision is the fact that different sensors emit events at different times, making it difficult to build frames and thus difficult to perform a reconstruction.

In this paper, we will show that the asynchrony of events across pixels actually constitutes an advantage of event-based vision over frame-based vision and allows an encoding of information that is more sample-efficient.

To do so, we use time encoding machines (TEMs) as a model for event sensors to understand how these sensors encode their data. TEMs are devices that integrate their inputs and emit events (or fire spikes) when the integral reaches a threshold, and the information about the input is encoded in the timing of the events or spikes, much as in the case of event sensors. Moreover, the reconstruction properties of TEMs are well understood for different classes of inputs and configurations. We will see that using event sensors or TEMs results in streams of events that are asynchronous across sensors, thus allowing for richer information content than in the frame-based approach. To do so, we assume our scene can be modeled by a periodic bandlimited function in three dimensions (two spatial and one temporal dimension) and will see how the setup results in an entanglement between spatial and temporal resolution. In the frame based case, spatial and temporal resolution are uniquely and respectively defined by the pixel gridding and frame rate, but in the case of event-based vision, we will see that the
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Fig. 1: Vision setup: we assume that we have an array of spiking devices, such as photoreceptors or TEMs, each of which is observing a scene at a particular location. The input to the receptor at this location is a time varying signal and the receptor will output a stream of spikes, the timing of which is dependent on the input. On the left, we show the projection of the scene which is being observed. In the middle, we show a patch of this scene, which is interpolated under bandlimited periodic assumptions, with an overlay of event-based sensors shown in yellow. To its right, we zoom in to view the spiking output of some of the sensors. The video used is taken from the Need for Speed dataset [4].

\[ y(t) + \beta \frac{1}{\kappa} \int z(t) dt \geq \delta \]

Fig. 2: Circuit of a Time Encoding Machine, with input \( y(t) \), threshold \( \delta \), integrator constant \( \kappa \) and bias \( \beta \).

temporal resolution is also affected by the pixel gridding. As a result, temporal resolution in event-based vision can be increased by increasing the number of pixels, thus encouraging a generally higher number of pixels in a camera and lower firing rate per pixel.

While results in this paper are covered in [11], we here provide a thematic and self-contained approach to understanding event-based video from a time encoding perspective. More detailed theoretical results can be found in [11].

II. BACKGROUND

We use a time encoding machine (TEM) as a model for an event-based sensor [12], where the TEM follows an integrate and-fire mechanism and encodes its input using times that are dependent on the input itself, depicted in Fig. 2.

**Definition 1.** A time encoding machine (TEM) with parameters \( \kappa, \delta, \) and \( \beta \) takes an input signal \( y(t) \), adds a bias \( \beta \) to it and integrates the result, scaled by \( 1/\kappa \), until a threshold \( \delta \) is reached. Once this threshold is reached, the time \( t_\ell \) at which it is reached is recorded, the value of the integrator resets to \(-\delta\) and the mechanism restarts. We say that the machine spikes at the integrator reset and call the recorded time \( t_\ell \) a spike time.

We adopt the integrate-and-fire model for the event-based sensor because it is well understood and results on sampling and reconstruction are widely available. However, the results can be extended to different types of time encoding machines which filter the signal, compare it to an output and emit events when the comparison yields a match [10]. A differentiate-and-fire model, for example, can be written similarly, as well as more complicated event-based sensing models.

It was shown that a bandlimited signal can be perfectly recovered from its time encoding as described in Definition 1 if the parameters of the TEM ensure a maximal spacing between consecutive spikes of a TEM, thus ensuring that a Nyquist-like condition on the measurements is satisfied.

Moreover, the reconstruction of the input uses the fact that the timing of the emitted spikes provides linear constraints on the input. In fact, each pair of consecutive spike times \( t_\ell \) and \( t_{\ell+1} \) provides the value of the integral of the input:

\[
\int_{t_\ell}^{t_{\ell+1}} y(u) du = 2 \kappa \delta - \beta (t_{\ell+1} - t_\ell).
\]

In this paper, we tackle the problem of time encoding video, achieved by replacing pixels in a standard frame-based camera by event-based sensors or, in this case, time encoding machines, as depicted in Fig. 1. Video time encoding machines have been examined before, and results on perfect reconstruction have already been established [13]. However, previous work relied on applying linearly independent filters to a bandlimited video before it is processed by the TEMs. Here, we propose a filter-less approach where the scene is processed without preprocessing. Moreover, we clarify a dependency between spatial sampling density and temporal resolution that was not apparent before.

To do so, we build on a result from [14], [11] on multi-channel time encoding of mixed low-dimensional signals. When \( I \) signals observed by \( I \) TEMs have a lower dimensional representation and can be written as a linear combination of \( J \leq I \) signals, as depicted in Fig. 3, the low dimensionality of the input can be used to reduce the number of spike pairs needed to ensure reconstruction of the input.
Fig. 3: Sampling setup: J input signals $x_j(t)$, $j = 1 \ldots J$ are mixed using a matrix $A$ and produce signals $y_i(t)$, $i = 1 \ldots I$. Each $y_i(t)$ is then sampled using TEM$^i$ which produces spike times \( \left\{ t_{\ell}^{(i)} \right\}_\ell \), $\ell = 1 \cdot \cdot \cdot n_{\text{spikes}}^{(i)}$.

To formalize this, let $y(t)$ denote an input vector signal composed of $y_i(t)$, $i = 1 \ldots I$, such that

(A1) each $y_i(t)$ is a T-periodic bandlimited signal:

$$y_i(t) = \sum_{k=-K_0}^{K_0} c_{i,k}(y) \exp \left( \frac{2 \pi k}{T} t \right),$$  \hspace{1cm} (2)

where the $c_{i,k}(y)$ are fixed coefficients that are unknown a priori and form a matrix $C(y)$.

(A2) each $y_i(t)$ can be written as a linear combination of $x_j(t)$’s, $j = 1 \ldots J$, where $J \leq I$:

$$y_i(t) = Ax(t),$$  \hspace{1cm} (3)

for $x_j(t)$’s characterized by a matrix of coefficients $C(x)$ (where the $x_j(t)$’s and $C(x)$ are unknown a priori) and a known mixing matrix $A \in \mathbb{R}^{I \times J}$, and

(A3) each $y_i(t)$ is sampled using a time encoding machine TEM$^i$ with known parameters $\alpha^{(i)}$, $\beta^{(i)}$ and $\gamma^{(i)}$, and outputs $\left\{ t_{\ell}^{(i)} \right\}_\ell$, $\ell = 1 \cdot \cdot \cdot n_{\text{spikes}}^{(i)}$.

Under these assumptions, the input signal $y(t)$ can be recovered if the obtained spike times provide a rich enough set of information.

**Theorem 1** (Adam, Scholefield and Vetterli 2021). Let $y(t)$ be an input vector signal comprised of $I$ signals $y_i(t)$, $i = 1 \ldots I$, satisfying assumptions (A1), (A2) and (A3) with the corresponding coefficients $c_{j,k}(x)$ being drawn from a Lipschitz continuous probability distribution. Now assume $A \in \mathbb{R}^{I \times J}$ as defined in (A2) has every $J$ rows linearly independent. Then the inputs $y_i(t)$, $i = 1 \ldots I$ are exactly determined by the spike times $\left\{ t_{\ell}^{(i)} \right\}_\ell$, $\ell = 1 \cdot \cdot \cdot n_{\text{spikes}}^{(i)}$, $i = 1 \ldots I$, with probability one if:

$$\sum_{i=1}^{I} \min(n_{\text{spikes}}^{(i)} - 1, K) > JK.$$  \hspace{1cm} (4)

where $K = 2K_0 + 1$.

This result shows that a signal with low dimensional representation can be reconstructed from its time encoding if the number of pairs of spikes scales with the number of parameters in the low dimensional space rather than the high dimensional space. In total, one requires $JK \leq IK$ linearly independent constraints where $J$ is the number of signals in the underlying low dimensional representation and $I$ is the number of signals seen by the TEMs.

We will show that we can formulate the problem of time encoding video to fit the framework presented in Assumptions (A1),(A3) allowing us to use Theorem 1.

III. TIME ENCODING VIDEO: THEORY

A. Video Model

To tackle the problem of time encoding video, we model video as a continuous signal $y(d_1, d_2, t)$ which varies in three dimensions: two spatial dimensions $d_1$ and $d_2$ and one temporal dimension along $t$. Such a signal is then sampled using a collection of time encoding machines.

For the remainder of this paper we assume that $y(d_1, d_2, t)$ is periodic bandlimited in all dimensions. Such a signal can be described by a finite number of parameters and can thus potentially be fully characterized by a finite number of “measurements”. In more mathematical terms, we assume that the input signal to an event-based camera or to a time encoding camera can be written:

$$y(d_1, d_2, t) = \sum_{k_0=-K_0}^{K_0} \sum_{k_1=-K_1}^{K_1} \sum_{k_2=-K_2}^{K_2} c_{k_0,k_1,k_2}(y) \exp \left( \frac{j 2 \pi}{T} \left( \frac{t k_0}{T} + \frac{d_1 k_1}{D_1} + \frac{d_2 k_2}{D_2} \right) \right),$$  \hspace{1cm} (5)

where the $c_{k_0,k_1,k_2}(y)$’s denote the 3D Fourier series coefficients of $y(d_1, d_2, t)$. Note that we assume that $y(d_1, d_2, t)$ has $(2K_0 + 1) \times (2K_1 + 1) \times (2K_2 + 1)$ of these coefficients with periods $T$ in the time dimension, $D_1$ and $D_2$ in the first and second space dimensions, respectively.

While the periodic bandlimited model choice may seem restrictive at first sight, note that frame-based video has limited frame rate and finite pixel separation, thus inherently assuming that the input is “smooth enough” between temporal and spatial samples. Moreover, frame-based video records data over finite amounts of time and limited space, and assuming periodicity in the input is a natural way to deal with finite sampling windows.

We have described the signal model, we now focus on the measurement approach. We assume that the scene is recorded using integrate-and-fire time encoding machines. Each TEM$^i$ observes a specific direction $d^i = (d^i_1, d^i_2)$ in 2D space, where $d^i_1, d^i_2 \in \mathbb{R}$, and fires corresponding spikes $t^i_\ell$.

Then, the input $y_i(t)$ observed by TEM$^i$ is:

$$y_i(t) = y(d^i_1, d^i_2, t)$$  \hspace{1cm} (6)

For example, the pixels can be made to lie on a uniform grid, as illustrated in Fig. 1.

B. Uniqueness of Video Time Encoding

Assuming the input is periodic bandlimited allows our problem to fit within the framework we presented in Section II where low-dimensional signals are mixed and time-encoded.
Lemma 2. The signals \( y^{(i)}(t) \), as defined in (5), satisfy assumptions (A1)-(A3) with \( J = (2K_1 + 1)(2K_2 + 1) \).

Proof: We first define proxy signals \( x^{(k_1,k_2)}(t) \), with \( k_1 \in \{-K_1, \cdots, K_1\} \) and \( k_2 \in \{-K_2, \cdots, K_2\} \):

\[
x^{(k_1,k_2)}(t) = \sum_{k_0=-K_0}^{K_0} c_{k_0,k_1,k_2}(y) \exp \left( j2\pi \left( \frac{tk_0}{T} \right) \right). \tag{7}
\]

With this definition, we can write the input to each TEM\(^{(i)}\) as

\[
y^{(i)}(t) = \sum_{k_1=-K_1}^{K_1} \sum_{k_2=-K_2}^{K_2} x^{(k_1,k_2)}(t) \exp \left( j2\pi \left( \frac{d_1^{(i)} k_1}{D_1} + \frac{d_2^{(i)} k_2}{D_2} \right) \right). \tag{8}
\]

We further define an index \( j \) that has a unique correspondence to \( k_1 \) and \( k_2 \): \( j := (k_1 + K_1 + 1) \times (2K_2 + 1) + (k_2 + K_2 + 1) \). The index \( j \) takes on values \( 1, \cdots, J \) where \( J = (2K_1 + 1)(2K_2 + 1) \), and we write \( k_1(j) \) and \( k_2(j) \) the unique indices \( k_1 \) and \( k_2 \) that define \( j \), so that

\[
x^{(j)}(t) = x^{(k_1(j),k_2(j))}(t). \tag{9}
\]

We further define a matrix \( A \) with entries

\[
a_{i,j} = \exp \left( j2\pi \left( \frac{d_1^{(i)} k_1(j)}{D_1} + \frac{d_2^{(i)} k_2(j)}{D_2} \right) \right). \tag{10}
\]

Given these definitions, we see that \( y^{(i)}(t) \) can be written:

\[
y^{(i)}(t) = \sum_{j=1}^{(2K_1+1)(2K_2+1)} a_{i,j} x^{(j)}(t) \tag{11}
\]

As a result, and given that the inputs \( y^{(i)}(t) \) are periodic bandlimited functions that are input to TEMs, assumptions (A1)-(A3) are satisfied, with the entries of mixing matrix \( A \) defined by the known directions \( d^{(i)} \) the TEMs or pixels are observing, as described in (10).

A similar result to Theorem 1 can thus be established:

Corollary 3. Assume a signal \( y(d_1,d_2,t) \) is defined as in (5) with the coefficients \( c_{k_0,k_1,k_2}(y) \) being drawn from a Lipschitz continuous probability distribution. Further assume \( y(d_1,d_2,t) \) is sampled using \( I \geq J = (2K_1 + 1)(2K_2 + 1) \) TEMs observing directions \( d^{(i)} \) such that the resulting matrix \( A \) with entries defined in (10) has every \( J \) rows linearly independent. Then, if each TEM\(^{(i)}\) fires \( n^{(i)}_{\text{spikes}} \) spikes and

\[
\sum_{i=1}^{I} \min \left( n^{(i)}_{\text{spikes}}, 1, K \right) > JK, \tag{12}
\]

where we defined \( K = (2K_0 + 1) \), the scene \( y(d_1,d_2,t) \) can be perfectly reconstructed from its spike times.

Before we dive into the assumptions for this theorem, namely the condition on the mixing matrix \( A \), let us understand the implications. First recall that the reconstruction of any input signal to a TEM can be achieved because pairs of consecutive spike times provide linear constraints on the input as explained in (1). According to the result in Corollary 3, the number \( I \) of TEMs used to encode an input signal \( y(d_1,d_2,t) \) does not affect the number of pairs of spike times needed to ensure a unique characterization of the scene, as long as the matrix \( A \) has every \( J \) rows linearly independent. It is rather the complexity \( JK = \prod_{n=0}^{2K_n+1} (2K_n + 1) \) of the scene itself, determined by the number of Fourier series coefficients, which dictates the required number of spike time pairs.

We now tackle the requirement that the mixing matrix \( A \) have every \( J = (2K_1 + 1)(2K_2 + 1) \) rows linearly independent. In (11), we showed that a \( (2K_1 + 1) \times (2K_2 + 1) \) grid of equally spaced pixels results in a matrix \( A \) that is full rank and therefore fulfills the requirement. However, this property cannot be extended to uniform grids with more pixels than in the sufficient gridding case. Fortunately, the requirement on matrix \( A \) having every \( J \) rows linearly independent is merely a sufficient requirement for perfect reconstruction rather than a necessary one. We will show in the upcoming simulations that one can still achieve perfect reconstruction under condition (12) even if this requirement on the mixing matrix is not strictly obeyed.

C. Reconstruction Algorithm

As previously mentioned, each pair of spike times emitted by each TEM\(^{(i)}\) provides a linear constraint on the input to this TEM\(^{(i)}\). We define a measurement vector \( b^{(i)} \) associated with each TEM\(^{(i)}\) where

\[
b^{(i)}_t := \int_{t^{(i)}_t}^{t^{(i)}_{t+1}} y^{(i)}(u) \; du, \tag{13}
\]

where \( b^{(i)}_t \) is known and as described in (1). We can show that our problem can be rewritten as a rank-one sensing problem (15) and, with some vectorization operations, the right hand side of (13) can be rewritten to obtain

\[
b^{(i)}_t = \vec{\left( a_i \left[ F^{(i)}_t \right]^T \right)} \vec{\left( C(x) \right)}, \tag{14}
\]

where \( a_i \) denotes a row of matrix \( A \), \( \vec{()} \) denotes the vectorization operation and

\[
\left[ F^{(i)}_t \right]_k = \int_{t^{(i)}_t}^{t^{(i)}_{t+1}} \exp \left( j2\pi(k - K_0 - 1) \frac{u}{T} \right) \; du.
\]

Therefore, as recovering the video is equivalent to recovering the coefficients \( C(x) \), and as \( A \) and \( F^{(i)}_t \) are known, one can recover the video by simply inverting the linear system in (14). The system is full rank and uniquely invertible if the conditions of Corollary 3 are met.

D. Interpretation of Results

The observation in Corollary 3 provides intuition on how the parameters of the input signal are recovered. Essentially, our result states that if there are more pixels than needed for full spatial resolution (i.e. \( I \geq (2K_1 + 1)(2K_2 + 1) \)), recovery occurs when there are sufficient spike pairs coming from all TEMs or pixels, provided that these spike pairs yield
non-redundant information. In fact, our statement is supported by two components of the condition in (12): (1) the max term ensures that only “useful” information is counted from each TEM (given that each TEM has a limited information capacity determined by the complexity of its input) and (2) the summation ensures that the information gathered from the different machines is used collaboratively.

An interesting effect ensues: a machine that spikes too rarely can be compensated for by having other machines spike more often or simply by having more machines, and one can thus always improve signal reconstruction by increasing the number of TEMs or pixels used, because the emitted spike times will almost surely be asynchronous.

In some sense, spatial sampling density now has not only an effect on spatial resolution, but on temporal resolution as well, an effect that does not exist in classical frame-based video. This effect occurs because TEMs emit spikes at different times, thus collecting information about their inputs at different times and providing linearly independent constraints on the input. In the frame-based scenario, on the other hand, each frame is captured at the same time and increasing the pixel grid size cannot improve temporal resolution.

Therefore, if we have TEM-like receptors or sensors that have a limited spiking rate, spatial and temporal resolution can be regained by adding more sensors that observe new directions. In the frame-based scenario, spatial and temporal resolution are independent of each other: the former is defined by the pixel grid used in each frame and the latter is defined by the frame rate used to capture the video. On the other hand, employing event-based vision creates an entanglement between spatial and temporal resolution and the latter can also be improved by increasing the size of the pixel grid, as we will show in the upcoming simulations.

### IV. Time Encoding Video: Experiments

In the previous section, we discussed the relationship between spatial sampling density and temporal resolution: in event-based vision, the former influences the latter, whereas in frame-based video, the two quantities are independent.

We would like to show this effect through simulations. As mentioned, using a grid of uniformly spaced pixels and increasing the number of pixels beyond the necessary number \((2K_1+1)(2K_2+1)\) violates the condition on \(A\) in Corollary 3. However, we will show that under the same assumptions, the predictions of the corollary can still be realized.

We time encode a patch of a video recorded with a standard frame-based camera from the Need for Speed dataset \([4]\). The patch is originally 9 pixels high, 9 pixels wide and 9 frames long and we therefore assume that it is periodic bandlimited with \(9 \times 9 \times 9\) Fourier series coefficients (where we assume \(K_0 = K_1 = K_2 = 4\)). This assumption allows us to have a continuous model for the video and to perform time encoding of a smooth and continuous input signal.
We sample the smoothly varying patch using different numbers of time encoding machines with different spiking rates and evaluate the result under the different assumptions. Different spiking rates can be achieved by manipulating the threshold of the TEMs: the lower the threshold, the higher the number of spikes emitted over a certain time. Note that emitting more spikes requires more power, so the choice of the threshold always entails a tradeoff between power consumption and reconstruction error.

We place TEMs, for example, at the yellow dots in Fig. 1 in a $9 \times 9$ grid of time encoding machines. We will show in our experiments that this is the minimum number of TEMs required to achieve perfect reconstruction.

We will also show how we can use more TEMs in the spatial dimensions to obtain better resolution in the time dimension. This will not necessarily be the case the other way around: more sampling in time does not always provide improved spatial frequency resolution. To achieve this, we run two experiments.

In the first experiment, depicted in the left part of Fig. 4, we evaluate the reconstruction performance when the grid of TEMs has more or fewer TEMs. When there are at least as many TEMs as necessary (i.e. a $9 \times 9$ or $9 \times 15$ grid of TEMs), we see that the reconstruction error indeed decreases sharply when the condition for Corollary 5 is achieved, as indicated by the vertical orange line. When there are fewer TEMs than necessary (a $9 \times 5$ grid of TEMs), the spatial density is not sufficient and perfect reconstruction can never be reached as the system will always be underdetermined due to the too few number of sensors.

In the second experiment, depicted in the right part of Fig. 4, we evaluate the reconstruction performance given fixed spiking rates of the TEMs. When the spiking rate is at most the maximal rate per TEM (i.e. 9 spikes per TEM allow each machine to perfectly resolve its input), the reconstruction error decreases with the increase of number of TEMs used, when the condition for Corollary 5 is achieved, as indicated by the vertical orange line. When the spiking rate increases beyond the useful rate (in this case, we have 15 spikes per machine), the higher spiking rate only provides redundant information in the noiseless case and the profile of the reconstruction error resembles that in the case of a spiking rate of 9.

With these experiments, we see how increased spatial density can increase overall reconstruction (including temporal resolution), even if each TEM has a limited spiking rate.

V. CONCLUSION

We have shown how to use time encoding to understand event-based video and have consequently demonstrated that event-based vision has an advantage over frame-based vision when it comes to sample complexity.

This advantage arises because event-based cameras emit streams of events from their sensors. As these events are asynchronous across sensors, they provide information about the input that is almost surely linearly independent. This uncovers a relationship between spatial sampling density and temporal resolution in event-based vision. As sensors emit events at different times, increasing the number of sensors used in event-based video increases both spatial and temporal resolution, without requiring a higher firing rate per sensor.

We have seen how spikes or events can be sample-efficient way of encoding video and we know that they can be implemented in a power efficient manner [2]. While spikes are more difficult to treat compared to uniform samples, their asynchronous and all-or-none nature provide avenues for improvement over clocked systems [10]. We hope to focus future work on finding methods to process spiking or event data in efficient ways.
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