Long-term word frequency dynamics derived from Twitter are corrupted: A bespoke approach to detecting and removing pathologies in ensembles of time series
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Maintaining the integrity of long-term data collection is an essential scientific practice. As a field evolves, so too will that field’s measurement instruments and data storage systems, as they are invented, improved upon, and made obsolete. For data streams generated by opaque sociotechnical systems which may have episodic and unknown internal rule changes, detecting and accounting for shifts in historical datasets requires vigilance and creative analysis. Here, we show that around 10% of day-scale word usage frequency time series for Twitter collected in real time for a set of roughly 10,000 frequently used words for over 10 years come from tweets with, in effect, corrupted language labels. We describe how we uncovered problematic signals while comparing word usage over varying time frames. We locate time points where Twitter switched on or off different kinds of language identification algorithms, and where data formats may have changed. We then show how we create a statistic for identifying and removing words with pathological time series. While our resulting process for removing ‘bad’ time series from ensembles of time series is particular, the approach leading to its construction may be generalizable.

I. INTRODUCTION

The successful collection, cleaning, and storage of data through time requires a stability of data sources, measurement instruments, and data storage taxonomy [1–8]. Of course, such stability has hardly been the norm for any developing area of measurement. Indeed, over the full arc of science, measuring and recording time itself. Thousands of years led to the establishment of a settled calendar, with its quadracentennial leap-year exception to an exception [9, 10]. Accurate clocks only first appeared with chronometers in the 1600s [11], now, in terms of achievement, perhaps manifested by the Global Positioning System (GPS) which requires general relativity.

For internet data, sources go through episodic upgrades as formats are reconfigured and expanded. In the case of Twitter, our focus here, just a few of the features that have been added include: retweets as formalized entities, images and video, local time, and tweet and user language. The data object behind any given tweet, whose format began as xml and changed to json, has correspondingly grown in size, and the format has evolved somewhat biologically. The json for a “quote tweet” contains simplified json for the retweeted tweet. And the expansion from 140 to 280 characters was accomplished not by expanding an existing entry field but adding a second one which must be combined with the old one for “long tweets”. Data providers and APIs have also have also changed, most recently to GNIP as the data provider with a completely different JSON schema.

Over time, and not without setbacks, Twitter has become an important global social media service. Amplifying and reflecting real world stories, Twitter is globally entrained with politics and news, sports, music, and culture, and also performs as a distributed sensor system for natural disasters and emergencies [12–28]. Like any scientific enterprise, empirical research involving Twitter and social media in general depends fundamentally on the quality of data [7]. Because of Twitter’s now sprawling platform across time and language, great care must be taken to ensure such integrity.

In this short report, we describe: (1) How we uncovered anomalies in word usage time series derived from Twitter (Sec. II), and (2) One approach to identifying and removing corrupted time series (Sec. III). We offer concluding thoughts in Sec. IV.

We emphasize that we are not attempting to clean individual time series, a common statistical practice, but rather we are cleaning ensembles of times series by removing problematic, unsalvageable time series. Our work would be suitable for any many-component complex system where abundances of components are recorded over time.

Our approach is intended to be used for ensembles of time series which can only be taken as they are, i.e., they cannot be rebuilt from more primary data sets. The work we present here has inspired a ground-up, re-identification of language for our Twitter data set [30] which in turn has led to the building of our n-gram time
FIG. 1. A–C. Three Jensen-Shannon (JS) divergence ($D^{JS}$) time series for day-day comparisons of word usage frequency distributions for the labMT word list [29] over times scales of 1 day, 1 week, and 1 year. In the second panel (B), for example, each point gives the $D^{JS}$ for the labMT word frequency distributions of a day and for the same day a week earlier. Increases in story turbulence are suggested by the $D^{JS}$ time series for the day and week comparisons (A and B) which both show slow increases from around 2011/2012 on. The day-same-date-a-year-before $jsd$ time series (C) has peculiar jumps indicating the underlying time series of labMT words are corrupted in some way. D. Raw counts in the labMT data set as a function of date derived from an approximate 10% feed of tweets from Twitter. There are clear jumps and drops in volume and these reflect changes in the feed rather than the collection process. None of the the dates of sharp transitions correspond with those presented by Jensen-Shannon divergence ($D^{JS}$) for year-scale comparisons in panel C. One explainable spike that does occur in A, B, and C is due to Twitter’s entire systems failing for around a week in May of 2019. The jumps in $D^{JS}$ turn out to due to changes in Twitter’s language detection algorithm.
series for Twitter project Storywrangler [31, 32], and the revision and expansion of our Hedonometer instrument [29, 33, 34] (more below). Our work is also connected to our studies of how the COVID-19 pandemic has been discussed across languages on Twitter [35, 36], as well as story turbulence and chronopathy in connection with Trump [37].

Throughout, we do not attempt to reverse engineer any of Twitter’s proprietary algorithms, but rather contend with derived data and changing formats only. Neither do we suggest that there is any fault of Twitter in changing language identification methods, or indeed any aspect of their service, over time. We also acknowledge that some data artifacts may have been introduced by our own struggle with the complexities of consistently processing formats that have changed many times.

II. UNCOVERING THE PRESENCE OF CORRUPTED TIME SERIES

The instigation of our work here came from first noticing in June of 2018 that our Hedonometer’s happiness time series for English Twitter [29, 33, 34] had begun to apparently show increasing turbulence from the year 2016 on. While a weekly cycle had always been a feature of our measure of Twitter’s day-scale happiness (Saturday had been typically happiest, Tuesday the least), its strength appeared to be waning.

Deciding that this observation deserved further investigation, we began to conceive of ways to measure lexical and story turbulence [37, 38].

Our Hedonometer functions by averaging the individual, offline-crowd-sourced happiness scores. At that point in time, we were using a “lexical lens” of 10,222 words to create a single score for each day [29]. In brief, our method ultimately derived from Osgood et al.’s work on the measurement of meaning [1]. Through semantic differentials, Osgood et al. found that valence (happiness-sadness) was the first dimension of the experiences of meaning, followed by excitement and dominance. Using a double-Likert scale, we improved upon earlier efforts to score individual words [39], drawing on the most common words used for various time periods of Twitter, Google Books, the New York Times, and music lyrics [29].

We scored 10,222 words using Amazon’s Mechanical Turk crowd-sourcing service, calling the resulting data set labMT (language assessment by Mechanical Turk). To run the Hedonometer, we created a usage frequency distribution for this set of 10,222 labMT words, doing so for each day (according to Coordinated Universal Time) using tweets identified as English by Twitter.

For an initial attempt to quantify turbulence on Twitter, we left the Hedonometer part aside and focused on the underlying labMT word frequency distributions. We used Jensen-Shannon divergence (JSD) to compare frequency distributions between dates over different time scales, with the distributions normalized as probabilities (or rates). Our choice of Jensen-Shannon divergence was not crucial, but rather something to try, and we later developed alternate kinds of divergences (see Refs. [40, 41]).

In Fig. 1A–C, we show three JSD time series representing comparisons between a date and A. the previous day, B. the same day of the week, a week before, C. and the same date, a year before. We first plotted just the panels in Fig. 1A and Fig. 1B, and saw that these JSD time series, after trending down from 2009 through to 2011, were both increasing from 2012 on, in agreement with our visual observations of Hedonometer.

In seeking to further develop our analysis of lexical turbulence, we then examined JSD over longer time scales between dates, including the year scale of Fig. 1C. And it was here that we first clearly saw there were problems with our word distributions. In late 2012, through 2013, and into 2014, we see striking jumps in year-scale JSD.
We see more isolated jumps at the ends of 2015, 2016, and 2017. Because we are comparing across years, we expect the anomalous patterns to appear twice with year separation, once for a problematic date looking back a year, and then again for a year ahead looking back at the same problematic date.

We were able to say something immediately about what these anomalies are not. They are not due to isolated corrupted dates, something we would have to contend with in collecting any form of streaming data, as we would see these as spikes in the JSD. Some aspect of the distributions was being switched and maintained. Nor are the changes somehow volume dependent, as Fig. 1D makes clear. While we do have some inconsistencies and changes in the volume of labMT words collected over time, they do not line up with the jumps in the year-scale JSD time series. While Twitter is ever-changing in content, we nevertheless expect to find reasonable consistencies in aggregate word usage patterns we may derive.

Upon visual inspection of individual frequency time series for Twitter around the dates of the jumps in the year-scale JSD time series, we find some corresponding peculiar jump sequences. (In the following section, we develop a systematic approach to identifying such anomalous time series.)

For an individual example, in Fig. 2A, we show how the normalized usage frequency for the Dutch word ‘niet’ (English: ‘not/no’) exhibits a number of sharp jumps (shaded regions). The word usage rate for ‘niet’ increases or drops over several orders magnitude around certain dates. Expanding the shaded regions of Fig. 2A, Fig. 2B shows four jumps occurring at the end of 2012 and in 2013, and Fig. 2C shows one in late 2016.

We have the suggestion then that individual tweets (and hence words) are being differentially classified by a sequence of language identification algorithms employed by Twitter. Overall, from Fig. 2, the example word of ‘niet’ seems to be initially identified as coming from English tweets, then, after a several months of algorithms switching on or off, appears to have been excluded from English for several years until the end of 2016, or appear so due to a change to the tweet distribution system provided by GNIP.

For the Hedonometer, for which these time series were prepared, we had accepted tweets for processing unless they were identified as being a language other than English or the user a speaker of language different from English (in other words, not not English tweets). We note that we had not noticed any of the year-scale JSD artifacts in our Hedonometer signal, which itself is a day-scale average.

Word usage distributions are of course determined within the context of all words for each day. Given the behavior of year-scale JSD in Fig. 1C, we must expect the time series of more words to follow the specific form of ‘niet’. We should also expect that these corrupted time series would also lead to corrupted time series of basic function words in English (e.g., ‘the’).

III. BESPOKE DETECTION AND REMOVAL OF CORRUPTED TIME SERIES

Clearly we do not want to involve poorly sampled time series in any of our analyses. And because we have observed that some words follow the ‘niet’ pattern while the majority track well (i.e., largely continuously if noisy, and with jumps that have historical explanations), we can hope to remove this particular set of poorly sampled words. We are thus able to overcome Twitter’s hidden shifts in algorithmic classification, at least in this most essential task of extracting basic word usage frequency time series.

We construct a specialized method for identifying corrupted time series as follows. For the five jumps overall for ‘niet’ in Fig. 2, we notice that adjacent and inter-stitial time periods are relatively quiescent. Observing that similar patterns hold for other words, we construct a “jump statistic” to measure the degree to which a word’s time series locally tracks the shapes in Fig. 2B and Fig. 2C.

For the four jumps in the first time period of change (Fig. 2B), we choose five similar-length time ranges within which we expect words to be relatively similar in abundance on a logarithmic scale:

- 2012-10-19 to 2012-12-08 (51 days),
- 2012-12-15 to 2013-02-03 (51 days),
- 2013-02-10 to 2013-03-22 (41 days),
- 2013-03-29 to 2013-06-04 (68 days),
- 2013-06-11 to 2013-07-31 (51 days).

Again referring to the behavior of ‘niet’, we expect the transitions of corrupted words between these time periods to be down, up, down, and down.

For the second time period (Fig. 2C), we bound the one jump with two periods:

- 2016-10-15 to 2016-12-04 (51 days),
- 2016-12-11 to 2017-01-30 (51 days).

We expect corrupted words to jump up across this single transition.

For each word $w$ in our set of 10,222 words, we construct a jump statistic $J$ by averaging across differences of the logarithms of normalized frequency $P_{w,t}$ for all possible pairs of dates across each transition point. We incorporate the expected transition direction for corrupted time series by multiplying by $+1$ (up) or $-1$ (down), as appropriate. By using sums of differences of logarithms, we are equivalently computing ratios of normalized frequencies and taking their geometric mean.

A simpler estimate might be to take the average probability of a word in each region and sum the signed differences across the transition points. However, comparing each pair of dates around each transition point generates a distribution of $J$ values, allowing us to estimate other statistics, such as a variance.
FIG. 3. A. Sorted jump statistic $J$ with example words annotated. Words with high values of $J > 0$ are candidates for corrupted time series to be removed from the overall ensemble. B. The same plot as A but now for the 1,500 words with the highest value of $J$ and with the 95% confidence interval $[J - 2\sigma, J + 2\sigma]$ marked in gray. C. The same plot as B with words re-ordered by descending values of $J - 2\sigma$. We take $J - 2\sigma > 0$ to be a criterion for a word's time series to be corrupted.

FIG. 4. Two evidently connected words, “weather” and “channel”, maintained an anomalous elevation in usage frequency for around a year, ending in November 2016. These words proved to induce an anomaly in the JSD time series for dates separated by one year, warranting their removal.

We compute a variance for each word by creating a distribution of values. For each component of $J$ around each transition point (one value for each pair of dates). For example, the first two time periods of 51 days each give us 2601 possible date pairs. We use these to estimate variances for individual jumps. We then sum variances over all five transition points to obtain a variance for $J$ which we will denote simply by $\sigma^2$.

We compute $J$ and $\sigma^2$ for each word $w$. We first sort them by descending values of $J$, and the main plot in Fig. 3A shows these values of $J$ for all 10,222 labMT words. Annotated disks along the curve give example words. We see that for positive values of $J$, the words that track with the corrupted form are non-English words (‘zijn’, ‘kalo’, ‘gak’, etc.) and come from a range of languages. We also find corrupted time series for common words that tend to be used across languages, such as “hahaha”.

Visually, it appears that many of the words ($\sim 90\%$) have values of $J$ close to 0 (between -1/2 and 1/2, say). These are non-corrupted words (‘coke’, ‘britain’, and
FIG. 5. **A.** For easy of comparison, a repeat of the year-scale JSD for labMT words presented panel **C** of Fig. 1. **B.** The same year-scale JSD times series but now performed on the labMT Zipf distributions with corrupted words removed.

‘varying’). We will firm up our measure of closeness below.

Some words go strongly against the trend of word corruption ($J < -1$) with ‘clinton’ and ‘hillary’ being prominent examples. Twitter changed their language identification algorithm about a month after the US presidential election, and Clinton’s loss led to her name dropping in prevalence, going against the grain of jumping upwards for corrupted word time series (Fig. 2C).

Now, having $J > 0$ is too severe a condition for determining whether a word is corrupt or not. In the insets of Fig. 3B and Fig. 3C, we employ our distributions of $J$ scores to craft a better criterion.

In Fig. 3B, we show the first 1500 words ordered again by decreasing $J$ but now with the range $J - 2\sigma$ to $J + 2\sigma$ shaded. We observe words with $0 < J < 1$ whose (notional) 95% confidence interval covers 0.

Evidently, we would not want to exclude these words, mistaking them for being corrupted because $J > 0$. We will instead take our criterion for a time series to be corrupted if $J - 2\sigma > 0$. In Fig. 3C, we re-order words so that they are descending according to the lower limit of their 95% confidence interval, $J - 2\sigma$. We preserve the example labeled words from Fig. 3B to show how they move around.

With this criterion, we find that the time series of 9,030 of our 10,222 word are relatively unaffected by the five major changes in Twitter’s language detection algorithm we have identified. We deem 1,192 words to be sufficiently problematic that we should exclude them.

With these words removed, we return to our JSD calculations and examine how the year-scale JSD now behaves. We find that the jumps that appeared to be due to Twitter’s language detection algorithm changes have all been eliminated.

However, one last peculiar structure remained due to anomalous word frequency changes in 2015 and 2016. We were able to find that two words, “weather” and “channel”, were unusually prominent during this time, per their time series in Fig. 4. We are unsure exactly why this artefact appeared for our labMT data set. We note that in our Twitter n-grams project, Storywrangler, we do not see any anomalous behavior for “weather”, “channel”, or “weather channel” in English [31, 32]. (For Storywrangler, whose development was directly motivated by the findings of our present paper, we used FastText for language identification of tweets [30].)

Finally, in Fig. 5, we show the year-scale JSD time
series for our labMT data set with corrupted words removed. To be compared with Fig. 1C, we now see a noisy time series more in keeping with the 1-day and 1-week time scale JSD times series in Figs. 1A and 1B. While we cannot be sure that there are no other problems for our labMT word list, we have at least been able to systematically contend with the time series corruptions induced by changes in Twitter’s language detection algorithms.

IV. CONCLUDING REMARKS

We have shown that certain kinds of time series for individual words on Twitter may be functionally corrupted due to changes in how Twitter has deployed language detection algorithms over the last decade coupled with the difficulties of constantly needing to recognize and adapt to data format changes. In the absence of the ability to rebuild these problematic time series from original primary data, we have demonstrated how a systematic, if bespoke, method can be developed to generate a ‘clean’ ensemble of time series. We repeat that we do not clean individual time series but rather remove them entirely from an ensemble.

Anomalies within ensembles of interrelated time series may in general be difficult to discern. While pursuing other research directions may have uncovered the same time series problems—our original research interest concerned lexical turbulence [37, 38]—measuring the divergence between Zipf distributions for days proved powerful here. Our stumbling upon aberrant time series was helped by Jensen-Shannon divergence being just one of many divergences that would have worked, though evidence of time series problems only arose when we looked beyond short time scales.

We believe our findings should elicit some measure of concern as they suggest that existing work based on language-specific time series derived from Twitter may need to be re-examined. More generally, our work would support the very reasonable concern any researcher might have about the long-term integrity of data collected on the fly from social media and other internet services. Indeed, our investigations have led us to rebuild our Twitter database, resulting in important upgrades for our happiness measurement instrument, Hedonometer, and the development of our Twitter n-gram viewer, Storywrangler.
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