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Abstract: Natural Language Processing (NLP) using the power of artificial intelligence has empowered the understanding of the language used by human. It has also enhanced the effectiveness of the communication between human and computers. The complexity and diversity of the huge datasets have raised the requirement for automatic analysis of the linguistic data by using data-driven approaches. The performance of the data-driven approaches is improved after the usage of different deep learning techniques in various application areas of NLP like Automatic Speech Recognition, POS tagging etc. The paper addresses the challenges faced in NLP and the use of deep learning techniques in different application areas of NLP.

Index Terms: Artificial Intelligence, Deep Learning, Natural Language Processing: Machine Learning.

I. INTRODUCTION

Natural Language Processing (NLP) is the branch of computer science that provides a way to empower computers to process, understand and analyze human language [1]. In the initial years of NLP, the data driven approaches including statistics and machine learning is used for computation [2]. In recent years, the advancement in computational capabilities and huge datasets has enabled the deep learning techniques to be more suitable for NLP tasks [3]. In the various fields like the computer Vision, Automatic image captioning and Speech recognition, deep learning approaches have shown better performance than conventional data-driven approaches [4]. This has shifted the paradigm from data-driven techniques to deep learning techniques, as the results are more promising and easier to generate. Researchers are focusing on leveraging the benefits and power of Deep Neural Networks (DNN) for core NLP tasks where they can be directly applied to achieve the results [5]. This survey provides a deep insight to the challenges of NLP and the use of deep learning techniques to address the challenges of NLP. The survey also discusses the present state of the DNN techniques before boarding to the advance research. The overview of NLP and the challenges of NLP are discussed in Section II. The core issues of NLP with deep learning techniques are discussed in Section III. Different applications of NLP with deep learning techniques are discussed in section IV. Finally, the paper is concluded in Section V by providing the suggestions to improve in the evolving field.

II. NATURAL LANGUAGE PROCESSING AND CHALLENGES IN NLP

A. Natural Language Processing

Natural Language Processing can also be referred as Computational linguistics. It includes the computational algorithms to represent, process and understand human language. The different stages of NLP are: lexical analysis, parsing, semantic analysis and pragmatic analysis. The NLP work can be categorized into two areas- core areas and the application areas although there is no clear distinction between the two. The core area includes the problem of language modelling, morphological processing, syntactic processing and semantic processing [6]. The application area of NLP includes the extraction of important entities and relations, text summarization, question answering, language translation and document classification. It is required to handle the challenges of core areas and then implement those ideas to solve the problems in application area. NLP achieved success to solve the problems like part-of-speech tagging. But for the tasks like machine dialog, text summarization many challenges are still open. The problems of NLP can be divided into two groups:

1. Data-related problem
2. Understanding-related problem

B. Data-Related Problem

NLP uses data-driven approaches, but what type of data is required is a challenging question to be answered. The heterogeneous, incomplete, noisy and unbalanced data decrease the effectiveness of NLP tools. To define a NLP task, it is required to construct the dataset and design the evaluation methods to evaluate the progress. The different data-related problems are discussed below:

1. Low-resource Language: There are many languages which are very popular like English but there are also the languages for which the data is very scarce. A survey report shows that in Africa only, 1250-2100 languages exist for which the data is very scarce[7] . So, to transfer the tasks that entail understanding from high-resource language to a low-resource language is quite challenging.
A Deep Insight in Challenges of Natural Language Processing and Usage of Deep Learning

To exploit the universal commonalities between different languages the cross-lingual Transformer model and cross-lingual sentence embeddings are used. But these models are sample-efficient since they need monolingual data or the word translation pairs. The development of cross-lingual datasets, have shown the improved performance in cross-lingual models. But building the efficient models for such low-resource language is still a challenging task and needs the attention to work on.

2. **Large or multiple documents:** Reasoning about large documents is another problem of NLP. The current model uses recurrent neural network that do not remember longer context. Working with longer context is related to NLU and needs the scaling of the current systems until they read the entire book[7].

Another problem with large documents is that their supervision is expensive and scarce to get. We can visualize a document-level task that needs to predict the next chapter or next paragraph of book. However, achieving this objective is sample-inefficient. It is required to develop the methods through which we can represent the context more efficiently and should be able to track the relevant information of the document. Multi-document summarization is a step ahead in this direction.

C. **Natural Language Understanding Problem (NLU)**

The problem of natural language understanding is still the most critical for analysing and processing the text. Many researchers argued that NLU is a criterion for Natural language generation (NLG) tasks. None of the current models have the clear understanding of the natural language. Various issues in NLU are described below:

1. **Ambiguity:** Modeling of language elements within different context is the main challenge of NLP. Since in the natural language same word have different meaning depending on the context it is used. It results in ambiguity at the lexical, semantic as well as syntactic levels. Different approaches like POS tagging is proposed to address the issue [2]. However, understanding the meaning of a word in a phrase is still a challenging task.

2. **Synonymy:** In natural language we use the concept of synonyms that the same meaning can be expressed by different words depending on the context where it is used. For example: huge, large, vast and big can be synonym but they cannot be interchanged in every context as it can be big sister but cannot be substituted by huge sister. For NLP tasks it is required to use the knowledge of synonyms and it becomes more challenging for huge and complex data especially when imitating human dialog.

3. **Coreference:** The process of extracting the expression that denote the same entity is known as Coreference resolution. It is a prominent step for many NLP tasks like document summarization, information extraction and automatic question answering. Use of deep learning techniques and reinforcement learning approaches have shown the better results in solving the problem of coreference resolution. At present, it is argued that the use of Recurrent Neural Network (RNN) and Long Short Term Memory (LSTM) architectures may further enhance the results.

NLP has taken a large leap from machine learning to technology that has faster pace of advancement and innovation. The collaboration of NLP with Deep Learning have begun to yield good results and can provide solution to the NLP problems.

III. **DEEP LEARNING IN ADDRESSING THE ISSUES OF NATURAL LANGUAGE PROCESSING**

To perform the NLP tasks like text summarization or automatic image captioning requires the understanding of the natural language. The understanding acquired from the language can be divided into four areas: language modelling, morphology, parsing and semantics. But all these areas are not completely disjoint rather they overlap each other. This section discusses the models with logical connections among all the above specified areas.

A. **Language Modeling**

Language modelling is one of the important task of NLP. It is the process of generating a model for predicting words or other linguistic components from the given words or previous components. It is used for the applications where user’s input provides predictive capability for the entered text. The power of language modeling originates from the point that it captures semantic as well as semantic relationship among the linguistic components in a linear neighbourhood pattern. This capability of language modelling make it useful for the applications like machine translation or text summarization. Moreover, the predictions made through it can be used to produce more relevant sentences.

B. **Morphology**

The study of word formation identifying the different segments like roots, prefixes and suffixes of the words is called Morphology. It also considers other intra word devices to show the tenses, plurality and gender. A good morphological analyzer is required for different NLP task to achieve accurate results. A survey by Belinkov et.al [8] showed that the morphology is used and implemented in different neural network translation models to a larger extent. Many translation models are created for translation from one language to another like from English to French.

The current research in morphology focused on the development of the Universal morphological models. It is required to study the relationships among the different language’s morphologies so that a universal morphological analyzer can be generated. The collaboration of deep learning with NLP will enhance the handling of morphological components in a better way and it will improve the performance of the morphological analyzer.

C. **Parsing**

The study of relationship of different words with other words and phrases in the sentence is called parsing. Parsing can be done by two methods either by constituency parsing or through dependency parsing [9].

In constituency parsing, the phrases or words within a sentence are extracted in a hierarchical style.
In dependency parsing the relationship between two individual words are extracted. In recent years, mostly all the deep learning techniques use the dependency parsing. The Graph-based methods are used to generate the parse trees which uses the formal grammar of the natural language [9]. Socher et.al [10] proposed the use of RNN to generate the Probabilistic context-free grammars (PCFGs). Dyer et.al [11] used LSTM in place of RNN. Since LSTM can remember the long context knowledge thus give better results in predictions on Stanford Dependency Treebank. The current research aims at the development of Universal parsing so that the standardized tags and relationship for all languages. Nivre [12] presented the challenges and the recent development in generating the treebank while using Universal parsing. Still there are many challenges that exist in universal parsing and it is expected to receive focus.

D. Semantic

Semantic processing refers to the process of capturing the meaning of words, phrases, sentences or documents. Many deep learning techniques like Word2Vec [13], GloVe [14] showed an improved performance in capturing the meaning of words and used the distributed representation of words. The challenges still exist in integrating the deep neural techniques with distributed representation of words WordNet. The concept of knowledge graph and graph embedding is showing a better take off for improved machine understanding [15].

Use of deep learning techniques has enhanced the performance of the NLP tasks and also provides a better way to handle the core issues of NLP.

IV. APPLICATION OF NLP WITH DEEP LEARNING

This section discusses the use of deep learning for different NLP tasks. Various algorithms to solve NLP tasks and improvement by the use of deep learning approaches are summarized below.

A. Information Retrieval

Information Retrieval (IR) system aims at providing the right information at right time in right format. One of the major problems of IR is to rank a document with respect to the query submitted [16]. The deep learning models got better scores for retrieving the matched documents with respect to the text in query. Deep learning models uses two types of approaches: representation-focused approach or interaction-focused approach. In representation-based approaches, initially deep learning models are used to generate the good representation for the text and later on compare the representation [17]. Whereas in interaction-based approaches initially, the local interactions are build and then deep neural models are used for text matching [18].

The queries are shorter as compared to the documents and also have less information than the document so the representation of query should be denser. Thus, a hybrid approach called CEDR (Contextualized Embeddings for Document Ranking) is used to obtain BERT token [19]. The hybrid approach using BERT token representation has shown the better results in text matching.

B. Information Extraction

Information Extraction refers to the process of extracting information from the text. The extracted information contains the named entities, events and the participant of the event, and finally the relationship between the entities and events. The extracted components of the information are discussed below:

1. Named Entity Recognition (NER): It aims the extraction of proper nouns and other important information like date, time etc. The LSTM model was used by Hammerton [20]. But due to the lack of computing resources at that time it showed a slight improvement from the baseline methods. An architecture using the bi-directional LSTM was developed by Lample et al. [21]. The character-level inputs and word embeddings are used in bi-directional model. Another improved bi-directional model was proposed by Akbik et al [22]. The proposed model uses contextual embedding for each word that is passed to Bi-LSTM sequence labeller to improve the performance of NER.

2. Event Extraction: Event extraction is concerned with the extraction of the words that are related to the occurrence of an event including the participant of the event. While using CNN for event extraction it is identified that only the most important information of a sentence is captured in a max pooling layer. Whereas other valuable facts are missed which later on can be used to relate the events [23]. The drawback is addressed by Nguyen et.al [24] by using a RNN based encoder-decoder to extract the event and role of event trigger.

C. Text Classification

Text classification is one of the important applications of NLP. It refers to classify the documents to the predefined labels or classes. A CNN model using pretrained word vector was developed for sentence-level classification [25]. It was shown that a dense layer following the convolutional layer with drop-out and softmax function in output layer could obtain better results. CNN models have improved the performance in sentence classification, question classification and sentiment classification. Later on [26] showed that CNN also works well for document classification also but the number of layers should be increased.

A hybrid architecture called Dynamic Convolutional Neural Network (DCNN) uses k-max pooling to capture semantic modelling of sentences [27]. An LSTM-RNN framework has been used for sentence embedding especially for web search [28]. Both RNN and CNN models are combined in some models used for text classification. Here recurrent architecture along with max-pooling achieved superior results as compared to simple neural-based models. Another model C-LSTM is also proposed for sentence and document classification [29]. The model uses the long-term dependency to improve the accuracy of the text classification.

V. CONCLUSIONS

In this paper, a comprehensive survey is presented that includes the challenges of Natural language processing, core issues of NLP with respect to deep learning and the achievement in NLP using deep neural techniques. It has been observed that the use of deep learning for NLP tasks has enhanced the performance.
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The accuracy in text classification and other NLP related areas has also improved. NLP and Deep neural are the two most rapidly growing areas. So it is hoped that the collaboration of both the fields will help the researchers to develop new models that supersede the current approaches. This survey will help the researchers to get insight of the problems of integration of NLP with deep neural network.
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