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Distributed quantum inner product estimation

Anurag Anshu∗  Zeph Landau†  Yunchao Liu‡

Abstract

As small quantum computers are becoming available on different physical platforms, a benchmarking task known as cross-platform verification has been proposed that aims to estimate the fidelity of states prepared on two quantum computers. This task is fundamentally distributed, as no quantum communication can be performed between the two physical platforms due to hardware constraints, which prohibits a joint SWAP test. In this paper we settle the sample complexity of this task across all measurement and communication settings. The essence of the task, which we call distributed quantum inner product estimation, involves two players Alice and Bob who have $k$ copies of unknown states $\rho, \sigma$ (acting on $\mathbb{C}^d$) respectively. Their goal is to estimate $\text{Tr}(\rho \sigma)$ up to additive error $\varepsilon \in (0, 1)$, using local quantum operations and classical communication. In the weakest setting where only non-adaptive single-copy measurements and simultaneous message passing are allowed, we show that $k = O(\max\{1/\varepsilon^2, \sqrt{d}/\varepsilon\})$ copies suffice. This achieves a savings compared to full tomography which takes $\Omega(d^3)$ copies with single-copy measurements. Surprisingly, we also show that the sample complexity must be at least $\Omega(\max\{1/\varepsilon^2, \sqrt{d}/\varepsilon\})$, even in the strongest setting where adaptive multi-copy measurements and arbitrary rounds of communication are allowed. This shows that the success achieved by shadow tomography, for sample-efficiently learning the properties of a single system, cannot be generalized to the distributed setting. Furthermore, the fact that the sample complexity remains the same with single and multi-copy measurements contrasts with single system quantum property testing, which often demonstrate exponential separations in sample complexity with single and multi-copy measurements.

1 Introduction

We consider the following task. Alice is given $k$ copies of an unknown state $\rho$ acting on $\mathbb{C}^d$ and Bob is given $k$ copies of a possibly different unknown state $\sigma$ acting on $\mathbb{C}^d$. Their goal is to estimate $\text{Tr}(\rho \sigma)$ up to additive error $\varepsilon \in (0, 1)$ with success probability at least $2/3$, using local quantum operations and classical communication (LOCC). We refer to this task as distributed quantum inner product estimation.

We stress that the distributed aspect of the task, namely that there is no quantum channel between Alice and Bob, is fundamental to the problem. If we were to allow a quantum channel, the task would be easily accomplished with $k = O(1/\varepsilon^2)$ copies, by Alice sending Bob copies of her state and Bob performing the SWAP test with his copies. Distributed quantum inner product estimation is the central step of a procedure known as cross-platform verification, proposed in \cite{EVB+20}: the goal is to test whether the output states of two quantum computers on different platforms (such as ion traps and superconducting qubits) are close to each other, but joint quantum operation across
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Figure 1: We consider 3 different communication settings. (a) Simultaneous message passing (SMP), where Alice and Bob each sends a message to the Referee, who computes a function of the two messages. (b) One-way communication, where Alice sends a message to Bob, and Bob performs a measurement on his states conditioned on Alice’s message. (c) Arbitrary rounds of local quantum operations and classical communication (LOCC), where the operation in each round is conditioned on all messages in previous rounds.

the platforms cannot be performed. A related application is to use a well-calibrated quantum computer to test another quantum computer on a different platform. See Section 3 for a discussion of other applications.

Within our distributed setting without quantum communication there are still a number of communication features to consider, namely what kind of classical communication shall be allowed between Alice and Bob. The weakest would be to simply allow Alice and Bob to send information to a third party that then performs a classical calculation (known as simultaneous message passing, Fig. 1a). The strongest would be to allow multi-round communication between Alice and Bob (Fig. 1c). In addition, we also consider in what form Alice and Bob can access their samples: the simplest setting would be access to a single copy of the state at a time; we also consider the most general setting where Alice and Bob can access multiple copies of their state at a time, allowing them to do a joint measurement on multiple copies in tensor product. Furthermore, their measurement bases can be adaptive: each new measurement operator could depend on all previous measurement outcomes and communication.

In this paper we settle the sample complexity of distributed quantum inner product estimation under all these possible specifications of communication and sample access. We show that the sample complexity remains the same (up to a constant factor) across all measurement and communication settings, ranging from the weakest non-adaptive single-copy measurements and simultaneous message passing (Fig. 1a), to the strongest adaptive multi-copy measurements and arbitrary rounds of classical communication (Fig. 1c).

**Theorem** (Main result). There exists an algorithm for inner product estimation with non-adaptive single-copy measurements and simultaneous message passing that uses $k = O(\max\{1/\varepsilon^2, \sqrt{d}/\varepsilon\})$ copies. Furthermore, any algorithm for inner product estimation with arbitrary rounds of adaptive multi-copy measurements and classical communication must use at least $\Omega(\max\{1/\varepsilon^2, \sqrt{d}/\varepsilon\})$ copies.

Our algorithm with single-copy measurements is a variant of the one proposed in [EVB+20], where they also observed similar performance via numerical simulation.

There are multiple lenses to view our result:

- The first is as a practical answer to the aforementioned question of comparing (or calibrating) the outputs of two quantum systems that don’t share a quantum channel. From this point of view, with the more experimentally relevant single-copy measurements, the sample cost of $O(\sqrt{d})$ (when $\varepsilon$ is a constant) represents a saving from the naive approach of doing full
tomography on each system’s output state, which takes \( \Omega(d^3) \) copies [HHJ+17], making the task experimentally feasible with \( \sim 20–30 \) qubits instead of just a few qubits using full tomography. On the other hand, the task is not scalable in general as our lower bound shows that the task still requires an exponential number of copies (relative to the number of qubits) even with arbitrary multi-copy and adaptive measurements.

- The second is to view the result in contrast to similar problems that are sample-efficient. Specifically, if instead of both Alice and Bob having unknown quantum states, the goal is to compare Alice’s unknown state to the classical description of a known state, then this task reduces to direct fidelity estimation [FL11; SLP11] and can be done using \( O(1/\varepsilon^2) \) copies, via for example the classical shadows algorithm [HKP20]. In fact, as our task only involves learning a specific property of Alice and Bob’s quantum systems, one might expect that it is analogous to shadow tomography, which is known to be sample-efficient in many cases [Aar20; AR19; HKP20; BO21]. In contrast, our result shows that learning the properties of multiple quantum systems in a distributed setting is very different from learning a single system, and the classical communication constraint is a significant obstacle for sample-efficiency.

- The third lens involves focusing on the result’s sample complexity staying the same under different measurement and communication models. This is surprising because these different models are known to have very different power for other tasks. With respect to the power of multi-copy measurements, the sample complexity of learning an unknown mixed state \( \rho \) acting on \( \mathbb{C}^d \) is \( \Omega(d^3) \) with single-copy measurements, and improves to \( O(d^2) \) with multi-copy measurements [OW16; OW17; HHJ+17]. Moreover, exponential separations in sample complexity between single and multi-copy measurements have been shown in several single system quantum property testing tasks [BCL20; ACQ21; CJH+21]. In the distributed setting, our results provide a counterexample to this mounting evidence that coherent access to multiple copies provides an advantage in learning properties of quantum systems. In contrast with our results that do not vary with the different communication models described in Fig. 1, we remark that there are certain partial functions that achieve exponential separations in communication complexity [KNT+01].

- Finally, we can step back and consider the model of distributed quantum property testing, where the goal is to estimate some linear function \( f(\rho, \sigma) \) of the states with Alice and Bob, where there is no quantum channel between them – a setting motivated by hardware constraints as it is hard to perform cross-platform operations. With this view, our paper resolves the sample complexity for estimating \( f(\rho, \sigma) = \text{Tr}(\rho \sigma) \). It is an intriguing open question to investigate whether the features of our results – both the sample complexity and the fact that the complexity doesn’t change for a variety of classical communication protocols and access to multi-copy measurements – come from the special structure of inner product, or are general and apply to other distributed quantum estimation tasks.

Recently a comprehensive framework was established that considered different models of how an experimentalist can estimate properties of a physical system [ACQ21]. Looking into the future we will have many different physical platforms for quantum computing, as well as limited quantum communication networks. Therefore it is well motivated to generalize this framework to the distributed setting and study the power of different models, where besides the classical communication considered in this work we can also allow limited amounts of quantum communication across different systems. These efforts will be relevant in both the near-term era for quantum device characterization [EIW+20; KR21; CEK+21; GDR+21], and the fault-tolerant era for distributed quantum information processing [WEH18].
2 Overview

Our task, abbreviated as $\text{IP}_\varepsilon$, is formally defined as follows.

**Definition 1** (Inner product estimation, $\text{IP}_\varepsilon$). Alice is given $k$ copies of an unknown state $\rho$ acting on $\mathbb{C}^d$ and Bob is given $k$ copies of an unknown state $\sigma$ acting on $\mathbb{C}^d$. Their goal is to estimate $\text{Tr}(\rho \sigma)$ up to additive error $\varepsilon \in (0,1)$ with success probability at least $2/3$, using local quantum operations and classical communication (LOCC).

We will often work with the following decision problem.

**Definition 2** (Decisional inner product estimation, $\text{DIPE}$). Alice and Bob are each given $k$ copies of a pure state in $\mathbb{C}^d$. They are promised that one of the following two cases hold:

1. Alice and Bob both have $|\phi\rangle \otimes_k$, for a uniformly random state $|\phi\rangle \sim \mathbb{C}^d$.
2. Alice has $|\phi\rangle \otimes_k$ and Bob has $|\psi\rangle \otimes_k$, where $|\phi\rangle$ and $|\psi\rangle$ are independent uniformly random states in $\mathbb{C}^d$.

Their goal is to decide which case they are in with success probability at least $2/3$, using an interactive protocol that involves local quantum operations and classical communication.

$\text{DIPE}$ is a special instance of $\text{IP}_\varepsilon$. To see this, notice that in case 1, the inner product between Alice and Bob’s state is 1, while in case 2 the inner product is

$$\mathbb{E}_{\phi,\psi \sim \mathbb{C}^d} \text{Tr}(\phi \psi) = \mathbb{E}_{\phi,\psi \sim \mathbb{C}^d} |\langle \phi | \psi \rangle|^2 = \frac{1}{d}$$

on average, which is exponentially small. Here we use $\phi$ to represent the density matrix $|\phi\rangle \langle \phi|$. Therefore, if Alice and Bob can solve $\text{IP}_\varepsilon$ with accuracy say $\varepsilon = 0.1$, then they can also solve $\text{DIPE}$ with high probability. Our main result thus implies that $\text{DIPE}$ can be solved with single-copy measurements using $k = O(\sqrt{d})$ copies.

The reason for introducing $\text{DIPE}$ is that it is the main problem for showing our lower bounds. We prove a $\Omega(\sqrt{d})$ lower bound for $\text{DIPE}$ against arbitrary interactive protocols with multi-copy measurements, even though the input states in $\text{DIPE}$ are only limited to pure states. Based on this lower bound, we then show a $\Omega(\sqrt{d/\varepsilon})$ lower bound for estimating the inner product between pure states via a reduction to $\text{DIPE}$, which implies the lower bound in our main result.

2.1 Algorithms in the symmetric subspace

In the following we show how to develop algorithms with multi-copy measurements to solve $\text{DIPE}$, and develop tools towards proving lower bounds.

Our starting point is to notice that locally, Alice’s state has the same distribution between the two cases, which is $|\psi\rangle \otimes_k$ for a uniformly random state $|\psi\rangle \sim \mathbb{C}^d$, and the same for Bob. This implies that some kind of communication is necessary, as Alice and Bob cannot distinguish between the two cases by themselves. Furthermore, notice that states of the form $|\psi\rangle \otimes_k$ have a special structure, due to the invariance under permutation of different subsystems. We will heavily exploit this structure in both algorithms and lower bounds, which is captured by the symmetric subspace.
Definition 3 (Symmetric subspace). The symmetric subspace of \((\mathbb{C}^d)^\otimes k\) is defined by
\[
\bigvee^k \mathbb{C}^d = \left\{ |\omega\rangle \in (\mathbb{C}^d)^\otimes k : P_d(\pi) |\omega\rangle = |\omega\rangle, \forall \pi \in S_k \right\}. \tag{2}
\]
Here \(P_d(\pi)\) is a unitary operator given by 
\[
P_d(\pi) = \sum_{i_1,\ldots,i_k=0}^{d-1} |i_{\pi^{-1}(1)},\ldots,i_{\pi^{-1}(k)}\rangle \langle i_1,\ldots,i_k|,
\]
and \(\pi\) is a permutation on \(k\) items. An equivalent definition of the symmetric subspace is
\[
\bigvee^k \mathbb{C}^d = \text{span} \left\{ |\psi\rangle^\otimes k : |\psi\rangle \in \mathbb{C}^d \right\}. \tag{3}
\]
Here span denotes linear combination with complex coefficients. Let \(T\) be the type function that acts on vectors \(i = (i_1,\ldots,i_k) \in \{0,\ldots,d-1\}^k\) as \(T(i) = (\ell_0,\ldots,\ell_{d-1})\), where \(\ell_j\) is the number of times that \(j\) appears in \((i_1,\ldots,i_k)\). Another equivalent definition of the symmetric subspace is
\[
\bigvee^k \mathbb{C}^d = \text{span} \left\{ \sum_{i: T(i) = \ell} |i_1,\ldots,i_k\rangle : \ell = (\ell_0,\ldots,\ell_{d-1}), \ell_j \geq 0, \sum_{j=0}^{d-1} \ell_j = k \right\}. \tag{4}
\]

The equivalence of the three definitions is non-trivial. We refer to [Har13] for the proof of this fact as well as other facts about the symmetric subspace that we use.

From the definition, it is clear that no matter which case they are in, Alice and Bob’s state is always inside the symmetric subspace. Therefore they only need to construct measurement operators that are supported on \(\bigvee^k \mathbb{C}^d\) as well. To characterize such measurements, it is helpful to consider the orthogonal projector on to \(\bigvee^k \mathbb{C}^d\).

Lemma 1. Let \(\Pi_{\text{sym}}^{d,k}\) be the orthogonal projector on to \(\bigvee^k \mathbb{C}^d\), that is, the positive Hermitian operator with eigenspace \(\bigvee^k \mathbb{C}^d\) which satisfies \(\Pi_{\text{sym}}^{d,k} \Pi_{\text{sym}}^{d,k} = \Pi_{\text{sym}}^{d,k}\). This operator has the following equivalent forms
\[
\Pi_{\text{sym}}^{d,k} = \binom{d+k-1}{k} \mathbb{E}_{\phi \sim \mathbb{C}^d} |\phi\rangle \langle \phi|^\otimes k = \frac{1}{k!} \sum_{\pi \in S_k} P_d(\pi). \tag{5}
\]

In particular, the dimension of the symmetric subspace is
\[
\text{dim } \bigvee^k \mathbb{C}^d = \text{Tr} \left( \Pi_{\text{sym}}^{d,k} \right) = \binom{d+k-1}{k}. \tag{6}
\]

Suppose Alice measures her state \(|\phi\rangle^\otimes k\) with a POVM \(\{M_i\}\). The probability of seeing the outcome \(i\) is given by
\[
\text{Tr} \left( M_i |\phi\rangle \langle \phi|^\otimes k \right) = \text{Tr} \left( M_i \Pi_{\text{sym}}^{d,k} |\phi\rangle \langle \phi|^\otimes k \Pi_{\text{sym}}^{d,k} \right) = \text{Tr} \left( \Pi_{\text{sym}}^{d,k} M_i \Pi_{\text{sym}}^{d,k} |\phi\rangle \langle \phi|^\otimes k \right). \tag{7}
\]

Therefore, we can assume without loss of generality that the POVM is supported on \(\bigvee^k \mathbb{C}^d\), that is, \(M_i = \Pi_{\text{sym}}^{d,k} M_i \Pi_{\text{sym}}^{d,k}\) and \(\sum_i M_i = \Pi_{\text{sym}}^{d,k}\). We single out the following POVM as the “standard POVM” in \(\bigvee^k \mathbb{C}^d\).

Definition 4 (Standard POVM). It is defined as the following continuous POVM:
\[
\left\{ \left( \binom{d+k-1}{k} |u\rangle \langle u|^\otimes k \right) : du \right\}. \tag{8}
\]
Here \(du\) denotes the uniform measure over pure states in \(\mathbb{C}^d\).
Alice and Bob each has \( k \) copies of an unknown state.

1. Alice measures all copies with the standard POVM, gets result \( u \).
2. Bob measures all copies with the standard POVM, gets result \( v \).
3. They compute a function of \( u, v \).

(a) Multi-copy

Figure 2: Algorithm templates for distributed quantum estimation tasks. Both algorithms only use simultaneous message passing for communication (Fig. 1a). The multi-copy algorithm (a) is a deterministic strategy, while the single-copy algorithm (b) is randomized and requires shared randomness between Alice and Bob.

Lemma 1 ensures that Eq. (8) is indeed a POVM in \( \mathbb{C}^d \). What is special about it and why do we call it “standard”? As we now show, the motivation for considering this POVM in our tasks comes from the fact that it is the optimal POVM for performing tomography on an unknown pure state. More precisely, given \(|\phi|^\otimes k\) as \( k \) copies of an unknown pure state, consider the following simple algorithm: Measure \(|\phi|^\otimes k\) with the standard POVM, and output the measurement outcome \(|u\rangle\). The average fidelity is given by

\[
\mathbb{E} |\langle \phi | u \rangle|^2 = \mathbb{E}_{u \sim \mathbb{C}^d} |\langle \phi | u \rangle|^2 \cdot \binom{d + k - 1}{k} \frac{1}{k^2 k^2} \\
= \binom{d + k - 1}{k} \mathbb{E}_{u \sim \mathbb{C}^d} \text{Tr}(\phi^k \cdot u^k) \\
= \binom{d + k - 1}{k} \binom{d + k}{k + 1}^{-1} \text{Tr}(\Pi_{sym} \phi^k) \\
= \frac{k + 1}{d + 1}.
\]

Here the third line follows from Lemma 1. It is shown in [Har13] that the above average fidelity is the highest when \( \phi \) is given uniformly at random. This implies that \( k = O(d) \) copies is necessary and sufficient to learn an unknown pure state with 0.99 fidelity using multi-copy measurements.

Lemma 2 (See e.g. [Har13]). Let \(|\phi|^\otimes k\) be \( k \) copies of an unknown pure state, where \(|\phi\rangle \sim \mathbb{C}^d\) is uniformly random. Suppose we would like to do full tomography: learn \(|\phi\rangle\) with as few copies as possible. Consider the general strategy of measuring \(|\phi|^\otimes k\) with a POVM and preparing a state \(|\phi'\rangle\) based on the measurement outcome. Then the standard POVM is the optimal measurement for this task, in the sense that it achieves the optimal average fidelity

\[
\mathbb{E} |\langle \phi' | \phi \rangle|^2
\]

where the expectation is over the randomness in \(|\phi\rangle\) as well as the randomness in quantum measurement.
Given the optimality of the standard POVM in tomography, perhaps it is useful for inner product estimation as well? Here the main challenges are two-fold. First, we have two unknown quantum systems instead of one, so we need to design a distributed and possibly interactive algorithm. Second, we want to use much less than $O(d)$ copies, as otherwise we can just perform tomography.

Here we propose an algorithm template for solving the distributed inner product estimation problem, which can also be applied to other distributed estimation problems. The idea (described in Fig. 2a) is that Alice and Bob each perform the standard POVM, and then they compute a function of their measurement outcomes. Note that this algorithm can also be implemented in the SMP communication model, as Alice and Bob can send their results to a Referee, who then computes the function. Despite its simple and non-adaptive nature, we show that $k = O(\sqrt{d})$ copies suffices to solve DIPE in this model.

**Theorem 1.** There exists an algorithm (using the template in Fig. 2a) that solves DIPE using $k = O(\sqrt{d})$ copies, with success probability at least $2/3$.

In this algorithm, after receiving Alice and Bob’s measurement results $u$ and $v$, the Referee simply computes $|\langle u|v \rangle|^2$, and then decides case 1 or case 2 based on its value. To see how this works, note that Eq. (9) implies that the overlap between Alice’s state $|\phi\rangle$ and her measurement outcome $u$ is roughly $|\langle \phi|u \rangle| \approx \sqrt{k/d}$. Using this observation, in case 1 where Alice and Bob have the same state, we show that their measurement results roughly have overlap

$$|\langle u|v \rangle| \approx \frac{k}{\sqrt{d}}. \tag{11}$$

On the other hand, in case 2 where Alice and Bob have independent random states, their measurement results are uncorrelated, and we show that $|\langle u|v \rangle| \approx \frac{1}{\sqrt{d}}$. Therefore $k = O(\sqrt{d})$ is sufficient to distinguish between the two cases. See Section 4 for a detailed analysis.

Next, we show that this algorithm can be generalized to solve IP$_\varepsilon$ for pure states.

**Theorem 2.** Suppose Alice has $|\phi\rangle^\otimes k$ and Bob has $|\psi\rangle^\otimes k$, for arbitrary unknown pure states $|\phi\rangle, |\psi\rangle \in \mathbb{C}^d$. There exists an algorithm (using the template in Fig. 2a) that estimates $\text{Tr}(\phi\psi) = |\langle \phi|\psi \rangle|^2$ within additive error $\varepsilon \in (0,1)$ using $k = O(\max\{1/\varepsilon^2, \sqrt{d}/\varepsilon\})$ copies, with success probability at least $2/3$.

Here as well, the Referee computes a simple function of $|\langle u|v \rangle|^2$ as the estimator for $|\langle \phi|\psi \rangle|^2$. The analysis of this algorithm involves heavy calculations and is presented in Section 4.

Note that the above algorithms require that the input states are i.i.d. copies of a pure state. When the input is $\rho^\otimes k$ for some mixed state $\rho$, the above algorithms do not apply as $\rho^\otimes k$ is in general not supported on $\sqrt{k}\mathbb{C}^d$. We do not consider multi-copy measurements on mixed states in this paper because single-copy measurements already suffice (Theorem 6). However, we believe that similar sample complexity can be achieved if we replace the standard POVM (which only works for pure states) with the POVM used in optimal mixed state tomography [OW16; OW17; HHJ+17].

### 2.2 Lower bounds against multi-copy measurements

Following the algorithms presented above which only uses SMP communication, a natural question is can Alice and Bob solve the inner product estimation problem using fewer copies with an interactive algorithm? Surprisingly, we show that interaction and adaptive strategies cannot improve the sample complexity by more than a constant factor.

We start by analyzing the following simple algorithm for DIPE which uses one-way communication (Fig. 1b):
1. Alice measures all copies of her state with the standard POVM, gets result $u$, and sends to Bob.

2. Conditioned on $u$, Bob performs a two-outcome measurement $\{M_u, \Pi_{\text{sym}}^{d,k} - M_u\}$ on all copies of his state, and decides case 2 if he sees $M_u$, and case 1 otherwise.

This algorithm is a natural generalization of the algorithm template shown in Fig. 2a. Here the main difference is adaptiveness: after seeing Alice’s measurement outcome $u$, Bob can choose his measurement based on $u$, and therefore for different $u$ he can perform different measurements. This model is more powerful than the algorithm in Fig. 2a, as Bob can always perform the standard measurement and simulate the SMP communication by himself. Therefore the main question is what is Bob’s optimal measurement to distinguish between the two cases, and what performance it achieves.

In the following we show how to exactly identify Bob’s optimal measurement strategy, and then show that it still requires $\Omega(\sqrt{d})$ copies to solve DIPE. To start with, we consider the distinguishing task that Bob needs to solve after receiving Alice’s message. In case 2 when they have independent random states, Bob’s state is always the maximally mixed state (in $\bigvee^k \mathbb{C}^d$)

$$\sigma_m := \frac{1}{(d + k - 1)} \Pi_{\text{sym}}^{d,k}.$$  \hfill (12)

In case 1 when they have same random states, Bob’s state is “updated” after seeing the outcome $u$ as

$$\rho_u := \left(\begin{array}{c}d + k - 1 \\ k\end{array}\right) \mathbb{E}_{\phi \sim \mathbb{C}^d} |\phi\rangle \langle \phi|^k |\langle u|\phi\rangle|^{2k}.$$  \hfill (13)

One way to see this is by Bayes’ theorem $\Pr[\phi|u] = \Pr[u|\phi] = \left(\begin{array}{c}d + k - 1 \\ k\end{array}\right) |\langle u|\phi\rangle|^{2k}$ as both $u$ and $\phi$ are marginally uniformly distributed. Then, the optimal distinguishing measurement is related to the trace distance,

$$\max_{0 \leq M_u \leq \Pi_{\text{sym}}^{d,k}} \text{Tr}(M_u(\sigma_m - \rho_u)) = \frac{1}{2}\|\rho_u - \sigma_m\|_1.$$  \hfill (14)

What is the optimal measurement to distinguish $\sigma_m$ and $\rho_u$? Intuitively, Bob’s knowledge is that if his state is in case 1, then from the expression $\Pr[\phi|u] \propto |\langle u|\phi\rangle|^{2k}$ it will be slightly biased towards the vector $|u\rangle$, while in case 2 his state is uniform. Therefore, a projector onto a subspace without $|u\rangle$ would have larger overlap with $\sigma_m$ and smaller overlap with $\rho_u$. Motivated by this observation, we consider the following subspace of $\bigvee^k \mathbb{C}^d$,

$$W_u := \text{span}\left\{|v\rangle^k : |v\rangle \in \mathbb{C}^d, \langle v|u\rangle = 0\right\},$$  \hfill (15)

and let $\Pi_{W_u}$ be the orthogonal projector onto $W_u$. We show via a sequence of arguments that $\Pi_{W_u}$ indeed achieves the maximum in LHS of Eq. (14). Furthermore, using this we can prove that $\frac{1}{2}\|\rho_u - \sigma_m\|_1 = O(k^2/d)$, which leads to the following lower bound.

**Theorem 3.** Consider a one-way protocol where Alice performs the standard measurement and sends the result to Bob. Then $k = \Omega(\sqrt{d})$ copies are necessary for Alice and Bob to solve DIPE.
could do much better. Second, Alice and Bob could potentially use a multi-round interactive protocol to beat the \( \Omega(\sqrt{d}) \) lower bound.

In the following we sketch a proof of a \( \Omega(\sqrt{d}) \) lower bound for DIPE against arbitrary interactive protocols. First consider the general one-way protocol: Alice performs a POVM \( \{ M_i \} \) on her copies and sends the result \( i \) to Bob. After receiving \( i \), Bob performs a two-outcome POVM on his copies to decide which case they are in. Same as before, in case 2 Bob’s state always equals the maximally mixed state \( \sigma_m \). On the other hand, in case 1 Bob’s state gets updated after seeing \( i \), given by

\[
\rho_i = \frac{(d+k-1)}{k} \cdot \mathbb{E}_{\phi \sim \mathcal{C}_d} \text{Tr} \left( M_i |\phi\rangle \langle \phi|^\otimes k \right) |\phi\rangle \langle \phi|^\otimes k.
\]

We show that when \( k = o(\sqrt{d}) \), \( \rho_i \) is indistinguishable from \( \sigma_m \) no matter what \( M_i \) is, which implies a \( \Omega(\sqrt{d}) \) lower bound for DIPE against one-way protocols, and then generalize this argument against arbitrary interactive protocols.

The indistinguishability between \( \rho_i \) and \( \sigma_m \) follows from a connection to optimal measure-and-prepare channels. First, we change our view on \( M_i \), from a measurement to a state (appropriately normalized), and then consider it as an input to the quantum channel

\[
\text{MP}(\tau) := \left( d + k - 1 \right) \frac{k}{\mathcal{C}_d} \cdot \mathbb{E}_{\phi \sim \mathcal{C}_d} \text{Tr} \left( \tau \cdot |\phi\rangle \langle \phi|^\otimes k \right) |\phi\rangle \langle \phi|^\otimes k.
\]

From Eq. (16), Bob’s state \( \rho_i \) is the output state of this channel on the input \( \frac{\Pi_{d,k}^{d,k}}{\text{Tr}(M_i \Pi_{d,k}^{d,k})} \). The channel MP is a well known measure-and-prepare channel, which was related to optimal cloning by Chiribella [Chi11]. Using this connection, we argue that when \( k = o(\sqrt{d}) \), the output of MP on arbitrary input is indistinguishable from \( \sigma_m \), which is shown via an upper bound of the max-relative entropy between \( \rho_i \) and \( \sigma_m \).

**Definition 5 (Max-relative entropy).** The max-relative entropy of two mixed states \( \rho \) and \( \sigma \) is defined as

\[
D_{\text{max}}(\rho \| \sigma) := \inf \left\{ \lambda \in \mathbb{R} : \rho \leq e^{\lambda} \sigma \right\}.
\]

Here \( A \geq B \) means that \( A - B \) is positive semi-definite.

Closeness in max-relative entropy can be understood as a form of multiplicative closeness, which is very strong as it implies closeness in many other distances including the trace distance. We show that \( D_{\text{max}}(\sigma_m \| \rho_i) \leq k^2/d \) always holds regardless of Alice’s strategy. This implies a stronger version of Theorem 3 that holds against arbitrary one-way protocols.

Interestingly, we then show that the above closeness in max-relative entropy is sufficient to prove lower bound against arbitrary interactive protocols. The argument does not follow if we only have, for example, closeness in trace distance.

**Theorem 4.** \( k = \Omega(\sqrt{d}) \) copies is necessary for Alice and Bob to solve DIPE, even when they are allowed arbitrary interactive protocols (or arbitrary LOCC operations).

Finally, we construct a lower bound instance for estimating the inner product of arbitrary pure states with accuracy \( \varepsilon \), which allows a reduction to DIPE. This proves the following general lower bound.
Theorem 5. Suppose Alice has input $|\phi\rangle^\otimes k$ and Bob has input $|\psi\rangle^\otimes k$, for arbitrary unknown pure states $|\phi\rangle, |\psi\rangle \in \mathbb{C}^d$. Then $k = \Omega(\sqrt{d}/\epsilon)$ copies is necessary for them to estimate $\text{Tr}(\phi\psi)$ up to additive error $\epsilon \in (0, 1)$ with success probability $2/3$, even when they are allowed arbitrary interactive protocols (or arbitrary LOCC operations).

Recall that in the non-distributed setting, $k = O(1/\epsilon^2)$ copies suffice to solve IP$_\epsilon$ using SWAP test. In Section 5.4 we discuss the SWAP test in more detail, and also show it is optimal by proving a $\Omega(1/\epsilon^2)$ lower bound, even when the input states are pure. Clearly, this lower bound proven in the non-distributed setting also applies to our distributed setting. Combining the two lower bounds gives the lower bound in our main result.

2.3 Single-copy measurement suffices

We now turn to the weaker and more experimentally relevant setting of single-copy measurements. Here, Alice and Bob can only measure their states one copy at a time. At any given time step, when Alice is measuring a copy of her state, her choice of the measurement basis could depend on her previous measurement outcomes as well as the messages she received from Bob.

In the following we consider the algorithm template in Fig. 2b, which is in the weakest measurement and communication setting. Here Alice and Bob only communicate in the SMP model, and are allowed to have shared randomness so that they can implement the same random unitary matrix $U$. Moreover, their measurement strategy is non-adaptive, as they always measure in the same basis, independent of previous outcomes. We show that an algorithm in this setting already suffices to essentially achieve the optimal sample complexity.

Theorem 6. Suppose Alice has $\rho^\otimes k$ and Bob has $\sigma^\otimes k$, for arbitrary unknown mixed states $\rho, \sigma$ acting on $\mathbb{C}^d$. There exists an algorithm (using the template in Fig. 2b) that estimates $\text{Tr}(\rho\sigma)$ within additive error $\epsilon \in (0, 1)$ using $k = O(\max\{1/\epsilon^2, \sqrt{d}/\epsilon\})$ copies, with success probability at least $2/3$.

A variant of our algorithm was analyzed numerically in [EVB+20] which observed similar performance. It is interesting to point out that the function computed by the algorithm in the 3rd step (Fig. 2b) actually does not depend on $U$ – the frequencies of the outcome bit strings are all we need. This is because of the rotation invariance of the inner product $\text{Tr}(\rho\sigma) = \text{Tr}(U\rho U^\dagger \cdot U\sigma U^\dagger)$.

The main idea of the algorithm, as well as the main spirit of the template in Fig. 2b, follows from the idea that quantum property estimation problems can often be reduced to classical property estimation problems after we apply a random projection on the unknown quantum state, which can be implemented by a random unitary rotation with computational basis measurement. This idea has led to powerful algorithms that achieve optimal performance with single-copy measurements [HKP20; BCL20]. In our task, we show that the quantum inner product estimation problem reduces to a classical inner product estimation problem of two discrete distributions

$$p_b := \langle b | U\rho U^\dagger | b \rangle, \quad q_b := \langle b | U\sigma U^\dagger | b \rangle,$$

where $b \in \{0, \ldots, d-1\}$. We use a standard collision estimator that counts the number of pairwise collisions among the measurement outcomes to estimate this classical inner product $\sum_b p_b q_b$, and show that $k = O(\max\{1/\epsilon^2, \sqrt{d}/\epsilon\})$ measurement samples suffice.

Although this algorithm achieves similar performance as the algorithm with multi-copy measurements, they can be very different in some aspects. First, the single-copy algorithm (Fig. 2b) requires shared randomness between Alice and Bob, while the multi-copy algorithm (Fig. 2a) is
a deterministic strategy. Second, the multi-copy algorithm can be more efficient if we have some prior knowledge such as an upper bound on the inner product (see Theorem 8 and Theorem 13).

In addition, a natural question is can Alice and Bob still achieve the optimal sample complexity using single-copy measurements and simultaneous message passing, but without shared randomness. In Appendix D we analyze a natural algorithm in this setting where Alice and Bob perform independent classical shadow estimation, and show that this algorithm requires $O(d)$ samples. This gives evidence that shared randomness is necessary to achieve the optimal sample complexity (using single-copy measurements and SMP), and we leave the proof of this statement for future work.

3 Discussion

Our results for distributed quantum inner product estimation can be applied to prove upper and lower bounds for estimating several other quantities. For example, our algorithm with single-copy measurements (Theorem 6) implies $O(\max\{1/\varepsilon^2, \sqrt{d}/\varepsilon\})$ sample complexity for estimating purity $\text{Tr}(\rho^2)$ within additive error $\varepsilon$. Combining purity estimation with inner product estimation, we can estimate fidelity-like measures by renormalizing $\text{Tr}(\rho\sigma)$ with $\text{Tr}(\rho^2)$ and $\text{Tr}(\sigma^2)$ (see [LYM+19; EVB+20] for more details). We can also estimate the squared Hilbert-Schmidt distance

$$D_{\text{HS}}^2(\rho, \sigma) := \text{Tr}((\rho - \sigma)^2) = \text{Tr}(\rho^2) + \text{Tr}(\sigma^2) - 2\text{Tr}(\rho\sigma)$$

in the distributed setting with single-copy measurements which has the same sample complexity. In fact our lower bound for inner product estimation also implies a tight lower bound for estimating $D_{\text{HS}}^2(\rho, \sigma)$.

**Corollary 1.** There exists an algorithm for estimating $D_{\text{HS}}^2(\rho, \sigma)$ within additive error $\varepsilon \in (0, 1)$ with non-adaptive single-copy measurements and simultaneous message passing that uses $k = O(\max\{1/\varepsilon^2, \sqrt{d}/\varepsilon\})$ copies. Furthermore, any algorithm for estimating $D_{\text{HS}}^2(\rho, \sigma)$ with arbitrary rounds of adaptive multi-copy measurements and classical communication must use at least $\Omega(\max\{1/\varepsilon^2, \sqrt{d}/\varepsilon\})$ copies.

To see the lower bound, note that our lower bound for inner product estimation holds even for pure states (Theorem 5). For pure states $\rho$ and $\sigma$, the inner product and $D_{\text{HS}}^2$ is related by

$$\text{Tr}(\rho\sigma) = 1 - \frac{D_{\text{HS}}^2(\rho, \sigma)}{2},$$

which directly implies a $\Omega(\max\{1/\varepsilon^2, \sqrt{d}/\varepsilon\})$ lower bound for estimating $D_{\text{HS}}^2$ with pure input states.

Finally, it is an interesting future direction to apply our algorithm templates in Fig. 2 as well as our techniques for proving lower bounds to other distributed quantum property estimation problems. For example, we can consider estimating linear functions $f(\rho, \sigma) = \text{Tr}(W \cdot \rho \otimes \sigma)$ in the distributed setting, where $W$ is an arbitrary Hermitian operator supported on $\mathbb{C}^d \otimes \mathbb{C}^d$. Our results settle the sample complexity for estimating $W = \text{SWAP}$. Clearly the sample complexity should depend on some property of $W$, as the task is easy when $W = W_A \otimes W_B$ is separable. In addition, it is also interesting to consider estimating multiple linear functions at the same time using ideas from shadow tomography [Aar20; AR19; HKP20; BO21].
4 Inner product estimation with multi-copy measurements

In this section we develop algorithms for solving DIPE as well as IPε with multi-copy measurements. These algorithms only use the simultaneous message passing model for communication (Fig. 1) and are instances of the template in Fig. 2a.

We start with the following technical lemma which is used frequently in the paper and can be understood as follows: to sample a random $d$-dimensional unit vector, we can first sample a random $d - 1$-dimensional unit vector, and then sample the $d$-th entry from an appropriate distribution, and then renormalize the vector.

**Lemma 3** (Decomposition of a random state). Let $|\phi\rangle$ be a random unit vector in $\mathbb{C}^d$, and let $\{|0\rangle, |1\rangle, \ldots, |d-1\rangle\}$ be an arbitrary orthonormal basis of $\mathbb{C}^d$. Then $|\phi\rangle$ can be decomposed into 3 independent random variables $\alpha, \theta, |v\rangle$ as

$$|\phi\rangle = \alpha e^{i\theta} |0\rangle + \sqrt{1 - \alpha^2} |v\rangle. \quad (22)$$

Here,

- $\alpha \in [0, 1]$ is a positive real random variable with density $2(d - 1)(1 - x^2)^{d-2}x$, and $\alpha^2$ has density $(d - 1)(1 - x)^{d-2}$, where $x \in [0, 1]$,
- $\theta \in [0, 2\pi]$ is a uniformly random phase,
- $|v\rangle$ is a random unit vector in span$\{|1\rangle, \ldots, |d-1\rangle\}$.

**Proof.** The proof follows from basic properties of the distribution of random unit vector in $\mathbb{C}^d$ and we refer to [HP06, Chapter 4.2] and [Nec07] for more details.

A random unit vector in $\mathbb{C}^d$ can be characterized as

$$|\phi\rangle = \frac{\left(\xi_1, \ldots, \xi_d\right)^T}{\sqrt{\left|\xi_1\right|^2 + \cdots + \left|\xi_d\right|^2}} \quad (23)$$

where $\xi_j$ are independent standard complex normal random variables. $\xi_j$ has the following properties: it can be written as $\xi_j = |\xi_j| e^{i\theta_j}$, where $\theta_j \in [0, 2\pi]$ is a uniformly random phase and $|\xi_j|^2$ has exponential distribution with density $e^{-x}$ ($x > 0$). Then we have

$$|\phi\rangle = \frac{\left(\xi_1, 0, \ldots, 0\right)^T}{\sqrt{\left|\xi_1\right|^2 + \cdots + \left|\xi_d\right|^2}} + \frac{\left(0, \xi_2, \ldots, \xi_d\right)^T}{\sqrt{\left|\xi_1\right|^2 + \cdots + \left|\xi_d\right|^2}} \quad (24)$$

$$= \alpha e^{i\theta_1} (1, 0, \ldots, 0)^T + \sqrt{1 - \alpha^2} \frac{(0, \xi_2, \ldots, \xi_d)^T}{\sqrt{\left|\xi_2\right|^2 + \cdots + \left|\xi_d\right|^2}}$$

where $\alpha = \frac{|\xi_1|}{\sqrt{\left|\xi_1\right|^2 + \cdots + \left|\xi_d\right|^2}}$ whose density is easy to calculate (see e.g. [HP06, Lemma 4.2.4]). The independence between $\alpha$ and $|v\rangle = \frac{(0, \xi_2, \ldots, \xi_d)^T}{\sqrt{\left|\xi_2\right|^2 + \cdots + \left|\xi_d\right|^2}}$ follows from the fact that the distribution of $|v\rangle$ is independent of $\sqrt{\left|\xi_2\right|^2 + \cdots + \left|\xi_d\right|^2}$. This concludes the proof.

---

1Technically the distribution of a random pure state should be the distribution of a random unit vector modulo the global phase. Here for simplicity we just think of random pure states as random unit vectors; this will not affect any results.
4.1 A simple algorithm for solving DIPE

In the following we show how to solve DIPE by performing the standard POVM. Suppose Alice has state $|\phi\rangle^\otimes k$ and performs the standard POVM $\left\{ \left( \begin{array}{c} d + k - 1 \\ k \end{array} \right) |u\rangle^\otimes k du \right\}$. The probability density of the measurement outcome $|u\rangle$ can be written as

$$\left( \begin{array}{c} d + k - 1 \\ k \end{array} \right) |\langle \phi|u\rangle|^{2k} du$$

(25)

where $du$ denotes the density of random unit vector. This resulting distribution is certainly not uniform; it can be understood as a biased distribution towards the vector $|\phi\rangle$. Following the spirit of Lemma 3, we decompose $|u\rangle$ as

$$|u\rangle = \alpha e^{i\theta} |\phi\rangle + \sqrt{1 - \alpha^2} |u'\rangle,$$

(26)

where $\alpha, \theta, |u'\rangle$ are independent random variables, $\theta$ is a uniformly random phase, and $|u'\rangle$ is a random unit vector in $\mathbb{C}^{d-1}$, where we define $\mathbb{C}^{d-1}$ as the $d-1$ dimensional subspace of $\mathbb{C}^d$ that is perpendicular to $|\phi\rangle$. This looks similar to the distribution of a uniformly random unit vector; the only difference is that now $\alpha = |\langle \phi|u\rangle|$ has density

$$\left( \begin{array}{c} d + k - 1 \\ k \end{array} \right) x^{2k} \cdot 2(d - 1)(1 - x^2)^{d-2}x, \quad x \in (0, 1).$$

(27)

We have already shown in Eq. (9) that $\mathbb{E} |\langle \phi|u\rangle|^2 = \frac{k + 1}{d + k}$. This means that $|u\rangle$ and $|\phi\rangle$ have a larger overlap than the typical overlap of two random vectors. We can also calculate the variance following a similar argument as Eq. (9),

$$\text{Var}(|\langle \phi|u\rangle|^2) = \mathbb{E} |\langle \phi|u\rangle|^4 - \left( \frac{k + 1}{d + k} \right)^2$$

$$= \mathbb{E}_{u \sim \mathbb{C}^d} |\langle \phi|u\rangle|^4 \cdot \left( \begin{array}{c} d + k - 1 \\ k \end{array} \right) |\langle \phi|u\rangle|^{2k} - \left( \frac{k + 1}{d + k} \right)^2$$

$$= \left( \begin{array}{c} d + k - 1 \\ k \end{array} \right) \mathbb{E}_{u \sim \mathbb{C}^d} \text{Tr}(\phi^\otimes k+2 \cdot u^\otimes k+2) - \left( \frac{k + 1}{d + k} \right)^2$$

$$= \left( \begin{array}{c} d + k - 1 \\ k \end{array} \right) \left( \begin{array}{c} d + k + 1 \\ k + 2 \end{array} \right)^{-1} - \left( \frac{k + 1}{d + k} \right)^2 = \frac{(d - 1)(k + 1)}{(d + k)^2(d + k + 1)}.$$ 

(28)

This means that with high probability

$$|\langle \phi|u\rangle|^2 = \frac{k}{d} \pm O\left( \frac{\sqrt{d}}{d} \right).$$

(29)

We show that this leads to a simple algorithm for DIPE with $k = O(\sqrt{d})$ copies.

**Theorem 7.** Consider the following algorithm for DIPE which uses the template in Fig. 2a: Alice and Bob both perform the standard POVM on all copies of their states, and obtain results $|u\rangle, |v\rangle$, respectively. Then they compute $|\langle u|v\rangle|^2$, and decide case 2 if $|\langle u|v\rangle|^2 \leq \frac{10}{d}$, and case 1 otherwise. This algorithm decides DIPE with high probability when $k = O(\sqrt{d})$. 
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Algorithm 1 Quantum inner product estimation with multi-copy measurement

**Input:** $k$ copies of unknown pure states $\ket{\phi}, \ket{\psi} \in \mathbb{C}^d$

**Output:** an estimate of $f = |\langle \phi | \psi \rangle|^2$

1. Alice measures $\ket{\phi} \otimes k$ with the standard POVM and obtains result $\ket{u}$
2. Bob measures $\ket{\psi} \otimes k$ with the standard POVM and obtains result $\ket{v}$
3. Return $\frac{(d + k)^2}{k^2} |\langle u | v \rangle|^2 - \frac{d + 2k}{k^2}$

**Proof.** We start with case 2 where Alice has $\ket{\phi} \otimes k$ and Bob has $\ket{\psi} \otimes k$, for independent random vectors $\ket{\phi}, \ket{\psi} \sim \mathbb{C}^d$. In this case the results $u, v$ are independent; their average overlap is easy to calculate as

$$E \frac{\text{Tr}(uv)}{\text{Tr}(uv) \cdot \text{Tr}(u \cdot \phi \otimes k) \cdot \text{Tr}(v \cdot \psi \otimes k)}$$

$$= E \frac{\text{Tr}(uv) \cdot \Pi_{d,k} \cdot \text{Tr}(u \cdot \phi \otimes k) \cdot \text{Tr}(v \cdot \psi \otimes k)}{\text{Tr}(uv) \cdot 1}$$

$$= E \frac{\text{Tr}(uv) \cdot \Pi_{d,k}}{\text{Tr}(uv) \cdot 1}$$

(30)

By Markov’s inequality, we have

$$\Pr \left[ \frac{|\langle u | v \rangle|^2}{\text{Tr}(uv)} \geq \frac{10}{d} \right] \leq 0.1,$$

(31)

so the algorithm returns “case 2” with probability at least 0.9.

In case 1 where Alice and Bob both has $\ket{\phi} \otimes k$ for a random state $\ket{\phi} \sim \mathbb{C}^d$, following the above discussions we write their measurement outcomes as $\ket{u} = \alpha e^{i\theta} \ket{\phi} + \sqrt{1 - \alpha^2} \ket{u'}$ and $\ket{v} = \beta e^{i\theta'} \ket{\phi} + \sqrt{1 - \beta^2} \ket{v'}$. Then we have

$$|\langle u | v \rangle| \geq |\langle u | u \rangle| \cdot |\langle v | v \rangle| - |\langle u' | v' \rangle|.$$

(32)

Note that $\ket{u'}$ and $\ket{v'}$ are independent random vectors in $\mathbb{C}^{d-1}_{\phi}$. Therefore, using Eq. (29), with high probability we have

$$|\langle u | v \rangle| \geq \frac{k - O(\sqrt{k})}{d} - O(1) \geq \frac{\sqrt{10}}{\sqrt{d}}$$

(33)

when $k = C \cdot \sqrt{d}$ for some large constant $C > 0$. This implies that the algorithm returns “case 1” with high probability.

4.2 Analysis of the estimation algorithm

Next we consider quantum inner product estimation (IP $\epsilon$) with pure input states. Suppose Alice has input state $\ket{\phi} \otimes k$ and Bob has input state $\ket{\psi} \otimes k$, we would like to estimate $f := |\langle \phi | \psi \rangle|^2$ up to additive error $\epsilon$, with success probability at least $2/3$. Note that unlike DIPE, here the input states are no longer random; the algorithm has to succeed with probability at least $2/3$ for all possible input states.
The estimation algorithm (presented in Algorithm 1) is similar to the previous section, which simply returns a function of $|\langle u|v \rangle|^2$, the overlap of Alice and Bob’s measurement outcomes after performing the standard POVM. However here with arbitrary input states the performance of this algorithm is much less clear, as $|\langle u|v \rangle|^2$ does not necessarily have a nice correlation with $f$. As a first step, we show that the estimator given by Algorithm 1 is unbiased.

**Lemma 4.** Let $|u\rangle, |v\rangle$ be Alice and Bob’s measurement outcomes in Algorithm 1, respectively. We have

$$\mathbb{E} |\langle u|v \rangle|^2 = A + Bf$$

(34)

where $A := \frac{d+2k}{(d+k)^2}$, $B := \frac{k^2}{(d+k)^2}$. Here the expectation is over the intrinsic randomness of quantum measurements.

**Proof.** Following the previous section, we first use the decomposition technique in Lemma 3. We can write Alice and Bob’s measurement outcomes as

$$|u\rangle = \alpha e^{i\theta} |\phi\rangle + \sqrt{1 - \alpha^2} |\phi'\rangle,$$

$$|v\rangle = \beta e^{i\varphi} |\psi\rangle + \sqrt{1 - \beta^2} |\psi'\rangle.$$  

(35)

For clarity we restate the properties of $\alpha, \theta, |\phi'\rangle$ (similar properties hold for $\beta, \varphi, |\psi'\rangle$). They are independent random variables satisfying

1. $\alpha$ is a positive real variable distributed on $[0, 1]$ with density

$$\left(\frac{d+k-1}{k}\right) x^{2k} : 2(d-1)(1-x^{d-2})x.$$

(36)

We have already shown in the previous section that $\mathbb{E} \alpha^2 = \frac{k+1}{d+k}$ and $\mathbb{E} \alpha^4 = \frac{(k+2)(k+1)}{(d+k+1)(d+k)}$.

2. $\theta$ is a uniformly random phase in $[0, 2\pi]$.

3. $|\phi'\rangle$ is a random vector in $\mathbb{C}^{d-1}_{\perp \phi}$, which is the $d-1$ dimensional subspace of $\mathbb{C}^d$ that is perpendicular to $|\phi\rangle$.

We can write $\langle u|v \rangle$ as

$$\langle u|v \rangle = \alpha \beta e^{i(\varphi-\theta)} \langle \phi|\psi \rangle + \sqrt{1 - \alpha^2} \beta e^{i\varphi} \langle \phi'|\psi \rangle + \sqrt{1 - \beta^2} \alpha e^{-i\theta} \langle \phi|\psi' \rangle + \sqrt{(1 - \alpha^2)(1 - \beta^2)} \langle \phi'|\psi' \rangle.$$  

(37)

There are 16 terms in $|\langle u|v \rangle|^2$, and it’s easy to see that all cross terms have a random phase, which becomes 0 after we average over the random phase. Therefore there are only 4 non-zero terms in $\mathbb{E} |\langle u|v \rangle|^2$, given by

$$\mathbb{E} |\langle u|v \rangle|^2 = \mathbb{E} \left[ \alpha^2 \beta^2 f + (1 - \alpha^2) \beta^2 |\langle \phi'|\psi \rangle|^2 + (1 - \beta^2) \alpha^2 |\langle \phi|\psi' \rangle|^2 + (1 - \alpha^2)(1 - \beta^2) |\langle \phi'|\psi' \rangle|^2 \right].$$  

(38)

Next, note that $\mathbb{E} |\phi'\rangle|\phi'|$ is the maximally mixed state in $\mathbb{C}^{d-1}_{\perp \phi}$ that can be written as $\frac{1 - |\phi\rangle\langle \phi|}{d-1}$, which gives

$$\mathbb{E} |\langle \phi'|\psi \rangle|^2 = \frac{1 - f}{d-1}.$$  

(39)
By symmetry we also have $E|\langle \phi | \psi' \rangle|^2 = \frac{1-f}{d-1}$. Next, since $\phi'$ and $\psi'$ are independent, we have

$$E |\langle \phi' | \psi' \rangle|^2 = E_{\phi', \psi'} \text{Tr}(|\phi'\rangle\langle \phi' | \cdot |\psi'\rangle\langle \psi' |) = \text{Tr} \left( \frac{I - |\phi\rangle\langle \phi |}{d-1} \cdot \frac{I - |\psi\rangle\langle \psi |}{d-1} \right) = \frac{d - 2 + f}{(d-1)^2}. \tag{40}$$

Therefore

$$E |\langle u | v \rangle|^2 = \frac{(k+1)^2}{(d+k)^2} \cdot \frac{2d(d-1)(k+1)}{(d+k)^2} \cdot \frac{1-f}{d-1} + \frac{(d-1)^2}{(d+k)^2} \cdot \frac{d-2+f}{d-1} = \frac{2(k+1)}{(d+k)^2} + \frac{d-2}{(d+k)^2} + f \left( \frac{(k+1)^2}{(d+k)^2} - \frac{2(k+1)}{(d+k)^2} + \frac{1}{(d+k)^2} \right) \tag{41}$$

$$= \frac{d + 2k}{(d+k)^2} + \frac{k^2}{(d+k)^2} \cdot f.$$

Let $w := (|\langle u | v \rangle|^2 - A)/B$. We have shown that $Ew = f$, so $w$ is an unbiased estimator for $f$. The main question is therefore to calculate the variance of $w$.

**Lemma 5.** Let $w = (|\langle u | v \rangle|^2 - A)/B$ be the estimator returned by Algorithm 1, where $A = \frac{d+2k}{(d+k)^2}$, $B = \frac{k^2}{(d+k)^2}$. The variance of $w$ is upper bounded by

$$\text{Var}(w) \leq O \left( \frac{f}{k} + \frac{df}{k^2} + \frac{1}{k^3} + \frac{d^3}{k^4} + \frac{d^2}{k^4} \right). \tag{42}$$

The proof involves heavy calculations and is given in Appendix A. As a corollary of the above lemmas we have the following result on the performance of Algorithm 1.

**Theorem 8.** For any $\varepsilon \in (0,1)$, Algorithm 1 returns an estimate of $f$ within $\varepsilon$ additive error with probability at least $2/3$, provided that

$$k \geq C \cdot \max \left\{ \frac{f}{\varepsilon^2}, \frac{\sqrt{df}}{\varepsilon^{1/3}}, \frac{d^{1/3}}{\varepsilon}, \frac{\sqrt{d}}{1/3}, \frac{\sqrt{d}}{\varepsilon} \right\}. \tag{43}$$

for some constant $C > 0$. Since $f \leq 1$, it suffices to have

$$k \geq C \cdot \max \left\{ \frac{1}{\varepsilon^2}, \frac{\sqrt{d}}{\varepsilon} \right\}, \tag{44}$$

which corresponds to the sample complexity when no prior knowledge on $f$ is assumed.

## 5 Lower bounds against multi-copy measurements and interactive protocols

Next we develop lower bounds for distributed quantum inner product estimation with multi-copy measurements. We start by focusing on the decisional inner product estimation problem (DIPE,
Definition 2). In Section 5.1 we prove a $\Omega(\sqrt{d})$ lower bound for DIPE against arbitrary interactive protocols with multi-copy measurements. The use of optimal cloning in the lower bound (as shown below) eludes its intuitive understanding, so we attempt to find a more elementary argument in Section 5.2. The argument currently works in the special case where Alice performs the standard POVM and sends the result to Bob, who then performs a two-outcome POVM to solve DIPE. We show that this protocol has a nice structure which allows us to exactly identify Bob’s optimal measurement strategy after receiving Alice’s message. Next, in Section 5.3 we construct a lower bound instance for estimating the inner product within $\varepsilon$ accuracy, and prove a $\Omega(\sqrt{d/\varepsilon})$ lower bound based on a reduction to DIPE. Finally, in Section 5.4 we discuss the SWAP test and prove its optimality via a $\Omega(1/\varepsilon^2)$ lower bound for inner product estimation in the non-distributed setting. Combining the two lower bounds implies the lower bound in our main result.

Recall that in the DIPE problem, Alice and Bob are required to distinguish between (1) they both have $k$ copies of the same random state $|\phi\rangle$, and (2) Alice has $|\phi\rangle^\otimes k$ and Bob has $|\psi\rangle^\otimes k$, where $|\phi\rangle$ and $|\psi\rangle$ are independent random states. Alice and Bob’s protocol can be viewed as implementing a two-outcome POVM $\{M, I - M\}$ that acts on $(\mathbb{C}^d)^\otimes 2k$, where outcome $M$ corresponds to “case 2”. In order to solve the DIPE problem, $M$ needs to satisfy

1. $\Pr_{\phi} [M \text{ accepts } \phi^\otimes k \otimes \phi^\otimes k] = \mathbb{E}_{\phi} \text{ Tr} \left( M \phi^\otimes k \otimes \phi^\otimes k \right) \leq \frac{1}{3}$,

2. $\Pr_{\phi,\psi} [M \text{ accepts } \phi^\otimes k \otimes \psi^\otimes k] = \mathbb{E}_{\phi,\psi} \text{ Tr} \left( M \phi^\otimes k \otimes \psi^\otimes k \right) \geq \frac{2}{3}$.

It’s easy to see that the above requirements can be satisfied if and only if $M$ satisfies

$$\mathbb{E}_{\phi,\psi} \text{ Tr} \left( M \left( \phi^\otimes k \otimes \psi^\otimes k - \phi^\otimes k \otimes \phi^\otimes k \right) \right) \geq \frac{1}{3}. \quad (45)$$

When Alice and Bob are allowed general quantum measurements on $(\mathbb{C}^d)^\otimes 2k$, the above task can be solved with $k = O(1)$ using SWAP test (see Section 5.4 for more details). However, here they are only allowed local quantum operations and interactive classical communication. In the following we establish lower bounds for $k$ using these measurements.

### 5.1 Lower bound against arbitrary interactive protocols

We start by considering the general one-way protocol: suppose Alice performs an arbitrary POVM $\{M_i\}$ and sends the result $i$ to Bob, and after seeing $i$ Bob performs a two-outcome POVM $\{N_i, I - N_i\}$ where $N_i$ corresponds to “case 2”. Here for simplicity we consider discrete POVMs for Alice; the same argument also holds for continuous POVMs. The measurement operator implemented by Alice and Bob that corresponds to “case 2” is

$$M_{AB} = \sum_i M_i \otimes N_i. \quad (46)$$

From Eq. (45) we have

$$\frac{1}{3} \leq \mathbb{E}_{\phi,\psi} \text{ Tr} \left( M_{AB} \left( \phi^\otimes k \otimes \psi^\otimes k - \phi^\otimes k \otimes \phi^\otimes k \right) \right) = \text{ Tr} \left( M_{AB} \left( \Pi_{\text{sym}}^{d,k} \otimes \sigma_m - \mathbb{E}_{\phi} \phi^\otimes k \otimes \phi^\otimes k \right) \right) = \sum_i \text{ Tr} \left( M_i \Pi_{\text{sym}}^{d,k} \right) \otimes (d+k-1) \text{ Tr}(N_i(\sigma_m - \rho_i)). \quad (47)$$
where \( \rho_i \) is Bob’s effective post-measurement state in “case 1” after seeing \( i \),

\[
\rho_i := \frac{(d+k-1)}{\text{Tr}(\Pi^{d,k}_{\text{sym}})} \mathbb{E}_{\phi \sim \mathbb{C}^d} \text{Tr}\left( M_i |\phi\rangle\langle\phi|^{\otimes k} \right) |\phi\rangle|\phi\rangle^{\otimes k}.
\]  

(48)

In the following we show that \( \rho_i \) is always close to \( \sigma_m \) in max-relative entropy for an arbitrary \( M_i \) when \( k = o(\sqrt{d}) \), which implies that Bob cannot distinguish which case they are in.

To achieve this we build a connection between DIPE and optimal cloning, a well studied task in quantum information. Note that Bob’s post-measurement state in “case 1” can be written as

\[
\rho_i = \frac{(d+k-1)}{\text{Tr}(\Pi^{d,k}_{\text{sym}})} \mathbb{E}_{\phi \sim \mathbb{C}^d} \text{Tr}\left( \Pi^{d,k}_{\text{sym}} M_i \Pi^{d,k}_{\text{sym}} |\phi\rangle\langle\phi|^{\otimes k} \right) |\phi\rangle|\phi\rangle^{\otimes k}.
\]  

(49)

Define the following operator which can be viewed as a density matrix on \( \mathbb{C}^d \),

\[ \tau := \frac{\frac{\pi^{d,k}_{\text{sym}} M_i \pi^{d,k}_{\text{sym}}}{\text{Tr}(\pi^{d,k}_{\text{sym}} M_i \pi^{d,k}_{\text{sym}})}} \]

(50)

and the “measure-and-prepare” channel

\[ \text{MP}(\rho) := \frac{(d+k-1)}{k} \mathbb{E}_{\phi \sim \mathbb{C}^d} \text{Tr}\left( \rho \cdot |\phi\rangle\langle\phi|^{\otimes k} \right) |\phi\rangle|\phi\rangle^{\otimes k}, \]

(51)

then Bob’s state can be viewed as the output of MP acting on the measurement operator, \( \rho_{\text{Bob}} = \text{MP}(\tau) \). Analogous to the fact that the standard POVM is the optimal POVM for tomography, it is shown that MP is the optimal measure-and-prepare channel that maps states of the form \( |\psi\rangle^{\otimes k} \) to an approximation of \( |\psi\rangle^{\otimes k} \) [Har13]. Our goal here is to show that when \( k \) is small, the output state of MP is always close to the maximally mixed state \( \sigma_m \), regardless of the input.

The cloning channel is defined in a somewhat similar spirit:

\[ \text{Clone}_{s\rightarrow k}(\rho) := \frac{(d+s-1)}{(d+k-1)} \pi^{d,k}_{\text{sym}} \left( \rho \otimes I^{\otimes k-s} \right) \pi^{d,k}_{\text{sym}}. \]

(52)

Here the input state \( \rho \) is supported on \( (\mathbb{C}^d)^{\otimes s} \) and output is supported on \( (\mathbb{C}^d)^{\otimes k} \). This channel is the optimal channel that maps states of the form \( |\psi\rangle^{\otimes s} \) to an approximation of \( |\psi\rangle^{\otimes k} \). When \( s = 0 \) this channel prepares the maximally mixed state \( \sigma_m \). Chiribella showed a remarkable connection between the above two channels.

**Lemma 6** (Chiribella [Chi11], also see [Har13]). The optimal measure-and-prepare channel is a convex combination of optimal cloning channels: for any density matrix \( \rho \) on \( \mathbb{C}^d \),

\[ \text{MP}(\rho) = \sum_{s=0}^{k} \frac{(k)}{(d+2k-1)} \frac{(d+k-1)}{(d+k-s)} \text{Clone}_{s\rightarrow k}(\text{Tr}_{k-s} \rho). \]

(53)

Intuitively, when \( k \) is small the performance of MP should be bad, and therefore the output should contain little information about the input and be close to \( \sigma_m \). Chiribella’s theorem can be used to formally establish this closeness in max-relative entropy.
Lemma 7. Let $M$ be an arbitrary positive semi-definite Hermitian operator on $(\mathbb{C}^d)^{\otimes k}$. Then Bob’s post-measurement state corresponding to $M$ satisfies

$$
\rho_{\text{Bob}} = \frac{(d+k-1)_k}{\text{Tr}(M\Pi_{\text{sym}}^{d,k})} \mathbb{E}_{\phi \sim \mathbb{C}^d} \text{Tr}(M|\phi\rangle\langle\phi|^{\otimes k}) |\phi\rangle\langle\phi|^{\otimes k} \geq e^{-k^2/d} \sigma_m. \quad (54)
$$

Proof. Let $\tau = \frac{\Pi_{\text{sym}}^{d,k} M \Pi_{\text{sym}}^{d,k}}{\text{Tr}(\Pi_{\text{sym}}^{d,k} M \Pi_{\text{sym}}^{d,k})}$ be a density matrix on $\bigvee^k \mathbb{C}^d$. Then

$$
\rho_{\text{Bob}} = MP(\tau) = \sum_{s=0}^{k} \binom{k}{s} \binom{d+k-1}{k-s} \text{Clone}_{s\rightarrow k}(\text{Tr}_{k-s} \tau)
$$

$$
\geq \frac{(d+k-1)_k}{(d+2k-1)_k} \sigma_m = \frac{(d+k-1) \cdots d}{(d+2k-1) \cdots (d+k)} \sigma_m \geq e^{-k^2/d} \sigma_m. \quad (55)
$$

Here in the first inequality we simply discard all the (positive) terms that correspond to $s \neq 0$. \hfill \square

It’s easy to see that Lemma 7 implies $\Omega(\sqrt{d})$ lower bound against arbitrary one-way protocols. Below we show that it also provides the key component for the lower bound against arbitrary interactive protocols. In fact we prove a stronger result, which works against arbitrary separable measurements.

Definition 6 (Separable measurements). A two-outcome POVM $\{M, I - M\}$ is separable, denoted as $\{M, I - M\} \in \text{SEP}$, if and only if it satisfies

$$
M = \sum_t A_t \otimes B_t, \quad I - M = \sum_t A'_t \otimes B'_t, \quad A_t, B_t, A'_t, B'_t \geq 0. \quad (56)
$$

Here $A_t, A'_t$ are Hermitian operators supported on Alice’s system and $B_t, B'_t$ are Hermitian operators supported on Bob’s system.

It is well-known that separable operations strictly contains LOCC operations – that can be implemented by an interactive protocol [BDF+99; CD09], and it is a common practice to use SEP as a larger approximation of LOCC due to its simple form. In the following we prove a $\Omega(\sqrt{d})$ lower bound against SEP.

Theorem 9. $k = \Omega(\sqrt{d})$ copies is necessary for Alice and Bob to solve DIPE, even when they are allowed arbitrary interactive protocols (or arbitrary LOCC operations), or more generally, arbitrary separable operations.

Proof. Let $\{M, I - M\} \in \text{SEP}$, where $M = \sum_t A_t \otimes B_t$ corresponds to “case 2”. For Alice and Bob to successfully solve DIPE, $M$ satisfies

$$
\frac{1}{3} \leq \mathbb{E}_{\phi, \psi \sim \mathbb{C}^d} \text{Tr}(M (\phi^{\otimes k} \otimes \psi^{\otimes k} - \phi^{\otimes k} \otimes \phi^{\otimes k}))
$$

$$
= \sum_t \mathbb{E}_{\phi, \psi \sim \mathbb{C}^d} \text{Tr}(A_t \phi^{\otimes k}) \text{Tr}(B_t \psi^{\otimes k}) - \mathbb{E}_{\phi \sim \mathbb{C}^d} \text{Tr}(M (\phi^{\otimes k} \otimes \phi^{\otimes k}))
$$

$$
= \sum_t \frac{\text{Tr}(A_t \Pi_{\text{sym}}^{d,k})}{(d+k-1)_k} \text{Tr}(B_t \sigma_m) - \mathbb{E}_{\phi \sim \mathbb{C}^d} \text{Tr}(M (\phi^{\otimes k} \otimes \phi^{\otimes k})). \quad (57)
$$
Using Lemma 7 we have
\[
\sigma_m \leq e^{k^2/d} \frac{\binom{d+k-1}{k}}{\text{Tr}(A_t \Pi_{\text{sym}}^{d,k})} \mathbb{E}_{\phi \sim \mathcal{C}_d} \text{Tr} \left( A_t |\phi\rangle \langle \phi| \otimes^k \right) \text{Tr} \left( B_t |\phi\rangle \langle \phi| \otimes^k \right),
\]
which implies that
\[
\text{Tr}(B_t \sigma_m) \leq e^{k^2/d} \frac{\binom{d+k-1}{k}}{\text{Tr}(A_t \Pi_{\text{sym}}^{d,k})} \mathbb{E}_{\phi \sim \mathcal{C}_d} \text{Tr} \left( A_t |\phi\rangle \langle \phi| \otimes^k \right) \text{Tr} \left( B_t |\phi\rangle \langle \phi| \otimes^k \right)
= e^{k^2/d} \frac{\binom{d+k-1}{k}}{\text{Tr}(A_t \Pi_{\text{sym}}^{d,k})} \mathbb{E}_{\phi \sim \mathcal{C}_d} \text{Tr} \left( (A_t \otimes B_t) |\phi\rangle \langle \phi| \otimes^k \otimes^k \right).
\]

Therefore,
\[
\frac{1}{3} \leq \sum_t \frac{\text{Tr}(A_t \Pi_{\text{sym}}^{d,k})}{\binom{d+k-1}{k}} \text{Tr}(B_t \sigma_m) - \mathbb{E}_{\phi \sim \mathcal{C}_d} \text{Tr} \left( M \left( |\phi\rangle \langle \phi| \otimes^k \otimes^k \right) \right)
\leq \sum_t e^{k^2/d} \mathbb{E}_{\phi \sim \mathcal{C}_d} \text{Tr} \left( (A_t \otimes B_t) |\phi\rangle \langle \phi| \otimes^k \otimes^k \right) - \mathbb{E}_{\phi \sim \mathcal{C}_d} \text{Tr} \left( M \left( |\phi\rangle \langle \phi| \otimes^k \otimes^k \right) \right)
= \left( e^{k^2/d} - 1 \right) \mathbb{E}_{\phi \sim \mathcal{C}_d} \text{Tr} \left( M \left( |\phi\rangle \langle \phi| \otimes^k \otimes^k \right) \right)
\leq e^{k^2/d} - 1,
\]
which implies that \( k = \Omega(\sqrt{d}) \).

5.2 Understanding a one-way protocol for DIPE

Next we analyze the following one-way protocol which is a natural generalization of the algorithms presented in Section 4 (restated for convenience):

1. Alice measures all copies of her state with the standard POVM, gets result \( u \), and sends to Bob.

2. Conditioned on \( u \), Bob performs a global two-outcome measurement \( \{ M_u, \Pi_{\text{sym}}^{d,k} - M_u \} \) on all copies of his state, and decides “case 2” if he sees \( M_u \), and “case 1” otherwise.

The reason for presenting this analysis is the following utility compared with the previous section. First, here we are able to exactly identify Bob’s optimal measurement strategy for the above protocol, which provides intuition on how to think about the problem in an interactive setting. Second, the analysis implies a \( \Omega(\sqrt{d}) \) lower bound for this protocol without using Chiribella’s theorem.

Let \( M_{AB} \) be the measurement operator implemented by Alice and Bob that corresponds to “case 2”. Then
\[
M_{AB} = \mathbb{E}_{u \sim \mathcal{C}_d} \left( \binom{d+k-1}{k} \right) |u\rangle \langle u| \otimes^k \otimes M_u.
\]
Following the discussion above, $M_{AB}$ satisfies
\[
\frac{1}{3} \leq \mathbb{E}_{\phi,\psi \sim C^d} \Tr \left( M_{AB} \left( \phi \otimes k \otimes \psi \otimes k - \phi \otimes k \otimes \phi \otimes k \right) \right) \\
= \mathbb{E}_{\phi, u \sim C^d} \Tr (M_u \sigma_m) - \binom{d + k - 1}{k} \Tr (u \otimes k \phi \otimes k) \cdot \Tr (M_u \phi \otimes k) \\
= \mathbb{E}_{u \sim C^d} \Tr (M_u (\sigma_m - \rho_u)).
\] (62)

Here, $\sigma_m = \frac{1}{\binom{d + k - 1}{k}} \Pi_{\text{sym}}^{d,k}$ is the maximally mixed state in $\bigvee^k \mathbb{C}^d$, and
\[
\rho_u := \binom{d + k - 1}{k} \mathbb{E}_{\phi \sim \mathbb{C}^d} |\phi \rangle \langle \phi| \otimes k |u \rangle \langle u| |\phi \rangle |^2 k
\] (63)
is Bob’s post-measurement state in “case 1” after seeing $u$. Identifying Bob’s optimal measurement is equivalent to computing the trace distance between $\rho_u$ and $\sigma_m$, as
\[
\max_{0 \leq m \leq \Pi_{\text{sym}}^{d,k}} \Tr (M_u (\sigma_m - \rho_u)) = \frac{1}{2} \| \rho_u - \sigma_m \|_1.
\] (64)

Therefore we need to analyze the spectrum of $\rho_u$ and compare with the uniform distribution $\sigma_m$.

We show that the state $\rho_u$ has a nice block-diagonal structure. For any fixed state $|u \rangle \in \mathbb{C}^d$, define the following subspaces
\[
W_u^t = \text{span} \left\{ \Pi_{\text{sym}}^{d,k} |u \rangle \otimes |v \rangle \otimes k - t : |v \rangle \in \mathbb{C}^d, \langle v | u \rangle = 0 \right\},
\] (65)
and let $\Pi_u^t$ be the orthogonal projector onto $W_u^t$. Clearly, each $W_u^t$ ($t = 0, \ldots, k$) is a subspace of $\bigvee^k \mathbb{C}^d$, as we are applying the projector $\Pi_{\text{sym}}^{d,k}$ on all states in the definition, and the subspaces $W_u^t$ are mutually orthogonal. In fact, we show that the symmetric subspace $\bigvee^k \mathbb{C}^d$ can be decomposed as a direct sum of $W_u^t$ as
\[
\bigvee^k \mathbb{C}^d = W_u^0 \oplus \cdots \oplus W_u^k.
\] (66)

Let’s denote $|u \rangle$ as $|0 \rangle$. To prove this, we use a characterization of $\bigvee^k \mathbb{C}^d$ (Definition 3) as
\[
\bigvee^k \mathbb{C}^d = \text{span} \left\{ \sum_{i : T(i) = \ell} |i_1, \ldots, i_k \rangle : \ell = (\ell_0, \ldots, \ell_{d-1}), \ell_j \geq 0, \sum_{j=0}^{d-1} \ell_j = k \right\}
\]
\[
= \bigoplus_{t=0}^k \text{span} \left\{ \sum_{i : T(i) = \ell} |i_1, \ldots, i_k \rangle : \ell = (\ell_0, \ldots, \ell_{d-1}), \ell_j \geq 0, \ell_0 = t, \sum_{j=0}^{d-1} \ell_j = k \right\}
\] (67)
\[
= \bigoplus_{t=0}^k W_u^t.
\]

Using the above characterization it is easy to show that $\dim W_u^t = \binom{d + k - t - 2}{k - t}$. We show that Bob’s state $\rho_u$ is block-diagonal in the subspaces $W_u^t$, and furthermore is uniform in each of the subspaces. Therefore $\rho_u = \sum_t \beta_t \Pi_u^t$ with coefficients $\beta_t > 0$.

**Lemma 8.** For any $|u \rangle \in \mathbb{C}^d$, Bob’s post-measurement state $\rho_u$ (Eq. (63)) has the following block-diagonal form
\[
\rho_u = \sum_{t=0}^k \beta_t \Pi_u^t, \quad \beta_t = \frac{(k + t)(k + t - 1) \cdots (t + 1)}{(d + 2k - 1)(d + 2k - 2) \cdots (d + k)}.
\] (68)
The proof is presented in Appendix B. Meanwhile, the maximally mixed state can be written as
\[
\sigma_m = \frac{1}{(d^k k)} \Pi_{\text{sym}}^d \sum_{t=0}^k \Pi_u^t.
\]
As the above decompositions for \( \rho_u \) and \( \sigma_m \) have the same block-diagonal structure, it’s easy to calculate the trace distance between \( \rho_u \) and \( \sigma_m \) as well as the optimal measurement to distinguish them.

**Lemma 9.** Suppose \( k = O(\sqrt{d}) \) and \( k = \omega(1) \), then the optimal POVM to distinguish \( \rho_u \) and \( \sigma_m \) is given by \{\( \Pi_u^0, \Pi_{\text{sym}}^d \Pi_u^0 \}\}, and we have
\[
\frac{1}{2} \|\rho_u - \sigma_m\|_1 = \text{Tr}(\Pi_u^0(\sigma_m - \rho_u)) = \frac{d - 1}{d + k - 1} - \frac{(d + k - 2) \cdots (d - 1)}{(d + 2k - 1) \cdots (d + k)}.
\]

**Proof.** First note that for any \( m \geq 0 \), \( \frac{d^m}{d + k + m} \geq \frac{d}{d + k} \). This gives
\[
\frac{(d + k - 1) \cdots d}{(d + 2k - 1) \cdots (d + k)} \geq \left( \frac{d}{d + k} \right)^k \geq e^{-k^2/d}.
\]

To construct the optimal distinguishing measurement, we need to compare \( \beta_t \) with \( (d + k - 1)^{-1} \). For each \( t = 0, \ldots, k \), we have
\[
\beta_t \left( \frac{d + k - 1}{k} \right) = \left( \frac{k + t}{k} \right) \frac{(d + k - 1) \cdots d}{(d + 2k - 1) \cdots (d + k)}.
\]
When \( t = 0 \), this shows that \( \beta_0 < (d + k - 1)^{-1} \). When \( t \geq 1 \), we have
\[
\beta_t \left( \frac{d + k - 1}{k} \right) \geq \frac{(d + k - 1) \cdots d}{(d + 2k - 1) \cdots (d + k)} \geq k \cdot e^{-k^2/d} = \omega(1).
\]

Therefore, when \( d \) is large enough, \( W^0_u \) is the only subspace on which \( \sigma_m \) has larger support than \( \rho_u \). This proves the first equality in Eq. (70). For the second equality, we have
\[
\text{Tr}(\Pi_u^0 \sigma_m) = \frac{\dim W^0_u}{\binom{d + k - 1}{k}} = \frac{d - 1}{d + k - 1},
\]
and
\[
\text{Tr}(\Pi_u^0 \rho_u) = \beta_0 \cdot \dim W^0_u = \frac{(d + k - 2) \cdots (d - 1)}{(d + 2k - 1) \cdots (d + k)}.
\]

Lemma 9 implies the optimal strategy for Bob’s measurement as well as a \( \Omega(\sqrt{d}) \) lower bound for this protocol.

**Theorem 10.** Consider a one-way protocol where Alice performs the standard measurement and sends the result to Bob. Then Bob’s optimal measurement strategy conditioned on receiving \( u \) is the two-outcome POVM \{\( \Pi_u^0, \Pi_{\text{sym}}^d \Pi_u^0 \}\}. Furthermore, this protocol requires \( k = \Omega(\sqrt{d}) \) copies for Alice and Bob to solve DIPE.
Proof. Without loss of generality we assume that \( k = O(\sqrt{d}) \) and \( k = \omega(1) \), as a lower bound that works against \( k = \omega(1) \) will also work against \( k = O(1) \).

Following the discussion around Eq. (62), Alice and Bob aims to maximize \( \mathbb{E}_{u \sim \mathbb{C}^d} \text{Tr}(M_u(\sigma_m - \rho_u)) \). For any \( |u \rangle \in \mathbb{C}^d \) we have identified the measurement that maximizes \( \text{Tr}(M_u(\sigma_m - \rho_u)) \). Therefore the overall optimal strategy for Bob is to measure \( \{\Pi_u^0, \Pi_u^{\omega_k} - \Pi_u^0\} \) after seeing Alice’s outcome \( u \).

In order for Alice and Bob to successfully distinguish with probability 2/3, we have

\[
\frac{1}{3} \leq \mathbb{E}_{u \sim \mathbb{C}^d} \text{Tr}(M_u(\sigma_m - \rho_u)) \\
\leq \mathbb{E}_{u \sim \mathbb{C}^d} \text{Tr}(\Pi_u^0(\sigma_m - \rho_u)) \\
= \frac{d - 1}{d + k - 1} - \frac{(d + k - 2) \cdots (d - 1)}{(d + 2k - 1) \cdots (d + k)} \\
= O(k^2/d).
\]  

(76)

Therefore \( k = \Omega(\sqrt{d}) \) is necessary for Alice and Bob to solve DIPE. \( \square \)

5.3 Lower bound for estimation

Next we extend our lower bound for DIPE to a lower bound for IP\(_{\varepsilon}\). The key step is to consider the following decision problem as a lower bound instance.

Problem 1. Suppose Alice and Bob are each given \( k \) copies of a pure state in \( \mathbb{C}^{d+1} \). Let \( \varepsilon \in (0,1) \). They are promised that one of the following two cases hold:

1. Alice has \( (\sqrt{1 - \varepsilon}e^{i\theta}|0\rangle + \sqrt{\varepsilon}|\phi\rangle)^\otimes k \) and Bob has \( (\sqrt{1 - \varepsilon}e^{i\theta'}|0\rangle + \sqrt{\varepsilon}|\phi\rangle)^\otimes k \), where \( |\phi\rangle \) is a uniformly random state in \( \text{span}\{|1\rangle, |2\rangle, \ldots, |d\rangle\} \), and \( \theta, \theta' \) are independent random phases in \([0,2\pi]\).

2. Alice has \( (\sqrt{1 - \varepsilon}e^{i\theta}|0\rangle + \sqrt{\varepsilon}|\phi\rangle)^\otimes k \) and Bob has \( (\sqrt{1 - \varepsilon}e^{i\theta'}|0\rangle + \sqrt{\varepsilon}|\psi\rangle)^\otimes k \), where \( |\phi\rangle, |\psi\rangle \) are independent random states in \( \text{span}\{|1\rangle, |2\rangle, \ldots, |d\rangle\} \), and \( \theta, \theta' \) are independent random phases in \([0,2\pi]\).

Their goal is to decide which case they are in with success probability at least 2/3, using an interactive protocol that involves local quantum operations and classical communication.

Note that in the above definition, the random states \( |\phi\rangle, |\psi\rangle \) are supported on \( \text{span}\{|1\rangle, |2\rangle, \ldots, |d\rangle\} \) and are always orthogonal to \( |0\rangle \). We have increased the dimension from \( d \) to \( d + 1 \) for convenience, which does not change the form of our lower bound. Our main result in this section is the following lower bound for this problem.

Theorem 11. \( k = \Omega(\sqrt{d}/\varepsilon) \) copies are necessary for Alice and Bob to solve Problem 1, even when they are allowed arbitrary interactive protocols (or arbitrary LOCC operations), or more generally, arbitrary separable operations.

Note that here (as well as in Theorem 12) the lower bound holds for arbitrary \( \varepsilon \in (0,1) \). The proof follows from a reduction to DIPE and is presented later. We show that this implies a tight lower bound for IP\(_{\varepsilon}\).
Theorem 12. Suppose Alice has input $|\phi\rangle^\otimes k$ and Bob has input $|\psi\rangle^\otimes k$, for arbitrary unknown pure states $|\phi\rangle,|\psi\rangle \in \mathbb{C}^d$. Then $k = \Omega(\sqrt{d}/\varepsilon)$ copies is necessary for them to estimate $\text{Tr}(\phi\psi) = |\langle \phi|\psi \rangle|^2$ up to additive error $\varepsilon$ with success probability $2/3$, even when they are allowed arbitrary interactive protocols (or arbitrary LOCC operations), or more generally, arbitrary separable operations.

Remark 1. In Section 5.4 we present a $\Omega(1/\varepsilon^2)$ lower bound for $\text{IP}_\varepsilon$, which is proven in the non-distributed setting and also applies to our distributed setting. Combining the two lower bounds gives the lower bound in our main result. See Section 5.4 for more details.

Proof. Note that for any estimation algorithm, its success probability can be amplified to $1 - \delta$ by taking the median of $O(\log \frac{1}{\delta})$ independent executions. Therefore choosing the success probability to be an arbitrary constant will only change the sample complexity by a constant factor. Suppose there is an algorithm $A$ with interactive communication between Alice and Bob that, on input $k$ copies of arbitrary unknown pure states, estimates the inner product up to additive error $\varepsilon/100$, with success probability at least 0.99. Here $\varepsilon$ is the parameter in the definition of Problem 1, and we assume that $\varepsilon \leq 0.01$. To prove the theorem statement it suffices to prove that using this protocol they can solve Problem 1 with success probability at least $2/3$.

Consider the inner product between Alice and Bob’s states of the two cases in Problem 1. In case 1 the inner product of Alice and Bob’s input states is given by

$$f_1 := \left|(1 - \varepsilon)e^{i(\theta' - \theta)} + \varepsilon\right|^2 = 1 - 2\varepsilon + 2\varepsilon^2 + 2\varepsilon(1 - \varepsilon)\cos(\theta' - \theta).$$

In case 2 the inner product is given by

$$f_2 := \left|(1 - \varepsilon)e^{i(\theta' - \theta)} + \varepsilon \langle \phi|\psi \rangle\right|^2 = (1 - \varepsilon)^2 + \varepsilon^2 |\langle \phi|\psi \rangle|^2 + 2\varepsilon(1 - \varepsilon)\text{Re}(e^{i(\theta' - \theta)} \langle \psi|\phi \rangle).$$

A sketch of the remaining argument is as follows: in case 1 the inner product $f_1$ is distributed roughly as $f_1 = 1 - 2\varepsilon + 2\varepsilon\cos(\gamma)$ for a uniformly random phase $\gamma$. In case 2 the inner product $f_2$ is concentrated around $(1 - \varepsilon)^2$, as $|\langle \psi|\phi \rangle| = O(1/\sqrt{d})$ with high probability. Therefore, after Alice and Bob estimate the inner product between their states using algorithm $A$, they can decide case 2 if the result is close to $(1 - \varepsilon)^2$, and decide case 1 otherwise.

Algorithm $B$ for Problem 1:

1. Alice and Bob estimate the inner product between their states using algorithm $A$, obtain result $f$.

2. They decide case 2 if $f \in [(1 - \varepsilon)^2 - \frac{\varepsilon}{50}, (1 - \varepsilon)^2 + \frac{\varepsilon}{50}]$, and decide case 1 otherwise.

The performance of algorithm $A$ guarantees that if Alice and Bob are in case $i$ ($i = 1, 2$), then $|f - f_i| \leq \frac{\varepsilon}{100}$ holds with probability at least 0.99. In the following we show that algorithm $B$ can decide Problem 1 with success probability at least $2/3$.

If Alice and Bob are in case 1, then

$$\text{Pr}\left[f \in [(1 - \varepsilon)^2 - \frac{\varepsilon}{50}, (1 - \varepsilon)^2 + \frac{\varepsilon}{50}]\right] \leq \text{Pr}\left[f \in [(1 - \varepsilon)^2 - \frac{\varepsilon}{50}, (1 - \varepsilon)^2 + \frac{\varepsilon}{50}] \land |f - f_1| \leq \frac{\varepsilon}{100}\right] + 0.01$$

$$\leq \text{Pr}\left[f_1 \in [(1 - \varepsilon)^2 - \frac{3\varepsilon}{100}, (1 - \varepsilon)^2 + \frac{3\varepsilon}{100}]\right] + 0.01$$

$$\leq \text{Pr}\left[\gamma \sim [0, 2\pi], \cos(\gamma) \in [-0.0203, 0.0152]\right] + 0.01$$

$$\leq 0.03.$$

24
The random phases \( \theta, \theta' \) are always independent, so the integral can be calculated separately for...
Alice and Bob. First consider Alice’s system. The integral over the random phase $\theta$ gives
\[
\mathbb{E}_{\theta \sim [0,2\pi]} \left( (1 - \varepsilon) |0\rangle\langle 0| + \sqrt{\varepsilon(1 - \varepsilon)} e^{i\theta} |0\rangle\langle \phi| + \sqrt{\varepsilon(1 - \varepsilon)} e^{-i\theta} |\phi\rangle\langle 0| + \varepsilon |\phi\rangle\langle \phi| \right)^{\otimes k}
\]
\[
= \sum_{t=0}^{k} \varepsilon^t (1 - \varepsilon)^{k-t} \left( \frac{k}{t} \right)^2 \Pi_{\text{sym}}^{d,k} \left( |0\rangle\langle 0|^{\otimes k-t} \otimes |\phi\rangle\langle \phi|^{\otimes t} \right) \Pi_{\text{sym}}^{d,k}
\]
\[
= \sum_{t=0}^{k} \varepsilon^t (1 - \varepsilon)^{k-t} \left( \frac{k}{t} \right) |\phi_t\rangle\langle \phi_t|,
\]
where the state $|\phi_t\rangle$ is defined as
\[
|\phi_t\rangle := \frac{1}{\sqrt{\binom{k}{t}}} \sum_{S \subseteq [k], |S| = t} |0\rangle_S |\phi\rangle_S,
\]
a uniform superposition of $\phi$ stored in $t$ of the $k$ registers. We define the state $|\psi_t\rangle$ similarly. Here the second line of Eq. (86) is proven in the following lemma.

**Lemma 10.** For any $\varepsilon \in (0,1)$ and pure state $|\phi\rangle$, we have
\[
\mathbb{E}_{\theta \sim [0,2\pi]} \left( (1 - \varepsilon) |0\rangle\langle 0| + \sqrt{\varepsilon(1 - \varepsilon)} e^{i\theta} |0\rangle\langle \phi| + \sqrt{\varepsilon(1 - \varepsilon)} e^{-i\theta} |\phi\rangle\langle 0| + \varepsilon |\phi\rangle\langle \phi| \right)^{\otimes k}
\]
\[
= \sum_{t=0}^{k} \varepsilon^t (1 - \varepsilon)^{k-t} \left( \frac{k}{t} \right)^2 \Pi_{\text{sym}}^{d,k} \left( |0\rangle\langle 0|^{\otimes k-t} \otimes |\phi\rangle\langle \phi|^{\otimes t} \right) \Pi_{\text{sym}}^{d,k}
\]

**Proof.** First note that after expanding the tensor product, in each term the number of $\sqrt{\varepsilon(1 - \varepsilon)} e^{i\theta} |0\rangle\langle \phi|$ must be equal to the number of $\sqrt{\varepsilon(1 - \varepsilon)} e^{-i\theta} |\phi\rangle\langle 0|$, because otherwise the term will be 0 after performing integral over the random phase $\theta$. This guarantees that in each term the number of 0s ($|0\rangle$) on the ket side equals the number of 0s ($|0\rangle$) on the bra side. Next, consider a term of the form
\[
|\sigma(\phi, \phi, \ldots, \phi, 0, 0, \ldots, 0)\rangle \langle \tau(\phi, \phi, \ldots, \phi, 0, 0, \ldots, 0)|
\]
which has $k - t$ 0s and $t$ $\phi$s, and $\sigma, \tau$ are arbitrary permutations. Each term of this form has a one-to-one correspondence with the terms in the expansion of the tensor product. Moreover, regardless of $\sigma$ and $\tau$ the coefficient of this term is always
\[
\varepsilon^t (1 - \varepsilon)^{k-t}.
\]
Finally, using the characterization of $\Pi_{\text{sym}}^{d,k} = \frac{1}{k!} \sum_{\pi \in S_k} P_d(\pi)$ (Lemma 1) it is easy to see that the sum of unique terms of the form in Eq. (89) equals
\[
\left( \frac{k}{t} \right)^2 \Pi_{\text{sym}}^{d,k} \left( |0\rangle\langle 0|^{\otimes k-t} \otimes |\phi\rangle\langle \phi|^{\otimes t} \right) \Pi_{\text{sym}}^{d,k},
\]
which concludes the proof. \hfill \Box

The state after averaging over random phase can be understood as follows: first sample a random $t$ according to binomial distribution $B(k, \varepsilon)$, then the state is $t$ copies of $\phi$ uniformly distributed (in superposition) in $k$ registers. This gives the same average state as in Problem 1, because
\[
\mathbb{E}_{\theta,\theta^t \sim [0,2\pi]} \Theta_{AB} = \mathbb{E}_{t,t^t \sim B(k,\varepsilon)} |\phi_t\rangle\langle \phi_t| \otimes |\psi_{t^t}\rangle\langle \psi_{t^t}|,
\]
\[
\mathbb{E}_{\theta,\theta^t \sim [0,2\pi]} \Psi_{AB} = \mathbb{E}_{t,t^t \sim B(k,\varepsilon)} |\phi_t\rangle\langle \phi_t| \otimes |\phi_{t^t}\rangle\langle \phi_{t^t}|.
\]
Effectively we have reduced Problem 1 to the following decision problem.
**Problem 2.** Suppose Alice and Bob are each given one copy of a pure state in $(\mathbb{C}^{d+1})^\otimes k$. They are promised that one of the following two cases hold:

1. Alice has $|\phi_t\rangle$ and Bob has $|\phi'_t\rangle$, where $|\phi\rangle$ is a uniformly random state in $\text{span}\{|1\rangle,|2\rangle,\ldots,|d\rangle\}$, and $t,t'$ are independent random variables with binomial distribution $B(k,\varepsilon)$.

2. Alice has $|\phi_t\rangle$ and Bob has $|\psi_t\rangle$, where $|\phi\rangle,|\psi\rangle$ are independent random states in $\text{span}\{|1\rangle,|2\rangle,\ldots,|d\rangle\}$, and $t,t'$ are independent random variables with binomial distribution $B(k,\varepsilon)$.

Their goal is to decide which case they are in with success probability at least $2/3$, using an interactive protocol that involves local quantum operations and classical communication.

We have shown that Alice and Bob’s average state is the same for Problem 1 and Problem 2. Therefore any measurement strategy will have the same success probability for Problem 1 and Problem 2, and any lower bound for Problem 2 will also hold for Problem 1. In the following we prove a $\Omega(\sqrt{d}/\varepsilon)$ lower bound for Problem 2 via a reduction to DIPE.

The idea is to simulate the input to Problem 2 using the input to DIPE. Suppose Alice and Bob are trying to solve DIPE with $m = 100k\varepsilon + 100$ copies, where in case 1 Alice and Bob both have $|\phi\rangle^\otimes m$, and in case 2 Alice has $|\phi\rangle^\otimes m$ and Bob has $|\psi\rangle^\otimes m$, where $\phi,\psi \sim \mathbb{C}^d$. Alice samples a random variable $t \sim B(k,\varepsilon)$, which satisfies $t \leq m$ with high probability. Alice throws away $m-t$ copies of her state, then applies a unitary that maps $|\phi\rangle^\otimes (0)^\otimes k-t$ to $|\phi_t\rangle$ as constructed in Lemma 11 below. Bob also performs the same procedure. Then their resulting states will be close to the input states of Problem 2, where the two cases in DIPE also correspond to the two cases in Problem 2. Therefore they can decide DIPE with high probability using the algorithm for Problem 2.

In the above argument we have used the following lemma.

**Lemma 11.** For any $t \in \{0,\ldots,k\}$, there exists a unitary operator $U_t$ acting on $(\mathbb{C}^{d+1})^\otimes k$ that satisfies

$$U_t |\phi\rangle^\otimes (0)^\otimes k-t = |\phi_t\rangle$$

for any state $|\phi\rangle \in \text{span}\{|1\rangle,\ldots,|d\rangle\}$.

**Proof.** It suffices to prove that the map $|\phi\rangle^\otimes (0)^\otimes k-t \mapsto |\phi_t\rangle$ preserves inner product. This follows from

$$\langle \phi_t' | \phi_t \rangle = \frac{1}{\binom{n}{t}} \left( \sum_{S \subseteq \{k\}, |S| = t} \langle 0 \mid S \rangle \langle \phi' \mid S \rangle \right) \left( \sum_{T \subseteq \{k\}, |T| = t} \langle 0 \mid T \rangle \langle \phi \mid T \rangle \right)$$

$$= \frac{1}{\binom{n}{t}} \sum_{S \subseteq \{k\}, |S| = t} \langle 0 \mid S \rangle \langle \phi' \mid S \rangle \langle 0 \rangle \langle \phi \rangle_S$$

$$= \langle \phi' \mid \phi \rangle^t$$

$$= \langle \phi' \rangle^\otimes (0)^\otimes k-t |\phi\rangle^\otimes (0)^\otimes k-t$$

for any $|\phi\rangle,|\phi'\rangle \in \text{span}\{|1\rangle,\ldots,|d\rangle\}$.

In fact a circuit for implementing $U_t$ is easy to describe. On input $|\phi\rangle^\otimes (0)^\otimes k-t$, we can prepare $\frac{1}{\sqrt{\binom{n}{t}}} \sum_S |\phi\rangle^\otimes (0)^\otimes k-t |S\rangle$, then use $S$ to perform control swap operations on the registers, which gives $\frac{1}{\sqrt{\binom{n}{t}}} \sum_S |\phi\rangle_S |0\rangle_S |S\rangle$. Now, since $|\phi\rangle$ is supported on span$\{|1\rangle,\ldots,|d\rangle\}$ and always orthogonal to $|0\rangle$, we can reversibly compute $S$ from $|\phi\rangle_S |0\rangle_S$. This means that we can uncompute the $|S\rangle$ register from $\frac{1}{\sqrt{\binom{n}{t}}} \sum_S |\phi\rangle_S |0\rangle_S |S\rangle$, resulting in $|\phi_t\rangle$. 

\[\square\]
In more details, for any $\varepsilon > 0$, suppose there is an algorithm $A$ that can solve Problem 2 using $k$ copies with success probability at least 0.99. Let $m = 100k\varepsilon + 100$. Consider the following algorithm for DIPE.

**Algorithm $B$ for DIPE:**

1. Alice has input state $|\phi\rangle^\otimes m$. She samples $t \sim B(k, \varepsilon)$. If $t > m$, she throws away all of her input states and prepares the state $|A\rangle = |0\rangle^\otimes k$. If $t \leq m$ she throws away $m-t$ copies of her input states and prepares $|A\rangle = |\phi_t\rangle$ using the procedure described in Lemma 11.

2. Bob samples $t' \sim B(k, \varepsilon)$ and prepares the state $|B\rangle$ similarly.

3. They run $A$ on $|A\rangle\langle A| \otimes |B\rangle\langle B|$, and return according to $A$.

First we bound the probability $\Pr[t > m]$. Let $X_1, \ldots, X_k$ be i.i.d. 0/1 random variables with mean $\varepsilon$. Chernoff bound gives

$$\Pr\left[\frac{X_1 + \cdots + X_k}{k} \geq \varepsilon + \delta\right] \leq \exp\left(-\frac{k\delta^2}{2(\varepsilon + \delta)}\right). \quad (95)$$

Let $\delta = 99\varepsilon + \frac{100}{k} > \varepsilon$, then

$$\Pr[t > m] \leq \Pr[X_1 + \cdots + X_k \geq 100k\varepsilon + 100]$$

$$= \Pr\left[\frac{X_1 + \cdots + X_k}{k} \geq \varepsilon + \delta\right]$$

$$\leq \exp\left(-\frac{k\delta^2}{2(\varepsilon + \delta)}\right)$$

$$\leq \exp\left(-\frac{k\delta}{4}\right)$$

$$\leq \exp(-25) < 0.01. \quad (96)$$

Here, the last line uses $k\delta \geq 100$. To prove that algorithm $B$ decides DIPE with high probability, it suffices to show that in both case 1 and case 2 the average state that Alice and Bob prepare is close to the average state in Problem 2. This follows from the above bound on failure probability. In case 1 the average state that Alice and Bob prepare is

$$\mathbb{E}_{\phi \sim \mathcal{C}^d} \left(\sum_{t=0}^{m} \binom{k}{t} \varepsilon^t (1 - \varepsilon)^{k-t} |\phi_t\rangle\langle \phi_t| + \Pr[t > m] |0\rangle\langle 0| \right)^\otimes 2. \quad (97)$$

It’s easy to see that the trace distance between this state and the average state for Problem 2 can be upper bounded by

$$\left\| \mathbb{E}_{\phi \sim \mathcal{C}^d} \left(\sum_{t=0}^{m} \binom{k}{t} \varepsilon^t (1 - \varepsilon)^{k-t} |\phi_t\rangle\langle \phi_t| + \Pr[t > m] |0\rangle\langle 0| \right)^\otimes 2 - \mathbb{E}_{\phi \sim \mathcal{C}^d} \mathbb{E}_{t,t' \sim B(k, \varepsilon)} |\phi_t\rangle\langle \phi_t| \otimes |\phi_{t'}\rangle\langle \phi_{t'}| \right\|_1$$

$$\leq 4 \Pr[t > m] < 0.04, \quad (98)$$

and the same bound also holds for case 2. Therefore, since $A$ decides Problem 2 with probability at least 0.99, algorithm $B$ decides DIPE with high probability. Then the $\Omega(\sqrt{d})$ lower bound for DIPE implies that

$$m = 100k\varepsilon + 100 = \Omega(\sqrt{d}), \quad (99)$$

which gives $k = \Omega(\sqrt{d}/\varepsilon)$. 28
Figure 3: The SWAP test for estimating the inner product. The probability of seeing measurement outcome 0 at the output qubit equals \( \frac{1 + \text{Tr}(\rho \sigma)}{2} \).

5.4 Optimality of the SWAP test

Recall that in the non-distributed setting where arbitrary quantum operations on \( \rho^k \otimes \sigma^k \) are allowed, we can estimate \( f = \text{Tr}(\rho \sigma) \) using \( k = O(1/\epsilon^2) \) copies using SWAP test. The SWAP test refers to the well-known circuit for estimating inner product shown in Fig. 3. The probability of seeing 0 at the output qubit equals \( \frac{1 + \text{Tr}(\rho \sigma)}{2} \). In experiment, given \( \rho^k \otimes \sigma^k \), we repeat the SWAP test \( k \) times and use the \( k \) bits output \( \{x_1, \ldots, x_k\} \) to estimate \( f = \text{Tr}(\rho \sigma) \) as \( \hat{f} = 1 - 2 \cdot \frac{1}{k} \sum_{i=1}^{k} x_i \), which is an unbiased estimator for \( f \). The variance is given by \( \text{Var}(\hat{f}) = \frac{1}{k} - \frac{f^2}{k} \).

Therefore \( k = O(1/\epsilon^2) \) copies is sufficient to estimate \( f \) within \( \epsilon \) additive error with probability at least 2/3.

As the SWAP test only uses two-copy measurements, it is natural to ask if we can do better with general multi-copy measurements. An improved algorithm for estimating the inner product with multi-copy measurements was given by [BOW19], which we refer to as generalized SWAP test. A related work by [FRS+20] addresses the optimal precision of inner product estimation with a given number of copies.

**Lemma 12** (Generalized SWAP test [BOW19]). There exists an algorithm which takes input \( \rho^k \otimes \sigma^k \) outputs an unbiased estimator for \( f = \text{Tr}(\rho \sigma) \) using multi-copy measurements that has variance

\[
\frac{1}{k^2} + \frac{k-1}{k^2} \left( \text{Tr}(\rho^2 \sigma) + \text{Tr}(\rho \sigma^2) \right) - \frac{2k-1}{k^2} f^2.
\]

This algorithm is optimal in the sense of having optimal variance among all unbiased estimators.

In the worst case the optimal variance is \( \Omega(1/k) \). As \( \text{Tr}(\rho^2 \sigma) \) and \( \text{Tr}(\rho \sigma^2) \) can be upper bounded by \( f \), this implies that

\[
k = O \left( \frac{1}{\epsilon} + \frac{f}{\epsilon^2} \right)
\]

copies is sufficient to estimate \( f \) within \( \epsilon \) additive error with probability at least 2/3.

Both the standard and the generalized SWAP test requires \( \Omega(1/\epsilon^2) \) copies in general. In the following we show that this is optimal by proving a \( \Omega(1/\epsilon^2) \) sample complexity lower bound for estimating inner product.

**Lemma 13.** Suppose there is an algorithm that on input \( \rho^k \otimes \sigma^k \), where \( \rho, \sigma \) act on \( \mathbb{C}^d \), outputs an estimate of \( \text{Tr}(\rho \sigma) \) within \( \epsilon \) additive error with success probability at least 2/3. Then \( k = \Omega \left( \frac{1}{\epsilon^2} \right) \).

**Proof.** Define the states \( |\psi_0\rangle, |\psi_1\rangle \) as

\[
|\psi_0\rangle = \sqrt{\frac{1}{2} - \epsilon} |0\rangle + \sqrt{\frac{1}{2} + \epsilon} |1\rangle,
|\psi_1\rangle = \sqrt{\frac{1}{2} + \epsilon} |0\rangle + \sqrt{\frac{1}{2} - \epsilon} |1\rangle.
\]

(102)
Consider the task of distinguishing between the two cases (1) $\psi_0^k \otimes |0\rangle \langle 0|^k$, and (2) $\psi_1^k \otimes |0\rangle \langle 0|^k$. In case 1 the inner product is given by $|\langle 0 | \psi_0 \rangle|^2 = \frac{1}{2} - \varepsilon$, and in case 2 the inner product is given by $|\langle 0 | \psi_1 \rangle|^2 = \frac{1}{2} + \varepsilon$. Therefore using the algorithm for inner product estimation we can distinguish between the two cases with high probability. This implies that the fidelity between the two cases is at most $1 - \Omega(1)$.

On the other hand, the fidelity between the two cases is given by

$$1 - \Omega(1) \geq F(\psi_0^k \otimes |0\rangle \langle 0|^k, \psi_1^k \otimes |0\rangle \langle 0|^k) = F(\psi_0, \psi_1)^k = (1 - 4\varepsilon^2)^k \geq 1 - 4k\varepsilon^2, \quad (103)$$

which implies that $k = \Omega(1/\varepsilon^2)$.

Clearly, this lower bound also applies to our distributed setting as it is a special case of non-distributed setting. Combining this with our lower bound in Theorem 12, we have the following stronger lower bound for IP$_\varepsilon$.

**Corollary 2.** Suppose Alice has input $\rho^k$ and Bob has input $\sigma^k$, for arbitrary unknown mixed states $\rho, \sigma$ acting on $\mathbb{C}^d$. Then

$$k = \Omega \left( \max \left\{ \frac{1}{\varepsilon^2}, \sqrt{\frac{d}{\varepsilon}} \right\} \right) \quad (104)$$

copies is necessary for them to estimate $\text{Tr}(\rho \sigma)$ within additive error $\varepsilon$ with success probability $2/3$, even when they are allowed arbitrary multi-copy measurements and interactive protocols.

## 6 Inner product estimation with single-copy measurements

Next we show how to solve quantum inner product estimation using single-copy measurements. The algorithm only uses non-adaptive measurements and simultaneous message passing for communication (Fig. 2b). The high-level idea is to reduce quantum inner product estimation to classical inner product estimation via performing a random projection on the quantum states. The general idea of reducing quantum property estimation to classical property estimation via random projection has been used in other tasks such as shadow tomography [HKP20] and state certification [BCL20]. Here we show this technique is also effective for learning multiple quantum systems.

### 6.1 Classical collision estimator

We start by reviewing the classical collision estimator for estimating the inner product of two discrete probability distributions. The idea of collision estimator is to count the pairwise collisions between two sets of samples from two discrete distributions, which has been widely used in property testing of probability distributions [DGP+19; Can20].

Consider two unknown distributions $p, q$ supported on $\{0, \ldots, d-1\}$. We are given i.i.d. samples $x_1, \ldots, x_m \sim p$ and $y_1, \ldots, y_m \sim q$, and the goal is to estimate the inner product $g := \sum_{b=0}^{d-1} p_b q_b$.

**Definition 7 (Collision estimator).** Given samples $x_1, \ldots, x_m \sim p$ and $y_1, \ldots, y_m \sim q$ from two discrete distributions $p, q$, the collision estimator is defined as

$$\tilde{g} = \frac{1}{m^2} \sum_{j,k=1}^{m} 1[x_j = y_k] \quad (105)$$

where $1[X] = 1$ when $X$ is true and $0$ otherwise.
Algorithm 2 Quantum inner product estimation with single-copy measurement

**Input:** number of basis settings $N$, number of measurements for each basis $m$, $k = Nm$ copies of unknown mixed states $\rho, \sigma$ acting on $\mathbb{C}^d$

**Output:** an estimate of $f := \text{Tr}(\rho\sigma)$

1: for $i = 1 \ldots N$ do
2: \hspace{1em} sample a random unitary matrix $U_i \sim U(d)$
3: \hspace{1em} measure $m$ copies of $\rho$ in the basis $\{U_i^\dagger |b\rangle \langle b| U_i\}^{d-1}_{b=0}$ and obtain $X = \{x_1, \ldots, x_m\}$
4: \hspace{1em} measure $m$ copies of $\sigma$ in the basis $\{U_i^\dagger |b\rangle \langle b| U_i\}^{d-1}_{b=0}$ and obtain $Y = \{y_1, \ldots, y_m\}$
5: \hspace{1em} compute the collision estimator (105) using $X$ and $Y$, denote by $\tilde{g}_i$
6: \hspace{1em} let $w_i = (d+1)\tilde{g}_i - 1$
7: end for
8: Return $w := \frac{1}{N} \sum_{i=1}^{N} w_i$

It is easy to see that the collision estimator is an unbiased estimator for the inner product. We can also calculate its variance as follows.

**Lemma 14.** The variance of the collision estimator is upper bounded by

\[
\text{Var}(\tilde{g}) \leq \frac{g}{m^2} + \frac{1}{m} \left( \sum_{b=0}^{d-1} p_b q_b^2 + \sum_{b=0}^{d-1} p_b^2 q_b \right). \tag{106}
\]

**Proof.** The variance is given by

\[
\text{Var}(\tilde{g}) = \mathbb{E}(\tilde{g}^2) - g^2
\]
\[
= \frac{1}{m^4} \sum_{j,k,l,s=1}^{m} \mathbb{E}1[x_j = y_k] \cdot 1[x_l = y_s] - g^2
\]
\[
= \frac{1}{m^4} \left( m^2 g + m^2 (m-1)^2 g^2 + m^2 m^2 (m-1) \sum_{b=0}^{d-1} p_b q_b^2 + m^2 (m-1) \sum_{b=0}^{d-1} p_b^2 q_b \right) - g^2 \tag{107}
\]
\[
\leq \frac{g}{m^2} + \frac{1}{m} \left( \sum_{b=0}^{d-1} p_b q_b^2 + \sum_{b=0}^{d-1} p_b^2 q_b \right).
\]

In the third line, the four terms in the bracket come from 4 different cases in the sum: $j = l \land k = s$, $j \neq l \land k \neq s$, $j = l \land k \neq s$, $j \neq l \land k = s$, respectively.

The variance can be further upper bounded by $\text{Var}(\tilde{g}) \leq O(g/m)$, which implies the well-known fact that $O(g/\varepsilon^2)$ samples suffices to estimate $g$ within $\varepsilon$ additive error with success probability at least $2/3$. However in our case it is crucial to keep the original expression in Lemma 14, as we will see later that $p$ and $q$ will be close to uniform, which significantly reduces the variance compared to the worst case bound $O(g/m)$.

### 6.2 Analysis of the estimation algorithm

Next we provide an analysis of the estimation algorithm (Algorithm 2) which uses the template in Fig. 2b. A variant of Algorithm 2 was proposed by [EVB+20] which also provided a numerical
analysis of the variance. The only difference is that in Algorithm 2 we use the collision estimator to estimate the classical inner product, while [EVB+20] uses the inner product between the empirical distributions. We remark that the two estimators should have similar performance, and here we use the collision estimator because it is easier to analyze.

The main idea of Algorithm 2 is to rotate \( \rho, \sigma \) by a random unitary matrix \( U \), then estimate the inner product of the distributions \( p(U), q(U) \), where

\[
p_0(U) = \langle b | U \rho U^\dagger | b \rangle, \quad q_0(U) = \langle b | U \sigma U^\dagger | b \rangle,
\]

which are the discrete probability distributions that correspond to the measurement outcome of \( U \rho U^\dagger \) and \( U \sigma U^\dagger \) in the computational basis. Their inner product is defined as

\[
g(U) = \sum_{b=0}^{d-1} \langle b | U \rho U^\dagger | b \rangle \langle b | U \sigma U^\dagger | b \rangle.
\]

Let \( \tilde{g}(U, S) \) denote the collision estimator (line 5 of Algorithm 2) in a single iteration, with unitary \( U \) and samples \( S = \{X, Y\} \). Its mean is given by

\[
\mathbb{E}_{U, S} \tilde{g}(U, S) = \mathbb{E}_U g(U)
\]

\[
= \sum_{b=0}^{d-1} \mathbb{E}_U \langle b | U \rho U^\dagger | b \rangle \langle b | U \sigma U^\dagger | b \rangle
\]

\[
= d \mathbb{E}_{\psi \sim \mathbb{C}^d} \langle \psi | \rho \psi \rangle \langle \psi | \sigma \psi \rangle
\]

\[
= \frac{1}{d+1} \text{Tr}((I \otimes I + \text{SWAP}) \rho \otimes \sigma)
\]

\[
= \frac{1 + f}{d+1}.
\]

Here the fourth line follows from the characterization of \( \Pi_{\text{sym}}^{d,2} \) (Lemma 1, also see Lemma 22). This implies the following.

**Lemma 15.** Let \( w \) be the estimator returned by Algorithm 2. Then \( w \) is an unbiased estimator for \( f = \text{Tr}(\rho \sigma) \).

To calculate the variance of \( w \) it suffices to calculate the variance of \( \tilde{g}(U, S) \). This is because each iteration \( i = 1, \ldots, N \) is independent and

\[
\text{Var}(w) = \frac{1}{N^2} \sum_{i=1}^{N} \text{Var}(w_i) = \frac{1}{N} (d + 1)^2 \text{Var}(\tilde{g}(U, S)).
\]

The total variance \( \text{Var}(\tilde{g}(U, S)) \) involves two parts: the variance introduced by the random unitary \( U \) and the variance introduced by the intrinsic randomness of quantum measurement. The law of total variance gives

\[
\text{Var}(\tilde{g}(U, S)) = \text{Var}_U(\mathbb{E}_U[\tilde{g}(U, S)|U]) + \mathbb{E}_U[\text{Var}(\tilde{g}(U, S)|U)],
\]

which precisely corresponds to the two parts described above. These terms can be upper bounded as follows.
Lemma 16. The variance of $\tilde{g}(U, S)$ with respect to $U$ and $S$ can be upper bounded by
\[
\text{Var}_U(\mathbb{E}[\tilde{g}(U, S)|U]) = O\left(\frac{1}{d^3}\right), \quad \mathbb{E}_U[\text{Var}(\tilde{g}(U, S)|U)] = O\left(\frac{1}{m^2d} + \frac{1}{md^2}\right).
\]
Therefore the total variance is
\[
\text{Var}(\tilde{g}(U, S)) = O\left(\frac{1}{d^3} + \frac{1}{m^2d} + \frac{1}{md^2}\right).
\]

The proof is given in Appendix C, where we also show that the above bounds are tight. In particular, when $\rho, \sigma$ are pure states the exact form of the variance is given by
\[
\text{Var}(\tilde{g}(U, S)) = d^2(1 + f)^2 - d(6 - f)f + d + 2(1 - f)^2
\]
\[
\quad + \frac{1 + f}{(d+1)m^2} + \frac{m - 1}{m^2} \frac{2m - 1}{(d+1)(d+2)} - \frac{2m - 1}{m^2} \frac{d^2(1 + f)^2 + 5d(1 + f)^2 + 2(1 - f)^2}{d(d+1)(d+2)(d+3)}
\]
\[
= \Omega(1) \cdot \left(\frac{1}{d^3} + \frac{1}{m^2d} + \frac{1}{md^2}\right),
\]
where the first line corresponds to $\text{Var}_U(\mathbb{E}[\tilde{g}(U, S)|U])$, the second line corresponds to $\mathbb{E}_U[\text{Var}(\tilde{g}(U, S)|U)]$, $f = \text{Tr}(\rho \sigma)$ and the constant in $\Omega(1)$ does not depend on $f$.

Combining Lemma 15 and Lemma 16 we have the following characterization of the performance of Algorithm 2.

Theorem 13. Let $w$ be the estimator returned by Algorithm 2, which uses $N$ random unitary bases and $m$ copies for each basis. Then we have $\mathbb{E} w = f$ and
\[
\text{Var}(w) = \frac{1}{N} O\left(\frac{1}{d} + \frac{d}{m^2} + \frac{1}{m}\right).
\]

The sample complexity is given by $k = Nm$. When $\varepsilon = \Omega(1)$, it suffices to choose $N = 1$ and $m = O(\sqrt{d}/\varepsilon)$ to achieve $\varepsilon$ additive error with probability at least 2/3. In general, for any $\varepsilon > 0$, Algorithm 2 returns an estimate of $f$ within $\varepsilon$ additive error with probability at least 2/3, provided that
\[
k \geq C \cdot \max\left\{\frac{1}{\varepsilon^2}, \frac{\sqrt{d}}{\varepsilon}\right\}
\]
for some constant $C > 0$ that does not depend on $f$.

Proof. For any $\varepsilon \in (0, 1)$, from the three terms in Eq. (116) it is necessary and sufficient to have
\[
N \geq \max\left\{1, \frac{1}{d\varepsilon^2}\right\}, \quad Nm^2 \geq \frac{d}{\varepsilon^2}, \quad Nm \geq \frac{1}{\varepsilon^2}.
\]
Here we ignored constants. The third condition implies that $k \geq \frac{1}{\varepsilon^2}$. The first two conditions imply that
\[
k \geq N \cdot \frac{1}{\sqrt{N}} \frac{\sqrt{d}}{\varepsilon} \geq \frac{\sqrt{d}}{\varepsilon} \cdot \max\left\{1, \frac{1}{\sqrt{d}\varepsilon}\right\} = \max\left\{\frac{1}{\varepsilon^2}, \frac{\sqrt{d}}{\varepsilon}\right\}.
\]
This lower bound is also achievable as we can choose $N = \max\left\{1, \frac{1}{d\varepsilon^2}\right\}$ and $m = \frac{\sqrt{d}}{\varepsilon \sqrt{N}}$. \(\square\)
Combining our lower bound in Corollary 2 with Theorem 13 we have the following.

**Theorem 14** (Main result, restatement). For any \( \varepsilon \in (0, 1) \), the sample complexity of \( \text{IP}_\varepsilon \) is

\[
\kappa = \Theta \left( \max \left\{ \frac{1}{\varepsilon^2}, \sqrt{\frac{d}{\varepsilon}} \right\} \right)
\]

(120)

across all measurement and communication settings.

Therefore our results completely settle the sample complexity of distributed quantum inner product estimation in the general setting without any prior knowledge on \( f \).

Interestingly, if we are promised an upper bound on \( f \), then for pure states our algorithm with multi-copy measurements (Algorithm 1) has better sample complexity. For this, note that in Eq. (43) the first two terms in the RHS have respective factors of \( f \) and \( \sqrt{f} \). If \( f \) is promised to be small, then the number of copies with Algorithm 1 clearly improve in comparison to the worst case \((f = 1)\). In contrast, our algorithm with single-copy measurements (Algorithm 2) does not have this feature due to the constant prefactor (as shown in Eq. (115)) that does not depend on \( f \).
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A Proof of Lemma 5

Let \( w = (|\langle u|v \rangle|^2 - A)/B \) where \( A = \frac{d+2k}{(d+k)^2} \), \( B = \frac{k^2}{(d+k)^2} \). The variance is given by

\[
\text{Var}(w) = \mathbb{E} w^2 - f^2 = \frac{1}{B^2} \mathbb{E} |\langle u|v \rangle|^4 - \frac{A^2}{B^2} - \frac{2Af}{B} - f^2
\]

\[
= \frac{(d+k)^4}{k^4} \mathbb{E} |\langle u|v \rangle|^4 - \frac{(d+2k)^2}{k^4} - \frac{2(d+2k)f}{k^2} - f^2.
\]

Therefore it suffices to calculate \( \mathbb{E} |\langle u|v \rangle|^4 \). Recall that

\[
\langle u|v \rangle = \alpha \beta e^{i(\varphi - \theta)} \langle \phi|\psi \rangle + \sqrt{1 - \alpha^2} \beta e^{i\varphi} \langle \phi'|\psi \rangle + \sqrt{1 - \beta^2} \alpha e^{-i\theta} \langle \phi|\psi' \rangle + \sqrt{(1-\alpha^2)(1-\beta^2)} \langle \phi'|\psi' \rangle,
\]

\[
(122)
\]
where $\varphi, \theta$ are random phases. The first step in calculating $E|\langle u|v \rangle|^4$ is to perform the integral with respect to the random phases. This can be achieved by the following lemma.

**Lemma 17.** Let $q, g, h, l$ be complex numbers. Then

\[
E_{\theta, \phi \sim [0, 2\pi]} \left| e^{i(\hat{\phi}-\theta)} q + e^{i\phi} g + e^{-i\theta} h + l \right|^4
= |q|^4 + |g|^4 + |h|^4 + |l|^4
+ 4 \left( |g|^2 |h|^2 + |l|^2 |g|^2 + |q|^2 |g|^2 + |q|^2 |h|^2 + |q|^2 |l|^2 + q l g^* h^* + g h^* l^* \right).
\]

The proof is by brute force calculation. To use this lemma, we assign the complex numbers $q, g, h, l$ as

\[
q = \alpha \beta \langle \phi | \psi \rangle
\]
\[
g = \sqrt{1 - \alpha^2} \beta \langle \phi' | \psi \rangle
\]
\[
h = \sqrt{1 - \beta^2} \alpha \langle \phi | \psi' \rangle
\]
\[
l = \sqrt{(1 - \alpha^2)(1 - \beta^2)} \langle \phi' | \psi' \rangle.
\]

It remains to calculate each term in RHS of Eq. (123). The key tools to calculate these terms are the moments of the random state $|\phi'\rangle\langle\phi'|$. Recall that for an arbitrary state $|\phi\rangle \in \mathbb{C}^d$, the random state $|\phi'\rangle$ is defined as a uniformly random state in $\mathbb{C}^{d-1}_{\phi' \perp}$, which is the $d-1$ dimensional subspace of $\mathbb{C}^d$ that is perpendicular to $|\phi\rangle$. The moments of $|\phi'\rangle\langle\phi'|$ is given as follows.

**Lemma 18.** Let $|\psi\rangle \in \mathbb{C}^d$ be an arbitrary vector, and let $\mathbb{C}^{d-1}_{\psi \perp}$ be the $d-1$ dimensional subspace of $\mathbb{C}^d$ that is perpendicular to $|\psi\rangle$. Then

\[
E_{\psi' \sim \mathbb{C}^{d-1}_{\psi \perp}} |\psi'\rangle\langle\psi'| \otimes^k = \frac{1}{(d + k - 2) \cdots (d - 1)} (I - |\psi\rangle\langle\psi|)^{\otimes^k} \sum_{\pi \in S_k} P_d(\pi) (I - |\psi\rangle\langle\psi|)^{\otimes^k}.\]

In particular, the $k = 1, 2$ moments are given as

\[
E_{\psi' \sim \mathbb{C}^{d-1}_{\psi \perp}} |\psi'\rangle\langle\psi'| = \frac{I - |\psi\rangle\langle\psi|}{d - 1},
\]
\[
E_{\psi' \sim \mathbb{C}^{d-1}_{\psi \perp}} |\psi'\rangle\langle\psi'| \otimes^2 = \frac{1}{d(d - 1)} \left( (I - |\psi\rangle\langle\psi|)^{\otimes^2} + (I - |\psi\rangle\langle\psi|)^{\otimes^2} \text{SWAP} (I - |\psi\rangle\langle\psi|)^{\otimes^2} \right).
\]

**Proof.** The proof follows from a simple observation. Note that LHS is proportional to the orthogonal projector onto $\vee^k \mathbb{C}^{d-1}_{\psi \perp}$. Lemma 1 implies that

\[
E_{\psi' \sim \mathbb{C}^{d-1}_{\psi \perp}} |\psi'\rangle\langle\psi'| \otimes^k = \frac{1}{(d + k - 2) \cdots (d - 1)} \left( \text{sum of all permutations on } (\mathbb{C}^{d-1}_{\psi \perp})^{\otimes^k} \right)
= \frac{1}{(d + k - 2) \cdots (d - 1)} (I - |\psi\rangle\langle\psi|)^{\otimes^k} \sum_{\pi \in S_k} P_d(\pi) (I - |\psi\rangle\langle\psi|)^{\otimes^k},
\]

where the second line follows from the fact that each permutation operator on $(\mathbb{C}^{d-1}_{\psi \perp})^{\otimes^k}$ equals the same permutation on $(\mathbb{C}^d)^{\otimes^k}$ with the basis $|\psi\rangle\langle\psi|$ being projected out. \qed
We define the following operator
\[
\text{SWAP}_\psi := (I - |\psi\rangle\langle\psi|)^{\otimes 2} \text{SWAP} (I - |\psi\rangle\langle\psi|)^{\otimes 2}
\] (128)
which is the SWAP operator projected onto \((\mathbb{C}_d^{d-1})^{\otimes 2}\).

Using Lemma 18 it is easy to calculate the following useful quantities.

**Lemma 19.**
\[
\mathbb{E}_{\phi' \sim \mathbb{C}_d^{d-1}} |\langle \phi' | \psi \rangle|^4 = \frac{2(1 - f)^2}{d(d - 1)}.
\] (129)

**Proof.**
\[
\mathbb{E}_{\phi' \sim \mathbb{C}_d^{d-1}} |\langle \phi' | \psi \rangle|^4 = \frac{1}{d(d - 1)} \text{Tr} \left( (I - |\phi\rangle\langle\phi|)^{\otimes 2} + \text{SWAP}_\phi \right) |\psi\rangle\langle\psi|^{\otimes 2}
\]
\[
= \frac{1}{d(d - 1)} \left( (1 - f)^2 + \text{Tr} \left( \text{SWAP}_\phi \right) \right)
\]
\[
= \frac{2(1 - f)^2}{d(d - 1)}.
\] (130)

**Lemma 20.**
\[
\mathbb{E}_{\phi' \sim \mathbb{C}_d^{d-1}} |\langle \phi' | \psi' \rangle|^2 |\langle \phi' | \psi \rangle|^2 = \frac{(1 - f)(d + 2f - 2)}{d(d - 1)^2}.
\] (131)

**Proof.**
\[
\mathbb{E}_{\phi' \sim \mathbb{C}_d^{d-1}} |\langle \phi' | \psi' \rangle|^2 |\langle \phi' | \psi \rangle|^2 = \text{Tr} \left( \frac{(I - |\phi\rangle\langle\phi|)^{\otimes 2} + \text{SWAP}_\phi \cdot I - |\psi\rangle\langle\psi|}{d(d - 1)} \right. \otimes |\psi\rangle\langle\psi|
\]
\[
= \frac{1}{d(d - 1)^2} \left( (d - 2 + f)(1 - f) + \text{Tr} (\text{SWAP}_\phi \cdot I \otimes |\psi\rangle\langle\psi|) - (1 - f)^2 \right)
\]
\[
= \frac{1}{d(d - 1)^2} \left( (d + 2f - 3)(1 - f) + 1 - f \right)
\]
\[
= \frac{(1 - f)(d + 2f - 2)}{d(d - 1)^2}.
\] (132)

**Lemma 21.**
\[
\mathbb{E}_{\phi' \sim \mathbb{C}_d^{d-1}} |\langle \phi' | \psi' \rangle|^4 = \frac{2(d - 2 + f)^2 + 2(d - 2 + f^2)}{d^2(d - 1)^2}.
\] (133)

**Proof.**
\[
\mathbb{E}_{\phi' \sim \mathbb{C}_d^{d-1}} |\langle \phi' | \psi' \rangle|^4 = \frac{1}{d^2(d - 1)^2} \text{Tr} \left( ((I - |\phi\rangle\langle\phi|)^{\otimes 2} + \text{SWAP}_\phi) \left( (I - |\psi\rangle\langle\psi|)^{\otimes 2} + \text{SWAP}_\psi \right) \right)
\]
\[
= \frac{(d - 2 + f)^2 + 2(d - 2 + f^2) + \text{Tr} (\text{SWAP}_\phi \cdot \text{SWAP}_\psi)}{d^2(d - 1)^2}.
\] (134)
where we have used \( \text{Tr}((I - |\phi\rangle\langle\phi|)^{\otimes 2} \cdot (I - |\psi\rangle\langle\psi|)^{\otimes 2}) = (d - 2 + f)^2 \), and

\[
\text{Tr}(\text{SWAP}_\phi \cdot (I - |\psi\rangle\langle\psi|)^{\otimes 2}) = \text{Tr}(\text{SWAP}(I - |\phi\rangle\langle\phi|)^{\otimes 2}(I - |\psi\rangle\langle\psi|)^{\otimes 2}(I - |\phi\rangle\langle\phi|)^{\otimes 2})
\]

\[
= \text{Tr}((I - |\phi\rangle\langle\phi|)(I - |\psi\rangle\langle\psi|)(I - |\phi\rangle\langle\phi|)(I - |\psi\rangle\langle\psi|))
\]

\[
= d - 2 + f^2.
\]

Finally,

\[
\text{Tr}(\text{SWAP}_\phi \cdot \text{SWAP}_\psi) = (\text{Tr}((I - |\psi\rangle\langle\psi|)(I - |\phi\rangle\langle\phi|)))^2
\]

\[
= (d - 2 + f)^2.
\]

Having the above lemmas, and recall the fact that \( \mathbb{E} \alpha^2 = \mathbb{E} \beta^2 = \frac{k+1}{d+k} \) and \( \mathbb{E} \alpha^4 = \mathbb{E} \beta^4 = \frac{(k+2)(k+1)}{(d+k+1)(d+k)} \), we are now ready to calculate each term in RHS of Eq. (135).

Let’s start with the last two terms. Using \( \mathbb{E} |\phi'\rangle\langle\phi'| = \frac{I - |\phi\rangle\langle\phi|}{d-1} \) and \( \mathbb{E} |\psi'\rangle\langle\psi'| = \frac{I - |\psi\rangle\langle\psi|}{d-1} \), we can show that

\[
\mathbb{E} \langle\phi|\psi\rangle \langle\psi|\phi'\rangle \langle\phi'|\psi'\rangle \langle\psi'|\phi\rangle = \frac{f^2 - f}{(d-1)^2}.
\]

This gives

\[
\mathbb{E} g^* h^* = \mathbb{E} gh q^* l^* = \frac{(d - 1)^2(k + 1)^2}{(d + k)^2(d + k + 1)^2} \cdot \frac{f^2 - f}{(d-1)^2} = \frac{(k + 1)^2}{(d + k)^2(d + k + 1)^2} \cdot (f^2 - f).
\]

Next, we have

\[
\mathbb{E} |q|^4 = \mathbb{E} \alpha^4 f^2 = \frac{(k + 2)^2(k + 1)^2}{(d + k + 1)^2(d + k)^2} \cdot f^2
\]

\[
= \mathbb{E}(1 - \alpha^2)^2 \beta^4 \langle\phi'\rangle^4
\]

\[
= \frac{(d - 1)d(k + 1)(k + 2)}{(d + k)^2(d + k + 1)^2} \cdot (1 - f)^2 \cdot \frac{2}{d(d - 1)}
\]

\[
= \frac{2(k + 1)(k + 2)}{(d + k)^2(d + k + 1)^2} \cdot (1 - f)^2
\]

\[
\mathbb{E} |l|^4 = \mathbb{E}(1 - \alpha^2)^2(1 - \beta^2)^2 \langle\phi'\rangle^4
\]

\[
= \frac{(d - 1)^2 d^2}{(d + k)^2(d + k + 1)^2} \mathbb{E} \langle\phi'\rangle^4
\]

\[
= \frac{2(d - 2 + f)^2 + 2(d - 2 + f^2)}{(d + k)^2(d + k + 1)^2}.
\]
Next,
\[
\mathbb{E} |g|^2|h|^2 = \mathbb{E} \alpha^2 (1 - \alpha^2) \beta^2 (1 - \beta^2) |\langle \phi' | \psi \rangle|^2 |\langle \phi | \psi' \rangle|^2
\]
\[
= \frac{(k + 1)^2}{(d + k)^2(d + k + 1)^2} \cdot (1 - f)^2
\]
\[
\mathbb{E} |l|^2|g|^2 = \mathbb{E} |l|^2|h|^2
\]
\[
= \mathbb{E} (1 - \alpha^2) \beta^2 (1 - \beta^2) |\langle \phi' | \psi \rangle|^2 |\langle \phi | \psi' \rangle|^2
\]
\[
= \frac{(d - 1)^2 d(k + 1)}{(d + k)^2(d + k + 1)^2} \mathbb{E} |\langle \phi' | \psi \rangle|^2 |\langle \phi | \psi' \rangle|^2
\]
\[
= \frac{(k + 1)}{(d + k)^2(d + k + 1)^2} (1 - f)(d + 2f - 2)
\]  \hspace{1cm} (140)
\[
\mathbb{E} |q|^2|g|^2 = \mathbb{E} |q|^2|h|^2
\]
\[
= \mathbb{E} \alpha^2 (1 - \alpha^2) \beta^4 f |\langle \phi' | \psi \rangle|^2
\]
\[
= \frac{(k + 1)^2 (k + 2)}{(d + k)^2(d + k + 1)^2} f(1 - f)
\]
\[
\mathbb{E} |q|^2|l|^2 = \mathbb{E} \alpha^2 (1 - \alpha^2) \beta^2 (1 - \beta^2) f |\langle \phi' | \psi' \rangle|^2
\]
\[
= \frac{(k + 1)}{(d + k)^2(d + k + 1)^2} f(d - 2 + f).
\]

Then the variance is given by
\[
\text{Var}(w) = \frac{(d + k)^4}{k^4} \mathbb{E} |\langle u | v \rangle|^4 - \frac{(d + 2k)^2}{k^2} - \frac{2(d + 2k)f}{k^2} - f^2
\]
\[
= \frac{(d + k)^2}{(d + k + 1)^2} \left( \frac{(k + 2)^2(k + 1)^2}{k^4} f^2 + \frac{4(k + 1)(k + 2)}{k^2} \cdot (1 - f)^2 \right. \\
+ \frac{2(d - 2 + f)^2 + 2(d - 2 + f^2)}{k^4}
\]
\[
+ \frac{4(k + 1)^2}{k^4} \cdot (1 - f)^2 + \frac{8(k + 1)}{k^4}(1 - f)(d + 2f - 2) + \frac{8(k + 1)^2(k + 2)}{k^4} f(1 - f)
\]
\[
+ \frac{4(k + 1)^2}{k^4} f(d - 2 + f) + \frac{8(k + 1)^2(f^2 - f)}{k^4} - \frac{(d + 2k)^2}{k^4} - \frac{2(d + 2k)f}{k^2} - f^2.
\]  \hspace{1cm} (141)

To calculate an upper bound of the above exact expression of the variance, note that the sum inside the bracket must be positive, so we can relax the coefficient \(\frac{(d + k)^2}{(d + k + 1)^2}\) to 1. This gives
\[
\text{Var}(w) \leq \frac{(k + 2)^2(k + 1)^2}{k^4} f^2 + \frac{4(k + 1)(k + 2)}{k^4} \cdot (1 - f)^2 + \frac{2(d - 2 + f)^2 + 2(d - 2 + f^2)}{k^4}
\]
\[
+ \frac{4(k + 1)^2}{k^4} \cdot (1 - f)^2 + \frac{8(k + 1)}{k^4}(1 - f)(d + 2f - 2) + \frac{8(k + 1)^2(k + 2)}{k^4} f(1 - f)
\]
\[
+ \frac{4(k + 1)^2}{k^4} f(d - 2 + f) + \frac{8(k + 1)^2(f^2 - f)}{k^4} - \frac{(d + 2k)^2}{k^4} - \frac{2(d + 2k)f}{k^2} - f^2
\]  \hspace{1cm} (142)
\[
= \frac{4f - 2f^2}{k} + \frac{2df + f^2 + 4d + 4}{k^2} + \frac{d^2 + 2d}{k^3}
\]
\[
= O \left( \frac{f}{k} + \frac{df}{k^2} + \frac{1}{k^3} + \frac{d^2}{k^4} \right).
\]
B Proof of Lemma 8

In the following we write $|u\rangle$ as $|0\rangle$ and provide an analysis of Bob’s post-measurement state

$$\rho = \left(\frac{d+k-1}{k}\right) E_{\phi \sim \mathbb{C}^d} \langle \phi | \phi \rangle^k |\langle 0 | \phi \rangle|^{2k}. \tag{143}$$

First, we decompose the integral with respect to random vector $\phi \sim \mathbb{C}^d$ using Lemma 3 as

$$|\phi\rangle = \alpha e^{i\theta} |0\rangle + \sqrt{1-\alpha^2} |v\rangle, \tag{144}$$

then we can consider the integral with respect to 3 independent random variable $\alpha, \theta, |v\rangle$, which becomes

$$\rho = \left(\frac{d+k-1}{k}\right) E_{\alpha,\theta,v} \left(\alpha^2 |0\rangle \langle 0| + \alpha e^{i\theta} \sqrt{1-\alpha^2} |0\rangle \langle v| + \alpha e^{-i\theta} \sqrt{1-\alpha^2} |v\rangle \langle 0| + (1-\alpha^2) |v\rangle \langle v| \right)^k \alpha^2 \tag{145}$$

Here we have performed integral over the random phase $\theta$, which follows from Lemma 10.

From Eq. (145), the next step is to perform integral over $v$. Note that here $v$ is a random vector on $\text{span}\{1, \ldots, |d-1\rangle\}$. Using Lemma 1 we have

$$E_v |v\rangle \langle v|^k = \left(\frac{d+k-t-2}{k-t}\right)^{-1} \Pi_{\text{sym},0}^{d-1,k-t}. \tag{146}$$

Here we use $\Pi_{\text{sym},0}^{d-1,k-t}$ to denote the orthogonal projector onto $\sqrt{k-t}\text{span}\{1, \ldots, |d-1\rangle\}$. This gives

$$\rho = \left(\frac{d+k-1}{k}\right) E_\alpha \sum_{t=0}^{k} \alpha^{2(k+t)} \left(1 - \alpha^2\right)^{k-t} \left(\frac{d+k-t-2}{k-t}\right)^{-1} \left(\frac{k}{t}\right)^2 \Pi_{\text{sym}}^{d,k} \left(\Pi_{\text{sym},0}^{d-1,k-t} \Pi_{\text{sym},0}^{d,k}\right). \tag{147}$$

Next, recall that we have defined the projectors $\Pi^t$ onto the subspaces

$$W^t = \text{span}\left\{\Pi_{\text{sym}}^{d,k} |0\rangle \otimes |v\rangle \otimes \cdots \otimes |v\rangle \in \text{span}\{|1\rangle, \ldots, |d-1\rangle\}\right\}, \tag{148}$$

where we have dropped the subscript $u$ as here $|u\rangle = |0\rangle$. We show that this projector can be written as

$$\Pi^t = \left(\frac{k}{t}\right) \Pi_{\text{sym}}^{d,k} \left(\Pi_{\text{sym},0}^{d-1,k-t} \Pi_{\text{sym},0}^{d,k}\right) \tag{149}$$

Consider a orthogonal basis of $\sqrt{k} \mathbb{C}^d = \text{span}B$ (Definition 3), where

$$B = \left\{ \sum_{i:T(i) = \ell} |i_1, \ldots, i_k\rangle : \ell = (\ell_0, \ldots, \ell_{d-1}), \ell_j \geq 0, \sum_{j=0}^{d-1} \ell_j = k \right\}. \tag{150}$$
Here $\ell_j$ denotes the number of times that $j$ appear in the basis. Consider $|b\rangle \in B$ with pattern $\ell$. Clearly, if $\ell_0 \neq t$ then $\Pi^t |b\rangle = 0$. If $\ell_0 = t$, then

$$
\Pi^t |b\rangle = \binom{k}{t} \frac{d}{\text{sym}} \left( |0\rangle\langle 0| \otimes \Pi_{\text{sym},0}^{d-1,k-t} \right) |b\rangle \\
= \binom{k}{t} \frac{d}{\text{sym}} |0\rangle\langle 0| \otimes |b'\rangle \\
= |b'\rangle ,
$$

where

$$
|b'\rangle = \sum_{i_1,\ldots,i_{k-t} \neq 0: T(i_1,\ldots,i_{k-t}) = \ell} |i_1,\ldots,i_{k-t}\rangle.
$$

Therefore, $\Pi^t$ is the orthogonal projector onto

$$
\text{span} \left\{ \sum_{i:T(i) = \ell} |i_1,\ldots,i_k\rangle : \ell = (\ell_0,\ldots,\ell_{d-1}), \ell_j \geq 0, \ell_0 = t, \sum_{j=0}^{d-1} \ell_j = k \right\},
$$

which equals to $W^t$.

Now we can write Bob’s state as

$$
\rho = \binom{d + k - 1}{k} \mathbb{E} \sum_{t=0}^{k} \alpha^{2(k+t)} (1 - \alpha^2)^{k-t} \left( \binom{d + k - t - 2}{k-t}^{-1} \right) \binom{k}{t} \Pi^t .
$$

The final step is to calculate the integral with respect to $\alpha$. We have

$$
\mathbb{E} \alpha^{2(k+t)} (1 - \alpha^2)^{k-t} = \int_{0}^{1} \alpha^{2(k+t)} (1 - \alpha^2)^{k-t} 2(d-1)(1-\alpha^2)^{-2} \alpha d\alpha \\
= (d-1) \frac{(k+t)!(d+k-t-2)!}{(d+2k-1)!}.
$$

Here we have used the fact that for $m, n \in \mathbb{Z}_+$, $\int_{0}^{1} x^m (1-x)^n dx = \frac{m!n!}{(m+n+1)!}$. This concludes the proof of $\rho = \sum_{t=0}^{k} \beta_t \Pi^t$, where

$$
\beta_t = \binom{d + k - 1}{k} (d-1) \frac{(k+t)!(d+k-t-2)!}{(d+2k-1)!} \binom{k}{t} \\
= \binom{k+t}{k} \binom{k+t-1}{k} \cdots \binom{t+1}{k} \frac{(d+2k-1)(d+2k-2)\cdots(d+k)}{(d+2k-1)(d+2k-2)\cdots(d+k)}.
$$

C Proof of Lemma 16

As the variance involves up to the 4th moment of random states, we need the following technical lemma.

**Lemma 22.** Let $A, B, C, D$ be Hermitian matrices. Then

$$
\mathbb{E}_{\psi \sim \mathbb{C}^d} \langle \psi | A | \psi \rangle \langle \psi | B | \psi \rangle = \frac{1}{d(d+1)} (\text{Tr}(A) \text{Tr}(B) + \text{Tr}(AB)) ,
$$

(157)
and
\[ E_{\psi \sim \mathbb{C}^d} \langle \psi | A | \psi \rangle \langle \psi | B | \psi \rangle \langle \psi | C | \psi \rangle = \frac{1}{d(d+1)(d+2)} \left( \text{Tr}(A) \text{Tr}(B) \text{Tr}(C) + \text{Tr}(AB) \text{Tr}(C) \\
+ \text{Tr}(A) \text{Tr}(BC) + \text{Tr}(C) \text{Tr}(AB) + \text{Tr}(ABC) + \text{Tr}(ACB) \right), \]
(158)

and similarly
\[ E_{\psi \sim \mathbb{C}^d} \langle \psi | A | \psi \rangle \langle \psi | B | \psi \rangle \langle \psi | C | \psi \rangle \langle \psi | D | \psi \rangle = \frac{1}{d(d+1)(d+2)(d+3)} \sum_{\pi \in S_4} \text{Tr}(A \otimes B \otimes C \otimes D \cdot P_d(\pi)). \]
(159)

**Proof.** This directly follows from the characterization of \( \Pi_{\text{sym}}^{d,k} \) (Lemma 1), which gives
\[ E_{\psi \sim \mathbb{C}^d} |\psi\rangle\langle\psi|^\otimes k = \frac{1}{(d + k - 1) \cdots d} \sum_{\pi \in S_k} P_d(\pi). \]
(160)

We start with the second term of Eq. (112). Using the expression for the variance of collision estimator in Lemma 14, we have
\[ E_U \left[ \text{Var}(\tilde{g}(U,S) | U) \right] \leq E_U \left[ \frac{g(U)}{m^2} + \frac{1}{m} \left( \sum_b p_b(U) q_b(U)^2 + \sum_b p_b(U)^2 q_b(U) \right) \right]. \]
(161)

We have already shown that \( E g(U) = \frac{1+f}{d+1} \), so the first term in RHS is \( O(1/m^2 d) \). For the second term, notice that
\[ E_U \sum_{b=0}^{d-1} p_b(U) q_b(U)^2 = \frac{1}{m} \sum_{b=0}^{d-1} \langle b | U \rho U^\dagger | b \rangle \langle b | U \sigma U^\dagger | b \rangle^2 = d \cdot E_{\psi \sim \mathbb{C}^d} |\psi\rangle\langle\sigma|\psi\rangle^2 = O(1/d^2), \]
(162)

where the third line follows from Lemma 22. This implies that
\[ E_U \left[ \text{Var}(\tilde{g}(U,S) | U) \right] = O \left( \frac{1}{m^2 d} + \frac{1}{md^2} \right). \]
(163)

Next we consider the first term of Eq. (112), which is
\[ \text{Var}_U(\mathbb{E}[\tilde{g}(U,S) | U]) = \text{Var}_{U \sim U(d)} g(U) = E_{U \sim U(d)} g(U)^2 - \frac{(1+f)^2}{(d+1)^2} = \sum_{b_1,b_2=0}^{d-1} \left( \langle b_1 | U \rho U^\dagger | b_1 \rangle \langle b_1 | U \sigma U^\dagger | b_1 \rangle + \langle b_2 | U \rho U^\dagger | b_2 \rangle \langle b_2 | U \sigma U^\dagger | b_2 \rangle \right) - \frac{(1+f)^2}{(d+1)^2}. \]
(164)
The above sum consists of two different cases: \( b_1 = b_2 \) and \( b_1 \neq b_2 \). In the second case, the distribution of \( \{ U^\dagger |b_1\}, U^\dagger |b_2\}\) can be understood as follows: first sample a uniformly random vector \( |\psi\rangle \sim \mathbb{C}^d \), then sample a uniformly random vector in \( \mathbb{C}^d_{\psi_\perp} \), denoted as \( |\psi'\rangle \sim \mathbb{C}^d_{\psi_\perp} \). Recall that \( \mathbb{C}^d_{\psi_\perp} \) is the \( d-1 \) dimensional subspace of \( \mathbb{C}^d \) that is perpendicular to \( |\psi\rangle \). Then we have

\[
\text{Var}_U(\mathbb{E}[\hat{g}(U,S)|U]) = d \mathbb{E}_{\psi \sim \mathbb{C}^d} \left( \langle \psi | \rho | \psi \rangle \langle \psi | \sigma | \psi \rangle \right)^2 + d(d-1) \mathbb{E}_{\psi \sim \mathbb{C}^d, \psi' \sim \mathbb{C}^d_{\psi_\perp}} \langle \psi | \rho | \psi \rangle \langle \psi | \sigma | \psi \rangle \langle \psi' | \rho | \psi' \rangle \langle \psi' | \sigma | \psi' \rangle - \frac{(1+f)^2}{(d+1)^2}. \tag{165}
\]

To calculate the second term in RHS, we first calculate the integral with respect to \( \psi' \) and then calculate the integral with respect to \( \psi \), which is

\[
\mathbb{E}_{\psi \sim \mathbb{C}^d, \psi' \sim \mathbb{C}^d_{\psi_\perp}} \langle \psi' | \psi' \rangle \otimes^2 = \frac{1}{d(d-1)} \left( (I - |\psi\rangle \langle \psi|) \otimes^2 + (I - |\psi\rangle \langle \psi|) \otimes^2 \text{SWAP} (I - |\psi\rangle \langle \psi|) \otimes^2 \right) \tag{166}
\]

and using this we have

\[
d(d-1) \mathbb{E}_{\psi' \sim \mathbb{C}^d_{\psi_\perp}} \langle \psi' | \rho | \psi' \rangle \langle \psi' | \sigma | \psi' \rangle = (1 - \langle \psi | \rho | \psi \rangle) (1 - \langle \psi | \sigma | \psi \rangle) + \text{Tr} (\rho(I - |\psi\rangle \langle \psi|) \sigma (I - |\psi\rangle \langle \psi|)) \tag{167}
\]

Plugging this into Eq. (166), we have

\[
d(d-1) \mathbb{E}_{\psi \sim \mathbb{C}^d, \psi' \sim \mathbb{C}^d_{\psi_\perp}} \langle \psi | \rho | \psi \rangle \langle \psi | \sigma | \psi \rangle \langle \psi' | \rho | \psi' \rangle \langle \psi' | \sigma | \psi' \rangle
\]

\[
= \mathbb{E}_{\psi \sim \mathbb{C}^d} \left[ (1 + f) \langle \psi | \rho | \psi \rangle \langle \psi | \sigma | \psi \rangle - \langle \psi | \rho | \psi \rangle^2 \langle \psi | \sigma | \psi \rangle - \langle \psi | \rho | \psi \rangle \langle \psi | \sigma | \psi \rangle^2 \right] + 2 \langle \psi | \rho | \psi \rangle^2 \langle \psi | \sigma | \psi \rangle - \langle \psi | \rho | \psi \rangle \langle \psi | \sigma | \psi \rangle \langle \psi | (\rho \sigma + \sigma \rho) | \psi \rangle \tag{168}
\]

where we have ignored the negative terms. Then Eq. (165) becomes

\[
\text{Var}_U(\mathbb{E}[\hat{g}(U,S)|U]) = d \cdot O(1/d^4) + \frac{(1+f)^2}{d(d+1)} + O(1/d^4) - \frac{(1+f)^2}{(d+1)^2} = O(1/d^2), \tag{170}
\]
Lemma 23. Let $\rho, \sigma$ be pure states, and $f = \text{Tr}(\rho \sigma)$. Then

\[
\begin{align*}
\mathbb{E}_{\psi \sim \mathbb{C}^d} \langle \psi|\rho\rangle \langle \psi|\sigma \rangle &= \frac{1 + f}{d(d + 1)}, \\
\mathbb{E}_{\psi \sim \mathbb{C}^d} \langle \psi|\rho\rangle^2 \langle \psi|\sigma \rangle &= \frac{2 + 4f}{d(d + 1)(d + 2)}, \\
\mathbb{E}_{\psi \sim \mathbb{C}^d} \langle \psi|\rho\rangle^2 \langle \psi|\sigma \rangle \langle \psi|\rho \sigma + \sigma \rho \rangle |\psi\rangle &= \frac{8f + 4f^2}{d(d + 1)(d + 2)}, \\
\mathbb{E}_{\psi \sim \mathbb{C}^d} \langle \psi|\rho\rangle^2 \langle \psi|\sigma \rangle^2 &= \frac{4 + 16f + 4f^2}{d(d + 1)(d + 2)(d + 3)}. 
\end{align*}
\]  

Proof. This follows from a direct calculation with Lemma 22. \qed

Now we are ready to calculate the variance as follows.

\[
\begin{align*}
\text{Var}(\tilde{g}(U, S)) &= \text{Var}_U (\mathbb{E}[\tilde{g}(U, S)|U]) + \mathbb{E}_U [\text{Var}(\tilde{g}(U, S)|U)] \\
&= \frac{4 + 16f + 4f^2}{(d + 1)(d + 2)(d + 3)} + \frac{(1 + f)^2}{d(d + 1)} - \frac{2(4f + 2)}{d(d + 1)(d + 2)} \\
&\quad + \frac{2(4f^2 + 16f + 4)}{d(d + 1)(d + 2)(d + 3)} - \frac{4f^2 + 8f}{d(d + 1)(d + 2)} - \frac{(1 + f)^2}{(d + 1)^2} \\
&\quad + \mathbb{E}_U \left[ \frac{g}{m^2} + \frac{(m - 1)}{m^2} \sum_{b=0}^{d-1} \rho_b g_b + \frac{(m - 1)}{m^2} \sum_{b=0}^{d-1} \rho_b^2 - \frac{2m - 1}{m^2} g^2 \right] \\
&= \frac{d^2(1 + f)^2 - d(6 - f)f + d + 2(1 - f)^2}{d(d + 1)(d + 2)(d + 3)} \\
&\quad + \frac{1 + f}{m^2(d + 1)} + \frac{(m - 1)}{m^2} \frac{4 + 8f}{(d + 1)(d + 2)} - \frac{2m - 1}{m^2} \frac{d^2(1 + f)^2 + 5d(1 + f)^2 + 2(1 - f)^2}{d(d + 1)(d + 2)(d + 3)}. 
\end{align*}
\]  

D Inner product estimation with independent classical shadow

Suppose Alice rotates her state $\rho$ with a random unitary $U$ and measures in the computational basis, obtaining result $x$. Define the classical shadow as the following operator

\[
S = (d + 1)U^\dagger |x\rangle \langle x| U - I. 
\]  

It is shown [HKP20] that $\mathbb{E} S = \rho$, where the expectation is over the randomness of $U$ as well as the randomness of quantum measurement. Consider the following algorithm for distributed quantum inner product estimation:

1. Alice obtains classical shadow $\{S_1, \ldots, S_k\}$ using $k$ copies of her unknown state $\rho$. 
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2. Bob obtains classical shadow \( \{ T_1, \ldots, T_k \} \) using \( k \) copies of his unknown state \( \sigma \).

3. They compute \( g = \text{Tr} \left( \left( \frac{1}{k} \sum_{i=1}^{k} S_i \right) \cdot \left( \frac{1}{k} \sum_{j=1}^{k} T_j \right) \right) \).

Note that each classical shadow estimation uses an independent unitary, so the classical shadows are independent from each other. Also, the above algorithm can be implemented with simultaneous message passing without shared randomness.

**Theorem 15.** For any \( \varepsilon > 0 \), the above algorithm returns an estimate of \( f = \text{Tr}(\rho \sigma) \) within \( \varepsilon \) additive error with probability at least \( \frac{2}{3} \), provided that

\[
k \geq C \cdot \max \left\{ \frac{1}{\varepsilon^2}, \frac{d}{\varepsilon} \right\}
\]

for some constant \( C > 0 \) that does not depend on \( f \).

**Proof.** As \( \mathbb{E} S_i = \rho \) and \( \mathbb{E} T_j = \sigma \), the estimator \( g \) satisfies \( \mathbb{E} g = f := \text{Tr}(\rho \sigma) \). It remains to analyze the variance of \( g \). We have

\[
\text{Var}(g) = \frac{1}{k^4} \mathbb{E} \left( \sum_{i,j=1}^{k} \text{Tr}(S_i T_j)^2 \right) - f^2 = \frac{1}{k^4} \mathbb{E} \sum_{i,j,q,l=1}^{k} \text{Tr}(S_i T_j) \text{Tr}(S_q T_l) - f^2.
\]

There are four cases:

1. \( i = q, j = l \), there are \( k^2 \) terms of the form \( \mathbb{E} \text{Tr}(ST)^2 \).
2. \( i \neq q, j \neq l \), this gives \( k^2(k - 1)^2 f^2 \).
3. \( i = q, j \neq l \), there are \( k^2(k - 1) \) terms of the form \( \mathbb{E} \text{Tr}(ST_1) \text{Tr}(ST_2) \).
4. \( i \neq q, j = l \), there are \( k^2(k - 1) \) terms of the form \( \mathbb{E} \text{Tr}(S_1 T) \text{Tr}(S_2 T) \).

Below we calculate these terms assuming \( \rho \) and \( \sigma \) are pure states; the results will be upper bounds of the case when \( \rho \) and \( \sigma \) are mixed states. Let’s start with case 3. We have

\[
\mathbb{E} \text{Tr}(ST_1) \text{Tr}(ST_2) = \mathbb{E} \text{Tr}(S\sigma)^2
= \mathbb{E} \sum_x \langle x | U \rho U^\dagger | x \rangle \left( (d + 1) \langle x | U \sigma U^\dagger | x \rangle - 1 \right)^2
= d \mathbb{E} \langle \psi | \rho | \psi \rangle \left( (d + 1) \langle \psi | \sigma | \psi \rangle - 1 \right)^2
= \mathbb{E} d \langle \psi | \rho | \psi \rangle \langle \psi | \sigma | \psi \rangle^2 - 2d(d + 1) \langle \psi | \rho | \psi \rangle \langle \psi | \sigma | \psi \rangle + 1
= d(d + 1)^2 \frac{2 + 4f}{d(d + 1)(d + 2)} - 2d(d + 1) \frac{1 + f}{d(d + 1)} + 1
= \frac{d(1 + 2f)}{d + 2}.
\]
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Now the variance can be written as
\[
\text{Var}(g) = \frac{1}{k^2} \mathbb{E} \text{Tr}(ST)^2 + \frac{(k-1)^2}{k^2} f^2 + \frac{2(k-1)}{k^2} \frac{d(1+2f)}{d+2} - f^2.
\]
(178)

It remains to calculate \( \mathbb{E} \text{Tr}(ST)^2 \). We have
\[
\mathbb{E} \text{Tr}(ST)^2 = \sum_{x,y} \langle x | U \rho U^\dagger | x \rangle \langle y | V \sigma V^\dagger | y \rangle \left( (d+1)^2 |\langle x | U V^\dagger | y \rangle|^2 - (d+2) \right)^2
\]
\[
= d^2 \sum_{\phi,\psi} \langle \psi | \rho | \psi \rangle \langle \phi | \sigma | \phi \rangle \left( (d+1)^2 |\langle \psi | \phi \rangle|^2 - (d+2) \right)^2
\]
\[
= \sum_{\phi,\psi} d^2 (d+1)^4 \langle \psi | \rho | \psi \rangle \langle \phi | \sigma | \phi \rangle |\langle \psi | \phi \rangle|^4
\]
\[
- 2d^2 (d+1)^2 (d+2) \langle \psi | \rho | \psi \rangle \langle \phi | \sigma | \phi \rangle |\langle \psi | \phi \rangle|^2 + (d+2)^2
\]
\[
= \sum_{\phi,\psi} d^2 (d+1)^4 \langle \psi | \rho | \psi \rangle \langle \phi | \sigma | \phi \rangle |\langle \psi | \phi \rangle|^4 - 2(d+2)(d+2+f) + (d+2)^2
\]
\[
= \frac{(d+1)^2}{(d+2)^2} \left( 2d^2 + 10d + 4df + 12 + 8f \right) - 2(d+2)(d+2+f) + (d+2)^2
\]
\[
= \frac{d^3 + 2d^2 f + 4d^2 + 2d - 4f - 2}{d+2}
\]
\[
= O(d^2).
\]
(179)

Here, the fifth and sixth lines are calculated using the technique of writing moments of a random pure state as sum of permutations (Lemma 22). This gives
\[
\text{Var}(g) = O \left( \frac{d^2}{k^2} + \frac{1}{k} \right).
\]
(180)

Note that the result \( \mathbb{E} \text{Tr}(ST)^2 = O(d^2) \) is consistent with Lemma 6 of [HKP20].