GRADIENT PROFILE FOR THE RECONNECTION OF VORTEX LINES WITH THE BOUNDARY IN TYPE-II SUPERCONDUCTORS

YI C. HUANG AND HATEM ZAAG

Abstract. In a recent work, Duong, Ghoul and Zaag determined the gradient profile for blowup solutions of standard semilinear heat equation with power nonlinearities in the (supposed to be) generic case. Their method refines the constructive techniques introduced by Bricmont and Kupiainen and further developed by Merle and Zaag. In this paper, we extend their refinement to the problem about the reconnection of vortex lines with the boundary in a type-II superconductor under planar approximation, a physical model derived by Chapman, Hunton and Ockendon featuring the finite time quenching for the nonlinear heat equation

\[ \frac{\partial h}{\partial t} = \frac{\partial^2 h}{\partial x^2} + e^{-h} - \frac{1}{h^\beta}, \quad \beta > 0 \]

subject to initial boundary value conditions

\[ h(\cdot, 0) = h_0 > 0, \quad h(\pm 1, t) = 1. \]

We derive the intermediate extinction profile with refined asymptotics, and with extinction time $T$ and extinction point $0$, the gradient profile behaves as $x \to 0$ like

\[ \lim_{t \to T} (\nabla h)(x, t) \sim \frac{1}{\sqrt{2\beta} |x|} \frac{1}{\sqrt{\log |x|}} \left[ \frac{((\beta + 1)^2 + |x|^2)}{8\beta \log |x|} \right]^{\frac{1}{2\beta + 1}}. \]

agreeing with the gradient of the extinction profile previously derived by Merle and Zaag. Our result holds with general boundary conditions and in higher dimensions.
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1. INTRODUCTION

Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ with $N \geq 1$. Let $\beta > 0$. In this paper, we are interested in the quenching problem modelled on the nonlinear heat equation on $\Omega$

$$\frac{\partial h}{\partial t} = \Delta h - F(h),$$

(1.1)

where

$$F = F_\beta = \frac{1}{h^\beta} + \bar{F} \in C^\infty(\mathbb{R}_+), \text{ with } \mathbb{R}_+ = (0, \infty).$$

We shall assume that $\bar{F}$ satisfies

$$\bar{F}(h) = o\left(\frac{1}{h^\beta}\right) \text{ and } \bar{F}'(h) = o\left(\frac{1}{h^{\beta+1}}\right), \text{ as } h \to 0,$$

(1.2)

and $h$ is subject to initial data $h_0 = h(\cdot, 0) > 0$ and the Dirichlet boundary condition $h \equiv 1$ on $\partial \Omega$. Finite time quenching or extinction of a solution $h$ to the Cauchy problem for (1.1) at $x_0 \in \Omega$, means that for some $T \in \mathbb{R}_+$, $h$ has limit value 0 at $(x_0, T)$. We remark that the perturbative assumption (1.2) is typically satisfied by

$$\bar{F} \equiv 0, \quad \bar{F}(h) = e^{-h}, \quad \text{or} \quad \bar{F}(h) = \frac{1}{h^{\beta'}} \text{ for some } \beta' < \beta.$$

Moreover, since our main concern in this paper is in the quenching scenario $h \to 0$, apart from the smoothness $F \in C^\infty(\mathbb{R}_+)$ there is no need (and no gain) to prescribe the behaviour of $F(h)$ for $h \geq 1$. Equation (1.1) can also be considered on the whole space $\mathbb{R}^N$, if $F$ further satisfies the decay assumption

$$|F(h)| + |F'(h)| \leq Ce^{-h} \text{ as } h \to +\infty,$$

(1.3)

and if the boundary condition is replaced by a growth condition, say,

$$h(x,t) \sim a_1|x| \text{ as } |x| \to +\infty$$

(1.4)

for some $a_1 > 0$. We remark that (1.3)-(1.4) are again not within our main concern.

Now, by introducing the following family of transformations

$$u(x,t) = u(\alpha, x,t) = \frac{\alpha^{\beta+1}}{h(x,t)^\alpha} (\alpha > 0)$$

(1.5)
for (1.1) we are then led to study the blowup problem of the following nonlinear heat equation with power-type nonlinearity and a particular perturbation term

$$\frac{\partial u}{\partial t} = \Delta u - a|\nabla u|^2 u + f(u),$$

$$f(u) = \alpha^{\frac{p}{1+\alpha}} u^{1+\frac{1}{\alpha}} F(\alpha^\frac{1}{1+\alpha} u^\frac{1}{\alpha}) = u^p + \tilde{f}(u),$$

where $u > 0$, $u \equiv 1$ on $\partial \Omega$, $(a, p)$ is computed from $(\alpha, \beta)$ by

$$1 < a = 1 + \frac{1}{\alpha} < p = \frac{1 + \alpha + \beta}{\alpha},$$

and $\tilde{f} \in C^\infty(\mathbb{R}^+)$ satisfies

$$\tilde{f}(u) = o(u^p) \quad \text{and} \quad \tilde{f}'(u) = o(u^{p-1}) \quad \text{as} \quad u \to +\infty.$$

If $\Omega = \mathbb{R}^N$ we further assume that $f$ satisfies

$$|f(u)| + |f'(u)| \leq Cu^{1+\frac{1}{\alpha}} \exp(-\alpha^{\frac{1}{1+\alpha}} u^{-\frac{1}{\alpha}}) \quad \text{as} \quad u \to 0,$$

and the solution $u$ is subject to the decay condition

$$u(x, t) \sim \frac{\bar{a}_1}{|x|} \quad \text{as} \quad |x| \to +\infty$$

for some $\bar{a}_1 > 0$. Conversely, given $1 < a < p < \infty$ for (1.6), we recover by $a = 1 + \frac{1}{\alpha}$ and $p = \frac{1 + \alpha + \beta}{\alpha}$ the exponent $\beta$ for (1.1) and the transformation index $\alpha$ in (1.5). If we use, instead of $\beta$, the $p$ and $\alpha$ notations to denote objects for $h$, we mean $\alpha = 1$.

In the non-perturbed case of (1.6) ($a = \tilde{f} = 0$), namely, for the equation

$$\frac{\partial u}{\partial t} = \Delta u + |u|^{p-1}u,$$

where $u(\cdot, t) : \mathbb{R}^N \to \mathbb{R}$, $p > 1$ and $p < \frac{N+2}{N-2}$ if $N \geq 3$, Fujita [Fuj66], Levine [Lev73], Ball [Bal77] and Kavian [Kav87] obtained obstructions to global existence in time, using monotonicity properties and the maximum principle. Another method has been followed by Merle and Zaag [MZ97b] (see also the earlier papers by Giga and Kohn [GK85, GK87, GK89], Berger and Kohn [BK88], Herrero and Velázquez [HV92, HV93], Bricmont and Kupiainen [BK94] and Zaag [Zaa98]). Once an asymptotic profile (that is a function that $u(t)$ approaches to, after a time-dependent rescaling, as $t \to T < +\infty$) is derived formally, the existence of a solution $u(t)$ which blows up at time $T$ with the suggested profile is then proved rigorously, using analysis of (1.11) near the given profile and reduction of the existence problem to a finite-dimensional one. More precisely, in [MZ97b] the following asymptotic behaviour

$$\left\| (T-t)^{-\frac{1}{p-1}} u(\cdot, t) - \Phi_0 \left( \frac{\cdot - x_0}{\sqrt{(T-t)} \log(T-t)} \right) \right\|_{L^\infty(\Omega)} \to 0 \quad \text{as} \quad t \to T,$$

is justified, where $x_0$ is the only blowup point, $T$ is the blowup time, and

$$\Phi_0(z) = \frac{1}{\left( p - 1 + \frac{(p-1)^2}{4p} |z|^2 \right)^{\frac{1}{p-1}}}.$$
Let $\kappa = \Phi_0(0) = (p - 1)^{-\frac{1}{p-1}}$. The so-called final blowup profile for (1.11)

$$\lim_{t \to T} u(x, t) \sim \left(\frac{(p-1)^2}{8p} \frac{|x - x_0|^2}{\log |x - x_0|}\right)^{\frac{1}{p-1}} \text{ as } x \to x_0,$$

was later derived by Zaag in [Zaa98].

Note that the constructive method in [MZ97b] is robust and in fact has been extended by Zaag and collaborators to a considerably large class of parabolic problems such as: Merle and Zaag [MZ97a] for the quenching problems (see also Duong and Zaag [DZ19] for MEMS devices and Duong, Kavallaris and Zaag [DKZ21] for Gierer-Meinhardt system), Masmoudi and Zaag [MZ08], Nouaili and Zaag [NZ18], Duong, Nouaili and Zaag [DNZ19b, DNZ22] for the complex Ginzburg-Landau equation, Ebde and Zaag [EZ11], Nguyen and Zaag [NZ16], Tayachi and Zaag [TZ19], Duong, Nguyen and Zaag [DNZ19a], Ghoul, Nguyen and Zaag [GNZ17] and Abdelhedi and Zaag [AZ21a, AZ21b] for perturbed nonlinear source terms (with or without gradient perturbation), Nouaili and Zaag [NZ15] for a non-variational complex valued heat equation, and Ghoul, Nguyen and Zaag [GNZ18b, GNZ18a] for semilinear parabolic systems where the nonlinearities have no gradient structure.

In a broader context, this method has also proved to be efficient for different PDEs of different type, and no list can be exhaustive (see Merle, Raphaël and Szeftel [MRS20] for anisotropic type I blowup for heat equation, del Pino, Musso and Wei [DPMW20], Harada [Har20], Collot, Merle and Raphaël [CMR20] for type II blowup for heat equation, Raphaël and Schweyer [RS14], Collot, Ghoul, Masmoudi and Nguyen [CGMN22] for Keller-Segel system, Krieger, Schlag and Tataru [KST09], Côte and Zaag [CZ13], Donninger and Schörkhuber [DS14] for wave equation, Martel [Mar05] for generalized Korteweg-de Vries equation, Elgindi, Ghoul and Masmoudi [EGM21] for incompressible Euler, Buckmaster, Shkoller and Vicol [BSV22] for 2D isentropic compressible Euler, Merle, Raphaël, Rodnianski and Szeftel [MRRS22a, MRRS22b] for Schrödinger equation and 3D compressible fluids, etc.).

Back to Equation (1.1) (with $0 < h < 1$ and $F(h) = \frac{1}{h^p}$), few results are known except the case on $(-1, 1) \subset \mathbb{R}$ with Dirichlet boundary conditions, where some criteria of quenching are obtained and, upon assuming that the initial data $h_0$ satisfies

$$\frac{\partial^2 h_0}{\partial x^2} - \frac{1}{h_0^p} \leq 0,$$

the quenching rates and quenching profiles are obtained, see Levine [Lev89], Guo [Guo91] (also Fila, Hulshof and Quittner [FHQ92]), Filippas and Guo [FG93] and the references therein. By adapting the techniques of [BK94] and [MZ97b], Merle and Zaag [MZ97a] succeeded in constructing a stable quenching solution.

Recently, Duong, Ghoul and Zaag [DGZ21] refined the constructive techniques of [MZ97b] and obtained the gradient profile of blowup solutions. Our aim here is to determine the gradient profile of the quenching solution constructed in [MZ97a]. To recall the known results and also state ours, let us introduce some definitions.

**Definition 1.1** (Intermediate profile). Introduce the intermediate profile

$$\tilde{\Phi}(z) = \left(\beta + 1 + \frac{(\beta + 1)^2}{4\beta} |z|^2\right)^{\frac{1}{p-1}}, \quad z \in \mathbb{R}^N,$$  

(1.14)
with the intermediate gradient profile being
\[ \nabla \Phi(z) = \frac{\beta + 1}{2\beta} z \left( \beta + 1 + \frac{(\beta + 1)^2}{4\beta} |z|^2 \right)^{-\frac{\beta}{\beta+1}}, \quad z \in \mathbb{R}^N. \]  
(1.15)

Here \( z \) will be a time-dependent rescaling of \( x \) as in (1.12)-(1.13) above.

Now we prescribe the final extinction profile (near extinction point) that is expected in our construction. For later purpose we also prescribe its global behaviour.

**Definition 1.2** (Final profile). Let \( x_0 \in \Omega \subset \mathbb{R}^N \). Define \( H^*_{x_0} \in C^\infty(\Omega\setminus\{x_0\}) \) by

(i) If \( \Omega = \mathbb{R}^N \), then
\[ H^*_{x_0}(x) = H^*(x - x_0), \]  
(1.16)

where \( H^* \in C^\infty(\mathbb{R}^N\setminus\{0\}) \) is defined as follows:
\[ H^*(x) = \left[ \frac{(\beta + 1)^2}{8\beta} \frac{|x|^2}{|\log |x||} \right]^{\frac{\beta}{\beta+1}}, \quad 0 < |x| \leq \min \left\{ C(a_1, \beta), \frac{1}{2} \right\}, \]  
(1.17)
\[ H^*(x) = a_1|x|, \quad |x| \geq 1, \]  
(1.18)
with \( a_1 \) given in (1.4) and with the additional requirements that
\[ \forall \ x \neq 0, \quad H^*(x) > 0 \quad \text{and} \quad |\nabla H^*(x)| > 0. \]

(ii) If \( \Omega \) is bounded, then with \( \rho_0 = \text{dist}(x_0, \partial \Omega) \),
\[ H^*_{x_0}(x) = \left[ \frac{(\beta + 1)^2}{8\beta} \frac{|x - x_0|^2}{|\log |x - x_0||} \right]^{\frac{\beta}{\beta+1}}, \quad 0 < |x - x_0| \leq \min \left\{ C(\beta), \frac{\rho_0}{4} \right\}, \]  
(1.19)
\[ H^*_{x_0}(x) = 1, \quad |x - x_0| \geq \frac{\rho_0}{2}, \]
with the additional requirements that
\[ \forall \ x \neq x_0, \quad H^*_{x_0}(x) > 0 \quad \text{and} \quad |\nabla H^*_{x_0}(x)| > 0. \]

**Remark 1.3.** Since our analysis will be local, we shall not precise
\[ H^*(x) \quad \text{when} \quad \min \left\{ C(a_1, \beta), \frac{1}{2} \right\} \leq |x| \leq 1; \]
\[ H^*_{x_0}(x) \quad \text{when} \quad \min \left\{ C(\beta), \frac{\rho_0}{4} \right\} \leq |x - x_0| \leq \frac{\rho_0}{2}. \]

Similarly, (1.18) is imposed only in accordance with (1.4), itself introduced in accordance with the vortex line model considered in [CHO98]. In view of this, it is more reasonable to assume \( H^*(x) = a_\beta |x|^2/\beta \) for \( |x| \geq 1 \) instead of (1.18). These different growth functions will not make any difference in the local Cauchy theory addressed in Appendix C. Thus we relieve ourselves from further precision on the profile beyond (1.17) and (1.19). For the same reason and when \( \Omega \) is bounded, other types of boundary behaviours instead of \( H^*_{x_0}(x) = 1 \) for \( |x - x_0| \geq \rho_0/2 \) can be considered.

**Remark 1.4.** For \( \beta = 1 \), the (vortex line) profile \( H^*(x) \) in (1.17)-(1.18) is nearly straight (up to a logarithm \( \log |x| \)). For \( \beta > 1 \), the profile forms a cusp at \( x = 0 \).
Remark 1.5 (Gradient profile). The gradient of $H^*$ via (1.17) satisfies that as $x \to 0$,
\[
\nabla H^*(x) \sim \frac{1}{\sqrt{2 \beta}} \frac{1}{|x| \sqrt{\log |x|}} \left[ \frac{(\beta + 1)^2}{8 \beta} \frac{|x|^2}{|\log |x||} \right]^\frac{1}{\beta + 1}.
\] (1.20)

When $|x| \to 0$, $|\nabla H^*(x)|$ blows up if $\beta > 1$ and extinguishes if $0 < \beta \leq 1$.

As the containing space of initial data $h_0$ and the evolution time-slices $h(\cdot, t)$ ($0 \leq t < T$), $h$ being a solution to (1.1), we shall need the following notion.

Definition 1.6 (Trajectory space for quenching problem). Define $H$ as follows:

(i) If $\Omega = \mathbb{R}^N$, then for some $x_0 \in \mathbb{R}^N$, we set
\[
H = H_{x_0} = \left\{ h : (h - \psi_{x_0}) \in W^{1, \infty}(\mathbb{R}^N), \frac{1}{h} \in L^\infty(\mathbb{R}^N) \right\},
\] (1.21)

where $\psi_{x_0} \in C^\infty(\mathbb{R}^N)$ satisfies
\[
\psi_{x_0} \equiv 0, \text{ if } |x - x_0| \leq 1; \quad \psi_{x_0}(x) = a_1|x - x_0|, \text{ if } |x - x_0| \geq 2.
\]

Here, $a_1$ is the constant given in (1.4).

(ii) If $\Omega$ is a bounded domain in $\mathbb{R}^N$, then we set
\[
H = \left\{ h \in W^{1, \infty}(\Omega) : \frac{1}{h} \in L^\infty(\Omega) \right\}.
\] (1.22)

When no ambiguity arises in the context, we shall no longer precise the reference point $x_0$ in the definition of $H$. The following was proved in [MZ97a].

Theorem A (Existence and stability of vortex reconnection with the boundary or finite time quenching obeying prescribed behaviours given in Definitions 1.1 and 1.2, Merle and Zaag). Assume that either $\Omega$ is bounded, or $\Omega = \mathbb{R}^N$ and (1.3)-(1.4) hold.

1. (Existence) For all $x_0 \in \Omega$, there exists a positive $h_0 \in H$ such that for a $T > 0$, equation (1.1) with initial data $h_0$ has a unique solution $h(\cdot, t)$ on $[0, T)$ satisfying
\[
\lim_{t \to 1} h(x_0, t) = 0.
\]

Furthermore,

(i) (Intermediate extinction profile)
\[
\lim_{t \to 1} \left\| \frac{(T - t)^{\frac{1}{\beta + 1}}}{h(\cdot, t)} - \frac{1}{\hat{\Phi}(z_{x_0}(\cdot, t))} \right\|_{L^\infty(\Omega)} = 0,
\] (1.23)

where $\hat{\Phi}$ is given in (1.14) and
\[
z_{x_0}(x, t) = \frac{x - x_0}{\sqrt{(T - t)|\log(T - t)|}}
\]

(ii) (Final extinction profile) $h^*(x) := \lim_{t \to T} h(x, t)$ exists for all $x \in \Omega$ and $h^*(x) \sim H_{x_0}^*(x)$ as $x \to x_0$,

where $H_{x_0}^*$ is given precisely in (1.16), (1.17) and (1.19).
(2) (Stability). For every $\varepsilon > 0$, there exists a neighbourhood $\mathcal{V}_0$ of $h_0$ in $H$ with the following property:

For each $h_0 \in \mathcal{V}_0$, there exists $\bar{x}_0 \in \Omega$ and $\bar{T} > 0$ satisfying

$$|T - \bar{T}| + |x_0 - \bar{x}_0| \leq \varepsilon$$

such that (1.1) with initial data $h_0$ has a unique solution $\tilde{h}(\cdot, t)$ on $[0, \bar{T})$ satisfying

$$\lim_{t \to \bar{T}} \tilde{h}(\bar{x}_0, t) = 0.$$

Furthermore,

(i) (Intermediate extinction profile)

$$\lim_{t \to \bar{T}} \left\| \frac{\bar{T} - t}{\tilde{h}(\cdot, t)} - \frac{1}{\Phi(z_{x_0}(\cdot, t))} \right\|_{L^\infty(\Omega)} = 0,$$

where $\Phi$ is given in (1.14) and

$$z_{x_0}(x, t) = \frac{x - \bar{x}_0}{\sqrt{\bar{T} - t} |\log(\bar{T} - t)|}.$$

(ii) (Final extinction profile) $\tilde{h}^*(x) := \lim_{t \to \bar{T}} \tilde{h}(x, t)$ exists for all $x \in \Omega$ and

$$\tilde{h}^*(x) \sim H_{x_0}^*(x) \quad \text{as} \quad x \to \bar{x}_0,$$

where $H_{x_0}^*$ is given precisely in (1.16), (1.17) and (1.19).

In this paper we shall prove that the final profile is stable under differentiation:

$$(\nabla h)^*(x) \sim \nabla h^*(x)$$

$$\left( \lim_{t \to \bar{T}} \nabla h(x, t) \sim \nabla \lim_{t \to \bar{T}} h(x, t) \right)$$

as $x \to x_0$. More precisely, we shall prove the following result.

**Theorem 1.7** (Construction of finite time extinction solutions with refined asymptotics and determination of the final extinction profile and the final gradient profile). Assume that either $\Omega$ is bounded, or $\Omega = \mathbb{R}^N$ and (1.3)-(1.4) hold.

For all $x_0 \in \Omega$, there exists a positive $h_0 \in H$ such that for a $T = T(h_0) \in (0, e^{-1})$, equation (1.1) with initial data $h_0$ has a unique solution $h(\cdot, t)$ on $[0, T)$ satisfying

$$\lim_{t \to T} h(x_0, t) = 0.$$

Furthermore, for this $h$ and for all $t \in [0, T)$, we have:

(i) (Intermediate extinction profile and refined asymptotics)

$$\left\| \frac{(T - t)^{\frac{1}{p+1}}}{h(\cdot, t)} - \frac{1}{\Phi(z_{x_0}(\cdot, t))} \right\|_{L^\infty(\Omega)} \leq C \frac{\log(|\log(T - t)|)}{|\log(T - t)|}$$

(1.24)
and for each $K > 0$ and $\Omega_{t,K} = \{x \in \Omega : |x - x_0| \leq K \sqrt{(T - t) |\log(T - t)|}\}$,
\[
\left\| (T - t)^{\frac{1}{2(n+1)} + \frac{1}{2}} \nabla h(\cdot, t) - \frac{(\nabla \Phi)(z_{x_0}(\cdot, t))}{|\log(T - t)|^{\frac{1}{2}}} \right\|_{L^\infty(\Omega_{t,K})} \leq C(K) \frac{\log(|\log(T - t)|)}{|\log(T - t)|}. \tag{1.25}
\]
Here, $\Phi$ is given in (1.14) and $z_{x_0}(x, t)$ is given in Theorem A.

(ii) (Final extinction profile and final gradient profile)

(ii-1) $h^*(x) := \lim_{t \to T} h(x, t)$ exists for all $x \in \Omega$, and
\[
h^*(x) \sim H_{x_0}^*(x) \quad \text{as} \quad x \to x_0, \tag{1.26}
\]
where $H_{x_0}^*$ is given precisely in (1.16), (1.17) and (1.19).

(ii-2) $(\nabla h)^*(x) := \lim_{t \to T} \nabla h(x, t)$ exists for all $x \in \Omega \setminus \{x_0\}$, and
\[
(\nabla h)^*(x) \sim \nabla H_{x_0}^*(x) \quad \text{as} \quad x \to x_0. \tag{1.27}
\]

Remark 1.8. The main contribution of the theorem is to discover precise error estimates (1.24)-(1.25) and their consequence (1.27). Note that (1.23) suffices for the derivation of (1.26), which is same as in Theorem A. The error estimate in (1.24) refines $|\log(T - t)|^{-\frac{1}{2}}$ which is implicit in (1.23) (see [MZ97a]). As for (1.25), the error term one obtains from the estimates of [MZ97a] would be $C|\log(T - t)|^{-\frac{1}{2}}$, which is of the same size as $\frac{\nabla \Phi}{\sqrt{\log(T - t)}}$, preventing us from obtaining an equivalent for $\nabla h$. Thus, the improved error estimate we get in (1.25) thanks to our strategy is crucial.

Remark 1.9. We obtained indeed an estimate stronger than (1.25): $\forall t \in [0, T)$,
\[
\left\| (T - t)^{\frac{1}{2(n+1)} + \frac{1}{2}} \nabla h(\cdot, t) - \frac{(\nabla \Phi)(z_{x_0}(\cdot, t))}{|\log(T - t)|^{\frac{1}{2}}} \right\|_{L^\infty(\Omega)} \leq C \frac{\log(|\log(T - t)|)}{|\log(T - t)|}. \tag{1.28}
\]
See Proposition 3.2.

Remark 1.10. In fact, $h$ extinguishes at time $T$ only at $x_0$, see Proposition 5.7.

Remark 1.11. (Stability of the gradient profile). We use the method which was first introduced by Bressan in [Bre90, Bre92] for the heat equation with an exponential source, then for (1.11) in Bricmont and Kupiainen [BK94] and Merle and Zaag [MZ97b] (also Fermanian, Merle and Zaag [FKMZ00]). This consists in a formal approach where the profile is obtained through an inner/outer expansion with matching asymptotics, followed by a rigorous proof where the PDE is linearized around the profile candidate. Then, the negative part of the spectrum (which is infinite dimensional) is controlled thanks to the decaying properties of the Laplacian, whereas the nonnegative part (which is finite dimensional) is controlled thanks to the degree theory. Via this finite dimensional reduction and the interpretation of the parameters of the finite-dimensional problem in terms of the blowup time and the blowup point, the refined estimates (1.24)-(1.25) and the final profiles (1.26)-(1.27) are stable under perturbations (in the same form) of initial data.
Structure. In next section we recall the physical derivation of the vortex line model. Then in Section 3, we review the dynamical system formulation of (1.6) together with some standard tools in the construction of blowup solutions with prescribed behavior, and introduce the localization scheme of (1.1) that is particular for the quenching problems. We prepare the notion of shrinking set in Section 4. The proof of Theorem 1.7 will be outlined in Section 5, with technical ingredients proved in the seven sections together with the first two appendices that follow. Appendix C justifies the local well-posedness of the Cauchy problem for (1.1) in the space $H$.

Notations. Throughout this paper, $C$ is a constant which depends only on $N$, $\beta$ and $\alpha$, and whose value may change from line to line in deriving various estimates. If we need a constant depending on other parameters, we will specify its dependence.

2. RECONNECTION OF VORTEX LINES WITH THE BOUNDARY

Before going further we explain the motivation for studying this quenching problem. Indeed, the nonlinear equation (1.1) appears in various physical contexts (combustion and population genetics for example). For $N = 1$ and $\beta = 1$, it is also the natural lab model employed by Chapman, Hunton and Ockendon to describe the magnetic field in a type-II superconductor in $\mathbb{R}^3$, which develops a particular type of line singularity called vortex, see [CHO98, Section 3.2]. In general, a vortex is not situated in a plane, but under some reasonable physical conditions, the planar approximation is relevant. In this case, a vortex line at time $t \geq 0$ can be viewed as $L(t) = \{(x, y, z) = (x, 0, h(x, t)) : x \in \Omega \subset \mathbb{R}^3\}$.

The physical derivation (see [CHO98, (25)]) gives the following vortex line dynamics

$$\frac{\partial h}{\partial t} = \frac{1}{4\pi} \frac{\partial^2 h}{\partial x^2} + H_0 e^{-h} - \frac{1}{4\pi} K_1(h),$$

(2.1)

where $(H_0, 0, 0)$ is the applied magnetic field assumed to be constant, and the smooth nonlinear function $K_1$ satisfies the following asymptotics

$$K_1(h) \sim \frac{1}{h} \text{ as } h \to 0 \quad \text{and} \quad K_1(h) \sim 2e^{-2h} \text{ as } h \to \infty.$$

Thus, the boundary term $H_0 e^{-h}$ dominates for $h$ large, while the image term $\frac{1}{4\pi} K_1(h)$ dominates for $h$ small. Moreover, $H_0 e^{-h} - \frac{1}{4\pi} K_1(h)$ in (2.1) multiplied by the normalization constant $4\pi$ satisfies (1.2) for $\beta = 1$. Quenching of a solution $h$ to (2.1) is then the vortex reconnection with the boundary, namely, the $z = 0$ plane in $\mathbb{R}^3$.

Finally, we remark that the boundary growth (1.3) (hence (1.9) for (1.6)) is no longer relevant if we consider solutions $h$ small. The physical model becomes

$$\frac{\partial h}{\partial t} = \frac{1}{4\pi} \frac{\partial^2 h}{\partial x^2} - \frac{1}{4\pi h}.$$ 

See [CHO98, Section 3.2.2] for details.

3. DYNAMICAL SYSTEM FORMULATION AND LOCALIZATION

Following [MZ97b] and [Zaa98], we work with two rescaling transformations on (1.1) and (1.6). The first one reformulates the $t \to T$ asymptotic behaviours for solutions of (1.6) as a problem of long time dynamics, while the second aims at deriving final profiles via localizing solutions of (1.1) away from the extinction point.
3.1. Dynamical system formulation. Note that for $F(h) = \frac{1}{w^p}$,

$$h(t) = [(\beta + 1)(T - t)]^{\frac{1}{p-1}} \quad \text{and} \quad u(t) = [(p - 1)(T - t)]^{\frac{1}{p-1}}$$

are respectively the ODE/flat solutions for (1.1) and (1.6). In fact, the former ODE on $h$ is solved subject to the natural extinction condition $h(T) = 0$.

First rescaling transformation. As in Giga and Kohn [GK85, GK87, GK89] and Merle and Zaag [MZ97b, MZ97a], we introduce the transform

$$w(y, s) = w_T(y, s) = (T - t)^{\frac{1}{p-1}} u(x, t), \quad (3.1)$$

where $(y, s)$ are the so-called similarity variables defined by

$$y = \frac{x}{\sqrt{T-t}} \quad \text{and} \quad s = - \log(T-t).$$

Here $s > 0$ when $T < 1$. The equation satisfied by $w$ is then

$$\frac{\partial w}{\partial s} = \Delta w - \frac{1}{2} \frac{\partial}{\partial s} \cdot \nabla w - \frac{w}{p-1} - a \frac{|\nabla w|^2}{w} + w^p + e^{\frac{ps}{p-1}} \tilde{f}(e^{\frac{s}{p-1}}w), \quad (3.2)$$

where $\tilde{f}$ is in (1.6). Moreover, (1.23) for $x_0 = 0$ is then equivalent to

$$\lim_{s \to \infty} \left\| w(\cdot, s) - \Phi \left( \frac{\cdot}{\sqrt{s}} \right) \right\|_{L^\infty(\mathbb{R}^N)} = 0, \quad (3.3)$$

where

$$\Phi(z) = \Phi_a(z) = \left( p - 1 + \frac{(p - 1)^2}{4(p - a)} |z|^2 \right)^{\frac{1}{p-1}}. \quad (3.4)$$

See for example [MZ97b, Remark 1.1] for the formal derivation of the profile $\Phi_0$.

**Remark 3.1.** We abused a little bit the notation $L^\infty(\mathbb{R}^N)$ in (3.3), if $\Omega$ is bounded. Since we are concerned with the $t \to T$ dynamics, it is however reasonable to interpret, via extension by zero of the function to be normed (e.g., $w(\cdot, s) - \Phi \left( \frac{\cdot}{\sqrt{s}} \right)$ in (3.3)), the $L^\infty$ norm with respect to the variable $y = \frac{x}{\sqrt{T-t}}$ over the $\frac{1}{\sqrt{T-t}}$ dilation of $\Omega$ as $L^\infty(\mathbb{R}^N)$ norm. In the sequel we shall denote these norms simply by $\| \cdot \|_{L^\infty}$.

Now we can reformulate for (1.6) the results analogous to Theorem 1.7.

**Proposition 3.2** (Construction of finite time blowup solutions with refined asymptotics and determination of the final blowup profile and the final gradient profile). There exists initial data $u_0 \in W^{1,\infty}(\Omega)$ such that equation (1.6), subject to (1.10) if $\Omega = \mathbb{R}^N$, has a unique solution $u$ which blows up in finite time $T = T(u_0) \in (0, e^{-1})$ only at the origin. In particular, the following assertions hold:

(i) (Intermediate blowup profile with refined asymptotics) For all $t < T$,

$$\left\| (T-t)^{\frac{1}{p-1}} u(\cdot, t) - \Phi(z(\cdot, t)) \right\|_{L^\infty(\Omega)} \leq C \frac{\log(|\log(T-t)|)}{|\log(T-t)|}, \quad (3.5)$$

and

$$\left\| (T-t)^{\frac{1}{p-1} + \frac{1}{2}} \nabla u(\cdot, t) - \frac{\nabla \Phi (z(\cdot, t))}{\sqrt{|\log(T-t)|}} \right\|_{L^\infty(\Omega)} \leq C \frac{\log(|\log(T-t)|)}{|\log(T-t)|}, \quad (3.6)$$
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where
\[
z(x, t) = \frac{x}{\sqrt{(T - t)|\log(T - t)|}} \quad \Phi(z) = \frac{1}{(p - 1 + b|z|^2)^{\frac{1}{p - 1}}} \quad (3.7)
\]
and
\[
b = b(a) = \frac{(p - 1)^2}{4(p - a)}.
\]

(ii) (Final blowup profile and final gradient profile) For all \( x \neq 0 \), \( u(x, T) := \lim_{t \to T} u(x, t) \) and \( (\nabla u)(x, T) := \lim_{t \to T} \nabla u(x, t) \) exist. Moreover,
\[
u(x, T) \sim u^\star(x), \quad x \to 0,
\]
\[
(\nabla u)(x, T) \sim \nabla u^\star(x), \quad x \to 0,
\]
where
\[
u^\star(x) = \left[ \frac{b}{2|\log |x||} \right]^{-\frac{1}{p - 1}},
\]
\[
\nabla u^\star(x) = -\frac{\sqrt{2b}}{p - 1}|x|^{-\frac{1}{p - 1}} \left[ \frac{b}{2|\log |x||} \right]^{-\frac{p + 1}{2(p - 1)}}.
\]

Remark 3.3. To prove Theorem 1.7, one takes \( \alpha = 1 \), \( a = 2 \) and \( p = \beta + 2 \) in Proposition 3.2. For the reverse implication, one has to keep the parameter \( \alpha > 0 \).

Remark 3.4. Note that by (1.7), Proposition 3.2 applies to the range \( 1 < a < p < \infty \). From the Remark after [MZ97a, Proposition 1], the case \( a < 1 \) (in particular, \( a = 0 \)) for (1.6) with \( \tilde{f} = 0 \), can be reduced to Duong, Ghoul and Zaag [DGZ21] via
\[
\partial_t v = \Delta v + v^{p'},
\]
\[
v = (1 - a)^{\frac{1-a}{p'-1}} u^{1-a}, \quad p' = \frac{p - a}{1 - a} > 1.
\]
The case \( a = 1 \) reduces to the nonlinear heat equation with exponential nonlinearity:
\[
\partial_t v = \Delta v + e^v, \quad v = (p - 1) \log u,
\]
and the question of determining the corresponding gradient blowup profile was raised in [GNZ17, Remark 1.9]. We shall address this issue in a forthcoming work.

To better describe the asymptotic behaviours in (3.3), we introduce
\[
q = w - \varphi, \quad (3.8)
\]
where
\[
\varphi(y, s) = \Phi \left( \frac{y}{\sqrt{s}} \right) + \frac{N\kappa}{2(p - a)s},
\]
and one adds \( \frac{N\kappa}{2(p - a)s} \) to simplify the calculations. Observe that \( q \) satisfies
\[
\frac{\partial q}{\partial s} = L_V(q) + B(q) + T(q) + R + L(q), \quad (3.9)
\]
where
\[ \mathcal{L}_V = \mathcal{L} + V, \quad \mathcal{L} = \Delta - \frac{1}{2} \mathbf{y} \cdot \nabla + 1, \]
\[ V = p \left( \varphi^{p-1} - \kappa^{p-1} \right), \quad \kappa = \frac{1}{(p - 1)^{p-1}}, \]
\[ B(q) = (\varphi + q)^p - \varphi^p - p \varphi^{p-1} q, \]
\[ T(q) = -a \frac{|\nabla (\varphi + q)|^2}{\varphi + q} + a \frac{|\nabla \varphi|^2}{\varphi}, \]
\[ R = -\frac{\partial \varphi}{\partial s} + \Delta \varphi - \frac{1}{2} \mathbf{y} \cdot \nabla \varphi - \frac{\varphi}{p - 1} - a \frac{|\nabla \varphi|^2}{\varphi} + \varphi^p, \]
\[ L(q) = e^{-\frac{q}{2}} f \left( e^{\frac{-q}{2}} (\varphi + q) \right). \]

Here \( \mathcal{f} \) is given in (1.6). In \( B(q), T(q) \) and \( L(q) \), note that \( \varphi + q = \omega > 0 \).

With this transformation, the aim is to find a solution \( q \) to (3.9) such that
\[ \lim_{s \to \infty} \| q(s) \|_{L^\infty} = 0, \] (3.11)
with the precise \( \frac{\log s}{s} \)-order vanishing rate as in (1.24).

To understand the involved dynamics of \( q \), we first make some comments on the linear, nonlinear, remainder and lower order terms that appear in (3.10). For \( B(q), T(q) \) and \( L(q) \), it is helpful to have in mind that via (3.11) \( q \) is assumed to be small.

\( \bullet 1 \) Linear operator \( \mathcal{L} \). Consider the Hilbert space with Gaussian measure
\[ L^2_\rho = L^2(\mathbb{R}^N, \rho \mathbf{y}), \quad \text{where } \rho(\mathbf{y}) = \frac{e^{-|\mathbf{y}|^2}}{(4\pi)^{\frac{N}{2}}}, \]
with the inner product
\[ (f, g)_\rho = \int_{\mathbb{R}^N} f(\mathbf{y})g(\mathbf{y}) \rho(\mathbf{y}) \mathbf{y} d\mathbf{y}. \]
The adjoint operator \( (\partial_1)^* \), with respect to \( (\cdot, \cdot)_\rho \), of \( \partial_1 = \frac{\partial}{\partial y_1} = \frac{\mathbf{y}}{2} - \partial_1 \), hence
\[ \mathcal{L} = \Delta - \frac{1}{2} \mathbf{y} \cdot \nabla = -\sum_{i=1}^N (\partial_i)^* \partial_i \]
is nonpositive, self-adjoint and generates the Ornstein-Uhlenbeck semigroup \( \{ e^{t\mathcal{L}} \}_{t \geq 0} \):
\[ e^{t\mathcal{L}} \varphi(y) = \int_{\mathbb{R}^N} e^{t\mathcal{L}}(y, x) \varphi(x) dx, \]
\[ e^{t\mathcal{L}}(y, x) = \frac{1}{(4\pi(1 - e^{-\theta}))^{\frac{N}{2}}} \exp \left[ -\frac{|y e^{-\theta} - x|^2}{4(1 - e^{-\theta})} \right]. \]

Similarly, the operator \( \mathcal{L} = \Delta - \frac{1}{2} \mathbf{y} \cdot \nabla + 1 \) that appears in (3.9) is also self-adjoint in \( L^2_\rho \). Moreover, it has explicit spectrum as follows
\[ \text{Spec(} \mathcal{L} \text{) = } \left\{ \lambda_m = 1 - \frac{m}{2} \mid m \in \mathbb{N} \right\}. \] (3.12)

Corresponding to the eigenvalue \( \lambda_m \), we have the eigenspace \( \mathcal{E}_m \) given by
\[ \mathcal{E}_m = \text{Span} \left\{ h_1(y_1)h_2(y_2)\cdots h_m(y_N) \mid m_1 + m_2 + \cdots + m_N = m \right\}, \] (3.13)
Similarly, we write
\[
V(\cdot, s) - \left( -\frac{p}{p-1} \right) = \frac{p}{(p-1)} \frac{p}{(4(p-1)\rho \sqrt{|z|^2})^2}
\]
is small when \( K_0 \) is large enough, hence \( \mathcal{L}_V \) behaves like \( \mathcal{L} - \frac{p}{p-1} \). But \( \frac{p}{p-1} > 1 \) and the largest eigenvalue of \( \mathcal{L} \) is 1, thus \( \mathcal{L} - \frac{p}{p-1} \) has a purely negative spectrum and can be handled without difficulties in the region \( |y| \geq K_0 \sqrt{s} \).

The above analysis on \( \mathcal{L} \) and \( V \) suggests the following two definitions.

**Definition 3.5.** We introduce the following decomposition, for any \( r \in L^\infty(\mathbb{R}^N) \):
\[
r(y) = \chi(y, s)r(y) + (1 - \chi(y, s))r(y)
=: r_b(y, s) + r_e(y, s),
\]
where
\[
\chi(y, s) = \chi_0 \left( \frac{|y|}{K_0 \sqrt{s}} \right),
\]
\( \chi_0 \) being a one-dimensional cut-off satisfying
\[
\text{supp } \chi_0 \subset [0, 2], \quad 0 \leq \chi_0 \leq 1 \quad \text{and} \quad \chi_0 \equiv 1 \quad \text{on} \quad [0, 1].
\]

We refer to (3.14) as **inner-outer decomposition** since
\[
\text{supp } r_b(s) \subset \{ |y| \leq 2K_0 \sqrt{s} \} \quad \text{and} \quad \text{supp } r_e(s) \subset \{ |y| \geq K_0 \sqrt{s} \}.
\]
At the blowup point \( x = 0 \), \((0, t)\) for \( t < T \) is always inside (resp. outside) the support of the first (resp. second) function. The subscripts mean “blowup” and “exterior”.

Next we note that the set of eigenfunctions of \( \mathcal{L} \) makes a basis of \( L^2_0 \).

**Definition 3.6.** We write \( r_b \in L^2_0 \) into the following spectral decomposition
\[
r_b(y, s) = r_0(s) + r_1(s) \cdot y + y^T \cdot r_2(s) \cdot y - 2\text{Tr}(r_2(s)) + r_\perp(y, s),
\]
where
\[
r_m(s) = \{ P_\beta[r_b(s)] \}_{\beta \in \mathbb{N}^N, |eta| = m}, \quad m \geq 0,
\]
with \( P_\beta[r_b] \) being the projection of \( r_b \) on the eigenfunction \( h_\beta \)
\[
P_\beta[r_b(s)] = \int_{\mathbb{R}^N} r_b(y, s) \frac{h_\beta}{\|h_\beta\|_{L^2_0}} \rho(y) dy,
\]
and
\[
r_\perp(y, s) = P_\perp[r_b(s)] = \sum_{\beta \in \mathbb{N}^N, |eta| \geq 3} P_\beta[r_b(s)] h_\beta(y).
\]
Similarly, we write
\[
r_\parallel(y, s) = P_\parallel[r_b(s)] = \sum_{\beta \in \mathbb{N}^N, |eta| \geq 2} P_\beta[r_b(s)] h_\beta(y).
\]
Throughout the paper we shall use the following expansion
\[
\tau(y) = r_0(s) + r_1(s) \cdot y + y^T \cdot r_2(s) \cdot y - 2\text{Tr}(r_2(s)) + r_\varepsilon(y, s),
\]
which is nothing but a combination of (3.14) and (3.18). Note that \( L^\infty(\mathbb{R}^N) \subset L^p_\alpha \). Moreover, the same convention as in Remark 3.1 applies if \( \Omega \) is a bounded domain.

**Remark 3.7.** Note that the decompositions (3.14) and (3.23) depend, through the cut-off function defined in (3.16), on \( K_0 \). Moreover, all the decompositions (3.14), (3.18) and (3.23) depend on \( s \), and when we apply them to the slice \( \tau(\cdot, s) \), there is readily a natural parameter \( s \). We shall specify it if we do not follow this rule.

We continue with the analysis on the nonlinear part in (3.9).

(3) **Nonlinear term** \( B(q) \). It is superlinear, in the sense that it satisfies
\[
|B(q)| \leq C|q|^{\overline{p}},
\]
where \( \overline{p} = \min(2, p) > 1 \). In particular, \( B(q)(s) \) decays to 0 faster than \( q(s) \) as \( s \to \infty \). See Lemma A.2 for relevant refined estimates on \( B(q) \) that depend on \( q \).

(4) **Gradient term** \( T(q) \). When \( q(s) \) is small (\( s \) is large enough), the gradient term \( T(q) \) satisfies (see Lemma A.3 in Appendix A) the following control in the support of \( \chi(\cdot, s) \) (i.e. the blowup region):
\[
|\chi(y, s)T(q)(s)| \leq C\chi(y, s)\left( \frac{|q|}{s} + \frac{\|\nabla q\|}{\sqrt{s}} + \|\nabla q\|^2 \right).
\]
This estimate is implicit in the proof of [MZ97a, Lemma B.4] and follows from the local boundedness of the inverse of the profile, namely,
\[
\chi(y, s)\frac{1}{\varphi(y, s)} \leq C,
\]
together with Taylor expansion of \( T(\theta q) \) for \( \theta \in [0, 1] \). As one may see from the above estimate, a bound on \( \|\nabla q\| \) may be necessary to control \( T(q) \) in the blowup region. However, we will not impose such a bound, since we can derive it from a bound on \( q \) thanks to parabolic regularity. Now, regarding the control of \( T(q) \) in the exterior region, because of the spatial unboundedness of the inverse of the profile, we can not proceed as in the blowup region. That control requires a subtle analysis in the original variable \( x \) (see the proof of Lemma A.3), which involves a delicate control of the solution in three different regions of the space, and not just in two (blowup/exterior regions). Let us recall from [MZ97a] the following definition.

**Definition 3.8.** For \( T \in (0, 1), t \in (0, T) \) and \( x \in \Omega \), let
\[
s = -\log(T - t) > 0, \quad y = \frac{x}{\sqrt{T - t}} \quad \text{and} \quad z = \frac{y}{\sqrt{s}} = \frac{x}{\sqrt{(T - t)|\log(T - t)|}}.
\]
We define, for \( K_0 > 0, \varepsilon_0 > 0 \) and \( t \in (0, T) \) given, three regions of \( x \) that cover \( \Omega \):
\[
\mathcal{R}_1(K_0, \varepsilon_0, t) = \left\{ x \in \Omega \mid |x| \leq K_0 \sqrt{(T - t)|\log(T - t)|} \right\} = \{ x \in \Omega \mid |x| \leq K_0 \sqrt{s} \} = \{ x \in \Omega \mid |z| \leq K_0 \},
\]
and
\[ \mathcal{R}_2(K_0, \varepsilon_0, t) = \left\{ x \in \Omega \left| \frac{K_0}{4} \sqrt{T - t} \log(T - t) \leq |x| \leq \varepsilon_0 \right\} \]

\[ = \left\{ x \in \Omega \left| \frac{K_0}{4} \sqrt{s} \leq |y| \leq \varepsilon_0 e^{\frac{s}{4}} \right\} = \left\{ x \in \Omega \left| \frac{K_0}{4} \leq |z| \leq \varepsilon_0 e^{\frac{s}{4}} \right\}, \quad (3.25) \]

\[ \mathcal{R}_3(K_0, \varepsilon_0, t) = \left\{ x \in \Omega \left| |x| \geq \frac{\varepsilon_0}{4} \right\} \]

\[ = \left\{ x \in \Omega \left| |y| \geq \frac{\varepsilon_0}{4} e^{\frac{s}{4}} \right\} = \left\{ x \in \Omega \left| |z| \geq \frac{\varepsilon_0}{4} e^{\frac{s}{4}} \right\}. \quad (3.26) \]

We set \( \mathcal{R}_i(t) = \mathcal{R}_i(K_0, \varepsilon_0, t) \), and

\[ \mathcal{R}_1 = \mathcal{R}_i(K_0, \varepsilon_0) = \{ (x, t) \in \Omega \times (0, T) | x \in \mathcal{R}_i(K_0, \varepsilon_0, t) \}. \quad (3.27) \]

**Remark 3.9.** Note that we slightly abused the notation \( \mathcal{R}_3(K_0, \varepsilon_0, t) \), which is in fact independent of \( t \), but can be understood in the time-varying context as

\[ \left\{ x \in \Omega \left| |x| \geq \frac{\varepsilon_0}{4} \right\} \times \{ t \} \subset \Omega \times (0, T). \]

Since we are concerned with the scenario as \( 0 \leq t \to T \), given \( K_0 > 0 \) and \( \varepsilon_0 > 0 \), one can assume without loss of generality that \( T \) is small, hence, \( \mathcal{R}_2(K_0, \varepsilon_0, t) \) is non-empty for all \( t < T \). The same convention applies to \( \mathcal{R}_3(K_0, \varepsilon_0, t) \) in the case where \( \Omega \) is bounded, as one can work with \( \varepsilon_0 > 0 \) which is small compared to \( \text{dist}(0, \partial \Omega) \).

As we mentioned before Definition 3.8, we shall combine estimates on \(|\nabla q|\) thereby on \( T(q) \) from the above three regions. See Lemma A.3 for relevant precise estimates on \( T(q) \) that depend on \( q \) and \( \nabla q \).

At last we comment on the remainder and the lower order terms in (3.9).

\( \bullet \) (5) Remainder term \( R \). It is small and decays to zero. In particular,

\[ \| R(\cdot, s) \|_{L^\infty} \leq \frac{C}{s}, \quad \forall s \geq 1. \]

This is reasonable since \( \varphi \) is an approximate solution to (3.2), in the sense that it approximates the solution \( \omega \) via (3.11). See Lemma B.2 for further estimates on \( R \).

\( \bullet \) (6) Lower order term \( L(q) \). It is bounded by \( Ce^{-\frac{|x|}{\varepsilon_0}} \). See Lemma B.3.

3.2. Localization away from the singularity and the boundary. In order to derive the final extinction profile and the final gradient profile, following [Zaa98] and [MZ97a] we shall localize the study of (1.1) away from the extinction point.

Second rescaling transformation. To the aim just noted above, we introduce

\[ k_x(\xi, \tau) = \frac{h(x + \sqrt{T - t(x)}\xi, t(x) + (T - t(x))\tau)}{(T - t(x))^{3\varepsilon_0}}, \quad (3.28) \]
where $x \in \Omega \setminus \{0\}$ and $t(x) < T$ is determined by the quasi-parabola
\[
\frac{K_0}{4} \sqrt{(T - t(x)) \log(T - t(x))} = |x|,
\] (3.29)
which is exactly the relation giving the inner boundary of the region (3.25). For the sake of convenience, we denote the radial function (abusing a little bit the notation)
\[
\theta(x) = T - t(x) = \theta(|x|),
\] (3.30)
hence
\[
t(x) \to T, \quad \theta(x) \to 0 \quad \text{and} \quad |\log \theta(x)| \to +\infty, \quad \text{as} \quad x \to 0.
\]
Moreover, for $t(x) \geq 0$, by a simple calculation $T < e^{-1}$ implies that $|x|$ is bounded, in this sense our localization is also away from the boundary of $\Omega$.

It is an immediate consequence of (1.1) and (3.30) that $k = k_\xi$ satisfies the equation
\[
\frac{\partial k}{\partial \tau} = \Delta k - \theta(x) \frac{\beta}{4} \Gamma \left( \theta(x) \frac{1}{4} \Gamma k \right),
\] (3.31)
where
\[
N_{\beta}(k) := \theta(x) \frac{\beta}{4} \Gamma \left( \theta(x) \frac{1}{4} \Gamma k \right) \sim \frac{1}{k^{\beta}} \quad \text{as} \quad \theta(x) \frac{1}{4} \Gamma k \to 0.
\]
We shall show that $k(\xi, \tau)$ behaves, when
\[
|\xi| \leq \alpha_0 \sqrt{\log(T - t(x))} \quad \text{and} \quad \tau \in \left[ \frac{t_0 - t(x)}{T - t(x)}, 1 \right)
\]
for some $0 \leq t_0 < T$ and $0 < \alpha_0 \leq \frac{1}{K_0}$, like the function
\[
\kappa(\tau) = \left( (\beta + 1)(1 - \tau) + \frac{(\beta + 1)^2 K_0^2}{4\beta} \right)^{\frac{1}{\beta}}.
\] (3.32)
Note that $\kappa(\tau)$ is the solution of the following ODE
\[
\frac{d\kappa}{d\tau} = -\frac{1}{k^{\beta}},
\] (3.33)
on $[0, \bar{T})$ with
\[
\bar{T} = \bar{T}(\beta, K_0) = 1 + \frac{(\beta + 1)K_0^2}{64\beta} > 1,
\]
subject to the initial value condition
\[
\kappa(0) = \Phi \left( \frac{K_0}{4} \right).
\] (3.34)
Note that at $\tau = 0$, this flat solution $\kappa$ has to agree with $k_\xi(\xi, 0)$ for $\xi = 0$. Therefore, $\kappa(0)$ has to further agree with $\frac{K_0}{4} \sqrt{(T - t(x)) \log(T - t(x))}$ for $t = t(x)$, that is, in the boundary of $R_2$ and, more importantly, in the region $R_1$. It is therefore natural to impose the initial value condition (3.34) in view of the profile approximation ansatz.

**Remark 3.10.** We give another *a posteriori* explanation to motivate the initial value condition (3.34). This will also be instrumental in later arguments. Analogous to (3.28) we also transform the profile $\Phi(z)$ in (1.14) as follows
\[
\Phi_\chi(\xi, \tau) := \frac{1}{(T - t(x))^{\frac{\beta}{4}} \Gamma} \Phi \left( \frac{x + \sqrt{T - t(x)} \xi}{\sqrt{(T - t(x)) (1 - \tau) |\log((T - t(x)) (1 - \tau))|}} \right).
\] (3.35)
Since $\hat{\Phi}$ is radial and by (3.29), the condition (3.34) now means
\[
\hat{k}(0) = (T - t(x))^{\frac{1}{\beta+1}} \hat{\Phi}_x(0,0) = \hat{\Phi}
\]

**Lemma 3.11.** For fixed $K_0$, we have the following asymptotics as $x \to 0$:

(i) 
\[
H^*(x) \sim \hat{k}(1)\theta(x)^\frac{1}{\beta+1},
\]

(ii) 
\[
\nabla H^*(x) \sim \frac{8}{(\beta + 1)K_0|x|} \frac{\hat{k}(1)}{\sqrt{\log \theta(x)}} \theta(x)^\frac{1}{\beta+1}. \tag{3.37}
\]

This lemma can be found in [MZ97a, Lemma 2.2]. Indeed, as $x \to 0$,
\[
\log \theta(x) \sim 2 \log |x| \quad \text{and} \quad \theta(x) \sim \frac{8|x|^2}{K_0^2 |\log |x||}. \tag{3.38}
\]

Therefore, to prove Lemma 3.11 it suffices to use (1.17) and (1.20).

**Remark 3.12.** In summary, we can perform the following chain of transformations

\[h \mapsto u \mapsto w \mapsto q\]

for $(x, t)$ in the entire region $\Omega \times (0, T)$, with $T < 1$, and the second rescaling transform $h \mapsto k_x$ when $x$ is away from the singularity $x = 0$ and the boundary of $\Omega$.

4. NEW SHRINKING SET WITH REFINED RATES AND LESS CONSTRAINTS

We aim to construct a solution $h$ to (1.1) which extinguishes at some point $x_0 \in \Omega$ and at some finite time $T$. Observe that the local Cauchy problem for (1.1) is well-posed in the function space $H$ that has been introduced in Definition 1.6, see [MZ97a, Lemma 2.1] or Appendix C for details. For some $t_0 \in [0, T)$, we thus define a shrinking subset of $C([t_0, T); H)$ intended for the containing space of $h$ that solves (1.1). Without loss of generality, we can take $x_0 = 0 \in \Omega \subset \mathbb{R}^N$ and assume $T < e^{-1}$.

Given the analysis on $(\mathcal{L} + V, T(q))$ and the related Definitions 3.5-3.6 and 3.8, we introduce the following notion which is the key ingredient in our arguments.

**Definition 4.1** (Shrinking set with refined rates). Let $T \in (0, e^{-1})$. Fix
\[
\overline{\alpha} > 3 \quad \text{and} \quad \overline{\alpha} + 1 \leq \overline{\alpha} < \infty.
\]

Let $K_0 > 0$, $\varepsilon_0 > 0$, $A > 0$, $\alpha_0 > 0$, $\delta_0 > 0$, $C_0 > 0$ and $\eta_0 > 0$.

(I) For all $t_0 \in [0, T)$ and for all $t \in [t_0, T)$, we define
\[
S^*(t_0, t) = S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t)
\]
as the set of functions $h \in H$, where $H$ is defined in (1.21)-(1.22), satisfying

(i) Estimates in $\mathcal{R}_1(K_0, \varepsilon_0, t)$: We require, with $s = -\log(T - t) > 1$, that $q(\cdot, s) \in V_{K_0, A}(s)$.  

Here, \(q(\cdot, s) = w(\cdot, s) - \varphi(\cdot, s)\) is defined in (3.8) through transforming \(h(\cdot, t) := h(\cdot)\) first into \(u(\cdot, t)\) via (1.5) and then into \(w(\cdot, s)\) via (3.1), and \(V_{k_0, A}(s)\) is the set of functions \(r \in L^\infty(\mathbb{R}^N)\) such that \(r(\cdot, s) := r(\cdot)\) satisfies

\[
(r_0(s), r_1(s)) \in \left[ -\frac{A}{s^2}, \frac{A}{s^2} \right]^{1+N} =: \mathcal{Q}_A(s),
\]

\[
|r_2(s)| \leq \frac{A^2 \log s}{s^2},
\]

\[
\left\| r_-(\cdot, s) \right\|_{L^\infty} \leq \frac{A^2 \log s}{s^2},
\]

\[
\left\| r_+ \right\|_{L^\infty} \leq \frac{A^2 \log s}{s},
\]

where \(r_m(s)\) for \(m \in \{0, 1, 2\}\), \(r_-(\cdot, s)\) and \(r_+\) are the components of \(r(\cdot, s)\) in the decomposition (3.23) associated to \(s\) and the parameter \(K_0\) in defining \(\chi_0\) via (3.16).

(ii) Estimates in \(\mathcal{R}_2(K_0, \varepsilon_0, t)\): For all

\[
t \in [t_0, T] \quad \text{and} \quad |x| \in \left[ -\frac{K_0}{4} \sqrt{(T - t)|\log(T - t)|}, \varepsilon_0 \right],
\]

and for all

\[
\left| \xi \right| \leq \alpha_0 \sqrt{|\log(\theta(x))|} \quad \text{and} \quad \tau \in \left[ \frac{t_0 - t(x)}{T - t(x)}, 1 \right],
\]

we require

\[
\left| k_\xi(\xi, \tau) - \hat{k}(\tau) \right| \leq \delta_0,
\]

\[
\left| \nabla_\xi k_\xi(\xi, \tau) \right| \leq \frac{C_0}{\sqrt{|\log(\theta(x))|}}
\]

Here, \(k_\xi\) is defined in (3.28) via \(h(\cdot, t) := h(\cdot)\),

\[
\tau = \tau(x, t) = \frac{t - t(x)}{\theta(x)}, \quad \theta(x) = T - t(x),
\]

where \(t(x)\) and \(\hat{k}\) are defined respectively in (3.29) and (3.33).

(iii) Estimates in \(\mathcal{R}_3(K_0, \varepsilon_0, t)\): For all \(|x| \geq \frac{\varepsilon_0}{4}\), we require on \(h(\cdot, t) := h(\cdot)\) that

\[
\left| h(x, t) - h(x, t_0) \right| \leq \eta_0.
\]

\[
\left| \nabla h(x, t) - \nabla h(x, t_0) \right| \leq \eta_0.
\]

(II) For all \(t_0 \in [0, T]\), we define

\[
S^*(t_0) = S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0)
\]

\[
= \left\{ h \in C([t_0, T]; H) : \right.
\]

\[
\forall t \in [t_0, T], h(\cdot, t) \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t) \left. \right\}.
\]
The involved parameters for $S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0)$ are arranged in the order of their appearance in this definition. It is clear that the set $V_{K_0,A}(s)$ is shrinking to $0$ (respectively, $S^*(t_0, t)$ to the extinction profile) when $s \to \infty$ (respectively, $t \to T$). Recall that our aim is to find a solution $q$ of (3.9) with $\|q(s)\|_{L^\infty} \to 0$.

**Remark 4.2.** Compared to the shrinking set used in [MZ97a], our definition is new in the following aspects: 1) in Part (i), we allow a flexible dependence in the magnitude parameter $A$, remove the gradient estimate for $q(\cdot, s)$ and refine the shrinking rates in (4.1) on $q_-$ and $q_e$; 2) we also remove, as in [DZ19], the second order assumption $|\nabla_x^2 k_\xi| \leq C$ in Part (ii). We keep however the same assumptions in Part (iii), see [DZ19] for a semigroup-adapted version of (4.5) when $\Omega$ is bounded.

**Remark 4.3** ($L^\infty$-estimates). Note that (4.1) from $q(\cdot, s) \in V_{K_0,A}(s)$ implies, for $A \geq 1$ and some $C > 0$ which is independent of $A$, the following desired asymptotics

$$\|q(\cdot, s)\|_{L^\infty} \leq C\frac{A^\infty \log s}{s}. \tag{4.6}$$

See Lemma A.1 for the proof and for related estimates on $q$ via $h(t) \in S^*(t_0, t)$. The shrinking rate $\frac{\log s}{s}$ “matches” the $\frac{1}{s}$-order decay of the “remainder” term $R$. Accordingly, the decay rates on $q_2$, $q_-$ and $q_e$ are designed under this consideration.

**Remark 4.4.** It is important that one tailors the shrinking set by further imposing gradient estimates on $h$ outside the extinction region (more precisely, via $\nabla_x k_\xi$ in $\mathcal{R}_2$ and $\nabla h$ in $\mathcal{R}_3$), see Lemma A.1. In particular, this allows us to control via $q$ and $\nabla q$ the gradient term $T(q)$ that appears in (3.10), see (A.10) in Lemma A.3.

**Remark 4.5.** Via the transformations $h \mapsto u \mapsto w$, the constraint $q(s) \in V_{K_0,A}(s)$ in Part (i) describes $h$ mainly in $\mathcal{R}_1$, as all the estimates of (4.1) excluding the one on $q_e$ are stated for the components of $q_b$, which by definition agrees with $q$ in $\mathcal{R}_1$.

5. A ROADMAP TO THE MAIN THEOREM

In this section we outline the main steps to prove Theorem 1.7 and state seven propositions that are needed. Their proofs are left to the seven sections that follow.

Let us consider initial data $h(t_0)$ in the following form: for $(d_0, d_1) \in \mathbb{R}^{1+N}$, define $h(x, t_0; d_0, d_1)$

$$:= (T - t_0)^{\frac{1}{3+d}} \alpha^{\frac{1}{3+d}} \left[ \Phi(z) + (d_0 + d_1 \cdot z) \chi_0 \left( \frac{|z|}{K_0/16} \right) \right] \left( \frac{|z|}{(T - t_0)^{\frac{1}{2}} \log(T - t_0)^{\frac{1}{2}}} \right) \bigg|_{t = t_0} = \chi_1(x, t_0), \tag{5.1}$$

where

$$\chi_1(x, t_0) = \chi_0 \left( \frac{|x|}{(T - t_0)^{\frac{1}{2}} \log(T - t_0)^{\frac{1}{2}}} \right), \tag{5.2}$$

$H^*(x)$, $(z, \Phi(z))$ and $\chi_0$ are given respectively in Definition 1.2, (3.7) and (3.16). In particular, for $\chi_{t=t_0}$ large, the initial data $h(t_0)$ agrees with $H^*(x)$, while on $\{\chi_1(\cdot, t_0) = 1\}$, $h(t_0)$ and its transformation $u(t_0)$ are well-prepared around $\Phi(z)_{t=t_0}$.

The roadmap which finally leads to the proof of Theorem 1.7 consists of six parts.

In Parts I and II, we finally establish the regularity estimates of the solution $h$ that evolves from data as in (5.1) and is assumed to be trapped in some shrinking set.
The central issue is then to find \((d_0, d_1)\) in some region \(D\) of \(\mathbb{R}^{1+N}\) such that the solution \(h_{d_0, d_1} = h(\cdot, d_0, d_1)\) of (1.1), generated by the initial data \(h(\cdot, t_0; d_0, d_1)\) as in (5.1), is indeed trapped in some shrinking set as given in Definition 4.1, namely, for suitable parameters

\[
h_{d_0, d_1} \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0).
\]

Following [BK94] and [MZ97b], we deal with this existence issue in two steps:

(i) Finite dimensional reduction: Using the \textit{a priori} estimates on \(q, K_s, q, \) and \(h\) in Part III, we find suitable parameters \(t_0 < T, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0\) and \(\eta_0\) so that the following property holds: if for some \(t_* \in [t_0, T]\), we have

\[
h(t) \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t) \text{ for all } t \in [t_0, t_*]
\]

and

\[
h(t_*) \in \partial S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t_*),
\]

then

\[
(q_0(s_*), q_1(s_*)) \in \partial Q_A(s_*),
\]

where \(s_* = -\log(T - t_*)\). This reduction will be justified in Part IV.

(ii) A topological argument is used to find a pair of parameters \((d_0^*, d_1^*)\) so that

\[
h_{d_0^*, d_1^*} \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0).
\]

For the sake of completeness, this argument will be formally presented in Part V.

In Part VI, we shall conclude the proof of Theorem 1.7 (postponing all the technical arguments for the needed propositions). This final part is made possible since on one hand, the intermediate/final profiles are consequences of the regularity estimates via the new shrinking set, and on the other hand, the existence of initial data which generate solutions trapped in the shrinking set is justified in Part V.

**Part I. Initialization of the Evolution Problem.**

In the following proposition, we identify a set for the parameters \((d_0, d_1)\) \(\in \mathbb{R}^{1+N}\) so that the initial data \(h(\cdot, t_0; d_0, d_1)\) constructed by (5.1) is already in \(S^*(t_0, t_0)\).

**Proposition 5.1** (Initialization of the evolution problem). There exists \(K_1 > 0\) such that for each \(K_0 \geq K_1\) and \(\delta_1 > 0\), there exist \(\alpha_1 = \alpha_1(K_0, \delta_1) > 0\) and \(C_0^* = C_0^*(K_0) > 0\) such that for all \(\alpha_0 \leq \alpha_1\), there exists \(\varepsilon_1 = \varepsilon_1(K_0, \delta_1, \alpha_0) > 0\), such that for all \(\varepsilon_0 \leq \varepsilon_1\), for all \(A \geq 1\), there exists \(t_1 = t_1(K_0, \delta_1, \varepsilon_0, A) < T\) such that for all \(t_0 \in [t_1, T]\), there exists a rectangle \(D(t_0, K_0, A) \subset \mathbb{R}^{1+N}\) with the following properties:

If \(h(t_0) = h(\cdot, t_0; d_0, d_1)\) is given by (5.1), then

(i) For all \((d_0, d_1) \in D(t_0, K_0, A)\), we have

\[
h(t_0) \in S^*(t_0, K_0, \varepsilon_0, A, 2\alpha_0, \delta_1, C_0^*, 0, t_0).
\]

More precisely,

(i) we have

\[
h(t_0) \in H.
\]

(ii) by setting \(s_0 = -\log(T - t_0)\), then for \(q\) defined via (3.8) we have

\[
(q_0(s_0), q_1(s_0)) \in Q_A(s_0).
\]
\[ |q_2(s_0)| \leq \frac{\log s_0}{s_0^2}, \]
\[ \|q_\cdot (\cdot; s_0)\|_{1 + |\cdot|^3} L^\infty \leq \frac{\log s_0}{s_0^2}, \]
\[ \|q_e (\cdot; s_0)\|_{L^\infty} \leq \frac{\log s_0}{s_0}. \]

In addition,
\[ \| (\nabla q) (\cdot; s_0)\|_{1 + |\cdot|^3} L^\infty \leq \frac{\log s_0}{s_0^2}. \]

\[-(i2)\] by setting
\[ \tau_0 = \frac{t_0 - t(x)}{\theta(x)}, \quad \theta(x) = T - t(x), \]
where \( t(x) \) is defined in (3.29), then for \( k_x(\xi, \tau) \) with \( |\xi| \leq 2 \alpha_0 \sqrt{|\log \theta(x)|} \), we have
\[ |k_x(\xi, \tau_0) - \tilde{k}(\tau_0)| \leq \delta_1, \]
\[ |\nabla_\xi k_x(\xi, \tau_0)| \leq C_0^* \sqrt{|\log \theta(x)|}, \]
where \( k \) and \( \tilde{k} \) are defined respectively in (3.28) and (3.33).

(ii) We have the following correspondences
\[ (d_0, d_1) \in D(t_0, K_0, A) \leftrightarrow (q_0(s_0), q_1(s_0)) \in Q_A(s_0), \]
\[ (d_0, d_1) \in \partial D(t_0, K_0, A) \leftrightarrow (q_0(s_0), q_1(s_0)) \in \partial Q_A(s_0), \]
and \( (q_0(s_0), q_1(s_0)) \) is an affine function of \( (d_0, d_1) \) when \( (d_0, d_1) \in \partial D(t_0, K_0, A) \).

Proof. See Section 6. \( \square \)

Note that the last estimate in (i1) is not contained in \( h(t_0) \in S^*(t_0, t_0) \).

Part II. Parabolic Regularity under the Partial Trapping Assumption.

Under the partial trapping assumption, the following gradient estimates are valid for the solution \( q \) to (3.9) that is generated by \( q(s_0), s_0 = -\log(T - t_0) \). Here \( q(s_0) \) is obtained, via (1.5), (3.1) and (3.8), from initial data \( h(x, t_0; d_0, d_1) \) in (5.1).

Proposition 5.2 (Parabolic regularity via partial trapping in the shrinking set). There exists \( K_{1.5} > 0 \) such that for each \( K_0 \geq K_{1.5} \) and \( \delta_{1.5} > 0 \), there exist \( \alpha_{1.5} = \alpha_{1.5}(K_0, \delta_{1.5}) > 0 \) and \( C_0 = C_0(K_0) > 0 \) such that for all \( \alpha_0 \leq \alpha_{1.5} \), there exists \( \varepsilon_{1.5} = \varepsilon_{1.5}(K_0, \delta_{1.5}, \alpha_0) > 0 \), such that for all \( \varepsilon_0 \leq \varepsilon_{1.5} \), for all \( A \geq 1 \), there exists \( t_{1.5} = t_{1.5}(K_0, \delta_{1.5}, \varepsilon_0, A) < T \) and \( \eta_{1.5} = \eta_{1.5}(\varepsilon_0) \) such that for all \( t_0 \geq t_{1.5}, \delta_0 \leq \delta_{1.5} \) and \( \eta_0 \leq \eta_{1.5} \), the following property holds:

Assume that \( h \) is the solution to (1.1) generated by the initial data \( h(t_0; d_0, d_1) \) defined in (5.1) where \( (d_0, d_1) \) is chosen so that \( (q_0(s_0), q_1(s_0)) \in Q_A(s_0) \) with \( s_0 = -\log(T - t_0) \). Assume further that \( h \) satisfies, for some \( t_* \in [t_0, T) \),
\[ \forall \ t \in [t_0, t_*], \quad h(t) \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t). \]
Then, for some \( C = C(K_0, C_0) > 1 \) and for \( s \in [s_0, -\log(T - t_*)] \),
\[
\|\nabla q(s)\|_{L^\infty} \leq \frac{C A^2 \log s}{s^2} \tag{5.3}
\]
and
\[
|(\nabla q)(y, s)| \leq \frac{C A^2 \log s}{s^2} (1 + |y|^2) + \frac{C A^2 \log s}{s^2} (1 + |y|^3), \tag{5.4}
\]
where \( s = -\log(T - t) \) and \( q \) is in (3.8). In particular, for \( s \in [s_0, -\log(T - t_*)] \),
\[
\left\| \frac{(\nabla q)(\cdot, s)}{1 + |\cdot|^3} \right\|_{L^\infty} \leq \frac{C A^2 \log s}{s^2}. \tag{5.5}
\]

**Proof.** See Section 7. \( \square \)

**Remark.** This proposition only assumes partial trapping in \( S^*(t_0, t) \) \((t \leq t_* < T)\) and is weaker than the full trapping to be addressed later in Part IV. It however serves for our purpose (to be used in conjunction with the propositions in next part). This proposition is a consequence of Proposition 5.1 and parabolic regularity.

As consequences of (5.3), (5.4), (A.5), (A.9) and (A.11), we have
\[
|T(q)(y, s)| \leq \frac{C}{s} \tag{5.6}
\]
and
\[
|T(q)(y, s)| \leq \frac{C A^2 \log s}{s^2} (1 + |y|^3) \tag{5.7}
\]
for \( s \in [s_0, -\log(T - t_*)] \) where \( s_0 = s_0(A) \) is large enough.

**Part III. A Priori Estimates in \( \mathcal{R}_1, \mathcal{R}_2 \) and \( \mathcal{R}_3 \).**

In this technical part we give a priori estimates for the solutions \( q, k_\varepsilon \) and \( h \).

We first present some self-improving properties in the non-expanding directions for \( q(s) \in V_{K_0, A}(s) \). This concerns the components \( q_2, q_- \) and \( q_e \) of \( q \).

**Proposition 5.3 (A priori estimates in \( \mathcal{R}_1 \)).** There exists \( K_2 > 0 \) such that for each \( K_0 \geq K_2 \), there exists \( A_2 = A_2(K_0) > 1 \) such that for each \( A \geq A_2, \varepsilon_0 > 0 \) and \( C_0 \leq A^3 \), there exists \( \eta_2 = \eta_2(\varepsilon_0) > 0 \) and \( t_2 = t_2(K_0, \varepsilon_0, A, C_0) \in (0, T) \) such that for each \( t_0 \in [t_2, T) \), \( \delta_0 \leq \frac{K(1)}{2}, \alpha_0 > 0 \) and \( \eta_0 \leq \eta_2 \), we have the following properties:

If \( h \) is the solution to (1.1), generated by the initial data \( h(t_0; d_0, d_1) \) defined in (5.1) where \( (d_0, d_1) \) is chosen so that \((q_0(s_0), q_1(s_0)) \in \mathcal{Q}_A(s_0) \) with \( s_0 = -\log(T - t_0) \), and satisfies for some \( t_* \in [t_0, T) \) that
\[
\forall \ t \in [t_0, t_*], \ h(t) \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t),
\]
then for \( q \) the solution of (3.9) which is defined from \( h \) via (3.8), we have
\[
|q_2(s_*)| \leq \frac{A^2 \log s_*}{s_*^2} - \frac{1}{s_*^2},
\]
\[
\left\| \frac{q_-(\cdot, s_*)}{1 + |\cdot|^3} \right\|_{L^\infty} \leq \frac{A^2 \log s_*}{2 s_*^2},
\]
\[
\left\| \frac{q_2(\cdot, s_*)}{1 + |\cdot|^3} \right\|_{L^\infty} \leq \frac{A^2 \log s_*}{s_*^2}.
\]
\[ \|q_\varepsilon(\cdot, s_*)\|_{L^\infty} \leq \frac{A \log s_*}{2s_*}, \]

where \( s_* = -\log(T - t_*) \) and the notations \( q_2, q_- \) and \( q_\varepsilon \) are given by (3.23).

**Proof.** See Section 8. \( \square \)

The following result is stated for general functions \( k = k(\xi, \tau) \) which are not necessarily being \( k_\varepsilon \) as transformed from \( h_{2R_2} \) via (3.28). In particular, it is independent of the shrinking set although the involved estimates are modelled on those satisfied by \( k_\varepsilon \). Note that in this result, the \( K_0 \)-dependence comes from \( \tilde{k} \) as defined in (3.32).

**Proposition 5.4** (*A priori* estimates in \( R_2 \), or rather, on \( k \)). There exists \( K_3 > 0 \) such that for each \( K_0 \geq K_3, \delta_3 \leq 1, C_0'' > 0, C_0''^* > 0, \) we have the following property:

Assume that \( k = k(\xi, \tau) \) is a solution to the nonlinear heat equation

\[ \partial_\tau k = \Delta_\xi k - N_\beta(k) \]  

for \( \tau \in [\tau_1, \tau_2] \) with \( 0 \leq \tau_1 \leq \tau_2 \leq 1, \) where \( N_\beta \) is given in (3.31).

Assume in addition that for all \( |\xi_0| \geq 1, \) there holds: \( \forall \xi \in B\left(0, \frac{7|\xi_0|}{\tau}\right), \forall \tau \in [\tau_1, \tau_2], \)

\[ k(\xi, \tau) \geq \frac{\tilde{k}(\tau)}{2} \] and \[ |\nabla k(\xi, \tau)| \leq \frac{C_0''^*}{|\xi_0|}, \]  

and \( \forall \xi \in B\left(0, 2|\xi_0|\right), \)

\[ |k(\xi, \tau_1) - \tilde{k}(\tau_1)| \leq \delta_3 \] and \[ |\nabla k(\xi, \tau_1)| \leq \frac{C_0''^*}{|\xi_0|}. \]

Then there exists \( \xi_3 = \xi_3(C_0''^*, C_0''', \delta_3) \) such that for all \( \xi_0 \) with \( |\xi_0| \geq |\xi_3|, \) there exists \( \varepsilon = \varepsilon(K_0, C_0''^*, \delta_3, \xi_0) \) such that \( \forall \xi \in B\left(0, |\xi_0|\right), \forall \tau \in [\tau_1, \tau_2], \)

\[ |k(\xi, \tau) - \tilde{k}(\tau)| \leq \varepsilon \] and \[ |\nabla k(\xi, \tau)| \leq \frac{C_0 C_0'''}{|\xi_0|}, \]

where \( \varepsilon \to 0 \) as \( (\delta_3, |\xi_0|) \to (0, +\infty) \) and \( C_3 > 1 \) is a universal constant.

**Proof.** See Section 9. \( \square \)

Finally, we also need a regularity result which is directly stated on \( h. \)

**Proposition 5.5** (*A priori* estimates in \( R_3 \)). For all \( \varepsilon > 0, \varepsilon_0 > 0, \sigma_0 > 0 \) and \( \sigma_1 > 0, \) there exists \( t_4 = t_4(\varepsilon, \varepsilon_0, \sigma_0, \sigma_1) < T \) such that we have the following property:

For all \( t_0 \in [t_4, T), \) assume that \( h \) is a solution of (1.1) on \([t_0, t_\ast] \) for some \( t_\ast \in [t_0, T) \) satisfying

(i) for \( |x| \in \left[\frac{4\varepsilon_0}{6}, \frac{4\varepsilon_0}{\sigma_1}\right], t \in [t_0, t_\ast], \)

\[ \sigma_0 \leq h(x, t) \leq \sigma_1 \] and \[ |\nabla h(x, t)| \leq \sigma_1, \]  

(ii) for \( |x| \geq \frac{4\varepsilon_0}{6}, \)

\[ h(x, t_0) = H^*(x), \]  

where \( H^* \) is defined in Definition 1.2.

Then for \( |x| \geq \frac{4\varepsilon_0}{6}, t \in [t_0, t_\ast] \),

\[ |h(x, t) - h(x, t_0)| + |\nabla h(x, t) - \nabla h(x, t_0)| \leq \varepsilon. \]  

(5.12)
Proof. See Section 10. □

Unlike Proposition 5.3, Propositions 5.4-5.5 are independent of the shrinking set. We point out however that \textit{a priori} estimates for $k_\chi$ in $\mathcal{R}_2$ via the shrinking set, in contrast with Proposition 5.4, will be considered in Lemma 11.1 of Section 11.

Part IV. Finite Dimensional Reduction.

The following proposition shows that, roughly speaking, the leading size information of $S^*(t_0, t)$ is encoded in the $(1+N)$-dimensional vector $(q_0(s), q_1(s))$.

**Proposition 5.6** (Finite dimensional reduction). We can choose in order parameters $K_0, \delta_0, \Lambda, C_0, \alpha_0, \varepsilon_0, \eta_0$ and $t_0 < T$ such that the following properties hold:

Assume that $h(t_0)$ is given by (5.1) with $(d_0, d_1) \in \mathcal{D}(t_0, K_0, \Lambda)$. Then

(i) (Initialization) 

\[ h(t_0) \in S^*(t_0, K_0, \varepsilon_0, \Lambda, \alpha_0, \delta_0, C_0, \eta_0, t_0). \]

Assume in addition that for some $t_* \in [t_0, T)$, we have for all $t \in [t_0, t_*]$ 

\[ h(t) \in S^*(t_0, K_0, \varepsilon_0, \Lambda, \alpha_0, \delta_0, C_0, \eta_0, t) \]

and

\[ h(t_*) \in \partial S^*(t_0, K_0, \varepsilon_0, \Lambda, \alpha_0, \delta_0, C_0, \eta_0, t_*), \]

where $h(t)$ is the solution to (1.1) generated with initial data $h(t_0)$. Then

(ii) (Finite dimensional reduction) there holds

\[ (q_0(s_*), q_1(s_*)) \in \partial Q_\Lambda(s_*), \]

where $s_* = -\log(T - t_*)$.

(iii) (Transversality) there exists $\nu_0 > 0$ such that for all $\nu \in (0, \nu_0)$

\[ (q_0(s_* + \nu), q_1(s_* + \nu)) \notin Q_\Lambda(s_* + \nu). \]

hence there exists $\tilde{\nu}_0 > 0$ such that for all $\tilde{\nu} \in (0, \tilde{\nu}_0)$

\[ h(t_* + \tilde{\nu}) \notin S^*(t_0, K_0, \varepsilon_0, \Lambda, \alpha_0, \delta_0, C_0, \eta_0, t_* + \tilde{\nu}). \]

Proof. See Section 11. □

In the above statement we specified “in order”, which is the essence in the proof.

Part V. Contradiction via Topological Arguments.

From Proposition 5.6, we claim that there exists $(d_0, d_1) \in \mathcal{D}(t_0, K_0, \Lambda)$ such that

\[ h_{d_0, d_1} = h(\cdot; d_0, d_1) \in S^*(t_0, K_0, \varepsilon_0, \Lambda, \alpha_0, \delta_0, C_0, \eta_0), \]

where $h(\cdot; d_0, d_1)$ is the solution to (1.1) generated by $h(\cdot, t_0; d_0, d_1)$ as in (5.1).

**Remark.** For later use, we denote this pair of parameters by $(d_0^*, d_1^*)$.

We proceed by contradiction and assume that for all $(d_0, d_1) \in \mathcal{D}(t_0, K_0, \Lambda)$,

\[ h(\cdot; d_0, d_1) \in S^*(t_0, K_0, \varepsilon_0, \Lambda, \alpha_0, \delta_0, C_0, \eta_0). \]

From (i) of Proposition 5.6,

\[ h(\cdot, t_0; d_0, d_1) \in S^*(t_0, K_0, \varepsilon_0, \Lambda, \alpha_0, \delta_0, C_0, \eta_0, t_0). \]
Therefore, for each \((d_0, d_1) \in \mathcal{D}(t_0, K_0, A)\) we denote by \(t_*(d_0, d_1) < T\) the infimum of all \(t \in [t_0, T)\) such that
\[
h(\cdot, t; d_0, d_1) \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t).
\]
By (ii) of Proposition 5.6, for \((q_0, q_1)\) obtained from \(h_{d_0,d_1}\), we have
\[
(q_0, q_1) (s_*(d_0, d_1)) \in \partial \mathcal{Q}(s_*(d_0, d_1)),
\]
where \(s_*(d_0, d_1) = -\log(T - t_*(d_0, d_1))\). Hence we can define the following function
\[
\Psi : \mathcal{D}(t_0, K_0, A) \to \partial \mathcal{Q},
\]
\[
(d_0, d_1) \mapsto \frac{[s_*(d_0, d_1)]^2}{A} (q_0,q_1)(s_*(d_0,d_1)),
\]
where \(\mathcal{Q} = [-1,1]^{1+N}\) is the unit cube. Then, for \(\Psi\) defined in (5.13), we claim that
(i) \(\Psi\) is a continuous mapping from \(\mathcal{D}(t_0, K_0, A)\) to \(\partial \mathcal{Q}\).
(ii) There exists a non-trivial affine function \(G : \mathcal{D}(t_0, K_0, A) \to \mathcal{Q}\) such that
\[
\Psi \circ G^{-1}|_{\partial \mathcal{Q}} = \text{Id}_{\partial \mathcal{Q}}.
\]
Part (i) of the claim follows from the continuity in \(H\) of the solution \(h(\cdot, t; d_0, d_1)\) at a fixed time \(t\) with respect to the initial data (thus \((q_0, q_1)\) is continuous with respect to \((d_0, d_1)\)), and the continuity of \(s_*(d_0, d_1)\) with respect to \((d_0, d_1)\), which is a direct consequence of the transverse property from (iii) of Proposition 5.6. From (ii) of Proposition 5.1, we have
\[
\forall (d_0, d_1) \in \partial \mathcal{D}(t_0, K_0, A), \quad s_*(d_0, d_1) = s_0.
\]
Then Part (ii) of the claim follows. Indeed, we can take \(G = \frac{\mathcal{Q}}{A} g\) with
\[
g : (d_0, d_1) \mapsto (q_0(s_0), q_1(s_0))
\]
being the affine function constructed in Section 6. Now, we deduce that \(\Psi\) has a non-zero degree on the boundary, which is a contradiction (index theory). This proves the existence of \((d_0, d_1) \in \mathcal{D}(t_0, K_0, A)\) such that \(h(\cdot, t; d_0, d_1) \in S^*(t_0)\).

**Part VI. Full Trapping Implies the Gradient Profile.**

Theorem 1.7 is a consequence of the following proposition.

**Proposition 5.7 (Derivation of the gradient profile via refined shrinking rates).** Consider \(t_0 < T, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0\) and \(\eta_0\) such that
\[
\delta_0 \leq \frac{1}{2} \log(1) \quad \text{and} \quad \eta_0 \leq \frac{1}{2} \inf_{|x| = 1} h(x, t_0),
\]
where \(h(x, t_0)\) is in the form of (5.1) with \((d_0, d_1) = (d_0^0, d_1^0)\) as determined in Part V. Then \(h(t)\) extinguishes in finite time \(T\) only at the point \(x = 0\), that is,
\[
\lim_{t \to T} h(0, t) = 0
\]
and \(\forall x \neq 0\), there exists \(\omega(x) > 0\) such that
\[
\liminf_{t \to T} \inf_{|x| > |x| \leq \omega(x)} h(x', t) > 0.
\]
Moreover, the refined estimates (1.24)-(1.25) and the final profiles (1.26)-(1.27) hold for the solution and its gradient.

**Proof.** See Section 12. □
Remark 5.8. It is harmless to assume $T < e^{-1}$ small enough so that

$$-\log T \geq s_0.$$ 

This is reasonable since $T$ depends on the initial data. In other words, the asymptotic estimates (1.24)-(1.25) hold for all $t \geq 0$ instead of $t \geq t_0 = T - e^{-s_0}$ with $t_0$ the initial time of trapping that is determined in Proposition 5.6. Another option is to rewrite the shrinking set definition as $T$-dependent, and instead of finding $s_0$- or $t_0$-threshold, one determines finally the threshold on $T$. This is adopted for example in [Duo19].

6. Initialization of the Evolution Problem

In this section, we prove Proposition 5.1.

Proof of (i0). Observe that for some $C(t_0, d_0, d_1) > 0$,

$$\inf_{x \in \Omega} h(x, t_0) \geq C(t_0, d_0, d_1).$$

By Definitions 1.2 and 1.6, together with (3.4), one verifies that

$$h(t_0) \in H \quad \text{(more precisely, } h(t_0) \in H_\psi \text{ if } \Omega = \mathbb{R}^n),$$

where

$$\psi(x) = H^+(x) \left(1 - \chi_0(|x|) \right) \left(1 - \chi_1(x, t_0) \right).$$

Proof of (i2). Since in this part we require in defining the shrinking set almost the same conditions as in [MZ97a], the arguments are completely the same as the corresponding ones on [MZ97a, Step 1, pages 1531-1535].

Proof of (i1) and (ii). This is also implicit in [MZ97a]. By [MZ97a, (109)],

$$q_0(s_0) = d_0 \int_{\mathbb{R}^N} \chi_0 \left(\frac{|y|}{\sqrt{s_0 K_0/16}}\right) \, d\rho(y) - \frac{\kappa}{2(2 - a)s_0} \int_{\mathbb{R}^N} \chi_0 \left(\frac{|y|}{\sqrt{s_0 K_0}}\right) \, d\rho(y),$$

$$q_1(s_0) = \frac{d_1}{\sqrt{s_0}} \int_{\mathbb{R}^N} \frac{y^2}{2} \chi_0 \left(\frac{|y|}{\sqrt{s_0 K_0/16}}\right) \, d\rho(y).$$

The map $g : (d_0, d_1) \mapsto (q_0, q_1)(s_0)$ is an affine function. Introduce

$$\mathcal{D}(t_0, K_0, A) = g^{-1} \left(Q_A(s_0) \right),$$

which is then a cube in $\mathbb{R}^1 + \mathbb{N}$. If $(d_0, d_1) \in \mathcal{D}(t_0, K_0, A)$, or equivalently

$$|q_m(s_0)| \leq \frac{A}{s_0^2} \quad \text{for } m \in \{0, 1\},$$

then as shown in [MZ97a]

$$|d_0| \leq \frac{C}{s_0} \quad \text{and} \quad |d_1| \leq \frac{C}{s_0^2}. $$

However, as proved on [MZ97a, pages 1535-1536], for $K_0 \geq 20$ and $t_0 \geq t_1'$,

$$|q_-(y, s_0)| \leq \left(|d_0| + |d_1| + \frac{C}{s_0} \left(1 + \frac{|y|^3}{s_0^2}\right) \right), \quad |q_+(y, s_0)| \leq \frac{C}{s_0},$$

$$\left|\left(\nabla q\right)_+(y, s_0)\right| \leq C \left(\frac{|d_0| + |d_1| + 1/s_0}{\sqrt{s_0}} \left(1 + \frac{|y|^3}{s_0^2}\right) \right).$$
Here $C = C(K_0) > 0$ and

$$(\nabla q)_e = \left[ \left( \frac{\partial q}{\partial y_j} \right)_{x_t} \right]_{t=1}^N,$$

where $(\cdot)_x$ is given in (3.22). Now using the new conditions required in Part (i) of the shrinking set, for $t_0 \geq t_{1\nu}(K_0, A, C)$ and $s_0 = -\log(T - t_0)$ we obtain

$$|q_2(s_0)| \leq \frac{\log s_0}{s_0^2},$$

$$\left\| q_-(\cdot, s_0) \right\|_{L^\infty} \leq \frac{\log s_0}{s_0^2}, \quad \left\| q_e(\cdot, s_0) \right\|_{L^\infty} \leq \frac{\log s_0}{s_0},$$

$$\left\| (\nabla q)_e(\cdot, s_0) \right\|_{L^\infty} \leq \frac{\log s_0}{s_0^2} \leq \frac{\log s_0}{s_0^2}. \quad (6.1)$$

Here, the estimate on $q_2$ remains the same as in $[MZ97a]$.

The fact that (ii) is true follows from the construction of $g$ and $D(t_0, K_0, A)$.

Remark 6.1. On $[MZ97a$, Page 1536] it was also observed that

$$|(\nabla q)_e(y, s_0)| \leq \frac{1}{s_0}. \quad (6.2)$$

Via integration by parts (see for example $[MZ97a$, Page 1545]), we have for $m = 0, 1$,

$$(\nabla q)_m(s) = O(e^{-s}) + (m + 1)q_{m+1}(s). \quad (6.3)$$

Moreover, according to the first inequality in (6.1),

$$|(\nabla q)_e(y, s_0)| \leq \frac{\log s_0}{s_0^2} (1 + |y|^3) \leq C(K_0) \frac{\log s_0}{s_0^2}. \leq C \frac{s_0}{s_0^2}.$$

By (6.2), (6.3) and the bounds on $q_1(s_0)$ and $q_2(s_0)$, this implies that for $s_0$ large

$$\left\| (\nabla q)(\cdot, s_0) \right\|_{L^\infty} \leq \frac{C}{s_0}.$$

7. PARABOLIC REGULARITY VIA PARTIAL TRAPPING IN THE SHRINKING SET

In this section we prove Proposition 5.2.

We shall use the parabolic regularity techniques of $[EZ11]$ which is later developed in $[TZ19$, Proposition 4.17]. Namely, we use the gradient regularity of the “semigroup” $e^{t\mathcal{L}}$ involved in the standard Duhamel integral representation of (3.9):

$$q(s) = e^{(s-\xi)\mathcal{L}}q(\xi) + \int_{\xi}^s e^{(s-s')\mathcal{L}}F(s')ds',$$

$$\mathcal{F} = Vq + B(q) + T(q) + R + L(q),$$

and we take $\xi = s_0$ if $s \leq s_0 + 1$ and $\xi = s - 1$ if $s > s_0 + 1$. In particular, for $\theta > 0$,

$$\left\| \nabla (e^{\theta\mathcal{L}}r) \right\|_{L^\infty} \leq Ce^{\frac{s_0}{2}} \left\| \nabla r \right\|_{L^\infty}$$

and

$$\left\| \nabla (e^{\theta\mathcal{L}}r) \right\|_{L^\infty} \leq C \frac{e^{\frac{s_0}{2}}}{(1 - e^{-\theta})^{\frac{1}{2}}} \left\| r \right\|_{L^\infty}.$$
These mapping properties follow from the integral representation
\[ e^{\theta L}r(y) = \int_{\mathbb{R}^n} e^{\theta L}(y, x)r(x)dx \]
and Mehler’s formula
\[ e^{\theta L}(y, x) = e^\theta e^{\theta L}(y, x) = \frac{e^\theta}{(4\pi(1-e^{-\theta}))^{\frac{n}{2}}} \exp \left[ -\frac{|y e^{-\frac{\theta}{4}} - x|^2}{4(1-e^{-\theta})} \right]. \]
For other estimates concerning \( e^{\theta L} \) and its perturbed version \( e^{\theta L_v} \), see [NZ17, Appendix C]. We shall also use Grönwall’s argument as in [TZ19]. Below we only indicate the main estimates that are needed in adapting [TZ19, Proposition 4.17].

**Proof of (5.3).** By (A.1), (B.1), (A.8), (A.10), (B.5) and (B.7), we have
\[ |(Vq + B(q) + (1-\chi)T(q) + R + L(q))(s)| \leq C \frac{A^\pi \log s}{s}, \]
and by (A.9),
\[ \|F(s)\|_{L^\infty} \leq C \frac{A^\pi \log s}{s} + C \left( \frac{\|\nabla q(s)\|_{L^\infty}}{\sqrt{s}} + \|\nabla q(s)\|_{L^\infty}^2 \right). \]
The remaining arguments for (5.3) are similar to Part (i) of [TZ19, Proposition 4.17].

**Proof of (5.4).** Let us define the function
\[ H(y, s) = \frac{A^2 \log s}{s^2} (1 + |y|^2) + A^\pi \frac{\log s}{s^2} (1 + |y|^3). \]
By (A.5) and (A.6), for \( s \) large enough it holds that
\[ |q(y, s)| \leq CH(y, s). \]
By (B.1), (A.8), (A.11), Lemma B.2 on \( R \), and (B.7), we have
\[ |Vq + B(q) + (1-\chi)T(q) + R + L(q)| \leq CH. \]
Using (A.9) and (5.3) proved in Part (i), we further have
\[ |F(y, s)| \leq CH(y, s) + C \left( \frac{|\nabla q|}{\sqrt{s}} + |\nabla q|^2 \right) \leq CH(y, s) + C \left( \frac{1}{\sqrt{s}} + \frac{A^\pi \log s}{s} \right)|\nabla q|(y, s). \]
Note that by the proof of Proposition 5.1 in Section 6 (see also Remark 6.1), one infers indeed the following gradient estimate
\[ |\nabla q(y, s_0)| \leq C \frac{\log s_0}{s_0^2} (1 + |y|^3). \]
For (5.4) it remains to adapt the proof of Part (ii) of [TZ19, Proposition 4.17].

The proof of Proposition 5.2 is complete.
8. A PRIORI ESTIMATES IN $\mathcal{R}_1$

In this section we prove Proposition 5.3.

First of all we prove the following result which is the heart of our arguments. It concerns the “mode dynamics” of (3.9) on $q$ through the solution $h$ to (1.1) that is trapped in the shrinking set. The statement on $q_0$ and $q_1$ will not be used in this section, but we include it for later purpose (in the proof of Proposition 5.6).

**Proposition 8.1 (Mode dynamics).** There exist $K_5 > 1$ and $A_5 > 1$ such that for each $K_0 \geq K_5$, $A \geq A_5$, $\ell^* > 0$, there exists $t_5 = t_5(K_0, A, \ell^*) < T$ such that:

For all $t_0 \in [t_5, T)$, $\ell \in [0, \ell^*]$, $\epsilon_0 > 0$, $\alpha_0 > 0$, $\delta_0 \leq \frac{\epsilon_0}{2}$, $C_0 > 0$ and $\eta_0 \leq \eta_0(\epsilon_0)$ for some $\eta_0(\epsilon_0) > 0$, assume that

- $h(t_0) = h(\cdot, t_0, d_0, d_1)$ is given by (5.1) with $(d_0, d_1)$ chosen so that

\[(q_0(s_0), q_1(s_0)) \in Q_{AA}(s_0)\]

where $s_0 = -\log(T - t_0)$.

- for some $\sigma \geq s_0$ and $\forall t \in [T - e^{-\sigma}, T - e^{-(\sigma + t)}]$, we have

\[h(t) \in S^\ast(t_0, K_0, \epsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t),\]

where $h$ is the solution of (1.1) generated by $h(t_0)$.

Then, for $q$ defined in (3.8) (via $h$) and all $s = -\log(T - t) \in [\sigma, \sigma + \ell]$, we have

(i) (Unstable modes $q_0$ and $q_1$): for some $C > 0$ and $m = 0, 1$,

\[|q_m'(s) - \left(1 - \frac{m}{2}\right)q_m(s)| \leq \frac{C}{s^2}.\]  

(ii) (Neutral mode $q_2$): for some $C > 0$,

\[|q_2'(s) + \frac{2}{s}q_2(s)| \leq \frac{CA}{s^3}.\]  

(iii) (Control of the negative spectrum part $q_-$ and the exterior part $q_e$):

(iii-1) If $\sigma > s_0$, then

\[\left\|q_-(\cdot, s)\right\|_{L^\infty} \leq \frac{C \log s}{s^{\frac{3}{2}}} \left(A^\alpha e^{-\frac{s}{\alpha}} + A^\alpha e^{-(s-\sigma)^2} + A^2 e^{s-\sigma}((s-\sigma)^2 + 1) + A^2(s-\sigma)e^{s-\sigma}\right),\]  

\[\left\|q_e(\cdot, s)\right\|_{L^\infty} \leq \frac{C \log s}{s} \left(A^\alpha e^{-\frac{s}{\alpha}} + A^\alpha e^{s-\sigma} + A^2(s-\sigma)e^{s-\sigma}\right).\]

(iii-2) If $\sigma = s_0$, then

\[\left\|q_-(\cdot, s)\right\|_{L^\infty} \leq \frac{C \log s}{s^{\frac{3}{2}}} \left(1 + (s - s_0)^3 e^{s-s_0}\right),\]  

\[\left\|q_e(\cdot, s)\right\|_{L^\infty} \leq \frac{C \log s}{s} \left(1 + (s - s_0)e^{s-s_0}\right).\]
Lemma 8.2 (Linear dynamics of $v_-$ and $v_e$ for $v$ satisfying $\partial_\sigma v = L_v v$). The exists $K^* \geq 1$ such that for all $K_0 \geq K^*$ and $\ell^* > 0$, there exists $s^* = s^*(K_0, \ell^*)$ such that for all $\sigma \geq s^*$ and $v(\sigma) \in L^\infty(\mathbb{R}^N)$ satisfying

$$\sum_{m=0}^{2} \left| v_{m}(\sigma) \right| + \left\| \frac{v_{-}(\cdot, \sigma)}{1 + |\cdot|^3} \right\|_{L^\infty} + \left\| v_{e}(\sigma) \right\|_{L^\infty} < \infty,$$

it holds that for any $s \in [\sigma, \sigma + \ell^*],

$$\left\| \nabla_{-}(\cdot, s) \right\|_{L^\infty} \leq C e^{s-\sigma} \left( \left| v_{0}(\sigma) \right| + \left| v_{1}(\sigma) \right| + \sqrt{s} \left| v_{2}(\sigma) \right| \right) + C e^{-\frac{(s-\sigma)^2}{s^2}} \left\| v_{e}(\sigma) \right\|_{L^\infty},$$

$$\left\| \nabla_{e}(s) \right\|_{L^\infty} \leq C e^{s-\sigma} \left( \sum_{m=0}^{2} \left| s^{\frac{m}{2}} v_{m}(\sigma) \right| + s^{\frac{3}{2}} \left\| \frac{v_{-}(\cdot, \sigma)}{1 + |\cdot|^3} \right\|_{L^\infty} \right) + C e^{-\frac{s}{s^2}} \left\| v_{e}(\sigma) \right\|_{L^\infty},$$

where $\nabla(s) = K(s, \sigma)v(\sigma)$.
Applying Lemma 8.2, we see that
\[
\left\| \frac{q_\tau(\cdot, \sigma)}{1 + |\cdot|^3} \right\|_{L^\infty} \leq \frac{CA \alpha \log s}{s^{\frac{5}{2}}}, \quad \left\| q_e(\cdot, \sigma) \right\|_{L^\infty} \leq \frac{CA \pi \log s}{s}.
\]

If \( \sigma = s_0 \), we can use Proposition 5.1 and obtain that
\[
\left\| \frac{\theta_e(\cdot, s)}{1 + |\cdot|^3} \right\|_{L^\infty} \leq \frac{C \log s}{s^{\frac{5}{2}}} \left( 1 + e^{s-s_0} \left( (s-s_0)^2 + 1 \right) \right),
\]
\[
\left\| \theta_e(s) \right\|_{L^\infty} \leq C \frac{\log s}{s} \left( 1 + e^{s-s_0} \right).
\]

It is worthy to mention that when using the initialization Proposition 5.1 instead of shrinking set conditions, the involved estimates are \( A \)-independent.

**Step II: Duhamel term \( \Theta(s) \).** We only deal with the case \( \sigma > s_0 \) (if \( \sigma = s_0 \), we use Proposition 5.1 again). By the assumptions that \( h(\cdot, t_0) \) is given by (5.1) and \( q(s) \in V_{k_0, A}(s) \), we can use elementary estimates on \( (q, \nabla q) \) and on each term in
\[
v(s') := B(q)(s') + T(q)(s') + R(s') + L(q)(s').
\]
These estimates are consequences of the definition of the shrinking set and are recalled in Appendices A-B (Lemma A.1-A.3 and B.2-B.3). More precisely, for
\[
\sigma \geq s_0 \geq s \geq \ell^*, \quad \ell \leq \ell^*, \quad s \in [\sigma, \sigma + \ell] \quad \text{and} \quad s' \in [\sigma, s],
\]
we infer from Lemma A.2 that
\[
|B(q)(y, s')| \leq \frac{C(1 + |y|^3)}{s^{\frac{5}{2}}} \quad \text{and} \quad |B(q)(y, s')| \leq \frac{C}{s}, \quad (8.8)
\]
and from (5.6)-(5.7) that
\[
|T(q)(y, s')| \leq \frac{CA^2(1 + |y|^3) \log s}{s^{\frac{5}{2}}} \quad \text{and} \quad |T(q)(y, s')| \leq \frac{C}{s}. \quad (8.9)
\]
Recall that we have the following implication: for \( m \) which may depend on \( s \),
\[
|v(y)| \leq m(1 + |y|^3) \quad \Rightarrow \quad |v_\tau(y)| \leq C m(1 + |y|^3).
\]
By (8.8), (8.9) and definitions of \( v_0, v_1 \) and \( v_2 \), together with the estimates on \( R \) and \( L(q) \) from Lemma A.2-B.3, we have the following component-wise estimates:
\[
|v_0(s')| \leq \frac{C}{s^{\frac{5}{2}}}, \quad |v_1(s')| \leq \frac{C}{s^{\frac{5}{2}}}, \quad |v_2(s')| \leq \frac{C \log s}{s^{\frac{5}{2}}},
\]
\[
\left\| \frac{v_\tau(\cdot, s')}{1 + |\cdot|^3} \right\|_{L^\infty} \leq \frac{CA \log s}{s^{\frac{5}{2}}}, \quad \left\| v_e(s') \right\|_{L^\infty} \leq \frac{C}{s}.
\]
Recall that \( s \in [s', s' + \ell^*] \), which follows from \( 0 \leq s - s' \leq s - \sigma \leq \ell \leq \ell^* \). Applying Lemma 8.2, then for \( s \) large enough (say, \( s \geq e^{2\ell^*}((\ell^*)^2 + 1)^2 \)) we see that
\[
\left\| \frac{K(s, s')v(\cdot, s')}{1 + |\cdot|^3} \right\|_{L^\infty} \leq \frac{CA \log s}{s^{\frac{5}{2}}},
\]
\[
\| (K(s,s')v(s'))_e \|_{L^\infty} \leq \frac{CA^2 e^{s - \sigma \log s}}{s}.
\]

Now, we observe (as in [DGZ21]) that
\[
\Theta_-(s) = P_-(\int_\sigma^s (K(s,s')v(s'))_e ds'),
\]

hence
\[
\left\| \Theta_-(\cdot,s) \right\|_{L^\infty} \leq \frac{CA^2 (s - \sigma) \log s}{s^2}.
\]

Similarly, we observe that
\[
\Theta_+(s) = \int_\sigma^s (K(s,s')v(s'))_e ds',
\]

hence
\[
\left\| \Theta_+(\cdot,s) \right\|_{L^\infty} \leq \frac{CA^2 (s - \sigma) e^{s - \sigma \log s}}{s}.
\]

Collecting above arguments, we proved Proposition 8.1.

Now we continue to prove Proposition 5.3. We argue only with the estimates on \( q_+ \), since the other parts of estimates on \( q_0 \) and \( q_e \) can be proved in a similar manner (cf. [MZ97a, Pages 1525-1527]). Let us consider \( K_0 \geq K_5, A \geq A_5, \ell^* = \log A \) and \( t_0 \geq t_5 \) where \( t_5 = t_5(K_0, A, \ell^*) < T \) is given by Proposition 8.1. Let us assume that the hypotheses stated in Proposition 5.3 hold for some \( t_* \geq t_0 \). Set
\[
s_0 = -\log(T - t_0), \quad s_* = -\log(T - t_*) \quad \text{and} \quad s = -\log(T - t).
\]

Two cases then arise:
- If \( s - s_0 \leq \log A \), applying (8.5) with \( \ell = s - s_0 \leq \log A \) and \( \sigma = s_0 \) we get
  \[
  \left\| \frac{q_-(\cdot,s)}{1 + |\cdot|^3} \right\|_{L^\infty} \leq \frac{C \log s}{s^2} (1 + (\log A)^3 e^{\log A})
  \leq \frac{A^\sigma \log s}{2s^2},
  \]
  provided that \( \sigma > 1 \) and \( A \geq A_{5,1} \) for some \( A_{5,1} > 1 \).
- If \( s - s_0 > \log A \), applying (8.3) with \( \sigma = s - \log A \) and \( \ell = \log A (= \ell^*) \) we get
  \[
  \left\| \frac{q_-(\cdot,s)}{1 + |\cdot|^3} \right\|_{L^\infty} \leq \frac{C \log s}{s^2} \left( A^\sigma e^{\frac{\log A}{2}} + A^\sigma e^{-\log^2 A} + A^2 e^{\log A} ((\log A)^2 + 1) + A^2 \log A \right)
  \leq \frac{A^\sigma \log s}{2s^2},
  \]
  provided that \( \sigma > 3 \) and \( A \geq A_{5,2} \) for some \( A_{5,2} > 1 \).

We can conclude the proof by taking \( A_2 = \max\{A_5, A_{5,1}, A_{5,2}\} \).

Remark 8.3. The current proof strategy streamlined via Lemma 8.2 only leads to rough self-improving bounds but is considerably simpler. See e.g. [MZ97b, Lemma 3.13 and Proposition 3.1], where the bound for \( q_- \) has smaller size dependence in \( A \). These weaker bounds are however enough for the finite dimensional reduction.

Remark 8.4. In proving the self-improving estimate on \( \| q_e(\cdot,s) \|_{L^\infty} \), the condition \( \bar{\sigma} \geq \sigma + 1 \) is required when similar two-case analysis is applied to (8.4) and (8.6).
9. A PRIORI ESTIMATES IN $\mathcal{R}_2$

In this section we prove Proposition 5.4. To simplify the presentation, we assume $\tau_1 = 0$, $\tau_2 = 1$ and $N(k) = \frac{1}{k^\gamma}$. The general case follows *mutatis mutandis*.

The proof of the first estimate on $|k - \tilde{k}|$ is same as the one for [MZ97a, Lemma 4.2]. For the gradient estimate, we adapt an argument from [Duo19, Lemma 4.2] which uses parabolic regularity (similar techniques will be used again later in the proof of Proposition 5.7). This enables us to get rid of the second order regularity assumption in the maximum principle approach of [MZ97a]. This parabolic regularity argument also provides a proof of the estimate on $|k - \tilde{k}|$ as in [Duo19]. We thus omit it.

Recall that on $[0, 1]$ we have

$$\tilde{k}(\tau) = \left((\beta + 1)(1 - \tau) + \frac{(\beta + 1)^2 K_0^2}{4\beta} \right)^{\frac{1}{2}} \geq \left(\frac{(\beta + 1)^2 K_0^2}{4\beta} \right)^{\frac{1}{2}}.$$  

Thus by (5.9), $|1/k^{\beta+1}| \leq 1$ for $K_0$ large. Observe that $\nabla k$ satisfies the system

$$\frac{\partial}{\partial \tau} \nabla k = \Delta(\nabla k) + \frac{\beta}{k^{\beta+1}} \nabla k.$$  

Let

$$\tilde{k}(\tau) = \tilde{k}(\tau) e$$

where $e$ is a small vector in $\mathbb{R}^N$, and

$$g = \chi_2 \left(\nabla k - \tilde{k}(\tau)\right).$$

Let $\chi_2 \in C^\infty(\mathbb{R}^N)$ such that

$$\chi_2 \equiv 1 \text{ for } |x| \leq \frac{3|\xi_0|}{2}, \quad \chi_2 \equiv 0 \text{ for } |x| \geq \frac{7|\xi_0|}{4}, \quad 0 \leq \chi_2 \leq 1,$$

$$|\nabla \chi_2| \leq \frac{C}{|\xi_0|} \quad \text{and} \quad |\Delta \chi_2| \leq \frac{C}{|\xi_0|^2}.$$

Then

$$\frac{\partial g}{\partial \tau} = \Delta g + \frac{\beta}{k^{\beta+1}} g + G,$$

where the remaining term $G$ can be rewritten as follows

$$G = \frac{\partial g}{\partial \tau} - \frac{\beta}{k^{\beta+1}} g - \Delta g$$

$$= \chi_2 \Delta(\nabla k) - \Delta \left(\chi_2 \left(\nabla k - \tilde{k}(\tau)\right)\right)$$

$$= -\left(\Delta \chi_2 \right) \left(\nabla k - \tilde{k}(\tau)\right) - 2(\nabla \chi_2) (\nabla^2 k)$$

$$= -\left(\Delta \chi_2 \right) \left(\nabla k - \tilde{k}(\tau)\right) - 2 \left[\nabla \cdot (\nabla \chi_2) \otimes (\nabla k)\right] - (\Delta \chi_2) (\nabla k)$$

$$= (\Delta \chi_2) (\nabla k + \tilde{k}(\tau)) - 2 \nabla \cdot (\nabla \chi_2) \otimes (\nabla k).$$

By Duhamel formula, for any $\tau \in [0, 1),

$$g(\tau) = e^{\tau \Delta} g(0) + \int_0^\tau e^{(\tau - \tau') \Delta} \left(\frac{\beta}{k^{\beta+1}} g + G\right)(\tau') d\tau'.$$
and taking the $L^\infty$-norm, we have
\[
\|g(\tau)\|_{L^\infty} \leq \|g(0)\|_{L^\infty} + C \int_0^\tau \|g(\tau')\|_{L^\infty} \, d\tau' + C \int_0^\tau \left( \|(\Delta X_2)(\nabla k + \tilde{k}(\tau'))\|_{L^\infty} + \frac{1}{\sqrt{\tau - \tau'}}\|(\nabla X_2) \otimes (\nabla k)\|_{L^\infty} \right) \, d\tau'
\]
\[
\leq \frac{C_0''}{|\xi_0|} + C \left( \|\xi\| + \frac{C_0'}{|\xi_0|^2} + \frac{C_0'^*}{|\xi_0|^3} \right) + C \int_0^\tau \|g(\tau')\|_{L^\infty} \, d\tau'.
\]
By Grönwall’s lemma,
\[
\|g(\tau)\|_{L^\infty} \leq C \left( \frac{C_0''}{|\xi_0|} + C \left( \|\xi\| + \frac{C_0'}{|\xi_0|^2} + \frac{C_0'^*}{|\xi_0|^3} \right) \right),
\]
thereby, for $\xi \in B(0, \frac{3|\xi_0|}{2})$,
\[
|\nabla k(\xi, \tau)| \leq C \left( \frac{C_0''}{|\xi_0|} + C \left( \|\xi\| + \frac{C_0'}{|\xi_0|^2} + \frac{C_0'^*}{|\xi_0|^3} \right) \right) \leq \frac{C_3 C_0''}{|\xi_0|},
\]
where $C_3 > 1$ is a universal constant, $|\xi_0| \geq |\xi|$ and $\xi_3 = \xi_3(C_0', C_0'')$ is large.

10. A PRIORI ESTIMATES IN $\mathcal{R}_3$

In this section we prove Proposition 5.5 by following [MZ97a]. We choose to only give the proof of the gradient estimate in (5.12). It will be justified that the second order assumption on $|\nabla^2 h|$ is in fact redundant (compared to [MZ97a, (88)]). It is also for this reason that we only have to impose $W^{1,\infty}$-regularity in defining $H$.

We argue by contradiction. Let us consider $t_\ell \in (t_0, t_*)$ such that
\[
|\nabla h(x, t) - \nabla h(x, t_0)|_{L^\infty(\Omega_4)} \leq \varepsilon, \quad \forall t \in [t_0, t_\ell),
\]  
(10.1)
and
\[
|\nabla h(x, t_\ell) - \nabla h(x, t_0)|_{L^\infty(\Omega_4)} = \varepsilon,
\]  
(10.2)
where $\Omega_4 = \Omega \setminus B(0, \frac{4R}{9})$. We can assume $\varepsilon \leq \varepsilon^*$, where
\[
\varepsilon^* = \varepsilon^*(H^*, \varepsilon_0) = \frac{1}{4} \min_{|x| \geq \frac{R}{9}} H^*(x) > 0.
\]

Also, by Assumption (ii) of the proposition,
\[
\|F'(h)(\cdot, t_0)|_{L^\infty(\Omega_4)} \leq C(H^*, \varepsilon_0).
\]  
Next we follow the same techniques used in the proof of Proposition 5.4, but now we work directly on $h$. Note that $\nabla h$ satisfies the equation
\[
\frac{\partial}{\partial t} \nabla h = \Delta (\nabla h) - F'(h) \nabla h.
\]  
(10.3)
Introduce
\[
h_1 = \chi_3 \nabla h,
\]  
where $\chi_3 \in C^\infty(\mathbb{R}^N)$ satisfies
\[
\chi_3 \equiv 1 \text{ for } |x| \geq \frac{\varepsilon_0}{5}, \quad \chi_3 \equiv 0 \text{ for } |x| \leq \frac{\varepsilon_0}{6}, \quad 0 \leq \chi_3 \leq 1,
\]
\[
|\nabla \chi_3| \leq \frac{C}{\varepsilon_0} \quad \text{and} \quad |\Delta \chi_3| \leq \frac{C}{\varepsilon_0^2}.
\]
Then
\[
\frac{\partial h_1}{\partial t} = \Delta h_1 - F'(h)h_1 + G,
\]
where the remaining term G can be rewritten as follows
\[
G = \frac{\partial h_1}{\partial t} + F'(h)h_1 - \Delta h_1
= -(\Delta X_3)(\nabla h) - 2(\nabla X_3)(\nabla^2 h)
= -(\Delta X_3)(\nabla h) - 2[\nabla \cdot (\nabla X_3 \otimes (\nabla h)) - (\Delta X_3)(\nabla h)]
= (\Delta X_3)(\nabla h) - 2\nabla \cdot (\nabla X_3 \otimes (\nabla h)).
\]

In the second line above, we used the equation (10.3). We argue by two cases.

(i) \( \Omega \) is a bounded domain. For all \( t \in [t_0, t_*) \),
\[
h_1(t) - e^{(t-t_0)\Delta} h_1(t_0) = \int_{t_0}^{t} e^{(t-t')\Delta} (G - F'(h)h_1)(t') dt' =: I(t).
\]

Note that
\[
\int_{t_0}^{t} \| e^{(t-t')\Delta} \nabla \|_{L^\infty \to L^\infty} dt' \leq C \sqrt{t - t_0}.
\]

Moreover, the size of \( G \) is seen in \( |\nabla h| \) which is bounded by (10.1) and (5.11). Hence,
\[
\| h_1(t) - h_1(t_0) \|_{L^\infty(\Omega_{t_0})}
\leq \| e^{(t-t_0)\Delta} h_1(t_0) - h_1(t_0) \|_{L^\infty(\Omega_{t_0})} + \| I(t) \|_{L^\infty(\Omega_{t_0})}
\leq \| e^{(t-t_0)\Delta} h_1(t_0) - h_1(t_0) \|_{L^\infty(\Omega_{t_0})} + C(\varepsilon, \varepsilon_0, \sigma_0, \sigma_1) (\sqrt{t - t_0} + (t - t_0)).
\]

If \( t_0 \in [t_4, T) \) for some large \( t_4 = t_4(\varepsilon, \varepsilon_0, \sigma_0, \sigma_1) \), we have
\[
\| \nabla h(t_\varepsilon) - \nabla h(t_0) \|_{L^\infty(\Omega_{t_0})} = \| h_1(t_\varepsilon) - h_1(t_0) \|_{L^\infty(\Omega_{t_0})} \leq \frac{\varepsilon}{2};
\]
which is a contradiction to the assumption (10.2).

(ii) \( \Omega = \mathbb{R}^N \). The proof uses (1.21) (see [MZ97a]). We omit the details.

11. Finite dimensional reduction

In this section we prove Proposition 5.6 on Finite Dimensional Reduction. This is the most important part of the constructive techniques. In principal we follow [MZ97a] but we shall rewrite it in a manner which we hope is more easily accessible.

To be reader-friendly, we point out that the parameter subscripts (\( K_i, A_i, t_i \) and so on) are numbered first with respect to the order of propositions that appear in the roadmap to Theorem 1.7, then the order in the proof of Proposition 5.3 (namely, Proposition 8.1), and at last the order for the estimates collected in the Appendix A-B. We continue the counting of the parameter subscripts in this section.

11.1. First determination of parameters for the shrinking set. We now precise our Parameter Chronology (or “Parameter Tracking”) for the shrinking set
\[
S^*(t_0, t) = S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t),
\]
that is, we shall give a chronological determination of the main involved parameters
\[
t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0,
\]
together with other preparatory ones. We begin with the first part of parameters.
• \(K_0\) and \(\delta_0\). Fix \(K_0 = 4\max\{K_1, K_2, K_3\}\). Here, \((K_1, K_2, K_3)\) is taken accordingly from Propositions (5.1, 5.3, 5.4). Due to the dependence of \(\hat{K}(1)\) in \(K_0\), we fix thereby \(\delta_0 = \delta_0(K_0) = \frac{1}{2} \min \{\hat{K}(1), 1\}\).

• Preparatory step on \(A\) and \(C_0\). Let \(A_{10} = A_{10}(K_0)\) be large enough so that \(A_{10} \geq \max\{A_2, 2\tilde{C}\}\) where \(A_2 = A_2(K_0) > 1\) is taken from Proposition 5.3 with \(K_0\) determined in last step, and \(\tilde{C}\) is taken from (8.1). For \(K_0\) and \(A\), we define

\[
C_0(K_0, A) := 2C_3 \max \left\{ C_{10} \bar{A}^2 + \|\nabla \Phi\|_{L^\infty(B(0, 2K_0))}, \frac{10\hat{K}(1)}{(\tilde{\beta} + 1)K_0}, C_0 \right\},
\]

where \(C_3 > 1\) is given in Proposition 5.4. \(C_{10}\) is a large constant which shall appear in the proof of Lemma 11.1 below, and \(C_0 = C_0(K_0)\) is taken from Proposition 5.1

• \(A\) and \(C_0\). Take \(A \geq A_{10}\) and consider \(C_0 = C_0(K_0, A)\) as defined in (11.1).

• (Tuning) Apply Proposition 5.4 with \(K_0, C_0'' = 2C_0\) and \(\bar{C}_0'' = \frac{K_0}{4}\). We obtain \(\xi_0 = \xi_0(A)\) with \(|\xi_0| \geq 1\) and \(\delta_0 = \delta_0(A)\) with \(0 < \delta_0 \leq 1\) such that for all \(\xi_0\) with \(|\xi_0| \geq |\xi_0|\) and for all \(\delta_3 \leq \delta_3\), the conclusion of Proposition 5.4 holds with \(\varepsilon = \frac{\delta_0}{2} > 0\). We point out that the relation \(\varepsilon = \frac{\delta_0}{2}\) is allowable by increasing \(|\xi_0|\) and decreasing \(\delta_3\). Indeed, in Proposition 5.4 one first arrives the conclusion with a bound \(|k(\xi, \tau_1) - \hat{K}(\tau_1)| \leq \varepsilon\), but \(\varepsilon \to 0\) as \((\delta_3, |\xi_0|) \to (0, +\infty)\).

Let

\[
\delta_3 = \delta_3(A) = \min \left\{ \frac{\delta_0}{2}, \delta_0 \right\}.
\]

11.2. \textbf{A priori estimates in} \(R_2\) via the shrinking set. In defining \(S^*(t_0, t)\) we prescribed certain regularity estimates of \(k_\varepsilon(\xi, \tau(x, t))\) for \(|\xi| \leq \alpha_0\sqrt{|\log \theta(x)|}\), \(\alpha_0 > 0\), to guarantee \(h \in W^{1, \infty}\) in \(R_2(K_0, \xi_0, t)\). With above choices of parameters \((K_0, A, C_0\) and \(\delta_3)\), we prove in next lemma that for small \(\alpha_0\) these estimates are rigid (and improved for the initial time) in the annuli \(\alpha_0\sqrt{|\log \theta(x)|} \leq |\xi| \leq \frac{1}{2}\alpha_0\sqrt{|\log \theta(x)|}\).

\textbf{Lemma 11.1} \((A \text{ priori} \text{ estimates in} \ R_2 \text{ via the shrinking set})\). For any \(A \geq A_{10}\), there exists \(\alpha_{10} = \alpha_{10}(K_0, \delta_3(A)) > 0\) such that for all \(\alpha_0 \leq \alpha_{10}\), there exists \(\varepsilon_{10} = \varepsilon_{10}(\alpha_0, A)\) such that for all \(\varepsilon_0 \leq \varepsilon_{10}\), there exists \(t_{10} = t_{10}(\varepsilon_0, A) < T\) and \(\eta_{10} = \eta_{10}(\varepsilon_0, A) > 0\) such that for all \(\eta_0 \leq \eta_{10}\) and \(t_0 \in [t_{10}, T)\), if for some \(t_s \in [t_0, T]\)

\[
h(t) \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t), \quad \forall \ t \in [t_0, t_s],
\]

where \(h\) is the solution to (1.1) with initial data as in (5.1), then, by setting

\[
\tau_0 = \max \left\{ \frac{t_0 - t(x)}{\theta(x)}, 0 \right\} \quad \text{and} \quad \tau_s = \frac{t_s - t(x)}{\theta(x)},
\]

where \(t(x)\) is defined in (3.29) and \(\theta(x) = T - t(x)\), we have for all \(x\) with

\[
|x| \in \left[ \frac{K_0}{4} \sqrt{(T - t_s)|\log(T - t_s)|}, \varepsilon_0 \right]
\]

that \(k_\varepsilon\) defined from \(h\) via (3.28) satisfies (5.8) and
(i) For \( |\xi| \leq \frac{7}{4} \alpha_0 \sqrt{\log \theta(x)} \) and \( \tau \in [\tau_0, \tau_*] \),

\[
k_\xi(x, \tau) \geq \frac{1}{2} \hat{k}(\tau), \quad |\nabla_\xi k_\xi(x, \tau)| \leq \frac{2C_0}{\sqrt{\log \theta(x)}}.
\]

(ii) For \( |\xi| \leq 2\alpha_0 \sqrt{\log \theta(x)} \),

\[
|k_\xi(x, \tau_0) - \hat{k}(\tau_0)| \leq \delta_3, \quad |\nabla_\xi k_\xi(x, \tau_0)| \leq \frac{C_0}{2C_3 \sqrt{\log \theta(x)}}.
\]

Here \( C_0 = C_0(K_0, A) \) and \( \delta_3 = \delta_3(A) \) are respectively given in (11.1) and (11.2).

For the reader’s convenience, we recall that \( C_3 > 1 \) is given in Proposition 5.4. One designs \( \frac{C_0}{2C_3} \) for the use of above lemma in conjunction with Proposition 5.4.

**Proof.** Since \( x \) satisfies (11.3), and we shall select small \( \varepsilon_0 > 0 \) and large \( t_0 \) which is close to quenching time \( T, H^*(x) \) is then given by (1.17). Moreover, the \( x \to 0 \) asymptotics formulae in Lemma 3.11 are then applicable.

We only prove the gradient estimate: for \( |\xi| \leq \frac{7}{4} \alpha_0 \sqrt{\log \theta(x)} \) and \( \tau \in [\tau_0, \tau_*] \),

\[
|\nabla_\xi k_\xi(x, \tau)| \leq \frac{2C_0}{\sqrt{\log \theta(x)}};
\]

(11.4)

for \( |\xi| \leq 2\alpha_0 \sqrt{\log \theta(x)} \),

\[
|\nabla_\xi k_\xi(x, \tau_0)| \leq \frac{C_0}{2C_3 \sqrt{\log \theta(x)}}.
\]

(11.5)

The other estimates can be proved in a similar way.

Now we just proceed as in the proof of [MZ97a, Lemma 2.6].

**Proof of (11.4).** Denote

\[
X = X_\xi(x_\xi) = x + \xi \sqrt{T - t(x_\xi)} = x + \xi \sqrt{\theta(x)}.
\]

Recall that

\[
t = t_\xi(\tau) = (T - t(x)) \tau + t(x) = \theta(x) \tau + t(x).
\]

Therefore,

\[
\nabla_\xi k_\xi(x, \tau) = \theta(x) \frac{1}{\sqrt{T - t(x)}} (\nabla_\xi h)(X, t).
\]

(11.6)

Moreover, \( \tau \in [\tau_0, \tau_*] \) corresponds to \( t \in \left[ \max\{t_0, t(x)\}, t_* \right] \).

Let \( \varepsilon > 0 \) to be fixed later. If \( \alpha_0 \leq \frac{\varepsilon_0 K_0}{8} \), then for \( |\xi| \leq 2\alpha_0 \sqrt{\log \theta(x)} \),

\[
(1 - \varepsilon)|x| \leq |X| \leq (1 + \varepsilon)|x|.
\]

(11.7)

Similar to construct the covering regions \( \{R_i\} \), here we also partition \( \Omega \) into three parts, according to the position of the new variable \( X \) with respect to \( \varepsilon_0 \) and \( \alpha_0 \).

\[
r(t) := \frac{K_0}{4} \sqrt{(T - t)|\log(T - t)|}.
\]

Therefore, each part in the resulted partition is a sub-region in some \( R_i, i = 1, 2, 3 \).
Case $|X| \leq r(t)$. We can use the shrinking set definition in $\mathcal{R}_1$ (with respect to the new spatial variable $X$), and we have for $u$ and $\nabla u$ that

$$
\left| (T - t)^{\frac{1}{p - 1}} u(X, t) - \Phi \left( \frac{X}{\sqrt{(T - t) \log(T - t)}} \right) \right|
= \left| q \left( \frac{X}{\sqrt{(T - t)}} \right) - \log(T - t) \right| + \frac{\kappa}{2(p - a) \log(T - t)} \leq \frac{CA^2k_0^3}{\sqrt[3]{\log(T - t)}}
$$

and

$$
\left| (T - t)^{\frac{1}{p - 1} + \frac{1}{2}} (\nabla_x u)(X, t) - \frac{1}{\sqrt[3]{\log(T - t)}} (\nabla_x \Phi \left( \frac{X}{\sqrt{(T - t) \log(T - t)}} \right)) \right|
= \left| (\nabla_y w) \left( \frac{X}{\sqrt{(T - t)}} \right) - \log(T - t) \right| - \frac{1}{\sqrt[3]{\log(T - t)}} (\nabla_x \Phi \left( \frac{X}{\sqrt{(T - t) \log(T - t)}} \right)) \right|
\leq \frac{CA^2 \log |\log(T - t)|}{|\log(T - t)|} \leq \frac{CA^2}{\sqrt[3]{\log(T - t)}}.
$$

In above estimates we used (a weaker form of) (A.4) in Lemma A.1 and (5.3) in Proposition 5.2. When transformed to $h$, together with the equality

$$
\nabla h = \left( -\alpha^{-\frac{p}{p - 1}} \right) \frac{\nabla u}{u^{\frac{1}{p - \frac{1}{2}}}},
$$

this gives by Taylor expansion that

$$
\left| (T - t)^{\frac{1}{p - 1} + \frac{1}{2}} (\nabla_x h)(X, t) - \frac{1}{\sqrt[3]{\log(T - t)}} \left( \nabla_x \Phi \left( \frac{X}{\sqrt{(T - t) \log(T - t)}} \right) \right) \right|
\leq \frac{C_{10}A^2}{\sqrt[3]{\log(T - t)}},
$$

where $C_{10} > 1$ is a universal constant. By (11.6) and (11.1), this further implies

$$
|\nabla_x k_x(\xi, \tau)| \leq \left( \frac{T - t}{\theta(x)} \right)^{\frac{1}{p - 1} + \frac{1}{2}} \frac{C_0}{\sqrt[3]{\log(T - t)}}
$$

Now, $t \geq t(x)$ implies $T - t \leq \theta(x)$ thereby $|\log(T - t)| \geq |\log \theta(x)|$. If $\beta < 1$, then

$$
|\nabla_x k_x(\xi, \tau)| \leq \frac{C_0}{\sqrt[3]{\log(T - t)}} \leq \frac{C_0}{\sqrt[3]{\log \theta(x)}}.
$$

If $\beta > 1$, then

$$
\left( \frac{T - t}{\theta(x)} \right)^{\frac{1}{p - 1} + \frac{1}{2}} = \left( \frac{\theta(x)}{T - t} \right)^{\frac{\beta}{2} - \frac{1}{p - 1}}.
$$

Since

$$
(1 - \epsilon)|x| \leq |X| \leq r(t),
$$

we have

$$
|x| \leq \frac{K_0}{4(1 - \epsilon) \sqrt{(T - t) |\log(T - t)|}}.
$$
As \(|x| \to \theta(x) = T - t(x)| is increasing and using (3.38), we have
\[
\theta(x) \leq \theta \left( \frac{K_0}{4(1 - \epsilon)} \sqrt{(T - t)\log(T - t)} \right) \sim \frac{T - t}{(1 - \epsilon)^2}.
\]
If \(\epsilon\) is small (depending on \(\beta\)), then (11.8) can be bounded by 2 and (11.4) holds.

**Case** \(r(t) \leq |X| \leq \epsilon_0\). Note that
\[
k_X(\xi, \tau) = \frac{h(X + \sqrt{T - t(X)}\xi, t(X) + (T - t(X))\tau)}{(T - t(X))^{\frac{1}{p + r}}}.
\]
Using (11.6), we have
\[
\nabla_\xi k_X(\xi, \tau) = \left( \frac{\theta(X)}{\theta(x)} \right)^{\frac{1}{p + r} - \frac{1}{2}} \nabla_\xi k_X \left(0, \frac{t - t(X)}{\theta(X)}\right).
\]
Using the shrinking set definition in \(\mathcal{R}_2\) for \(\nabla_\xi k_X\) at \(\xi = 0\), we have
\[
|\nabla_\xi k_X(\xi, \tau)| \leq \left( \frac{\theta(X)}{\theta(x)} \right)^{\frac{1}{p + r} - \frac{1}{2}} C_0 \frac{\sqrt{\log \theta(x)}}{\sqrt{\log \theta(X)}}
\]
By (11.7) for \(\epsilon\) small enough (thereby \(X\) close to \(x\)),
\[
\left( \frac{\theta(X)}{\theta(x)} \right)^{\frac{1}{p + r} - \frac{1}{2}} \frac{\sqrt{\log \theta(x)}}{\sqrt{\log \theta(X)}} \leq 2,
\]
hence (11.4) holds.

**Case** \(|X| \geq \epsilon_0\). Take \(\eta_0 \leq \epsilon \min_x \|\nabla h(x', t_0)\|\) for some \(\epsilon\). Using the shrinking set definition in \(\mathcal{R}_3\) for \(\nabla_\xi h\) at \(X\) and the definition of initial data in (5.1), we have
\[
|\nabla h(X, t)| \leq (1 + \epsilon)|\nabla h(X, t_0)| \leq (1 + \epsilon)|\nabla h(\gamma X, t_0)|,
\]
where \(\gamma = 1 - \epsilon\) if \(\beta > 1\) and \(\gamma = 1 + \epsilon\) if \(\beta \leq 1\), which follows simply from the monotonicity of \(|\nabla H^*(x)|\) in \(|x|\) (see (1.20)). Also, note that
\[
\nabla h(\gamma X, t_0) = \nabla H^*(\gamma X, t_0).
\]
By (ii) of Lemma 3.11, we have
\[
|\nabla h(X, t)| \leq (1 + \epsilon) \frac{10K(1)}{(\beta + 1)K_0} \frac{\theta(\gamma X)^{\frac{1}{p + r} - \frac{1}{2}}}{\sqrt{\log \theta(\gamma X)}}
\]
Hence, by (11.6),
\[
|\nabla_\xi k_X(\xi, \tau)| \leq (1 + \epsilon) \frac{10K(1)}{(\beta + 1)K_0} \frac{1}{\sqrt{\log \theta(x)}} \left( \frac{\theta(\gamma X)}{\theta(x)} \right)^{\frac{1}{p + r} - \frac{1}{2}} \frac{\sqrt{\log \theta(x)}}{\sqrt{\log \theta(\gamma X)}}
\]
By (11.7) for \(\epsilon\) small enough (thereby \(\gamma\) close to 1), as in last case (11.4) holds.
In conclusion, we can choose small \( \varepsilon, \alpha \leq \alpha_{10} \) and \( \eta \leq \eta_{10} \) so that (11.4) holds.

**Proof of (11.5).** If
\[
|x| \geq \frac{K_0}{4} \sqrt{(T-t_0) \log(T-t_0)}
\]
then \( t(x) \leq t_0 \) and \( \tau_0(x) = \frac{t_0-t(x)}{\theta(x)} \). By Proposition 5.1,
\[
|\nabla_\xi k_x(\xi, \tau_0(x))| \leq \frac{C_0^s}{\sqrt{\log \theta(x)}} \leq \frac{C_0}{2C_3 \sqrt{\log \theta(x)}}.
\]
If
\[
|x| \leq \frac{K_0}{4} \sqrt{(T-t_0) \log(T-t_0)},
\]
then \( t(x) \geq t_0 \) and \( \tau_0(x) = 0 \). Then as in the proof of (11.4),
\[
|\nabla_\xi k_x(\xi, 0)| \leq \frac{C_{10}A_x + \|\nabla \tilde{\Phi}\|_{L^\infty(B(0,2\xi_0))}}{\sqrt{\log \theta(x)}} \leq \frac{C_0}{2C_3 \sqrt{\log \theta(x)}}
\]
Collecting the estimates, this proves Lemma 11.1.

**Remark.** Since we used Proposition 5.2 in above arguments, the determined parameter thresholds in Lemma 11.1 thus depend on those with subscripts 1.5.

11.3. Second determination of parameters for the shrinking set. Now, based on Lemma 11.1, we continue the second part of our Parameter Chronology.

- \( \alpha_0 \) and \( \varepsilon_0 \). Fix
\[
\alpha_0 = \min \left\{ \frac{\alpha_1}{2}, \alpha_{10}, 1 \right\}.
\]
Fix
\[
\varepsilon_0 = \varepsilon_0(\alpha_0) \leq \min\{\varepsilon_1, \varepsilon_{10}\}
\]
such that
\[
\alpha_0 \sqrt{\log \theta(\varepsilon_0)} \geq |\xi|^3.
\]
Here, \((\alpha_1, \varepsilon_1)\) and \((\alpha_{10}, \varepsilon_{10})\) are taken respectively from Proposition 5.1\(^1\) and Lemma 11.1, and \(|\xi|^3\) is the parameter obtained in the tuning step.

- \( \eta_0 \). Choose
\[
\eta_0 = \eta_0(\varepsilon_0) \leq \min\{\eta_2, \eta_{10}\}
\]
Here \( \eta_{10} \) is taken from Lemma 11.1, and \( \eta_2 \) in Proposition 5.3 depends on \( \eta_5 \) in Proposition 8.1, which further depends on \( \eta_6 \) and \( \eta_8 \) from Lemmata A.1 and A.3.

- Let
\[
\sigma_0 = \frac{1}{2} k(1) \theta \left( \frac{\varepsilon_0}{6} \right)^{\frac{1}{1+\tau}}
\]
and
\[
\sigma_1 = \max \left\{ \frac{3}{2} k(0) \theta \left( \frac{\varepsilon_0}{4} \right)^{\frac{1}{1+\tau}}, C_0 \theta \left( \frac{\varepsilon_0}{6} \right)^{\frac{1}{1+\tau}} \right\},
\]
\[
\sigma_1 = \max \left\{ \frac{3}{2} k(0) \theta \left( \frac{\varepsilon_0}{4} \right)^{\frac{1}{1+\tau}}, C_0 \theta \left( \frac{\varepsilon_0}{6} \right)^{\frac{1}{1+\tau}} \right\}.
\]
\(^1\)in this proposition we used \( 2\alpha_0 \) rather than \( \alpha_0 \) in the shrinking set. Hence we set \( \alpha_0 = \frac{\alpha_0}{2} \).
These precise forms are designed for later purpose.

- \( t_0 \): This is the final parameter. We choose \( t_0 < T \) so that
  \[ t_0 \geq \max\{t_1, t_{1.5}, t_2, t_4, t_{10}, t_{\epsilon_0}\}, \]
where \( t_{\epsilon_0} \) is determined by the following relation
  \[ \varepsilon_0 = 12\sqrt{(T - t_{\epsilon_0})|\log(T - t_{\epsilon_0})|}, \]
and \( t_4 \) depends in particular on \( \sigma_0 \) and \( \sigma_1 \), as given in Proposition 5.5.

All the parameters are determined so far and we continue the proof. Assume that \( h(x, t_0; d_0, d_1) \) is given by (5.1) with \((d_0, d_1) \in D(t_0, K_0, A)\). By Proposition 5.1,
\[ h(t_0) \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t_0). \]
This is Part (i) of Proposition 5.6.

Assume in addition that for some \( t_* \in [t_0, T) \), we have for all \( t \in [t_0, t_*] \)
\[ h(t) \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t) \]
and
\[ h(t_*) \in \partial S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t_*). \]
The remaining proof is analogous to [MZ97a, Pages1514-1521], and it is a consequence of the a priori estimates from Lemma 11.1 and Propositions 5.3, 5.4 and 5.5. According to the definition of \( S^*(t) \), only three cases may occur.

**Case 1.** \( q(s_*) \in \partial V_{K_0,A}(s_*) \).

By Proposition 5.3 on the self-improving properties of \( q_2, q_- \) and \( q_e \), we deduce
\[ (q_0(s_*), q_1(s_*)) \in \partial Q_{K,A}(s_*). \tag{11.11} \]

**Case 2.** There exist \( x \) and \( \xi \), such that
\[ |x| \in \left[ \frac{K_0}{4}\sqrt{(T - t_*)|\log(T - t_*)|}, \varepsilon_0 \right] \quad \text{and} \quad |\xi| \leq \alpha_0 \sqrt{|\log \theta(x)|}, \]
and either
\[ |k_x(\xi, \tau_*) - \tilde{k}(\tau_*)| = \delta_0, \]
or
\[ |\nabla \xi k_x(\xi, \tau_*)| = \frac{C_0}{\sqrt{\log \theta(x)}}, \]
where \( \tau_* = \frac{1 - t(x)}{\theta(x)} < 1 \). Set \( |\xi_0| = \alpha_0 \sqrt{|\log \theta(x)|} \). By the monotonicity of \( |x| \mapsto \theta(x) \),
\[ |\xi_0| \geq \alpha_0 \sqrt{|\log \theta(\varepsilon_0)|} \geq |\xi_0^*|, \]
where \( \xi_0^* \) is obtained in the tuning step. Note that we take \( \alpha_0 \leq 1 \), thus \( |\xi_0| \leq \sqrt{|\log \theta(x)|} \). Recall that \( \tau_0 = \max\left\{ \frac{t_0 - t(x)}{\theta(x)}, 0 \right\} \). By Lemma 11.1 we have:
  (i) For \( |\xi| \leq \frac{1}{2}\alpha_0 \sqrt{|\log \theta(x)|} \) and \( \tau \in [\tau_0, \tau_*] \),
      \[ k_x(\xi, \tau) \geq \frac{1}{2} \tilde{k}(\tau). \]
\[
|\nabla_k k(x, \tau)| \leq \frac{2C_0}{\sqrt{\log \theta(x)}} = \frac{2C_0 \alpha_0}{|\xi_0|} \leq \frac{2C_0}{|\xi_0|},
\]
(ii) For \(|\xi| \leq 2\alpha_0\sqrt{\log \theta(x)} |\xi_0| |
\[
|k_k(\xi, \tau_0) - \tilde{k}(\tau_0)| \leq \delta_3,
\]
\[
|\nabla_k k_k(\xi, \tau_0)| \leq \frac{C_0 \alpha_0}{2C_3 \sqrt{\log \theta(x)}} = \frac{C_0 / 2}{2C_3 |\xi_0|}.
\]
By Proposition 5.4 (applied in the tuning step), for \(|\xi| \leq \alpha_0 \sqrt{\log \theta(x)} |\xi_0| |
\[
|k_k(\xi, \tau_0) - \tilde{k}(\tau_0)| \leq \varepsilon = \frac{\delta_0}{2}
\]
and
\[
|\nabla_k k_k(\xi, \tau_0)| \leq C_3 \frac{C_0 \alpha_0}{2C_3 |\xi_0|} = \frac{C_0 / 2}{\sqrt{\log \theta(x)}}
\]
which contradict with the hypotheses within this case.

Case 3. There exists \(x \in \Omega\) such that \(|x| \geq \frac{\varepsilon_0}{4}\) and either
\[
|h(x, t_0) - h(x, t_0)| = \eta_0,
\]
or
\[
|\nabla h(x, t_0) - \nabla h(x, t_0)| = \eta_0.
\]
By (4.2) and (4.3),
\[
|k_k(0, \tau) - \tilde{k}(\tau)| \leq \delta_0, \quad |\nabla_k k_k(0, \tau)| \leq \frac{C_0}{\sqrt{\log \theta(x)}}, \quad |x| \in \left[\varepsilon_0, \frac{\varepsilon_0}{4}\right].
\]
As in [MZ97a], by (3.28) and the fact that \(\delta_0 \leq \frac{1}{2} \tilde{k}(1) \leq \frac{1}{2} \tilde{k}(0)\) we obtain
\[
\frac{1}{2} \tilde{k}(1) \theta(x) \frac{1}{\sqrt{\theta(x)}} \leq h(x, t) \leq \frac{1}{2} \tilde{k}(0) \theta(x) \frac{1}{\sqrt{\theta(x)}},
\]
\[
|\nabla h(x, t)| \leq C_0 \frac{\theta(x) \frac{1}{\sqrt{\theta(x)}}}{\sqrt{|\log \theta(x)|}}.
\]
It is elementary\(^2\) to check that these two conditions are then transformed into (5.10) for previous choices of \(\sigma_0\) and \(\sigma_1\) in (11.9)-(11.10). Moreover, by (5.1) and \(t_0 \geq t_{\varepsilon_0}\), (5.11) is also satisfied. As a consequence, by \(t_0 \geq t_4\) and Proposition 5.5 we have
\[
|h(x, t_3) - h(x, t_0)| + |\nabla h(x, t_3) - \nabla h(x, t_0)| \leq \frac{\eta_0}{2},
\]
which contradicts with the hypotheses within this case.

Since only Case 1 happens, we have (11.11). This proves Part (ii).

Now, without loss of generality, we can assume
\[
q_0(s_\ast) = \frac{1}{\mu} \frac{A}{s_\ast^2} \quad \text{for } \mu = 1 \text{ or } -1.
\]

\(^2\)the latter two components in defining \(\sigma_1\) in (11.10) take care of both \(\beta \geq 1\) and \(\beta \leq 1\).
Recall that we take \( A \geq A_{10} \geq 2C \). Thus by (8.1) for \( m = 0 \),
\[
\mu \frac{d}{ds} \left( q_0(s) - \mu \frac{A}{s^2} \right) \bigg|_{s = s_*} > 0.
\]
This shows that the flow of \( q_0 \) is transverse outgoing on the curve of \( s \mapsto \mu \frac{A}{s^2} \) at \( s = s_* \), which proves Part (iii) hence completes the proof of Proposition 5.6.

12. DERIVATION OF THE GRADIENT PROFILE VIA REFINED SHRINKING RATES

Here we prove Proposition 5.7 by combining the strategies of [MZ97a] and [DGZ21].

Step 1. Derivation of single-point extinction.

To prove that the solution \( h \) extinguishes at time \( T \) only at the point \( x = 0 \), it suffices to prove (5.16), (1.24) and (1.26). The latter two are proved in next steps, and the proof of (5.16) (using the conditions (5.14)) is same as [MZ97a].

Step 2. Derivation of intermediate profiles.

This is analogous to [DGZ21] since by Remark 4.3 and Proposition 5.2 we have
\[
\forall \ s \geq s_0, \quad \| q(s) \|_{L^\infty} + \| \nabla q(s) \|_{L^\infty} \leq C(K_0, A) \log \frac{s}{s_0},
\]
and we derive (1.24) and (1.25) via (3.5) and (3.6).

Step 3. Derivation of final profiles.

For \( |x| \neq 0 \) small so that
\[
t(x) \geq t_0,
\]
\( k_x(\xi, \tau) \) as defined in (3.28) satisfies (3.31) for \( \tau \in [0, 1) \).

Step 3.1. Final extinction profile.

The proof is same as [MZ97b]. We include this piece of arguments with further details. Note that we do not need precise estimates as commented in Remark 1.8.

By (1.24) applied to \( x_0 = 0, \ t = t(x) \) and
\[
z = \frac{x + \xi \sqrt{\theta(x)}}{\sqrt{\theta(x)} |\log \theta(x)|},
\]
we have
\[
\sup_{|\xi| \leq |\log \theta(x)|} \left| \frac{1}{k_x} (\xi, 0) - \frac{1}{\Phi} \left( \frac{x + \xi \sqrt{\theta(x)}}{\sqrt{\theta(x)} |\log \theta(x)|} \right) \right| \to 0 \quad (12.1)
\]
as \( x \to 0 \) (in this case \( t = t(x) \to T \)).

Consider \( |x| \neq 0 \) small such that
\[
2 \leq |\log \theta(x)| \leq \alpha_0 \sqrt{|\log \theta(x)|},
\]
and take \( 2|\xi_0| = |\log \theta(x)| \frac{4}{k} \). By (4.2) and (4.3) we have
\[
|k_x(\xi, \tau) - \tilde{k}(\tau)| \leq \delta_0, \quad \forall \ |\xi| \leq |\log \theta(x)| \frac{4}{k}, \quad \forall \ \tau \in [0, 1), \quad (12.2)
\]
\[ |\nabla k_x(\xi, 0)| \leq \frac{C_0}{\sqrt{\log \theta(x)}} \leq \frac{\alpha_0 C_0}{|\log \theta(x)|^{1/4}}, \quad \forall \ |\xi| \leq |\log \theta(x)|^{1/4}. \quad (12.3) \]

As \( \delta_0 \leq \frac{\kappa(1)}{2} < \frac{\kappa(\tau)}{2} \), (12.2) implies
\[
k_x(\xi, \tau) \geq \frac{\kappa(\tau)}{2}, \quad \forall \ |\xi| \leq |\log \theta(x)|^{1/4}, \quad \forall \ \tau \in [0, 1). \quad (12.4) \]

Note that
\[
\lim_{x \to 0} \frac{x + \xi}{\sqrt{\theta(x)|\log \theta(x)|}} = \frac{K_0}{4},
\]
thus (12.1) yields indeed, via (3.34), that as \( x \to 0 \),
\[
|k_x(\xi, 0) - \kappa(0)| \leq \delta(x) \to 0, \quad \forall \ |\xi| \leq |\log \theta(x)|^{1/4}. \quad (12.5) \]

By (12.5), (12.3) and (12.4), we apply Proposition 5.4 and obtain that
\[
\forall \ |\xi| \leq \frac{1}{2}|\log \theta(x)|^{1/4}, \quad \forall \ \tau \in [0, 1),
\]
\[
|k_x(\xi, \tau) - \kappa(\tau)| \leq \epsilon(x) \to 0 \quad \text{as} \quad x \to 0.
\]

Letting \( \xi = 0 \) and \( \tau \to 1 \), by (3.36) we get the final extinction profile (1.26).

**Step 3.2. Final gradient profile.**

Let us consider \( x \neq 0 \) with \( |x| \) small enough. We define
\[
\tilde{k}_x(\tau) = \frac{(\beta + 1) K_0}{2\beta^4} \frac{x}{|x|} \frac{1}{\sqrt{\log \theta(x)}} \left( (\beta + 1)(1 - \tau) + \frac{\beta + 1}{4\beta} \left( \frac{K_0}{4} \right)^2 \right)^{-\frac{\beta}{\beta + 1}}, \quad (12.6)
\]
which solves the vectorial ODE
\[
\frac{d\tilde{k}_x}{d\tau} = \frac{\beta}{\tilde{k}_x^{\beta+1}} \tilde{k}_x, \quad (12.7)
\]
subject to initial value condition
\[
\tilde{k}_x(0) = (\nabla \tilde{\Phi})(\xi = 0, \tau = 0) = (\nabla \tilde{\Phi})|_{x=} \left( \frac{K_0}{4} \right) \times \frac{1}{\sqrt{\log \theta(x)}} \frac{1}{|x|} \left( \beta + 1 + \frac{(\beta + 1)^2}{4\beta} \left( \frac{K_0}{4} \right)^2 \right)^{-\frac{\beta}{\beta + 1}}.
\]
Here, \( \hat{k} \) is defined in \((3.32)\), \( \hat{\Phi} = \hat{\Phi}_x(\xi, \tau) \) is the rescaled function of \( \tilde{\Phi} \) as given by \((3.35)\), and \( \nabla \hat{\Phi} \) is defined in \((1.15)\). Note that for \( \tau \in [0, 1) \), we have

\[
|\hat{k}_x(\tau)| \leq \frac{C}{\sqrt{\log \theta(x)}} .
\]

(12.8)

We claim the following estimates: for \( |x| \neq 0 \) small enough,

\[
\sup_{|\xi| \leq \frac{1}{T} \log(T-t(x))} |k_x(\xi, \tau) - \hat{k}(\tau)| \leq \frac{C}{|\log(T-t(x))|^{\frac{3}{4}}} .
\]

(12.9)

\[
\sup_{|\xi| \leq \frac{1}{T} \log(T-t(x))} \left| \nabla_\xi k_x(\xi, \tau) - \hat{k}_x(\tau) \right| \leq \frac{C}{|\log(T-t(x))|^{\frac{3}{4}}} .
\]

(12.10)

We point out that \((12.9)\) refines \((12.5)\), thus also leading to final extinction profile. It is independent of \((12.10)\) and can be proved by adapting [Duo19]. We choose not to prove \((12.9)\) since it is a simpler version of the proof strategy below for \((12.10)\). For this reason, we can assume that \((12.9)\) is proved and we use it to prove \((12.10)\).

First, by \((4.3)\), for \( |x| \neq 0 \) small enough so that

\[
\frac{1}{4} \left| \log(T-t(x)) \right|^{\frac{3}{4}} \leq \alpha_0 \sqrt{\log(T-t(x))},
\]

we have

\[
\sup_{|\xi| \leq \frac{1}{T} \log(T-t(x))} \left| \nabla_\xi k_x(\xi, \tau) \right| \leq \frac{C_0}{|\log(T-t(x))|^{\frac{3}{4}}} .
\]

(12.11)

Following [DGZ21], we introduce the following vectorial functions

\[
\mathcal{V}(x, \xi, \tau) = \nabla_\xi k_x(\xi, \tau) - \hat{k}_x(\tau),
\]

\[
\hat{\mathcal{V}}(x, \xi, \tau) = \chi_2(\xi) \mathcal{V}(x, \xi, \tau),
\]

where we use the following cut-off

\[
\chi_2(\xi) = \chi_0 \left( \frac{16|\xi|}{|\log(T-t(x))|^{\frac{3}{4}}} \right).
\]

Recall that \( \chi_0 \) is defined in \((3.16)\), so

\[
|\nabla \chi_2| \leq \frac{C}{|\log(T-t(x))|^{\frac{3}{4}}}, \quad |\Delta \chi_2| \leq \frac{C}{|\log(T-t(x))|^{\frac{3}{4}}}. \]

(12.12)

Thus we deduce the following equation for \( \hat{\mathcal{V}} \):

\[
\frac{\partial \hat{\mathcal{V}}}{\partial \tau} = \Delta \hat{\mathcal{V}} + \frac{\beta}{k^{\beta+1}} \hat{\mathcal{V}} + \chi_2 \left( \frac{\beta}{k^{\beta+1}} - \frac{\beta}{k^{\beta+1}} \right) \hat{k}_x - G,
\]

(12.13)

\[\text{\textsuperscript{3}}\text{Recall that for } \chi_0 = 0, \text{ we have the general substitutions}\]

\[
z = \frac{x}{|z|} \text{ and } \frac{z}{|z|} = \frac{x}{|x|}.
\]

In the situation \( x = x \) here, this enables us to write

\[
z \frac{|z|}{|z|} \hat{k}_x = \frac{k_0}{4} |x|.
\]
where
\[
G(\xi, \tau) = (\Delta \chi_2) \nabla + 2(\nabla^2 \kappa) (\nabla \chi_2) = (\Delta \chi_2) (\nabla - 2\nabla \kappa) + 2 \nabla \cdot ((\nabla \chi_2) \otimes (\nabla \kappa)) = - (\Delta \chi_2) (\hat{K}_x(\tau) + \nabla \kappa) + 2 \nabla \cdot ((\nabla \chi_2) \otimes (\nabla \kappa)).
\]
By (1.25) (transformed to \(k_x\) and applied to \(x_0 = 0\) and \(t = t(x)\)), we have
\[
|\overline{\nabla}(x, t, 0)| \leq \frac{C}{|\log(T - t(x))|^{\frac{1}{2}}}.
\]
By (12.8) and (12.9) (valid as we explained before), we have
\[
|\chi_2 \left( \frac{\beta}{k^{\beta+1}} - \frac{\beta}{k^{\beta+1}} \right) \hat{K}_x| \leq \frac{C}{|\log(T - t(x))|^{\frac{1}{2}}}.
\]
By (12.8), (12.11) and (12.12), we have
\[
|\langle \nabla \chi_2 \rangle \langle (\nabla \kappa) \rangle| \leq \frac{C}{|\log(T - t(x))|^{\frac{1}{2}}}.
\]
Then as in [DGZ21], we rewrite (12.13) in integral form:
\[
\overline{\nabla}(\tau) = e^{\tau \Delta} \overline{\nabla}(0) + \int_0^\tau e^{(\tau - \tau') \Delta} \left( \frac{\beta}{k^{\beta+1}} \overline{\nabla} + \chi_2 \left( \frac{\beta}{k^{\beta+1}} - \frac{\beta}{k^{\beta+1}} \right) \hat{K}_x - G \right) (\tau') d\tau'.
\]
Taking the \(L^\infty\) norm, combining the mapping properties for \(e^{(\tau - \tau') \Delta}\) and \(e^{(\tau - \tau') \Delta} \text{div}\) with above estimates (12.14) on initial data and (12.15), (12.16) and (12.17) on the integrand, and using \(\tau < 1\), we arrive at the following inequality
\[
\|\overline{\nabla}(\tau)\|_{L^\infty} \leq \frac{C}{|\log(T - t(x))|^{\frac{1}{2}}} + \int_0^\tau \|\overline{\nabla}(\tau')\|_{L^\infty} d\tau'.
\]
The claim (12.10) is then proved upon using Grönwall’s lemma.

In addition to that, we apply a parabolic regularity technique as in [TZ19] to get
\[
\forall \tau \in \left[ \frac{1}{2}, 1 \right] \text{ and } |\xi| \leq \frac{1}{16} |\log(T - t(x))|^{\frac{1}{2}} , \ |\partial_\tau \nabla^x k_x(\xi, \tau)| \leq C,
\]
which ensures the existence of \(\lim_{\tau \to 1} \nabla^x k_x(\xi, \tau)\). Taking \(\xi = 0\) in (12.10) and letting \(\tau \to 1\), by (3.28), (12.10) and (3.37) we obtain that as \(x \to 0\),
\[
(\nabla h)(x, T) = (T - t(x))^{\frac{1}{\beta + 1}} \lim_{\tau \to 1} \nabla^x k(x, 0, \tau)
\]
\[
= \left( \frac{(T - t(x))^{\frac{1}{\beta + 1}}}{|\log(T - t(x))|} \right) \lim_{\tau \to 1} \sqrt{|\log(T - t(x))|} \nabla^x k(x, 0, \tau)
\]
\[
= \left( \frac{(T - t(x))^{\frac{1}{\beta + 1}}}{|\log(T - t(x))|} \right) \left( \frac{2}{\beta + 1} \right) \left( \frac{K_0}{4} \right) \left( \frac{\beta + 1}{4\beta} \right) \left( \frac{\beta + 1}{4\beta} \right) \left( \frac{K_0}{4} \right) \left( \frac{\beta + 1}{4\beta} \right) = \nabla H^*(x).
\]
We derive (1.27) and complete the proof of Proposition 5.7 thereby Theorem 1.7.

**Remark 12.1.** As commented in Remark 1.8, for the derivation of \((\nabla h)(x, T)\) it is crucial that in (12.10) the decay in terms of \(|\log(T - t(x))|^{-1}\) is larger than \(\frac{1}{2}\).

**APPENDIX A. DIRECT REGULARITY ESTIMATES VIA THE SHRINKING SET**

We collect in this appendix some elementary estimates on \((q, \nabla q), B(q)\) and \(T(q)\) that are direct (not trivial however) consequences of the shrinking set conditions.

**Lemma A.1** (Elementary estimates on \((q, \nabla q))

For all \(K_0 \geq 1\) and \(\varepsilon_0 > 0\), there exists \(t_6 = t_6(K_0, \varepsilon_0) < T\) such that for all \(t_0 \in [t_6, T)\), for all \(A \geq 1, \alpha_0 > 0, C_0 > 0, \delta_0 \leq \frac{\varepsilon_0}{2}\) and \(\eta_0 \leq \eta_0(\varepsilon_0)\) for some \(\eta_0(\varepsilon_0) > 0\), we have the following property:

*If \(h\) is the solution to (1.1), generated by the initial data \(h(t_0; d_0, d_1)\) defined in (5.1), that further satisfies

\[
\forall t \in [t_0, T], \quad h(t) \in S^+(t_0, K_0, \varepsilon, A, \alpha, \delta, C_0, \eta_0, t),
\]

then for some \(C = C(K_0, C_0) > 1\)

\[
\|q(\cdot, s)\|_{L^\infty} \leq C \frac{A^2 \log s}{s}, \quad (A.1)
\]

\[
\left\| \frac{q(\cdot, s)}{1 + |\cdot|^2} \right\|_{L^\infty} \leq C \frac{A^2 \log s}{s^2}, \quad (A.2)
\]

\[
\|(\nabla q)_e(\cdot, s)\|_{L^\infty} \leq \frac{C}{\sqrt{s}}, \quad (A.3)
\]

where \(s = -\log(T - t)\) and \(q\) is defined in (3.8).

**Proof.** By the definition of \(h(t) \in S^+(t_0, t)\), then \(q(s) \in V_{K_0, A}(s)\), and we have

\[
|q_{b}(y, s)| \leq \chi(y, s) \left( \sum_{m=0}^{2} |q_m(s)||h_m(y)| + |q_{-}(y, s)| \right)
\]

\[
\leq C\chi(y, s) \left( \frac{A^2}{s^2} (1 + |y|) + \frac{A^2 \log s}{s^2} (1 + |y|^2) + \frac{A^2 \log s}{s^2} (1 + |y|^3) \right) \quad (A.4)
\]

\[
\leq C \frac{A^2 \log s}{s^2} \left(1 + (2K_0\sqrt{s})^2\right) + C \frac{A^2 \log s}{s^2} \left(1 + (2K_0\sqrt{s})^3\right)
\]

\[
\leq CK_0^2 \frac{A^2 \log s}{s},
\]

which, combined with (4.1) on \(q_e\), proves (A.1). We used \(K_0 \geq 1, A \geq 1\) and \(\alpha \geq 2\).

Meanwhile, we infer from the derivation in (A.4) that for \(s\) large enough,

\[
|q_{b}(y, s)| \leq C\chi(y, s) \frac{A^2 \log s}{s^2} (1 + |y|^3), \quad (A.5)
\]

whereas by (4.1) on \(q_e\)

\[
|q_{e}(y, s)| \leq (1 - \chi(y, s)) \frac{A^3 \log s}{s} \leq C(1 - \chi(y, s)) \frac{A^3 \log s}{s^2} (1 + |y|^3). \quad (A.6)
\]

From above two estimates, (A.2) follows immediately.
For the remaining estimates, first we observe that
\[ |(\nabla (\varphi + q))_c(y, s)| \leq \frac{C(K_0, C_0)}{\sqrt{s}}. \tag{A.7} \]

This estimate is taken from the proof of [MZ97a, Lemma B.1], which uses only the Parts (ii)-(iii) information of the shrinking set (hence remains valid in our setting), together with the exterior part information of \( h(\cdot, t_0; d_0, d_1) \). Note that the modification in Part (iii) of the shrinking set is harmless. Moreover, the constraints
\[
\delta_0 \leq \frac{k(1)}{2} \quad \text{and} \quad \eta_0 \leq \eta_0(\varepsilon_0)
\]
are required in this step. By the following crucial estimate
\[ |(\nabla \varphi)_c(y, s)| \leq \frac{C}{\sqrt{s}} \]
(which holds in fact in \( \mathbb{R}^N \) but this will not be used), (A.3) follows immediately. \( \square \)

**Lemma A.2** (Elementary estimates on \( B(q) \)). For all \( K_0 \geq 1, A \geq 1, \) there exists \( s_7 = s_7(K_0, A) \) such that for all \( s \geq s_7, \) the condition \( q(s) \in \mathcal{V}_{K_0,A}(s) \) implies
\[ |\chi(y, s)B(q)(y, s)| \leq C(K_0)|q|^2 \]
and
\[ |B(q)| \leq C|q|^p, \]
where \( p = \min\{p, 2\} \). In particular, for some \( C = C(K_0) > 1, \)
\[ |B(q)(y, s)| \leq \frac{C(1 + |y|^p)}{s^\frac{p}{2}} \quad \text{and} \quad |B(q)(y, s)| \leq \frac{C}{s}. \tag{A.8} \]

**Proof.** The first part is [MZ97b, Lemma 3.15]. The second part can be found in [DGZ21, (5.18)], where \( s \geq s_7(K_0, A) \) is used to have \( A \)-independent \( C \) in (A.8). \( \square \)

**Lemma A.3** (Elementary estimates on \( T(q) \)). For all \( K_0 \geq 1, A \geq 1 \) and \( \varepsilon_0 > 0, \) there exists \( t_8 = t_8(K_0, A, \varepsilon_0) < T \) and \( \eta_8 = \eta_8(\varepsilon_0) > 0 \) such that for all \( t_0 \in [t_8, T), \)
\( \alpha_0 > 0, C_0 > 0, \delta_0 \leq \frac{k(1)}{2} \) and \( \eta_0 \leq \eta_8, \) we have the following property:

If \( h \) is the solution to (1.1), generated by the initial data \( h(t_0; d_0, d_1) \) defined in (5.1), that further satisfies
\[
\forall \ t \in [t_0, T], \quad h(t) \in S^*(t_0, K_0, \varepsilon_0, A, \alpha_0, \delta_0, C_0, \eta_0, t),
\]
then for some \( C = C(K_0, C_0) > 1 \)
\[ |\chi(y, s)T(q)(s)| \leq C\chi(y, s) \left( \frac{|q|}{s} + \frac{|\nabla q|}{\sqrt{s}} + |\nabla q|^2 \right), \tag{A.9} \]
\[ |(1 - \chi(y, s))T(q)(s)| \leq \frac{C}{s}, \tag{A.10} \]
where \( s = -\log(T - t) \) and \( q \) is defined in (3.8).

In using (A.10), we note the following simple estimate: for \( |y| \geq K_0\sqrt{s}, \)
\[ \frac{1}{s} \leq C(K_0) \frac{|y|^3}{s^\frac{3}{2}} \leq C(K_0) \frac{1 + |y|^3}{s^\frac{3}{2}}. \tag{A.11} \]
Let us compute

\[ F(\theta) = -\frac{\|\nabla(\varphi + \theta q)\|^2}{\varphi + \theta q} + \frac{\|\nabla \varphi\|^2}{\varphi}, \quad \theta \in [0, 1]. \]

Proof. We follow the proof of Lemma B.4 in [MZ97a]. Consider

\[ F'(\theta) = q\frac{\|\nabla(\varphi + \theta q)\|^2}{(\varphi + \theta q)^2} - 2 \frac{\nabla q \cdot \nabla(\varphi + \theta q)}{\varphi + \theta q}. \]

The smallness of \( q \) (which is guaranteed by Lemma A.1) and positivity of \( \varphi \) imply the boundedness of \( (\varphi + \theta q)^{-1} \). From \( F(0) = 0 \) and

\[ F(1) = \int_0^1 F'(\theta)\,d\theta, \]

we have the following rough estimate (where we also use \( |q| \leq 1 \))

\[ |\chi(y, s)T(q)| \leq C \sup_{\theta \in [0, 1]} |\chi(y, s)F'(\theta)| \]

\[ \leq C \chi(y, s) \left( |q||\nabla \varphi|^2 + |\nabla \varphi||\nabla q| + |\nabla q|^2 \right) \]

\[ \leq C \chi(y, s) \left( \frac{|q|}{s} + \frac{|\nabla q|}{\sqrt{s}} + |\nabla q|^2 \right). \]

Moreover, \( C \) in (A.9) depends only on \( K_0 \).

For (A.10), one uses the crucial estimate

\[ \left| (1 - \chi(y, s))\frac{\|\nabla \varphi\|^2}{\varphi}(y, s) \right| \leq C, \frac{s}{s}, \]

and the shrinking set conditions in \( \mathcal{R}_2 \) and \( \mathcal{R}_3 \). This is analogous to the proof of (A.3), and the reader is referred to the proof of [MZ97a, Lemma B.1] for details.

Again, the constraints \( \delta_0 \leq \frac{\kappa(\gamma)}{2} \) and \( \eta_0 \leq \eta(\varepsilon_0) \) are required in this step. \( \square \)

APPENDIX B. ESTIMATES WHICH ARE INDEPENDENT OF THE SHRINKING SET

We need estimates on \( V, \mathbf{R} \) and \( \mathbf{L} \) which are independent of the shrinking set.

**Lemma B.1.** For \( s \geq s_9 \), the potential \( V \) defined via (3.10) satisfies

\[ -p_k^{p-1} \leq V(y, s) \leq \frac{C}{s}, \quad (B.1) \]

\[ |V(y, s)| \leq \frac{C(1 + |y|^2)}{s}, \quad (B.2) \]

\[ \left| V(y, s) + \frac{1}{4s}(|y|^2 - 2N) \right| \leq \frac{C(1 + |y|^4)}{s^2}, \quad (B.3) \]

\[ |\nabla^i V(y, s)| \leq \frac{C}{s^{i+1}}, \quad i = 1, 2. \quad (B.4) \]

**Proof.** See [NZ17, Lemma B.1]. \( \square \)

**Lemma B.2.** For any \( s \geq 1 \), the remainder \( \mathbf{R} \) defined via (3.10) satisfies

\[ \|\mathbf{R}(\cdot, s)\|_{L^\infty} \leq \frac{C}{s}, \quad (B.5) \]

\[ \left| \mathbf{R}(y, s) - \frac{\alpha_0}{s^2} \right| \leq \frac{C(1 + |y|^4)}{s^3}, \quad (B.6) \]
for some $\alpha_0 = \alpha_0(a, p) \in \mathbb{R}$. In particular,

$$|R_0(s)| \leq \frac{C}{s^2}, \quad |R_1(s)| \leq \frac{C}{s^3}, \quad |R_2(s)| \leq \frac{C}{s^4},$$

$$\left| R_b(y, s) - \frac{\alpha_0}{s^2} \right| \leq \frac{C(K_0)(1 + |y|^3)}{s^2}, \quad \text{hence, } \left\| \frac{R_b(\cdot, s)}{1 + |\cdot|^3} \right\|_{L_\infty} \leq \frac{C(K_0)}{s^2},$$

$$\|R_e(\cdot, s)\|_{L_\infty} \leq \frac{C(s)}{s^\frac{3}{2}} \quad \text{hence, } |R_e(y, s)| \leq \frac{C(1 + |y|^3)}{s^\frac{3}{2}}.$$

**Proof.** The first part can be found in Lemma B.5 of [MZ97a] (naturally extended to $N \geq 2$). The second part follows from (B.5) and (B.6), the decomposition (3.23) and the definitions involved in this decomposition (using in particular orthogonality). \qed

**Lemma B.3.** For $f$ given in (1.6), we have

$$\sup_{0 \leq u < \infty} |\tilde{f}(u)| + |\tilde{f}'(u)| \leq C.$$

In particular,

$$|L(q)(s)| \leq \frac{C}{e^{-\frac{s}{\alpha}}}.$$ \hspace{1cm} (B.7)

**Proof.** Note that as $u \to \infty$, by (1.2) we have

$$\tilde{f}(u) = \alpha^{\frac{p}{p-1}} u^{1-p} \tilde{f}(\alpha^{\frac{1}{p-1}} u^{-\frac{1}{p}}) - u^p \to 0.$$

The remaining arguments (using (1.3)) can be found in Lemma B.6 of [MZ97a]. \qed

**Appendix C. Local well-posedness in $H$ of the quenching problem**

We show in this Appendix the local well-posedness in $H$ of (1.1).

(1) Suppose that $\Omega$ is a bounded domain in $\mathbb{R}^N$ and $e^{t\Delta}$ is the heat semigroup associated to the Dirichlet Laplacian $\Delta = \Delta_{\Omega}$ with boundary data $\equiv 1$. Given $0 < h_0 \in H$ with $h_0 \equiv 1$ on $\partial \Omega$, we set

$$\varepsilon_0 = \inf h_0 \quad \text{and} \quad M_0 = \|h_0\|_{W^{1, \infty}(\Omega)}.$$

Consider

$$K_0 = K_0(\Omega) := \left\{ h \in L^{\infty}(\Omega) : \inf h \geq \frac{\varepsilon_0}{2}, \|h\|_{W^{1, \infty}(\Omega)} \leq 2CM_0 \right\},$$

where $C \geq 1$ is the operator norm of the (Dirichlet) heat semigroup $e^{t\Delta}$. First, we claim that there exists $T_0 = T_0(\varepsilon_0, M_0) > 0$ such that

$$\Phi : h \mapsto e^{t\Delta}h_0 - \int_0^t e^{(t-s)\Delta}F(h(s))\,ds$$

is bounded and Lipschitz on $L^{\infty}(0, T_0; K_0)$, with a Lipschitz constant strictly less than 1. To see this, take an arbitrary $T > 0$ and an arbitrary $h \in L^{\infty}(0, T; K_0)$. Since

$$\frac{\varepsilon_0}{2} \leq h(s) \quad \text{and} \quad \|h(s)\|_{W^{1, \infty}(\Omega)} \leq 2CM_0$$

$$\implies \sup_{s \in (0, T)} \|F(h(s))\|_{W^{1, \infty}} \leq M$$

for some $M = M(\varepsilon_0, M_0, p, C)$ where $p$ is given in (1.2), we get

$$\left\| \int_0^t e^{(t-s)\Delta}F(h(s))\,ds \right\|_{W^{1, \infty}} \leq CTM.$$
Meanwhile, we have
\[ \varepsilon_0 \leq e^{t \Delta} h_0 \quad \text{and} \quad \|e^{t \Delta} h_0\|_{W^{1,\infty}} \leq C \|h_0\|_{W^{1,\infty}} = CM_0. \]
Thus
\[ T \leq \frac{1}{CM} \min \left\{ \frac{\varepsilon_0}{2}, M_0 \right\} \implies \phi(h)(t) \in K_0. \]
Now take \( h_1, h_2 \in K_0 \). Since
\[ \|F(h_1(s)) - F(h_2(s))\|_{W^{1,\infty}} \leq \gamma \|h_1(s) - h_2(s)\|_{W^{1,\infty}} \]
for some \( \gamma = \gamma(\varepsilon_0, M_0, \beta, C) \), we have
\[ \|\phi(h_1)(t) - \phi(h_2)(t)\|_{W^{1,\infty}} \leq T \gamma \sup_{s \in (0,t)} \|h_1(s) - h_2(s)\|_{W^{1,\infty}}. \]
Choose \( T_0 \) so that \( CT_0 M \leq \min \left( \frac{\varepsilon_0}{2}, M_0 \right) \) and \( T_0 \gamma \leq \frac{1}{2} \) proves the Lipschitz property.

By the claim just proved, for any \( h_0 \in H \) there exists a unique solution \( h \) with trajectory in \( K_0 \), with maximal existence time denoted by \( T \). Moreover, either \( T = \infty \) (the solution is global), or \( T < \infty \), the solution escapes from \( L^\infty(0,T;K_0) \) in the sense
\[ \lim_{t \to T^-} \|h(t)\|_{W^{1,\infty}} = \infty, \quad \text{or} \quad \lim_{t \to T^-} \|1/h(t)\|_{L^\infty} = \infty. \]
By the arguments above, only the second scenario is allowed, i.e., \( \lim_{t \to T^-} \inf h(t) = 0 \).

(2) Suppose that \( \Omega = \mathbb{R}^N \) and \( x_0 \in \Omega \). Consider
\[ \tilde{h} = h - \psi \quad \text{and} \quad \tilde{h}_0 = h_0 - \psi, \]
where \( \psi = \psi_{x_0} \) is given in Definition 1.6 for \( H = H_{\psi_{x_0}} \). Note that
\[ h_0 \in H \implies \tilde{h}_0 \in W^{1,\infty}(\mathbb{R}^N), \]
\[ h(s) \in H \implies \frac{1}{\tilde{h}(s) + \psi} \in L^\infty(\mathbb{R}^N). \]
Moreover, (1.1) is equivalent to
\[ \frac{\partial \tilde{h}}{\partial t} = \Delta \tilde{h} - F(\tilde{h} + \psi) + \Delta \psi =: \Delta \tilde{h} - \tilde{F}(\tilde{h}). \]
Here \( \Delta \psi \in L^\infty(\mathbb{R}^N) \). We then apply similar arguments as above to the new smooth nonlinear function \( \tilde{F} \) to solve \( \tilde{h} \) locally in \( K_0(\mathbb{R}^N) \). We conclude that the solution \( h = \tilde{h} + \psi \) solved this way is either global, or for some \( T < \infty \), \( \lim_{t \to T^-} \inf h(t) = 0 \).

Combing the two cases, we proved the local well-posedness of (1.1) in \( H \).

Remark C.1. In the first case of bounded domains, the local well-posedness arguments extend to other types of boundary conditions.
References

[AZ21a] Bouthaina Abdelhedi and Hatem Zaag. Construction of a blow-up solution for a perturbed nonlinear heat equation with a gradient and a non-local term. Journal of Differential Equations, 272:1–45, 2021.

[AZ21b] Bouthaina Abdelhedi and Hatem Zaag. Single point blow-up and final profile for a perturbed nonlinear heat equation with a gradient and a non-local term. Discrete & Continuous Dynamical Systems-S, 14(8):2607–2623, 2021.

[Bal77] John M. Ball. Remarks on blow-up and nonexistence theorems for nonlinear evolution equations. The Quarterly Journal of Mathematics, 28(4):473–486, 1977.

[BK88] Marsha Berger and Robert V. Kohn. A rescaling algorithm for the numerical calculation of blowing-up solutions. Communications on Pure and Applied Mathematics, 41(6):841–863, 1988.

[BK94] Jean Bricmont and Antti Kupiainen. Universality in blow-up for nonlinear heat equations. Nonlinearity, 7(2):539, 1994.

[Bre90] Alberto Bressan. On the asymptotic shape of blow-up. Indiana University Mathematics Journal, 39(4):947–960, 1990.

[Bre92] Alberto Bressan. Stable blow-up patterns. Journal of Differential Equations, 98(1):57–75, 1992.

[BSV22] Tristan Buckmaster, Steve Shkoller, and Vlad Vicol. Formation of shocks for 2D isentropic compressible Euler. Communications on Pure and Applied Mathematics, 75(9):2069–2120, 2022.

[CGMN22] Charles Collot, Tej-Eddine Ghoul, Nader Masmoudi, and Van Tien Nguyen. Refined description and stability for singular solutions of the 2D Keller-Segel system. Communications on Pure and Applied Mathematics, 75(7):1419–1516, 2022.

[CHO98] S. J. Chapman, B. J. Hunton, and J. R. Ockendon. Vortices and boundaries. Quarterly of Applied Mathematics, 56(3):507–519, 1998.

[CMR20] Charles Collot, Frank Merle, and Pierre Raphaël. Strongly anisotropic type II blow up at an isolated point. Journal of the American Mathematical Society, 33(2):527–607, 2020.

[CZ13] Raphaël Côte and Hatem Zaag. Construction of a multisoliton blowup solution to the semilinear wave equation in one space dimension. Communications on Pure and Applied Mathematics, 66(10):1541–1581, 2013.

[DGZ21] Giao Ky Duong, Tej-Eddine Ghoul, and Hatem Zaag. Sharp equivalent for the blowup profile to the gradient of a solution to the semilinear heat equation. arXiv preprint arXiv:2109.06937, pages 1–23, 2021.

[DKZ21] Giao Ky Duong, Nikos I. Kavallaris, and Hatem Zaag. Diffusion-induced blowup solutions for the shadow limit model of a singular Gierer-Meinhardt system. Mathematical Models and Methods in Applied Sciences, 31(07):1469–1503, 2021.

[DNZ19a] Giao Ky Duong, Van Tien Nguyen, and Hatem Zaag. Construction of a stable blowup solution with a prescribed behavior for a non-scaling-invariant semilinear heat equation. Tunisian Journal of Mathematics, 1(1):13–45, 2019.

[DNZ19b] Giao Ky Duong, Nejla Nouaili, and Hatem Zaag. Construction of blowup solutions for the complex Ginzburg-Landau equation with critical parameters. Memoirs of the American Mathematical Society, to appear, 2019.

[DNZ22] Giao Ky Duong, Nejla Nouaili, and Hatem Zaag. Refined asymptotic for the blow-up solution of the complex Ginzburg-Landau equation in the subcritical case. Annales de l’Institut Henri Poincaré C, Analyse Non Linéaire, 39(1):41–85, 2022.

[DPMW20] Manuel Del Pino, Monica Musso, and Juncheng Wei. Infinite-time blow-up for the 3-dimensional energy-critical heat equation. Analysis & PDE, 13(1):215–274, 2020.

[DS14] Roland Donninger and Birgit Schörkluber. Stable blow up dynamics for energy super-critical wave equations. Transactions of the American Mathematical Society, 366:2167–2189, 2014.

[Duo19] Giao Ky Duong. A blowup solution of a complex semi-linear heat equation with an irrational power. Journal of Differential Equations, 267(9):4975–5048, 2019.
[DZ19] Giao Ky Duong and Hatem Zaag. Profile of a touch-down solution to a nonlocal MEMS model. Mathematical Models and Methods in Applied Sciences, 29(07):1279–1348, 2019.

[EGM21] Tarek M. Elgindi, Tej-Eddine Ghoul, and Nader Masmoudi. On the stability of self-similar blow-up for $C^{1,\alpha}$ solutions to the incompressible Euler equations on $\mathbb{R}^3$. Cambridge Journal of Mathematics, 9(4):1035–1075, 2021.

[EZ11] Mohammed Abderrahman Ebde and Hatem Zaag. Construction and stability of a blow up solution for a nonlinear heat equation with a gradient term. SeMA Journal, 55(1):5–21, 2011.

[FG93] Stathis Filippas and Jong-Shenq Guo. Quenching profiles for one-dimensional semilinear heat equations. Quarterly of Applied Mathematics, 51(4):713–729, 1993.

[FHQ92] Marek Fila, Josephus Hulshof, and Pavol Quittner. The quenching problem on the N-dimensional ball. In Nonlinear Diffusion Equations and Their Equilibrium States, 3, pages 183–196. Springer, 1992.

[FKMZ00] Clotilde Fermanian Kammerer, Frank Merle, and Hatem Zaag. Stability of the blow-up profile of non-linear heat equations from the dynamical system point of view. Mathematische Annalen, 317(2):347–387, 2000.

[Fuj66] Hiroshi Fujita. On the blowing up of solutions to the Cauchy problem for $u_t = \Delta u + u^{1+\alpha}$. Journal of the Faculty of Science, University of Tokyo, 13:109–124, 1966.

[GK85] Yoshikazu Giga and Robert V. Kohn. Asymptotically self-similar blow-up of semilinear heat equations. Communications on Pure and Applied Mathematics, 38(3):297–319, 1985.

[GK87] Yoshikazu Giga and Robert V. Kohn. Characterizing blowup using similarity variables. Indiana University Mathematics Journal, 36(1):1–40, 1987.

[GK89] Yoshikazu Giga and Robert V. Kohn. Nondegeneracy of blowup for semilinear heat equations. Communications on Pure and Applied Mathematics, 42(6):845–884, 1989.

[GNZ17] Tej-Eddine Ghoul, Van Tien Nguyen, and Hatem Zaag. Blowup solutions for a nonlinear heat equation involving a critical power nonlinear gradient term. Journal of Differential Equations, 263(8):4517–4564, 2017.

[GNZ18a] Tej-Eddine Ghoul, Van Tien Nguyen, and Hatem Zaag. Blowup solutions for a reaction-diffusion system with exponential nonlinearities. Journal of Differential Equations, 264(12):7523–7579, 2018.

[GNZ18b] Tej-Eddine Ghoul, Van Tien Nguyen, and Hatem Zaag. Construction and stability of blowup solutions for a non-variational semilinear parabolic system. Annales de l’Institut Henri Poincaré C, Analyse Non Linéaire, 35(6):1577–1630, 2018.

[Guo91] Jong-Shenq Guo. On the quenching rate estimate. Quarterly of Applied Mathematics, 49(4):747–752, 1991.

[Har20] Junichi Harada. A type II blowup for the six dimensional energy critical heat equation. Annals of PDE, 6(2):1–63, 2020.

[HV92] Miguel A. Herrero and Juan J. L. Velázquez. Flat blow-up in one-dimensional semilinear heat equations. Differential and Integral Equations, 5(5):973–997, 1992.

[HV93] Miguel A. Herrero and Juan J. L. Velázquez. Blow-up behaviour of one-dimensional semilinear parabolic equations. Annales de l’Institut Henri Poincaré C, Analyse Non Linéaire, 10(2):131–189, 1993.

[Kav87] Otared Kavian. Remarks on the large time behaviour of a nonlinear diffusion equation. Annales de l’Institut Henri Poincaré C, Analyse Non Linéaire, 4(5):423–452, 1987.

[KST09] Joachim Krieger, Wilhelm Schlag, and Daniel Tataru. Slow blow-up solutions for the $H^1(\mathbb{R}^3)$ critical focusing semilinear wave equation. Duke Mathematical Journal, 147(1):1–53, 2009.

[Lev73] Howard A. Levine. Some nonexistence and instability theorems for solutions of formally parabolic equations of the form $Pu_4 = -Au + F(u)$. Archive for Rational Mechanics and Analysis, 51(5):371–386, 1973.

[Lev89] Howard A. Levine. Quenching, nonquenching, and beyond quenching for solution of some parabolic equations. Annali di Matematica Pura ed Applicata, 155(1):243–260, 1989.
[Mar05] Yvan Martel. Asymptotic N-soliton-like solutions of the subcritical and critical generalized Korteweg-de Vries equations. *American Journal of Mathematics*, 127(5):1103–1140, 2005.

[MRRS22a] Frank Merle, Pierre Raphaël, Igor Rodnianski, and Jérémie Szeftel. On blow up for the energy super critical defocusing non linear Schrödinger equations. *Inventiones Mathematicae*, 227:247–413, 2022.

[MRRS22b] Frank Merle, Pierre Raphaël, Igor Rodnianski, and Jérémie Szeftel. On the implosion of a three dimensional compressible fluid I & II. *Annals of Mathematics*, 196(2):567–778 & 779–889, 2022.

[MRS20] Frank Merle, Pierre Raphaël, and Jérémie Szeftel. On strongly anisotropic type I blowup. *International Mathematics Research Notices*, 2020(2):541–606, 2020.

[MZ97a] Frank Merle and Hatem Zaag. Reconnection of vortex with the boundary and finite time quenching. *Nonlinearity*, 10(6):1497–1550, 1997.

[MZ97b] Frank Merle and Hatem Zaag. Stability of the blow-up profile for equations of the type $u_t = \Delta u + |u|^{p-1}u$. *Duke Mathematical Journal*, 86(1):143–195, 1997.

[MZ08] Nader Masmoudi and Hatem Zaag. Blow-up profile for the complex Ginzburg-Landau equation. *Journal of Functional Analysis*, 255(7):1613–1666, 2008.

[NZ15] Nejla Nouaili and Hatem Zaag. Profile for a simultaneously blowing up solution to a complex valued semilinear heat equation. *Communications in Partial Differential Equations*, 40(7):1197–1217, 2015.

[NZ16] Van Tien Nguyen and Hatem Zaag. Construction of a stable blow-up solution for a class of strongly perturbed semilinear heat equations. *Annali della Scuola Normale Superiore di Pisa, Classe di Scienze*, 16(4):1275–1314, 2016.

[NZ17] Van Tien Nguyen and Hatem Zaag. Finite degrees of freedom for the refined blow-up profile of the semilinear heat equation. *Annales Scientifiques de l’École Normale Supérieure*, 50(5):1241–1282, 2017.

[NZ18] Nejla Nouaili and Hatem Zaag. Construction of a blow-up solution for the complex Ginzburg-Landau equation in a critical case. *Archive for Rational Mechanics and Analysis*, 228(3):995–1058, 2018.

[RS14] Pierre Raphaël and Rémi Schweyer. On the stability of critical chemotactic aggregation. *Mathematische Annalen*, 359(1):267–377, 2014.

[TZ19] Slim Tayachi and Hatem Zaag. Existence of a stable blow-up profile for the nonlinear heat equation with a critical power nonlinear gradient term. *Transactions of the American Mathematical Society*, 371(8):5899–5972, 2019.

[Zaa98] Hatem Zaag. Blow-up results for vector-valued nonlinear heat equations with no gradient structure. *Annales de l’Institut Henri Poincaré C, Analyse Non Linéaire*, 15(5):581–622, 1998.

Université Sorbonne Paris Nord, Institut Galilée, LAGA, CNRS (UMR 7539), F-93430 Villetaneuse, France

School of Mathematical Sciences, Nanjing Normal University, Nanjing 210023, People’s Republic of China

E-mail: Yi.Huang.Analysis@gmail.com
Homepage: https://orcid.org/0000-0002-1297-7674

Université Sorbonne Paris Nord, Institut Galilée, LAGA, CNRS (UMR 7539), F-93430 Villetaneuse, France

E-mail: Hatem.Zaag@univ-paris13.fr
Homepage: https://www.math.univ-paris13.fr/~zaag/