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Abstract

We show that for any non-real algebraic number $q$ such that $|q - 1| > 1$ or $\Re(q) > \frac{3}{2}$ it is $\#P$-hard to compute a multiplicative (resp. additive) approximation to the absolute value (resp. argument) of the chromatic polynomial evaluated at $q$ on planar graphs. This implies $\#P$-hardness for all non-real algebraic $q$ on the family of all graphs. We moreover prove several hardness results for $q$ such that $|q - 1| \leq 1$.

Our hardness results are obtained by showing that a polynomial time algorithm for approximately computing the chromatic polynomial of a planar graph at non-real algebraic $q$ (satisfying some properties) leads to a polynomial time algorithm for exactly computing it, which is known to be hard by a result of Vertigan. Many of our results extend in fact to the more general partition function of the random cluster model, a well known reparametrization of the Tutte polynomial.
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1 Introduction

The study of (approximately) computing the chromatic polynomial, or in fact the more general Tutte polynomial was initiated by Jaeger, Vertigan and Welsh over thirty years ago. Among other things they proved that evaluating the chromatic polynomial of a graph at any algebraic number $q$ exactly is $\#P$-hard except for $q = 0, 1, 2$. This was extended by Vertigan who showed that the same is true when restricted to planar...
graphs. The next step was taken by Goldberg and Jerrum [14] who proved that it is NP-hard to approximate the chromatic polynomial at real values \( q > 2 \) (as part of a much larger result concerning inapproximability of the Tutte polynomial). As far as we know the complexity of approximating the chromatic polynomial at real numbers is open. See [15] for hardness result for evaluations of the Tutte polynomial on planar graphs ‘close’ to the chromatic polynomial.

Partly motivated by applications to quantum computing, Goldberg and Guo [13] proved the first inapproximability results for certain non-real evaluations of the Tutte polynomial, showing \#P-hardness of approximating and not just NP-hardness. These results were recently extended by Galanis, Goldberg and Herrera [11] to a much larger family of evaluations and planar graphs.

So far, as far as we know, no inapproximability results were known for the chromatic polynomial at non-real values of \( q \). For several graph polynomials, such as the independence polynomial and the partition function of the Ising model, recent developments in the study of approximate counting has indicated that approximating evaluations of these polynomials is computationally hard in the vicinity of the zeros of these polynomials [27, 3, 4, 6, 28, 5, 10]. Motivated by this connection and Sokal’s famous result [31] saying that the zeros of of the chromatic polynomial are dense in the complex plane, one might be tempted to conjecture that approximating the chromatic polynomial at non-real numbers should be hard. Our main result indeed confirms this.

### 1.1 Main results

Before we state our main result we first formally state the computational problems we are interested in and give the definition of the chromatic polynomial.

We denote the chromatic polynomial of a graph \( G = (V, E) \) by \( Z(G; q) \); it is defined as

\[
Z(G; q) := \sum_{A \subseteq E} (-1)^{|A|} q^{k(A)},
\]

where \( k(A) \) denotes the number of components of the graph \((V, A)\). For a positive integer \( q \), \( Z(G; q) \) equal the number of proper \( q \)-colorings of \( G \).

We will consider two types of approximation problems one for the norm of \( Z(G; q) \) and one for its argument, for each algebraic number \( q \) separately. For a nonzero complex number \( \xi \) we will consider the argument \( \arg(\xi) \) as an element of \( \mathbb{R}/(2\pi\mathbb{Z}) \). For \( \bar{\eta} \in \mathbb{R}/(2\pi\mathbb{Z}) \) we denote \( |\bar{\eta}| := \min_{a' \in \mathbb{Z}} |a'|. \)

Let \( \xi \) be a complex number and \( \eta > 0 \). We call a number \( r \in \mathbb{Q} \) an \( \eta \)-abs-approximation of \( \xi \) if \( \xi \neq 0 \) implies \( e^{-\eta} \leq r/|\xi| \leq e^{\eta} \). We call a number \( r \in \mathbb{Q} \) an \( \eta \)-arg-approximation of \( \xi \) if \( \xi \neq 0 \) implies that \( |r - \arg(\xi)| \leq \eta \). Note that in both cases an approximation of 0 could be anything. Consider for an algebraic number \( q \) the following computational problems. In Subsection 2.3 below we will indicate how we will represent algebraic numbers. Throughout graphs may have multiple edges between any pair of vertices and loops, unless stated otherwise.

**Name:** \( q \)-Planar-Abs-Chromatic

**Input:** A planar graph \( G \).

**Output:** An 0.25-abs-approximation of \( Z(G; q) \).
We define the problems $q$-Abs-Chromatic, $q$-Arg-Chromatic in the same way except that the input for both problems may now be any graph. We note that these problems do not change in complexity when restricting to simple graphs, since the chromatic polynomial of a graph with a loop is constantly equal to 0 and the chromatic polynomial of a graph with no loops is equal to the chromatic polynomial of its underlying simple graph.

Our main result is the following:

**Theorem 1.** For each non-real algebraic number $q \in \mathbb{C}$ such that $|1 - q| > 1$ or $\Re(q) > 3/2$, the problems $q$-PLANAR-Abs-Chromatic and $q$-PLANAR-Arg-Chromatic are $\#P$-hard.

Note that by planar duality, this result also applies to the flow polynomial.

As an immediate consequence of Theorem 1, we obtain hardness for approximately computing the chromatic polynomial on the entire complex plane except the real line for the family of all graphs:

**Corollary 2.** For each non-real algebraic number $q \in \mathbb{C}$, the problems $q$-Abs-Chromatic and $q$-Arg-Chromatic are $\#P$-hard.

**Proof.** This follows the same argument as Sokal’s density result [31]. We reduce the problems to their planar counterpart. Given a planar graph $G$. Clearly, we may assume that $|q - 1| \leq 1$. Create a new graph $\hat{G}$ by adding three new vertices pairwise connected by an edge and connect each of these three vertices to all original vertices of $G$. It is well known and easy to see that $Z(\hat{G}; q) = q(q - 1)(q - 2)Z(G; q - 3)$. Denote $q' = q - 3$ and note that $|q' - 1| = |(q - 1) - 3| > 1$. So a polynomial time algorithm that solves the problems $q$-Abs-Chromatic and $q$-Arg-Chromatic can be used to solve $q'$-PLANAR-Abs-Chromatic and $q'$-PLANAR-Arg-Chromatic in polynomial time. Since the latter two problems are $\#P$-hard by Theorem 1, the same holds for the former two.

While the main focus of this paper is on the chromatic polynomial, we also derive results for the more general partition function of the random cluster model

$$Z(G; q, y) := \sum_{A \subseteq E} (y - 1)^{|A|} q^{k(A)},$$

and the associated problems of approximating the value for fixed $q, y$ on input of a planar graph $G$. In Theorem 12 we find a sufficient condition such that these problems are $\#P$-hard, and in Corollary 13 we record some explicit ranges for $q, y$ where the problems are $\#P$-hard, which includes the result of Theorem 1. Figure 1 shows a region of $q$-values for which we could verify the condition in Theorem 12 with a computer.

As is well known, $Z(G; q, y)$ is essentially equal to the Tutte polynomial $T(G; x, y)$ for $q = (x - 1)(y - 1)$. See e.g. [32, 8] for background. Thereby Theorem 12 immediately gives us several inapproximability results for the Tutte polynomial on planar graphs. However, the cases $x = 1$ or $y = 1$, corresponding to $q = 0$, are not covered by our approach. (The case $x = 1$ corresponds to the all terminal reliability polynomial.) We comment on how our approach could be used to show to hardness of approximation for these cases in Section 6.
1.2 Proof outline

We sketch a proof outline here (only for the chromatic polynomial), leaving most of the technical details and definitions to later sections. Our proof goes along similar lines as other inapproximability results for non-real parameters obtained recently [13, 3, 5, 11, 10], but it also differs from these at certain steps. For example, in the previous works just mentioned the problem of approximate evaluation is reduced from exact evaluation of the polynomial/partition function at different parameters (often real) causing extra work to be done. One of our novel contributions is that we reduce exact evaluation at \( q \) (which by [36] is \#P-hard) to approximate evaluation at the same parameter, yielding a very clean reduction. Our approach for this is quite robust and could be applied to other partition functions/graph polynomials. We say a bit more about this below. First we describe our approach.

The goal is to show that for a given algebraic number \( q \), assuming the existence of a polynomial time algorithm for \( q \)-PLANAR-ABS-CHROMATIC or \( q \)-PLANAR-ARG-CHROMATIC, we can design a polynomial time algorithm to compute the evaluation of the chromatic polynomial at \( q \) exactly. This is essentially done in two steps.

The first step is to replace an edge \( e \) of a given graph \( G \) by another graph \( H \) (with two marked vertices) also called a gadget. The chromatic polynomial of the resulting graph \( G' \) is then, up to some easily computable factor (if the graph \( H \) is series-parallel for example), given by

\[
Z(G; q) + y_H Z(G/e; q),
\]

where is \( y_H \) the effective edge interaction of \( H \) (to be defined in the next section). If one
can determine the value $y^*$ such that $Z(G; q) + y^*Z(G/e; q) = 0$, then this means that one can determine the ratio $r = \frac{Z(G; q)}{Z(G/e; q)}$, assuming $Z(G/e; q) \neq 0$. A potential problem is when both $Z(G/e; q)$ and $Z(G \setminus e; q)$ are equal to zero. Below we indicate how to overcome this difficulty.

In case $q$ is real the value of $y^*$ can be approximated very accurately by means of a binary search procedure due to [16]. Then, using that $y^*$ is an algebraic number of polynomial size, this implies one can in fact determine $y^*$ exactly in polynomial time. The binary search is done by applying the assumed polynomial time algorithm that approximately computes the absolute value or argument of $Z(G'; q)$ and using the output of this algorithm for various values of $y$ to steer the binary search. We extend and simplify this binary search strategy to a procedure we call ‘box shrinking’, see Theorem 6 below, so that it applies to non-real $q$. Moreover, we modify it in way so that it allows us to determine if $Z(G/e; q)$ is equal to 0 or not, provided not both $Z(G/e; q)$ and $Z(G \setminus e, q)$ are zero. Having this extra information allows us then to compute $Z(G; q)$ exactly, writing it as a telescoping product. See Theorem 5 below for the details.

The box shrinking procedure requires us to be able to generate graphs $H$ such that their effective edge interactions approximate any given $y_0 \in \mathbb{Q}[i]$ with very high precision fast. This brings us to the second step. As in [11], we use series-parallel graphs to achieve this. The approach to do this is partly based on [3] and inspired by [7, 2]. See Theorem 8 below for the precise statement of what we obtain.

The novel parts of our approach, the box shrinking procedure (Theorem 6) and Theorem 5 are quite robust and can for example be applied to the independence polynomial. Doing so, one reduces the problem of exactly evaluating the independence polynomial at some non-real fugacity parameter, which is \#P-hard by [20], to approximately evaluating it. This would shorten and simplify the reduction used in [3], where a reduction from evaluating the polynomial at 1 is used.

**Organization** In the next section we collect some definitions and results around series-parallel graphs and some notions regarding the representation of algebraic numbers. Then in Section 3 we state our two main technical contributions and combine these to give a proof of Theorem 1. Sections 4 and 5 contain our proofs of these two contributions. Finally in Section 6 we conclude with some questions and problems left open by our work.

## 2 Preliminaries

In this section we set up some notation and introduce some basic notions that we will use.

### 2.1 Series-parallel graphs

As mentioned in the introduction we will be using series-parallel graphs as gadgets. We introduce these here closely following [2] and thereby Royle and Sokal [29] in their use of notation.

Let $G_1$ and $G_2$ be two graphs with designated start- and endpoints $s_1, t_1$, and $s_2, t_2$ respectively, referred to as **two-terminal graphs**. The **parallel composition** of $G_1$ and $G_2$ is the graph $G_1 \parallel G_2$ with designated start- and endpoints $s, t$ obtained from the disjoint
union of $G_1$ and $G_2$ by identifying $s_1$ and $s_2$ into a single vertex $s$ and by identifying $t_1$ and $t_2$ into a single vertex $t$. The *series composition* of $G_1$ and $G_2$ is the graph $G_1 \bowtie G_2$ with designated start- and endpoints $s,t$ obtained from the disjoint union of $G_1$ and $G_2$ by identifying $t_1$ and $s_2$ into a single vertex and by renaming $s_1$ to $s$ and $t_2$ to $t$. Note that the order matters here. A two-terminal graph $G$ is called *series-parallel* if it can be obtained from a single edge using series and parallel compositions. Note that series-parallel graphs are automatically connected.

From now on we will implicitly assume the presence of the start- and endpoints when referring to a two-terminal graph $G$. We denote by $\mathcal{G}_{\text{SP}}$ the collection of all series-parallel graphs.

### 2.2 Effective edge interactions

An important ingredient in our proof will be the notion of *effective edge interaction*. It requires a few preliminary definitions to define it. We extend these definitions from [2] to the partition function of the random cluster model.

Recall that for a positive integer $q$, any $y \in \mathbb{C}$ and a graph $G = (V,E)$ we have

$$Z(G; q, y) = \sum_{\phi : V \to \{1, \ldots, q\}} \prod_{uv \in E} (1 + (y - 1)\delta_{\phi(u),\phi(v)}),$$

where $\delta_{i,j}$ denotes the Kronecker delta. For a positive integer $q$ and a two-terminal graph $G$, we can thus write,

$$Z(G; q, y) = Z^{\text{same}}(G; q, y) + Z^{\text{dif}}(G; q, y), \quad (1)$$

where $Z^{\text{same}}(G; q, y)$ collects those contributions where $s,t$ receive the same color and where $Z^{\text{dif}}(G; q, y)$ collects those contribution where $s,t$ receive different colors. Since $Z^{\text{same}}(G; q, y)$ is equal to $Z(G'; q, y)$ where $G'$ is obtained from $G$ by identifying the vertices $s$ and $t$, both these terms are polynomials in $q$ and $y$. Therefore (1) also holds for any $y \in \mathbb{C}$.

For fixed $y \in \mathbb{C}$ the *effective edge interaction* is defined as

$$y_G(q, y) := (q - 1)\frac{Z^{\text{same}}(G; q, y)}{Z^{\text{dif}}(G; q, y)}, \quad (2)$$

which we view as a rational function in $q$. (It might be slightly confusing that both the function and one of its inputs are called $y$. This is because $y_G$ will play a role similar as $y$.) We note that in case $G$ contains an edge between $s$ and $t$, the rational function $q \mapsto y_G(q, 0)$ is constantly equal to 0. If $q, y$ are clear from the context we may occasionally just write $y_G$ for the effective edge interaction.

For any $q \neq 0$ define the following Möbius transformation

$$f_q(z) := 1 + \frac{q}{z - 1}$$

and note that $f_q$ is an involution. For a two-terminal graph $G$ with effective edge interaction $y_G$, we call $f_q(y_G)$ a *virtual interaction*.

The next lemmas are Lemma 1 and 3 from [2] and capture the behavior of the effective edge interactions under series and parallel compositions. Even though it was only stated for the chromatic polynomial in [2], its proof automatically extends to the more general setting of the partition function of the random cluster model.
Lemma 3 ([2]). Let $G_1$ and $G_2$ be two two-terminal graphs and let $q, y \in \mathbb{C}$. Then we have the following identities:

- $Z^\text{same}(G_1 \parallel G_2; q, y) = \frac{1}{q} \cdot Z^\text{same}(G_1; q, y) \cdot Z^\text{same}(G_2; q, y),$  
- $Z^\text{dif}(G_1 \parallel G_2; q, y) = \frac{1}{q(q-1)} \cdot Z^\text{dif}(G_1; q, y) \cdot Z^\text{dif}(G_2; q, y),$  
- $Z(G_1 \bowtie G_2; q, y) = \frac{1}{q} \cdot Z(G_1; q, y) \cdot Z(G_2; q, y),$  
- $Z^\text{same}(G_1 \bowtie G_2; q, y) = Z(G_1 \parallel G_2; q, y)$  
+ $\frac{1}{q(q-1)} \cdot Z^\text{dif}(G_1; q, y) \cdot Z^\text{dif}(G_2; q, y),$  
- $Z^\text{dif}(G_1 \bowtie G_2; q, y) = \frac{1}{q} \cdot Z^\text{same}(G_1; q, y) \cdot Z^\text{dif}(G_2; q, y)$  
+ $\frac{1}{q} \cdot Z^\text{dif}(G_1; q, y) \cdot Z^\text{same}(G_2; q, y)$  
+ $\frac{q-2}{q(q-1)} \cdot Z^\text{dif}(G_1; q, y) \cdot Z^\text{dif}(G_2; q, y).$

Lemma 4 ([2]). Let $G_1, G_2$ be two two-terminal graphs and let $y \in \mathbb{C}$. Then the following identities hold as rational functions:

\[ y_{G_1 || G_2} = y_{G_1} \cdot y_{G_2}; \]
\[ f_q(y_{G_1 \bowtie G_2}) = f_q(y_{G_1}) \cdot f_q(y_{G_2}). \]

Moreover, for any fixed $q_0, y_0 \in \mathbb{C}$, if \{\(y_{G_1}(q_0, y_0), y_{G_2}(q_0, y_0)\)\} \(\neq \{0, \infty\}\), then

\[ y_{G_1 || G_2}(q_0, y_0) = y_{G_1}(q_0, y_0) \cdot y_{G_2}(q_0, y_0), \]

and if \{\(y_{G_1}(q_0, y_0), y_{G_2}(q_0, y_0)\)\} \(\neq \{1, 1 - q_0\}\) and \(q_0 \neq 0\), then

\[ f_{q_0}(y_{G_1 \bowtie G_2}(q_0, y_0)) = f_{q_0}(y_{G_1}(q_0, y_0)) \cdot f_{q_0}(y_{G_2}(q_0, y_0)). \]

2.3 Representing algebraic numbers

We discuss here how we deal with the representation of algebraic numbers.

An algebraic number $a$ is by definition a complex number that is the zero of some polynomial with integer coefficients. The minimal polynomial of $a$ is the unique polynomial $p \in \mathbb{Z}[x]$ of smallest degree such that $p(a) = 0$, whose coefficients have no common prime factors, and whose leading coefficient is positive when $a \neq 0$. Following [10, 11] we represent an algebraic number $a$ by its minimal polynomial together with an open rectangle in the complex plane (defined by two rational intervals parallel to the real and imaginary axis respectively) such that $a$ is the only zero of the polynomial in that rectangle. There is some ambiguity here, as many rectangles will do the job. However one can check whether two representations represent the same number, by checking if the polynomials are equal and checking if the two rectangles intersect and by counting the number of zeros in the intersection (using for example the algorithm of Wilf [38]) When referring to an algebraic number we thus implicitly assume we have its minimal polynomial and a rectangle as above. The size of an algebraic number will thus be the number of bits needed to represent the minimal polynomial and the rectangle.

It is described in [33] how to execute all basic operations, i.e., addition, subtraction, multiplication and inversion in terms of this representation. Combining a result from Mahler [23], lower bounding the distance between roots of a polynomial, a result on using
resultants to find polynomials with a prescribed zero \(22\), the famous factoring algorithm of Lenstra, Lenstra and Lovász \(21\), a result of Mignotte \(24\) bounding the coefficients of factors of polynomials, and an algorithm of Wilf \(38\) finding the number of zeros of a polynomial in a rectangle, it can be seen that these operations can be executed in polynomial time in the representation sizes. It follows that we can compare and compute absolute values of algebraic numbers and test whether two algebraic numbers are equal in polynomial time in their representation size.

3 Proof of the main results

In this section we state our main technical contributions, which we will prove in the subsequent sections. These results allow us to prove our main results at the end of this section. Let us first define the more general computational problems \((q, y)\)-\textsc{planar-abs-rc} and \((q, y)\)-\textsc{planar-arg-rc}, which on input of a planar graph \(G\) ask for an 0.25-abs-approximation resp. an 0.25-arg-approximation to \(Z(G; q, y)\). The problems \(q\)-\textsc{planar-abs-chromatic} and \(q\)-\textsc{planar-arg-chromatic} are the particular cases \((q, 0)\)-\textsc{planar-abs-rc} and \((q, 0)\)-\textsc{planar-arg-rc}.

3.1 Telescoping

For a graph \(G\) and an edge \(e\) of \(G\) we denote by \(G \setminus e\) the graph obtained from \(e\) by removing the edge \(e\) and by \(G/e\) the graph obtained from \(G\) by contracting the edge \(e\). Recall that we allow multiple edges between two vertices and loops. We note here that the family of planar graphs is closed under deletion and contraction of edges. We recall the well known deletion contraction recurrence for a graph \(G\) and an edge \(e\) of \(G\) (contrary to the Tutte polynomial, this recurrence also holds when \(e\) is a bridge or a loop):

\[
Z(G; q, y) = Z(G \setminus e; q, y) + (y - 1)Z(G/e; q, y). \tag{3}
\]

If one can determine for any graph \(G\) and an edge \(e \in E(G)\) one of the ratios \(Z(G; q, y) / Z(G/e; q, y)\), or \(Z(G/e; q, y) / Z(G; q, y)\) exactly, then one can compute \(Z(G; q, y)\) exactly by writing it as a telescoping product. A potential catch is that both \(Z(G; q, y)\) and \(Z(G/e; q, y)\) (and hence \(Z(G \setminus e; q, y)\) by (3)) could equal zero. Under suitable assumptions, our next result is able to deal with this issue. In what follows we denote for a graph \(H\) by \(\text{size}(H)\) the sum of the number of vertices of \(H\) and the number of edges of \(H\).

**Theorem 5.** Let \(q, y\) be fixed algebraic numbers, with \(q \neq 0\). Suppose that we have access to an algorithm that on input of a planar graph \(G\) and an edge \(e \in E(G)\) outputs an algebraic number \(r\) and a number \(b \in \{0, 1\}\) in polynomial time in \(\text{size}(G)\) such that

- If \(Z(G/e; q, y) \neq 0\), then \(b = 1\) and \(r = \frac{Z(G; q, y)}{Z(G/e; q, y)}\);
- if \(Z(G/e; q, y) = 0\) and \(Z(G \setminus e; q, y) \neq 0\), then \(b = 0\) and \(r = 1\);
- if both \(Z(G/e; q, y)\) and \(Z(G \setminus e; q, y)\) are zero, then the algorithm may output any algebraic number \(r\) and bit \(b\).

Then there is an algorithm to compute \(Z(G; q, y)\) in polynomial time in \(\text{size}(G)\).

**Proof.** We construct a sequence of planar graphs \(G_0, G_1, \ldots, G_m\), where \(G_m\) is a graph with no edges, as follows. We let \(G_0 = G\). Now for \(i \geq 0\), we apply the assumed algorithm to the graph \(G_i\) and an edge \(e_i\) of \(G_i\). Assume the algorithm outputs the pair \((r_i, b_i)\). If
We have $b_i = 1$ we set $G_{i+1} = G_i/e_i$ and if $b_i = 0$ we set $G_{i+1} = G_i \setminus e_i$. Let $n$ denote the number of vertices of $G_m$. The output of our algorithm will be the number $q^n \prod_{i=0}^{m-1} r_i$. Since $m$ is at most the number of edges of $G$ and since $\text{size}(G_i) \leq \text{size}(G_0)$ for each $i$, this clearly takes polynomial time in $\text{size}(G)$ to compute.

What remains to show is that

$$Z(G; q, y) = q^n \prod_{i=0}^{m-1} r_i. \quad (4)$$

To prove (4), let us first assume that $Z(G_0; q, y) = 0$. Then we do not know whether or not we can trust the output of the algorithm, as possibly both $Z(G/e_0; q, y)$ and $Z(G \setminus e_0; q, y)$ could be zero. However, there is a smallest index $i$ such that $Z(G_i; q, y) \neq 0$ (since $Z(G_m; q, y) = q^n \neq 0$). In this case we know that $Z(G_{i-1}; q, y) = 0$ and hence $b_{i-1} = 1, G_i = G_{i-1}/e_i$ and thus $r_{i-1} = 0$ as well. Therefore (4) holds in this case.

Let us next assume that $Z(G_0; q, y) \neq 0$. In that case one of the two values $Z(G/e_0; q, y)$, $Z(G \setminus e_0; q, y)$ must be non-zero. So in this case it holds that $Z(G_1; q, y) \neq 0$ and by induction it follows that for all $i$, $Z(G_i, q, y) \neq 0$ and thus $r_i \neq 0$ for all $i$. Next observe that

$$r_i = \frac{Z(G_i; q, y)}{Z(G_{i+1}; q, y)}.$$

Indeed, if $b_i = 1$, then this follows by construction and if $b_i = 0$ we have $Z(G_{i+1}; q, y) = Z(G_i \setminus e_i; q, y) = Z(G_i; q, y)$ by (3) since $Z(G_i/e_i; q, y) = 0$. Therefore,

$$\frac{Z(G; q, y)}{q^n} = \frac{Z(G_0; q, y)}{Z(G_1; q, y)} \cdot \frac{Z(G_1; q, y)}{Z(G_2; q, y)} \cdots \frac{Z(G_{m-1}; q, y)}{Z(G_m; q, y)} = \prod_{i=0}^{m-1} r_i.$$

This finishes the proof. \hfill \Box

This result and its proof are fairly general and do not really rely on specific properties of the partition function of the random cluster model, but could equally well be applied to other polynomials and partition functions that satisfy some recurrence relation such as the independence polynomial for example.

### 3.2 Implementing gadgets

In the previous subsection we indicated that if one can test whether $Z(G/e; q, y)$ is zero or not and compute the ratios $\frac{Z(G_0; q, y)}{Z(G; q, y)}$ exactly this gives rise to an algorithm to exactly compute $Z(G; q, y)$.

The idea from [16] for real valued parameters is to use approximations to $\hat{y}Z(G/e; q, y) + Z(G; q, y)$ to steer a binary search procedure to obtain a very precise approximation to the value $y^*$ which satisfies $y^*Z(G/e; q, y) + Z(G; q, y) = 0$, or in other words the ratio $\frac{Z(G_0; q, y)}{Z(G; q, y)}$. The following result describes the outcome of our box shrinking procedure, which extends this binary search procedure to complex parameters and moreover simplifies it. (It may be helpful to think of $A = Z(G/e; q, y)$ and $B = Z(G; q, y)$ in the statement of the theorem below.)

For $r > 0$ and $m \in \mathbb{C}$ we denote $B(m, r) = \{z \in \mathbb{C} \mid |z - m| < r\}$ and $B_{\infty}(m, r) = \{z \in \mathbb{C} \mid |\Re(z - m)| < r, |\Im(z - m)| < r\}$. Note that we can view $B_{\infty}$ as an open ball of radius $r$ centered at $m$ in the $\ell^{\infty}$-metric on $\mathbb{R}^2 = \mathbb{C}$. 
Theorem 6. Let $A, B$ complex numbers and let $C > 0$ be a rational number such that $|A|$ and $|B|$ are both at most $C$, and both are either $0$ or at least $1/C$. Assume one of the following:

- there exists a poly(size($y_0, \varepsilon$))-time algorithm to compute on input of $y_0 \in \mathbb{Q}[i]$ and a rational number $\varepsilon > 0$ an $0.25$-abs-approximation of $A\hat{y} + B$ for some algebraic number $\hat{y} \in B(y_0, \varepsilon)$, or,

- there exists a poly(size($y_0, \varepsilon$))-time algorithm to compute on input of $y_0 \in \mathbb{Q}[i]$ and a rational number $\varepsilon > 0$ an $0.25$-arg-approximation of $A\hat{y} + B$ for some algebraic number $\hat{y} \in B(y_0, \varepsilon)$.

Then there exists an algorithm that on input of a rational $\delta > 0$ and $C > 0$ as above that outputs "$A = 0$" when $A = 0$ and $B \neq 0$, and that outputs "$A \neq 0$" and a number $\overline{y} \in \mathbb{Q}[i]$ such that $-B/A \in B_\infty(\overline{y}, \delta/2)$ when $A \neq 0$. When $A = B = 0$ it is allowed to output anything. The running time is poly(size($C, \delta$)).

We will prove Theorem 6 in Section 5. To utilize it we must be able to generate for any given value $y_0$ a number $\hat{y}$ that approximates $y_0$ with arbitrary precision in a way that we can approximate the norm or argument of $\hat{y}Z(G/e; q, y) + Z(G; q, y)$ efficiently. The idea, going back to Goldberg and Guo [13], is to use certain series-parallel gadgets for this task.

For fixed values of $q, y$, we call a series-parallel graph $H$ a series-parallel gadget for $(q, y)$ if $Z_{\text{dif}}(H; q, y) \neq 0$. Let $G$ be a graph with a designated edge $e = \{u, v\}$, and let $H$ be a series-parallel gadget for $(q, y)$. Then we construct the graph $G'$ obtained from $G$ and $H$ by removing the edge $e$ from $G$ and identifying the start vertex of $H$ with $u$ and the terminal vertex with $v$. Note that by flipping $u$ and $v$ this may result in a different graph. We call any such graph an implementation of $H$ in $G$ on $e$. See Figure 2 for an illustration.

![Figure 2: Implementation of $H$ in $G$ on the edge $\{u, v\}$.](image)

The next result says that with access to an algorithm that efficiently solves any of the problems $(q, y)$-PLANAR-ARG-RC or $(q, y)$-PLANAR-Abs-RC, we can efficiently approximate $\hat{y}Z(G/e; q, y) + Z(G; q, y)$ for any value $\hat{y} + y$ that is the effective edge interaction of a series-parallel gadget.

Lemma 7. Let $(q, y) \in \mathbb{C}^2$ be algebraic numbers, such that $q \notin \{0, 1\}$. Assume there exists a poly(size($G$))-time algorithm to find an $0.25$-abs-approximation (resp. $0.25$-arg-approximation) of $Z(G; q, y)$ for planar graphs $G$. Then there exists a poly(size($G, H$))-time algorithm to find an $0.25$-abs-approximation (resp. $0.25$-arg-approximation) of $(y_H(q, y) -$
In this case, we have the relations 
\[ \text{y})Z(G/e;q,y) + Z(G;q,y) \text{ on input of any planar graph } G, \text{ edge } e \text{ of } G, \text{ series-parallel gadget } H \text{ and the number } Z^\text{dif}(H;q,y). \]

**Proof.** We will see \( G \) as a two-terminal graph, with the endpoints of \( e \) being the terminals. In this case, we have the relations 
\[ Z^\text{dif}(G \setminus e;q,y) = Z^\text{dif}(G;q,y) = Z(G;q,y) - Z^\text{same}(G;q,y) = Z(G;q,y) - yZ(G/e;q,y). \]

Let \( G' \) denote an implementation of \( H \) in \( G \) on \( e \) and observe that \( G' \) is planar. We compute using Lemma 3,

\[
Z(G';q,y) = \frac{1}{q}Z^\text{same}(G \setminus e;q,y)Z^\text{same}(H;q,y) + \frac{1}{q(q-1)}Z^\text{dif}(G \setminus e;q,y)Z^\text{dif}(H;q,y)
\]

\[ = \frac{Z^\text{dif}(H;q,y)}{q(q-1)} ( (q-1)\frac{Z^\text{same}(H;q,y)}{Z^\text{aut}(H;q,y)} Z(G/e;q,y) + Z(G;q,y) - yZ(G/e;q,y) )
\]

\[ = \frac{Z^\text{dif}(H;q,y)}{q(q-1)} ((yH(q,y) - y)Z(G/e;q,y) + Z(G;q,y)).
\]

As \( H \) is a gadget we know that \( Z^\text{dif}(H;q,y) \neq 0 \), and we have its exact value as input of the algorithm. 

We then use the assumed algorithm to compute an 0.25-abs-approximation of \( Z(G';q,y) \). Multiplying the output by \( \frac{q(q-1)}{Z^\text{dif}(H;q,y)} \) produces an 0.25-abs-approximation of \( (yH(q,y) - y)Z(G/e;q,y) + Z(G;q,y) \). Because size\((G') = size(G) + size(H) - 3 \) this will be done in \( \text{poly(size}(G,H)) \)-time, as desired.

Similarly, if we use the assumed algorithm to compute an 0.25-arg-approximation of \( Z(G';q,y) \) and add \( \text{arg} \left( \frac{q(q-1)}{Z^\text{aut}(H;q,y)} \right) \) to the output, we obtain an 0.25-arg-approximation of \( (yH(q,y) - y)Z(G/e;q,y) + Z(G;q,y) \) in \( \text{poly(size}(G,H)) \)-time.

In order to obtain a desired algorithm for Theorem 6 using Lemma 7 we need to be able to quickly approximate any desired value \( y_0 \) with effective edge interactions of gadgets. This final ingredient is Theorem 8 which will be proved in Section 4.

To do this precisely, we slightly limit ourselves to a smaller family of series-parallel graphs. Define \( H^*_y \) to be the family of all series-parallel graphs \( H \) that satisfy \( Z^\text{dif}(H;q,y) \neq 0 \) and \( yH(q,y) \notin \{1, \infty\} \).

**Theorem 8.** Let \( (q,y) \in \mathbb{C}^2 \setminus \mathbb{R}^2 \) be algebraic numbers such that \( q \notin \{0,1\} \). Assume there exists \( G \in H^*_y \) for which \( yG(q,y) \) or \( f_q(yG(q,y)) \) is finite and has absolute value strictly bigger than 1. There exists an algorithm that for every \( y_0 \in \mathbb{Q}[i] \) and rational \( \varepsilon > 0 \) outputs a series-parallel graph \( H \in H^*_y \) such that \( yH(q,y) \in B(y_0,\varepsilon) \), and outputs the number \( Z^\text{dif}(H;q,y) \). Both the running time of the algorithm and the size of the graph are \( \text{poly(size}(\varepsilon,y_0)) \).

### 3.3 Proof of Theorem 1

In this section we combine all ingredients mentioned above to provide a proof of Theorem 1.

To utilize these ingredients, we need to introduce some concepts regarding algebraic numbers. We closely follow [11] in doing so.

We will introduce these concepts for polynomials with integer coefficients, and then automatically obtain definitions for algebraic numbers by applying the definition to their minimal polynomial. In particular, we can talk about the degree \( d(\alpha) \) of an algebraic number \( \alpha \). We further define several variants of the height of a polynomial \( p \in \mathbb{Z}[x] \):
the usual height $H(p)$ is the largest absolute value among the coefficients, and the length
$L(p)$ is the sum of the absolute value of the coefficients (similarly we define these notions
for multi-variable polynomials). If we let $d$ be the degree of $p$, let $a_d$ be the leading
coefficient of $p$ and let $\alpha_i$ be the roots of $p$, we define the Mahler measure $M(p) :=
|a_d| \prod_{i=1}^{d} \max(1, |\alpha_i|)$ and finally the absolute logarithmic height $h(p) := \frac{1}{d} \log(M(p))$.

From the definitions we can deduce for any algebraic number $\alpha$ that $d(1/\alpha) = d(\alpha)$,
h(1/\alpha) = h(\alpha), and for every rational function $f \in \mathbb{Q}(x)$ that $d(f(\alpha)) \leq d(\alpha)$. The next
lemma records some more intricate results about these heights, and gives some bounds
for algebraic numbers of bounded height. Note in particular that item (b) yields the
special case $h(\alpha_1\alpha_2) \leq h(\alpha_1) + h(\alpha_2)$ for any algebraic numbers $\alpha_1, \alpha_2$.

**Lemma 9.** (a) For any non-zero algebraic number $\alpha$ we have $-d(\alpha)h(\alpha) \leq \log(|\alpha|) \leq
d(\alpha)h(\alpha)$.

(b) Let $p \in \mathbb{Z}[x_1, \ldots, x_t]$ be a polynomial, $\alpha_1, \ldots, \alpha_t$ algebraic numbers, and define the
algebraic number $\beta = p(\alpha_1, \ldots, \alpha_t)$. Write $d_i(p)$ for the degree of $p$ as polynomial
in $x_i$, then $h(\beta) \leq \log(L(p)) + \sum_{i=1}^{d} d_i(p)h(\alpha_i)$.

(c) For any polynomial $p \in \mathbb{Z}[x]$ we have

$$
\frac{1}{d(p)} \log(H(p)) - \log(2) \leq h(p).
$$

**Proof.** All parts can be found in [37]: parts (a) and (b) are respectively in Section 3.5.1
and Lemma 3.7; part (c) is in Lemma 3.11 for the special case that $p$ is irreducible, but
the proof works for any polynomial $p$. □

**Corollary 10.** Let $q, y$ be algebraic numbers and let $G$ be a graph with $n$ vertices and $m$ edges. Write $d, h_q, h_y$ for respectively $d(q) \cdot d(y), h(q), h(y)$.

(a) If $Z(G; q, y) \neq 0$, then $\left| \log(|Z(G; q, y)|) \right| \leq (nh_q + mh_y + 2m \log(2)) d$.

(b) Let $e$ be an edge of $G$ and assume that $Z(G/e; q, y) \neq 0$. Then

$$
\log(H \left( \frac{Z(G; q, y)}{Z(G/e; q, y)} \right)) \leq (2nh_q + 2mh_y + 4m \log(2)) d.
$$

**Proof.** Let $G = (V, E)$ be our graph, recall that $Z(G; q, y) = \sum_{A \subseteq E} q^{k(A)}(y-1)^{|A|}$. From
this we see that $Z(G; q, y)$ is a polynomial of degree $n$ in $q$ and degree $m$ in $y-1$. In the
variables $q$ and $y-1$, we also see that the sum of the absolute value of the coefficients
is $2^m$. Note that part (b) of the previous lemma gives $h(y-1) \leq h(y) + \log(2)$, and
applying it again to $Z$ gives $h(Z(G; q, y)) \leq m \log(2) + nh_q + m(h_y + \log(2))$. Further
d(Z(G; q, y)) \leq d. Then by part (a) when $Z(G; q, y) \neq 0$, we see that $\left| \log(|Z(G; q, y)|) \right| \leq
(nh_q + mh_y + 2m \log(2)) d$, proving part (a).

For part (b) we first look at the absolute logarithmic height of the ratio. We have

$$
h \left( \frac{Z(G; q, y)}{Z(G/e; q, y)} \right) \leq h(Z(G; q)) + h(Z(G/e; q)) \leq (2n-1)h_q + (2m-1)h_y + (4m-2) \log(2).
$$

Again the ratio has degree at most $d$, so part (c) of the previous lemma gives

$$
\log(H \left( \frac{Z(G; q, y)}{Z(G/e; q, y)} \right)) \leq \left( h \left( \frac{Z(G; q, y)}{Z(G/e; q, y)} \right) + \log(2) \right) d \leq (2nh_q + 2mh_y + 4m \log(2)) d.
$$

□
The following result follows from a slight modification of a result of Kannan, Lenstra and Lovász [19].

**Proposition 11.** Let $d, H \in \mathbb{N}_{\geq 2}$ and $\alpha \in \mathbb{Q}[i]$. There exists an algorithm that on input $d, H$ and $\alpha$ outputs a polynomial $p$ such that if there exists an algebraic number $\alpha$ of degree at most $d$, height at most $H$ such that $\log(|\alpha - \alpha|) \leq -(d^2 + 5d + 2d \log(H))$, then $p$ is the minimal polynomial of $\alpha$. The running time is bounded by $\text{poly}(d, \log(H), \text{size}(\alpha))$.

**Proof.** We first describe the algorithm and then prove its correctness.

We first assume $|\alpha| \leq 1$. We will apply Algorithm 1.16 from [19]. If the algorithm terminates within $d$ steps and outputs a polynomial $p$, we output $p$. If after $d$ steps the algorithm does not return anything we output 0. If $|\alpha| \geq 1$ we replace $\alpha$ by $1/\alpha$ and we refer to the proof [19, Theorem 1.19] how to modify the output of Algorithm 1.16 in this case.

To prove correctness, we may assume $|\alpha| \leq 1$ and we may further assume there exist an algebraic number $\alpha$ of degree at most $d$ and height at most $H$ such that

\[ |\alpha - \alpha| \leq e^{-(d^2+5d)} \cdot H^{-2d}. \] (5)

Otherwise there is nothing to prove.

We next note that as $d \geq 2$ we have

\[ d^2 + 5d \geq \log(48d(d+1)^{(3d+4)/2}2d^2/2), \]

therefore there exists a non-negative integer $s \geq 2$ such that

\[ \frac{1}{12d}e^{d^2+5d} \cdot H^{2d} \geq 2^s \geq 2(d+1)^{(3d+4)/2}d^2/2 \cdot H^{2d}. \] (6)

If $|\alpha| \leq 1$ the conclusion follows immediately from the correctness of [19, Algorithm 1.16]. Unfortunately we do not have this information, but we will argue that even in the case $|\alpha| > 1$ the algorithm is still correct. We will show that by assuming that a bound of $1 + 1/(2d)$ on $|\alpha|$ is sufficient. By (5) and (6) this bound is clearly satisfied and it implies that for any $k = 1, \ldots, d$, $|\alpha|^k \leq 2$. With this bound on $|\alpha|$ [19, Proposition 1.6] remains true if we multiply the right-hand side by $1/2$. By our slightly stronger lower bound on $s$ we see that also the conclusion of [19, Lemma 1.9] is valid for this bound on $|\alpha|$. Finally as in [19, Explanation 1.17] the conditions of [19, Theorem 1.15] are still met for this bound on $|\alpha|$. Therefore the output of [19, Algorithm 1.16] is indeed the minimal polynomial of $\alpha$, as desired.

The running time bound follows from (the proof of) Theorem 1.19 from [19] where we note that [19] in fact does not require the input of the number $\alpha$, but only a certain number of bits of it and therefore the size of $\alpha$ does not appear in the running time of the statement of the theorem. To avoid dealing with how to feed $\alpha$ to the algorithm we just allow the algorithm to ‘read’ it completely.

Now we are ready to prove the following result, from which we will derive Theorem [1] after giving the proof.

**Theorem 12.** Let $(q, y) \in \mathbb{C}^2 \setminus \mathbb{R}^2$ be algebraic numbers, such that $q \notin \{0, 1, 2\}$. Assume there exists $G \in H_{q,y}$ for which $y_G(q, y)$ or $f_q(y_G(q, y))$ is finite and has absolute value strictly bigger than 1. Then the problems $(q, y)$-PLANAR-ABS-RC and $(q, y)$-PLANAR-ARG-RC are $\#P$-hard.
Proof. We will assume there exists a polynomial-time algorithm for either the problem \((q, y)\)-\textsc{Planar-Abs-RC} or \((q, y)\)-\textsc{Planar-Arg-RC}, and then we will find a \(\text{poly(size}(G))\)-time algorithm to compute \(Z(G; q, y)\) exactly for planar graphs \(G\). Since the latter problem is \#P-hard by \cite{36}, apart from several exceptional values, this implies that \((q, y)\)-\textsc{Planar-Abs-RC} and \((q, y)\)-\textsc{Planar-Arg-RC} are \#P-hard as well. The exceptional values are \(y = 1, q = 0, 1, 2, (q, y) = (3, e^{\frac{\pi i}{3}})\) and \(q, y = (4, -1)\). We explicitly excluded most of them in the statement, while for \(y = 1\) the family \(\mathcal{H}_{q,y}\) is empty, and for \((q, y) = (3, e^{\frac{\pi i}{3}})\) we can show that \(yc(q, y)\) is contained in \(\{e^{\frac{2\pi i}{3}}, e^{-\frac{2\pi i}{3}}\}\) for any \(G \in \mathcal{H}_{q,y}\) (see the proof of Corollary \ref{13} below).

The proof essentially consists of linking together Theorem \ref{8}, Lemma \ref{1}, Theorem \ref{6}, Corollary \ref{10}, Proposition \ref{11} and Theorem \ref{5} roughly in that same order.

To keep track of the running times of all the separate algorithms we describe and analyze the resulting algorithm in one go and prove its correctness afterwards.

The assumption in the theorem means that we can apply Theorem \ref{8} to find a gadget \(F\) with effective edge interaction \(yF\) close to \(y_0 + y\) for any \(y_0\) (note that \(\text{size}(y_0 + y) = O(\text{size}(y_0))\)). We use \(F\) and \(Z_{\text{diff}}(F; q, y)\) in Lemma \ref{7} to approximate \((yF-y)Z(G/e; q, y) + Z(G; q, y)\). Combined we obtain an algorithm that on input of \(y_0 \in \mathbb{Q}[i]\), rational \(\epsilon > 0\), planar graph \(G\) and an edge \(e\), will compute an 0.25-abs-approximation (resp. 0.25-arg-approximation) to \(\hat{y}Z(G/e; q, y) + Z(G; q, y)\) for some algebraic number \(\hat{y} \in B(y_0, \epsilon)\), in \(\text{poly(size}(G, y_0, \epsilon))\)-time.

As in Corollary \ref{10}, we write \(h_q, h_y\) for the absolute logarithmic height of \(q\) and \(y\), and \(d = d(q)d(y)\). We now want to apply Theorem \ref{6} with \(A = Z(G/e; q, y)\) and \(B = Z(G; q, y)\). To do so we must find an common upper bound for them. Note that by Corollary \ref{10} we have that \(|\log(|A|)|\) and \(|\log(|B|)|\) are both bounded by \((nh_q + mh_y + 2m \log(2))d\), where \(n\) resp. \(m\) denote the number of vertices resp. edges of \(G\). Now taking \(C\) such that \(\log(C) = (nh_q + mh_y + 2m \log(2))d\) we satisfy the assumption of Theorem \ref{6}. We thus have that \(C = O(\text{size}(G))\) (since \(q, y\) and hence \(h_q, h_y, d\) are considered to be constant).

Take \(H\) such that \(\log(H) = 2(nh_q + mh_y + 2m \log(2))d\). We now apply the algorithm from Theorem \ref{6} with \(\log(\delta^{-1}) = (d^2 + 5d) + 2d \log(H)\) and as output we get either the statement that \(“A = 0”\), or \(“A \neq 0”\) and a number \(\overline{\gamma}\) such that \(Z(G; q, y)Z(G/e; q, y) \in B_\infty(-\overline{\gamma}, \delta/2)\). The running time is bounded by \(\text{poly(size}(C, \delta)) = \text{poly(size}(G))\) (using that \(h_q, h_y, d\) are constants).

We now turn this algorithm into an algorithm as required in Theorem \ref{5}. In case we get \(“A = 0”\), we output the pair \((0, 1)\). In case we get \(“A \neq 0”\), we run the algorithm of Proposition \ref{11} on input of \(d, H\) and \(-\overline{\gamma}\) and let \(p\) be the output of this algorithm. We output the pair \((1, (p, B_\infty(-\overline{\gamma}, \delta/2)))\). The running time is \(\text{poly(size}(G))\), using that \(h_q, h_y, d\) are constants and the size of \(\overline{\gamma}\) is \(\text{poly(size}(G))\). This implies that the overall running time is \(\text{poly(size}(G))\), as desired.

We next turn to proving correctness of our algorithm. What remains is to show that the algorithm as required in Theorem \ref{5} is correct. If both \(Z(G/e; q, y)\) and \(Z(G \setminus e; q, y)\) are 0, there is nothing to prove. So let us first assume that \(Z(G/e; q, y) = 0\) and \(Z(G \setminus e; q, y) \neq 0\). Then by correctness of Theorem \ref{6} we know that our algorithm gives the desired output, namely the pair \((0, 1)\). Similarly, if \(Z(G/e; q, y) \neq 0\), then by Corollary \ref{10}(b) we know that \(y^* = -Z(G; q, y)/Z(G/e; q, y)\) is an algebraic number of degree at most \(d\) and height at most \(H\) and by correctness of Theorem \ref{6} it is contained in \(B_\infty(\overline{\gamma}, \delta/2)\). Therefore, by our choice of \(\delta\), Proposition \ref{11} implies that \(p\) is indeed the minimal polynomial of \(-y^*\) in this case. By a result of Mahler \cite{23}, the absolute value of
the logarithm of the distance between any two distinct zeros of \( p \) is upper bounded by 
\[- \log(\sqrt{3}) + \frac{d+2}{2} \log(d) + (d-1) \log((d+1)H) \leq \frac{3}{2}d \log(d+1) + d \log(H) \leq \log(\delta^{-1}).\]
Therefore the rational rectangle \( B_\infty(-\bar{y}, \delta/2) \) together with \( p \) is a representation of the algebraic number \(-y^*\), and so the output of our algorithm is as desired.

This finishes the proof. \( \square \)

In the following corollary, we indicate some regions of \( q, y \)-parameters for which Theorem 12 applies. Part (a) includes the (complex-valued) ferromagnetic Potts model. Theorem 1 is included in part (b). Note that part (b) also contains Theorem 1.5 in [11], our methods merely give a different proof. Note however that part (b) is not tight, as Figure 1 shows a larger region of \( q \)-values where both problems are \#P-hard.

**Corollary 13.** Let \((q, y) \in \mathbb{C}^2 \setminus \mathbb{R}^2\) be algebraic numbers, such that \( q \not\in \{0, 1, 2\} \). In both of the following cases, the problems \((q, y)\)-PLANAR-ABS-RC and \((q, y)\)-PLANAR-ARG-RC are \#P-hard:

(a) \(|y| > 1; \)

(b) \(|1 - q| > 1\) or \(\Re(q) > 3/2\), except when \(y = 1\) or \((q, y) = (3, e^{\pm \frac{2\pi i}{3}})\).

**Proof.** For part (a), we simply have to note that \( K_2 \in \mathcal{H}_{q,y}^* \) and \( yK_2(q, y) = y \), so the graph \( K_2 \) satisfies the requirement of Theorem 12.

For part (b), the assumption yields that either \( f_q(0) = 1 - q \) or \( f_q(f_q(0)) = \frac{q-1}{q-2} \) will have absolute value strictly bigger than 1. This means that if we find a \( y_G \) or a \( f_q(y_G) \) close to these values, we can apply Theorem 12.

In what follows we implicitly use Lemma 4 and Proposition 14 to see that certain numbers are the virtual or effective edge interaction of some series-parallel graph in \( \mathcal{H}_{q,y}^* \).

We assume \( y \neq 1 \), which ensures that the family \( \mathcal{H}_{q,y}^* \) is non-empty. If there now exists a graph \( G \) in this family with \(|y_G| > 1\), we are done. However, if \(|y_G| < 1\), its powers converge to 0. This means that for \( N \) large enough, one of \( f_q(y_G^N) \) and \( f_q(f_q(y_G^N)^2) \) will have absolute value strictly bigger than 1, and both are the (virtual) interaction of a series-parallel graph in \( \mathcal{H}_{q,y}^* \).

So we are left with the case that \(|y_G| = 1\) for all \( G \in \mathcal{H}_{q,y}^* \).

Applying the same argument to \( f_q(y_G) \), we may even assume that \(|f_q(y_G)| = 1\) for all \( G \in \mathcal{H}_{q,y}^* \).

Geometrically, the equations \(|z| = 1\) and \(|f_q(z)| = 1\) give a circle and a line in the complex plane, so there can be at most two common solutions \( z \). This means that the sets \( \{y_G(q, y) \mid G \in \mathcal{H}_{q,y}^* \} \) and \( \{f_q(y_G(q, y)) \mid G \in \mathcal{H}_{q,y}^* \} \) both contain at most two elements. But from Lemma 4 and Proposition 14 below it follows that both sets are closed under taking products, as long as the product is not 1. Therefore the only options for both sets are \(\{-1\}\) and \(\{e^{\frac{2\pi i}{3}}, e^{-\frac{2\pi i}{3}}\}\), corresponding to \((q, y) \in \{(4, -1), (3, e^{\frac{2\pi i}{3}}), (3, e^{-\frac{2\pi i}{3}})\}\). All these options are excluded, so we conclude that this special case cannot occur. \( \square \)

### 4 Constructing series-parallel gadgets

In this section we will prove Theorem 8.
4.1 A family of potential gadgets

We start by exhibiting a family of series-parallel graphs that can serve as gadgets.

Let $(q, y) \in \mathbb{C}^2$ and recall that we denote by $\mathcal{H}_{q,y}^s$, the family of all series-parallel graphs $H$ that satisfy $Z_{\text{dif}}^s(H; q, y) \neq 0$ and $y_H(q, y) \notin \{1, \infty\}$. Note that if $y = 1$, the family $\mathcal{H}_{q,y}^s$ is always empty; while for $y \neq 1$ and $q \notin \{0, 1\}$, the edge $K_2$ is contained in $\mathcal{H}_{q,y}^s$. The next result says that this family is more or less closed under taking parallel and series composition.

**Proposition 14.** Let $(q, y) \in \mathbb{C}^2$ such that $q \notin \{0, 1\}$, and let $H_1, H_2 \in \mathcal{H}_{q,y}^s$.

- If $y_{H_1 || H_2}(q, y) \notin \{1, \infty\}$, then $H_1 || H_2 \in \mathcal{H}_{q,y}^s$.
- If $y_{H_1 \triangleright H_2}(q, y) \notin \{1, \infty\}$, then $H_1 \triangleright H_2 \in \mathcal{H}_{q,y}^s$.

**Proof.** Write $H = H_1 || H_2$. Lemma 3 yields

$$Z_{\text{dif}}^s(H; q, y) = \frac{1}{q(q-1)} \cdot Z_{\text{dif}}^s(H_1; q, y) \cdot Z_{\text{dif}}^s(H_2; q, y).$$

If $Z_{\text{dif}}^s(H; q, y) = 0$, then $Z_{\text{dif}}^s(H_i; q, y) = 0$ for some $i \in \{1, 2\}$, which is a contradiction. So we conclude that $Z_{\text{dif}}^s(H; q, y) \neq 0$, and hence that $H \in \mathcal{H}_{q,y}^s$.

The proof for $H = H_1 \triangleright H_2$ is similar, we first recall from Lemma 3

$$Z(H; q, y) = \frac{1}{q} \cdot Z(H_1; q, y) \cdot Z(H_2; q, y),$$

$$Z_{\text{same}}(H; q, y) = \frac{1}{q} \cdot Z_{\text{same}}(H_1; q, y) \cdot Z_{\text{same}}(H_2; q, y) + \frac{1}{q(q-1)} \cdot Z_{\text{dif}}^s(H_1; q, y) \cdot Z_{\text{dif}}^s(H_2; q, y).$$

Suppose again that $Z_{\text{dif}}^s(H; q, y) = 0$. This implies that $Z_{\text{same}}(H; q, y) = 0$, since $y_H \neq \infty$. Therefore $Z(H; q, y) = 0$, and it follows without loss of generality that $Z(H_2; q, y) = 0$. So $Z_{\text{same}}(H_2; q, y) = -Z_{\text{dif}}^s(H_2; q, y)$, and they are non-zero by assumption. Plugging this into the second equation, together with $Z_{\text{same}}(H; q, y) = 0$, yields $(q-1)Z_{\text{same}}(H_1; q, y) = Z_{\text{dif}}^s(H_1; q, y)$. We also assumed that $Z_{\text{dif}}^s(H_1; q, y) \neq 0$, leading to $y_{H_1}(q, y) = 1$, which is a contradiction. Therefore we can again conclude that $H \in \mathcal{H}_{q,y}^s$. \qed

4.2 Values of $q, y$ with dense set of interactions

In this subsection we determine for which values of $q, y$ the effective edge interactions of members of $\mathcal{H}_{q,y}^s$ are dense in the complex plane. The next subsection deals with making this algorithmic yielding a proof of Theorem 8.

The following lemma will turn out to be useful to get density results. We say that a set $S \subseteq \mathbb{C}$ is $\varepsilon$-dense if for every $z \in \mathbb{C}$ there exists a $z' \in S$ such that $|z - z'| < \varepsilon$.

**Lemma 15.** Let $\varepsilon > 0$ and let $a, b, c \in B(0, \varepsilon)$ such that the convex cone spanned by $a, b, c$ is $\mathbb{C}$. Then the set $a\mathbb{N} + b\mathbb{N} + c\mathbb{N}$ is $\varepsilon$-dense in $\mathbb{C}$.

**Proof.** For any $z \in \mathbb{C}$ we can write $z = ra + sb + tc$ with $r, s, t \geq 0$. We can even assume that one of $r, s, t$ is zero, say $t = 0$. Now we round $r, s$ to the nearest integers $R, S$. Then $Ra + Sb \in a\mathbb{N} + b\mathbb{N}$ and

$$|Ra + Sb - z| \leq |R - r||a| + |S - s||b| < \frac{1}{2}\varepsilon + \frac{1}{2}\varepsilon = \varepsilon. \tag*{\qed}$$

Recall the definition $f_q(z) = 1 + \frac{q}{z+q}$. Also when $G$ is a two-terminal graph, we call $f_q(y_G(q, y))$ its virtual interaction.
Proposition 16. Let \((q, y) \in \mathbb{C}^3 \setminus \mathbb{R}^2\), such that \(q \notin \{0, 1\}\). Assume there exists a series-parallel graph \(G \in \mathcal{H}^*_q,y\) such that \(y_G(y, q)\) or \(f_q(y_G(y, q))\) is finite and has absolute value strictly bigger than 1, then the set \(\{y_H(q, y) \mid H \in \mathcal{H}^*_q,y\}\) is dense in \(\mathbb{C}\).

Proof. We start by showing that we may assume that \(|y_G(q, q)| > 1\) and \(f_q(y_G)\) is not real for some \(G \in \mathcal{H}^*_q,y\). In what follows we implicitly use Lemma \(\text{[4]}\) and Proposition \(\text{[4]}\) to conclude that certain numbers are the virtual or effective edge interaction of some series-parallel graph in \(\mathcal{H}^*_q,y\).

First assume that \(|y_G| > 1\) and \(y_G\) is real. Let \(\xi_n = y_G^n\) for \(n \in \mathbb{N}\). If \(y \notin \mathbb{R}\), then \(y_G\xi_n\) is non-real and it is converges to infinity as \(n \to \infty\). If \(y \in \mathbb{R}\), then \(y \notin \mathbb{R}\) and \(f_q(y_G^n) = 1 + \frac{y - 1}{2y + q - 2}\) is also non-real (note that \(y \neq 1\) because \(\mathcal{H}^*_q,y\) is non-empty). This means that \(f_q(y_G^n)\xi_n\) is non-real and converges to infinity as \(n \to \infty\). In either case we find a non-real term in the sequence with absolute value bigger than 1, which is the effective edge interaction of a graph in \(\mathcal{H}^*_q,y\). The precise graphs is a parallel composition of sufficiently many copies of \(G\), together with either one edge or one path of length 2.

For the second case, assume that \(|y_G| > 1\) and \(y_G\) is not real. Then powers of \(y_G\) converge to \(\infty\) and moreover the arguments (modulo \(2\pi\)) of these powers take on at least 3 values. If the number of these values is unbounded, it is clear that for some \(n\), \(f_q(y_G^n)\) is non-real and \(|f_q(y_G^n)| > 1\). Otherwise, if these values take on precisely \(3\) values, \(\{y_G^n\} = \{1 + \frac{q}{y - 1}, 1 + \frac{q}{(y - 1)(y + 1)}\}\). Then \(\tau \cdot \xi^n\) is not real, converges to infinity, and all are virtual interactions of graphs in \(\mathcal{H}^*_q,y\) corresponding to series composition of copies of \(G\) with either an edge or a digon (two parallel edges). Therefore we will find one of absolute value bigger than 1, as desired.

Let \(\tau\) be a non-real element of \(\{f_q(y), f_q(y^2)\} = \{1 + \frac{q}{y - 1}, 1 + \frac{q}{(y - 1)(y + 1)}\}\). Then \(\tau \cdot \xi^n\) is not real, converges to infinity, and all are virtual interactions of graphs in \(\mathcal{H}^*_q,y\) corresponding to series composition of copies of \(G\) with either an edge or a digon (two parallel edges). Therefore we will find one of absolute value bigger than 1, as desired.

From now on we thus assume that we have \(G \in \mathcal{H}^*_q,y\) such that \(f_q(y_G)\) is not real and \(|f_q(y_G)| > 1\). Consider next the Möbius transformation

\[
g(z) := f_q(f_q(z)f_q(y_G)) = \frac{q - 1 + zy_G}{q - 2 + z + y_G}.
\]

(7)

Note that \(z = 1\) is a fixed point of \(g\) and that \(g'(1) = 1/f_q(y_G)\). So by assumption \(|g'(1)| < 1\).

Now consider the sequence defined by \(y_1 = y_G\) and \(y_{i+1} = g(y_i)\), which converges to 1. The only reason that this could not be true is if \(y_G\) would be equal to the other (repelling) fixed point of \(g\). The other fixed point of \(g\) is given by \(1 - q\). Now \(y_G \neq 1 - q\) since \(f_q(1 - q) = 0\), while \(|f_q(y_G)| > 1\).

We next claim that taking finite products of terms in this sequence, produces a dense subset of \(\mathbb{C}\). Indeed, note that

\[
\frac{\log(y_{i+1})}{\log(y_i)} = \frac{\log(g(y_i)) - \log(g(1))}{\log(y_i) - \log(1)} \to g'(1) = 1/f_q(y_G)
\]

as \(i \to \infty\). Since the number \(1/f_q(y_G)\) is non-real, at some point the difference between the arguments of the \(\log(y_i)\) lie in a small interval around \(\arg(1/f_q(y_G))\), which is nonzero.
mod π. In particular, this means that for any \( k \) the argument of the sequence \((\log(y_i))_{i \geq k}\) cannot be contained in a half plane. Then for every \( \varepsilon > 0 \), we can find three terms in the sequence that satisfy the requirements of Lemma 15. This lemma then implies that products of the values \( y_i \) are dense in \( \mathbb{C} \). These products correspond exactly to parallel compositions of series connections of \( G \) by Lemma 4. By omitting any effective edge interactions equal to 1 possibly obtained by taking products of the \( y_i \) we still obtain density and since the corresponding 2-terminal graphs are contained in \( \mathcal{H}_{q,y}^* \), this finishes the proof.

\[ \square \]

### 4.3 Implementing a dense set fast

In the previous subsection we saw for which values of \( q, y \) we can obtain density. We will show here how to exploit this algorithmically, by proving Theorem 8.

First we record the following lemma from [10], which in fact is essentially Lemma 2.8 adapted to algebraic numbers.

**Lemma 17.** Let \( m \in \mathbb{Q}[i] \) and \( r > 0 \) rational. Further suppose that we have Möbius transformations with algebraic coefficients \( \Phi_i : \hat{\mathbb{C}} \to \hat{\mathbb{C}} \) for \( i \in [t] \), satisfying the following with \( U = B(m, r) \):

1. for each \( i \in [t] \), \( \Phi_i \) is contracting on \( U \);
2. \( U \subseteq \bigcup_{i=1}^{t} \Phi_i(U) \).

There is an algorithm which, on input of algebraic numbers \( x_0, x_1 \in U \) (respectively the target and starting point) and rational \( \varepsilon > 0 \), outputs in \( \text{poly}(\text{size}(x_0, x_1, \varepsilon)) \)-time an algebraic number \( \hat{x} \in B(x_0, \varepsilon) \) and a sequence \( i_1, \ldots, i_k \in [t] \) such that

\[
\hat{x} = \Phi_{i_k}(\cdots \Phi_{i_1}(x_1) \cdots), \quad k = O(\log(\varepsilon^{-1})),
\]

and \( \Phi_{i_j}(\cdots \Phi_{i_1}(x_1) \cdots) \in U \) for all \( j = 1, \ldots, k \).

Technically the last requirement in the lemma is not stated as such in [10] nor [3], but it follows immediately from the proof.

To describe the algorithm for Theorem 8 we first precompute some data which only depends on \( q, y \) (and not on \( y_0 \) or \( \varepsilon \)), so this counts as constant time. In the precomputation step, we find the following:

- a rational number \( r > 0 \) so that \( U := B(1, r) \) is an open around 1;
- maps \( \Phi_i \) as in the above lemma.

By the proof of Proposition 16 we may assume that \( f_q(y_G(q, y)) \) is non-real and has absolute value more than 1 for some \( G \in \mathcal{H}_{q,y}^* \).

Recall the definition of the Möbius transformation \( g \) in (7) and recall from the proof of Proposition 16 that \( g(1) = 1 \) and \( |g'(1)| < 1 \). We can therefore choose an \( \alpha \) such that \( |g'(1)| < \alpha < 1 \). Then take \( U \) to be a ball \( B(1, r) \) contained in the open set

\[
\{ u \in \mathbb{C} \mid \alpha < |u| < 1/\alpha, \ |g'(u)| < \alpha \}.
\]

This ensures that for any \( u \in U \), the map \( z \mapsto g(z)u \) is a contraction on \( U \).

Restricting to effective edge interactions \( y_H(q, y) \) contained in \( U \) for \( H \in \mathcal{H}_{q,y}^* \), we see that by Proposition 16 the open sets \( g(U)y_U \) cover the compact set \( \overline{U} \). By the proof of Proposition 16 we can select a finite set \( \{ y_i \mid i \in I \} \) in finite time such that \( \bigcup_{i \in I} g(U)y_i \) already covers \( \overline{U} \). Now the \( \Phi_i \) are defined to be the maps \( z \mapsto g(z)y_i \). Let us fix for each
i ∈ I a series-parallel graph $H_i ∈ \mathcal{H}^*_q$, whose effective edge interaction is equal to $y_i$. Using Lemma 3 we also compute $Z^{same}(H_i; q, y)$ and $Z^{diff}(H_i; q, y)$.

We now give a proof of Theorem 8.

Proof of Theorem 8. We first consider the case where $y_0 /∈ U$. We take as starting point $y_1 = 1$ in $U$ and run the algorithm of Lemma 17. This yields in poly(size($y_0, ε$)) a sequence $i_1, . . . , i_k$ with $y = \Phi_{i_k}(· · · \Phi_{i_1}(i_1) · · ·) ∈ B(y_0, ε)$. (Recall that $k = O(\log(ε^{-1}))$. We may assume that $\Phi_{i_j}(· · · \Phi_{i_1}(y_1) · · ·) \neq 1$ for all $j = 1, . . . , k$. Otherwise we replace the sequence by $i_{j+1}, . . . , i_k$ with $j$ the largest index for which $\Phi_{i_j}(· · · \Phi_{i_1}(y_1) · · ·) = 1$.

From the sequence $i_1, . . . , i_k$ we can determine a sequence of series-parallel graphs $G_1, . . . , G_k$. The sequence starts with $G_1 = H_{i_1}$, which has effective edge interaction $\Phi_{i_1}(1) = y_i$. Recall that every map $\Phi_{i}$ is of the form $z → y_i g(z)$, which by Lemma 4 corresponds to a series composition with $G$, and a parallel composition with a graph in $\{H_i | i ∈ I\}$. So we let $G_j = (G_{j−1} ∞ G) ∥ H_{i_j}$, then $H := G_k$ has effective edge interaction $\hat{y}$. Since $G$ and $H$ only depend on $q, y$ they have constant size, and therefore the size of $H$ is $O(\log(ε^{-1}))$.

Using Lemma 3 we inductively compute $Z^{same}$ and $Z^{diff}$ of $G_j$ in poly($k$)-time, so we can output $Z^{diff}(H; q, y)$ along with $H$.

By construction $\hat{y} ∈ B(y_0, ε)$, so to prove correctness of the algorithm in this case it suffices to show that $H$ is indeed a gadget, that is, $Z^{diff}(H; q, y) \neq 0$. To do so we will inductively show that $G_j ∈ \mathcal{H}^*_q$ using Proposition 14 and thereby in particular that $Z^{diff}(G_j; q, y) \neq 0$. Note that $G_1 = H_{i_1} ∈ \mathcal{H}^*_q$ by assumption. Continuing inductively, if $G_{j−1} ∈ \mathcal{H}^*_q$, then the series composition of $G_{j−1}$ with $G$ is in $\mathcal{H}^*_q$ since its effective edge interaction is not equal to 1 as $g(z) = 1$ if and only if $z = 1$. Its effective edge interaction is contained in $U$ and therefore not equal to $∞$. Next taking the parallel composition with $H_{i_j}$ results in the series-parallel graph $G_j$ contained in $\mathcal{H}^*_q$, as its effective edge interaction is contained in $U$ and therefore not equal to $∞$; it is not equal to 1 by construction.

Now we turn to the second case where $y_0 /∈ U$ and $y_0 \neq 0$. The algorithm first determines a positive integer $n$ such that $y_0 = u_0^n$ for some $u_0 ∈ U$. Then it runs the algorithm for the first part on input of $u_0$ and error parameter

$$δ = \min \left(\frac{|u_0|}{n−1}, \frac{|u_0|}{ε} \cdot \frac{1}{n|y_0|} \cdot ε\right),$$

to obtain a series-parallel graph $H′ ∈ \mathcal{H}^*_q$, with effective edge interaction $\hat{u} ∈ B(u_0, δ)$. We then output the series-parallel graph $H$ obtained as the $n$-fold parallel composition of $H′$ with itself, which has effective edge interaction $\hat{u}^n$, and we output $Z^{diff}(H; q, y)$ computed using Lemma 3. Clearly $H ∈ \mathcal{H}^*_q$.

To prove that the algorithm is also correct in this case, first note that $n = O(\log(|y_0|))$: the open $U$ contains a set of the form $\{z ∈ C | −a ≤ \arg(z) ≤ a, b−1 ≤ |z| ≤ b\}$. Now it suffices to take $n = \max\left(\lceil π/a \rceil, \lceil \log(\log(b)) \rceil\right)$. We can thus compute $u_0$ in time poly(size($y_0$)). Note that size($u_0$) = $O(n \cdot size(y_0))$.

The output of first procedure, $\hat{u}$, satisfies

$$|\hat{u}^n − u_0^n| ≤ |\hat{u} − u_0| \cdot n \max(|u_0|, |\hat{u}|)^{n−1} ≤ δn(|u_0| + δ)^{n−1} \leq δn|u_0|^{n−1}e^{(n−1)δ/|u_0|} = δn\frac{|y_0|}{|u_0|}e^{(n−1)δ/|u_0|},$$
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This means that with our choice of $\delta$ we have

$$|\hat{u}^n - y_0| \leq \delta n \left| \frac{y_0}{u_0} \right| e^{(n-1)\delta/|u_0|} \leq \delta n \left| \frac{y_0}{u_0} \right| e \leq \varepsilon.$$  

The computation of $\hat{u}$ will have a running time of $\text{poly}(|u_0, \delta|)$ which by construction is $\text{poly}(|y_0, \varepsilon|)$. The series-parallel graph $H$ corresponding to $\hat{u}^n$ is the parallel composition of $n$ copies of the graph corresponding to $\hat{u}$. The number of edges in the gadget is therefore $O(n \log(\delta^{-1})) = \text{poly}(|\varepsilon, y_0|)$.

Finally for $y_0 = 0$ we simply run the algorithm to find a gadget with an effective edge interaction in $B(\varepsilon/2, \varepsilon/2) \subset B(0, \varepsilon)$, where $\varepsilon/2$ is a non-zero target. This finishes the proof. □

5 \hspace{1em} \textbf{Box shrinking: a proof of Theorem 6}

Recall that we consider a linear function $f(y) = Ay + B$, with $A, B$ complex numbers. Note that in this section we will use $y$ as a variable in this function $f$, and not as a variable in the partition function of the random cluster model.

Our goal is to approximate the root $y^* = -B/A$ of this function. We will assume initially that $y^*$ lies within a box of ‘radius’ $D$ (when $A \neq 0$), and every step of the algorithm will shrink this box with a constant factor. Recall the notation $B_{\infty}(m, r) = \{z \in \mathbb{C} \mid |\Re(z - m)| < r, |\Im(z - m)| < r\}$ for a square box in the complex plane with radius $r$ and center $m$.

Also recall that we either have an algorithm at our disposal to find an 0.25-abs-approximation or to find an 0.25-arg-approximation to $f$. We will in this section write $\hat{f}_{\text{abs}}(y)$ for any 0.25-abs-approximation to $f(y)$, and similarly $\hat{f}_{\text{arg}}(y)$ for any 0.25-arg-approximation to $f(y)$. More concretely, the algorithm takes as input a rational number $y_0 \in \mathbb{Q}[[t]]$ and a rational number $\varepsilon > 0$, and outputs $\hat{f}_{\text{abs}}(\hat{y})$ or respectively $\hat{f}_{\text{arg}}(\hat{y})$ for some $\hat{y} \in B(y_0, \varepsilon)$.

We now first describe two variants of our box shrinking procedure, one for the abs-approximator and one for the arg-approximator.

**Definition 18.**

(a) Given a square box $B_{\infty}(m, D)$ with center $m$ and radius $D$. With $\varepsilon = 0.1D$, we use the algorithm to compute for any $\hat{y}_1 \in B(m - \frac{\varepsilon}{4}D, \varepsilon)$, $\hat{y}_2 \in B(m + \frac{\varepsilon}{4}D, \varepsilon)$, $\hat{y}_3 \in B(m - \frac{\varepsilon}{4}Di, \varepsilon)$ and $\hat{y}_4 \in B(m + \frac{\varepsilon}{4}Di, \varepsilon)$ the values $\hat{f}_{\text{abs}}(\hat{y}_1), \ldots, \hat{f}_{\text{abs}}(\hat{y}_4)$. If $\hat{f}_{\text{abs}}(\hat{y}_1) \leq \hat{f}_{\text{abs}}(\hat{y}_2)$ remove the strip of width $\frac{1}{4}D$ at the right side of the box and at the left side otherwise (see Figure 3). If $\hat{f}_{\text{abs}}(\hat{y}_3) \leq \hat{f}_{\text{abs}}(\hat{y}_4)$ remove the strip of width $\frac{1}{4}D$ at the top of the box and and the bottom of the box otherwise. Denote the resulting box by $S_{\text{abs}}(B_{\infty}(m, D)) = B_{\infty}(m', D')$.

(b) Given a square box $B_{\infty}(m, D)$ with center $m$ and radius $D$. With $\varepsilon = 0.1D$, we use the algorithm to compute for any $\hat{y}_1 \in B(m - \frac{\varepsilon}{4}D, \varepsilon)$, $\hat{y}_2 \in B(m + \frac{\varepsilon}{4}D, \varepsilon)$, $\hat{y}_3 \in B(m - \frac{\varepsilon}{4}Di, \varepsilon)$ and $\hat{y}_4 \in B(m + \frac{\varepsilon}{4}Di, \varepsilon)$ the values $\hat{f}_{\text{arg}}(\hat{y}_1), \ldots, \hat{f}_{\text{arg}}(\hat{y}_4)$. If $\hat{f}_{\text{arg}}(\hat{y}_1) - \hat{f}_{\text{arg}}(\hat{y}_2)$ is in the interval $(0, \pi)$ we remove the top strip of width $\frac{1}{4}D$ of the box, remove the bottom strip otherwise (see Figure 4). If $\hat{f}_{\text{arg}}(\hat{y}_3) - \hat{f}_{\text{arg}}(\hat{y}_4)$ is in the interval $(0, \pi)$, we remove the left strip of width $\frac{1}{4}D$, remove the right strip otherwise. Denote the resulting box by $S_{\text{arg}}(B_{\infty}(m, D)) = B_{\infty}(m', D')$.  
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Figure 3: Box shrinking procedure $S_{abs}$. If $\hat{f}_{abs}(\hat{y}_1) \leq \hat{f}_{abs}(\hat{y}_2)$, the red-shaded strip is removed.

Figure 4: Box shrinking procedure $S_{arg}$. If $\hat{f}_{arg}(\hat{y}_1) - \hat{f}_{arg}(\hat{y}_2)$ is in the interval $(0, \pi)$, the red-shaded strip is removed.

In the next two lemmas we record important observations about this procedure. The first says we have a good understanding of the midpoint and radius of the resulting box, and the second says we are guaranteed to retain the zero $y^*$ in our box.

**Lemma 19.** The resulting radius $D'$ satisfies $D' = \frac{7}{8}D$ and the resulting center $m'$ satisfies $m' = m + (\frac{3}{4} + \frac{\pi}{2})D$.

**Lemma 20.** Suppose that $A \neq 0$ and $S \in \{S_{abs}, S_{arg}\}$. If $y^* \in B_\infty(m, D)$, then $y^* \in S(B_\infty(m, D))$.

**Proof.** We prove the cases $S = S_{abs}$ and $S = S_{arg}$ separately.

**Case 1 ($S = S_{abs}$).** In this case we write $\hat{f}$ for $\hat{f}_{abs}$. Suppose that $y^* \notin S(B_\infty(m, D))$, we will reach a contradiction and thereby prove the lemma. We may assume wlog that $\hat{f}(\hat{y}_1) \leq \hat{f}(\hat{y}_2)$, but that $y^*$ is in the strip of width $\frac{1}{4}D$ at the right side of the box. Note that $\hat{y}_1$ and $\hat{y}_2$ are certainly not equal to $y^*$.

Then we see that

$$\frac{\hat{f}(\hat{y}_1)}{\hat{f}(\hat{y}_2)} > e^{-0.5} \frac{|A\hat{y}_1 + B|}{|A\hat{y}_2 + B|} = e^{-0.5} \frac{\hat{y}_1 - y^*}{\hat{y}_2 - y^*}.$$ 

We will now proceed by bounding $|\hat{y}_1 - y^*|^2 - |\hat{y}_2 - y^*|^2$ and $|\hat{y}_2 - y^*|$. For this denote $y_1 = m - \frac{3}{4}D$ and $y_2 = m + \frac{3}{4}D$. See Figure 3 for a sketch of the situation.

We easily find the upper bounds $|y_i - y^*| \leq \frac{\sqrt{7}}{4}D$ and $|y_2 - y^*| \leq \frac{\sqrt{7}}{2}D$ (the maxima are reached when $y^*$ is in a corner of the strip), so $|\hat{y}_2 - y^*| \leq \frac{\sqrt{7}}{2}D + \varepsilon < \frac{3}{2}D$.

Next we see, using Pythagoras, that

$$|y_1 - y^*|^2 - |y_2 - y^*|^2 = [\Re(y_1 - y^*)^2 - \Re(y_2 - y^*)^2] + [\Im(y_1 - y^*)^2 - \Im(y_2 - y^*)^2]$$

$$= (\Re(y_1 - y^*) - \Re(y_2 - y^*)) \cdot (\Re(y_1 - y^*) + \Re(y_2 - y^*))$$

$$\geq \frac{3}{2}D \cdot \frac{3}{2}D = \frac{9}{4}D^2.$$

Including the uncertainty in $\hat{y}_i$ versus $y_i$ yields that

$$|\hat{y}_1 - y^*|^2 - |\hat{y}_2 - y^*|^2 \geq ((|y_1 - y^*| - \varepsilon)^2 - (|y_2 - y^*| + \varepsilon)^2$$

$$= |y_1 - y^*|^2 - |y_2 - y^*|^2 - 2\varepsilon(|y_1 - y^*| + |y_2 - y^*|)$$

$$\geq \frac{15}{4}D^2 - 0.2D \left( \frac{\sqrt{7}}{4}D + \frac{\sqrt{7}}{2}D \right) > 3D^2.$$
Putting this together yields
\[
\frac{|\hat{y}_1 - y^*|^2}{|\hat{y}_2 - y^*|^2} = 1 + \frac{|\hat{y}_1 - y^*|^2 - |\hat{y}_2 - y^*|^2}{|\hat{y}_2 - y^*|^2} > 3 > e,
\]
which proves that $\tilde{f}(\hat{y}_1)/\tilde{f}(\hat{y}_2) > 1$. This contradicts $\tilde{f}(\hat{y}_1) \leq \tilde{f}(\hat{y}_2)$, completing the proof of Case 1.

Case 2 ($\mathcal{S} = \mathcal{S}_{\arg}$). In this case we write $\tilde{f}$ for $\tilde{f}_{\arg}$. Suppose that $y^* \notin \mathcal{S}(B_\infty(m, D))$, we will again reach a contradiction. This time we may assume that $\tilde{f}(\hat{y}_1) - \tilde{f}(\hat{y}_2)$ is in the interval $(0, \pi)$, but that $y^*$ is in the strip of width $\frac{1}{4}D$ at the top of the box.

We setup some notation
\[
\begin{align*}
d_1 &= |\hat{y}_1 - y^*|, & d_2 &= |\hat{y}_2 - y^*|, & \alpha &= \arg(\hat{y}_2 - y^*) - \arg(\hat{y}_1 - y^*), \\
x &= d_1^2 - d_2^2, & y &= 2d_1d_2, & z &= d_1^2 + d_2^2, \\
y_1 &= m - \frac{1}{2}D, & y_2 &= m + \frac{5}{4}D, & w &= y\sin(\alpha).
\end{align*}
\]

Note that
\[
\arg(f(\hat{y}_2)) - \arg(f(\hat{y}_1)) = \arg(A\hat{y}_2 + B) - \arg(A\hat{y}_1 + B)
= \arg(A\hat{y} + B - (Ay^* + B)) - \arg(A\hat{y}_1 + B - (Ay^* + B)) = \alpha,
\]
and we can interpret this geometrically as the angle between the segments $\hat{y}_1$ to $y^*$ and $\hat{y}_2$ to $y^*$, measured clockwise from $\hat{y}_2$ to $\hat{y}_1$. By definition of the arg-approximation, the difference $\tilde{f}(\hat{y}_2) - \tilde{f}(\hat{y}_1)$ will differ at most $0.5 < \frac{\pi}{6}$ from $\alpha$. Also observe that $x, y, z$ satisfy the relation $x^2 + y^2 = z^2$. The cosine rule in the triangle formed by $\hat{y}_1, \hat{y}_2, y^*$ yields $z = y\cos(\alpha) + |\hat{y}_1 - \hat{y}_2|^2$. Together this implies the following relation:
\[
x^2 = z^2 - y^2
= (y\cos(\alpha) + |\hat{y}_1 - \hat{y}_2|^2 - y^2
= -y^2\sin^2(\alpha) + 2y\sin(\alpha) \cdot |\hat{y}_1 - \hat{y}_2|^2 \cot(\alpha) + |\hat{y}_1 - \hat{y}_2|^4
= -w^2 + 2w \cdot |\hat{y}_1 - \hat{y}_2|^2 \cot(\alpha) + |\hat{y}_1 - \hat{y}_2|^4,
\]
and hence
\[
\cot(\alpha) = \frac{x^2 + w^2 - |\hat{y}_1 - \hat{y}_2|^4}{2w \cdot |\hat{y}_1 - \hat{y}_2|^2}. \quad (8)
\]
The distance $|y_1 - y_2|$ is exactly $\frac{5}{2}D$, so we see that
\[
2.3D = \frac{5}{2}D - 2\varepsilon < |\hat{y}_1 - \hat{y}_2| < \frac{5}{2}D + 2\varepsilon = 2.7D.
\]

We can also bound $|y_i - y^*| \leq \frac{\sqrt{27}}{4}D$ for both $i = 1, 2$. Now we continue to bound $x$ and $w$. Using Pythagoras, we compute
\[
|y_1 - y^*|^2 - |y_2 - y^*|^2 = [\Re(y_1 - y^*)^2 - \Re(y_2 - y^*)^2] + [\Im(y_1 - y^*)^2 - \Im(y_2 - y^*)^2]
= (\Re(y_1 - y^*) - \Re(y_2 - y^*)) \cdot (\Re(y_1 - y^*) + \Re(y_2 - y^*))
= \frac{5}{2}D \cdot (\Re(y_1 - y^*) + \Re(y_2 - y^*)).
\]
The last factor has absolute value at most $2D$, so in total the absolute value is at most $5D^2$. With the perturbations \( \hat{y}_1, \hat{y}_2, y^* \) that are in the interval \((0, \pi)\), we output \( \text{"A} = 0" \) and continue with the rest of the algorithm.

Instead if we are using the arg-approximation algorithm: with \( \varepsilon = 0.1D \), we take \( \hat{y}_1 \in B(m - 5D, \varepsilon) \), \( \hat{y}_2 \in B(m + 5D, \varepsilon) \) and compute \( \hat{f}_{\arg}(\hat{y}_1) \) and \( \hat{f}_{\arg}(\hat{y}_2) \). If \( \hat{f}_{\arg}(\hat{y}_2) - \hat{f}_{\arg}(\hat{y}_1) \) is in the interval \((-\frac{5}{4} \pi, \frac{3}{4} \pi)\), we output \( \text{"A} = 0" \) and terminate, else we output \( \text{"A} \neq 0" \) and continue with the rest of the algorithm.

Next, the idea is to apply the box shrinking procedure, with \( S = S_{\text{abs}} \) or \( S = S_{\text{arg}} \) depending on the algorithm at our disposal. We take as starting box the square box with center 0 and ‘radius’ \( D = C^2 \). We apply the box shrinking procedure

\[ n := \lceil \log(2D/\delta)/\log(8/7) \rceil \]

many times. Finally the algorithm outputs the center \( m_n \) of \( B_\infty(m_n, D_n) = S^{on}(B_\infty(0, D)) \).

We first argue correctness of the algorithm and deal with the running time after that. We may assume that not both \( A \) and \( B \) are equal to 0, otherwise the algorithm is allowed to output anything anyway.

If \( A = 0 \) and \( B \neq 0 \) we have \( f(y) = B \neq 0 \) for any \( y \). For the abs-approximator we see that \( \hat{f}_{\text{abs}}(\hat{y}) \leq e^{0.25}\delta |B| < 2C \) and then the algorithm indeed outputs \( \text{"A} = 0" \). On the other hand, for the arg-approximator we have that \( \hat{f}_{\arg}(\hat{y}_2) - \hat{f}_{\arg}(\hat{y}_1) \) is at most \( 0.5 < \frac{\pi}{4} \) away from \( \arg(f(\hat{y}_2)) - \arg(f(\hat{y}_1)) = 0 \), so again the algorithm correctly outputs \( \text{"A} = 0" \).
If on the other hand $A \neq 0$, we see for the abs-approximator that $|f(\hat{y})| \geq |A|\hat{|y|} - |B| > C^{-1} \cdot 5C^2 - C = 4C$. This is in particular non-zero, so $f(\hat{y}) \geq e^{-0.25}|f(\hat{y})| > 2C$ and indeed the algorithm outputs “$A \neq 0$”. For the arg-approximator, we again adopt the notation from the proof of Lemma [20] and we will prove that $\cos(\alpha) < 0$. First we see that $|\hat{y}_1 - \hat{y}_2|^2 \geq (10D - 2\varepsilon)^2 = 96.04D^2$. We can bound $d_i^2$ by using Pythagoras, to see that $d_i^2 \leq (6D + \varepsilon)^2 + (D + \varepsilon)^2 = 38.42D^2$, yielding $z \leq 76.84D^2$. Then

$$y \cos(\alpha) = z - |\hat{y}_1 - \hat{y}_2|^2 \leq 76.84D^2 - 96.04D^2 < 0.$$  

This means that $\alpha \in (\frac{1}{2} \pi, \frac{3}{2} \pi)$, and $\hat{f}(\hat{y}_2) - \hat{f}(\hat{y}_1)$ is in the interval $(\frac{1}{2} \pi, \frac{3}{2} \pi)$. Then the algorithm indeed outputs “$A \neq 0$”.

When $A \neq 0$, we also see that $y^* \in B_{\infty}(0, D)$ by our choice of $D$. By Lemma [20] we then know that $y^* \in B_{\infty}(m_n, D_n)$. Because $D_n = (7/8)^nD \leq \delta/2$, this box is small enough. We thus conclude that our algorithm is correct and move on to the analysis of the running time.

The running time of the algorithm is dominated by the applications of the box shrinking. First of all we note that $n = O(\log(C/\delta))$. The smallest $\varepsilon$ that we encounter is 0.05$\delta$. By Lemma [19] and induction, it follows that after $k$ steps, the diagonal of the current box, $D_k$, is of the form $(7/8)^kD$ and its center, $m_k$, is of the form 0 plus a rational multiple (of size $O(k)$) of $D$ and hence is itself rational. The values of $y_i$ that we encounter are of the form $m_k \pm \frac{5}{4}D_k$ and $m_k \pm \frac{5}{16}D_k$. Therefore the $y_i$ that are used as input for the assumed algorithm have their sizes bounded by $O(\log(D)) + O(n) = O(\log(C/\delta))$. Hence we obtain a running time of

$$O(\log(C/\delta) \poly(\log(C/\delta))) = \poly(\log(C/\delta)).$$

\section{Concluding remarks}

**Planar graphs: inside the disk** $|q - 1| < 1$ An interesting question left open by our results is whether approximately computing the chromatic polynomial of planar graphs is \#P-hard for all non-real algebraic $q$. We refer to Figure [1] for a figure displaying the region for which we can prove hardness with the aid of a computer; here we use the computer to try and verify the condition in Theorem [12]. The family $\mathcal{H}^*_{q,0}$, appearing in this condition, is now restricted to series-parallel graphs. We can allow this family to contain planar, two-terminal graphs where the terminal are on the same face. In a new version of [2] we will show that this improves Figure [1] but is not yet enough to resolve the question completely.

**Real evaluations of the chromatic polynomial for planar graphs** The focus in the present paper has been on non-real evaluations. Using our techniques we can also obtain results for real evaluations of the chromatic polynomial. It suffices for $q \in \mathbb{R}$ to be able to get density on the real line with effective edge interactions of planar graphs (where, as above, the two terminals are on the same face). Having this, the machinery of the present paper can be adopted in a straightforward way to prove hardness of approximating the absolute value at $q$. To obtain density of the effective edge interactions at $q$ it suffices to find an effective interaction that is finite and less than $-1$. When restricting to the family $\mathcal{H}^*_{q,0}$, this is possible if and only if $q \in (32/27, 2)$ by [2]. When we replace the family $\mathcal{H}^*_{q,0}$ by the family of two-terminal planar graphs with the two terminals on the
same face, one can get a negative effective interaction, thus density in $\mathbb{R}$, for $q$ inside the union of three intervals $(2, 3) \cup (3, t_1) \cup (t_2, 4)$, where $t_1 \approx 3.618032$ and $t_2 \approx 3.618356$ by results of Thomassen [34] and Perrett and Thomassen [26]. Consequently, it is then $\#P$-hard to approximate the absolute value of the chromatic polynomial for planar graphs for any algebraic $q$ in any of these intervals.

Interestingly, there is the value $\tau + 2$ (where $\tau$ is the golden ratio) between $t_1$ and $t_2$ at which the chromatic polynomial of any planar graphs is positive by a result of Tutte [35], see also [26]. This suggests that the computational complexity of approximating the absolute value of the chromatic polynomial at $\tau + 2$ is an intriguing problem.

Finally, we ask about the complexity of approximating the absolute value of the chromatic polynomial at large values of $q$ on planar graphs (computing the sign is hard for general graphs [16]). Woodall [39] showed that planar graphs have no chromatic roots larger than 5 indicating that the constructions that we employ in the present paper are not possible. This suggests that determining the complexity of approximating the chromatic polynomial for planar graphs in this regime is an interesting problem.

Almost bounded degree (planar) graphs Combining our techniques with some ingredients from [2] and some tools from complex dynamics we expect that for $\Delta \geq 3$ and non-real algebraic $q$ such that $1 < |q - 1| < \Delta - 1$, approximating the chromatic polynomial for planar graphs of maximum degree at most $\Delta$ with one vertex of potentially unbounded degree is $\#P$-hard. We leave the details for follow up work. This relates to a result of Galanis, Štefankovič and Vigoda [12], who showed that for even positive integer $q$, corresponding to proper $q$-colorings, proved that it is NP-hard to approximate the evaluation of the chromatic polynomial at $q$ on all graphs of maximum degree $\Delta$ when $q < \Delta$. This should be contrasted with a result from [25] which shows that for all graphs of maximum degree at most $\Delta$ and any $q$ such that $|q| > 6.91\Delta$ there exists an efficient algorithm to approximate the chromatic polynomial. This algorithm is based on the Barvinok’s interpolation method [1] and a zero-freeness result for the chromatic polynomial for bounded degree graphs [9, 17]. The zero-free region can be extended to the family graphs of maximum degree at most $\Delta$ where one vertex may have unbounded degree at the cost of replacing $6.91\Delta$ by $7.97\Delta + 1$ using [30, Corollary 6.4]. Using Sokal’s representation of the chromatic polynomial of a graph with one vertex of potentially unbounded degree as an evaluation of the partition function of a (multivariate) random cluster model with external fields of a bounded degree graph [30], the algorithm from [25] can be adapted to run in polynomial time for this class of graphs as well.

The reliability polynomial Recall that $T(G; x, y)$ denotes the Tutte polynomial of a graph $G$. If $G$ is a connected graph and $x = 1$ we define

$$
C(G; y) := (y - 1)^{|V| - 1}T(G; 1, y) = \sum_{\langle V, A \rangle \text{ connected}} (y - 1)^{|A|} = \lim_{q \to 0} \frac{1}{q}Z(G; q, y).
$$

This is up to a transformation the reliability polynomial, i.e. $(1 - p)^{|E|}C(G; \frac{1}{1-p})$ gives the probability that the graph $G$ remains connected if edges are independently selected with probability $p$, and deleted with probability $1 - p$ (see e.g. [32]). Clearly, the approach for

---

<sup>2</sup>In a recent seminar talk (see <https://homepages.dcc.ufmg.br/~gabriel/AGT/wp-content/uploads/2021/02/30_Gordon_Royle.pdf>) it was announced that Gordon Royle and Melissa Lee proved that $t_1$ can be chosen to be $\tau + 2$. 

---
proving density in the present paper does not apply directly. However, a variation of our methods can be applied in this setting. We will leave this for future work.

References

[1] Alexander Barvinok. *Combinatorics and complexity of partition functions*, volume 30 of *Algorithms and Combinatorics*. Springer, Cham, 2016.

[2] Ferenc Bencs, Jeroen Huijben, and Guus Regts. On the location of chromatic zeros of series-parallel graphs. *arXiv preprint arXiv:2204.10038*, 2022.

[3] Ivona Bezáková, Andreas Galanis, Leslie Ann Goldberg, and Daniel Štěfankovič. Inapproximability of the independent set polynomial in the complex plane. *SIAM J. Comput.*, 49(5):STOC18–395–STOC18–448, 2020.

[4] Pjotr Buys. Cayley trees do not determine the maximal zero-free locus of the independence polynomial. *Michigan Math. J.*, 70(3):635–648, 2021.

[5] Pjotr Buys, Andreas Galanis, Viresh Patel, and Guus Regts. Lee-Yang zeros and the complexity of the ferromagnetic Ising model on bounded-degree graphs. *Forum Math. Sigma*, 10:Paper No. e7, 43, 2022.

[6] Ivan Chio, Caleb He, Anthony L. Ji, and Roland K. W. Roeder. Limiting measure of Lee-Yang zeros for the Cayley tree. *Comm. Math. Phys.*, 370(3):925–957, 2019.

[7] David de Boer, Pjotr Buys, Lorenzo Guerini, Han Peters, and Guus Regts. Zeros, chaotic ratios and the computational complexity of approximating the independence polynomial. *arXiv preprint arXiv:2104.11615*, 2021.

[8] Joanna A Ellis-Monaghan and Iain Moffatt, editors. *Handbook of the Tutte Polynomial and Related Topics*. CRC Press, 2022.

[9] Roberto Fernández and Aldo Procacci. Regions without complex zeros for chromatic polynomials on graphs with bounded degree. *Combin. Probab. Comput.*, 17(2):225–238, 2008.

[10] Andreas Galanis, Leslie Ann Goldberg, and Andrés Herrera-Poyatos. The complexity of approximating the complex-valued Ising model on bounded degree graphs. *SIAM J. Discrete Math.*, 2022.

[11] Andreas Galanis, Leslie Ann Goldberg, and Andrés Herrera-Poyatos. The complexity of approximating the complex-valued Potts model. *Comput. Complexity*, 31(1):Paper No. 2, 94, 2022.

[12] Andreas Galanis, Daniel Štěfankovič, and Eric Vigoda. Inapproximability for antiferromagnetic spin systems in the tree nonuniqueness region. *J. ACM*, 62(6):Art. 50, 60, 2015.

[13] Leslie Ann Goldberg and Heng Guo. The complexity of approximating complex-valued Ising and Tutte partition functions. *Comput. Complexity*, 26(4):765–833, 2017.
[14] Leslie Ann Goldberg and Mark Jerrum. Inapproximability of the Tutte polynomial. *Inform. and Comput.*, 206(7):908–929, 2008.

[15] Leslie Ann Goldberg and Mark Jerrum. Inapproximability of the Tutte polynomial of a planar graph. *Comput. Complexity*, 21(4):605–642, 2012.

[16] Leslie Ann Goldberg and Mark Jerrum. The complexity of computing the sign of the Tutte polynomial. *SIAM J. Comput.*, 43(6):1921–1952, 2014.

[17] Bill Jackson, Aldo Procacci, and Alan D. Sokal. Complex zero-free regions at large $|q|$ for multivariate Tutte polynomials (alias Potts-model partition functions) with general complex edge weights. *J. Combin. Theory Ser. B*, 103(1):21–45, 2013.

[18] F. Jaeger, D. L. Vertigan, and D. J. A. Welsh. On the computational complexity of the Jones and Tutte polynomials. *Math. Proc. Cambridge Philos. Soc.*, 108(1):35–53, 1990.

[19] R. Kannan, A. K. Lenstra, and L. Lovász. Polynomial factorization and nonrandomness of bits of algebraic and some transcendental numbers. *Math. Comp.*, 50(181):235–250, 1988.

[20] Michael Kowalczyk and Jin-Yi Cai. Holant problems for 3-regular graphs with complex edge functions. *Theory Comput. Syst.*, 59(1):133–158, 2016.

[21] A. K. Lenstra, H. W. Lenstra, Jr., and L. Lovász. Factoring polynomials with rational coefficients. *Math. Ann.*, 261(4):515–534, 1982.

[22] R. Loos. Computing in algebraic extensions. In *Computer algebra*, pages 173–187. Springer, Vienna, 1983.

[23] K. Mahler. An inequality for the discriminant of a polynomial. *Michigan Math. J.*, 11:257–262, 1964.

[24] M. Mignotte. An inequality about factors of polynomials. *Math. Comp.*, 28:1153–1157, 1974.

[25] Viresh Patel and Guus Regts. Deterministic polynomial-time approximation algorithms for partition functions and graph polynomials. *SIAM J. Comput.*, 46(6):1893–1919, 2017.

[26] Thomas J. Perrett and Carsten Thomassen. Density of chromatic roots in minor-closed graph families. *Combin. Probab. Comput.*, 27(6):988–998, 2018.

[27] Han Peters and Guus Regts. On a conjecture of Sokal concerning roots of the independence polynomial. *Michigan Math. J.*, 68(1):33–55, 2019.

[28] Han Peters and Guus Regts. Location of zeros for the partition function of the Ising model on bounded degree graphs. *J. Lond. Math. Soc. (2)*, 101(2):765–785, 2020.

[29] Gordon F. Royle and Alan D. Sokal. Linear bound in terms of maxmaxflow for the chromatic roots of series-parallel graphs. *SIAM J. Discrete Math.*, 29(4):2117–2159, 2015.
[30] Alan D. Sokal. Bounds on the complex zeros of (di)chromatic polynomials and Potts-model partition functions. Combin. Probab. Comput., 10(1):41–77, 2001.

[31] Alan D. Sokal. Chromatic roots are dense in the whole complex plane. Combin. Probab. Comput., 13(2):221–261, 2004.

[32] Alan D. Sokal. The multivariate Tutte polynomial (alias Potts model) for graphs and matroids. In Surveys in combinatorics 2005, volume 327 of London Math. Soc. Lecture Note Ser., pages 173–226. Cambridge Univ. Press, Cambridge, 2005.

[33] Adam Wojciech Strzeboński. Computing in the field of complex algebraic numbers. J. Symbolic Comput., 24(6):647–656, 1997.

[34] Carsten Thomassen. The zero-free intervals for chromatic polynomials of graphs. Combinatorics, Probability and Computing, 6(4):497–506, 1997.

[35] W. T. Tutte. The golden ratio in the theory of chromatic polynomials. Ann. New York Acad. Sci., 175:391–402, 1970.

[36] Dirk Vertigan. The computational complexity of Tutte invariants for planar graphs. SIAM J. Comput., 35(3):690–712, 2005.

[37] Michel Waldschmidt. Diophantine approximation on linear algebraic groups: transcendence properties of the exponential function in several variables, volume 326. Springer Science & Business Media, 2013.

[38] Herbert S. Wilf. A global bisection algorithm for computing the zeros of polynomials in the complex plane. J. Assoc. Comput. Mach., 25(3):415–420, 1978.

[39] D. R. Woodall. The largest real zero of the chromatic polynomial. volume 172, pages 141–153. 1997. Chromatic polynomials and related topics (Shanghai, 1994).