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Abstract—We determine the information-theoretic cutoff value on separation of cluster centers for exact recovery of cluster labels in a $K$-component Gaussian mixture model with equal cluster sizes. Moreover, we show that a semidefinite programming (SDP) relaxation of the $K$-means clustering method achieves such sharp threshold for exact recovery without assuming the symmetry of cluster centers.
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I. INTRODUCTION

Let $X_1, \ldots, X_n$ be a sequence of independent random vectors in $\mathbb{R}^p$ sampled from a $K$-component Gaussian mixture model with $K \leq n$. Specifically, we assume that there exists a partition $G_1^*, \ldots, G_K^*$ of the index set $[n] := \{1, \ldots, n\}$ such that if $i \in G_k^*$, then

$$X_i = \mu_k + \varepsilon_i, \quad \varepsilon_i \text{i.i.d. } N(0, \sigma^2 I_p),$$

where $\mu_1, \ldots, \mu_K \in \mathbb{R}^p$ are the unknown cluster centers and $\sigma^2 > 0$ is the common noise variance. For simplicity, we assume that $\sigma^2$ is known. Our main focus of this paper is to investigate the problem of optimal exact recovery for the true partition (or clustering) structure $G_1^*, \ldots, G_K^*$.

For each partition $G_1, \ldots, G_K$ of $[n]$, let $H = (h_{ik}) \in \{0, 1\}^{n \times K}$ be the binary assignment matrix of the observation $X_i$ to the cluster $k$, i.e.,

$$h_{ik} = \begin{cases} 1, & \text{if } i \in G_k, \\ 0, & \text{otherwise,} \end{cases} \quad \text{for } i \in [n], \ k \in [K].$$

Since each row of $H$ contains exactly one nonzero entry, there is one-to-one mapping (up to assignment labeling) between the partition and the assignment matrix. Thus recovery of the true clustering structure is equivalently to recovery of the associated assignment matrix.

Given the data matrix $X_{p \times n} = (X_1, \ldots, X_n)$, the optimal estimator that maximizes the probability of recovering the clustering labels correctly is the maximum a posteriori (MAP) estimator. If the label assignment is uniformly random, then the MAP estimator is equivalent to the maximum likelihood estimator (MLE), where the log-likelihood function is given by

$$\ell(H, \mu_1, \ldots, \mu_K) = -\frac{np}{2} \log(2\pi \sigma^2) - \frac{1}{2\sigma^2} \sum_{i=1}^n \sum_{k=1}^K h_{ik} \|X_i - \mu_k\|^2.$$

Then the MLE corresponds to the solution of

$$\min_{H, \mu_1, \ldots, \mu_K} \sum_{i=1}^n \sum_{k=1}^K h_{ik} \|X_i - \mu_k\|^2 \quad (2)$$

subject to the constraint that $H$ is an assignment matrix.

Since we focus on the recovery of the true clustering structure $G_1^*, \ldots, G_K^*$, we may first profile the “nuisance parameters” $\mu_1, \ldots, \mu_K$, whose MLEs are given by

$$\hat{\mu}_k = \frac{\sum_{i=1}^n h_{ik} X_i}{\sum_{i=1}^n h_{ik}} = \frac{1}{|G_k|} \sum_{i \in G_k} X_i,$$

where $|G_k| = \sum_{i=1}^n h_{ik}$ denotes the cardinality of the $k$-th cluster. Substituting $\hat{\mu}_k$ into (2), we see that the MLE for $H$ (and thus for $G_1^*, \ldots, G_K^*$) is the solution of the constrained combinatorial optimization problem:

$$\max_{G_1, \ldots, G_K} \sum_{k=1}^K \frac{1}{|G_k|} \sum_{i,j \in G_k} (X_i, X_j) \quad \text{subject to } \bigcup_{k=1}^K G_k = [n],$$

where $\sqcup$ denotes the disjoint union.

It is now clear that, under the Gaussian mixture model, the MLE in (3) is equivalent to the classical $K$-means clustering method [1], which minimizes the total intra-cluster squared Euclidean distances. Since the $K$-means clustering problem is known to be worst-case NP-hard [2], [3], one can expect that a polynomial-time algorithm for computing the MLE of the clustering structure with exact solutions only exists in certain cases. Because of this computational barrier of the original $K$-means problem, various computationally tractable approximation algorithms are proposed in literature.

A widely used algorithm for solving the $K$-means is Lloyd’s algorithm [4], which is an iterative algorithm that sequentially refines the partition structure to ensure that the $K$-means objective function is monotonically decreasing. Lloyd’s algorithm has a similar nature as the classical expectation-maximization (EM) algorithm [5] in that, while the EM implicitly performs soft clustering at every E-step, Lloyd’s algorithm does hard clustering at each iteration via the Voronoi diagram.
Given a suitable initialization (such as the spectral clustering method [6]), it is shown in [7] that the clustering error for Lloyd’s algorithm converges to zero exponentially fast, provided that
\[
\Delta^2 := \min_{1 \leq k \neq l \leq K} \| \mu_k - \mu_l \|^2 \geq C \sigma^2 \frac{K n}{n} \left( 1 + \frac{K p}{n} \right),
\]
where \( \bar{n} = \min_{k \in [K]} \| G_k \| \) is the minimal cluster size and \( a \vee b = \max(a, b) \).

Separation lower bound in (4) is not sharp (in the high-dimensional setting when \( p \gg n \)). In the simplest symmetric two-component Gaussian mixture model:
\[
X_i = \mu_{\eta_i} + \epsilon_i,
\]
where \( \eta_i = 1, i \in G_1^* \) and \( \eta_i = -1, i \in G_2^* \), [8] proposes a simple iterative thresholding algorithm that achieves the sharp threshold on \( \| \mu \|^2_2 \) for exact recovery with high probability, which is given by
\[
\sigma^2 \left( 1 + \sqrt{1 + \frac{2p}{n \log n}} \right) \log n.
\]
It should be noted that the algorithm in [8] critically depends on the symmetry of the Gaussian centers (i.e., \( \mu \) and \( -\mu \)) and it is structurally difficult to extend such algorithm with maintained statistical optimality to a general \( K \)-component Gaussian mixture model without assuming the centers are equally spaced.

Another active line of research focuses on various convex relaxed versions of the \( K \)-means problem that is solvable in polynomial-time [9]-[15]. The best known rate of convergence achieved by the semidefinite programming (SDP) relaxed \( K \)-means for the Gaussian mixture model (1) is given by [14]. Specifically, it is shown therein that misclassification errors of the SDP originally proposed in [9] for relaxing the \( K \)-means has the exponential rate of convergence \( \exp(-C \cdot \text{SNR}^2) \), where the signal-to-noise ratio is defined as
\[
\text{SNR}^2 = \frac{\Delta^2}{\sigma^2} \wedge \frac{n \Delta^4}{\sigma^4} \geq \frac{n}{\bar{n}^2}
\]
and \( a \wedge b = \min(a, b) \). In particular, the exponential rate implies that exact recovery is achieved by the SDP relaxed \( K \)-means with high probability in the equal cluster size case \( \bar{n} = n/K \) if minimal separation of cluster centers satisfies the lower bound
\[
\Delta^2 \geq C \sigma^2 \left( 1 + \sqrt{\frac{K p}{n \log n}} \right) \log n.
\]

Now comparing (7) with the optimal exact results (5) in the special symmetric two-component Gaussian mixture model, it is natural to ask the following question:

**does the SDP relaxed \( K \)-means clustering method achieve a sharp threshold for exact recovery of the general \( K \)-component Gaussian mixture model?**

To the best knowledge of ours, this is an open question in literature. In this paper, we provide an affirmative answer to this question: we show that there is an SDP relaxation of the \( K \)-means clustering method (given in (11) below) achieving the exact recovery with high probability if \( \Delta^2 \geq (1 + \alpha) \Delta^2 \), where
\[
\Delta^2 = 4\sigma^2 \left( 1 + \sqrt{1 + \frac{K p}{n \log n}} \right) \log n.
\]

In addition, if \( \Delta^2 \leq (1 - \alpha) \Delta^2 \), then the probability of exact recovery for any estimator vanishes to zero under the equal cluster size scenario. Thus \( \Delta^2 \) yields the information-theoretic cutoff value on the minimal separation of cluster centers for exact recovery of the \( K \)-component Gaussian mixture model, and the SDP relaxation for the \( K \)-means is minimax-optimal in the sense that sharp phase transition of the probability of wrong recovery from zero to one occurs at the critical threshold given by the \( \Delta^2 \).

**A. Related Work**

There is a vast literature studying the clustering problem on the Gaussian mixture model, or more generally finite mixture models. Regarding clustering labels as missing data, parameter estimation is often carried out by the EM algorithm [5], [16]. The EM algorithm has been extensively studied in the statistics and machine learning literature [17]-[25]. Optimal rate of convergence for estimating the mixing distribution in finite mixture models is derived in [17]. Consistency of the \( K \)-means estimation of the clustering centers is studied in [1], [26], without concerning the computational complexity. Computationally efficient algorithms for solving the \( K \)-means include Lloyd’s algorithm [4], [7] and convex relaxations [9]-[15], [27]. Other popular clustering methods include the spectral clustering [28]-[35] and variants of the \( K \)-means [36]-[40]. Analysis under the mixture models has also been done under other clustering models such as the stochastic block models [12], [27], [38].

Parallel to the (mixture) model-based clustering framework, there are many similar methods and algorithms proposed for community detection in network data based on the stochastic block model (SBM) [41], [42]. Successful algorithms for community detection, partial and exact recovery under the SBM have been extensively studied in literature – these include spectral algorithms [43]-[45], SDP relaxations [46]-[52], among others [53], [54].

**B. Notation**

Let \( 1_n \) be the \( n \times 1 \) vector of all ones. For two matrices \( A \) and \( B \) of the same size, let \( \langle A, B \rangle = \text{tr}(A^T B) \) be the usual inner product. Throughout the rest of the paper, we fix the notation \( n_k = |G_k^*|, m = \min_{1 \leq k \neq l \leq K} \{ \frac{2 n_k m_k}{n_k + m_k} \} \), and \( \bar{n} = \min_{k \in [K]} n_k \) as the minimal cluster size.

**II. MAIN RESULT**

In this section, we state our main result on the information-theoretic cutoff value of the exact recovery of the Gaussian mixture model in (1).

**Theorem II.1 (Separation Upper Bound for Exact Recovery via SDP Relaxation):** If there exist constants \( \delta > 0 \) and \( \beta \in (0, 1) \) such that
\[
\log n \geq \frac{(1 - \beta)^2 C_1 n}{\beta^2 m}, \quad \delta \leq \frac{\beta^2 C_2}{(1 - \beta)^2 K}, \quad m \geq \frac{4(1 + \delta)^2}{\delta^2},
\]

and
\[
\Delta^2 \geq \frac{4\sigma^2(1+2\delta)}{(1-\beta)^2} \left( 1 + \sqrt{1 + \frac{(1-\beta)^2}{(1+\delta)^2} \frac{p}{m \log n} + C_3 R_n} \right) \log n
\]
with
\[
R_n = \frac{(1-\beta)^2}{(1+\delta)^2 \log n} \left( \frac{\sqrt{p \log n}}{n} + \frac{\log n}{n} \right),
\]
then the SDP in (11) achieves exact recovery with probability at least
\[
1 - C_4 K^{-\delta} n^{-c},
\]
where clusters \(C_k\) have roughly the same sizes. More precisely, recall that our unknown parameters are the cluster indicating variables \(H = (h_{ik} : i \in [n], k \in [K])\), and \(n_k : k \in [K]\) are the unknown cluster sizes. Let \(\delta_n = C \sqrt{K \log(n)/n}\) for some sufficiently large constant \(C > 0\). Here, we consider \(n_k \in \left(1 - \delta_n\right) n/K, (1 + \delta_n) n/K\) for \(k \in [K]\) that allows a small fluctuation on the community size in establishing the lower bound. Particularly, we define the (localized) parameter space as
\[
\Theta(n, K, \Delta) = \left\{ (\{h_{ik}\}, \{\mu_k\}) : h_{ik} \in \{0, 1\}, \mu_k \in \mathbb{R}^p, \sum_{k=1}^K h_{ik} = 1, n_k := \sum_{i=1}^n h_{ik} \in \left(1 - \delta_n\right) n/K, (1 + \delta_n) n/K, \|\mu_k - \mu_l\| \geq \Delta, \forall i \in [n] \text{ and } \forall (k, l) \in [K]^2, k \neq l \right\}.
\]

Theorem III.2 (Separation Lower Bound for Exact Recovery: Equal Cluster Size Case): Let \(\alpha > 0\). If \(\Delta^2 \leq (1-\alpha) \Delta^2\) and \(K \leq \log n\), then we have
\[
\inf_{\{H, \mu\} \in \Theta(n, K, \Delta)} \sup_{(h_{ik}) \in \Theta(n, K, \Delta)} \mathbb{P}(H, \mu) (\hat{h}_{ik} \neq h_{ik}, i \in [n], k \in [K]) \geq 1 - c K^{-n-1},
\]
where \(c > 0\) is a constant depending only on \(\alpha\) and the infimum is over all possible estimators \(\hat{h}_{ik}\) for \(h_{ik}\).

Corollary II.2 and Theorem III.2 together imply that in the equal cluster size case when \(n_1 = n_2 = \cdots = n_K = n/K\), the SDP relaxation (11) for the \(K\)-means in the sense that sharp phase transition of the probability of wrong recovery from zero to one occurs at the critical threshold given by the \(\Delta^2\) in (8).

III. SEMIDEFINITE PROGRAMMING RELAXATION: PRIMAL AND DUAL

In this section, we describe the SDP relaxation of the \(K\)-means that achieves the cutoff value of the exact recovery and outline the strategy of showing that the SDP solution uniquely recovers the true clustering structure by a dual certificate argument via the primal-dual construction. We remark that similar primal-dual analyses are done in [11], [55]. Let \(A = X^T X\) be the affinity matrix and \(B = \text{diag}(|G_1|^{-1}, \ldots, |G_K|^{-1})\). Then we can reparametrize (3) as
\[
\max \langle A, H B H^T \rangle \text{ subject to } H \in \{0, 1\}^{n \times K}, H 1_K = 1_n,
\]
which is a mixed integer program with a nonlinear objective function [9], [56]. If the cluster centers \(\mu_1, \ldots, \mu_K\) are properly separated, then the affinity matrix \(A\) from the data has an approximate block diagonal structure (up to a permutation of the data index).

Changing variable \(Z = H B H^T\), we observe that the \(n \times n\) symmetric matrix \(Z\) satisfies the following properties:

(P1) positive semidefinite (psd) constraint: \(Z \succeq 0\);
(P2) non-negative (entrywise) constraint: \(Z \succeq 0\), i.e., \(Z_{ij} \geq 0\) for all \(i, j \in [n]\);
(P3) unit row-sum constraint: \(Z 1_n = 1_n\);
(P4) trace constraint: \(\text{tr}(Z) = K\).

Since \(Z\) is symmetric, properties (P2) and (P3) automatically ensure that \(Z\) is a stochastic matrix \(Z 1_n = Z^T 1_n = 1_n\). Given any clustering structure \(G_1, \ldots, G_K\), we may consider the associated cluster membership matrix:
\[
Z_{ij} = \begin{cases} 1/|G_k| & \text{if } i, j \in G_k \\ 0 & \text{otherwise} \end{cases}.
\]

Thus to recover the true clustering structure \(G_1, \ldots, G_K\), it suffices to compare the estimated membership matrix and the true one \(Z^*\).

After the change-of-variables, the objective function in (9) becomes linear in \(Z\). Then we use the solution \(\hat{Z}\) of the (convex) SDP to estimate \(Z^*\):
\[
\hat{Z} = \arg \max_{Z \in \mathcal{Z}} \langle A, Z \rangle,
\]
where
\[
\mathcal{Z} = \{Z \in \mathbb{R}^{n \times n} : Z \succeq 0, Z^T = Z, \text{tr}(Z) = K, Z 1_n = 1_n, Z \geq 0\}.
\]

Note that the above SDP is first proposed in [9] and later studied in [14], [39], [40]. For spherical Gaussians (i.e., the noise covariance matrix is proportional to the identity matrix), since the SDP relaxation (11) does not require the knowledge of the noise variance \(\sigma^2\) and the partition information other than the number of clusters \(K\), it in fact can handle the more general case of unequal cluster sizes.

Remark III.1 (Adaptation to the Number of Clusters \(K\)): The SDP in (11) can be made adaptive to the unknown number of cluster \(K\). When the number of clusters \(K\) is unknown, the constraint \(\text{tr}(Z) = K\) in the SDP (11) can be lifted to a penalization term in its objective function, i.e., we solve
\[
\hat{Z}_\lambda := \arg \max \langle A, Z \rangle - \lambda \text{tr}(Z) : Z \succeq 0, Z^T = Z, Z 1_n = 1_n, Z \geq 0\}
\]
where \(\lambda \geq 0\) is a regularization parameter. This is the regularized \(K\)-means proposed by [13], [15] and analyzed by [40] in the manifold clustering setting. Using the same
existing argument for proving the separation upper bound in Section IV, we see that with the $\lambda$ choice being
\[
\sigma^2 (\sqrt{n} + \sqrt{p} + \sqrt{2 \log n})^2
+ C \beta^{-1} \sigma^2 (n + K \log n + (1 - \beta)K \delta \sqrt{p \log n})
\leq \lambda \leq \frac{p \sigma^2 + \beta}{4} n \Delta^2.
\]
(13)
then under the same conditions in Theorem 2.1, $\hat{Z}_\lambda = Z^*$ achieves exact recovery with probability at least $1 - CK^{-2n} \delta$. Note that a larger signal-to-noise ratio $\Delta^2/\sigma^2$ permits a wider allowable range for $\lambda$ to achieve exact recovery, and our conditions in Theorem 2.1 ensures the existence of at least one such $\lambda$. The idea for $\hat{Z}_\lambda$ to achieve the sharp threshold (i.e., the separation upper bound) is that the SDP giving $\hat{Z}$ in (11) and its regularized version in (12) have the same Lagrangian form and the dual problem. Thus we need only the regime of the regularization parameter $\lambda$ in (13) that ensures a successful dual certificate construction as characterized in $\hat{Z}$ (Section IV). In particular, the dual certificate constructed for $\hat{Z}$ is a convenient choice of $\lambda$ that falls into the region (13) with high probability. In addition, [40] provides a practical method for adaptively tuning this regularization parameter $\lambda$.

Note that $Z^*$ is a rank-$K$ block diagonal matrix, and for any $Z \in \mathcal{C}_K$, due to the psd constraint, $\text{tr}(Z)$ equals to the nuclear norm $\|Z\|_*$. Then the SDP in (11) can be effectively viewed as a low-rank matrix denoising procedure for the data affinity matrix $A$ by finding its optimal matching from all feasible “rank-$K$” stochastic matrices proxied by the trace constraint.

On the other hand, the SDP solutions are not integral in general. If this is the scenario, then the standard relaxing-and-rounding paradigm [57] can be used to round the SDP solution back to a point in the feasible set of the original discrete optimization problem (3). In our case, we can apply the K-means clustering to the top $K$-eigenvectors of $\hat{Z}$ as a rounding procedure to extract the estimated partition structure $\hat{G}_1, \ldots, \hat{G}_K$.

However, it is observed that the rounding step is not always necessary and solution to the clustering problem (3) can be directly recovered from solving the relaxed SDP problems when the separation of cluster centers is large, which is sometimes referred to the exact recovery or hidden integrality phenomenon [12], [27]. This motivates the question we asked earlier in Section I that when and to what extend the SDP relaxation can in fact produce the exact recovery. The rest of the paper is devoted to characterize the precise cutoff value on the separation of cluster centers that yields the exact recovery.

A. Dual Problem

To analyze the exact recovery property of $\hat{Z}$, we first derive the dual problem for the (primal) SDP problem in (11). Let $\mathcal{L}(Z, Q, \lambda, \alpha, B) = \text{tr}(AZ) + \text{tr}(QZ) + \lambda(K - \text{tr}(Z)) + \alpha^T \left(1_n - \frac{Z + Z^T}{2} \right) + \text{tr}(BZ)$
\[
\leq (\lambda K + \alpha^T 1_n) + \text{tr}\left\{ \left[A + Q - \lambda \text{Id}_n + B - \frac{1}{2}(1_n \alpha^T + \alpha 1_n^T) \right] Z \right\}
\]
be the Lagrangian function, where $Q_{n \times n} \succeq 0$, $\alpha_{n \times 1} = (\alpha_1, \ldots, \alpha_n)^T$, $B_{n \times n} \succeq 0$, and $\lambda \in \mathbb{R}$ are the Lagrangian multipliers. Consider the max-min problem:
\[
\max_{Z \in \mathbb{R}^{n \times n}} \min_{Q \geq 0, \lambda \in \mathbb{R}, \alpha \in \mathbb{R}^n, B \succeq 0} \mathcal{L}(Z, Q, \lambda, \alpha, B),
\]
where the maximum over $Z$ is unconstrained. If $Z$ is not primal feasible for the SDP problem (11), then
\[
\min_{Q \geq 0, \lambda \in \mathbb{R}, \alpha \in \mathbb{R}^n, B \succeq 0} \mathcal{L}(Z, Q, \lambda, \alpha, B) = -\infty.
\]
For example, consider $\text{tr}(Z) \neq K$ and choose $\lambda = -\frac{c}{K - \text{tr}(Z)}$ with an arbitrarily large $c > 0$. On the other hand, if $Z$ is feasible for (11), then
\[
\text{tr}(AZ) \leq \min_{Q \geq 0, \lambda \in \mathbb{R}, \alpha \in \mathbb{R}^n, B \succeq 0} \mathcal{L}(Z, Q, \lambda, \alpha, B),
\]
where the equality is attained if for example $Q = B = 0$. Then,
\[
\max_{Z \in \mathbb{R}^{n \times n}} \text{tr}(AZ) \leq \max_{Z \in \mathbb{R}^{n \times n}} \min_{Q \geq 0, \lambda \in \mathbb{R}, \alpha \in \mathbb{R}^n, B \succeq 0} \mathcal{L}(Z, Q, \lambda, \alpha, B)
\]
\[
\leq \min_{Z \in \mathbb{R}^{n \times n}} \max_{Q \geq 0, \lambda \in \mathbb{R}, \alpha \in \mathbb{R}^n, B \succeq 0} \mathcal{L}(Z, Q, \lambda, \alpha, B).
\]
Similarly, if $A + Q - \lambda \text{Id}_n + B - \frac{1}{2}(1_n \alpha^T + \alpha 1_n^T) \neq 0$, then
\[
\max_{Z \in \mathbb{R}^{n \times n}} \text{tr}\left\{ \left[A + Q - \lambda \text{Id}_n + B - \frac{1}{2}(1_n \alpha^T + \alpha 1_n^T) \right] Z \right\} = \infty,
\]
which is avoided by the minimization over the Lagrangian multipliers. Thus with $Q = \lambda \text{Id}_n + \frac{1}{2}(1_n \alpha^T + \alpha 1_n^T) - B - A$, we have
\[
\max_{Z \in \mathbb{R}^{n \times n}} \text{tr}(AZ) \leq \min_{\lambda \in \mathbb{R}, \alpha \in \mathbb{R}^n, B \succeq 0} \{ \lambda K + \alpha^T 1_n : B \succeq 0, \lambda \text{Id}_n + \frac{1}{2}(1_n \alpha^T + \alpha 1_n^T) - B - A \geq 0 \},
\]
which is the weak duality between the primal SDP problem (11) and its dual problem:
\[
\min_{\lambda \in \mathbb{R}, \alpha \in \mathbb{R}^n, B \succeq 0} \{ \lambda K + \alpha^T 1_n \}
\text{subject to } B \succeq 0,
\lambda \text{Id}_n + \frac{1}{2}(1_n \alpha^T + \alpha 1_n^T) - B - A \geq 0.
\]
Moreover, the duality gap is given by
\[
\lambda K + \alpha^T 1_n - \text{tr}(AZ) = \lambda \text{tr}(Z) + \lambda \text{tr}(Z + Z^T) - \text{tr}(AZ) = \lambda \text{tr}\left\{ \left[ \lambda \text{Id}_n + \frac{1}{2}(1_n \alpha^T + \alpha 1_n^T) - A - B \right] Z \right\} + \text{tr}(BZ) \geq \lambda \text{tr}(BZ) \geq 0.
\]

B. Optimality Conditions: Primal-Dual Construction

Let $G_k^*$ be the $n \times 1$ vector such that it is equal to $1_{n_k}$ on $G_k^*$ and zero otherwise. To show that
\[
Z^* = \left[ \begin{array}{cccc}
\frac{1}{n_1} J_{n_1} & 0 & \cdots & 0 \\
0 & \frac{1}{n_2} J_{n_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{n_K} J_{n_K} \\
\end{array} \right] = \sum_{k=1}^{K} \frac{1}{n_k} J_{n_k}^T G_k^*
\]
(16)
is the solution of the primal SDP problem (11), we need the duality gap (15) is zero at $Z = Z^*$. To this end, we need to construct a dual certificate $(\lambda, \alpha, B)$ such that:

- (C1) $B \succeq 0$;
- (C2) $W_n := \lambda I_d n + \frac{1}{2}(1_1, \alpha^T + \alpha 1_n^T) - A - B \succeq 0$;
- (C3) $\text{tr}(W_n Z^*) = 0$;
- (C4) $\text{tr}(B Z^*) = 0$.

Note that (C1) and (C2) are dual feasibility constraints, while (C3) and (C4) are the optimality conditions (i.e., complementarity slackness) corresponding to the zero duality gap in (15). In particular, (C4) implies that $B_{\alpha^T G_k^*} 1_{n_k} = 0$ for all $k \in [K]$.

To ensure that $Z^*$ is the unique solution of the SDP problem (11), we observe that $Z^*$ is the only feasible matrix to the SDP (11) satisfying the block diagonal structure

$$
\begin{bmatrix}
Z^{(1)} & 0 & \cdots & 0 \\
0 & Z^{(2)} & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & Z^{(K)}
\end{bmatrix},
$$

i.e., $Z_{G_k^*}^* = 0$ for all distinct pair $(k, l) \in [K]^2$. Indeed, since each block $Z^{(k)}$ satisfies $Z^{(k)} 1_{n_k} = 1_{n_k}$ and is psd, $(1, n_k^{-1/2} 1_{n_k})$ is one eigenvalue-eigenvector pair of $Z^{(k)}$ and the trace of $Z^{(k)}$ is at least 1. On the other hand, due to the trace constraint $\sum_{k=1}^K \text{tr}(Z^{(k)}) = \text{tr}(Z) = k$, we then must have $\text{tr}(Z^{(k)}) = 1$. In addition, 1 is its only nonzero eigenvalue with eigenvector $n_k^{-1/2} 1_{n_k}$. Consequently, $Z^*$ must take the form of $n_k^{-1} J_{n_k}$.

Given the above block diagonal structure and $\text{tr}(B Z^*) = 0$, we conclude that $Z^*$ is the unique solution to the SDP (11) if (C5) $B_{\alpha^T G_k^*} > 0$ for all distinct pair $(k, l) \in [K]^2$, in addition to the optimality conditions (C1)-(C4).

### IV. PROOF OF THEOREM II.1

In this section, we show that a dual certificate described in Section III-B can be successfully constructed with high probability, thus proving Theorem II.1. First, observe that $W_n \succeq 0$ and $\text{tr}(W_n Z^*) = 0$ imply that

$$W_n 1_{G_k} = 0 \quad \text{for all} \quad k \in [K].$$

The dual structure with $B_{\alpha^T G_k^*} = 0$ imply that for each distinct pair $(k, l) \in [K]^2$,

$$\lambda 1_{n_k} + \frac{1}{2} 1_{n_k} (\sum_{i \in G_k^*} \alpha_i) + \frac{1}{2} \alpha G_k^* 1_{n_k} = A_{G_k^*} G_k^* 1_{n_k},$$

$$\frac{1}{2} 1_{n_l} (\sum_{i \in G_k^*} \alpha_i) + \frac{1}{2} \alpha G_k^* 1_{n_k} = B_{G_k^*} G_k^* 1_{n_k},$$

where $\alpha^T = (\alpha_{G_k^*}^T, \ldots, \alpha_{G_k^*}^T)$. From (18), we get

$$\sum_{i \in G_k^*} \alpha_i = \frac{1}{n_k} 1_{n_k}^T A_{G_k^*} G_k^* 1_{n_k} - \lambda.$$

Substituting the last equation back into (18), we get

$$\alpha_{G_k^*} = \frac{2}{n_k} A_{G_k^*} G_k^* 1_{n_k} - \frac{1}{n_k} 1_{n_k} - \frac{1}{n_k} (1_{n_k}^T A_{G_k^*} G_k^* 1_{n_k}).$$

Next we construct a solution of $B$ for (19). For $k \neq l$, we have

$$B_{G_k^*} G_k^* 1_{n_k} = \frac{n_l + n_k}{2n_l} \lambda 1_{n_l} + \frac{1}{2n_l} (1_{n_k}^T A_{G_k^*} G_k^* 1_{n_k}) 1_{n_l},$$

$$n_k 1_{n_l} A_{G_k^*} G_k^* 1_{n_l} - n_k 1_{n_l} (1_{n_k}^T A_{G_k^*} G_k^* 1_{n_k}) 1_{n_l} - A_{G_k^*} G_k^* 1_{n_k}.$$
Lemma IV.1 (Separation Bound on the Gaussian Centers): Let $\delta > 0$ and $1 > \beta > 0$. If there exists a sufficiently large universal constant $c_1 > 0$ such that

$$\Delta^2 \geq \frac{4\sigma^2(1+2\delta)}{(1-\beta)^2} \left( 1 + \sqrt{1 + \frac{p}{(1-\beta)(1+\delta)} \log n + c_1 R_n} \right) \log n$$

(24)

with

$$R_n = \frac{(1-\beta)^2}{(1+\delta)\log n} \left( \frac{\sqrt{p \log(nK)}}{n} + \frac{\log(nK)}{n} \right),$$

then as long as $m \geq 4(1+\delta^{-1})^2$,

$$\proba\left( \|X_i - \bar{X}_i\|^2 - \|X_i - \bar{X}_i\|^2 \right)
\geq \frac{n_k + n_l}{n_k n_l} \sigma^2 p + \beta \|\mu_k - \mu_l\|^2 - r_{kl},$$

for all distinct pairs $(k, l) \in [K]^2$ and $i \in G_k$, where

$$r_{kl} = 2\alpha \sqrt{\frac{2 \log(nK)}{n_k} \|\mu_k - \mu_l\|^2},$$

(26)

If the conditions of Lemma IV.1 holds, then according to this lemma we may choose

$$\lambda = \rho \sigma^2 + \frac{\beta}{4} m \Delta^2,$$

(25)

so that it holds with probability at least $1 - 2n^{-\delta} - 10n^{-1}$ that for all $k, l \in [K], k \neq l, i \in G_k^i, j \in G_l^j$,

$$r_i^{(k,l)} \geq \frac{\beta}{2} n_k \|\mu_k - \mu_l\|^2,$$

$$c_l^{(k,l)} \geq \frac{\beta}{2} n_k \|\mu_k - \mu_l\|^2,$$

$$t^{(k,l)} \geq \frac{\beta}{2} n_k n_l \|\mu_k - \mu_l\|^2,$$

as long as $m \geq 4(1+\delta^{-1})^2$. This implies $B_{G_k^i G_l^j} > 0$ for any distinct pair $(k, l) \in [K]^2$. We fix such a choice for $\lambda$ in the rest of the proof.

Denote $\Gamma_K = \text{span}\{1_{G_k^i} : k \in [K]\}$ be the orthogonal complement of the linear subspace of $\mathbb{R}^n$ spanned by the vectors $1_{G_1^1}, \ldots, 1_{G_K^K}$. In view of (17), we see that $\{1_{G_k^i} : k \in [K]\}$ are eigenvectors of $W_n$ associated to the zero eigenvalues. Thus to ensure $W_n \succeq 0$, we only need to check that: for any $v = (v_1, \ldots, v_n)^T \in \Gamma_K$ such that $\|v\|_2 = 1$,

$$v^T W_n v \succeq 0.$$

Our next task is to derive a high probability lower bound for the quadratic form $v^T W_n v$. Plugging the definition of $W_n$, we write

$$v^T W_n v = \lambda \|v\|^2 + \frac{1}{2} \langle v^T 1_{G_k^i} \alpha^T v + v^T \alpha^T 1_{G_k^i} v \rangle$$

$$- \sum_{k,l=1}^K \sum_{i \in G_k^i} \sum_{j \in G_l^j} X_i^T X_j v_i v_j - v^T B_v v.$$
V. PROOF OF THEOREM II.3

The first step is to reduce the worst-case misclassification risk to the average-case risk by putting a prior \( \pi^H \) over \( H = \{ h_{ik} \} \) with \( h_{i1}, \ldots, h_{iK} \) being i.i.d. following the multinomial distribution with one trial and probability vector \((n/K, \ldots, n/K)\). By the classical Chernoff bound we have

\[
P_{\pi^H}(n_k := \sum_{i=1}^{n} h_{ik} \in \left[ (1 - \delta_n) \frac{n}{K}, (1 + \delta_n) \frac{n}{K} \right], k \in [K]) \geq 1 - n^{-1},
\]

by choosing the constant \( C \) in \( \delta_n \) large enough. As a consequence, we have (29), shown at the bottom of the page. Conditioning on the event that \( n_1 + n_2 \) points belong to the first two clusters, the problem of correctly classifying all \( n \) samples into \( K \) clusters is always not easier than correctly classifying the \( n_1 + n_2 \) points into the first and second clusters, that is,

\[
P_{H, \mu}(\hat{h}_{ik} \neq h_{ik}, i \in [n], k \in [K]) \geq P_{H, \mu}(\hat{h}_{ik} \neq h_{ik}, i \in G_1 \cup G_2, k \in [2]),
\]

where recall that \( G_k = \{ i \in [n] : h_{ik} = 1 \} \) denote the \( k \)-th cluster. Now we apply the following minimax lower bound Lemma V.1 proved in Section V-A below for two clusters \( G_1 \) and \( G_2 \) conditioning on their total sizes \( n_1 + n_2 \), we have (30), shown at the bottom of the next page, for some \( c > 0 \), where \( \hat{\pi}^{12} \) denote the conditional prior distribution of \( \{ h_{ik}, i \in G_1 \cup G_2, k = 1, 2 \} \) given the total sample size \( n_1 + n_2 \) of \( G_1 \cup G_2 \), which is uniform over \( \{1, 2\}^n_{n_1 + n_2} \). Here we have used the high probability bound (28) so that with probability at least \( 1 - n^{-1} \), the separation \( \Delta \) satisfies

\[
\Delta^2 \leq 4(1 - \alpha/2)\sigma^2 \left( 1 + \frac{2p}{(n_1 + n_2) \log(n_1 + n_2)} \right) \log n.
\]

Note that the proof of Lemma V.1 also reduces the worst-case bound to the average-case bound, where the prior on the cluster label is uniform as the conditional distribution \( \hat{\pi}^{12} \) given the total size \( n_1 + n_2 \). Putting all pieces together and using \( K \leq \log n \) give a proof of the claimed result.

A. LOWER BOUND FOR \( K = 2 \)

Now we prove an information-theoretic limit for exact recovery of clusters labels in a symmetric two-component Gaussian mixture model,

\[
X_i = \eta_i \mu + \sigma \xi_i, \quad \xi_i \overset{i.i.d.}{\sim} N(0, I_p), \quad i = 1, \ldots, n,
\]

where \( \mu \) and \( -\mu \) are unknown centers of the two symmetric Gaussian components, and \( \eta_i \in \{-1, 1\} \) is the label for the \( i \)-th observation indicating which component it comes from.

Lemma V.1 (Separation Lower Bound for Exact Recovery: \( K = 2 \)): Let \( \alpha \in (0, 1) \). Consider the symmetric two-component Gaussian mixture model in (31) with an independent Rademacher prior distribution on \( \eta_i \). If \( \Delta^2 \leq (1 - \alpha)\hat{\Delta}_2^2 \), then

\[
\inf_{\eta} \sup_{\|\mu\| \geq \Delta/2} P(\hat{\eta} \neq \eta) \geq 1 - cn^{-1},
\]

where \( c > 0 \) is a constant depending only on \( \alpha \) and the infimum is over all possible estimators \( \hat{\eta} \) for \( \eta = \{\eta_i\}_{i=1}^n \in \{\pm 1\}^n \).

Remark V.2: Our Lemma V.1 is stronger than the exact recovery notation in [8] and the probability of wrong recovery lower bound in (32) does not follow from the lower bound therein for the expected Hamming distance loss in the symmetric two-component Gaussian mixture model. Moreover, complementing the upper bound in Corollary II.2, the lower bound is sharply optimal in the sense that the probability of wrong recovery is arbitrarily close to one (rather than just bounded away from zero) if the separation signal size \( \Delta^2 \) is below the cutoff value \( \Delta^2 1 \).

Proof of Lemma V.1: To prove the lower bound, we follow the same setup as in the lower bound proof in [8] by placing a \( N(0, \kappa_n^2 I_p) \) prior on \( \mu \) and an independent Rademacher prior on \( \eta \). Note that algorithm that maximizing the probability of reconstructing labels correctly is the maximum a posteriori (MAP) estimator \( \hat{\eta} = \arg\max_{\eta} p(\eta | X) \). Since the prior label assignment is uniform, MAP is in particular equivalent to maximum (integrated) likelihood estimator (MLE) after integrating out \( \mu \), i.e., \( \hat{\eta} = \arg\max_{\eta} L(\eta | X) \) where \( L(\eta | X) = p(X | \eta) \) is viewed as a function of \( \eta \). Specifically, the maximum (integrated) likelihood function can be computed as follows

\[
L(\eta | X) = \int_{\mathbb{R}^p} \prod_{i=1}^{n} p(X_i | \mu, \eta_i) p(\mu) d\mu \propto \int_{\mathbb{R}^p} \exp \left\{ -\frac{1}{2\sigma^2} \sum_{i=1}^{n} \| X_i - \eta_i \mu \|^2 - \frac{1}{2\kappa_n^2} \| \mu \|^2 \right\} d\mu \\
\approx \exp \left\{ \frac{1}{2} \left( \frac{n}{\sigma^2} + \frac{1}{\kappa_n^2} \right) \right\} \sum_{i=1}^{n} \eta_i X_i, \| \mu \|^2 \right\}.
\]

We can see from the last expression that the MLE fails if there exists some \( i \in [n] \) such that \( \| \eta_i X_i + \sum_{j \neq i}^{n} \eta_j X_j \|^2 < -\| X_i \| + \sum_{j \neq i}^{n} \eta_j X_j \|^2 \), or equivalently, \( \langle \eta_i X_i, \sum_{j \neq i}^{n} \eta_j X_j \rangle < 0 \). Therefore,

\[
\inf_{\eta} P(\hat{\eta} \neq \eta) = P(\hat{\eta} \neq \eta) \geq P(\exists i \in [n], \text{ such that } \langle \eta_i X_i, \sum_{j \neq i}^{n} \eta_j X_j \rangle < 0).
\]

Without loss of generality, we assume \( \sigma = 1 \). Let \( \varepsilon_n = n^{-1} \sum_{i=1}^{n} \xi_i \) be the sample average of the noise. Since \( \langle \eta_i \xi_i, \ldots, \eta_n \xi_n \rangle \) has the same joint distribution as \( (\xi_1, \ldots, \xi_n) \), we can write

\[
\frac{1}{n-1} \langle \eta_i X_i, \sum_{j \neq i}^{n} \eta_j X_j \rangle = \langle \mu + \eta_i \xi_i, \mu + \frac{1}{n-1} \sum_{j \neq i}^{n} \eta_j \xi_j \rangle \\
= \langle \mu + \xi_i, \mu + \frac{1}{n-1} \varepsilon_n - \frac{1}{n-1} \xi_i \rangle \\
= \langle \xi_i - \varepsilon_n, \mu + \frac{n}{n-1} \varepsilon_n \rangle + \| \mu \|^2 \\
\overset{d}{=} \langle \xi_i - \varepsilon_n, \mu \rangle + \frac{n}{n-1} \| \xi_i \|^2 + \| \mu \|^2 \\
\overset{d}{=} R_{i,1} + \frac{n}{n-1} \| \xi_i \|^2 + \| \mu \|^2 \\
\overset{d}{=} R_{i,2}.
\]
Thus we have
\[
B_1 = \{ \sqrt{n} ||(\mu, \xi_n)|| \leq \sqrt{n - 1} \beta_n ||\mu||^2, \max_{i \in [n]} ||(\mu, \xi_i)|| \leq \sqrt{n - 1} \beta_n ||\mu||^2 \},
\]
\[
\bar{B}_1 = \{ \sqrt{n} ||(\mu, \xi_n)|| \leq \sqrt{n - 1} \beta_n ||\mu||, \max_{i \in [n]} ||(\mu, \xi_i)|| \leq \sqrt{n - 1} \beta_n ||\mu|| \},
\]

By the standard tail inequality of the Gaussian random variable and union bound, we have
\[
P(B_1) \leq \min \{1, n \exp(-cn \beta_n^2 ||\mu||^2)\} \text{ and } P(\bar{B}_1) \leq \min \{1, n \exp(-cn \beta_n^2)\} \text{ for some universal constant } c > 0.
\]
In addition, we have \(\max_{i \in [n]} |R_{i,3}| \leq 3 \beta_n ||\mu||^2\) on the event \(B_1\) and \(\max_{i \in [n]} |R_{i,3}| \leq 3 \beta_n ||\mu||\) on the event \(\bar{B}_1\).

**Bound \(R_{i,2}\).** By tail inequalities of the chi-square random variable in Lemma VIII.1, we have for any \(t > 0\) and \(i \in [n]\),
\[
P(||\xi_i||^2 - p) \geq 2 \sqrt{\pi t + 2 t} \leq 2 e^{-t},
\]
\[
P(||n\xi_n||^2 - p) \geq 2 \sqrt{\pi t + 2 t} \leq 2 e^{-t}.
\]
Thus we have \(P(B_2) \leq 4 n^{-1}\), where
\[
B_2 = \{ ||n\xi_n||^2 - p \leq 2 \sqrt{\pi n \log n} + 2 \log n, \max_{i \in [n]} ||\xi_i||^2 - p \leq 2 \sqrt{\pi n \log n} + 4 \log n \}.
\]
On the event \(B_2\), we have \(\max_{i \in [n]} |R_{i,3}| \leq 6 (\sqrt{\pi n \log n} + \log n)/(n - 1)\).

**Analyze \(R_{i,1}\).** From elementary calculations, we have that the conditional joint distribution of \(U_i := (\xi_i - n\xi_n, \mu + n^{-1} \xi_n)\), \(i = 1, \ldots, n\), given \(\xi_n\) is
\[
\begin{pmatrix}
U_1 \\
U_2 \\
\vdots \\
U_n
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0
\end{pmatrix}
\begin{pmatrix}
\mu + n \xi_n \\
\mu + n \xi_n \\
\vdots \\
\mu + n \xi_n
\end{pmatrix}
\begin{pmatrix}
1 - n^{-1} \\
n^{-1} + 1 \\
n^{-1} - 1 \\
n^{-1} - 1
\end{pmatrix}.
\]
Conditioning on \(\xi_n\), let \(\{Z_i\}_{i=1}^n\) be i.i.d. \(N(0, 1/n - 1, ||\mu + n^{-1} \xi_n||^2)\) random variables. Since \(\mathbb{E}(U_i^2 | \xi_n) = \mathbb{E}(Z_i^2 | \xi_n)\),
and \(\mathbb{E}((U_i - U_j)^2 | \xi_n) \geq \mathbb{E}((Z_i - Z_j)^2 | \xi_n)\) for \(i, j \in [n]\),
by Slepian’s inequality (cf. Theorem 7.2.9 in [58]) we have
\[
P(\max_{i \in [n]} U_i > t | \xi_n) \geq P(\max_{i \in [n]} Z_i > t | \xi_n) = 1 - (1 - P(Z_1 > t | \xi_n))^n, \ t \in \mathbb{R}.
\]
Combining the previous three terms with (33), we obtain (34), shown at the bottom of the next page. For \(\gamma_n \geq 0\), we define
\[
B_3 = \{ ||\mu||^2 - \Delta^2/4 \leq \Delta^2 \gamma_n/4 \}.
\]

With the prior distribution \(\mu \sim N(0, 4^{-1} \kappa_n^2 I_p)\) where \(\kappa_n^2 = \frac{\Delta^2}{4p(1 - \beta_n)}\), and \(\nu_n = \sqrt{\frac{n \Delta^2}{4p \log^2 n}}\), it follows from the proof of Theorem 5 in [8] (cf. equation (28)) that \(P(B_3) \leq 2 \exp(-p \gamma_n^2/32)\), provided \(4 \nu_n \leq \gamma_n \leq 1\). Moreover, using the lower tail bound of the chi-square random variable in Lemma VIII.1, we have \(P(B_4) \leq \exp(-p \nu_n^2/4)\), where
\[
B_4 = \{ ||\xi_n||^2 \geq \frac{p}{n} (1 - \theta_n) \}.
\]

To analyze the right-hand side of (34), we first consider the higher dimensional case where \(p \geq \log^2 n\). In such regime, we divide further into three cases depending on the separation signal size as following.

**Medium signal size case:** \(2 \log^3/n^3 < \Delta < 2 \sqrt{\log n}/n\). Since \((-U_1, \ldots, U_n)\) has the same joint distribution of \((U_1, \ldots, U_n)\), we can bound on \(B_1 \cap B_2\),
\[
P(\max_{i \in [n]} U_i \leq 1 + 3 \beta_n ||\mu||^2 + 6 \sqrt{\log n} + \log n) \leq P(\max_{i \in [n]} U_i \leq 1 + 3 \beta_n ||\mu||^2 + \frac{6 \sqrt{\log n} + \log n}{n - 1})
\]
\[
\leq \exp \left(1 - P(Z_1 > (1 + 3 \beta_n) ||\mu||^2 + \frac{6 \sqrt{\log n} + \log n}{n - 1} | \xi_n)\right).
\]
Let \(Z \sim N(0, 1)\) be the standard Gaussian random variable. Thus, on the event \(\cap_{i=1}^n B_i\), we have
\[
P(Z > (1 + 3 \beta_n) ||\mu||^2 + \frac{6 \sqrt{\log n} + \log n}{n - 1} | \xi_n)
\]
\[
\geq \Phi \left(\frac{1 - \frac{1}{n} - 2 \beta_n (1 - \gamma_n) \Delta^2 + \frac{2 \mu \sqrt{\log n} + \log n}}{4 (1 - \frac{1}{n} - 2 \beta_n) (1 - \gamma_n) \Delta^2 + \frac{16 \nu_n}{n - 1} (1 - \theta_n)}\right).
\]

\[
\inf_{\{h, i\} \in G_1 \cup G_2, k=1,2} \mathbb{P}_{(H, \mu)}(h_{ik} \neq h_{ik}, i \in [n], k \in [K])
\]
\[
\geq \inf_{\{h, i\} ||\mu_k - \mu|| \geq \Delta} \mathbb{P}_{(H, \mu)}(h_{ik} \neq h_{ik}, i \in [n], k \in [K]) - n^{-1}.
\]
\[(29)\]
\[
\inf_{\{h, i\} \in G_1 \cup G_2, k=1,2} \mathbb{P}_{(H, \mu)}(h_{ik} \neq h_{ik}, i \in [G_1 \cup G_2], k \in [2]) \geq 1 - c K/n.
\]
\[(30)\]
we obtain that
\[ P(\tilde{\eta} \neq \eta) \geq 1 - [1 - (1 - \eta)\Phi^c(V_n)]^n - \eta_n \tag{35} \]
provided \( 4\eta_n \leq \eta_n \leq 1 \), where
\[
\eta_n = \min\{1, n \exp(-cn^2/(1 - \gamma_n^2)) + 4n^{-1} + 2\exp(-\theta_n^2/4) + \exp(-p\theta_n^2/4). \]

Note that \( \Delta < 2\sqrt{\log n/n} \), implying \( \eta_n^2 \leq \frac{1}{\log n} \). We choose
\[
\beta_n^2 = \frac{1}{\log n}, \quad \gamma_n^2 = \frac{16}{\log n}, \quad \theta_n^2 = \frac{1}{\log n}. \]

Since \( p \geq \log^2 n \) and \( \Delta > \frac{2\log^2 n}{\sqrt{n}} \), we have
\[ P(\tilde{\eta} \neq \eta) \geq 1 - \left( 1 - \frac{1 - cn^{-1}}{n - 1} \right)^n - cn^{-1} \]
\[ \geq 1 - e^{-n^{3/2} - cn^{-1} - 1} - cn^{-1}, \]
where \( c' \) is a constant depending on \( \delta \). The condition \( V_n \leq \sqrt{2(1 - \delta) \log n} \) is implied by \( \Delta^2 \leq (1 - \alpha) \Delta^2 \) for some \( \alpha := \delta(\alpha) \) and by inverting the function \( x \rightarrow x^{1/2} + 16p/n \) for \( x > 0 \).

Low signal size case: \( \Delta \leq \sqrt{2\log 3/2 n} \). The argument is similar to the medium signal size case, so we only sketch the proof. On the event \( B_1 \cap B_2 \cap B_3 \cap B_4 \), we have
\[
P \left( \max_{i \in [n]} \left\{ \frac{U_i}{n} \right\} \leq \left\{ \log \frac{n}{\log n} + \log n \right\} \right)
\leq E \left[ 1 - P \left( Z_1 > \frac{\left\{ \log \frac{n}{\log n} + \log n \right\}}{n - 1} \right) \right]^n.
\]

and
\[
P \left( Z_1 > \frac{\left\{ \log \frac{n}{\log n} + \log n \right\}}{n - 1} \right) = P \left( \frac{\left\{ \log \frac{n}{\log n} + \log n \right\}}{n - 1} \right).
\]

where
\[ V_n = \frac{(1 + \gamma_n^2) + 2\Delta^2 + 4\sqrt{\log n} \Delta + 24(\sqrt{\log n} + \log n)}{\sqrt{4(1 - \Delta^2)(1 - \gamma_n^2) + 16(1 - \theta_n^2)}} \]
Combining all pieces together, we obtain that
\[ P(\tilde{\eta} \neq \eta) \geq 1 - [1 - (1 - \eta)\Phi^c(V_n)]^n - \eta_n. \]
provided \( 4\eta_n \leq \eta_n \leq 1 \), where
\[
r_n = \min\{1, n \exp(-cn^2/(1 - \gamma_n^2)) + 4n^{-1} + 2\exp(-\theta_n^2/4) + \exp(-p\theta_n^2/4). \]

Now we choose
\[
\beta_n^2 = \frac{1}{\log n}, \quad \gamma_n^2 = \frac{16}{\log n}, \quad \theta_n^2 = \frac{1}{\log n}. \]

If \( 2\log^2 n < \Delta \leq \frac{2\log^2 n}{\sqrt{n}} \), then \( \beta_n \Delta \leq p/n \) (recall \( p \geq \log^2 n \)) and there exists a sequence \( \xi_n \rightarrow 0 \) as \( n \rightarrow \infty \) such that
\[ V_n \leq (1 + \xi_n)(\Delta^2/2 + 3\beta_n \eta + \xi_n) = o(1), \]
which implies that \( P(\tilde{\eta} \neq \eta) \geq 1 - cn^{-1}. \) If \( \Delta \leq \frac{2\log^2 n}{n} \),
\[ V_n \leq \frac{1 + \xi_n}{2\sqrt{p/n}} = o(1) \]
and \( P(\tilde{\eta} \neq \eta) \geq 1 - cn^{-1}. \)

High signal size case: \( 2\sqrt{\log n/n} \leq \Delta \leq 1 - \alpha \Delta. \) Note that in this regime, we have \( p/n = o(\Delta^2) \) and \( p = O(n) \).

Then the sharp threshold \( \Delta^2 = 8(1 + o(1)) \log n \), which is asymptotically independent of \( p \). Thus we place an (essentially one-dimensional) point mass prior on \( \mu \) at \( (\Delta/2, 0, \ldots, 0)^T \in \mathbb{R}^p \). A similar calculation yields
\[ L(\eta | X) \propto \left\{ \frac{1}{\sqrt{2}} \left\{ \frac{1}{\eta_i} \sum_{i=1}^n X_i \right\} \right\}, \quad \text{and} \]
\[ P(\tilde{\eta} \neq \eta) \geq P(\exists i \in [n], \text{ such that } (\mu, \eta_i X_i) < 0). \]

Since \( \left\{ \eta_i X_i \right\}_{i=1}^n \) are i.i.d. random variables with
\[ P \left( \eta_i X_i \geq 0 \right) = P \left( \| \mu \|^2 + \eta_i \xi_i \geq 0 \right) \]
\[ = P \left( Z \geq -\| \mu \|^2 \right) = 1 - \Phi^c(\Delta/2), \]
we have
\[ P(\tilde{\eta} \neq \eta) \geq 1 - (1 - \Phi^c(\Delta/2))^n \]
\[ \geq 1 - \left( 1 - \frac{1}{n^{1/3}} \right)^n \geq 1 - e^{-n^3} \geq 1 - cn^{-1}, \]
when \( \Delta^2 \leq 4(2 - \delta) \log n \leq (1 - \alpha) \Delta^2 \) for some \( \delta \) depending only on \( \alpha \). Here the constant \( c \) depending only on \( \delta \) (and thus only on \( \alpha \)).
Finally, we deal with the lower dimensional case where \( p < \log^2 n \). In such regime, we also have \( \Delta^2 = 8(1 + o(1)) \log n \). Following the same argument as in the high signal size case under \( p \geq \log^2 n \), we conclude that \( \mathbb{P}(\eta \neq \eta) \geq 1 - \epsilon n^{-1} \).

VI. DISCUSSIONS

In this paper, we characterized the information-theoretic sharp threshold for exact recovery of Gaussian mixture models. There are still some interesting open questions, which we list below.

**General noise covariance matrix.** The SDP relaxation in (11) does not require to know the noise variance \( \sigma^2 \) only in the spherical Gaussian case, i.e., the noise \( \xi \) has i.i.d. \( N(0, \sigma^2 I_p) \) distribution. Consider the general covariance matrix case \( \xi \sim N(0, \Sigma) \) when \( \Sigma \) is not necessarily spherical. If \( \Sigma \) is known, then we can first apply the transform \( \Sigma^{-1/2} X_i \) to make the noise spherical and the sharp threshold in (8) holds and reads in terms of the minimal Mahalanobis distance

\[
\Delta^2 = \min_{1 \leq i < k \leq K} d^2_{\Sigma}(\mu_j, \mu_k) = 4 \left( 1 + \frac{1}{\log n} \right) \log n,
\]

where \( d^2_{\Sigma}(\mu_j, \mu_k) = (\mu_j - \mu_k)^T \Sigma^{-1} (\mu_j - \mu_k) \). If \( \Sigma \) is unknown, [69] showed that in the \( K = 2 \) case the misclassification probability of the Bayes classifier decays exponentially fast in the Mahalanobis distance \( d^2_{\Sigma}(\mu_1, \mu_2) = (\mu_1 - \mu_2)^T \Sigma^{-1} (\mu_1 - \mu_2) \) rather than \( \Delta^2 = \frac{\Delta^2}{\|\Sigma\|_{op}} \). Thus we conjecture that:

there is a sharp threshold for exact recovery under the general unknown covariance matrix given by \( \Delta^2 \) above.

**Average-case algorithmic hardness in multiple clusters.** Both our upper and lower bounds for exact recovery in Corollary II.2 and Theorem II.3 require the number of clusters \( K = O(\log n) \). We argue that this condition is likely to be necessary for achieving the sharp threshold of exact recovery. Consider the balanced spherical Gaussian mixture model with common noise variance and multiple communities for \( K \geq 3 \). It is shown in [66] that: (i) detection and partial (i.e., correlated) recovery are information-theoretically possible if \( \rho > 2 \sqrt{2 K \log n} + 2 \log K \); (ii) detection and partial recovery are impossible if \( \rho < \sqrt{2p(K-1)\log(K-1)/n} \), where \( \rho \) is the squared signal-to-noise ratio in the Gaussian mixture model (an equivalent quantity of \( \Delta^2/\sigma^2 \) in our notation). In contrast, it is also known from [60], [61] that spectral methods have correlated recovery with the true community labels if and only if \( \rho > \sqrt{\frac{\Delta^2}{\sigma^2}}(K - 1) \). The phase transition of spectral methods is a direct consequence of the BBP phase transition in the random matrix theory [62], [63]. Thus for fixed \( K \), there is no gap (modulo constants) between computation and information theoretic thresholds. In addition, a sufficient condition for partial recovery of the same SDP as in our paper is given by \( \frac{\Delta^2}{\sigma^2} \geq 1 + (\sqrt{p}/n)K \) in [14]. Based on evidence from statistical physics, it is conjectured by [64] (and remains as an open problem) that the computational threshold coincides with the spectral methods for partial recovery for large \( K \), thus suggesting there is a computationally hard regime where no polynomial time algorithm can attain the information-theoretic threshold when \( K \to \infty \).

Now turning into exact recovery. Recall that our result shows that the information-theoretical threshold is

\[
\frac{\Delta^2}{\sigma^2} = 4 \left( \log n + \sqrt{\log^2 n + \frac{Kp \log n}{n}} \right),
\]

which is achieved by an SDP when \( K \lesssim \log(n)/\log(n) \). Thus, in such growth region of \( K \), there is no computational hardness for exact recovery, which is a similar scenario in the partial recovery case when \( K = O(1) \). Note that the threshold \( \Delta^2/\sigma^2 \) is larger (modulo constants) than the partial recovery sufficient condition for the spectral methods and the SDP, which in turn is strictly larger than its necessary condition (i.e., information-theoretic threshold) as \( K \to \infty \). Hence, we propose the following conjecture:

**for \( K \gg \log n \), there is no polynomial time algorithm can achieve the average-case exact recovery information-theoretic threshold.**

If this conjecture is true, then our current regime \( K \lesssim \log(n)/\log(n) \) where the SDP achieves the information-theoretic limit is sharp, i.e., \( K \approx \log(n) \) would be an algorithmic hardness for exact recovery. The conjecture also implies that transition of hardness of clustering Gaussian mixture models for partial recovery and exact recovery is from \( O(1) \) and \( O(\log n) \), respectively.

**Unbalanced communities.** Corollary II.2 and Theorem II.3 together imply that in the equal cluster size case when \( n_1 = n_2 = \cdots = n_K = n/K \), the SDP relaxation (11) for the \( K \)-means is minimax-optimal in the sense that sharp phase transition of the probability of wrong recovery from zero to one occurs at the critical threshold given by \( \Delta^2 \) in (8). It remains an interesting open question whether the separation gap \( \Delta \) is sharp when cluster sizes are unbalanced.

VII. PROOF OF KEY LEMMATA

A. Proof of Lemma IV.1

Without loss of generality, we may assume \( \sigma = 1 \). Denote \( \theta = \mu_k - \mu_l \) and define the event \( A = \bigcap_{k,l,i} A^{(i)}_{kl} \), where

\[
A^{(i)}_{kl} = \left\{ \|X_i - \mathbf{X}_l\|^2 - \|X_i - \mathbf{X}_k\|^2 \right\}
\]

\[
\geq \frac{n_k + n_l}{n_{k,l}} p + \beta \|\theta\|^2 - r_{kl},
\]

with the index \((k, l, i)\) ranging over all distinct pairs \((k, l) \in [K]^2\) and all \( i \in G_k^* \) and

\[
r_{kl} = 2 \frac{\log(nK)^2}{n_l} \|\theta\|^2 + 2 \frac{n_k + n_l}{n_{k,l}} \sqrt{2p \log(nK)} + \frac{4}{n_k} \log(nK).
\]

Recall that \( X_i = \mu_k + \varepsilon_i \) for each \( i \in G_k^* \) and \( k \in [K] \). We can write

\[
\|X_i - \mathbf{X}_l\|^2 - \|X_i - \mathbf{X}_k\|^2 = \langle \theta + \varepsilon_i - \mathbf{E}_l, \theta - \mathbf{E}_l + 2\varepsilon_i - \mathbf{E}_k \rangle
\]

\[
= \langle \theta - \mathbf{E}_i, \theta - \mathbf{E}_i + 2\varepsilon_i - \mathbf{E}_k \rangle
\]

\[
\geq \frac{n_k + n_l}{n_{k,l}} p + \beta \|\theta\|^2 - r_{kl},
\]

\[
= \frac{n_k + n_l}{n_{k,l}} p + \beta \|\theta\|^2 - r_{kl},
\]

\[
= \frac{n_k + n_l}{n_{k,l}} p + \beta \|\theta\|^2 - r_{kl}.
\]
\[= \|\theta\|^2 + \|\xi\|^2 + \frac{1}{n_k} \left(2 - \frac{1}{n_k}\right) \|\varepsilon_i\|^2 - \left(\frac{n_k - 1}{n_k}\right)^2 \|\xi_{k \setminus \{i\}}\|^2 - 2(\theta, \xi_i) + 2\left\langle \theta - \xi_i + \left(\frac{n_k - 1}{n_k}\right)^2 \xi_{k \setminus \{i\}}, \varepsilon_i \right\rangle,\]

where \(\xi_{k \setminus \{i\}} = (n_k - 1)^{-1} \sum_{j \in G_k^* \setminus \{i\}} \varepsilon_j\). Set \(\zeta_n = 2 \log(nK)\) and define

\[B_{kl}^{(i)} = \left\{\|\xi\|^2 \geq n_k^{-1}(p - 2\sqrt{p} \zeta_n), \|\varepsilon_i\|^2 \geq p - 2\sqrt{p} \zeta_n, \|\xi_{k \setminus \{i\}}\|^2 \leq (n_k - 1)^{-1}(p + 2\sqrt{p} \zeta_n + 2\zeta_n)\right\},\]

\[\langle \theta, \xi_i \rangle \leq \sqrt{2n_k^{-1}\zeta_n} \|\theta\|, \quad \|\xi_i - (n_k - 1)^{-2}\xi_{k \setminus \{i\}}\|^2 \leq (n_k^{-1} + n_k^{-1})(p + 2\sqrt{p} \zeta_n + 2\zeta_n),\]

\[\langle \theta, (1 - n_k^{-1})^2\xi_{k \setminus \{i\}} - \xi_i \rangle \leq \sqrt{2(n_k^{-1} + n_k^{-1})\zeta_n} \|\theta\|\] \hspace{1cm} (37)

Note that \(\varepsilon_i, \xi_i, \text{ and } \xi_{k \setminus \{i\}}\) are mutually independent. Thus conditional on \(\xi_i \text{ and } \xi_{k \setminus \{i\}}\), we have

\[\langle \theta - \xi_i + (1 - n_k^{-1})^2\xi_{k \setminus \{i\}} \rangle \sim N\left(0, \|\theta - \xi_i + (1 - n_k^{-1})^2\xi_{k \setminus \{i\}}\|^2\right).\]

Then, on the event where (36) and (37) hold, we can bound \(U^*\) in (38), shown at the bottom of the next page, where \(\Phi^c(t)\) denotes the tail probability \(P(Z \geq t)\) for a standard normal random variable \(Z\). Note that \(n_k^{-1} + n_k^{-1} \leq 2m^{-1}\). Under the separation condition (24) on the Gaussian centers, we have

\[\|\theta\|^2 \geq 8 \log n \quad \text{and} \quad 2\sqrt{2(n_k^{-1} + n_k^{-1})\zeta_n} \|\theta\| \leq \frac{2}{\sqrt{m}} \|\theta\|^2.\]

Thus, on events (36) and (37), we have

\[U^* \leq \Phi^c\left(\frac{(1 - \beta)\|\theta\|^2}{2\sqrt{1 + \frac{2}{\sqrt{m}}} \|\theta\|^2 + (n_k^{-1} + n_k^{-1})(p + 2\sqrt{p} \zeta_n + 2\zeta_n)}\right).\]

Now under the separation condition (24) and noting that \((1 + \delta)(1 + \frac{2}{\sqrt{m}}) \leq 1 + 2\delta\), we see that

\[\frac{(1 - \beta)^2}{8(1 + \delta) \log n} \|\theta\|^4 - \left(1 + \frac{2}{\sqrt{m}}\right) \|\theta\|^2 - r_1 \geq 0,\]

where

\[r_1 = p(n_k^{-1} + n_k^{-1}) + 2(\sqrt{p} \zeta_n + \zeta_n)(n_k^{-1} + n_k^{-1}).\]

Hence we get

\[U^* \leq \Phi^c\left(\sqrt{2(1 + \delta) \log n}\right) \leq n^{-(1+\delta)},\]

where the second inequality follows from the standard Gaussian tail bound \(\Phi^c(x) \leq e^{-x^2/2}\) for \(x \geq 0\). In addition, applying the probability tail bounds for \(\chi^2\) distributions in Lemma VIII.1, we have \(P(B_{kl}^{(i)c}) \leq 6/(n^2 K^2)\). Now putting pieces together, we have

\[P(A^c) \leq \sum_{1 \leq k \neq l \leq K} \sum_{i \in G_k^*} P(A_{kl}^{(i)c} \cap B_{kl}^{(i)c}) + P(B_{kl}^{(i)c}) \leq \sum_{1 \leq k \neq l \leq K} \sum_{i \in G_k^*} E[U^*1((36), (37) \text{ hold})] + \frac{6}{n} \leq \frac{K^2}{n^b} + \frac{8}{n}.\]

B. Proof of Lemma IV.2

Without loss of generality, we may assume \(\sigma = 1\). Recall that the column sums and row sums of matrix \(B_{G_k^*G_k^*}\) are denoted by \(c^{(k,l)} = (c^{(k,l)}_j : j \in G_k^*)\) and \(r^{(k,l)} = (r^{(k,l)}_i : i \in G_k^*)\), respectively. In addition, \(l^{(k,l)} = \sum_{j \in G_k^*} c^{(j,k)}_{r^{(k,l)}_j} = \sum_{j \in G_k^*} r^{(k,l)}_j\) is the total sum, and the construction of \(B^t\) in (22) can be written as \([B_{G_k^*G_k^*}]_{ij} = r^{(k,l)}_i c^{(l,k)}_{r^{(k,l)}_j}/l^{(k,l)}\), for any distinct pair \((k,l) \in [K]^2\). Under this notation, for each \(v \in \Gamma_K\), we may write

\[T(v) = \sum_{k=1}^{K} \sum_{i \neq j \in G_k^*} \left\{\frac{1}{l^{(k,l)}} \left(v_i r^{(k,l)}_j 1_{i \in G_k^*} + v_j r^{(k,l)}_i 1_{j \in G_k^*}\right)\right\}.\]

Using once again the property \(\sum_{i \in G_k^*} v_i = 0\) for all \(k \in [K]\), we can simplify

\[\sum_{j \in G_k^*} v_j c^{(j,k)}_{r^{(k,l)}_j} = \sum_{j \in G_k^*} v_j c^{(j,k)}_{r^{(k,l)}_j} = n_k \langle \mu_k - \mu_l + \xi_k - \xi_l, v_j \xi_j \rangle.\]

Similarly, \(\sum_{j \in G_k^*} v_i r^{(k,l)}_j c^{(l,k)}_{r^{(k,l)}_j} = -n_k \langle \mu_k - \mu_l + \xi_k - \xi_l, v_i \xi_i \rangle\). Then

\[\sum_{i \in G_k^*} v_i v_j r^{(k,l)}_i c^{(l,k)}_{r^{(k,l)}_j} = -n_k \langle T_{1,kl} + T_{2,kl} + T_{3,kl}\rangle,\]

and

\[T(v) = -\sum_{k=1}^{K} \sum_{l \neq k} \left\{\frac{n_k n_l}{l^{(k,l)}} (T_{1,kl} + T_{2,kl} + T_{3,kl})\right\},\] \hspace{1cm} (39)

where

\[T_{1,kl}(v) = \left[\sum_{i \in G_k^*} v_i \langle \mu_k - \mu_l, \xi_i \rangle\right] \cdot \left[\sum_{j \in G_l^*} v_j \langle \mu_k - \mu_l, \xi_j \rangle\right],\]

\[T_{2,kl}(v) = \left[\sum_{i \in G_k^*} v_i \langle \xi_k - \xi_l, \xi_i \rangle\right] \cdot \left[\sum_{j \in G_l^*} v_j \langle \xi_k - \xi_l, \xi_j \rangle\right].\]
To bound these three terms, we will use the following lemma, whose proof is deferred to the end of this section.

**Lemma VII.1 (Uniform High Probability Bounds for Random Fluctuation Terms):** For any \(\delta > 0\), it holds with probability at least \(1 - 4K^2\delta^2\) that for any \(v \in \Gamma_K\) and any distinct pair \((k, l) \in [K]^2\),

\[
\left| \sum_{i \in A_k} v_i \langle \mu_k - \mu_l, e_i \rangle \right| \leq \|\mu_k - \mu_l\| \left( n_k + \sqrt{2n_k \log n + 2 \log n} \right) \left( \sum_{i \in A_k} v_i^2 \right)^{1/2},
\]

(40)

\[
\left| \sum_{i \in A_k} v_i \|e_i\|^2 \right| \leq C p^{1/2} [n_k^{1/2} + \log^2(n)] \left( \sum_{i \in A_k} v_i^2 \right)^{1/2},
\]

(41)

\[
\left| \sum_{i \in A_k} v_i \langle \zeta_i - \zeta_{k\setminus\{i\}}, e_i \rangle \right| \leq C p^{1/2} (\delta \log n)^{1/2} \left( \sum_{i \in A_k} v_i^2 \right)^{1/2},
\]

(42)

\[
\left| \sum_{i \in A_k} v_i \langle \zeta_k - \zeta_l, e_i \rangle \right| \leq \left| \sum_{i \in A_k} v_i \langle \zeta_k - \zeta_l, e_i \rangle \right| \leq C p^{1/2} (\delta \log n)^{1/2} \left( \sum_{i \in A_k} v_i^2 \right)^{1/2},
\]

(43)

for some universal constant \(C > 0\).

**Bound \(T_{1,kl}\):** By applying the Cauchy-Schwarz inequality and inequality (40), we can bound

\[
\left| T_{1,kl}(v) \right| = \sum_{i \in A_k} v_i \langle \mu_k - \mu_l, e_i \rangle \sum_{j \in A_l} v_j \langle \mu_k - \mu_l, e_j \rangle \leq \|\mu_k - \mu_l\| \left( \sum_{i \in A_k} v_i^2 \right)^{1/2} \left( \sum_{j \in A_l} v_j^2 \right)^{1/2} \left( n_k + \sqrt{2n_k \log n + 2 \log n} \right) \left( n_l + \sqrt{2n_l \log n + 2 \log n} \right)^{1/2}.
\]

Throughout the proof, we can always work under the event \(\{i(l,k) \geq \beta n_k n_l \|\mu_k - \mu_l\|^2/2\} \) for all distinct pairs \((k, l) \in [K]^2\) and \(i \in A_k\),

(44)

which according to the choice of \(\lambda^2\) in (25) after Lemma IV.1, holds with probability at least \(1 - K^2 n^{-\delta} - 8n^{-1}\). Under this event, we get a uniform bound for first sum of \(T_{1,kl}\)’s in the decomposition (39) of \(T(v)\) for all \(v \in \Gamma_K\):

\[
\left| \sum_{k,l=1}^K \frac{n_k n_l}{\Gamma(k,l)} T_{1,kl}(v) \right| \leq \frac{2}{\beta} \left( \sum_{k=1}^K \left( \sum_{i \in A_k} v_i^2 \right)^{1/2} \left( n_k + \sqrt{2n_k \log n + 2 \log n} \right)^{1/2} \right) \leq \frac{2}{\beta} \left( \sum_{k=1}^K \left( \sum_{i \in A_k} v_i^2 \right)^{1/2} \left( n_k + \sqrt{2n_k \log n + 2 \log n} \right)^{1/2} \right) \cdot \left( \sum_{i=1}^n v_i^2 \right)^{1/2} \leq \frac{2}{\beta} \left( n + \sqrt{2Kn \log n + 2K \log n} \right) \left( \sum_{i=1}^n v_i^2 \right)^{1/2},
\]

where step (a) is due to the Cauchy-Schwarz inequality, and the last step uses the identity \(\sum_{k=1}^K n_k = n\) and inequality \(\sum_{k=1}^K \sqrt{n_k} \leq \sqrt{K} \sum_{k=1}^K n_k\).

**Bound \(T_{2,kl}\):** Due to the symmetry, we only need to analyze the first sum in \(T_{2,kl}\), which can be further decomposed as

\[
\sum_{i \in A_k} v_i \langle \zeta_k - \zeta_l, e_i \rangle = \sum_{i \in A_k} v_i \left( \frac{1}{n_k} \zeta_{e_i} \right) + \sum_{i \in A_k} v_i \langle \zeta_{k\setminus\{i\}} - \zeta_l, e_i \rangle,
\]

\[
= \sum_{i \in A_k} v_i \left( \frac{1}{n_k} \zeta_{e_i} \right) + \sum_{i \in A_k} v_i \langle \zeta_{k\setminus\{i\}} - \zeta_l, e_i \rangle =: G_{1}(v) + G_{2}(v) + G_{3}(v),
\]

where the three terms \(G_{1}(v), G_{2}(v)\) and \(G_{3}(v)\) are respectively bounded by using inequalities (41), (42) and (43) in Lemma VII.1. Therefore, we can reach

\[
\left| \sum_{i \in A_k} v_i \langle \zeta_k - \zeta_l, e_i \rangle \right| \leq C \left( \sum_{i \in A_k} v_i^2 \right)^{1/2} \left( \sqrt{\frac{p + \log^2(n)}{n_k}} + \sqrt{\frac{p + \log(n) \log(n)}{n_l}} + \sqrt{\frac{p + \log(n) \log(n)}{n_k}} \right).
\]

(38)

**Bound \(T_{3,kl}\):**
\[ \leq C' \left( \sum_{i \in G_k^*} v_i^2 \right)^{1/2} \left( \sqrt{dp \log n + \log^2(n)} \right) \left( \frac{p}{n} \right). \]

This implies the following bound on \( T_{2,kl} \) due to the symmetry,
\[ |T_{2,kl}(v)| \leq C'' \left( \delta \sqrt{mp \log n + \frac{m p \log^2(n)}{n}} \right) \cdot \left( \sum_{i \in G_k^*} v_i^2 \right)^{1/2} \left( \sum_{j \in G_l^*} v_j^2 \right)^{1/2}. \]

Then we may obtain by using the lower bound condition in Lemma IV.1 as \( \|\mu_k - \mu_l\|^2 \geq C_1 (1-\beta)^{-1} \sqrt{(1+\delta) p \log n/m} \) that under the event (44),
\[ \left| \sum_{k,l} \frac{n_k n_l}{t(k,l)} T_{2,kl}(v) \right| \leq C_2 (1-\beta) \left( \delta \sqrt{mp \log n + \frac{m p \log^2(n)}{n}} \right) \cdot \left( \sum_{k=1}^K \left( \sum_{i \in G_k^*} v_i^2 \right)^{1/2} \right) \cdot \left( \sum_{l=1}^K \left( \sum_{j \in G_l^*} v_j^2 \right)^{1/2} \right) \leq C_2 (1-\beta) K \left( \delta \sqrt{mp \log n + \frac{m p \log^2(n)}{n}} \right) \|v\|^2, \]

where the last step is due to the Cauchy-Schwarz inequality.

**Bound T_{3,kl}:** Note that term \( |T_{3,kl}(v)| \) satisfies
\[ |T_{3,kl}(v)| \leq \frac{1}{2} \left( \sum_{i \in G_k^*} v_i (\mu_k - \mu_l, \epsilon_i) \right)^2 + \frac{1}{2} \left( \sum_{j \in G_l^*} v_j (\mu_k - \mu_l, \epsilon_j) \right)^2 + \frac{1}{2} \left( \sum_{i \in G_k^*} v_i (\bar{\epsilon} - \epsilon_i, \epsilon_i) \right)^2 + \frac{1}{2} \left( \sum_{j \in G_l^*} v_j (\bar{\epsilon} - \epsilon_j, \epsilon_j) \right)^2. \]

Therefore, \( |T_{3,kl}(v)| \) can be bounded by the sum of the upper bounds for \( |T_{1,kl}(v)| \) and \( |T_{2,kl}(v)| \).

Putting all pieces together, we can finally reach
\[ \left| \sum_{k,l} \frac{n_k n_l}{t(k,l)} T_{j,kl} \right| = C_2 \frac{\|v\|^2}{\beta} \left( n K \log n + (1-\beta) K \delta \sqrt{mp \log n + \frac{m p \log^2(n)}{n}} \right). \]

**C. Proof of Lemma VIII.1**

We can apply the Cauchy-Schwarz inequality to obtain
\[ \|\mu_k - \mu_l\|^{-1} \sum_{i \in G_k^*} v_i (\mu_k - \mu_l, \epsilon_i) \]
\[ \leq \left( \sum_{i \in G_k^*} v_i^2 \right)^{1/2} \left( \sum_{i \in G_k^*} \frac{\mu_k - \mu_l}{\|\mu_k - \mu_l\| \epsilon_i} \right)^2 \frac{1}{2}. \]

Since
\[ \frac{\mu_k - \mu_l}{\|\mu_k - \mu_l\| \epsilon_i} \] \( \sim \) \( N(0,1) \), \( i = 1, \ldots, n \),
we obtain by Lemma VIII.1 and a union bound argument that with probability at least \( 1 - K^2 n^{-1} \),
\[ \sum_{i \in G_k^*} \left\langle \frac{\mu_k - \mu_l}{\|\mu_k - \mu_l\|}, \epsilon_i \right\rangle^2 \leq n_k + \sqrt{2 n k \log n + 2 n k} \]
for all \( k, l \in [K] \). A combination of the preceding two displays yields the first claimed inequality (40).

Since \( \sum_{i \in G_k^*} v_i = 0 \) for any \( v \in \Gamma_K \), we can also write the left hand side of inequality (41) as \( G_1(v_k) = \sum_{i \in G_k^*} v_i (\|\epsilon_i\|^2 + p) \), which can be viewed as a centered empirical process indexed by \( v_k \in \mathbb{R}^{n_k} \), the restriction \( v_{|G_k^*} \) of \( v \in \Gamma_K \) onto \( G_k^* \). We may assume without loss of generality that \( v_k \in V_k := \{ v_{|G_k^*} : v \in \Gamma_K, \|v\| = 1 \} \).

By Theorem 4 in [65], there exists a universal constant \( C \) such that for any \( t > 0 \),
\[ \mathbb{P} ( G_1(v_k) \geq 2 E[|G_1(v_k)|] + t ) \leq \exp \left( - \frac{t^2}{2C_1^2} \right) + 3 \exp \left( - \frac{t}{C_2 M_1 \psi_1} \right), \]
where \( G_1(v_k) = \sup_{v \in V_k} G_1(v_k) \) and \( \tau_1^2 = \sup_{v \in V_k} \sum_{i \in G_k^*} v_i^2 E(\|\epsilon_i\|^2 - p) \leq 2p \) and \( M_1 = \max_{i \in G_k^*} \max_{v \in V_k} |v_i (\|\epsilon_i\|^2 - p)| \leq \max_{i \in G_k^*} \|\epsilon_i\|^2 - p |. \)

By the maximal inequality in Lemma 2.2.2 in [66] and Lemma VIII.3, we have
\[ \|M_1 \psi_1 \|_{\psi_1} \leq C \log(n_k) \max_{i \in G_k^*} \|\epsilon_i\|^2 - p, \|\psi_1 \|_{\psi_1} \leq C p^{1/2} \log(n_k). \]

By the Cauchy-Schwarz inequality, we have for all \( v \in V_k \),
\[ \sum_{i \in G_k^*} v_i (\|\epsilon_i\|^2 - p) \right| \right) \leq \left( \sum_{i \in G_k^*} v_i^2 \right)^{1/2} \left( \|\epsilon_i\|^2 - p \right)^{1/2} \]
\[ \left( \sum_{i \in G_k^*} (\|\epsilon_i\|^2 - p) \right)^{1/2}. \]

Then Jensen's inequality implies that
\[ E[|G_1(v_k)|] \leq \left( \sum_{i \in G_k^*} E(\|\epsilon_i\|^2 - p) \right)^{1/2} = (2n_k p)^{1/2}. \]

Thus with probability at least \( 1 - 4 n^{-1} \), we have
\[ \|G_1(v_k) \|_{\psi_1} \leq C p^{1/2} [n_k^{-1} + \log^2(n)], \]
which entails the second claimed inequality (41).

Next we prove the third claimed inequality. Note that conditional on \( \bar{\epsilon}_l \), \( G_2(v_k) := \{ \bar{\epsilon}_l, \sum_{i \in G_k^*} v_i \epsilon_i \} \sim N(0, \|\bar{\epsilon}_l\|^2, \sum_{i \in G_k^*} v_i^2 \) is a centered Gaussian process indexed by \( v_k \in V_k \). By the Borell-Sudakov-Tsirel’son inequality (cf. Theorem 2.5.8 in [67]), we have
\[ \mathbb{P} ( \|G_2(v_k) \|_{\bar{\epsilon}_l} \geq E[|G_2(v_k)|] | \bar{\epsilon}_l \|_{\bar{\epsilon}_l} + \tau_2 \sqrt{2 \log n} | \bar{\epsilon}_l \|_{\bar{\epsilon}_l} \) \leq n^{-1}, \]
where \( \tau_2^2 = \|\bar{\epsilon}_l\|^2 \sup_{v \in V_k} \sum_{i \in G_k^*} v_i^2 \). Then Dudley’s entropy integral bound (cf. Corollary 2.2.8 in [66]) yields that
\[ E[|G_2(v_k)|] \leq C \|\bar{\epsilon}_l\|_{\bar{\epsilon}_l}^{1/2}, \]
which entails the second claimed inequality (41).
where we have used the fact that the \( \varepsilon \)-covering entropy of the unit sphere in \( \mathbb{R}^{n_k} \) is at most \( C n_k \log(1/\varepsilon) \) for any \( \varepsilon \in (0, 1) \). Combining the last two displays with the inequality
\[
P(\|\mathbf{z}\|^2 \geq n^{-1}_t (p + 2\sqrt{p \log n} + 2 \log n)) \leq n^{-1},
\]
and a union bound argument, we get with probability at least \( 1 - K^2 n^{-1} \),
\[
\|G_2\|_v \leq C \sqrt{\frac{(p + \log n)n_k}{n_t}},
\]
(46)
implying the third inequality (42).

Now we prove the last inequality. Note that
\[
\sum_{i \in G_k^*} \left( \frac{n_k - 1}{n_k} \varepsilon_{(i)} \right) = \frac{1}{n_k} \sum_{\{(i, j) \in G_k^* : i \neq j\}} v_i \varepsilon_i \varepsilon_j
\]
where
\[
U_1(\mathbf{v}_k) = \sum_{\{(i, j) \in G_k^* : i \neq j\}} \frac{1}{2} (v_i + v_j) \varepsilon_i \varepsilon_j
\]
is a degenerate \( U \)-process of order two. To simplify the notation, we may assume \( G_k^* = \{1, \ldots, n_k\} \) in the rest of this proof. Applying Lemma VIII.4 with
\[
A = \{A \otimes \text{Id}_p \mid A = \{a_{ij} \}_{i,j \in [n_k]} \},
a_{ij} = (v_i + v_j)/2, \mathbf{v}_k \in \mathbb{V}_k,
\]
we get
\[
P\left( \|U_1\|_{\mathbf{v}_k} - \mathbb{E}[\|U_1\|_{\mathbf{v}_k}] \geq t \right) \leq 2 \exp \left[ - t^2 \min \left( \frac{t^2}{\|\mathbf{v}_k\|^2}, \frac{t}{\sup_{A \in \mathcal{A}} \|A \otimes \text{Id}_p\|_{\text{op}}} \right) \right]
\]
where \( \|U_1\|_{\mathbf{v}_k} = \sup_{\mathbf{v}_k \in \mathbb{V}_k} U_1(\mathbf{v}_k), e^T = (e_1, \ldots, e_{n_k}) \), and
\[
\|\varepsilon\|_A = \mathbb{E} \left[ \sup_{A} \left( \|A \otimes \text{Id}_p + A^T \otimes \text{Id}_p\|_{\text{op}} \right) \right].
\]
By the Cauchy-Schwarz inequality,
\[
\|A\|_{\text{op}} = \max_{\|\mathbf{u}\|=1} \mathbf{u}^T A \mathbf{u} = \max_{\|\mathbf{u}\|=1} \sum_{i,j=1}^{n_k} u_i u_j \frac{v_i + v_j}{2}
\]
\[
= \max_{\|\mathbf{u}\|=1} \sum_{i,j=1}^{n_k} u_i u_j = \sum_{i=1}^{n_k} u_i^2 \leq \|\mathbf{u}\|_1 \\|\mathbf{u}\|_2 \leq n_k^{1/2} \|\mathbf{v}_k\|^{1/2}.
\]
Since \( \|A \otimes \text{Id}_p\|_{\text{op}} = \|A\|_{\text{op}} \), we have
\[
\sup_A \|A \otimes \text{Id}_p\|_{\|\varepsilon\|} \leq \sup_A \|A \otimes \text{Id}_p\|_{\text{op}} \|\varepsilon\| \leq n_k^{1/2} \|\varepsilon\|.
\]
Then Jensen’s inequality yields that
\[
\|\varepsilon\|_{\mathbf{v}_k}^2 \leq 4 n_k \mathbb{E}[\|\varepsilon\|^2] = 4 n_k^2 p.
\]
To bound \( \mathbb{E}[\|U_1\|_{\mathbf{v}_k}] \), we note that
\[
|U_1(\mathbf{v}_k)| = \sum_{j=1}^{n_k} v_j \left( \varepsilon_j, \sum_{i \neq j, i \in [n_k]} \varepsilon_j \right)
\]
\[
\leq \left( \sum_{j=1}^{n_k} v_j^2 \right)^{1/2} \left( \sum_{j=1}^{n_k} \left( \sum_{i \neq j, i \in [n_k]} \varepsilon_j \right)^2 \right)^{1/2}
\]
\[
\leq \left( \sum_{j=1}^{n_k} \varepsilon_j \right)^{1/2} \left( \sum_{i \neq j, i \in [n_k]} |\varepsilon_j|^2 \right)^{1/2}.
\]
From Jensen’s inequality and the independence between \( \varepsilon_j \) and \( \sum_{i \neq j, i \in [n_k]} |\varepsilon_j| \), we have
\[
\mathbb{E}[\|U_1\|_{\mathbf{v}_k}] \leq \left( \sum_{j=1}^{n_k} \left\| \sum_{i \neq j, i \in [n_k]} |\varepsilon_j| \right\|^2 \right)^{1/2}
\]
\[
\leq \left( \sum_{j=1}^{n_k} \left\| \sum_{i \neq j, i \in [n_k]} |\varepsilon_j| \right\|^2 \right)^{1/2} \leq n_k p^{1/2}.
\]
Thus we see that with probability at least \( 1 - 2n^{-\delta} \),
\[
\|U_1\|_{\mathbf{v}_k} \leq C n_k p^{1/2} (\delta \log n)^{1/2},
\]
(47)
which implies the last claimed inequality (43).

VIII. SUPPORTING LEMMAS

Lemma VIII.1 (Tail Bound for \( \chi^2 \) Distributions): If \( Z \sim N(0, \text{Id}_p) \), then for all \( t > 0 \),
\[
P(\|Z\|^2 \geq p + 2\sqrt{p t} + 2t) \leq e^{-t},
\]
\[
P(\|Z\|^2 \leq p - 2\sqrt{p t}) \leq e^{-t}.
\]
Proof of Lemma VIII.1: See Lemma 1 in [68].

Lemma VIII.2 (Deviation of Gaussian Random Matrices): If \( \mathbf{E} \in \mathbb{R}^{p \times n} \) has i.i.d. \( N(0, \sigma^2) \) entries, then
\[
P(\|\mathbf{E}\|_{\text{op}} \leq \sigma (\sqrt{n} + \sqrt{p} + \sqrt{2t})) \leq e^{-t}, \quad \forall t > 0.
\]
Proof of Lemma VIII.2: See Corollary 5.35 in [69].

Lemma VIII.3: Let \( \varepsilon_1, \varepsilon_2 \) be i.i.d. \( N(0, \text{Id}_p) \). Then there exists a universal constant \( C \) such that
\[
\|\varepsilon_1\|^2 - p|\psi_1| + \|\varepsilon_1, \varepsilon_2\|_{\psi_1}^2 \leq C p^{1/2}.
\]
Proof of Lemma VIII.3: Note that \( \langle \varepsilon_1, \varepsilon_2 \rangle = \sum_{j=1}^{p} \varepsilon_{1j} \varepsilon_{2j} \), and each additive component \( \varepsilon_{1j} \varepsilon_{2j} \) is sub-exponential with \( \|\varepsilon_{1j} \varepsilon_{2j}\|_{\psi_1} \leq \|\varepsilon_{1j}\|_{\psi_2} \|\varepsilon_{2j}\|_{\psi_2} = 1 \) (cf. Lemma 2.7.7 in [58]). By Bernstein’s inequality (cf. Theorem 2.8.2 in [58]), there exists a universal constant \( C_1 \) such that for any \( t > 0 \),
\[
P(\langle \varepsilon_1, \varepsilon_2 \rangle \geq t) \leq 2 \exp[-C_1 \min(t^2 / p, t)].
\]
Let \( C \) be a large positive real number. By integration-by-parts and change-of-variables, we have
\[
\mathbb{E} \left[ \exp \left( \frac{\langle \varepsilon_1, \varepsilon_2 \rangle}{C} \right) \right]\]
\[
= \int_{1}^{\infty} P \left( \exp \left( \frac{\langle \varepsilon_1, \varepsilon_2 \rangle}{C} \right) > t \right) dt
\]
\[
= \int_{1}^{\infty} P \left( \langle \varepsilon_1, \varepsilon_2 \rangle > C t \log t \right) dt
\]
\[
= \int_{0}^{\infty} P \left( \langle \varepsilon_1, \varepsilon_2 \rangle > C x \right) e^x dx
\]
\[
\leq 2 \int_{0}^{p/C} e^{-t/C x^2 + t} dx + 2 \int_{p/C}^{\infty} e^{-(C_1 C^{-1}) x} dx
\]
Thus if we take $C = Kp^{1/2}$ for some large enough universal constant $K > 0$, then
\[
E \left[ \exp \left( \frac{\langle \epsilon_1, \epsilon_2 \rangle}{C} \right) \right] \leq 2.
\]
which implies that $\|\langle \epsilon_1, \epsilon_2 \rangle \|_{\psi_1} \leq Kp^{1/2}$. The $\psi_1$ norm bound for $\|\epsilon_1\|^2 - p$ follows from similar lines.}

**Lemma VIII.4 (Uniform Hanson-Wright Inequality for Gaussian Quadratic Forms):** Let $\epsilon \sim \mathcal{N}(0, \Id_p)$ and $A$ be a bounded class of $p \times p$ matrices. Consider the random variable
\[
Z = \sup_{A \in \mathcal{A}} (\epsilon^T A \epsilon - E[\epsilon^T A\epsilon]).
\]
Then there exists a universal constant $C$ such that for any $t > 0$,
\[
P(\|Z - E[Z]\| \geq t) \leq 2 \exp \left[ -C \min \left\{ \frac{t^2}{\|A\|^2}, \frac{t}{\sup_{A \in \mathcal{A}} \|A\|} \right\} \right],
\]
where $\|A\| = \sup_{A \in \mathcal{A}} \|A + A^T\|$.}

**Proof of Lemma VIII.4:** Note that the standard Gaussian random vector $\epsilon$ satisfies the concentration inequality
\[
P(\|\varphi(\epsilon) - E[\varphi(\epsilon)]\| \geq t) \leq 2 \exp(-t^2/2)
\]
for any $t > 0$ and every 1-Lipschitz function $\varphi : \mathbb{R}^p \to \mathbb{R}$ such that $E[|\varphi(\epsilon)|] < \infty$ (cf. Theorem 2.5.7 in [67]). Then the lemma follows from Theorem 2.10 in [70].}
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