Coherent beam splitting of flying electrons driven by a surface acoustic wave
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We develop a coherent beam splitter for single electrons driven through two tunnel-coupled quantum wires by surface acoustic waves (SAWs). The output current through each wire oscillates with gate voltages to tune the tunnel-coupling and potential difference between the wires. This oscillation is assigned to coherent electron tunneling motion that can be used to encode a flying qubit and is well reproduced by numerical calculations of time evolution of the SAW-driven single electrons. The oscillation visibility is currently limited to about 3%, but robust against decoherence, indicating that the SAW-electron can serve as a novel platform for a solid-state flying qubit.

In quantum optics, quantum information is encoded on photons, called flying qubits. The photon qubits are usually applied for implementing quantum communication but not quantum computation because of the scalability problem. A new approach of sorting out this problem has recently been proposed in which a qubit array can be stored in a loop of an optical channel and universal operations can be achieved by connecting only a few fundamental physical gates to the optical channel[1, 2]. Such an architecture of the photon flying qubits is different from those of solid-state qubits that require the physical gate structures to be scalable. On the other hand, similar to the optical systems, quantum circuits of electrons propagating through one-dimensional (1D) wires are also able to host electrons as flying qubits. In previous studies, single flying qubit manipulation has been demonstrated in electronic Mach-Zehnder interferometers[3, 4]. However, the flying qubits in this study consist of electrons continuously injected from the static macroscopic reservoirs, and therefore the electron wave functions are spatially spread along the longitudinal direction. Thus, these qubits are incompatible with the photon qubit arrays in quantum optics.

On the other hand, various on-demand sources of finite-size single electrons that resemble the photon arrays have recently been demonstrated[5–12]. One of the ways is to use a surface acoustic wave (SAW) traveling along a depleted 1D channel made in a piezoelectric medium. The SAW generates a moving electrostatic potential (MQD: moving quantum dot) to capture a single electron from a reservoir or a static quantum dot and transport it, while refining it in the SAW potential minimum[13, 14]. The spatial extension of each trapped single electron wave function can be made smaller than 100 nm. In a train of such single electrons, electrons are 1 µm apart from each other. This spacing is much smaller than the optical qubit spacing, and allows us to create a qubit array, encoded on a train of single electrons. Therefore the SAW-driven electrons can be a promising candidate to construct a scalable quantum computing system, resembling the photon arrays.

Among the required functions for flying-electron-based quantum computing, on-demand single electron emission and detection for SAW-driven electrons have already been achieved with high efficiency of 99%[12]. It has also been shown that the spin information of the SAW-driven single electron is preserved while being transferred between distant quantum dots through a depleted 1D channel[11]. It is also possible to manipulate its spin using the spin-orbit interaction during transportation[15]. One of the remaining challenges to implement the flying electron qubits is now the quantum manipulation of motion, i.e. orbital state, of a SAW-driven single electron. Especially a fully tunable coherent beam splitter is a key ingredient in the flying qubit operation; however, its demonstration has still been elusive owing to technical difficulties.

The coherent beam splitter for SAW-driven single electrons was proposed more than a decade ago[16]. It consists of two tunnel-coupled parallel quantum wires[17–19] which is similar to those used in previous studies on static electron Mach-Zehnder interferometers[3, 4], and the qubit state is encoded by electron occupation of either of the tunnel-coupled wires (TCWs). Although there are some reports demonstrating splitting or directional control of the electron flow in a similar device[12, 16, 20, 21], coherent tunneling of SAW-driven electrons propagating through the TCWs has never been addressed so far.

Here, we realize the coherent beam splitting of SAW-driven single electrons in the TCWs. The SAW potential loads single electrons from a reservoir to its potential minima to construct an array of single electrons that are transported with a fixed time interval. We measure two output currents obtained for the SAW-driven electrons passing the TCWs and find them consistent with numerical calculations performed by solving the time-dependent Schrödinger equation. The visibility of the coherent beam splitting we obtained is low, but robust against increase in temperature. The low visibility can be attributed to randomness of the initial electron state at the entrance of the TCW. To the best of our knowledge, this is the first demonstration of a coherent electron beam splitter, which serves as a milestone towards the realization of on-demand single electron quantum optical devices.

The device used in our experiment is made out of GaAs/AlGaAs heterostructure which contains a two-dimensional electron gas (2DEG) with a mobility of $1.5 \times 10^6\text{cm}^2/\text{Vs}$ and carrier density of $1.46 \times 10^{11}\text{cm}^{-2}$ cooled to low temperatures without bandgap-photon illumination. Two TCWs are defined by using a Schottky gate technique and they are only tunnel coupled in two separate tunnel coupled regions.
(TCRs) (see two square frames in Fig.1a). Both wires are depleted to isolate the SAW-driven electrons from the electrons in the surrounding. An interdigital transducer (IDT) that converts microwaves to SAWs is placed 1.3 mm away from the entrance of the 1D wires. The period of the IDT fingers, i.e., the SAW wavelength is 1µm, while the number of the IDT periods is 100. A 13-dBm microwave is applied to the IDT with 1/40 duty cycle to avoid heating of the entire device[22, 23]. All gate electrodes and the IDT are fabricated by depositing Ti/Au with thicknesses of 15 nm/25 nm on the substrate surface.

The SAW-driven electronic current through the wire is quantized in units of $e^2 f$ times the duty cycle of 1/40, where $e$ is the elementary charge and $f$ the SAW frequency (Fig.1b). We use the quantized SAW current as an electron source to the TCWs. The number of electrons transported in each MQD is then one or less. The SAW-driven electrons are loaded into the MQD and transported through the lower wire to one of TCRs at the SAW velocity of 2.7 km/s. Gate voltages applied to deplete the lower wire are adjusted such that the potential slope along the wires is slightly upward in the transport direction until electrons reach the TCR, thus protecting the electron from dropping forward the MQD.

We use the two-site Hubbard model to describe the electron state (flying qubit) evolution in the TCR. The Hamiltonian is given by

$$H = \frac{\epsilon}{2} \left| l \right\rangle \langle l | - \tau \left| u \right\rangle \langle l | - \tau \left| l \right\rangle \langle u | - \frac{\epsilon}{2} \left| u \right\rangle \langle u | , \tag{1}$$

where $\tau$ is the inter-channel tunnel-coupling energy and $\epsilon$ represents the detuning, which can be defined as the onsite energy difference between the two wires. The flying qubit state is encoded based on whether the electron trapped by the MQD is in the upper($|u\rangle$) or lower($|l\rangle$) wire (Fig.1c). The time evolution of the electron state is represented as $|\phi(t)\rangle = e^{-iHt} |\phi(0)\rangle$ with $|\phi(0)\rangle = |l\rangle$. The electron periodically oscillates between the two MQDs by tunneling through the center barrier during the time evolution. The probability of an electron flowing out of the lower wire is calculated as a function of $\epsilon$ and $\tau$, and shown in Fig.1d. The final qubit state is then determined by measuring the output current in the TCWs.

In our experiment, coherent inter-wire tunneling of SAW-driven electrons is investigated by sweeping the side gate voltages $V_{g1}$ and $V_{g2}$ ($V_{g1}$ and $V_{g2}$) for the right (left) TCR (see Fig.1a). These voltages can be used to simultaneously tune both $\epsilon$ and $\tau$ for a fixed center-gate voltage $V_c$. The difference between the side gate voltages, $V_{gd} = V_{g1} - V_{g2}$ ($V_{gd} = V_{g1} - V_{g2}$) is used as a control parameter for $\epsilon$, while their average, $V_{gs} = \frac{V_{gd} + V_{g2}}{2}$ ($V_{gs} = \frac{V_{gd} + V_{g2}}{2}$), to modify the coupling energy $\tau$ for the right (left) TCR. Even though there are two TCRs in the device, only one of them is adjusted to have an appropriate tunnel coupling in the experiment. The other is tuned to have two wires isolated i.e. their tunnel coupling is suppressed to zero.

Fig.2a shows the current $I_2$ measured at the output contact of the lower channel of the right TCR as a function of $V_{gd}$ and $V_{gs}$. The current $I_1$ at the other output varies simultaneously such that the total current $I_{tot} = I_1 + I_2$ is constant ($I_1$ and $I_{tot}$ are not shown). $I_{tot}$ is approximately $0.8 e^2 f/40$, less than the quantized value probably because there is a finite probability of an electron escaping from the MQD and being backscattered while traveling through the long entire depleted 1D wires. For $V_{gd} < -0.05$ V, $I_2 = I_{tot}$, indicating that all electrons flow through the lower wire. On the other hand as $V_{gd}$ is made more positive, $I_2$ becomes gradually smaller with accompanying ripples and finally quenched for $V_{gd} > 0.2$ V, indicating that all electrons flow through the upper wire. The ripple-like structure can only be observed when $I_2$ is close to half of the total current. Note that the ripple structure is absent...
when the number of electrons in each MQD is increased over one (see Supplementary information). To highlight the ripple structure, we subtract the background derived by smoothing the raw data along $V_{\text{gsr}}$ and plot the outcome ($\Delta I$) as a function of $V_{\text{gsr}}$ and $V_{\text{ef}}$ in Fig.2b. Though the oscillation pattern does not resemble that derived from the simple two-level model (Fig.1d), we find that a zoomed-in view of the pattern in Fig.2 shows a similarity as explained below.

In Fig.2b we observe current oscillations in two directions as indicated by the dot-dashed and dashed lines, respectively. We here take the higher-lying orbital state in each MQD into account to explain these oscillations based on knowledge from the numerical simulation (explained later). Along the dot-dashed lines one of the higher-lying orbital states in the upper MQD and the initially loaded state in the lower MQD are energetically aligned. The tunnel-coupling energy $\tau$ between the MQD states changes with $V_{\text{gsr}}$, causing the current to oscillate. Since $\tau$ only gradually changes with respect to $V_{\text{gsr}}$ compared to $\epsilon$ with respect to $V_{\text{ef}}$, the WiFi-symbol-like pattern in Fig.1d is squeezed horizontally to become like the oscillation along the dot-dashed line. On the other hand along the dashed line, different higher-lying orbital states in the upper MQD are sequentially aligned with the initially loaded state in the lower MQD. $\tau$ between the MQD states is tuned to be constant along the dashed lines, and thus $I_2$ becomes small every time the MQD states align, providing current oscillation. Fig.2c shows the intensity plot along the dot-dashed and dashed lines in Fig.2b. The maximum visibility of the current oscillation obtained is about 3% for the dot-dashed line in yellow and 2% for the dashed line in green line, respectively.

To support the above described explanation and study inherent problems for realizing a coherent beam splitter we numerically simulate the electron motion in the TCR. The TCR potential profile is calculated for the gate geometry similar to the left TCR in Fig.1a by solving Laplace’s equation using a finite element method (see Supplementary Information). Here gate metal electrodes and electron reservoirs are only considered in the calculation. In addition, a constant dielectric constant of GaAs is assumed for the entire semiconductor. The electron motion is then numerically calculated based on the Cayley’s form technique[24] using a finite difference method for space and time. We assume that amplitude of the SAW-induced moving potential is 20 mV as obtained experimentally using the method described by Fletcher et al.[25]; and that this value is not affected by the presence of the surface gates[26–28]. The initial electron state is assumed to be in the ground state confined by the SAW and gate induced electrical potential.

The calculated results for the potential profile of the TCR and the probability $P_{\text{out}}$ of the SAW-driven electron, staying in the same 1D wire, are shown in Fig.3a and b, respectively. The calculated $P_{\text{out}}$ reproduces well the experimentally observed features, i.e. two families of current oscillations along the dot-dashed and dashed lines in Fig.2b. We figure out the origin of the two current oscillation families by analyzing the time evolution of SAW-driven electron at fixed gate voltages.

Fig.4 shows the calculated time evolution of the electron state at each gate voltage marked by the green circle, square and triangle in Fig.3b, respectively. Fig.4a–c show the probability $P_1(P_{\text{out}})$ of finding the electron in the lower (upper) wire by the green (red) line. On the other hand, Fig.4d–f show the accumulation of 24 datasets of the spatial probability distribution (SPD) at fixed time intervals of 15.4 ps. Over the 24 datasets, the SAW travels by 1 lm. These plots show the trajectory of electrons and shapes of the wave function in the transverse direction, and therefore profile the orbital states that contribute to the inter-wire tunneling of the SAW-driven single electrons. For example the green square is placed on the crossing of the second leftmost dot-dashed line and second topmost dashed line in the left panel of Fig.3b. At this point, the ground state of the lower MQD having no node in SPD and the first excited state of the upper MQD having one node along the transverse direction are in resonance (see Fig.4e). Note that it is not explicitly shown but the electron is in the ground state in each MQD along the longitudinal direction. Resonance of the ground and first excited state is maintained on the second leftmost dot-dashed line, changing the frequency of tunnel oscillation, i.e. number of electron tunneling. At the green square point, the SAW-driven electron undergoes three times tunneling between the wires as shown in Fig.4b. The oscillation number is fixed on the second topmost dashed line. The same rule applies to the lines running through the green circle: The ground state is aligned between the upper and lower MQD and the electron tunnels only once from the
... and energy detuning as control parameters. The experimental data compares well to the numerical calculation. For the right TCR in Fig. 2b are identified as seen in Fig. 2d. However, the phonon dephasing should depend on temperature, and therefore it seems negligible. This is probably because of the short dwell time of ≤300 ps during which the electron propagates through the TCR, and consistent with the theoretical calculation for charge qubits in a static double quantum dot previously reported by Thorwart et al. [29]. Then, what is the origin for the low visibility? This may only be assigned to poor fidelity of initialization of the electron wave function in the MQD entering the TCR. Electrons can be loaded directly to the excited states from the reservoirs. The potential roughness induced by dopant distribution in a 1D wire may significantly disturb the inter-MQD tunneling but it is too complicated to consider them in the calculations. In the numerical calculations, small dips of $P_{\text{out}}$ are observed as indicated by yellow arrows (Fig. 3), although not visible in the experiment (See Fig. 2b). These dips originate from the tunnel coupling between the initially loaded ground state in the lower MQD and the higher excited states confined by the SAW potential along the traveling direction in the upper MQD. The tunnel coupling between these states is weak, because the corresponding wave functions are almost orthogonal to each other; thus, these minor dips only appear for more negative $V_{gs}$, where the tunnel coupling is larger.

In summary, we observe coherent tunneling of SAW-driven single electrons between the two depleted but tunnel-coupled 1D wires. The coherent tunneling occurs when the MQDs are energetically aligned between the two wires with inter-channel tunneling strength and energy detuning as control parameters. The experimental data compares well to the numerical calcu-
lation. To the best of our knowledge, this is the first demonstration of coherent manipulation of a flying qubit encoded by SAW-driven single electron occupation in either of the two wires. This study is an important step toward realization of solid-state flying qubits.
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I. DETAIL OF NUMERICAL CALCULATION

I.1. FEM

We solved the Laplace equation by the finite element method (FEM) to calculate the potential profile defined by gate voltages. We performed the calculation for 5950 nm×8940 nm in-plane area with 2 mm in height (perpendicular to the surface). Metal electrodes that define the tunnel coupled wires are placed around the center of the calculated area. In addition, top and bottom surface of the calculation space is defined as metals because ground metal plates are placed in these positions in the experiment. The electrical permittivity of the material under the metal electrodes is assumed to be that of GaAs, i.e. the relative permittivity of 13, and that of the rest is assumed to be that of vacuum. In the FEM calculation, the Dirichlet Boundary condition (fixed potential) is used for the surface of the gate electrodes and the Neumann boundary condition (no perpendicular electric field) is used for the calculation boundaries at the side surfaces. The electrostatic influence of the two-dimensional electron gas (2DEG) which exists at 125nm below the surface is included in the calculation. Other sources to influence the potential profile such as dopant charges and surface charges are not included in the calculation. The dopant charges may shift the whole potential to the positive side and cause potential fluctuations. The surface charges should change the potential to the negative side. Note that charge accumulation of both dopants and surface charges is affected by the deposition of the gate electrodes. These may cause discrepancy of the gate voltages between the experiment and simulation.

The calculation is conducted by the following steps. First, we perform potential calculations, assuming that the 2DEG exists in the whole 2D area 125nm under the surface of the GaAs. Here, the 2DEG is treated as a zero potential boundary. Then, the charge accumulation on the 2DEG area is calculated. If the density of the positive accumulated charge exceeds the sheet electron density, the 2DEG element is changed to a GaAs element without 2DEG (The element is not assumed as zero potential boundary). The potential profile with the new configuration of the 2DEG element is then calculated. After repeating this sequence iteratively several times, the depletion region and potential profile of the entire sample is obtained. Note that the influence from the 2DEG to the potential profile is not so important because the quantum wires are completely depleted by the gate voltage. It allows us to fix the 2DEG element area irrespectively to the gate voltages. Thus, each gate voltage linearly affects the electrostatic potential.

I.2. Simulation of electron transport

We basically adopt the calculation method described in the paper by N.Watanabe et al. [1]. First, the time evolution described by the Schrödinger equation is approximated by separating the potential energy from the kinetic energy,

\[ \psi(x, y, z, t + \Delta t) = e^{i \frac{\hbar V}{2m} \frac{\partial^2}{\partial x^2}} e^{i \frac{\hbar V}{2m} \frac{\partial^2}{\partial y^2}} e^{-i \frac{\hbar V}{2m} \frac{\partial^2}{\partial z^2}} e^{i \frac{\hbar}{2m} \frac{\partial^2}{\partial t^2}} \psi(x, y, z, t). \]  

(S1)

\( \Delta t \) is the time duration of each step in the finite difference method. The calculation of each exponential is conducted step by step. For example to calculate \( \psi'(x, t) = e^{i \frac{\hbar}{2m} \frac{\partial^2}{\partial x^2}} \psi(x, t) \), the equation is first decomposed into \( e^{-i \frac{\hbar}{2m} \frac{\partial^2}{\partial x^2}} \psi'(x, t) = e^{i \frac{\hbar}{2m} \frac{\partial^2}{\partial x^2}} \psi(x, t) \) and then the first order Taylor expansion is performed.

\[
(1 - i \frac{\hbar \Delta t}{8m} \frac{\partial^2}{\partial x^2}) \psi'(x, t) = (1 + i \frac{\hbar \Delta t}{8m} \frac{\partial^2}{\partial x^2}) \psi(x, t) + O(\Delta t^2). \]  

(S2)

Note that this approximation keeps Unitarity. Now the wave function is discretized for \( x \). The differential term is given as \( \frac{\partial^2}{\partial x^2} \psi(x, t) = \frac{\psi(x_{i+1}, t) - 2\psi(x_i, t) + \psi(x_{i-1}, t)}{\Delta x^2} \) with \( \Delta x = x_i - x_{i-1} \). The problem is thus reduced to solving simple linear algebra. In our calculation, we chose \( \Delta x = 10 \) nm with corresponding times \( \Delta t \) of \( \sim 0.03 \) ps. \( V(x, t) \) consists of the electrical potential calculated by FEM and a SAW potential defined as a 20mV amplitude sinusoidal electrical potential wave. We assumed that these potentials do not interact with each other.
II. ADDITIONAL EXPERIMENTAL RESULT

II.1. Total current dependence

To confirm the scenario of coherent tunneling of a single electron, we investigated the oscillation for different numbers of electrons in each MQD as shown in Fig. S1a. In this measurement, the left hand side TCR in Fig.1a is used and electrons are injected from the upper wire. The number of electrons in each MQD is varied from 1 to 2.7, using the entrance gate voltage $V_{g1}$. While the direct capacitive coupling between the entrance gate and the TCR is sufficiently small, the current oscillation in total current, $I_{tot}$, is significantly suppressed by increasing the number of electrons. Clear oscillation is only observed when a single electron is trapped in each MQD.

The gate voltage in Fig. S1a is tuned such that the non-oscillation components of the current ($I_i = I_i - \Delta I_i$, $i=1,2$) are constant along the horizontal direction. Fig. S1b and c show the standard deviation of the oscillation component ($\sigma_{I1}$), evaluated by calculating the root mean square of $\Delta I_i/I_{tot}$ along the horizontal direction of Fig. S1a. The standard deviation is shown as a function of normalized current, $\bar{I}_i/I_{tot}$ and $I_{tot}$ in Fig. S1b and c, respectively. The colors of points in these figures indicate $I_{tot}$. Red, green, cyan and purple points belong to the groups with $I_{tot}$ of 1, 1.4, 2 and 2.7 $ef/40$ respectively as shown in Fig. S1c and they are derived from the data set in Fig. S1a. Blue points are derived from another data set. In Fig. S1c, $\sigma_{I1}$ clearly decreases as $I_{tot}$ increases. In Fig. S1b, $\sigma_{I1}$ shows a clear dependence on $\bar{I}_i/I_{tot}$. For the smaller $\bar{I}_i/I_{tot}$, the lower energy states in the upper MQD plays a main role for the tunneling oscillation. The peak of $\sigma_{I1}$ at small $\bar{I}_i/I_{tot}$ appears due to the energy distribution of injected electrons.

II.2. Electron drop

Fig. S2 shows the current oscillation data with $V_{bl1}$ and $V_{bl2}$ as a parameter. The lefthand-side TCR is used for the measurement and single electrons are injected from the upper channel. The color plot shows the normalized oscillation component. When the patterns of different $V_{bl1}$ and $V_{bl2}$ are compared, we find that the visibility of these patterns is different. At higher $V_{bl1}$ and $V_{bl2}$, we see a clear signal of the coherent oscillation (along the dot-dashed line), but it becomes invisible for lower $V_{bl1}$ and $V_{bl2}$. This is also reproduced by the numerical calculation depicted in Fig. 3 (where we discuss the drop of an electron from a MQD). This supplemental result is consistent with the calculation result, where a clearer oscillation pattern is observed when electrons drop from the SAW confinement.

In the experiment, the total current $I_{tot}$ is not adjusted and decreases from $ef/40$ to 0.2 $ef/40$ at $V_{bl1} = V_{bl2} = -0.3V$ and $V_{bl1} = V_{bl2} = -1.1V$, respectively. Note that $I_{tot}$ is also dependent on $V_{gsl}$. $I_{tot}$ is 0.4 $ef/40$ at $V_{gsl} = -1.05V$ and zero at $V_{gsl} = -1.25V$ for $V_{bl1} = V_{bl2} = -1.1V$, respectively. The reduction of the total current lowers the signal-to-noise ratio.
FIG. S2. Current oscillation signal observed for the left TCR. $V_{bl1}$ and $V_{bl2}$ are modified to control the potential at the exit of the coupled region.
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