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Abstract—Over binary input channels, uniform distribution is a universal prior, in the sense that it allows to maximize the worst case mutual information over all binary input channels, ensuring at least 94.2% of the capacity. In this paper, we address a similar question, but with respect to a universal generalized linear decoder. We look for the best collection of finitely many a posteriori metrics, to maximize the worst case mismatched mutual information achieved by decoding with these metrics (instead of an optimal decoder such as the Maximum Likelihood (ML) tuned to the true channel). It is shown that for binary input and output channels, two metrics suffice to actually achieve the same performance as an optimal decoder. In particular, this implies that there exist a decoder which is generalized linear and achieves at least 94.2% of the compound capacity on any compound set, without the knowledge of the underlying set.

I. INTRODUCTION

We consider the problem where a communication system is to be designed without explicit knowledge of the channel. Here, neither the transmitter nor the receiver have access to the exact channel law. The goal is to devise a single coding strategy which will ensure reliable communication over the unknown channel picked for transmission. We assume i.i.d. realizations of the channel at each channel use, i.e., we are interested in a universal coding framework for communicating over discrete memoryless channels (DMC). In this paper, we present results for DMC’s with binary input and output alphabets, which we refer to as binary memoryless channels (BMC). Our goal is to design decoders which have a linear structure and which entails reliable communication at the largest possible rate in this setting. In the next section, we revise in more details the notion of universality and linearity for BMC’s, and their attribute. We will then formulate our problem as a game where the decoder has to pick the decoding metrics, i.e., a generalized linear decoder, before nature select a channel for communication.

A. Universality

If the channel over which communication takes place is unknown at both the transmitter and the receiver but belongs to a set of DMC’s S, then we are in the setting of compound channels. Let us denote by X the input alphabet and Y the output alphabet of any DMC in S. The objective is to design a code (i.e., an encoder and decoder pair) which will provide a mean for reliable communication, independently of which W ∈ S is picked up (by nature) for transmission. The compound channel problem has been extensively studied in the literature such as [5], [7], [9], [10], [12], [16] and [17].

The highest achievable rate, known as the compound capacity C(S) of a set S of channels is established in [5] and is given by:

\[ C(S) = \max_{P \in S} \inf_{W \in \mathcal{S}} I(P, W) \]  

where the maximization is over all possible probability distributions P on X, and the infimum is performed over all the channels W in the compound set S.

In [5], a decoder that maximizes a uniform mixture of likelihoods, over a dense set of possible channels is proposed as a universal decoder. In the literature, a decoder which allows us to achieve the same random coding exponent (without the knowledge of true channel) as the maximum likelihood (ML) decoder tuned to the true channel is called a universal decoder. The maximum mutual information (MMI) decoder introduced in [13] is a universal decoder. The MMI decoder computes the empirical mutual information (EMI) between a given received output and each codewords in the codebook, and declares the element with the highest EMI score as the sent codeword. There has been a number of other universal decoders proposed in the literature, such as Lempell-Ziv (LZ) based algorithm [23], and the merged likelihood decoder [14]. The MMI decoder has another interesting feature: it does not even require the knowledge of the compound set to be defined. In that sense, the MMI decoder is a “doubly universal” decoder. However, practical use of MMI decoders are voided by complexity considerations, and similarly for other existing universal decoders. Note that in this paper, we are primarily concerned with the achievable rate rather than error exponent.

B. Linearity

A linear (or additive) decoder is defined to have the following structure. Upon receiving each n–symbol output y, the decoder computes a score (decoding metric) d^n(x_m, y) for each codeword x_m, m = 1, 2, . . . , 2^nR and declares the codeword with the highest score as estimate of the sent codeword (ties are resolved arbitrarily). Moreover, the n–symbol decoding metric has the following additive structure.

\[ d^n(x, y) = \sum_{i=1}^{n} d(x(i), y(i)), \quad \forall x, y \in X^n, Y^n \]

where d : X × Y → R is a single letter decoding metric. We call such decoders as linear decoders since the decoding metric
it computes is indeed linear in the joint empirical distribution between the codeword and the received word:

\[ d^n(x, y) = n \sum_{u \in X, v \in Y} \hat{P}_{(x,y)}(u,v)d(u,v) \]

where \( \hat{P}_{(x,y)}(u,v) \) denotes the joint empirical distribution of \((x, y)\). We then say that the linear decoder is induced by the single letter metric \(d\). A significant body of work on the topic of linear decoders exist in the literature. We refer to \([2,9]\), and the references within, for a detailed review of such decoders. Examples of linear decoders are the maximum likelihood (ML) or the maximum a posteriori (MAP) decoders, whereas the MMI decoder is not linear.

The main advantage of a linear decoder is that, when used with appropriately structured codes, it allows significant reduction in the decoding complexity. In this regard, a convenient structure is that of linear encoders, which produce codewords between the codeword and the received word: where significant complexity reduction is made possible in the next section. The problem statement is discussed in section \([IV]\). We then present the main results for BMC’s in section \([V]\).

II. KNOWN RESULTS FOR DMC

We consider discrete memoryless channels with input alphabet \(X\) and output alphabet \(Y\). A DMC is described by a probability transition matrix \(W\), each row of which is the conditional probability distribution of the output \(Y\) given input \(X\). We denote by \(S\), a compound set of DMC’s. While the set of channels is known to both the transmitter and the receiver, the exact channel of communication, denoted by \(W_0\), is unknown to them.

We assume that the transmitter and receiver operate synchronously over blocks of \(n\) symbols. In each block, a message \(m \in \{1, 2, \ldots, 2^nR\}\) is mapped by an encoder

\[ F_n : \{1, 2, \ldots, 2^nR\} \rightarrow X^n = \{0, 1\}^n \]

to \(F_n(m) = x_m\), referred to as the \(m^{th}\) codeword. The receiver upon observing a word, drawn from the distribution

\[ W^n(y|x_m) = \prod_{i=1}^{n} W(y(i)|x_m(i)), \]

applies a decoding map

\[ G_n : Y^n \rightarrow \{1, 2, \ldots, 2^nR\}. \]

The average probability of error, averaged over a given code \((F_n, G_n)\) for a specific channel \(W\), is expressed as

\[ P_e(F_n, G_n, W) = \frac{1}{2^nR} \sum_{m=1}^{2^nR} \sum_{y: G_n(y) \neq m} W^n(y|x_m). \]

We say that a rate \(R\) is achievable for a given compound set \(S\), if for any \(\epsilon > 0\), there exist a block length \(n\) and code with rate at least \(R\), such that, for all \(W \in S\), \(P_e(F_n, G_n, W) < \epsilon\). The supremum of such available rates is called the compound channel capacity, denoted as \(C(S)\). Blackwell et al. \([5]\), formulated the expression for compound channel capacity as

\[ C(S) \triangleq \max_{P} \inf_{W \in S} I(P, W). \]
Before proceeding with the problem statement, we will introduce a few notations and some useful definitions.

**Definition 1:** (Generalized Linear Decoder)

Let $d_1, d_2, \ldots, d_K$ be $K$ single letter metrics, where $K$ is a finite integer. A generalized linear decoder induced by these metrics is defined by the decoding map:

$$G_n(y) = \arg \max_m \bigvee_{k=1}^K \sum_{i=1}^n d_k(x_m(i), y(i))$$

$$= \arg \max_m \bigvee_{k=1}^K \mathbb{E}_P[p(x_m, y)]$$

where $\bigvee$ denotes the maximum operator and $P(x_m, y)$ denotes the joint empirical distribution of $(x_m, y)$.

An example of generalized linear decoder is the generalized likelihood ratio test (GLRT) which, for a given collection of channels $W_1, \ldots, W_K$, is induced by the metrics

$$\log W_k(v|u), \quad \forall u \in X, v \in Y, k = 1, \ldots, K.$$  

We now denote by $P$ an input distribution. For a channel denoted by $W_k$, we use $\mu_k$ to denote the joint distribution of an input and output pair through $W_k$, i.e., $\mu_k = P \circ W_k$. We denote by $\mu_P^k$ the product measure of the marginal input distribution $P$ and the marginal output distribution $(\mu_k)_y(y) = \sum_{x \in X} \mu_k(x, y)$.

**Theorem 1:** When the true channel is $W_0$ and a generalized linear decoder induced by the single-letter metrics $\{d_k\}_{k=1}^K$ is used, we can achieve the following rate

$$I_{\text{MIS}}(P_X, W_0, \{d_k\}_{k=1}^K) = \bigvee_{k=1}^K \min_{\mu \in A_k} D(\mu || \mu_P^k)$$

where $A_k = \{ \mu: \mu^P = \mu_P^0, \mathbb{E}_P[d_k] \geq \bigvee_{j=1}^K \mathbb{E}_P[d_j], \} \forall 1 \leq k \leq K$.

In particular, if $k = 1$, this is the mismatched result in [9] and [19], and if $k \geq 2$, it is a consequence of [2].

**Lemma 1:** When the true channel is $W_0$ and a generalized linear decoder induced by the single-letter metrics $\{d_k\}_{k=1}^K$ is used, we can achieve the following rate

$$I_{\text{MIS}}(P_X, W_0, \{d_k\}_{k=1}^K) = \bigvee_{k=1}^K \min_{\mu \in A_k} D(\mu || \mu_P^k)$$

where $W_S = \arg \min_{W \in \mathcal{S}} I(P, W)$ is unique and if

$$D(\mu || \mu_S^P) \geq D(\mu || \mu_S) + D(\mu_S || \mu_S^P)$$

for any $\mu = P \circ W$, where $W \in \mathcal{S}$ and $\mu_S = P \circ W_S$. A set $S$ of DMCs is a union of one-sided sets if $S = \bigcup_{k=1}^K S_k$ for some $K < \infty$ and if the $S_k$’s are one-sided with respect to $P_*$, $\arg \max_{W \in \mathcal{S}} \inf_{P} I(P, W)$.

**Theorem 1:** For a compound set $S = \bigcup_{k=1}^K S_k$ which is a union of one-sided sets, the generalized linear decoder induced by the metrics

$$d_k = \log \frac{W_{S_k}}{(\mu_S)_y}, \quad 1 \leq k \leq K$$

where $W_{S_k} = \arg \min_{W \in \mathcal{S}(S_k)} I(P, W)$, is compound capacity achieving. Moreover, if the true channel $W_0$ is known to belong to $S_k$, this decoder allows to achieve the rate,

$$I_{\text{MIS}}(P, W_0, \log W_{S_k}).$$  

Notice that, this decoder requires the full knowledge of the compound set. In other words, knowing the compound capacity as well as the compound capacity achieving input distribution (which for instance, suffices for MMI) will not suffice to construct such a decoder. One can interpret this decoder as follows: the MMI decoder allows to achieve compound capacity on any compound set, by taking a “degenerate generalized linear” decoder with infinitely (and uncountably) many metrics: the a posteriori metrics of all possible DMCs with the given alphabets. Hence, there is no linear property (and consequent benefit) for such a decoder. However, what Theorem 1 says, is that, since we have the knowledge of the compound set, we can use it to tune a generalized linear decoder which will still achieve compound capacity by picking only the important channels and corresponding a posteriori metrics. Our goal in this paper is to investigate whether further simplification in the above generalized linear decoder can be made when restricted to BMC’s. More specifically, we address the possibility of building a universal decoder tuned to metrics, chosen independently to the given compound BMC set.

Using the symmetry properties occurring in the BMC’s, we have the following result (cf. [11]).

**Lemma 2:** Let $P_1, P_2$ be two stochastic matrices of size $2 \times 2$, such that $\det(P_1P_2) > 0$. Let $C$ a set of binary vectors of length $n$ with fixed composition. For any $x_1, x_2 \in C$ and $y \in \{0, 1\}^n$, we respectively have

$$P_1(y|x_1) = \infty \Rightarrow P_1(y|x_2) \Rightarrow \frac{P_2(y|x_1)}{P_2(y|x_2)} > (\Rightarrow) P_2(y|x_2).$$

Note that the condition $\det(P_1P_2) > 0$ simply means that $P_1$ and $P_2$ have their maximal value within a column at the same place.

Hence, we would like to investigate whereas for BCM, the generalized linear decoder of Theorem 1 can be simplified, so as to require only few metrics and independently of the compound set.

### III. Problem Statement

#### A. The $\alpha$ and $\beta$ Game

From now on, we only consider BMC’s.

Let the parameter $\alpha$ be defined as

$$\alpha = \max_{P} \inf_{W \in \text{BMC}} \frac{I(P, W)}{C(W)}.$$  

and the distribution $P$ which achieve $\alpha$ is denoted by $P_{\text{opt}}$, i.e.,

$$P_{\text{opt}} := \arg \max_{P} \inf_{W \in \text{BMC}} \frac{I(P, W)}{C(W)}.$$  

The term $\alpha$ is the ratio of the maximum achievable rate to the channel capacity, for the worst possible channel in the compound set, when a single input distribution is chosen.

Let $K \in \mathbb{Z}^+$ and let $I_{\text{MIS}}\left(P_{\text{opt}}, W_0, \{d_k\}_{k=1}^K\right)$ be the achievable mismatched rate on a channel $W_0$, using a generalized
linear decoder induced by the \( K \) metrics \( \{d_k\}_1^K \). The expression of \( I_{\text{mis}}(P_{\text{opt}}, W_0, \{d_k\}_1^K) \) is given in the next section, and is proved to be an achievable rate in \([9],[19]\) as well as discussed in \([2]\). Indeed, since we are working with binary input (and output) channels, this mismatched achievable rate is equal to the mismatched capacity. We then define another parameter \( \beta_K \) by

\[
\beta_K := \inf_{W_0 \in \text{BMC}} \frac{I_{\text{mis}}(P_{\text{opt}}, W_0, \{d_k\}_1^K)}{I(F_{\text{opt}}, W_0)}.
\]

Clearly \( 0 \leq \alpha, \beta \leq 1 \). The problem of finding \( \alpha \) has already been solved in \([22]\), and the answer is \( \alpha \approx 0.942 \), as reviewed below. From Theorem \([1]\) (second part), one can show that by taking a large enough \( K \), we can make \( \beta_K \) arbitrarily close to 1. Indeed, this relates to the fact that we can approximate the set of DMC’s by a covering of one-sided components (for the uniform input distribution). Hence, one can study the speed convergence of \( \beta_K \), in \( K \), to deduce how many metrics in magnitude need to be used to achieve a given performance. We believe this is an interesting problem, as it captures the cost (in the number of additive metrics) needed to “replace” the MMI decoder with a generalized linear decoder; and this problem can be addressed for any alphabet dimensions. However, as motivated in previous section with Proposition \([2]\) we hope to get exactly \( \beta_2 = 1 \) for the binary alphabets setting, in which case we do not need to investigate the speed convergence problem (this will indeed be the case).

IV. RESULTS

A. Optimal input distribution

The optimization problem for \( \alpha \) has been investigated in \([22]\) with the following answer.

Theorem 2 (Shulman and Feder): \( \alpha \approx 0.942 \) and \( P_{\text{opt}} \) is the uniform distribution.

The authors also identified the worst channel to be a Z-channel. This result is also a ramifications of the fact that with uniform source distribution, the maximum loss for any channel is less than 5.8\% of capacity, as originally reported by Majani and Rumsey \([18]\).

B. Optimal Generalized Linear Decoder

We represent a BMC by a point in \( (a, b) \in [0, 1]^2 \), with the following mapping to specify the BMC

\[
\begin{pmatrix}
a \\
1 - b \\
a \\
b
\end{pmatrix}, \quad 0 \leq a, b \leq 1.
\]

Definition 3: Let \( B^- = \{(a, b) \in [0, 1]^2 | a + b < 1\} \) and \( B^+ = \{(a, b) \in [0, 1]^2 | a + b \geq 1\} \), and let \( U \) denote the uniform binary distribution. Note that \( B^- \) parameterizes the set of BMC’s which are flipping-like, in the sense that, assuming the input and output alphabets to be \( \{0, 1\} \), for any given output \( y \) of a BMC in \( B^- \), it is more likely that the sent input is \( 1 + y \) (mod 2). Similarly, \( B^+ \) parameterizes the set of BMC’s which are non-flipping-like, containing in particular the set of channels for which \( a + b = 1 \), which are all the pure noise channels (zero mutual information).

**Proposition 1:** For any \( i \in \{-, +\} \) and any \( W_0 \in B^i \), we have

\[
I_{\text{mis}}(U, W_0, \log W_1) = \begin{cases} I(U, W_0) & \text{if } W_1 \in B^i \text{ } \text{ } \text{ } \text{ } \text{ } \text{ } \text{ } \text{ } \text{ } \text{otherwise.} \end{cases}
\]

This proposition tells us that, as long as the channel used for the decoding \( W_1 \) is in the same class \( (B^- \text{ or } B^+) \) as the true channel \( W_0 \), the mismatched mutual information is equal to the mutual information itself; i.e., equal to all of the mutual information being evaluated with the uniform input distribution. If instead the channel and the metrics each other hail from different class, then the mismatched mutual information is zero.

**Proof:** As defined in Proposition \([1]\), we have

\[
I_{\text{mis}}(U, W_0, \log W_1) = \inf_{\mu \in A} D(\mu\|\mu_0^p) \tag{6}
\]

where \( A = \{\mu : \mu_p = \mu_0^p, \mathbb{E}_{\mu} \log W_1 \geq \mathbb{E}_{\mu_0} \log W_1\} \). Note that the channels \( W \) which induce a \( \mu \) such that \( \mu_p = \mu_0^p \) is parameterized in \([0, 1]^2 \) by the line passing through \( \mu_0 \) with a slope of 1. Hence, since \( \mu_0 \in \partial A \) (the boundary of \( A \)), it is easy to verify that the region \( A \) is the segment starting at \( \mu_0 \) and going either up or down (with slope 1). This leads to two possibilities, either \( \mu_0^p \in A \) and \( (6) \) is 0, or \( \mu_0^p \notin A \) and the minimizer of \( (6) \) is \( \mu_0^p \), implying the claims of Proposition \([1]\).

**Proposition 2:** For any binary input/output channel \( W_0 \) and for any binary symmetric channel \( W_1 \), i.e., \( W_1(0|0) = W_1(1|1) \), we have

\[
I_{\text{mis}}\left(U, W_0, \{\log W_1, \log \tilde{W}_1\}\right) = I(U, W_0),
\]

where \( \tilde{W}_1 \) is the BSC defined by \( \tilde{W}_1(0|0) = 1 - W_1(0|0) \).

**Proof:** As defined in Lemma \([1]\), we have

\[
I_{\text{mis}}\left(U, W_0, \{\log W_1, \log \tilde{W}_1\}\right) = \sum_{k=1}^{2} \inf_{\mu \in A_k} D(\mu\|\mu_k^p), \tag{7}
\]

where \( A_k = \{\mu : \mu_p = \mu_k^p, \mathbb{E}_{\mu} \log W_k \geq \mathbb{E}_{\mu_0} \log W_k\} \), \( k = 1, 2 \), where \( W_2 = W_1 \). Note that, although in general taking the likelihood metrics as opposed to the a posteriori metrics makes an important difference when defining a generalized linear decoder (cf. \([22]\)), here it does not, since we are working with BSC channels for the metrics. Assume w.l.o.g. that \( W_0, W_1 \in B^- \). Then, a straightforward computation shows that

\[
\mathbb{E}_{\mu_k} \log W_j = \mathbb{E}_{\mu_0} \log W_1.
\]

Hence

\[
\inf_{\mu \in A_1} D(\mu\|\mu_0^p) = I_{\text{mis}}(U, W_0, \log W_1),
\]

and from Proposition \([1]\)

\[
I_{\text{mis}}(U, W_0, \log W_1) = I(U, W_0).
\]
Moreover, note that for any channel $W_0$, if we define $\tilde{W}_0$ to be the reverse BSC (cf. Figure 1), and $\mu_0$, $\tilde{\mu}_0$ to be the corresponding measures, we have $\mu_0^p = \tilde{\mu}_0^p$,

$$E_{\mu_0} \log W_1 = E_{\tilde{\mu}_0} \log \tilde{W}_1$$

and

$$A_2 = \{ \mu : \mu^p = \mu_0^p, E_{\mu} \log W_2 = E_{\mu_0} \log W_1 \} = \{ \mu : \mu^p = \tilde{\mu}_0^p, E_{\mu} \log \tilde{W}_1 = E_{\tilde{\mu}_0} \log \tilde{W}_1 \}.$$ 

Therefore,

$$\inf_{\mu \in A_2} D(\mu || \mu_0^p) = I_{\text{MIS}} (U, \tilde{W}_0, \tilde{W}_1) = I_{\text{MIS}} (U, W_0, W_1),$$

and both terms in the RHS of (7) are equal to $I(U, W_0)$.

Fig. 1. Reverse channels in the BMC setting

An extended discussion and alternate proofs of previous results can be found in [20].

Corollary 1: We have $\beta_2 = 1$, which is achieved by picking any two metrics of the form $d_1 = \log W_1$, $d_2 = \log \tilde{W}_1$, as long as $W_1$ is a BSC (and $\tilde{W}_1$ its reverse BSC).

Corollary 2: For any compound sets $S$, 94.2% of the compound capacity can be achieved by using a generalized linear decoder induced by two metrics. Moreover, if the optimal input distribution (achieving compound capacity) is uniform, we can achieve 100% of the compound capacity with two metrics.

Note: if the optimal input distribution is non-uniform, it may still be possible to achieve 100% of the compound capacity with two metrics, but the above results will have to be adapted to the non-uniform input distribution case.

V. DISCUSSION

In this paper, we have shown that, for binary input binary output memoryless channels, compound capacity achieving decoders can have a much simpler structure than the Maximum Mutual Information (MMI) decoder. These decoders, namely the generalized linear decoders, preserve many features of the MMI decoder. When the input distribution is chosen to be uniform, a generalized linear decoder, using channel independent metrics (i.e., the metrics are selected without being aware of the channel rule) is shown to achieve the same rate as that of an optimum decoder (based on the exact channel rule). On the other hand, for any arbitrary compound BMC, at least 94.2% of the compound capacity can be realized by such a decoder. Finally, a natural extension of this work would be to investigate the case of non-binary alphabets. Even for binary input and ternary outputs, it does not seem straightforward to establish whether $\beta_K$ can be made exactly 1, for $K$ large enough (although one can show that it must tend to 1 using results from [2]).
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