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Quantum computing through the internet, enabling quantum computing as a service. The question is, when the scale of the computational problems becomes out of reach of classical computers, how can users be sure that the output strings sent by the server are really from a quantum hardware? In 2008, Shepherd and Bremner proposed a cryptographic verification protocol based on a simplified circuit model called IQP (instantaneous quantum polynomial-time), which can potentially be applied to most existing quantum cloud platforms. However, the Shepherd-Bremner protocol recently been shown to be insecure by Kahanamoku-Meyer. Here we present an extended model of IQP-based cryptographic verification protocol, where the Shepherd-Bremner construction can be regarded as a special case. This protocol not only can avoid the attack by Kahanamoku-Meyer but also provide several additional security measures for anti-forging quantum data. In particular, our protocol admits a simultaneous encoding of multiple secret strings, strengthening significantly the hardness for classical hacking. Furthermore, we provide methods for estimating the correlation functions associated with the secret strings, which are the key elements in our verification protocol.

I. INTRODUCTION

Despite the fact that near-term quantum computers would be noisy and of intermediate scale \cite{1}, they have the potential in performing specific tasks intractable for any classical computer, a status known as quantum supremacy \cite{2–6}. A natural question arises: how could we tell if a remote device is truly quantum or not? This question is not only of fundamental interest in nature \cite{7}, but also relevant to many computing protocols involving two parties, namely a verifier and a prover.

This question is called verification of quantum computational power, or test of quantumness, and it is a simplified version of the verification of any quantum computation. In the setting of the general problem, a quantum prover interacts with a classical verifier, in order to convince the verifier that the results are correct for the given problem in BQP; here, BQP is the class of decision problems that a quantum computer can efficiently solve. Verification protocols for the general problem can be achieved if certain relaxation is allowed. For example, one may assume that the verifier can use limited quantum computational power and quantum communication \cite{8–14}, or one may allow multiple spatially separated entangled provers \cite{13, 15}. These protocols can be made secure without any computational assumption. However, the caveat is that they may not be applicable to the near-term quantum cloud computing model in practice.

On the other hand, with cryptographic assumptions of trapdoor claw-free functions (TCF), such as the quantum hardness of the learning-with-errors (LWE) problem \cite{16}, Mahadev devised a four-message verification protocol, involving a purely classical verifier and a single untrusted quantum prover \cite{17}. Mahadev’s protocol was later improved to a two-message protocol via the Fiat-Shamir transform \cite{18}. Back to the problem of verifying quantum computational power, several verification protocols were proposed based on similar cryptographic assumptions of TCFs as in Mahadev’s protocol \cite{19–21}. However, implementing these TCF-based protocols requires thousands of qubits to ensure security, far out of reach of current quantum technology.

Specifically, existing quantum cloud computing models involve purely classical clients who can only send out classical descriptions of the quantum circuits to the service provider and receive the resulting statistics of the output bit strings through the internet. Again, from the practical point of view, it would be desirable to directly incorporate the verification process into the cloud computing process without much modifications. In 2008, based on the model of IQP (instantaneous quantum polynomial-time) circuits, Shepherd and Bremner proposed \cite{22} a cryptographic verification protocol which fits very well the scope of the near-term quantum cloud computing. In their protocol, the verifier constructs an IQP circuit from the quadratic-residue code (QRC) \cite{23}, which is encoded with a secret string kept by the verifier. Then, he/she sends the classical description of the IQP circuit to the prover, who returns the output strings of the IQP circuit to the verifier. Finally, the verifiers checks if a certain measurement probability, associated with the secret string, is the same as a pre-determined value.

The Shepherd-Bremner protocol was previously believed to be secure for a long time, partly because of the classical in-
tractability of simulating general IQP circuits [24, 25]; generally, IQP circuits cannot be sampled even approximately with efficient classical algorithms, unless the polynomial hierarchy collapses, which is a highly implausible complexity-theoretic consequence. However, Kahanamoku-Meyer has recently found [26] a loophole in the Shepherd-Bremner protocol, and devised a classical algorithm to break the Shepherd-Bremner protocol. The loophole is originated from the special properties of QRC encoding the secret string from the IQP circuit. Once the secret is known, the prover can efficiently generate output strings that can pass the verification test, even without running the quantum circuit.

Here, we present a generalized model of IQP-based cryptographic verification protocol for near-term quantum cloud computing, which can be reduced to the Shepherd-Bremner construction as a special case. Similar to the Shepherd-Bremner construction, our construction also involves only one round of interaction. In the context of quantum cloud computing, the verifier (Alice) does not need to inform the prover of her purpose, and she can perform the verification protocol at any time, as long as she has access to the quantum server. The difference is that, we may choose to construct the secret-encoded IQP circuit without depending on any error-correcting code. Therefore, our approach is intrinsically immune to the attack of Kahanamoku-Meyer’s approach. Furthermore, this model allows us to encode an unspecified number of secret strings, instead of relying only on a single secret string as in the Shepherd-Bremner protocol. Intuitively, this significantly increases the difficulty for the prover to cheat, i.e., hacking multiple secret strings simultaneously with the same set of output bit strings. In practice, our protocol requires the quantum circuits to be in the supremacy regime, i.e. beyond the capability of classical simulation. Otherwise, the prover (Bob) can just use classical simulation to cheat, even though he is unable to find the secret strings.

In addition, we provide a general sampling method for an efficient estimation of any correlation function associated with a secret string, which gives the verifier a pre-determined value for checking. Moreover, in the special case where all angles are \(\pi/8\) for local IQP gates, we discuss the possibility of “quantizing” the values of the correlation functions through a connection with a family of Clifford circuits. This gives an evaluation method for the correlation functions in this case based on the Gottesman-Knill algorithm [27]. The efficient evaluation of correlation functions allows Alice not to rely on any error correcting codes. However, we further show that for random IQP circuits, the majority of these correlation functions can be exponentially small, supported by numerical simulations together with an example on the random 2-local IQP circuits. Consequently, we propose a heuristic strategy in which correlation functions with sizable values can be constructed by starting with a small system (Hamming weight), followed by a scrambling technique to expand the Hamming weight if necessary.

II. RESULTS AND METHODS

A. A general framework

In Ref. [22], Shepherd and Bremner formulate an IQP-based verification protocol and give an explicit construction recipe for the IQP circuits used in the protocol. An IQP circuit of \(n\) qubits can be represented by an \(m\times n\) binary matrix \(X\), where each row represents a Pauli product. For example, a row vector \((1, 1, 0, 0)\) represents \(X_1X_2\), where \(X_i\) is the Pauli-\(X\) acting on the \(i\)-th qubit. The Hamiltonian is the sum of \(m\) Pauli operators, and the resulting IQP circuit is given by the time evolution of the Hamiltonian, i.e., \(U_{\text{IQP}} := e^{i\vartheta H}\). For example,

\[
χ = \begin{pmatrix} 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 \end{pmatrix} \quad \Rightarrow \quad H = X_1X_3 + X_2X_4 \quad (1)
\]

\[
\Rightarrow \quad U_{\text{IQP}} = e^{i\vartheta X_1X_2}e^{i\vartheta X_3X_4}. \quad (2)
\]

Here, one may choose \(\vartheta = \pi/8\) as in the QRC construction [22]. However, one may also consider the general cases where the angles of each term can be arbitrary, i.e., the angles may not necessarily be the same.

Our verification protocol is similar to the original Shepherd-Bremner construction, except that the encoding method is significantly extended. Below, following the physical picture previously introduced by the authors in Ref. [28], we first present an overview of our protocol, and address several differences compared to the Shepherd-Bremner protocol. An explicit construction recipe is given in Sec. II B. Let us consider a quantum circuit of \(n\) qubits:

The quantum cloud verification protocol:

Step 1. Alice (the verifier) generates one, or multiple, \(n\)-bit random string(s) \(s := (s_1, s_2, \ldots, s_n)^T \in \{0, 1\}^n\) kept as a secret, where each string is associated with a Pauli product, \(Z_s := Z^{s_1} \otimes \cdots \otimes Z^{s_n}\).

Step 2. Based on the secret string(s), Alice designs a Hamiltonian \(H\) consisting of a linear combination of Pauli-\(X\) products.

Step 3. Alice then sends the classical description about the Hamiltonian \(H\) to Bob (the prover) and asks him to apply the time evolution of \(H\) to the state \(|0^n\rangle\), where the angles of each term (i.e. the evolution time) are also determined by Alice.

Step 4. Bob should perform the quantum computation \(U_{\text{IQP}}|0^n\rangle\) accordingly and measure in the computational basis multiple times. After that, he returns the output bit strings to Alice.

Step 5. Finally, Alice calculates the correlation function(s) \(⟨Z_s⟩ := ⟨0^n|U_{\text{IQP}}Z_sU_{\text{IQP}}|0^n⟩\) by classical means in Sec. II B, and compares it with the results obtained from the bit strings given by Bob.
Note that in the Shepherd-Bremner protocol [22], Alice will instead check the probability bias $P_{s \perp}$, the probability of receiving bit strings that are orthogonal to $s$, which is defined as,

$$P_{s \perp} := \sum_{x=0}^{n} p(x),$$

where $p(x)$ is the output probability of the IQP circuit. However, as shown in Ref. [28], the probability bias can be related to the correlation function as follows,

$$P_{s \perp} = \frac{1}{2} (\langle Z_s \rangle + 1).$$

Therefore, these two measures of success are equivalent, but we choose to work with the correlation function, as it fits better our framework.

Furthermore, in the Shepherd-Bremner construction, only one secret string is considered for each time, and the Hamiltonian is constructed from a specific error-correcting code, the quadratic-residue code (QRC) [23], which can be regarded as a special instance in our framework. That is, if one constructs the Hamiltonian in Step 2 with QRC and chooses $\theta = \pi/8$, then our protocol reduces to the Shepherd-Bremner construction.

In order for the verification to work, Alice needs to know the value of the chosen correlation function in advance, which will be compared with the results from Bob’s measurement data in Step 5. In the Shepherd-Bremner construction, $\langle Z_s \rangle$ is designed to always equal $1/\sqrt{N}$ (in terms of probability bias, 0.854) with only one specific $s$, due to the properties of QRC.

In Sec. II B, we present two methods for evaluating general correlation functions for IQP circuits, one corresponding to the most general case with arbitrary angles of each term, and the other corresponding to the case $\theta = \pi/8$. The former method is based on random sampling, while the latter is based on a special instance in our framework. That is, if one constructs the Hamiltonian in Step 2 with QRC and chooses $\theta = \pi/8$, then our protocol reduces to the Shepherd-Bremner construction.

We now turn to discuss one possible way to incorporate multiple secret strings into the Hamiltonian in Step 2. Given secret strings $s_1, s_2, \ldots, s_k$, Alice first generates the main part $H_M$ of the Hamiltonian, which has the property that every term in $H_M$ anti-commutes with $Z_{s_1}, \ldots, Z_{s_k}$ simultaneously. This can be achieved in the following way. For a vector $p \in \{0, 1\}^n$, the associated Hamiltonian term is $X_p := X_0^p \otimes \cdots \otimes X_0^p$. Then $X_p$ anti-commutes with every $Z_s$ if $p \cdot s_i = 1$ for $i = 1, \ldots, k$. Therefore, the main part $H_M$ can be constructed from the solution space of this linear system. To hide the secret strings, Alice would have to add a redundant part $H_R$, whose terms commute with every secret string $s$. The redundant part can be similarly constructed from the solution space of the linear system $p \cdot s_i = 0$ for $i = 1, \ldots, k$. The whole Hamiltonian is $H = H_M + H_R$. We remark that the values of the correlation functions depends only on the main part $H_M$ (see Sec. II B). Therefore, Alice can add many redundant terms, to make the test harder.

Next, we make a further remark about the potential class of methods attacking our protocol, i.e., for Bob generating bit strings that can reproduce the value of the correlation function(s) without a quantum computer. It would be possible if Alice’s secret strings $s$ are leaked to Bob; then, Bob could potentially evaluate the value of $\langle Z_s \rangle$, and output random bit strings according to the probability bias $P_{s \perp}$. Therefore, the security of the IQP-based protocols is based on the assumption that the secret string cannot be efficiently recovered from the Hamiltonian $H$. For the original Shepherd-Bremner protocol, such an attack has recently been found [26] based on the properties of QRC.

Here our framework extends the encoding method in the protocol, making it immune to such kind of attack. Furthermore, the number of secret strings is not revealed to Bob, instead of relying on a single secret string as in the previous protocol [22]. On the other hand, the IQP circuits constructed in our protocol is rather general. Although, a rigorous proof on the security of our protocol is missing, from a complexity-theoretic point of view, a general IQP circuit cannot be efficiently classically sampled, assuming some plausible conjectures [24, 25]. In addition, the new features in our protocol should enhance the security compared to the original Shepherd-Bremner protocol.

### B. Detailed analysis

#### a. Evaluating the correlation function given the secret string
For Alice to evaluate correlation function(s), recall that relative to each string, the Hamiltonian $H = H_M + H_R$ can be divided into two parts: main part and redundant part. (i) The main part $H_M$ anti-commutes with $Z_s$, i.e., $\{Z_s, H_M\} = 0$. (ii) The redundant part $H_R$ commutes with $Z_s$, i.e., $[H_R, Z_s] = 0$.

Due to these commuting properties relative to the secret strings, the value of the correction function only depends on the main part, i.e. (see Appendix A),

$$\langle Z_s \rangle = \langle 0^p | e^{2\pi i t H_M} | 0^p \rangle.$$

Note that one can arrive at a similar expression if we further relax the condition where the weight of each term can be uneven, e.g. $H = \alpha X_1 X_2 + \beta X_2 X_4$. On the other hand, the correlation function can be evaluated directly, if we confine the Hamming weight of the secret string to be sufficiently small, and the main part $H_M$ only acts on those qubits involved in the Pauli product $Z_s$.

For the general cases, the evaluation of the expression of $\langle Z_s \rangle$ can be achieved efficiently by sampling:

| Circuit | Shepherd-Bremner | our protocol |
|---------|------------------|-------------|
| Secret string | single | multiple |
| $\theta$ | $\pi/8$ | arbitrary |

TABLE I. Comparison between our protocol and the Shepherd-Bremner protocol.
For a polynomially small correlation function, the pre-
relation functions of specific values versus the number of qubits
fractions of correlation functions of specific values versus the number of qubits can be classically estimated to $\epsilon$ precision with probability $1-\delta$, by taking $O\left(\frac{1}{\epsilon^2} \log \frac{2}{\delta}\right)$ random samples.

To see why this theorem holds, one can apply local
Hadamard gates to changing the main part $H_M$ to the $z$-basis, i.e.,

$$\langle Z_s \rangle = \frac{1}{2^n} \sum_x \langle x | (U^{(c)}_M)^2 | x \rangle,$$

where $U^{(c)}_M$ is the main part of the circuit with Pauli-X replaced
by Pauli-Z (see Appendix A). Each term in this summation can be efficiently calculated, with an absolute value bounded by 1. Then by the Chernoff bound argument, one can randomly sample bit strings $x$, calculate $\langle x | (U^{(c)}_M)^2 | x \rangle$ for each bit string, and use the sample average to approximate $\langle Z_s \rangle$ to $\epsilon$ precision with probability $1-\delta$, using $O\left(\frac{1}{\epsilon^2} \log \frac{2}{\delta}\right)$ samples. Thus, for a polynomially small correlation function, the precision $\epsilon$ can also be polynomially small, and this method is efficient with classical means. Note that using the same sampling method, Bob can also evaluate any correlation function efficiently even if the redundant part of the Hamiltonian is
cluded. However, the correlation function(s) associated with the secret string(s) is hidden from Bob.

The above method is based on random sampling and ap-
proximation error will be incurred. In the special case of $\theta = \pi/8$, the correlation function can be evaluated exactly. Observe that $\langle Z_s \rangle = \langle 0^n | e^{i\pi/4} H_M | 0^n \rangle$ actually corresponds to a transition amplitude of a Clifford circuit $e^{i\pi/4} H_M$. In this way, one can evaluate the correlation function efficiently using the Gottesman-Knill algorithm [27]. Specifically, the absolute value of $\langle Z_s \rangle$ is either 0 or $2^{-n/2}$, where $0 \leq g \leq n$ is an integer determined by the stabilizer groups of $|0^n\rangle$ and $e^{i\pi/4} H_M | 0^n \rangle$ [29]. Note that in the Shepherd-Bremner construction, $g = 1$ for all QRC constructed IQP circuits. We provide a example for the $g$-number in Appendix A. Also, see Fig. 1 (b) for an illustration of this ‘quantization’ phenomenon with the simulation results of random 6-qubit instances; here, the randomness is from the random binary matrices $\chi$ for the IQP circuits and random secret strings.

b. Problem of random IQP circuits On the other hand, even though we have efficient classical algorithms for evaluating the correlation function to some additive error, it does not directly imply an effective solution to the problem. For a random instance of $H_M$, the value of the resulting correlation function could be small from the experimental point of view; this makes it difficult to distinguish from the uniform distribution. For example, for random 2-local IQP circuits of the form, $U = e^{i\pi/4} (\sum_{i,j} w_{ij} X_i \otimes X_j + \sum v_j X_j)$ with $w_{ij}, v_j \in \{0, 1, \ldots, 7\}$, we have the following theorem, bounding the occurring probability of large correlation functions:

**Theorem 2.** For the class of random 2-local IQP circuits, the probability of finding a polynomial-sized correlation function $\langle Z_s \rangle$ is exponentially small, i.e.,

$$\Pr_{U} \left( \langle Z_s \rangle^2 \geq \frac{1}{k} \right) \leq \frac{3k}{2n}, \quad (7)$$

where $k = \text{poly}(n)$ is a polynomial of $n$.

This is essentially due to the anti-concentration properties of IQP circuits [25], an important ingredient for proving the quantum computational supremacy of IQP sampling. For the proof, we refer to Appendix B. We performed numerical simulation in Fig. 1 (a), which shows that the fraction of correlation functions that are larger than certain value decays quickly with the number of qubits. Theorem 2 implies that for such kind of random Hamiltonians, it is not easy for Alice to keep secret strings associated with correlation functions with siz-

able values.

c. Construction from an initially small main part Therefore, practically, Alice needs to carefully design the main part $H_M$ such that the correlation function is sufficiently away from zero. In the case of $\theta = \pi/8$, it would be more desirable to have $g$ being zero or one, so that the correlation function becomes 1 or 0.707. However, as far as we are aware, there is no known efficient scheme of constructing an explicit Clifford circuit of the form $e^{i\pi/4} H_M$, for a fixed value of $g$. We anticipate that an systematic scheme can be designed to generate the desired main part with a given $g$ by leveraging the relation.
FIG. 2. The scrambling process in the matrix representation. Here, $H_M$ (the blue block) initially acts only on first few qubits. After the first scrambling, the third column of the matrix is added to the last column, and the last entry of $s$ is added to the third one, correspondingly. Similarly, after the second scrambling, the first column of the matrix is added to the fifth one, and the fifth entry of $s$ is added to the first one. The resulting matrix after 200 times of scrambling is shown in the lower left corner, and the acting range of the main part extends to the whole circuit.

between IQP circuits and stabilizer formalism. We leave it for future exploration.

Here, for the general case, we propose a heuristic method to construct the main part, which utilizes the feature that the correlation function with respect to any given secret string can be efficiently evaluated. In our heuristic construction, Alice may start from secret strings of relatively small Hamming weight.

Then, a brute-force search is taken to find an $H_M$ that can yield an IQP circuit with sizable $\langle Z_s \rangle$ for every $s$. From Fig. 1 (a), the initial Hamming weight of the secret string should be limited to about 10, so that the search can stop in a reasonable time. Then, one can extend the Hamming weight of the secret strings by the method of scrambling as previously introduced in Ref. [22]. Specifically, the scrambling process refers to a column manipulation of the matrix $\chi$. For example, we can add the first column to the third in Eq. (1), resulting in a new Hamiltonian $H = X_1X_2X_3 + X_2X_4$.

Moreover, when all angles for the Hamiltonian terms are the same, the following theorem (as a consequence of Theorem 1 of [22]) implies that for IQP circuits, the scrambling process leaves the correlation function unchanged:

**Theorem 3.** Denote $C_M$ as the linear subspace spanned by the column vectors of the main part, i.e., the matrix representation of $H_M$. When all $\theta$’s are identical, we can express the correlation functions in the following form:

$$\langle Z_s \rangle = \frac{1}{2^d} \sum_{c \in C_M} \cos[2\theta(q - 2|c|)],$$

(8)

where $d$ is the dimension of the linear subspace $C_M$, $q$ is the number of terms in $H_M$ and $|c|$ is the Hamming weight of $c$.

For completeness, we give a proof in Appendix C. From this theorem, one can see that the value of $\langle Z_s \rangle$ depends only on the linear subspace $C_M$ since each term in the expression depends only on $c\in C_M$. Therefore, even if $H_M$ is scrambled, as long as the secret string is also scrambled accordingly, to preserve the inner product with rows in $\chi$, then the linear subspace $C_M$ will remain unchanged and so is the value of $\langle Z_s \rangle$.

We note that, this scrambling-invariance property is true even in the case where the angles are different; we discuss this point also in Appendix C.

This scrambling-invariance property can be better explained with Fig. 2 as an example. In the upper left corner of Fig. 2, $s = (0, 1, 1, 0, 0, 0, 0)$ and the main part is the first 3 rows (i.e. $q = 3$). The linear subspace $C_M$ is spanned by the column vectors in the blue block, namely $a_1 = (0, 0, 1)^T$, $a_2 = (0, 1, 0)^T$, and $a_3 = (1, 0, 1)^T$. In this way, the vectors of the linear subspace takes the form $c = \sum_{i=1}^3 y_i a_i$, with $y_i \in \{0, 1\}$. After the scrambling, one can check that each column in the new main part can be written as linear combination of the three vectors $\{a_1, a_2, a_3\}$, which means the new linear subspace is the same as $C_M$. So, the correlation function after the scrambling remains the same too. This scrambling process not only hides the secret, but also extends an initially small main part. We remark that the scrambling invariance holds for the case of multiple secret strings as well, because those secret strings all share with the same $C_M$.

III. DISCUSSION

Verification is important is various quantum computing models, such as blind quantum computation [12, 30], distributed quantum computation [31, 32] and secure multi-party quantum computation [33, 34]. In this paper, we have discussed a generalized model of IQP-based cryptographic verification protocol, where several features are introduced to achieve anti-forging of the quantum data. This model can be reduced to the Shepherd-Bremner protocol as a special case, but one can construct the secret without relying on the quadratic residue code, avoiding a class of attacks proposed by Kahanamoku-Meyer.

We remark that the applicability of our framework is not limited to IQP circuits. For example, one may design a quantum circuit of the following form: $U = U_RU_M$, where $U_R$ commutes with a certain observable $O$. In this way, we also have $\langle 0^q | U^\dagger V^\dagger U | 0^q \rangle = \langle 0^q | U^\dagger_M O U_M | 0^q \rangle$ depends only on the main part. In the case that $U_M$ acts on a small number of qubits (i.e., a small main part), the expectation can be calculated by classical simulation. Furthermore, one may consider an extension to quantum circuits like $U = U_{\text{shallow}} V^\dagger V$, where $U_{\text{shallow}}$ is a shallow sub-circuit and $V$ contains random unitary gates; of course, the overall gate order should be scrambled to the prover. In this case, the verifier can check any observable based on shallow part only.

Returning to the IQP framework, the most imminent open question is a lack of a rigorous security proof of the general protocol. Practically, the protocol should be implemented in a scale beyond the capability of classical computing, i.e., in the regime of quantum advantage (supremacy). Furthermore, it is also necessary to take noises into account. These questions
should be addressed with large-scale numerical simulations in future.
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Appendix A: Properties of the correlation functions

Let the main part and the redundant part of the IQP circuit be $U_M$ and $U_R$. Since each gate in the IQP circuit commutes with each other, we can assume without loss of generality that $U_{\text{IQP}} = U_M U_R$, which gives $\langle Z_s \rangle = \langle 0^s | U_M^0 U_s U_M | 0^s \rangle$. From the fact that the redundant part $U_R$ commutes with $Z_s$, we have,

$$\langle Z_s \rangle = \langle 0^s | U_M^0 U_s U_M | 0^s \rangle \quad \text{(A1)}$$

Furthermore, with the anti-commutation of $H_M$ and $Z_s$, we have $U_M^0 Z_s U_M = Z_s U_M^0$ and

$$\langle Z_s \rangle = \langle 0^s | U_M^0 | 0^s \rangle \quad \text{(A2)}$$

Then we apply Hadamard gates to change the basis,

$$\langle Z_s \rangle = \frac{1}{2^n} \sum_{x,y} \langle x | (U^{(g)})^2 | y \rangle \quad \text{(A3)}$$

$$= \frac{1}{2^n} \sum_{x} \langle x | (U^{(g)})^2 | x \rangle \quad \text{(A4)}$$

where $U^{(g)}$ is the main part of the circuit with Pauli-$X$ replaced by Pauli-$Z$ and we have used the fact that $\langle x | (U^{(g)})^2 | y \rangle = 0$ if $x \neq y$. Each term in the summation can be efficiently calculated by tracking the phase. By the Chernoff bound argument, $\langle Z_s \rangle$ can be approximated to $\epsilon$ precision with probability $1 - \delta$ using $O\left(\frac{1}{\epsilon^2} \log \frac{2}{\delta}\right)$ samples of $x$, as stated in the main text.

Specifically, if $\theta = \pi/8$, then $U_M = e^{2\theta H_M}$, and Eq. (A2) becomes,

$$\langle Z_s \rangle = \langle 0^s | e^{2\theta H_M} | 0^s \rangle \quad \text{(A5)}$$

Here, $e^{2\theta H_M}$ is a Clifford circuit since $2\theta = \pi/4$, and the correlation function can be exactly calculated by the Gottesman-Knill algorithm [27] in this case. Moreover, the absolute value of $\langle Z_s \rangle$ is either 0 or $2^{-n/2}$, where $0 \leq g \leq n$ is the minimum number of different generators of the stabilizer groups of two states: $|0^n\rangle$ and $e^{2\theta H_M} |0^n\rangle$. For example, if the generator associated to $|0^n\rangle$ is given by $\{Z_1, Z_2, Z_3, Z_4\}$, and that of $e^{2\theta H_M} |0^n\rangle$ is given by $\{Y_1 X_2, X_1 Y_2, X_3 Y_4, X_4 Y_3\}$, then the number of different generators is 2; this can be seen by noting that the latter stabilizer group can be equivalently described by the following set of generators $\{Y_1 X_2, Z_1 Z_2, X_3 Y_4, Z_4 Z_3\}$. The set of generators is not unique, and $g$ is the minimum over all possible generators associated to two states.

Appendix B: The problem from anti-concentration

In Ref. [25], it is proved that for random 2-local IQP circuits of the form

$$U_{\text{IQP}} = e^{i \frac{\pi}{8} (\sum_{i \in J} w_i X_i \otimes X_i \otimes \sum_{j \in K} v_j X_j)} \quad \text{(B1)}$$

with $w_{ij}, v_j \in \{0, 1, \cdots, 7\}$, the output probability is anti-concentrated. Specifically, the anti-concentration theorem states that,

$$E_U[p(x)^2] \leq \frac{3}{2^n} \quad \text{(B2)}$$

for all $x$, where $E_U$ denotes a uniform average over all IQP circuits of the form of Eq. (B1), that is over uniform choices of $w_{ij}$ and $v_j$. Then we have,

$$E_U \left[ \sum_x p(x)^2 \right] \leq \frac{3}{2^n} \quad \text{(B3)}$$

By definition, the correlation function can be written as,

$$\langle Z_s \rangle = \sum_x p(x)(-1)^{s \cdot x} \quad \text{(B4)}$$

which actually holds for a general quantum circuit. This means that $p(x)$ is the Fourier transform of $\langle Z_s \rangle$, and that

$$p(x) = \frac{1}{2^n} \sum_s \langle Z_s \rangle (-1)^{s \cdot x} \quad \text{(B5)}$$

Then we can apply the Parseval’s identity [35],

$$\sum_x p(x)^2 = \frac{1}{2^n} \sum_s \langle Z_s \rangle^2 \quad \text{(B6)}$$

which gives,

$$E_U \left[ \langle Z_s \rangle^2 \right] = \frac{1}{2^n} \sum_s E_U \left[ \langle Z_s \rangle^2 \right] \quad \text{(B7)}$$

$$= E \left[ \sum_x p(x)^2 \right] \quad \text{(B8)}$$

$$\leq \frac{3}{2^n} \quad \text{(B9)}$$

The Markov’s inequality gives the following bound,

$$\Pr \left( \langle Z_s \rangle^2 \geq a \right) \leq \frac{E_U \left[ \langle Z_s \rangle^2 \right]}{a} \leq \frac{3}{a 2^n} \quad \text{(B10)}$$

for $a > 0$. Setting $a = O(1/\text{poly}(n))$, we have,

$$\Pr \left( \langle Z_s \rangle^2 \geq \frac{1}{\text{poly}(n)} \right) \leq \frac{3 \text{poly}(n)}{2^n} \quad \text{(B11)}$$

This means that for random 2-local IQP circuits, the probability that the correlation functions are polynomially small is exponentially small.

In practice, Alice will obtain the correlation function from Bob’s data in the following way. Suppose Alice receives $T$ output strings from Bob, $x_1, \cdots, x_T$. For each string, Alice computes $(-1)^{s \cdot x}$, and the sample average

$$s_T := \frac{1}{T} \sum (-1)^{s \cdot x} \quad \text{(B12)}$$

gives an approximation of $\langle Z_s \rangle$. From the Chernoff bound argument, for $\epsilon$ precision and probability $1 - \delta$, $T = O\left(\frac{1}{\epsilon^2} \log \frac{2}{\delta}\right)$. In order for our protocol to be practical, $T$ should be a polynomial of $n$, which implies a polynomial precision $\epsilon = O(1/\text{poly}(n))$. However, if $\langle Z_s \rangle$ itself is exponentially small, then Alice will not be able to distinguish the correct data from data obtained from uniform distribution, since polynomial precision in this case is not sufficient.
Appendix C: Scambling invariance of correlation function

Now we want to prove that $\langle Z_s \rangle$ depends only on the linear subspace spanned by the matrix representation of $H_M$. First, denote $M$ as the matrix representation of $H_M$. Eq. (A4) gives,

$$\langle Z_s \rangle = \frac{1}{2^n} \sum_{y \in \{0,1\}^n} \langle y | \prod_{p \in \text{row}(M)} e^{2 \theta_p y} | y \rangle,$$

where $Z_p := Z^{y_1} \otimes \cdots \otimes Z^{y_n}$. Then,

$$\langle Z_s \rangle = \frac{1}{2^n} \sum_{y \in \{0,1\}^n} \prod_{p \in \text{row}(M)} \exp\left(2 \theta_p (-1)^{p \cdot y}\right)$$

Define $S$ as the scrambling matrix, which is product of elementary matrices in $\mathbb{F}_2$. Then, after the scrambling, we have $\chi \rightarrow \chi \cdot S$, $M \rightarrow M \cdot S$ and $s \rightarrow S^{-1} s$, so that the inner-product relation between rows in $\chi$ and $s$ is preserved. Moreover, we have $p \cdot y = p \cdot S S^{-1} \cdot y$. Then, denoting the new secret string as $s' = S^{-1} s$, the associated correlation function is given by,

$$\langle Z_{s'} \rangle = \frac{1}{2^n} \sum_{y \in \{0,1\}^n} \exp\left(i \sum_{p \in \text{row}(M \cdot S)} 2 \theta_p (-1)^{p \cdot S^{-1} y}\right)$$

$$= \frac{1}{2^n} \sum_{y \in \{0,1\}^n} \exp\left(i \sum_{p \in \text{row}(M)} 2 \theta_p (-1)^{p \cdot y}\right)$$

$$= \langle Z_s \rangle.$$  (C6)

This proves the scambling invariance of the correlation function.

If all angles are the same, then one can arrive at a similar theorem as Theorem 1 of Ref. [22]. Define $c_y := M \cdot y$ to be an encoding of $y$ under $M$. Recall that $M$ contains $q$ rows, so we can write

$$c_y = \begin{pmatrix} p_1 \\ \vdots \\ p_q \end{pmatrix} \cdot y = \begin{pmatrix} p_1 \cdot y \\ \vdots \\ p_q \cdot y \end{pmatrix},$$

which means that each entry in $c_y$ equals $p \cdot y$ for $p \in \text{row}(M)$. Then, $\sum_{p \in \text{row}(M)} (-1)^{p \cdot y}$ equals the number of zeros in $c_y$ minus the number of ones (i.e., Hamming weight $|c_y|$), which gives,

$$\sum_{p \in \text{row}(M)} (-1)^{p \cdot y} = q - 2|c_y|.$$  (C8)

So, we arrive at,

$$\langle Z_s \rangle = \frac{1}{2^n} \sum_{y \in \{0,1\}^n} \cos[2 \theta(q - 2|c_y|)],$$

where we used the fact that $\langle Z_s \rangle$ is real. Now, in the column picture, we can write $M = (a_1, \cdots, a_n)$, where $a_i \in \text{col}(M)$ is a column vector of length $q$. Thus,

$$c_y = M \cdot y = y_1 a_1 + \cdots + y_n a_n.$$  (C10)

Suppose the dimension of $C_M$ is $d$, and without loss of generality, assume $[a_1, \cdots, a_d]$ forms a basis. Then,

$$c = y_1 a_1 + \cdots + y_d a_d$$  (C11)

for any $c \in C_M$. So the expression of $\langle Z_s \rangle$ becomes,

$$\langle Z_s \rangle = \frac{1}{2^{n-d}} \sum_{y_1, \cdots, y_n} \left( \frac{1}{2^d} \sum_{c \in C_M} \cos[2 \theta(q - 2|c|)] \right)$$

The first summation will give a factor of $2^{n-d}$, which cancels with $\frac{1}{2^n}$. So finally, it ends up giving,

$$\langle Z_s \rangle = \frac{1}{2^d} \sum_{c \in C_M} \cos[2 \theta(q - 2|c|)].$$  (C13)

Every term in the summation depends on the element $c$, and therefore $\langle Z_s \rangle$ depends only on the linear subspace $C_M$. 