An Improved GANs Model for Steel Plate Defect Detection
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Abstract. Automatic steel plate defect detection is very important for it can monitor the product quality. This paper makes a study on steel plate defect detection based on machine learning. The main difficult is that there is not enough data to make powerful detection models. We propose a Generative Adversarial Networks based method to generate synthetic training image. A novel structure is designed with type related variable incorporated in Generator and a classification branch added to Discriminator. With expanded dataset, two detection algorithm, Faster R-CNN and YOLO are adopted. Various model structures, optimization methods, batch sizes and model execution time are evaluated and the influence of parameters are also analyzed. The experimental results show that the proposed novel data generation method can effectively improve the model performance.

1. Introduction

With the rapid growing of construction industry, steel plate is widely used in fields of bridge, automobile and aerospace, etc. The surface quality not only make affect on the subsequent production, but also ensure the service life and the competitiveness. Therefore, detect surface defects is a main task of steel industry. Automated steel plate defect detection has been developed since 1970s. Compared with manually inspection, it is efficient and accurate. It can be classified as traditional technology, laser scanning based and machine vision based. Traditional methods include eddy current testing [1,2], infrared testing and ultrasonic testing [3]. They are with high energy consumption and vulnerable to environmental. Laser scanning method [4] improves the sensitivity and versatility, but it is not very good for tiny defects. Using computer vision to solve steel defect detection has attracted more attentions in recent years. In [5], local normalization was used to enhanced the image and projection profile was applied for defects location. Tian et al. [6] combined genetic algorithm and extreme learning for defects classification. Suvdaa et al. [7] detected steel defects based on scale-invariant feature transform(SIFT) feature representation and support vector machine (SVM) classifier. Paulraj et al. [8] employed discrete fourier transform and neural network. Ghorai et al. [9] employed wavelet sets for steel defect detection. Yazdchi et al. [10] presented an algorithm based on multifractal. Landstrom et al. [11] proposed a method based on 3D contour and statistical logistic regression. These algorithms achieved good results. However, there still exists some problems to be solved, for example, complex structure, sensitive to noise and poor versatility.
Form the year 2012, deep learning models especially CNNs models have greatly improved the model accuracy. [12] trained a CNNs model for metal surface defects on photometric stereo image. A Faster R-CNN based method was presented for surface damage detection in [13]. Multi-group convolutional neural network (MG-CNN) was proposed in [14]. However, insufficient training data are rarely mentioned, which is common case in industrial domain. It is a fact that construct dataset with detailed and accurate annotations are time consuming. It needs much works of professional experts. To address this problem, this work proposes a novel Generative Adversarial Networks (GANs) based model for data augment, which aims to improve model performance using data augment. Based on naive GANs model, we combine class type into GANs model, and multiple types data generation can be gained. Training dataset is expanded with these generated synthetic image data and the model performance can be improved. Extensive experiments are tested to evaluate the performance on various parameters. The rest of this paper is organized as follows: Section 2 introduces the framework of defect detection on steel plate. Section 3 presents the basic CNNs model. Section 4 gives the proposed GANs based synthetic image generation. Objection detection algorithms are explained in Section 5. Section 6 gives the experimental evaluation. Finally, Section 7 concludes this paper.

2. Framework of Steel Plate Defect Detection

Fig. 1 gives the framework of steel plate defect detection. In training, batch of images are fed into CNNs model. Regions and their types are computed on feature maps. The parameters are tuned by back-propagation and SGD based loss function. The trained model is used in process of testing.

3. Basic CNNs Model

CNNs model is the backbone for feature extraction and representation of deep learning. It mainly includes the following operations (layers).

3.1. Convolution Layer

Convolution layer contains trainable filters[15]. Generally, the filter slides along the image with certain stride. The image local part is convolved with the filter. As shown in equation 1, \( \text{conv}(x, y) \) and \( c(i, j) \) represent convolution result and convolution kernel. \( I(x, y) \) represents the input image. \( k \) is the kernel size.

\[
\text{conv}(x, y) = \sum_{i} \sum_{j} c(i, j) * I(x - j, y - j)
\]

3.2. Activation Layers

Activation function can increase the model nonlinearity and representation ability. The popular activation functions include \( \text{sigmoid}, \text{tanh} \) and \( \text{ReLU} \), etc. Equation 2 gives the \( \text{ReLU} \) function[16], where \( f(x) \) represents the activation value. \( \text{ReLU} \) can solve gradient vanishing problem, and it is more effective.

\[
f(x) = \max(0, x)
\]
3.3. Pooling Layers
Pool operation is an effectively way to reduce the size of feature map. It can speed up the computation and prevent over-fitting. Max pooling and mean pooling are two widely used methods [17].

3.4. Fully Connected Layer
In this layer, all nodes of current layer and previous layer are fully connected. It is often used as the output layer, and the number of node denotes the types that model outputs.

3.5. Loss Function and Model Training
For model training, equation 3 defines the loss function for calculating the deviations between model predicted label \( h_\theta(x_i) \) and ground truth label \( y_i \). Equation 4 and 5 give the deviation based on SGD.

\[
J(\theta) = -\frac{1}{2m} \sum_{i=1}^{m} (h_\theta(x_i) - y_i)^2 + \frac{r}{2} R(\theta)
\]

\[
\nabla_{\theta_j} J(\theta) = -\frac{1}{m} \sum_{i=1}^{m} (h_\theta(x_i) - y_i)x_i + r\theta_j
\]

\[
\theta_j = \theta_j + \alpha \nabla_{\theta_j} J(\theta)
\]

4. Type Related GANs Model for Steel Plate Defect Synthetic Image Generation
GANs was proposed in [18]. Fig.2 gives the basic framework of GANs, which includes one Generator \( G \) and one Discriminator \( D \). \( G \) models the distribution over real data \( p_{data} \) and generates data \( G(z) \) through a random Gaussian noise \( z \). \( D \) outputs probability that \( G(z) \) derives from real data rather than generated one.

\[
\begin{align*}
\min_G \max_D V(D,G) &= E_{x \sim p_{data}(x)}[\log(D(x))] + E_{z \sim p_z(z)}[\log(1 - D(G(z)))] \\
\max_D V(D,G) &= E_{x \sim p_{data}(x)}[\log(D(x))] + E_{z \sim p_z(z)}[\log(1 - D(G(z)))] \\
\min_G V(D,G) &= E_{z \sim p_z(z)}[\log(1 - D(G(z)))]
\end{align*}
\]

Figure 2. Basic structure of GANs model.

The objective function of GANs is defined as equation 6. It is a min-max problem, where \( p_{data}(x) \) and \( p_z(z) \) give the distribution of real data \( x \) and noise \( z \) respectively. For optimization, \( D \) is optimized as equation 7 with \( G \) fixed. Then \( G \) is optimized as equation 8 with \( D \) fixed.

In our research, multiple types defects are needed. We integrate multiple types data generation in one GANs model. As shown in fig.3. A class specific variable \( c \) is incorporated in \( G \), and the generated synthetic data is represented with \( G(z, c) \). The output of \( D \) has two branches, \( D(x) \) is used to distinguish data as real or fake, and \( D(c|x) \) is used for classify the data type.
Figure 3. Structure of the proposed type related GANs model. The objective function and optimization can be redefined as equation 9-11.

\[
\max_D V(D, G) = E_{x \sim P_{d}(x)}[\log(D(x))] + E_{z \sim P_{z}(z)}[\log(D(c \mid x))] \\
+ E_{z \sim P_{z}(z)}[\log(1 - D(G(z, c)))] + E_{z \sim P_{z}(z)}[\log(1 - D(c \mid G(z, c)))] \\
(9)
\]

\[
\max_D V(D, G) = E_{x \sim P_{d}(x)}[\log(D(x))] + E_{z \sim P_{z}(z)}[\log(D(c \mid x))] \\
+ E_{z \sim P_{z}(z)}[\log(1 - D(G(z, c)))] + E_{z \sim P_{z}(z)}[\log(1 - D(c \mid G(z, c)))] \\
(10)
\]

\[
\min_G V(D, G) = E_{z \sim P_{z}(z)}[\log(1 - D(G(z, c)))] + E_{z \sim P_{z}(z)}[\log(1 - D(c \mid G(z, c)))] \\
(11)
\]

Figure 4. Framework of steel plate defect training image generation. Based on the above GANs framework, more training data for steel plate defects detection can be generated. Fig. 4 gives the procedure for steel defect detection training image generation.

5. Object Detection Algorithms

Two advanced object detection models, Faster R-CNN [19] and YOLO [20] are explained.

5.1. Faster R-CNN

Faster R-CNN contains RPN and Fast R-CNN. RPN uses a small sliding window over feature map to generate candidate regions. All regions are set with objecteness scores. Each region is processed by ROI pooling. The features of objects are transformed into a fixed-size vector, which is finally fed into Fast R-CNN. Multiclass cross entropy is used as loss function. NMS is used to remove the redundant objects.

The output of RPN is \((x, y, w, h, S_f)\), where \((x, y)\) represents the position of region proposal, and \((w, h)\) means width and height of region proposal. \(S_f\) indicates foreground probability of region proposal. The output of Fast R-CNN is \((x, y, w, h, S_c)\), where \((x, y)\) and \((w, h)\) represent the parameters of predicted bounding box, and \(S_c\) represents the score of the specific class in the bounding box.

5.2. YOLO

YOLO is an one-stage algorithm, which directly predicts the type and location of objects from input image. As for the latest version of YOLO, YOLOv3 first fed the input images into the CNNs model for
feature map extraction. YOLOv3 uses Darknet-53 without fully connected layer and three different scale feature maps. K-means clustering is used to obtain the prior size of bounding boxes. The output of each box has five basic parameters \((x, y, w, h, \text{confidence})\), where \((x, y)\) and \((w, h)\) represent the center point coordinates and the width and height of bounding box. The confidence indicates the probability that bounding box contains object and the accuracy of bounding box.

6. Experiment Result

6.1. Raw Dataset

There are totally 250 steel plate image samples (containing 1600 defect regions, 1000 pitting and 600 scratches). The regions and types of defects are annotated manually. Original images are collected from the production line of a steel company by digital camera. The size of original images are 3700 pixels * 3000 pixels. Each image has an extra *.xml file containing the position of the bounding box and the type of steel surface defects. The format of *.xml file is the same as VOC2007 dataset. Figure 5 shows two types of steel surface defects. 80% of dataset are used for training model, and the rest are used for testing.

![Figure 5](image)

(a) demonstrates samples of scratch; (b) demonstrates samples of pitting. The green boxes denote the locations of the defect.

6.2. Experiment Setting

All codes are implemented with Python. TensorFlow/Keras are selected as deep learning framework. Experiments are evaluated on Ubuntu 16.04 OS, Intel i5 CPU, 32G RAM, Nvidia GTX 1080Ti 11G GPU.

6.2.1. Setting for Faster R-CNN. VGG16 and Resnet50 are used as backbone network. Scales with box areas of 32, 64, 128, 256, 512 and different aspect ratios of 0.5, 1, 2, 3, 5 are set. The mini-batch is 32. 2000 and 750 are set for RPN proposals in training and generation. The initial learning rate is 0.001. The momentum is 0.9 and learning rate decay factor is 0.1. The maximum number of iteration step is 100000.

6.2.2. Setting for YOLOv3. The backbone network are Darknet53 and Darknet59. Three kinds of a prior boxes are set, and 9 sizes of a prior boxes are clustered. The parameters of NMS algorithm, batchsize, initial learning, momentum and maximum number of iteration step are the same as Faster R-CNN.

6.3. Evaluation of Accuracy Performance

\(mAP\) (mean average precision), a widely used metric is adopted, which is defined as equation 12.

\[
mAP = \frac{1}{|C|} \sum_{q \in C} AP(q)
\]

\[\text{precision} = \frac{TP}{TP + FP}
\]

\[\text{recall} = \frac{TP}{TP + FN}
\]
**AP** (average precision) indicates the area under **PR** (precision-recall) curve. **Precision** reflects the proportion of correctly detected defects to regions that all detected. **Recall** reflects the proportion of correctly detected defects to all ground truth defects. **Precision** and **recall** are calculated as equations 13 and 14. A defect is correctly detected only if the **IOU** is greater than 0.5. **mAP** measures the average performance of a model on all categories.

The accuracy evaluation is given in table 1. Models are listed in 1st column. The 2nd column represents the data augment. ‘Y(traditional)’ means traditional data augment, including random cropping, flipping and perturbation. ‘Y(GANs)’ means the model is trained with our proposed GANs based data augment.

**Table 1.** Accuracy evaluation of steel plate defect detection.

| Model               | Data augment | Training mAP | Testing mAP |
|---------------------|--------------|--------------|-------------|
| Faster R-CNN(VGG16) | Y(traditional) | 0.957        | 0.853       |
| Faster R-CNN(VGG16) | Y(GANs)      | 0.945        | 0.887       |
| Faster R-CNN(VGG16) | N            | 0.987        | 0.714       |
| Faster R-CNN(Resnet50) | Y(traditional) | 0.945        | 0.841       |
| Faster R-CNN(Resnet50) | Y(GANs)      | 0.963        | 0.875       |
| Faster R-CNN(Resnet50) | N            | 0.987        | 0.725       |
| YOLOv3(Darknet53) | Y(traditional) | 0.92         | 0.829       |
| YOLOv3(Darknet53) | Y(GANs)      | 0.961        | 0.866       |
| YOLOv3(Darknet53) | N            | 0.991        | 0.727       |
| YOLOv3(Darknet59) | Y(traditional) | 0.93         | 0.838       |
| YOLOv3(Darknet59) | Y(GANs)      | 0.943        | 0.882       |
| YOLOv3(Darknet59) | N            | 0.993        | 0.741       |

We can see that there is about 10% gap between models. Model training with data augment is equivalent to increase the size of training data. Meanwhile, there are about 3%-5% promotion with our proposed GANs based method than traditional data augment method. This demonstrates that our proposed method can generate more realistic synthetic data, and the detection model can be further improved. The result shows that Faster R-CNN with VGG16 obtain the best performance, with mAP value of 0.887.

### 6.4. Evaluation of Optimization algorithm
**Adam**, **Adagrad** and **SGD** are evaluated with other parameters keep the same. All optimization algorithms can get converge after about 30 epoch. Compared with **Adam** and **Adagrad**, models trained with **SGD** are more stable. This result shows that **SGD** is suitable for most tasks although its simplicity.

### 6.5. Evaluation of Batch Size
In this subsection, influence of batch size is evaluated. Batch sizes with 16, 32, 48 and 128 are tested while other parameters keep the same. Models with batch size 16 convergences slow. Models with batch size 32 get superior accuracy. Compared with models trained with batchsize 16, 32, 64 and 128, models with batchsize 32 are promoted by 0.61%, 0.83%, 0.78% and 1.05% for mAP respectively.

### 6.6. Evaluation of Running Efficiency
**Table 2.** Running efficiency evaluation of steel plate defect detection(seconds).

| Model               | Batch size for training time | Testing time |
|---------------------|-----------------------------|--------------|
|                    | 16  | 32  | 64  | 128 |          |
| Faster R-CNN(VGG16) | 2.85 | 4.03 | 5.37 | 8.69 | 0.13     |
| Faster R-CNN(Resnet50) | 1.94 | 3.53 | 4.68 | 7.16 | 0.117    |
| YOLOv3(Darknet53) | 1.17 | 2.12 | 3.97 | 6.29 | 0.089    |
| YOLOv3(Darknet59) | 1.28 | 2.31 | 4.01 | 6.54 | 0.091    |
Table 2 gives the results of model running efficiency evaluation. Faster R-CNN with VGG16 consumes maximal training time, with 2.85s, 4.03s, 5.37s and 8.69s. For testing time, YOLOv3 runs faster.

7. Conclusion and Future Works
This study makes a research on steel plate defect detection. The benchmark dataset is first collected from a production line, and there are two types of defect, scratch and pitting. GANs based synthetic image data augment method is proposed. Using generated image data, training dataset is expanded, and the model performance is improved. Through this case study, we can conclude that it is possible to detect defects on steel plate surface using CNNs model with preferable accuracy and efficiency. Our future works will concentrate on these aspects: (1) More data should be generated to enlarge the benchmark dataset; (2) Customed CNNs model structures should be studied so performance can be further improved.
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