Finite element simulation and regression modeling of machining attributes on turning AISI 304 stainless steel
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Abstract. To-date, the usage of finite element analysis (FEA) in the area of machining operations has demonstrated to be efficient to investigate the machining processes. The simulated results have been used by tool makers and researchers to optimize the process parameters. As a 3D simulation normally would require more computational time, 2D simulations have been popular choices. In the present article, a Finite Element Model (FEM) using DEFORM 3D is presented, which was used to predict the cutting force, temperature at the insert edge, effective stress during turning of AISI 304 stainless steel. The simulated results were compared with the experimental results. The shear friction factor of 0.6 was found to be best, with strong agreement between the simulated and experimental values. As the cutting speed increased from 125 m/min to 200 m/min, a maximum value of 750 MPa stress as well as a temperature generation of 650 °C at the insert edge have been observed at rather higher feed rate and perhaps a mid level of depth of cut. Furthermore, the Response Surface Methodology (RSM) model is developed to predict the cutting force and temperature at the insert edge.
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1 Introduction

One of the most important machining operations is turning, which is normally deployed in the aircraft manufacturing and automotive industries, among other areas. Conventional turning is still been widely used during machining in the automotive industry, despite the advancement of modern machining techniques. This seems to be due to the lower cost and flexibility of use. Machining performance on the parts in manufacturing industries should be reliable with good quality. The prediction of the machining attributes in advance would reduce the unidentiﬁed level of machining parameters; hence a suitable predictive model is required to predict the machining attributes [1]. Since the precision of the simulated outcome is entirely dependent on the process variables, it is important to understand the effects of different levels of process variables employing appropriate statistical models on turning any materials [2].

The chip formation during machining operation is complex in nature and there is need to simulate the machining process and in DEFORM 3D, the simulation takes weeks to complete. As a result, in the simulation phase, an attempt will be made to optimize the simulation dimensions. The machining performances of coated and uncoated drill are studied in drilling AISI 1050 steel and they have observed that the coated drill produced minimum tool wear than uncoated drill [3].

Tzotzis et al. [4] created a ﬁnite element model to predict the thrust force in drilling of Al7075-T6 using solid carbide drill. Further, they have also developed a predictive model to predict the thrust force using response surface methodology (RSM). The percentage error of 5.9% was observed among the developed models by FEA and RSM. The simulated thrust force by DEFORM 3D results in good agreement with the experimental results in drilling
of AI7075-T6. In their work, the drill tip was considered stiff with a coarse mesh of 20,000 and in another study, a circular cutting tool and fine mesh with 10:1 ratio was used.

Yu Su et al. [5] have optimized the machining parameters using grey relational modeling and response surface methodology in turning AISI 304 stainless steel. They have reported the optimum condition of process parameters to achieve minimum surface roughness such as, depth of cut $- 2.2 \text{ mm}$, feed rate $- 0.15 \text{ mm/rev}$ and cutting speed $- 90 \text{ m/min}$ in turning AISI 304 stainless steel. Elkaseer et al. [6] investigated the chip formation and surface generation in hard turning the stainless steel 316. They have simulated the chipping process by using finite element method and also validated with experimental results. A good agreement was found among experiments and FEM results and they have commented that, the simulated results by FEM would be used to identify the optimum machining process.

Leksycki et al. [7] have observed the cutting force as well as chip in turning of 17–4 PH stainless steel. The cutting force was simulated using finite element analyses and the work material was described by means of the Johnson–Cook flow stress model. Finally, they have reported that, at low feed rates and depth of cut, the cutting force was decreased. Yingshuai et al. [8] have performed turning operations on 304 stainless steel using both traditional and ultrasonic aided turning techniques. The impact of conventional turning (CT) was compared with ultrasonic assisted turning (UAT) in terms of tool wear, surface quality, and cutting power. They have claimed that, the ultrasonic amplitude was identified as significant factor followed by cutting speed, depth of cut and feed rate in UAT of ASS 304 steel. Sadeghifar et al. [9] have developed optimal machining parameters to optimize the machining characteristics in hard turning of steel and also they have developed a predictive model by FEA to predict the thrust force, temperature at the cutting zone and residual stresses. The predicted results of the responses were compared with experimental results for validation purpose and the predicted results were found to be in good agreement with experiment values. Further, they have also carried out a hybrid optimization combining the sequential quadratic programming and genetic algorithm for resolving the optimization problems to find out optimum machining parameters and geometry of the tool.

Boing et al. [10] evaluated the wear mechanism of PVD and CVD coated insert in turning the AISI 304 steel. They have also attempted to identify/track the form of wear as well as the coating material’s damage. Abrasion, detachment between coating layers, propagation, creation of crack networks, crack nucleation, delamination were found in the CVD coated inserts. The high deformation rates and abrasion wear near the cutting edge were seen in the PVD coated inserts. It has caused the creation of cracks throughout the coating and has weakened the bond. Parid et al. [11] have simulated the chip morphology using DEFORM 3D in turning AISI 316L steel and they have reported that, the increment of chip segmentation and chip serration was happened owing to mainly increase in the level of cutting speed and feed rate respectively.

Agmell et al. [12] have simulated the principal and effective stress distribution in turning AISI 4140 steel by finite element analysis considering different tool geometries. The simulated stress values were compared with experimental results and they have reported that, the simulated stress values found to be close to the experimental values. Further, they have observed reduction in the principal stress when the micro-geometry tool was used. Sadeghifar et al. [13] have reviewed the finite element orthogonal operations and the impact of the machining parameters on the machining characteristics such as tool wear, cutting force, and surface roughness. They have commonly observed that, additional efforts are needed due to the increased complexity of the machining process, caused due to nonlinearities in the material and machining process.

Yildiz et al. [14] have studied the impact of stress on thrust force and torque in drilling AISI 1050 using TiAlN/TiN coated and uncoated drill. Further, they have simulated the drilling operations using DEFORM 3D to investigate the relations among machining parameters and stresses. They have reported that stresses were seen majorly around the cutting edge and on the helical shaped flute. Nur et al. [15] have performed turning operations on AISI 316L steel in dry condition and they have studied the impact of machining parameters on cutting force, surface roughness, tool life and cutting power. The feed rate was found to be significant on surface roughness and cutting forces followed by cutting speed and the life of the tool was decreased as the level of cutting speed and feed rate increased.

Ay [16] looked into the effects of machining parameters on surface roughness and cutting force while turning AISI 304L stainless steel and discovered the best machining conditions. They have stated that, the wiper insert has achieved better efficiency well then PVD TiAlN-coated conventional. The whale optimization algorithm was used by Tanvit et al. [17] to optimise the machining parameters in turning the stainless steel 304. Further, they have investigated the impact of machining parameters on cutting forces, peak tool temperature, surface roughness and material removal rate. Zhou et al. [18] have simulated the machining performances such as surface roughness, cutting force, temperature at the cutting edge and residual stresses in turning aluminum-silicon piston alloy ZL109 using DEFORM 3D. The Johnson–Cook (JC) constitutive model was used to define the workpiece. The simulated values were found to be close agreement with experimental results.

From the literatures, it was identified that, the simulation of the responses such as cutting force, temperature generation at insert edge, effective stress, strain etc., was carried out using DEFORM 3D in turning of many materials. However, there was lack of study on the simulation of the responses in turning the AISI 304 steel. Therefore, in the present work the simulation of the cutting force, temperature generation at insert edge and effective stress are carried out using DEFORM 3D. The simulated values are validated with the experimental results. In addition, the response surface methodology was used to develop a model to predict the responses.
2 Materials and methods

Turning tests were carried out in a dry setting on the center lathe. The depth of cut, feed rate and cutting speed were considered as machining parameters and is summarized in Table 1. The parameter levels were chosen based on the literature and tool maker recommendations. Figure 1 portrays the experimental setup. AISI 304 stainless steel was used as work material, which contains the following components (in weight percentages): Cr-18-20 percent, Fe-67-71 percent, Ni-8-12 percent, S-0.030 percent, P-0.045 percent, N-0.10 percent, Mn-2 percent, Si-0.75 percent, and C-0.08 percent. Implementing PVD TiAlN coated cemented carbide ISO inserts, that work piece has been turned for experimental studies. A L9 orthogonal array was used to perform the experiment. The cutting force was calculated using a 3-component Kistler (Model 9257B) piezo-electric dynamometer. A thermocouple made of alumel/chrome was used to test the temperature at the insert edge.

3 Simulation and analysis operations

Data such as process parameters and conditions, insert material, environment temperature, work piece materials, cutting speed, depth of cut, feed rate, and other assumptions were used as input data in the modeling and simulation. The curved shape of the work piece was considered and perfectly plastic, as shown in Figure 2. Figure 3 depicts the DEFORM 3D steps used to simulate machining operations. The DEFORM 3D library was used to pick the work piece and insert, with tungsten carbide serving as the insert material. Figure 4 depicts the insert. Figure 5 depicts the initial tool, work component’s mesh configuration and isometric view (X is the feed direction, Y is the cutting direction, and Z is the depth of cut direction). The impact of process variables on machining characteristics such as temperature at insert edge, cutting force, effective tension, and effective stress was addressed. The simulations were carried out using the L9 array. Table 2 lists the assumptions that were used in this study.

The friction along tool-work material interface in the simulation during the machining process is complex and it depends on the sliding velocity and pressure. The contact conditions at the interface would affect the thermal and mechanical characteristics [19]. The friction in between the tool-work interface is influenced by cutting temperature generation, tool wear, and chip formation etc. The friction coefficient may be mentioned as a constant one, a function of time/interface pressure in-between tool – work. The shear friction factor values in the range of 0.5–0.7 are considered to simulate the cutting force, temperature at insert edge and the simulated values are compared with experimental results. The frictional force in the Coulomb law model is given in the equation:

\[ f_s = \mu p \]  

where \( f_s \) is the frictional stress and \( p \) is the interface pressure between two bodies [1].

The shear friction factor in the range of 0.4, 0.5 and 0.6 are used to predict the cutting force, and temperature at insert edge. The simulated values with 0.6 shear friction factor in turning AISI 304 steel are found to be close with the experimental results.

| Process Parameters | Symbol | L1 | L2 | L3 |
|--------------------|--------|----|----|----|
| Cutting speed (m/min) | S | 125 | 175 | 200 |
| Feed rate (mm/rev) | f | 0.10 | 0.20 | 0.30 |
| Depth of cut (mm) | \( a_p \) | 0.25 | 0.40 | 0.60 |

Fig. 1. Experimental set-up.

Fig. 2. Work piece shape: (a) without mesh; (b) with mesh.
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Analysis of variance

In addition, a response surface regression model for cutting force and temperature generation at the insert edge was developed. For modeling and analysis, a design expert-expert version-10 tool has been used. The percentage contribution and F-value for the responses are shown in Table 3. Since the established model has a 'F' value of 10.75 for cutting force and a 'F' value of 5.90 for temperature generation at the insert edge, it is more than adequate to predict temperature generation and cutting force ($F_z$) at the insert edge depending on the 'F' test stage. The cutting force model's efficacy is confirmed by its $R^2$ value of 86.58 percent for $F_z$. As compared to depth of cut and cutting speed, the feed rate $F$-value is high ($F - 77.096$), meaning that it has a greater impact on the temperature at the insert edge. The cutting force model's efficacy is confirmed by its $R^2$ value of 77.98 percent for cutting force. Equations (2) and (3), respectively, are empirical equations for predicting cutting force and temperature at insert edge.

$$F_z(N) = +375.84 + 25.82 \times S + 77 \times f - 6.10 \times a_p$$  \hspace{1cm} (2)

$$Theta(\degree C) = +492.24 + 41.32 \times S + 91.50 \times f + 47.74 \times a_p$$  \hspace{1cm} (3)

5 Experimental results and evaluation

5.1 Simulation of cutting force

Table 4 displays the experimental results as well as the predicted values from the FEA model. In Figure 6, the experimental and predicted results are compared, showing a good agreement between the experimental
Table 3. ANOVA (F-Value) table and Percentage contribution for the Responses.

| S. no | Responses | R-Sq (%) | F-Value      |
|-------|-----------|----------|--------------|
|       |           | Model    | S-m/min      | f-mm/rev | a_p(mm) |
| 1     | Fz        | 86.58    | 10.75        | 3.35     | 28.71   |
| 2     | θ(°C)     | 77.98    | 5.90         | 2.52     | 11.92   |
|       |           | % age Contribution | S-m/min | f-mm/rev | a_p(mm) | Error |
| 1     | Fz-N      | 86.58    | 8.9896%      | 77.096%  | 0.487%  | 13.424% |
| 2     | θ(°C)     | 77.98    | 11.102%      | 52.493%  | 14.386% | 22.017% |

Table 4. Experimental condition and results.

| S. no | S (m/ min) | f (mm/rev) | a_p (m) | Exp., Results | Predicted by RSM | Predicted by FEA |
|-------|------------|------------|---------|---------------|------------------|-----------------|
|       |            |            |         | Fz (N) θ (°C) | Fz (N) θ (°C) | Fz (N) θ (°C) | Effective stress (MPa) |
| 1     | 125        | 0.10       | 0.25    | 275 285 | 279 311 | 285 290 | 300 |
| 2     | 125        | 0.20       | 0.40    | 383 425 | 350 444 | 380 430 | 480 |
| 3     | 125        | 0.30       | 0.60    | 410 630 | 420 590 | 390 650 | 600 |
| 4     | 175        | 0.10       | 0.40    | 310 385 | 308 407 | 315 390 | 390 |
| 5     | 175        | 0.20       | 0.60    | 378 535 | 378 553 | 385 545 | 630 |
| 6     | 175        | 0.30       | 0.25    | 415 590 | 467 549 | 410 610 | 655 |
| 7     | 200        | 0.10       | 0.60    | 298 525 | 318 489 | 290 535 | 610 |
| 8     | 200        | 0.20       | 0.25    | 422 565 | 407 485 | 415 555 | 635 |
| 9     | 200        | 0.30       | 0.40    | 520 530 | 479 618 | 515 510 | 750 |

Fig. 4. View of the insert (a) without mesh, (b) with mesh.

Fig. 5. Isometric view of the insert/work piece.
and FEA modeled results. It shows that the experimental and FEA model predicted values are strongly correlated, suggesting that the FEA model can be used to accurately predict the cutting force in turning AISI 304 stainless steel.

Figure 7a–c shows few of the simulated cutting force. These findings were obtained with a shear friction factor of 0.6. The fine mesh has resulted in less fluctuation in the simulated outputs. The relative mesh was used to model the work piece and insert, with the scale ratio 5 taken into account. Different relative mesh sizes, such as 35000, 40000, and 45000, were proposed to compare simulated values to experimental performance, and it was discovered that mesh size of 45000 was better for predicting output with the least amount of fluctuation. The DEFORM 3D solves time-dependent non-linear issues by producing a series of FEM responses at discrete time intervals. At every time increment, the temperatures, velocities, and other parameters of each node with in finite element mesh are determined on the basis on the thermo-mechanical properties including its work piece materials. The step controls, that include the beginning step number, the range of simulation steps, and the step increment to save were all considered. The starting step number-1, the number of simulation steps-1000, as well as the step increment to save –20 were all considered. The tangential cutting force ranges from 275 N to 520 N depending on the experimental parameters levels, as shown in Figure 7a–c. As the feed rate rises, the magnitude of the tangential cutting force rises as well. The tangential force increases to 515 N as that of the feed rate and depth of cut rise, due to much more load generation at feed/depth of cut combination. Early research on turning AISI 316L stainless steel confirms this [15]. The rise the cutting force from 410 N to 515 N, which corresponds to a 0.25 mm to 0.40 mm depth of cut, defines 0.25 mm as the critical depth of cut for turning AISI 304 steel. Figure 8 shows the 3D model graph obtained by RSM for cutting force and it is observed that, the cutting force increases as the level of feed increases followed by cutting speed and depth of cut.

5.2 Simulation of temperature at insert edge

Temperature generation has an effect on the machined surface and subsurface, and it’s particularly critical in the case of AISI 304 steel surface integrity and tool wear. As a result, it’s important to look at how the temperature at the insert edge is induced during machining. The temperature at the insert edge was predicted using DEFORM 3D, and the modeled value was compared to experimental findings. As a result, the established model can be used effectively to identify the best process parameters in machining AISI 304 steel to obtain minimum temperature at insert edge. Figure 9 depicts some of the simulated temperature generation outputs for various process parameters using a shear friction factor of 0.6. The temperature at the cutting edge changes as the level of process parameters increase.
Fig. 8. 3D model-cutting force. (a) Interaction effect of depth of cut and cutting speed. (b) Interaction effect of cutting speed and feed rate. (c) Interaction effect of feed rate and depth of cut.

Fig. 9. (a-c) Simulated temperature at cutting edge for various level of process parameters. (a) at S-125 m/min, f-0.10 mm/rev, ap-0.25 mm, (b) at V-175 m/min, f-0.30 mm/rev, ap-0.25, (c) V-, 200 m/min, f-0.30 mm/rev, ap-0.40 mm.
changes. As process parameters such as feed rate, cutting speed and depth of cut increases, the temperature at the edge rises. This is consistent with previous studies on stainless steel 304 in turning process [17]. Figure 9a, b shows that at 200 m/min, 0.30 mm/rev, and 0.40 mm, a higher temperature of 650°C was induced at the cutting edge.

Temperature generation in machining is crucial because it affects tool life, part efficiency, chip morphology, and other factors. As a result, while machining, temperature generation is measured and investigated the effects of machining parameters on temperature generation [21]. When turning AISI 304 steel, which has a minimum thermal conductivity of 16.2 W/m K, a large amount of temperature is observed at the insert edge at greater depths of cut, higher feed rates and lower cutting speeds. It may also be that at low cutting speeds, chip thickness increases and chip curl radius decreases, resulting in increased temperature generation [14]. The feed rate is much influenced on temperature at edge followed by depth of cut and cutting speed and is depicts in the 3D graph developed by RSM as shown in the Figure 10.

Figure 11a–h shows percentage error observed among the experimental and predicted values using RSM and FEA for the responses such as cutting force and temperature generation at insert edge. The predicted values for cutting force and temperature at insert edge using RSM and FEA are compared with experimental values. The average percentage error among experimental and predicted values for cutting force and temperature at insert edge using RSM was found to be 4.55% and 7.74% respectively. The average percentage error among experimental results and predicted values for cutting force and temperature at the insert edge using FEA was found to be 2.10% and 2.18% respectively. Therefore, the model developed by FEA agreed well with the experimental results and as a result, the developed FEA model can be used to forecast the responses such as cutting force and temperature at insert edge reliably.

5.3 Stress’s effects at the tool-work interface

As the insert edge enters the work material in machining, shear deformation is caused, and the degree of deformation varies as the level of process parameters changes. Figure 12 depicts the distribution of successful stress in turning AISI 304 steel, as simulated using FEM at various process parameter stages. As both the feed rate as well as cutting speed rise the magnitude of the effective stress generally increases, as shown in Figure 12a–c. A upper limit of 750 MPa was measured at a depth of cut of 0.40 mm, a feed rate of 0.30 mm/rev and cutting speed of 200 m/min. Increase in total cutting speed from 125 to 200 m/min resulted in even more deformation at the tool wear contact area, whereby strain rate and chip strain were reported to be significant, resulting in far more strain up to 5.465 mm/mm, as can be seen in Figure 12.
Fig. 11. (a–h) Percentage error: experimental and predicted values by RSM and FEA. (a) Cutting force: predicted by RSM vs experimental values. (b) Percentage error — cutting force: predicted by RSM vs experimental values. (c) Temperature at insert edge: predicted by RSM vs experimental values. (d) Percentage error — temperature at insert edge: predicted by RSM vs experimental values. (e) Cutting force: predicted by FEA vs experimental values. (f) Percentage error — cutting force: predicted by FEA vs experimental values. (g) Temperature at insert edge: predicted by FEA vs experimental values. (h) Percentage error — temperature at insert edge: predicted by FEA vs experimental values.
6 Conclusions

The following conclusions were drawn from the results of the 3D Finite Element Analysis simulation and experiments in turning AISI 304 steel with a PVD coated cemented carbide insert.

– The developed model through FEA-DEFORM 3D would be more effective, comparing to RSM, for predicting the cutting force and temperature at insert edge, prior to the actual experiment performed and therefore, the wastage cost occurred owing to unidentified impact of the process parameters could be eliminated in turning the AISI 304 stainless steel.

– The %error between the simulated and experimental values cutting force results and temperature at insert edge is found to be within 2.10% and 2.18% respectively. As a result, the FEA model can be used effectively to evaluate the cutting force and temperature at insert edge in turning AISI 304 stainless steel.

– As the level of processing parameters differs, the cutting force tends to vary around 285 N – 515 N. The critical depth of cut in turning AISI 304 steel by such a steep increase in cutting force from 410 N to 515 N at depth of 0.25 mm – 0.40 mm respectively was observed.

– The maximum temperature at insert edge of 650 °C was obtained at 0.40 mm depth of cut, 0.30 mm/rev feed rate and 200 m/min.

– At a cutting speed of 200 m/min, a highest value of 750 MPa was measured. Because of relatively higher deformation, the chip curls further at the tool-work contact area, which could be responsible for the increase in the strain rate as when the cutting speed increases from 125 to 200 m/min.

– Further, the 3D-FEA model developed in this study can be effectively utilized to simulate the chip formation and tool wear as these directly affect the integrity of the machined surface in turning AISI 304 steel.
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