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For random field theory based multiple comparison corrections in brain imaging, it is often necessary to compute the distribution of the supremum of a random field. Unfortunately, computing the distribution of the supremum of the random field is not easy and requires satisfying many distributional assumptions that may not be true in real data. Thus, there is a need to come up with a different framework that does not use the traditional statistical hypothesis testing paradigm that requires to compute p-values. With this as a motivation, we can use a different approach called the logistic regression that does not require computing the p-value and still be able to localize the regions of brain network differences (Flury 1997, Hastie et al. 2003, Chung et al. 2008). Unlike other discriminant and classification techniques that tried to classify preselected feature vectors, the method here does not require any preselected feature vectors and performs the classification at each edge level (Higdon et al. 2004, Shen et al. 2004, Thomaz et al. 2006).

1 Logistic regression

Logistic regression is useful for setting up a probabilistic model on the strength of brain connectivity and perform classification (Subasi & Ercelebi 2005). Suppose $k$ regressors are given for the $i$-th subject. These are both imaging and nonimaging phenotypes such as gender, age, education level and memory test score. Let $x_{i1}, \cdots, x_{ik}$ denote the measurements for the $i$-th subject. Let the response variable $Y_i$ be the probability of connection at a given edge, which is modeled as a Bernoulli random variable with parameter $\pi_i$, i.e.,

$Y_i \sim \text{Bernoulli}(\pi_i).$

$Y_i = 0, 1$ indicates the edge connected (assigned number 1) or disconnected (assigned number 0) respectively. $\pi_i$ is then the likelihood (probability) of the edge connected, i.e. $\pi_i = P(Y_i = 1)$.

Now consider linear model

$Y_i = x_i^T \beta + \epsilon_i,$

where $x_i^T = (1, x_{i1}, \cdots, x_{ik})$ and $\beta^T = (\beta_0, \cdots, \beta_k)$. We may assume

$E\epsilon_i = 0, \quad \forall \epsilon_j = \sigma^2.$
However, linear model (1) is no longer appropriate since
\[ EY_i = \pi_i = x_i^\top \beta \]
but \( x_i^\top \beta \) may not be in the range \([0, 1]\). The inconsistency is caused by trying to match continuous variables \( x_{ij} \) to categorical variable \( Y_i \) directly. To address this problem, we introduce the logistic regression function
\[ t \rightarrow \frac{\exp t}{1 + \exp t} = \frac{1}{1 + \exp(-t)} \]
that links the response variable \( \pi_i \) to the explanatory variables:
\[ \pi_i = \frac{\exp(x_i^\top \beta_i)}{1 + \exp(x_i^\top \beta_i)} = \frac{1}{1 + \exp(-x_i^\top \beta_i)}. \quad (2) \]
Similarly we also have
\[ 1 - \pi_i = \frac{1}{1 + \exp(x_i^\top \beta_i)}. \]
Using the logit function, we can rewrite (2) as
\[ \text{logit}(\pi_i) = \log \frac{\pi_i}{1 - \pi_i} = x_i^\top \beta_i. \]
Note
\[ \frac{\partial \pi_i}{\partial \beta} = x_i \pi_i (1 - \pi_i), \quad \frac{\partial}{\partial \beta} \log(1 - \pi_i) = -x_i \pi_i \quad (3) \]
which can be used in simplifying the expression involving the gradient of log-likelihood.

\section{Maximum likelihood estimation}

The unknown parameters \( \beta \) are traditionally estimated via the maximum likelihood estimation (MLE) over \( n \) subjects at each connection in the brain network. The likelihood function based on the product of Bernoulli distributions is
\[ L(\beta | y_1, \ldots, y_n) = \prod_{i=1}^{n} \pi_i^{y_i} (1 - \pi_i)^{1-y_i} \]
The loglikelihood function is given by
\[ \log L(\beta) = \sum_{i=1}^{n} y_i \log \pi_i + (1 - y_i) \log(1 - \pi_i) \quad (4) \]
\[ = \sum_{i=1}^{n} y_i \log \frac{\pi_i}{1 - \pi_i} + \log(1 - \pi_i) \quad (5) \]
\[ = \sum_{i=1}^{n} y_i x_i^\top \beta + \log(1 - \pi_i). \quad (6) \]
Note (4) is sometime called the cross entropy (Bishop 2006). From (3), the maximum of loglikelihood is obtained when its gradient vanishes:

\[ g = \frac{\partial \log L(\beta)}{\partial \beta} = \sum_{i=1}^{n} x_i(y_i - \pi_i) = X^T(y - \pi) = 0, \quad (7) \]

where \( \pi = (\pi_1, \cdots, \pi_n)^T \) and \( X^T = [x_1, \cdots, x_n] \) is \((k + 1) \times n\) data matrix of explanatory variables. Note the first row of \( X^T \) should be 1 corresponding to constant \( \beta_0 \) in the model.

Many computational packages such as R and MATLAB have the logistic regression model fitting procedure. Even SPM package widely used in brain imaging has the routine. Although we do not have the explicit formulas for the MLE, using the asymptotic normality of the MLE, the distributions of the estimators can be approximately determined. For large sample size \( n \), the distribution of \( \hat{\beta} \) is approximately multivariate normal with means \( \beta \) with the covariance matrix \( H(\hat{\beta})^{-1} \), where \( H \) is Hessian given by

\[ H = \frac{\partial^2 \log L(\beta)}{\partial \beta^T \partial \beta} = \sum_{i=1}^{n} \pi_i (1 - \pi_i) x_i x_i^T = X^T S X, \quad (8) \]

where \( S = \text{diag}(\pi_i(1 - \pi_i)) \) is a diagonal matrix. Since the Hessian is a quadratic form with positive diagonal entries for \( 0 < \pi_i < 1 \), the loglikelihood function is concave and has one maximum. Finding such maximum is not hard making the logistic regression very robust.

3 Newton’s method

The Newton-Raphson type of algorithms can be used to find the MLE in an iterative fashion. Consider the update of estimation:

\[ \beta^{j+1} = \beta^j + \Delta \beta. \]

The loglikelihood function can be expanded using the Taylor expansion around the \( j \)-th guess \( \beta^j \):

\[ \log L(\beta^j + \Delta \beta) = \log L(\beta^j) + g^T(\beta^j)\Delta \beta + \frac{1}{2} \Delta \beta^T H(\beta^j) \Delta \beta. \]

The maximum of the loglikelihood is achieved when its derivative with respect to \( \Delta \beta \) vanishes:

\[ \frac{d \log L(\beta^j + \Delta \beta)}{d \Delta \beta} = 0. \]

Solving the equation, we get

\[ \Delta \beta = -H(\beta^j)^{-1}g(\beta^j). \]
Thus, starting from initial guess $\beta^0$, we estimate $\beta$ iteratively as

$$
\beta^{j+1} = \beta^j - H(\beta^j)^{-1}g(\beta^j).
$$

This 2nd order approximation is known to converge faster than the gradient descent method. In the matrix form, (9) can be written as

$$
\beta^{j+1} = \beta^j - (X^\top S_k X)^{-1}X^\top(y - \pi_k),
$$

which is often known as *iteratively reweighed least squares* (IRLS) (Bishop 2006, Murphy 2012). Given group labels $y = (y_1, \ldots, y_n)^\top$, the reasonable initial guess is to start with $\beta^0 = 0$ and $\pi^0 = 1/2$ in all the entries. Given data matrix $X$ and group label vector $y$ the following MATLAB code estimates $\beta$ as beta quickly.

```matlab
[n k] = size(X);
X=[ones(n,1) X]; % constant 1 added
beta = zeros(k+1,1); % initial estimate
gnorm=1; % size of gradient
while gnorm>0.001
    extb = exp(X*beta); % equation (2)
    pi = 1./(1 + extb);
    g = X'*((y - pi)); % equation (7): gradient
    gnorm = norm(g);
    S=diag(pi .* (1 - pi));
    H = X'*S*X; % equation (8): Hessian
    beta = beta - pinv(H)*g; % equation (10)
end
```

4 Best model selection

Consider following full model:

$$
\logit(\pi_i) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_p x_p.
$$

Let $\beta^{(1)} = (\beta_0, \beta_1, \cdots, \beta_q)^\top$ and $\beta^{(2)} = (\beta_{q+1}, \cdots, \beta_p)^\top$. The parameter $\beta^{(1)}$ corresponds to the parameters of the reduced model. Then we are interested in testing

$$
H_0 : \beta^{(2)} = 0.
$$

Define the deviance $D$ of a model as $D = -2 \log L(\hat{\pi})$ which is distributed asymptotically as $\chi^2_{n-p-1}$. Let $\hat{\pi}^{(p)}$ and $\hat{\pi}^{(q)}$ be the estimated success probabilities for the full and reduced models, and let $D_p$ and $D_q$ be the associated deviances. Then the log-likelihood ratio statistic for testing $\beta^{(2)} = 0$ is

$$
2[\log L(\hat{\pi}^{(p)}) - \log L(\hat{\pi}^{(q)})] = D_q - D_p \sim \chi^2_{p-q}.
$$
Fig. 1: Based on 8 elderly controls (EC) (square) and 6 mild cognition impairment (MCI) (circle) subjects, a logistic discrimination analysis was performed using the average cortical thickness and total outer cortical surface area (Chung et al. 2005). Using the cortical thickness alone results in 64.3% misclassification rate. On the other hand, using the both thickness and area results in significantly smaller misclassification rate of 28.6%. The rate is computed under the leave-one-out cross-validation scheme. This shows that the univariate analysis based on cortical thickness alone is not sufficient to discriminate between the groups. On the other hand, analyzing data with cortical surface area reduces the error rate by 36%. Instead of performing many different univariate analyses, doing a single multivariate analysis can be a more effect way of discriminating the two groups. The dotted line in the figure is the classification boundary. The upper part is EC while the lower part is MCI. The analysis shows that EC has larger cortical surface area and cortical thickness consistent with previous literature on AD. The data is used in this example came from Sterling C. Johnson of University of Wisconsin-Madison.

5 Logistic classifier

Discriminant analysis resulting from the estimated logistic model is called the *logistic discrimination*. We classify the *i*-th subject according to a *classification rule*. The simplest rule is to assign the *i*-th subject as group 1 if

\[ P(Y_i = 1) > P(Y_i = 0). \]

This statement is equivalent to \( \pi_i > 1/2 \). Depending on the bias and the error of the estimation, the value 1/2 can be adjusted. For the fitted logistic model, we classify the *i*-th subject as group 1 if \( \mathbf{x}_i^T \beta_i > 0 \) and as 0 if \( \mathbf{x}_i^T \beta_i < 0 \). The plane \( \mathbf{x}_i^T \beta = 0 \) is the *classification boundary* that separates two groups. Figure 1 displays an example of classifying elderly controls (EC) from mild cognition impairment (MCI).
Fig. 2: The discriminant power map on cortical thickness asymmetry pattern difference in 16 high functional autistic subjects and 12 normal controls (Chung et al. 2008). In this study, high functioning autistic subjects have a cortical thickness asymmetry pattern that differs reliably from controls. The discriminant power ranges from 32.1 to 85.7%. The logistic discriminant analysis framework provides an alternative to the traditional corrected p-value approach in localizing signal differences the two group comparison setting.

impairment (MCI) subjects using the average cortical thickness and total cortical surface area.

The performance of classification technique is measured by the error rate, the overall probability of misclassification. The cross-validation is often used to estimate the error rate. This is done by randomly partitioning the data into the training and the testing sets. In the leave-one-out scheme, the training set consists of \( n - 1 \) subjects while the testing set consists of one subject. Suppose the \( i \)-th subject is taken as the test set. Then using the training set, we determine the logistic model. Using the predicted model, we test if the \( i \)-th subject is correctly classified. The error rate obtained in this fashion is denoted as \( e_{-i} \). Note that \( e_{-i} = 0 \) if the subject is classified correctly while \( e_{-i} = 1 \) if the subject is misclassified. The leave-one-out error rate is then given by

\[
\hat{\gamma} = \frac{1}{n} \sum_{i=1}^{n} e_{-i}.
\]

The discriminant power is then given as \( 1 - \hat{\gamma} \). Figure 2 shows a study showing the localization of abnormal asymmetry patterns in autistic subjects using the discriminant power computed at each surface mesh vertex.

6 How classification accuracy is related to p-value

To formally test the statistical significance of the discriminant power, we use Press’s Q statistic (Hair et al. 1998), which is given by

\[
n(2\gamma - 1)^2 \sim \chi^2_1.
\]
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Fig. 3: The p-value plot of Press's Q-statistic as a function of discriminant power for various sample sizes (n=28, 100, 1000) (Chung et al. 2008). For n = 28, the discriminant power 0.85 corresponds to the small p-value of 0.0002.

Press’s Q statistic is asymptotically distributed as $\chi^2$ with one degree of freedom. Figure 3 shows the plot of p-value of Press's Q-statistic as a function of discriminant power. Larger discriminant power should correspond to smaller p-value. For instance, for $n = 28$ subjects, the discriminant power of 0.85 can correspond to the extremely small p-value of 0.0002. Matlab code below is used to plot Figure 3.

```matlab
n=28
for i=1:1000
    power(i) = i/1000;
    pval(i)=1-chi2cdf(n*(2*power(i)-1)^2,1);
end;
plot(power,pval);
```

To account for multiple comparisons, this small p-value needed to be corrected by computing the probability of the supremum distribution of a test statistic. However, this is not so trivial and requires the random field theory (Worsley et al. 1995, Worsley et al. 1996). This is left as a future study.
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