A hybrid LBP-DCNN based feature extraction method in YOLO: An application for masked face and social distance detection
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Abstract

COVID-19 is an ongoing pandemic and the WHO recommends at least one-meter social distance, and the use of medical face masks to slow the disease’s transmission. This paper proposes an automated approach for detecting social distance and face masks. Thus, it aims to help the reduction of diseases transferred by respiratory droplets such as COVID-19. For this system, a two-cascaded YOLO is used. The first cascade detects humans in the environment and computes the social distance between them. Then, the second cascade detects human faces with or without a mask. Finally, red bounding boxes encircle the people’s images that did not follow the rules. Also, in this paper, we propose a two-part feature extraction approach used with YOLO. The first part of the proposed feature extraction method extracts general features using the transfer learning approach. The second part extracts better features specific to the current task using the LBP layer and classification layers. The best average precision for the human detection task was obtained as 66% using Resnet50 in YOLO. The best average precision for the mask detection was obtained as 95% using Darknet19+LBP with YOLO. Also, another popular object detection network, Faster R-CNN, have been used for comparison purpose. The proposed system performed better than the literature in human and mask detection tasks.
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1 Introduction

The novel Coronavirus Disease (COVID-19) was identified by examining a group of patients who displayed symptoms such as fever, cough, and shortness of breath [60]. The disease first appeared in the Wuhan province, then quickly spread to other countries. COVID-19 spreads with small liquid particles from an infected person’s nose and/or mouth. As a result, the disease spreads when an infected person comes into close contact with another person. Touching the mouth, nose, and eyes with dirty hands after handling surfaces contaminated by the patients’ respiratory particles also causes infections [60].

According to the WHO’s report [60], social interventions are critical in reducing the number of infections and saving lives. Social distancing measures help to slow disease spread by preventing the emergence of new ones. WHO recommends at least one-meter distance between people to avoid disease transmission. The WHO also recommends using a medical face mask during home care and in health care settings to prevent the spread of the disease. Furthermore, many countries around the world recommend using a face mask in public places. Some countries even require it.

Many people ignore social distance and do not wear masks for various reasons, including a lack of education, forgetfulness, carelessness, etc. To follow people who do not adhere to the mask and social distancing rules may be difficult for authorities. Furthermore, quantifying whether the social distancing rule is followed can be deceptive to the human observer. To visually determine these people without a measuring device can be boring and difficult. As a result, there is a need to benefit from an automated non-invasive, objective, and quantitative system for social distance and face mask detection.

This study presents a deep learning-based system for automated social distance and face mask detection. In the study, the input is an environmental image that may include people. These people may have a facial mask or not. Also, there may be or may not be enough social distance between them. The output is a marked image. In the output image, the red bounding boxes show the people who do not obey the mask and/or social distancing rules. Green bounding boxes show masked people, and yellow bounding boxes show people who follow social distancing rules.

If there are any red bounding boxes in the final frame, it provides feedback to the authorities. For this system, we used the 2-cascaded You Only Look Once v2 (YOLO-v2) model. The first cascade in the model detects humans, and the second cascade detects masked or unmasked faces in images/videos. In order to improve the results, we proposed a novel two-part feature extraction approach. In the feature extraction model, the first part extracts general features from pre-trained Darknet19, and the second part generates special features using the Local Binary Pattern (LBP) layer combined with two-dimensional convolutional layers. Also, a 2-cascaded Faster R-CNN was used for the same tasks for comparison purposes. For more comparison, various pre-trained networks were used with 2-cascaded YOLO and 2-cascaded Faster R-CNN models. Results have been reported in the Experimental Results section.

The proposed system allows rapidly detecting people who do not obey the rules. As a result, the system may ensure that more people obey the rules. This can be a significant improvement for disease control.

The contributions of the study are summarized in the four items listed below.

1. We propose a novel two-part feature extraction approach. The first section uses pre-trained Darknet19 to extract general features. The second section uses an LBP layer and
2-D convolutional layers to extract better features specific to the current classification problem.

2. We presented a system that can aid in the reduction of the COVID-19 spread rate. When the virus epidemic is uncontrollable, a significant social contribution can be made by implementing this system in public places such as airports, markets, schools, bus stops, etc.

3. Face detection can be used to detect the faces in the front profile. On the other hand, face detection is not possible for faces in the back and back-side profiles. In this case, social distance calculation using faces bounding box points becomes impossible. To avoid this situation, we do not compute social distances based on detected faces. The system first detects humans. Then it calculates social distance using humans’ bounding box coordinates.

4. The system works successfully in indoor and outdoor environments, even in occlusion.

2 Related works

2.1 Human detection

The human detection systems include three major steps [34]: (1) extraction of candidate areas that may contain human objects, (2) human object description, (3) classification of these areas as human vs. non-human, and post-processing. Enclosing each human object in a box is a common method for extracting candidate areas. The candidate areas extract limits of the searching area for human objects. Thus, it improves the performance [34]. The feature extraction methods for human detection can be categorized into three groups: shape-based, appearance-based, and motion-based approaches. In shape-based approaches, edge-based features are used for the human object description. In appearance-based techniques, texture and color information are used for feature extraction. Motion tracking can help distinguish one object from another if motion forms are different. After the human features extraction step, the candidate regions are classified as human vs. non-human. Post-processing can be used to merge the positive areas. For human detection task, many researchers used hybrid methods such as Histogram of Oriented Gradients (HOG) and Support Vector Machines (SVM) [7, 8, 15, 32]; the differential gradient and statistical Tamura features. The authors of [65] used the HOG and Adaboost algorithms. Kinect Sensor depth information was used in [52, 61]. Furthermore, multi-sensors were used for this task in [1, 57]. The HOG feature extractor was used by the authors of [24]. The authors then used a dictionary to represent the extracted features, including positive, negative, and trivial bases. Finally, they detected the object by employing the proposed likelihood measure derived from the distribution of the sparse coefficients.

2.2 Mask detection

Owing to the recent technological developments, face analysis studies have been very popular. 2D and 3D face recognition using machine learning and deep learning methods [49, 50], 3D Face Reconstruction in Deep Learning [51], Deep-rooted learning based micro-facial expression [25], etc. have been studied in computer science literature recently.

Previously, face mask research concentrated on face recognition under occlusion caused by face masks [17, 29]. Following the emphasis on the importance of wearing a mask in preventing the spread of COVID-19 [26, 59], studies on masked face recognition and masked
detection have begun to appear in the literature. The authors of [28] combined deep transfer learning methods with machine learning algorithms for face mask detection. They distinguished between masked and unmasked face images in a database. In addition, the authors of [33] classified face images as mask vs. no-mask. Unlike the previous studies, our proposed model uses face detection with mask/no-mask rather than classification. Therefore, masked and unmasked faces can be detected and marked in photos, videos, and natural environments, including multiple face images. The authors of [42] created a new method for detecting the facemask-wearing condition. They used a face detector before the mask detection step. Different from that study, we trained the proposed system to detect masked and unmasked faces without using an additional face detection step. The authors of [27] created a mask detector using Resnet50 and YOLO-v2. They merged two databases and removed low-quality images and redundancy.

In addition to the differences in mask detection mentioned above, our study determines the social distance in the same system.

2.3 Social distance detection

For reducing the impact of the COVID-19 pandemic, one of the suggestions is social distance conservation. Scientists have been conducted research to support this rule in the literature. The authors of [18] used YOLO for pedestrian detection. They calculated the social distance using the Euclidean distance. In their studies, no quantitative result information was found. The authors of [12] used bird's-eye view images, a Gaussian Mixture Model, and Kalman Filters to detect social distance. In a laboratory setting, their calculation results have an error rate of 1.69%, 2.17%, and 3.45%. The authors of [54] proposed a social distance surveillance system based on YOLO. They conducted their research in a simulation environment, and the result was reported as 90% accurate. Some studies, such as [47], used smartphones, Bluetooth, and/or GPS to calculate safe social distance. Also, social distancing impact on COVID-19 [21], factors affecting social distance [14], etc. have been investigated in the literature.

2.4 COVID-19 studies

Recently, many studies have been presented to help reduce the spread rate of COVID-19 or aid in disease diagnosis. Furthermore, some scientific groups, such as [3] encouraged scientists. The authors of [11, 36] worked on automatic segmentation of COVID-19 lung infected region. The authors of [58] presented a method for classifying COVID-19 based on its appearance on chest X-rays using neural networks and texture features. In [31], the authors presented a multiple ensemble neural network model with fuzzy response aggregation for the COVID-19 time series. Ensemble neural networks are made up of a collection of neural network modules. Under various conditions, these modules generated some predictions. Then, the predictor module responses were aggregated using Fuzzy logic. The authors of [56] collected data from Heilongjiang and trained an ordinary differential equation model to fit the data. They extended the simulation using this trained model to characterize the effect of an imported ‘escaper.’ They suggested that an imported ‘escaper caused the newly confirmed COVID-19 infections in Heilongjiang province.’ The authors of [4] described a hybrid method for forecasting COVID-19 time series using fuzzy logic and fractal theory. The authors of [5] presented a hybrid intelligent method for country classification based on fractal theoretical concepts and fuzzy logic mathematical constructs. The authors of [2] worked on a social distance and mask detection system. They collected information from
two datasets. The created database is not publicly available for comparison. Furthermore, the authors studied social distance and mask detection in [30, 48, 62], but the datasets used in these studies are unavailable. As a result, we only cited studies where the results were obtained using a publicly available dataset.

3 Proposed system

This study presents a system that focuses on face mask and social distance detection to help reduce the spread of COVID-19. Redmon et al. [44] reports that state-of-the-art object detection networks use region proposal algorithms to guess the location of objects. Because of its performance, YOLO is a popular model for object detection. We choose this model due to mentioned motivations. Also, we preferred another popular model, Faster R-CNN, for comparison purposes.

The proposed system detects people in the environmental images, then calculates the physical distances between them. The people who obey social distance rules are encapsulated with yellow bounding boxes. Red bounding boxes encircle people who are unconcerned about social distance. Following that, the system detects human faces with or without a mask. Masked human faces are surrounded by green bounding boxes, while red bounding boxes surround unmasked human faces. The system includes 2-cascade YOLO. In the first cascade, YOLO is used with the Resnet50 network for human detection. In the second cascade, a 2-part novel feature extraction method is integrated into YOLO for the mask detection task. For comparison, the same system has also been developed using 2-cascaded Faster R-CNN. The system flow is illustrated in Fig. 1.

One of the study’s strengths is the use of human detection to determine social distance. Face detection can be used to detect people whose faces are visible in the front profile, and face bounding box coordinates can be used to calculate social distance. On the other hand, face detection is not possible for people in the back and back-side profiles. As a result, we used human detection to determine social distance. Also, the study has the advantage
of proposing a novel feature extraction model. The proposed feature extraction model is
detailed below.

3.1 Proposed feature extraction model

In the literature, various feature extraction methods such as [35, 41, 64, 66] have been used.
In this study a new two-stage feature extraction approach has been presented. The proposed
feature extraction model is divided into two parts, as illustrated with the baseline model in
Fig. 2. The first is the transfer learning component, in which we used a pre-trained network
to extract general features. We choose Darknet19 for this purpose due to its success in other
networks we tested. Darknet19, like many other transfer learning models, is composed of
various sequential convolutional layers prior to classification layers, with some of the layers
closest to the classification layer discarded. We used various architectures to extract better
features specific to the current classification problem following the pre-trained network. In
addition to baseline implementation, we defined a model containing an attention layer in
the comparisons. The attention layer has been included in the feature extraction model’s
custom part, as shown in Fig. 3. Our final model contains an LBP layer combined with
convolutional layers to build a new network to improve training success. The output of LBP
is concatenated with the previous features through convolutions, as shown in Fig. 4. We
gave the details of the LBP-based feature extraction approach in the following section.

3.1.1 Local binary pattern

LBP is an efficient texture operator, and this feature makes it feasible for feature extrac-
tion in machine learning applications [40]. It has a lightweight algorithm that works based
on comparison with neighbors. It is described by (1), where $R$ defines the radius of the
operation area, and $N$ defines the number of pixels within the neighborhood.

$$lbp_{N,R}(i, j) = \sum_{n=0}^{N-1} f(p_n, p_c)2^n$$

$$f(p_n, p_c) = \begin{cases} 1 & p_c < p_n \\ 0 & otherwise \end{cases}$$

(1)
The selected neighbor pixel and the center pixel are defined by $p_c$ and $p_n$, respectively. The comparison of $p_c$ and $p_n$ is defined with the $f(.)$ function, which returns 0 or 1 according to the comparison result. According to the index of neighbor, which is defined with $n$, the comparison result is multiplied by $2^n$. The resulting values are summed together once all the comparisons are made to obtain transformed pixels. The equation is applied to all the pixels of the image to complete the LBP transform. In this study, we utilized LBP operation as a feature extraction layer in the deep learning architecture. For this purpose, we defined the custom layer definition using the most common application of LBP, where $N = 9$.

We implemented the layer using custom layer definitions in Matlab. For this purpose, a class inherits the `nnet.layer.Layer` needs to be defined. Some functions can be implemented within this class, such as predict, forward, and backward. The predict and forward functions take input features through the layer at training and prediction time to produce the output. The backward function has not been implemented because the LBP layer involves no trainable parameters. We used (1) which defines the LBP transform to implement the predict and forward functions based on matrix definitions.

### 3.1.2 Pre-trained networks in 2-cascaded YOLO and 2-cascaded faster R-CNN

Pre-trained networks learned to extract robust features. Thus, applying them to a new task can provide advantages over training a network from scratch. It enables more efficient and faster learning with fewer data points [38]. In the proposed study, various pre-trained networks have been adapted in a 2-cascaded YOLO system, and their results have been compared. For the mask detection cascade, Resnet18, Resnet50, Resnet101 [16], Shufflenet [63], Darknet19, Darknet53 [43], and Xception [6] have been used separately. For human detection cascade, Resnet50 have been used. For comparison, the same networks have also
Table 1 Details of the pre-trained networks used as feature extractor

| network name | size (MB) | input size |
|--------------|-----------|------------|
| darknet19    | 78        | 256x256    |
| darknet53    | 155       | 256x256    |
| resnet18     | 44        | 224x224    |
| resnet50     | 96        | 224x224    |
| resnet101    | 167       | 224x224    |
| shufflenet   | 5.4       | 224x224    |
| xception     | 85        | 299x299    |

been adapted and applied in Faster R-CNN. The pre-trained networks used in this study and their details are given in Table 1.

3.2 YOLO for human and mask detection

We used the 2-cascaded YOLO-v2 model in the proposed system. YOLO model [44, 45] detects objects using a single-stage object detection network. The algorithm uses a CNN on an input image for network predictions. An object detector decodes the predictions. Thus, bounding boxes are produced. The anchor boxes are used to detect classes of objects in an image. The YOLO predicts Intersection over Union (IoU), anchor box offsets, and class probability attributes for each anchor box. With IoU, it predicts the objectness score of each anchor box. With anchor box offsets, it refines the anchor box position. Class probability is the prediction of the class label assigned to each anchor box.

Owing to transfer learning, a pre-trained CNN can be used as the feature extractor in a YOLO network. The pipeline of YOLO is illustrated in Fig. 5.

YOLO works on full images for making predictions. Seeing the larger context is an advantage for correct prediction. It learns generalizable representations of objects. In YOLO, object detection is considered a single regression problem. First, it divides the input image into $S \times S$ grids. Each grid is responsible for finding out whether the object is in the field. Thus, YOLO creates a separate prediction vector for each grid. In this study, different feature extractor networks have been used for YOLO, and results have been compared.

3.3 Faster R-CNN for human and mask detection

2-cascaded Faster R-CNN is developed for comparison purposes in this study. Faster R-CNN is a state-of-the-art region proposal-based object detection algorithm. It is structured with a pre-trained network for feature extraction and two sub-networks. The first one is a
region proposal network (RPN) which is presented in [46]. An RPN uses an image as the input and produces rectangular object proposals. Each proposal has an objectness score. This process is modeled using a fully convolutional network. A small network slides over the feature maps by the last shared convolutional layer for obtaining region proposals. The small network uses $n \times n$ spatial window of the input convolutional feature map as the input. Multiple region proposals are predicted simultaneously at each sliding window location. The Faster R-CNN pipeline is given in Fig. 6.

In the proposed 2-cascaded system, the maximum possible proposal number for each location has been empirically selected as 3. Thus, the regression layer produces 12 outputs for the coordinates of 3 boxes. Also, the classification layer produces six score values for each proposal for the probability of object or non-object. The proposal number is based on three reference boxes named anchors.

In the training phase of RPNs, each anchor is assigned a binary class label indicating whether an object or not. If the anchors with the highest IoU overlap with a ground-truth box, it is assigned as a positive class. If an anchor with an IoU overlaps higher than 0.7 with any ground-truth box, it is assigned as a positive class [46].

In Faster R-CNN, the ultimate goal is sharing computation with a Fast R-CNN object detection network. Thus, both networks are assumed to share common convolutional layers. The loss function of the Faster R-CNN is shown in (2) [46].

$$L(\{p_i\}, \{t_i\}) = \frac{1}{N_{cls}} \sum_i L_{cls}(p_i, p^*_i) + \frac{1}{N_{reg}} \sum_i p^*_i L_{reg}(t_i, t^*_i)$$ (2)

In the equation; $i$ is the anchor index number, $p_i$ is the predicted probability of the anchor, $p^*_i$ is 1 or 0 according to the if the anchor is positive or negative, respectively. $t_i$ represents the predicted bounding box coordinates and $t^*_i$ represents the ground-truth box. $L_{cls}$ is the loss of the classification. $L_{reg}(t_i, t^*_i)$ is the loss of the regression. The regression loss can be active with just positive anchors, and the situation is performed using $p^*_i L_{reg}$ in the formula. $N_{cls}$ and $N_{reg}$ are are used to normalize the two terms in the formula with a balancing parameter $\lambda$.

In the Faster R-CNN structure, the second sub-network predicts the actual class label of each object proposal. The advantage of the RPN module is telling the second network where to search for the object.
3.4 Social distance calculation

The bounding box coordinates obtained from the human detection step are used for the social distance calculation. Using a constant value as a safe distance can not be reliable in the videos/images. Because the distance between two people far from the camera may be perceived as less than it actually is. Thus, we used ratio calculation instead of distance while considering the safe distance. In the proposed system, if the Euclidean distance between two people is greater than twice the width of one person’s bounding box, this is a safe distance.

Suppose that bounding box corner points of two humans are \((x_1, y_1)\), \((x_2, y_2)\), \((x_3, y_3)\) and \((x_4, y_4)\) that shown in the Fig. 7.

First, the \((\text{mid}_1)\) and \((\text{mid}_2)\) midpoints of these points for each person are calculated using (3) and (4).

\[
\text{mid}_1 = \left(\frac{(x_1 + x_2)}{2}, y_1\right) = \left(\frac{(x_1 + x_2)}{2}, y_2\right) \tag{3}
\]

\[
\text{mid}_2 = \left(\frac{(x_3 + x_4)}{2}, y_3\right) = \left(\frac{(x_3 + x_4)}{2}, y_4\right) \tag{4}
\]

Then, Euclidean distance is calculated for the midpoints (5).

\[
|\text{mid}_1, \text{mid}_2| = \sqrt{\left(x_{\text{mid}_1} - x_{\text{mid}_2}\right)^2 + \left(y_{\text{mid}_1} - y_{\text{mid}_2}\right)^2} \tag{5}
\]

Finally, using (6), it is compared whether the calculated distance is a safe distance or not. According to the computation results, the social distance is relatively determined.

\[
|\text{mid}_1, \text{mid}_2| > 2 \times |x_2 - x_1| \tag{6}
\]

4 Experimental results

The system was developed with Matlab 2020a. The computer features used in training and testing are as follows: Intel Core i7 Processor (2.6 GHz), 32 GB of RAM, Nvidia GTX 970M (6 GB), and Windows 10 system.
Performances of detection systems are usually evaluated using the Average Precision (AP) criteria index, which is defined in (7) [39]. AP uses precision (shown in (8)) and recall (shown in (9)) values in order to evaluate the detector. Also, the log-average miss rate metric is used to evaluate object detection studies. Therefore, these metrics were used in the evaluation of this study. Log-average miss rates are calculated as a mean of nine False Positives Per Image (FPPI) miss rates in the range of $10^{-2}$ to $10^{0}$ to give a stable performance.

$$AP = \sum \frac{\text{precision}}{\text{recall}}$$ (7)

$$\text{Precision} = \frac{TP}{(TP + FP)}$$ (8)

$$\text{Recall} = \frac{TP}{(TP + FN)}$$ (9)

where $TP$ is true positive, $FP$ is false positive and $TN$ is false negative.

### 4.1 Datasets and data preparation

Each module of the system was trained and tested using different datasets because of the different tasks. The human detector was trained and tested using Pascal VOC Dataset [9] and the mask detector was trained and tested using Face Mask Detection Dataset (FMD) [23]. Both datasets have XML annotations. To obtain the Matlab format of the labels, we used xml2struct function [10]. Also, data augmentation was applied to both modules to improve network accuracy. For this purpose, we flipped the input images randomly during the training process. Table 2 shows the sample numbers of the Pascal VOC and Face Mask Detection datasets. In the human detection dataset, faces are not marked as masked or unmasked. Also, in this database, there is not any masked face image. Similarly, in the mask detection dataset, humans are not marked. Therefore, mask detection and human detection work separately in the proposed system.

#### 4.1.1 Pascal VOC dataset

The last version of the Pascal VOC dataset was used for the human detection task. The dataset has four main labels: person, vehicle, animal, and indoor. For the human detection task, the person labels with corresponding coordinate information were selected. The training set has 9000, the validation set has 583, and the testing set has 5138 images.

#### 4.1.2 Face mask detection dataset

Face Mask Detection Dataset was taken from Kaggle. This dataset allows researchers to label a person in a frame with “face with mask” or “face without mask”. The dataset has 853 images in total. 767 of them have been used for training, and the rest have been used for the testing step.

| Dataset                          | Label          | Sample number in training set | Sample number in testing set |
|----------------------------------|----------------|-------------------------------|-----------------------------|
| Pascal VOC                       | person         | 16647                         | 7326                        |
|                                  | with_mask      | 3112                          | 243                         |
| Face Mask Detection (FMD)        | without_mask   | 665                           | 52                          |
4.2 Experiments on human detection

Resnet50 pre-trained network was used to extract the features for the human detection stage. In the author’s previous work [37], a Faster R-CNN based system was developed for the human detection task. In this study, that method has been extended for social distance detection and combined with mask detection using a 2-cascaded Faster R-CNN system. Also, a YOLO-based human detection system was developed, and the results were compared in this paper.

In the training stage, the learning rate is 0.005, the minibatch size is 2, the momentum is 0.9. The training data has been shuffled before each training epoch.

The human detection subsystem has been compared to approaches that used the same Pascal VOC dataset. Table 3 shows comparison results. Both Faster R-CNN and YOLO using Resnet50 overperformed compared to other approaches. Human detection with YOLO using Resnet50 has the best AP score and the human detection subsystem produced promising results. Also, the approximate detection time for each test image has been evaluated and the results have been reported in the table. As can be seen in the table, YOLO is faster than Faster R-CNN and some other detectors for the human detection task.

4.3 Experiments on mask detection

Some popular pre-trained networks were used with the YOLO and Faster R-CNN for the mask detection task. In the experiments, the following parameters were used. The momentum=0.9, mini-batch size=8, the learning rate drop factor=0.1. The training data was shuffled before each training epoch. In order to obtain better training success, different learning rates were used for the pre-trained networks. The learning rate 0.0001 was used for

| Study                      | Feature extractor | Detector              | AP (%) | Time (per frame) |
|----------------------------|-------------------|-----------------------|--------|------------------|
| Jiang and Ma [22]          | HOG III Feature   | Grammar model         | 52.3   | 2s               |
| Jiang and Ma [22]          | HOG Feature       | Grammar + Poselet models | 52.3  | 12s              |
| Jiang and Ma [22]          | HOG III Feature   | Grammar + Poselet models | 55.5  | -                |
| Htet Lin [19]              | Fusion of G and T Feature by JH | Grammar model | 46.8  | -                |
| Htet Lin [19]              | Fusion of G and T Feature by JH | Poselet model | 49.6  | -                |
| Htet Lin [19]              | Fusion of G and T Feature by JH | Smart model | 55.3  | -                |
| Sumit et al. [55]          | fire module +dropout | Tiny YOLO            | 55.7   | -                |
| Sumit et al. [55]          | fire module +dropout+ residual network | ReSTinet | 63.8  | -                |
| Proposed [37]              | Resnet50          | Faster R-CNN          | 65.0   | 0.573s           |
| Proposed                  | Resnet50          | YOLO                  | 66.0   | 0.023s           |
Table 4  Comparison of the mask detection performances based on different feature extraction networks using Faster R-CNN and YOLO without the proposed LBP feature extraction model

| Network   | Depth | Parameters (millions) | Average precision |           |           |
|-----------|-------|-----------------------|-------------------|-----------|-----------|
|           |       |                       | Faster R-CNN      | YOLO      |           |
|           |       |                       | Withmask          | Withoutmask | Withmask | Withoutmask |
| resnet18  | 18    | 11.7                  | 0.68              | 0.40      | 0.85      | 0.68       |
| resnet50  | 50    | 25.6                  | 0.73              | 0.73      | 0.92      | 0.90       |
| resnet101 | 101   | 44.6                  | 0.74              | 0.48      | 0.82      | 0.80       |
| xception  | 71    | 22.9                  | 0.69              | 0.55      | 0.88      | 0.62       |
| shufflenet| 50    | 1.4                   | 0.64              | 0.28      | 0.69      | 0.51       |
| darknet19 | 19    | 20.8                  | 0.78              | 0.70      | 0.91      | 0.73       |
| darknet53 | 53    | 41.6                  | 0.71              | 0.30      | 0.91      | 0.72       |

Darknet19, Darknet53; 0.001 was used for Resnet18, Resnet101, Shufflenet, and 0.005 was used for Resnet50 and Xception. The stochastic gradient descent with momentum (SGDM) optimizer were used for the networks.

Table 4 shows the comparative results of the pre-trained networks for the mask detection task. These pre-trained networks were used in YOLO and Faster RCNN models. As seen in the table, the best performance was obtained as 92.0% for masked face detection using Resnet50 with YOLO. Also, Resnet50 and Darknet19 networks showed better performance than other pre-trained networks. According to the experimental results, usually, masked faces were detected with higher performance than unmasked faces. The difference is mainly due to the number of masked samples being higher than the unmasked ones. In the experiments, YOLO produced better results compared to the Faster R-CNN.

Also, a novel 2-part feature extraction approach has been integrated into the system to improve detection accuracy. The first part of this approach extracts general features using the Darknet19 pre-trained network, and the second part extracts more specific features. The highest performance was obtained using the proposed 2-part feature extraction approach in YOLO as 95% AP for both with mask and without mask face detection. The Precision-Recall curves for the networks of baseline model, model with attention layer, and model with LBP layer are shown in Fig. 8.

Fig. 8  Precision-Recall curves of the a) Baseline model, b) Model with attention layer and, c) Model with LBP layer
Figure 9 illustrates some outputs of the feature extraction network for 16 channels. Note that all the outputs are scaled to the same dimensions for visualization. The output of the first pooling layer with a mask and with no mask produces images that can be visually understood. The output of the third pooling layer produces more specific features that are difficult to interpret visually. Another visualization is given for the output of the LBP layer which is placed after a convolutional layer for manipulating the output of the transfer learning model according to the current problem. In addition, the output of the last layer, which is the relu activation function, is visualized. A close inspection of the same features in the same locations with mask and with no-mask shows visible differences.

The Faster R-CNN and YOLO mask detection subsystems were compared to the other studies that apply face mask detection. Table 5 shows comparison results. In the table, both [13] and [27] reported AP scores just for “with mask” detection. Therefore, the comparison was applied according to the detection of “with mask” results. The proposed YOLO system shows the best AP score compared to the literature. Also, the lowest log average miss rate is

| Study          | Feature extractor | Detector | Dataset          | AP(%) | log average miss rate | Time (per image) |
|----------------|-------------------|----------|------------------|-------|-----------------------|------------------|
| Ge et al. [13] | 2-cascade CNNs    | LLE-CNN  | (MAFA)           | 76.4  | -                     | -                |
| Loey et al. [27]| Resnet50          | YOLO     | (MMD + FMD)      | 81.0  | 0.4                   | -                |
| Ieamsaard et al. [20] | PA-NET       | YOLO     | FMD              | 87.1  | -                     | -                |
| Singhet al. [53] | -                 | YOLO     | Custom           | 55.0  | -                     | 0.045s           |
| Singhet al. [53] | -                 | YOLO     | Custom           | 62.0  | -                     | 0.15s            |
| Proposed       | Resnet50          | Faster R-CNN | FMD            | 78.0  | 0.44                  | 0.399s           |
| Proposed       | Resnet50          | YOLO     | FMD              | 92.0  | 0.14                  | 0.022s           |
| Proposed       | proposed 2-part feature extractor | YOLO | FMD              | 95.0  | 0.07                  | 0.021s           |
observed with the proposed YOLO with a 2-part feature extractor. Moreover, the proposed Faster R-CNN system outperforms [13] and is second behind [27]. In [27], authors used a merged database of FMD (used in this study) and Medical Masks Database (MMD). Also, the authors removed bad-quality images. Although FMD includes bad-quality images, as they mentioned, bad-quality images were not removed in this study for a more reliable comparison with the subsequent studies.

The approximate detection times for the proposed system are also presented in Table 5. As can be seen in the table, the system that includes a 2-part feature extractor YOLO integration works fastest compared to other proposed methods. Since Darknet19 is a smaller network, it is expected to run faster than Resnet50.

### 4.4 System Testing

Figure 10 shows sample frames from FMD dataset (Fig. 10a, b, c, d) and during real-time environment (Fig. 10e, f). As seen in Fig. 10b and c, the proposed system can be applied to a classroom environment. Although some people have not been detected in some frames, the human detector generally produces promising results. Also, the face mask detector performed well for these figures. Figure 10e and f illustrate samples from real-time test environment. Although the camera, used in real-time, has low-resolution and the environment has poor lighting conditions, the performance is satisfactory. The system is not affected by different eye and facial expression recognition.

Poor performance can be expected with lower resolution cameras as camera capacity will affect image quality. On the other hand, the images presented in the Fig. 10e and f were taken with a webcam of 2.0 MP. As can be seen from these images, our system produces satisfactory results even in low resolution cameras. As seen in Fig. 10b and d, people who are further away from the camera sometimes cannot be detected. Similarly, even in the
human visual system, detecting/analyzing objects very far away may perform poorly. Thus, this can be an expected situation for camera systems.

This study’s weakness is determining the social distance along the x and y-axis and not using the z-axis. Using a single camera to measure the relative position between humans along the x and y-axis is possible. One way can be using multiple camera systems to measure this position along the z-axis.

5 Conclusions

This paper presents a deep learning-based social distance and face mask detection system. With this system, it aims to decrease the spread rate of diseases transferred by respiratory droplets. The system first detects people in the environmental images and calculates the physical distance between them. Then, the system uses a mask detection module. We implemented this method using a 2-cascaded YOLO-v2 model. We designed the first cascade for human detection and the second cascade for mask detection. In addition, a novel two-part feature extraction approach is adapted to this system. In this approach, the first part extracts available features using the transfer learning, and the second part extracts specific features for the problem. Moreover, for comparison, a 2-cascaded Faster R-CNN model was developed for the same tasks. We applied different pre-trained networks with YOLO and Faster R-CNN. The system produces the best AP as 66% for human detection using Resnet50 in YOLO and 95% for mask detection using the proposed 2-part feature extractor in YOLO. The system produced better results compared to the literature.

We plan to improve the study for future work with better deep learning models such as different YOLO versions and different datasets. This system can be extended to the z-axis estimation of social distance using multiple camera systems. Alternatively, a fish-eye camera placed on top-view can be used for better distance detection. In either case, high-quality samples can be collected to form public datasets.
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