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We investigate the light-matter interaction between the edge state of a 2D topological insulator and quantum electromagnetic field. The interaction originates from the Zeeman term between the spin of the edge electrons and the magnetic field, and also through the Peierls substitution. The continuous $U(1)$ symmetry of the system in the absence of the vector potential reduces into discrete time reversal symmetry in the presence of the vector potential. Due to light-matter interaction, a superradiant ground state emerges with spontaneously broken time reversal symmetry, accompanied by a net photocurrent along the edge, generated by the vector potential of quantum light. The spectral function of the photon field reveals polariton continuum excitations above a threshold energy, corresponding to a Higgs mode and another low energy collective mode due to the phase fluctuations of the ground state. This collective mode is a zero energy Goldstone mode that arises from the broken continuous $U(1)$ symmetry in the absence of the vector potential, and acquires finite a gap in the presence of the vector potential. The optical conductivity of the edge electrons is calculated using the random phase approximation by taking the fluctuation of the order parameter into account. It contains the collective modes as a Drude peak with renormalized effective mass, which moves to finite frequencies as the symmetry of the system is lowered by the inclusion of the vector potential.

I. INTRODUCTION

Interaction between light and matter are the basis of wide range modern technologies, including lasers, LEDs, computers. From a theoretical point of view, even the simplest quantum optical models describing light-matter interaction, like the Dicke model\textsuperscript{1}, offer a variety of interesting phenomena such as quantum phase transitions and quantum chaos\textsuperscript{2}. In the Dicke model a single mode of electromagnetic field interacts with an ensemble of two level atoms. The ground state of such a system is composed of unexcited atoms and an unpopulated photon mode at weak coupling. However at a critical coupling strength the atoms are collectively excited and the photon mode becomes macroscopically populated, coined superradiance. The recent realizations of this phase transition has opened a way to studying other related phenomena\textsuperscript{2} in the controlled environment of cold atomic physics.

Subjecting quantum gases to cavity modes can produce remarkable changes in both the atomic gas and the cavity field. For instance, a driven Bose–Einstein condensate placed in a cavity undergoes a quantum phase transition that corresponds to the self-organization of atoms from homogeneous into a periodically patterned distribution above a critical driving strength and the cavity field acquires a nonzero expectation value\textsuperscript{3,4}. Due to cavity-induced long-range interactions between atoms the Bose–Hubbard model inside a cavity exhibits a rich phase diagram, the interacting bosons transition from a normal phase to a superfluid phase and at even stronger pumping a self-organized Mott insulator phase\textsuperscript{5,6}. Many different proposals have been put forward to realize the self-organization of more complex quantum phases reaching from the Mott-insulator and disordered structures to phases with spin-orbit coupling\textsuperscript{7–9}. Fermionic quantum gases inside a cavity can also exhibit superradiant phenomena and can self-organize into topologically non-trivial phases\textsuperscript{10}. The superradiant light generation in the transversely driven cavity mode induces a cavity-assisted spin-orbit coupling and opens a bulk gap at half filling for a degenerate Fermi gas in a cavity. This mechanism can simultaneously drive a topological phase transition in the system, yielding a topological superradiant state\textsuperscript{11–14}.

In a topological phase, matter possesses exceptional properties such as edge or surface states that are protected from small external perturbations\textsuperscript{15–17}. These protected edge states of topological insulators (TI) can serve as building blocks of upgrading conventional computer physical memory, a variety of spintronics devices and most of all realising practical quantum computers\textsuperscript{18–21}.

In the present work we are combining TIs with cavity physics and investigate the interaction between a spin polarized edge state of a quantum spin Hall insulator with linear dispersion and a single mode of circularly polarized quantum electromagnetic field inside a cavity. The spin Hall insulator can be realized using either condensed matter\textsuperscript{22} or cold atomic setting\textsuperscript{23}. The coupling between a condensed matter realized topological insulator edge state and quantum light field includes the Zeeman term and Peierls substitution. However, in ultracold bose and fermi gases, the charge neutrality of the atoms requires to engineer artificial vector potentials, which act similarly to magnetic fields for charged particles\textsuperscript{24–27}. A single photon mode with fixed helicity can be realized by selection from a ladder of cavity modes by placing a dispersive element into the cavity such as a prism or nonlinear dielectric material. The system might also be implemented using circuit quantum electrodynamical systems\textsuperscript{28}.

The structure of this paper is as follows: in section II...
we introduce the Hamiltonian of our system, its properties and then use mean field theory to determine its ground state. In section III we focus on the photon field, calculate its spectral function by taking Gaussian fluctuations into account on top of the mean field solutions and discuss its properties. In the last section we investigate the frequency dependent optical conductivity along the edges to reveal the subtle effect of light-matter interaction on electronic transport.

II. THE MODEL

Our system consists of a spin polarized edge state of a quantum spin Hall insulator with linear dispersion and a single mode of circularly polarized quantum electromagnetic field of a cavity. The light-matter interaction the Zeeman term between the edge spins and magnetic field and another term appear through the Peierls substitution. The topological insulator that supports our linear edge states must have a band gap $W$, and throughout the calculations we assume the energies to be much smaller than this band gap so the effects of the bulk states can be neglected. The full Hamiltonian of the edge is

$$H = \omega a^\dagger a + \sum_p 2vpS_p^z + \frac{gA}{\sqrt{L}} \sum_p (a + a^\dagger) S_p^z + \frac{g}{\sqrt{L}} \sum_p (aS_p^z + a^\dagger S_p^{-})$$

where the first term is the energy of the cavity mode: $\omega$ being the photon frequency, $a^\dagger$ creates a photon with positive helicity. The second term of Eq. (1) describes the spin polarized edge states with $S_p^z = \frac{1}{2}(c_{p\uparrow}^\dagger c_{p\uparrow} - c_{p\downarrow}^\dagger c_{p\downarrow})$, where $c_{p\sigma}$ creates an edge electron with momentum $p$ and spin $\sigma = (\uparrow, \downarrow)$, $v$ is the Fermi velocity ($\hbar = 1$). Since the edge Hamiltonian is linear in momentum the effects of the electromagnetic field’s vector potential is characterized by the third term with $gA = \frac{e\mu_B}{2c_0} = \frac{gA}{\omega}$ the coupling strength of this interaction and $L$ being the dimensionless length of the edge, which is defined as the number of edge sites times the lattice constant which is taken to be unity. The last one is the Zeeman term with $g = \frac{\mu_B \mu_B}{2c_0} \sqrt{\frac{\mu_B}{2c_0}} = \frac{gA}{\sqrt{\omega}}$, where $g_e$ is the effective g-factor of the edge electrons, $\mu_B$ is the Bohr magneton, $c$ the speed of light, $c_0$ is the vacuum permittivity and finally, $S_p^z = c_{p\uparrow}^\dagger c_{p\uparrow} - c_{p\downarrow}^\dagger c_{p\downarrow}$. We assume that the Zeeman coupling is always stronger than the vector potential interaction: $g_A < g$, which is satisfied if the photon frequency is $\omega > m c_{eff} v$, with $m_{eff}$ effective edge electron mass. It is important to remark, that the absence of a counter rotating term is the result of the electromagnetic field being circularly polarized. Furthermore, the wave vector of the cavity mode is assumed to be perpendicular to the direction of the topological insulator’s edge state. A term identical to the vector potential term can also be generated if the propagation direction of quantum light has an angle of incidence $\theta$ with the edge state. The coupling strength of this term is then $g \sin \theta$ and the coupling strength of the Zeeman term becomes $g \cos \theta$.

Let us first discuss the case when $g_A = 0$, which makes Eq. (1) an inhomogeneous Dicke model\cite{38}. Without $g_A$ the Hamiltonian exhibits U(1) symmetry, indeed $e^{i\phi(a + a^\dagger + \sum_p S_p^z)}$ leaves the Hamiltonian invariant and the total number of excitations $N = a^\dagger a + \sum_p S_p^z$ is a constant of motion. Time reversal is the other symmetry of the system without $g_A$, using $\mathcal{T} = e^{i\pi(a + a^\dagger + \sum_p S_p^z)} \mathcal{K}$, where $\mathcal{K}$ is complex conjugation, the Hamiltonian is unchanged:

$$\mathcal{T}(a, a^\dagger, p, S_p^\pm, S_p^z)\mathcal{T}^{-1} = (-a, -a^\dagger, -p, -S_p^\pm, -S_p^z).$$

Reintroducing $g_A$ destroys the U(1) symmetry which means that the total number of excitations are no longer conserved. Since $\mathcal{T}$ leaves the vector potential term invariant, the sole symmetry of the system is time reversal. Furthermore, the system is integrable when U(1) symmetry is present and its mean field solution coincides with the exact solution\cite{39}. One can argue that if we integrate out the photon degree of freedom, the resulting effective electron-electron interaction has the form $-gL^{-1} \sum_{p, p'} (S_p^+ S_{p'}^- + S_p^- S_{p'}^+)$ which describes an infinite range and constant strength interaction that makes the mean field results in the thermodynamic limit ($L \to \infty$) exact. The same argument holds when $g_A \neq 0$. After integrating out the photon field it yields an effective interaction:

$$H_{\text{eff}} = -\frac{g}{L} \sum_{p, p'} S_p^+ S_{p'}^-$$

$$-\frac{\sqrt{gA}}{\omega L} \sum_{p, p'} (S_p^+ S_{p'}^z + S_p^z S_{p'}^-) - \frac{gA}{\omega^2 L} \sum_{p, p'} S_p^z S_{p'}^z,$$

which also describes infinite range and constant strength interactions between electrons, therefore the mean field solution in the thermodynamic limit is exact. The last term in Eq. (2) is a ferromagnetic coupling between electron spins mediated by the vector potential of the cavity field, as we will see this results in a generated photocurrent along the edges.

A. Mean field theory

In the thermodynamic limit the photon field becomes macroscopically occupied: $\langle a \rangle = \sqrt{nL} e^{i\varphi}$ the system is in a superradiant phase. The mean field description means that we replace $a \to \langle a \rangle$ and the Hamiltonian becomes:

$$H_{\text{MF}} = \omega nL + \sum_p \left( c_{p\uparrow}^\dagger c_{p\uparrow}^\dagger \begin{pmatrix} \varepsilon_p & \Delta_p \\ \Delta_p^* & -\varepsilon_p \end{pmatrix} \begin{pmatrix} c_{p\downarrow} \\ c_{p\downarrow}^\dagger \end{pmatrix} \right).$$
where $\varepsilon_p = \nu p + g_A \sqrt{n} \cos \varphi$ and $\Delta = g_A \sqrt{n} e^{i \varphi}$. Eq. (3) is easily diagonalized by the Bogoliubov transformation:

$$
\begin{pmatrix}
 c_{p\uparrow} \\
 c_{p\downarrow}
\end{pmatrix} =
\begin{pmatrix}
 \cos \vartheta & e^{i \varphi} \sin \vartheta \\
 -e^{-i \varphi} \sin \vartheta & \cos \vartheta
\end{pmatrix}
\begin{pmatrix}
 d_{p+} \\
 d_{p-}
\end{pmatrix},
$$

(4)

where $\tan 2 \vartheta = -|\Delta|/\varepsilon_p$ and Eq. (3) becomes:

$$
H_{MF} = \omega nL + \sum_{p,\alpha} E_\alpha(p) d_{p\alpha}^\dagger d_{p\alpha}.
$$

(5)

Here, $\alpha = \pm 1$ and $E_\alpha(p) = \alpha E_p$ with:

$$
E_p = \sqrt{(\nu p + g_A \sqrt{n} \cos \varphi)^2 + g_A^2 n}.
$$

(6)

The mean field parameters $(n, \varphi)$ which are understood as the mean photon number and the phase of the order parameter, respectively, can be calculated by minimizing the total ground state energy ($E_{gs}$). At half filling the $\alpha = -1$ polariton band is fully populated and the ground state energy with $W$ cutoff energy and $\rho = 1/\nu \pi$ 1D density of states is:

$$
\frac{E_{gs}}{L} = \omega n - \frac{1}{L} \sum_p \sqrt{\varepsilon_p^2 + |\Delta|^2} = -\frac{\rho W^2}{2} + \left(\omega - \frac{g_A^2}{2} \cos^2 \varphi\right) n - \frac{\rho |\Delta|^2}{4} \left(1 + \ln \frac{4W^2}{|\Delta|^2}\right).
$$

(7)

With $g_A = 0$ the energy exhibits a mexican hat structure in the $\text{Re}(a) - \text{Im}(a)$ space, see Fig. 1(a). the phase remains undetermined and the ground state is infinitely degenerate due to U(1) symmetry. When $g_A \neq 0$ the mexican hat structure develops two minima along $\text{Re}(a)$ and the minimum energy appears when $\cos^2 \varphi = 1$. The ground state is now doubly degenerate due to time reversal symmetry which is spontaneously broken in the emerging superradiant phase.

By carrying out the minimalization of Eq. (7) we find the phase and mean photon number to be:

$$
\varphi = m \pi, \quad m \in \mathbb{Z}
$$

\[ n = \frac{4W^2}{g^2} \exp \left(\frac{2 \rho g_A^2 - 4 \omega}{\rho g^2}\right). \]

(8)

The mean photon number as the function of the Zeeman coupling $g$ is always strictly positive: $n(g) > 0$. Since we assume the vector potential coupling strength is always smaller than the Zeeman coupling ($g > g_A$), the photon number has a maxima at $\rho g_{\text{max}} = \sqrt{4 \rho \omega - 2 \rho^2 g_A^2}$ with $n_{\text{max}} = 2 \rho W^2 \exp(-1)/(2 \omega - \rho g_A^2)$.

![FIG. 1. The contourplot for the total ground state energy. In panel a.) $g_A = 0$, the energy exhibits a mexican hat structure with $\varphi \in [0, 2\pi]$ one can sweep through the ground state manifold with no energy cost. In panel b.) $\rho g_A = 0.1$ the minimum bends toward the real axis when $\varphi = 0$ and $\pi$, so tunneling between the two degenerate ground state will require a finite amount of energy. The other parameters used: $\rho W = 100, \rho \omega = 1, \rho g = 1$.

![FIG. 2. The mean photon number as the function of the Zeeman coupling. The parameters used: $\rho \omega = 1, \rho g_A = 0.1$.

The conventional Dicke model of two level atoms predicts a phase transition at a critical coupling constant. On the other hand, considering the effects of the vector potential as a diamagnetic term, it can be shown that the condition for a stable superradiant phase is never satisfied due to the Thomas–Reiche–Kuhn sum rule for atomic systems. This is known as a no-go theorem. The main differences between our model and the conventional Dicke model is that the edge electrons have linear dispersion while the Dicke two level atoms have a constant energy difference between levels and the fact that here the vector potential appears as a linear term while the diamagnetic term is quadratic. Eq. (8) shows us that for arbitrary small $g > 0$ and for every $g_A$ the photon states are macroscopically occupied and thus our system is always in its superradiant phase regardless of the no-go theorem.

1. **Properties of the ground state**

In the emerging superradiant ground state time reversal symmetry is spontaneously broken. This fact is proven by the magnetic properties of this state. Indeed using the Bogoliubov transformation, we get the spin ex-
be exact. Now we make a quantitative argument as well.

The effective interactions between mean field results we will study the fluctuations over the mean field parameter to the interaction with the edge electrons. To this end, now we turn to the photon field and how it changes due to the gap

\[ |\Delta| = \sum_p \frac{\Delta_p |\sin\varphi|}{\sqrt{\varepsilon_p^2 + |\Delta|^2}} \]

The magnetization along the x and z axis are nonzero and their measured value would determine \( \varphi \). The calculations show us that the magnetization is proportional to the gap |\( \Delta \)|:

\[ \langle S^x \rangle = -\frac{\rho}{2} |\Delta| \ln \frac{2W}{|\Delta|} \cos \varphi, \]

\[ \langle S^y \rangle = 0, \]

\[ \langle S^z \rangle = -\rho |\Delta| \frac{g_A}{2g} \cos \varphi. \]

The finite \( \langle S^z \rangle \) also means that a net photocurrent is generated along the edge through the magnetoelectric effect. Using the edge Hamiltonian \( H = \sum_p 2v_p S^z_p \) and introducing a vector potential \( A \) to the momentum as an external drive, we can determine by varying \( H \) with respect to \( A \) that the current density operator is:

\[ j(r) = \sum_{p,q} ev(c_{p+q}^\dagger c_{p+q} - c_{p+q}^\dagger c_{p} e^{-iqr}). \]

The current operator for \( q = 0 \) is \( j = 2ev \sum_p S^z_p \), hence:

\[ \langle j \rangle = 2ev \langle S^z \rangle = -ev \rho |\Delta| \frac{g_A}{g} \cos \varphi. \]

The photocurrent is zero when \( g_A = 0 \) which means that the vector potential generates it. This follows from the fact that in Eq. [11] the vector potential term is similar to an effective magnetic field. Furthermore, we showed earlier that after integrating out the photon field it yields us a vector potential mediated ferromagnetic coupling between spins, which leads to nonzero expectation value for the magnetization. The direction of the photocurrent is determined by the phase \( \varphi \), with \( \cos \varphi = (-1)^n \). Following Ref. [35] and making use of coherent state path integral formalism we introduce \( \phi \) as a complex field for the photons and \( \psi_p \) Grassmann fields for the edge electrons. The partition function can be computed as

\[ Z = \text{Tr} e^{-\beta H} = \int D\phi \int D\psi e^{-S} \]

with action

\[ S = \int_0^\beta d\tau (\partial_\tau + \omega)\phi + \sum_p \bar{\eta}_p M_p \eta_p = S_{ph} + S_{el} \]

where \( \bar{\eta}_p = (\bar{\psi}_p^\dagger \bar{\psi}_p) \) is a spinor and the matrix

\[ M_p = \left( \begin{array}{cc} \partial_\tau + v_p + \frac{g_A}{2} \text{Re} \phi & \frac{g_A}{\sqrt{L}} \text{Im} \phi \\ \frac{g_A}{\sqrt{L}} \text{Im} \phi & \partial_\tau - v_p - \frac{g_A}{\sqrt{L}} \text{Re} \phi \end{array} \right) \]

Because of superradiance we rescale the photon field \( \phi \rightarrow \sqrt{\omega} \phi \) and integrate out the electron fields. The partition function becomes

\[ Z = \int D\phi \int D\psi e^{-S} = \int D\phi e^{-\frac{1}{2} S_{eff}} \]

with effective action

\[ S_{eff} = \int_0^\beta d\tau (\partial_\tau + \omega)\phi - \frac{1}{L} \ln \left( \int D\psi e^{-S_{el}} \right) \]

If we proceed and try to find the minima of this action \( (S_0) \) with \( \delta S_{eff} / \delta \phi = 0 \) we arrive at the mean field results Eq. [11] as \( \phi = \sqrt{\omega} e^{i\varphi} \). The next step is expanding the effective action around the mean field results to second order which is equivalent to studying the fluctuations around the mean field parameters: \( S_{eff} = S_0 + S_2(\delta \phi, \delta \phi) \). With this expansion the partition function becomes

\[ Z = \int D\phi e^{-\frac{1}{2} S_{eff}} = e^{-S_0} \int D\phi e^{-S_{2}}. \]

When calculating the free energy the \( e^{-S_{2}} \) term will be the mean field result for the free energy and the remaining functional integral gives us the second order correction:

\[ F \propto \ln Z = F_{MF} + \frac{1}{L} \ln \text{det} D^{-1}, \]
A. Green’s function of the photons

Instead of calculating the kernel of the second order correction to the effective action, we construct the photon Green’s function with diagram technique. Introducing the fluctuations over the mean field parameters we modify Eq. (3) with $a \rightarrow (a) + a$:

$$H = \omega a^\dagger a + \sum_p \left( c_p^\dagger c_{pL}^\dagger \right) \left( \frac{\xi_p}{\Delta^*} \right) \left( c_{pL}^\dagger \right) + \frac{gA}{\sqrt{L}} \sum_p (a + a^\dagger) S_p^* + \frac{g}{\sqrt{L}} \sum_p (a S_p^* + a^\dagger S_p^-)$$  \hspace{1cm} (18)

where the first row is the unperturbed mean field Hamiltonian and the second row is understood as the perturbation. In the Nambu space $(a \ a^\dagger)$ the photon Green’s function is

$$D(\tau) = -\left\langle T_r \left( \frac{a(\tau)a(0)}{a(\tau)a(0)} \right) \right\rangle.  \hspace{1cm} (19)$$

The appearance of anomalous terms are evident from the perturbation as it contains single creation and annihilation photon operators. Because of this, first order diagrams have no contribution and the first non vanishing terms come from second order diagrams, which are single fermion loops.

Evaluating these loops in frequency space using Dyson’s equation we arrive at the inverse Green’s function for the photons:

$$D^{-1}(i\omega_n) = D_0^{-1}(i\omega_n) - \Sigma = \begin{pmatrix} K_1 & K_2 \\ K_2^* & K_1^* \end{pmatrix},$$

$$K_1 = i\omega_n - \omega + \frac{1}{L} \sum_p \left[ \frac{4g_A^2 |\Delta|^2 + g^2 (i\omega_n \xi_p + \xi_p^2 + E_p^2)}{E_p(4E_p^2 + \omega_n^2)} \right] \tanh \left( \frac{\beta E_p^2}{2} \right),$$

$$K_2 = \frac{1}{L} \sum_p \frac{4g_A^2 |\Delta|^2 - g^2 \Delta^2 - 2ggA \Delta \xi_p}{E_p(4E_p^2 + \omega_n^2)} \tanh \left( \frac{\beta E_p^2}{2} \right).$$  \hspace{1cm} (20)

Since we are interested in the properties of the ground state of this system we make the $T \rightarrow 0$ limit and obtain the retarded Green’s function as the analytic continuation of Eq. (20).

B. Photon spectral function

The spectral function, defined as the complex part of the trace of the retarded Green’s function, is:

$$A(\Omega) = -\frac{1}{\pi} \text{ImTr} D(\Omega).  \hspace{1cm} (21)$$

![FIG. 3. The real root of $F(\Omega_0) = 0$ as the function of increasing vector potential coupling strength $(g_A)$. This is understood as the energy requirement for phase fluctuations and as the energy of the gapped Goldstone mode. The parameters used: $\rho \omega = 1$, $\rho g = 0.4$. The inset figure is the spectral weight of the Goldstone mode as the function of the Zeeman coupling with parameters: $\rho W = 100$, $\rho \omega = 1$.](image)
ground state manifold with no energy cost. This gives rise to a zero energy Goldstone mode which is understood as the phase fluctuation of the superradiant condensate and this appears in the spectral function:

\[ A(\Omega < 2|\Delta|) = \frac{\rho g^2|\Delta|^2}{12|\Delta|^2 + (\rho g^2)^2}\delta(\Omega) = A_0\delta(\Omega). \] (24)

The spectral weight of the Goldstone mode vanishes with \( g \). Since the gap depends on \( g \) according to Eq. (5) it has a maxima \( (A_{g,max}) \) at the solution of \( \frac{\delta\omega}{\delta g} = \frac{\omega_c}{x} \) for \( x = g_{max}^2 \) and vanishes as \( g \) increases. This is shown in the inset of Fig. 3. In the presence of a nonzero \( g_\Delta \) phase fluctuations will require finite amount of energy, thus making the Goldstone mode gapped which is described in \( \Omega_0 \), see Fig. 4

In the \( \Omega > 2|\Delta| \) case the complete part of the functions \( f_0 \) and \( f_2 \) are nonzero and we get the polariton excitations and their spectral weight in the spectral function \( A(\Omega > 2|\Delta|) \), which is measurable by the absorption coefficient of the cavity. Without interactions the spectral function has the form \( A(\Omega) = \delta(\Omega - \omega) \) with the bare \( \omega \) cavity mode. On Fig. 4 it is noticeable that this mode is shifted down from \( \omega \) because of \( g_\Delta \) and with increasing \( g \) it gets damped as \( \sim \rho g^2 \). Eventually it renormalizes into smaller frequencies before hitting the optical gap at \( \Omega = 2|\Delta| \), where the spectral function exhibits a square root singularity. Apart from shifting \( \omega \) for small \( g \) the vector potential coupling does not have significant contribution to the nature of the polariton continuum.

![Fig. 4. The contour plot of the spectral function ln(\( \omega A(\Omega) \)) as the function of the Zeeman coupling \( \rho g \) with \( g_A = 0.1 \). The energy of the Goldstone mode \( \Omega_0 \) is shown as the red solid line in the \( \Omega < 2|\Delta| \) regime. The white dashed line denotes the minimum excitation energy \( 2|\Delta| \), above which the polariton continuum is formed. The parameters used: \( \rho W = 100, \rho \omega = 1 \).](image)

IV. CONDUCTIVITY ALONG THE EDGE

Equipped with the photon Green's function, we can evaluate the Kubo formula for the frequency dependent conductivity along the edge inside the cavity. The response for an external drive have two contributions:

\[ \sigma = \sigma_{Kubo} + \sigma_{dia}. \] (25)

The first is the direct result for the conductivity computed from the Kubo formula:

\[ \sigma_{Kubo} = \frac{\chi(\Omega)}{i\Omega}, \] (26)

where \( \chi \) is the current-current correlation function.

\[ \chi(\tau) = \langle T_\tau j(\tau)j(0) \rangle = 4e^2v^2\sum_p (T_p S_p^\dagger(\tau) S_p^\dagger(0)). \] (27)

The second term in Eq. (27) is a diamagnetic term. By diagonalising the Hamiltonian in the presence of an external vector potential, the resulting spinor wavefunctions will depend on the vector potential through the Peierls substitution. Calculating the expectation value of the current operator to first order in the vector potential gives us the diamagnetic contribution in the conductivity formula: \( \sigma_{dia} = -\rho e^2v^2/(i\Omega) \). This is akin to the origin of a diamagnetic term in graphene where the energy dispersion is also linear.29

We calculate the correlation function in Eq. (24) diagramatically in Matsubara frequency space. The diagrams we need to consider are a single fermion loop and a collective mode diagram. Evaluation of the single fermion loop gives us:

\[ \Pi_0^{zz}(i\omega_n) = -\frac{T}{L} \sum_{p,\nu_n} \text{Tr} [\sigma^2 \mathcal{G}(i\nu_n) \sigma^2 \mathcal{G}(i\nu_n - i\omega_n)]. \] (28)

Here \( \mathcal{G} \) is the electron Green's function, using Eq. (11) and Eq. (5) this reads as:

\[ \mathcal{G}(p, i\nu_n) = \frac{1}{(i\nu_n)^2 - E^2_p} \left( \frac{i\nu_n + \varepsilon_p}{\Delta} \right). \] (29)

The term \( \Pi_{zz}^{zz} \) is related to the correlation function in Eq. (27) as \( \chi = v^2 \Pi \). Summing over the frequencies and momenta in Eq. (28) and taking the temperature to zero, we get:

\[ \Pi_0^{zz}(\Omega) = \rho f_0(\Omega). \] (30)

To evaluate the collective diagram we need to construct the RPA equations. Instead of using \( D_0 \) the unperturbed photon propagator and consider a connected RPA system of equations, we follow here a different approach. Since we already calculated the full photon propagator in Eq. (20), we sum up all the possible combinations that would appear from the interaction term of Eq. (18). This immediately gives us the correlation function:
The minus signs in front of the couplings come from the definition of the photon propagator in Eq. (19). In Eq. (31) there are four more frequency sums:

$$\Pi_{ab}^0(i\omega_n) = -\frac{T}{L} \sum_{p,\nu_n} \text{Tr} [\sigma^a G(i\nu_n)\sigma^b G(i\nu_m - i\omega_n)],$$

with \(a\) and \(b\) are \(z\) or \(\bar{z}\). Doing the same procedure as in Eq. (28) these cross correlations are:

$$\Pi_{zz}^0(\Omega) = \mp \Pi_{\bar{z}z}^0(\Omega) = \pm \frac{\rho \Omega}{4|\Delta|} f_0(\Omega).$$

To summarize Eq. (31) we gather every term into a single function:

$$\Pi_{zz}(\Omega) = \rho [f_0(\Omega) - C(\Omega)f_0(\Omega)],$$

and we arrive at the full conductivity in zero temperature:

$$\sigma(\Omega) = \frac{\rho e^2 v^2}{i\Omega} [f_0(\Omega) - 1 - C(\Omega)f_0(\Omega)].$$

This expression is very similar to other conductivity formulas for electron-phonon coupled systems calculated with RPA. Let us first examine the properties of the conductivity through the function \(C\) when \(g_A = 0\). In this case we need to consider the first row of Eq. (31), the function \(C\) has the form:

$$C(\Omega) = -\frac{\Omega^2}{4|\Delta|^2} \frac{f_0(\Omega)f_2(\Omega)}{f_2(\Omega)(f_2(\Omega) - f_0(\Omega))} - \frac{1}{\rho^2} - \frac{\Omega^2}{i\Omega}.$$

When \(\Omega \to 0\), \(C(0) = \rho^2 g^4/(\rho^2 g^4 + 16|\Delta|^2)\). By the Kramers–Kronig relation, this implies a Dirac delta function at the origin of the real part of the conductivity. Indeed making the \(\eta \to 0^+\) limit we get the Dirac delta in accordance with Kramers–Kronig. This result clearly comes from the full photon propagator and is absent from the single particle contribution to the optical response, therefore the Goldstone mode manifests itself in the conductivity formula as a Drude peak:

$$\sigma_{\text{Goldstone}} = \frac{\pi n_e e^2}{m^*} \delta(\Omega).$$

If we take the \(g \to 0\) then \(\sigma_{\text{Goldstone}} = \frac{\pi n_e e^2}{m^*} \delta(\Omega)\), so it becomes the conventional Drude weight. This allows us to introduce an effective mass due to light-matter interaction. The Drude weight of the non-interacting system reads as \(n_e e^2/m\), where \(n_e\) is the particle number density of the edge electrons and \(m\) is their mass. In the presence of interaction, we rewrite the Goldstone conductivity as

$$\sigma_{\text{Goldstone}} = \frac{\pi n_e e^2}{m^*} \delta(\Omega),$$

with effective mass:

$$\frac{m}{m^*} = \frac{\rho^2 g^4}{\rho^2 g^4 + 16|\Delta|^2}.$$

The \(C\) function is a combination of the previously defined \(f_{0,2}\) functions, which indicates that the real part of the conductivity must be zero for frequencies below \(2|\Delta|\). The behaviour of \(\text{Re}(\sigma)\) is shown in Fig. 5, with \(C = 0\) the single particle term has a square root singularity at frequency twice the gap. Considering the collective modes the square root singularity still remains, however a portion of the weight of the conductivity is transferred into the weight of the Goldstone mode, so that the conductivity sum rule is not violated, indeed:

$$\int_0^\infty d\Omega \text{Re}(\sigma(\Omega)) = \frac{\pi}{2} \rho e^2 v^2.$$

Turning now to the case when \(g_A\) is nonzero the function \(C\) is given by Eq. (31). Notice that in Eq. (27) for convenience we used a time ordered product instead of a
commutator in the Kubo formula. Unless the current operator possess a nonzero expectation value, these two approaches give the same result. However, in Eq. 12, the current operator has a finite expectation value in the ground state, which means that our result contains an extra term in Eq. 31, which is only present in the time ordered product but should be absent from the commutator:

$$-\frac{\rho^2 g_A^2 f_0(\Omega)}{F(\Omega) - i\eta}.$$  \hspace{1cm} (38)

This we must neglect. The correct expression, in accordance with the linear response commutator from the Kubo formula, is:

$$C(g_A, \Omega) = -\frac{\rho f_0(\Omega)}{F(\Omega) - i\eta} \left[ \frac{g^2\Omega^2}{16|\Delta|^2} (\rho g_A^2 - 4\rho g_A^2 f_0(\Omega)) + \rho g_A^2 f_0(\Omega) + \rho g_A^2 g^2 (f_0(\Omega) - f_0(\Omega)) + \frac{g g_A^2}{|\Delta|^2} \left( 1 - \frac{\rho gg_A^2}{2|\Delta|^2} f_0(\Omega) \right) \right].$$  \hspace{1cm} (39)

When \( \Omega \to 0 \) Eq. 39 vanishes and thus the Drude peak disappears. However, the real part of the conductivity still has a Dirac delta at the frequency where \( F(\Omega) = 0 \), which corresponds to the gapped Goldstone mode energy \( \Omega_0 \):

$$\sigma_{\text{Goldstone}} = \frac{\pi n e^2 \rho g^2}{m^*} \delta(\Omega - \Omega_0),$$  \hspace{1cm} (40)

with effective mass that depends on the energy of the gapped Goldstone mode:

$$\frac{m}{m^*} = \frac{\Omega_0 f_0(\Omega_0)^2}{16|\Delta|^2 F(\Omega_0)} \left[ \rho^2 g_A^2 f_0(\Omega) + 16 \rho g g_A^2 |\Delta| \right.\left. + \rho^2 g_A^2 \left( 1 - 16 f_0(\Omega_0) \right) \right].$$  \hspace{1cm} (41)

Instead of a dc conductivity we get a low frequency ac one at \( \Omega_0 \). These results are very similar to the interband conductivity obtained when studying electron interaction with Fröhlich phonons, there the resulting dc conductivity becomes a low frequency ac due to Coulomb interactions.

In the absence of interactions, the real part of the conductivity of the edge states consists of only the bare Drude peak with mass \( m \). As the Zeeman interaction appears the weight of this Drude peak decreases (\( m^* \) increases) and the real part of the conductivity is now nonzero for frequencies over \( 2|\Delta| \). As \( g \) grows so does the effective mass and when the coupling strength \( g \) is comparable with the photon frequency \( g \approx \omega \) the effective mass renormalizes to nearly infinity, see Fig. 6 thus making the collective modes in the conductivity disappear. This means that the single particle description of the conductivity is sufficient in this parameter range. In addition to shifting the Drude peak to frequency \( \Omega_0 \), the appearance of \( g_A \) also decreases the effective mass \( m^* \).

This can be seen on Fig. 6, as the conductivity curve when \( g_A \) is nonzero is always under the curve of the zero \( g_A \) case. The missing weight is transferred into the weight of the Goldstone mode, due to the conductivity sum rule in Eq. 37 \( m^* \) must decrease. This means that the vector potential interaction stabilizes the collective modes at stronger Zeeman couplings. Fig. 6 also supports this idea.

V. CONCLUSION

Interaction between a circularly polarized quantum photon field and spin Hall edge states leads to a stable superradiant ground state at arbitrary Zeeman interaction strength. This ground state spontaneously breaks time reversal symmetry and a net photocurrent or equivalently magnetization along axis-z through the magnetoelectric coupling, is generated by the vector potential part of the electromagnetic field. Above a threshold energy, corresponding to a Higgs mode, a continuum polariton excitations emerge from the single cavity mode and below the threshold a Goldstone mode arises from the phase fluctuations of the ground state. Without the coupling to the vector potential this mode sits at zero energy due to the broken continuous U(1) symmetry. The introduction of the vector potential decreases the symmetry of the system into discrete time reversal. This results in a gapped Goldstone mode as phase fluctuations require a finite amount of energy to connect the symmetry broken ground states. In an external classical electromagnetic field, this Goldstone mode manifests itself in the frequency dependent conductivity along the edges and produces a low frequency dc/ac conductivity, depending on the absence/presence of the vector potential term, respectively. When the Zeeman coupling becomes com-
parable with the photon frequency, these conductivity structures only survive if the interaction involving the vector potential is present. For larger frequencies, the conductivity is zero for frequencies smaller than twice the gap, and has a characteristic square root singularity at the Higgs mode, \( \Omega = 2|\Delta| \) and vanishes for increasing frequencies.
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**VI. APPENDIX**

The functions \( f_0 \) and \( f_2 \) can be calculated from Eq. (22) with Eq. (9):

\[
f_0(\Omega) = \frac{1}{\rho L} \sum_p -4|\Delta|^2 \int_{-W}^W dp \frac{1}{E_p((\Omega + i\eta)^2 - 4E_p^2)}
\]

and

\[
f_2(\Omega) = \frac{2\omega}{\rho g^2} + \frac{g_A^2}{g^2} + \frac{1}{\rho L} \sum_p \frac{4\varepsilon_p^2}{E_p((\Omega + i\eta)^2 - 4E_p^2)} = \frac{2\omega}{\rho g^2} + \frac{g_A^2}{g^2} + 2v \int_{-W}^W dp \frac{4\varepsilon_p^2}{E_p((\Omega + i\eta)^2 - 4E_p^2)}.
\]

By carrying out the integration with respect to the momentum \( p \) and disregard terms that are the order or lower than \( W^{-1} \), we get the complete forms of \( f_0 \) and \( f_2 \) with \( \Theta(x) \) Heaviside functions:

\[
f_0(\Omega) = \Theta(2|\Delta| - \Omega) \frac{4|\Delta|^2}{\Omega \sqrt{4|\Delta|^2 - \Omega^2}} \arctg \frac{\Omega^2}{4|\Delta|^2 - \Omega^2} + \Theta(\Omega - 2|\Delta|) \left[ \frac{2\pi |\Delta|^2}{\Omega \sqrt{\Omega^2 - 4|\Delta|^2}} - \frac{4|\Delta|^2}{\Omega \sqrt{\Omega^2 - 4|\Delta|^2}} \right] \arctg \frac{\Omega^2}{ \sqrt{\Omega^2 - 4|\Delta|^2} - i\pi \sqrt{\Omega^2 - 4|\Delta|^2}}
\]

\[
f_2(\Omega) = \Theta(2|\Delta| - \Omega) \frac{4|\Delta|^2}{\Omega \sqrt{4|\Delta|^2 - \Omega^2}} \arctg \frac{\Omega^2}{4|\Delta|^2 - \Omega^2} + \Theta(\Omega - 2|\Delta|) \left[ \frac{2\pi |\Delta|^2}{\Omega \sqrt{\Omega^2 - 4|\Delta|^2}} - \frac{4|\Delta|^2}{\Omega \sqrt{\Omega^2 - 4|\Delta|^2}} \right] \arctg \frac{\Omega^2}{ \sqrt{\Omega^2 - 4|\Delta|^2} - i\pi \sqrt{\Omega^2 - 4|\Delta|^2}}
\]
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