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Abstract
Let $\Gamma$ be a nonelementary hyperbolic group with a word metric $d$ and $\partial\Gamma$ its hyperbolic boundary equipped with a visual metric $d_\alpha$ for some parameter $\alpha > 1$. Fix a superexponential symmetric probability $\mu$ on $\Gamma$ whose support generates $\Gamma$ as a semigroup, and denote by $\rho$ the spectral radius of the random walk $Y$ on $\Gamma$ with step distribution $\mu$. Let $\nu$ be a probability on $\{1, 2, 3, \ldots\}$ with mean $\lambda = \sum_{k=1}^{\infty} k \nu(k) < \infty$. Let BRW$(\Gamma, \nu, \mu)$ be the branching random walk on $\Gamma$ with offspring distribution $\nu$ and base motion $Y$, and let $H(\lambda)$ be the volume growth rate for the trace of BRW$(\Gamma, \nu, \mu)$. We prove for $\lambda \in [1, \rho^{-1}]$ that the Hausdorff dimension of the limit set $\Lambda$, which is the random subset of $(\partial\Gamma, d_\alpha)$ consisting of all accumulation points of the trace of BRW$(\Gamma, \nu, \mu)$, is given by $\log_\alpha H(\lambda)$. Furthermore, we prove that $H(\lambda)$ is almost surely a deterministic, strictly increasing, and continuous function of $\lambda \in [1, \rho^{-1}]$, is bounded by the square root of the volume growth rate of $\Gamma$, and has critical exponent $1/2$ at $\rho^{-1}$ in the sense that

$$H(\rho^{-1}) - H(\lambda) \sim C \sqrt{\rho^{-1} - \lambda} \quad \text{as } \lambda \uparrow \rho^{-1}$$

for some positive constant $C$. We conjecture that the Hausdorff dimension of $\Lambda$ in the critical case $\lambda = \rho^{-1}$ is $\log_\alpha H(\rho^{-1})$ almost surely. This has been confirmed on free groups or the free product (by amalgamation) of finitely many finite groups equipped with the word metric $d$ defined by the standard generating set. © 2022 Wiley Periodicals LLC.

1 Introduction and Main Results

Let $G = (V, E)$ be a locally finite, connected infinite graph and consider a branching random walk (BRW) on $G$ described as follows. We begin with one particle at $o \in V$ at time $0$. For $n \geq 1$, each particle alive at time $n$ dies and gives birth to an independent random number of offspring particles according to some probability measure $\nu$, each of which independently takes a step according to a
random walk on $G$ with transition probabilities $P$. When $G$ is a Cayley graph of a finitely generated group $\Gamma$ with respect to a symmetric generating set $S$, the transition probabilities $P$ may be defined by a symmetric probability measure $\mu$ on $\Gamma$, that is, $P(x, y) = \mu(x^{-1}y)$ for $x, y \in \Gamma$. In this case, the base random walk $Y$ can be obtained by multiplying random elements of $\Gamma$ distributed independently according to $\mu$. We write $\text{BRW}(\Gamma, \nu, \mu)$ for the corresponding BRW. When the underlying motion is the simple random walk, we call it the simple BRW on $G$ or $\Gamma$. In this paper, we always assume that $\nu(0) = 0$ to guarantee the BRW survives almost surely, and

$$\lambda = \sum_{k=1}^{\infty} kv(k) \in [1, \infty).$$

A natural question is to ask whether the BRW eventually fills up the whole graph. This is equivalent to the question of the recurrence of the process. A BRW is said to be recurrent if, with positive probability (in fact, with probability 1), some (and hence every) vertex of $G$ is visited by infinitely many particles of the BRW, and transient otherwise. There is a general criterion for transience and recurrence in terms of the mean offspring $\lambda$ and the spectral radius $\rho$ of the underlying random walk: the BRW is transient if and only if $\lambda \leq \rho^{-1}$; see Benjamini and Peres [3] for the case $\lambda \neq \rho^{-1}$, and Gantert and Müller [18] for the critical case $\lambda = \rho^{-1}$. In the transient case the trace of the BRW, i.e., the subgraph consisting of visited vertices and traversed edges, is a proper random subgraph of the original graph. Benjamini and Müller [2] studied first general qualitative properties of the trace of BRW on groups; in particular, they proved that it has an exponential volume growth in general. However, their approach gives no quantitative results on the growth rate. Very recently Hutchcroft proved in [29] that any two independent transient BRWs on a nonamenable group intersect at most finitely often almost surely; see also [13] for the case of the subcritical BRWs and [21] for the critical BRWs on planar hyperbolic groups. As a consequence, the trace of such a BRW is treelike in the sense that it has infinitely many ends almost surely. Thus it is quite interesting to study the geometric property and provide quantitative estimates for the trace of the BRW in the transient regime.

Let $\mathbb{F}_q$ be the free group over $q \geq 2$ symbols $s_1, \ldots, s_q$. The Cayley graph of $\mathbb{F}_q$ with respect to generating set $S = \{s_1, s_1^{-1}, \ldots, s_q, s_q^{-1}\}$ is the $(2q)$-regular tree $T_{2q}$. On $\mathbb{F}_q$ the geometry of the trace of the BRW has been well understood in the literature when the underlying motion is a (lazy) nearest-neighbor random walk. The boundary $\partial \mathbb{F}_q$ is defined to be the set of semi-infinite reduced words from the generating set $S$. For each real number $\alpha > 1$, there is a natural metric $d_\alpha$ on $\partial \mathbb{F}_q$ defined by

$$d_\alpha(\omega, \omega') = \alpha^{-N(\omega, \omega')},$$

where $N(\omega, \omega')$ is the maximum integer $n$ such that the sequences $\omega$ and $\omega'$ agree in entries $1, 2, \ldots, n$. Under this metric, $\partial \mathbb{F}_q$ is a compact metric space and its
Hausdorff dimension \( \dim_H(\partial \mathbb{F}_q) = \log_q(2q - 1) \). Let \( \mu \) be a symmetric probability measure on \( S \) or \( S \cup \{e\} \) and \( \nu \) a probability on \( \mathbb{N} \) with mean \( \lambda \in [1, \rho^{-1}] \).

Here \( e \) is the identity element of \( \mathbb{F}_q \). Note that under this setting the base motion \( Y \) is a (lazy) nearest-neighbor random walk. As stated before, if \( \lambda \in [1, \rho^{-1}] \), then the particles in the BRW almost surely eventually vacates every finite subset of \( \mathbb{F}_q \), and thus the accumulation points at infinity form a random closed subset \( \Lambda \) of \( \partial \mathbb{F}_q \). We call \( \Lambda \) the limit set of the BRW and denote by \( \dim_H(\Lambda) \) its Hausdorff dimension under the metric \( d_\mu \). Hueter and Lalley [27] provided a quantitative description of the Hausdorff dimension of \( \Lambda \), which we restate in Theorem 1.1 as follows. In fact, their results hold for all regular trees \( \mathbb{T}_d \) of degree \( d \geq 3 \) (i.e., the Cayley graph of the free product \( (\mathbb{Z}_2)^* \)). The special case when \( Y \) is a simple random walk was already proved in Liggett [39]. We remark that in their setting and notion, weak survival is equivalent to transience in our language.

**Theorem 1.1 ([27,36]).** Consider a BRW on \( \mathbb{F}_q \) with mean offspring \( \lambda \in [1, \rho^{-1}] \) and let \( M_n \) be the number of points at distance \( n \) from the root that are ever visited by particles of the BRW. Then almost surely \( \theta(\lambda) = \lim_{n \to \infty} M_n^{1/n} \) exists and is a constant, and the limit set \( (\Lambda, d_\mu) \) has Hausdorff dimension \( h(\lambda) = \log_q \theta(\lambda) \). The functions \( \theta(\lambda) \) and \( h(\lambda) \) are continuous and strictly increasing in \( \lambda \in [1, \rho^{-1}] \), and have critical exponent \( 1/2 \) at \( \rho^{-1} \) in the sense that for some constant \( C > 0 \),

\[
\begin{align*}
\theta(\rho^{-1}) - \theta(\lambda) &\sim C \sqrt{\rho^{-1} - \lambda}, \\
h(\rho^{-1}) - h(\lambda) &\sim \frac{C}{\theta(\rho^{-1}) \log q} \sqrt{\rho^{-1} - \lambda},
\end{align*}
\]

as \( \lambda \uparrow \rho^{-1} \). Furthermore, we have that

\[ \theta(\lambda) \leq \sqrt{2q - 1} \quad \text{and} \quad h(\lambda) \leq \frac{1}{2} \dim_H(\partial \mathbb{F}_q), \]

with equality holding if and only if the underlying random walk is a (lazy) simple random walk and \( \lambda = \rho^{-1} \).

Recently Candellero, Gilch, and Müller [12] extended Theorem 1.1 to the BRW on free product (by amalgamation) of finite groups when \( \nu \) has a finite second moment and base motion \( Y \) is a lazy nearest-neighbor random walk, with the upper bound in (1.3) replaced by the square root of volume growth rate of the underlying group. In fact, they obtained more general results on free product of graphs, such as the critical exponent of Hausdorff dimension of \( \Lambda \) being 1 or \( 1/2 \) depends on whether the weighted Green function is left differentiable at \( \rho^{-1} \) or not.

The same type of phase transition on the Hausdorff dimension of the geometric boundaries has also been observed for other growth models including the branching Brownian motion on real hyperbolic spaces \( \mathbb{H}^m \) (see Lalley and Sellke [37] for \( m = 2 \) and Karpelevich, Pechersky, and Suhov [31] for \( m \geq 3 \)), branching diffusion on hyperbolic spaces (Kelbert and Suhov [32]) and the isotropic contact processes on regular trees (Liggett [39], Lalley and Sellke [38]). Other instances
of processes for which the weak survival phase (or the coexistence phase, i.e., the phase that infinitely many connected clusters exist almost surely) is known to exist include percolation on nonamenable hyperbolic quasi-transitive graphs [28] (see also [4, 34, 35] for the case of transitive nonamenable planar hyperbolic graphs).

In [27], the function $\theta(\lambda)$ was expressed as the unique solution to an algebraic equation in terms of the weighted Green functions of the base random walk. Based on this formula, Lalley [36] pointed out that the critical exponent $1/2$ in (1.2) is related to the exponent $3/2$ occurring in the following asymptotics obtained in [19]: for any $\chi$ and $y$, there is $C_{\chi, y} > 0$ such that

$$p_n(x, y) \sim C_{\chi, y} \rho^n n^{-3/2}$$

as $n$ tends to infinity along the set $\{n : p_n(x, y) > 0\}$, where $p_n(x, y) := \mathbb{P}(Y_n = y | Y_0 = x)$. He conjectured that the BRWs on the groups with the property (1.4) should have the same type of phase transition as that in Theorem 1.1. Recently Gouëzel [22, 23] proved such a heat kernel decay (1.4) holds for any nonelementary hyperbolic groups and random walks with superexponential step distribution. So it is natural to expect that the BRW on nonelementary hyperbolic groups has critical exponent $1/2$ for both the volume growth rate of its trace and the Hausdorff dimension of its limit set.

To state our main results, we first review some standard facts on (Gromov) hyperbolic groups; see §2 or [20, 26] for more details. Let $\Gamma$ be a finitely generated group equipped with a word metric $d$. Let $S_n := \{x \in \Gamma : d(e, x) = n\}$ the sphere of radius $n$ centered at the identity element $e$. The exponential growth rate (or volume growth rate) of $\Gamma$ is defined by $\limsup_{n \to \infty} |S_n|^{1/n}$, where $|A|$ is the cardinality of a set $A$. The logarithm of the volume growth rate is called the volume entropy, i.e.,

$$\nu = \limsup_{n \to \infty} \frac{1}{n} \log |S_n|.$$  

(1.5)

For $x, y, z \in \Gamma$, define the Gromov product $(y \mid z)_x$ of $y$ and $z$ with respect to $x$ by

$$(y \mid z)_x := \frac{1}{2} \{d(x, y) + d(x, z) - d(y, z)\}.$$  

The group $\Gamma$ is called (Gromov) hyperbolic if there is a constant $\delta \geq 0$ such that

$$(x \mid y)_w \geq \min \{(x \mid z)_w, (y \mid z)_w\} - \delta$$

for all $x, y, z$ and $w \in \Gamma$.

Now assume that the hyperbolic group $\Gamma$ is nonelementary; that is, $\Gamma$ is neither finite nor virtually $\mathbb{Z}$. Let $\mu$ be an admissible probability measure on $\Gamma$. Here a measure is called admissible if its support generates $\Gamma$ as a semigroup. Throughout this paper, we assume that $\mu$ is superexponential in the sense that

$$\sum_{x \in \Gamma} e^{rd(e, x)} \mu(x) < \infty$$

for all $r \geq 0$ and is symmetric in the sense that $\mu(x^{-1}) = \mu(x)$ for all $x \in \Gamma$. Let $Y = Y_n \rightarrow_0$ be the random walk with step distribution $\mu$. 

and \( p_n(x, y) = \mathbb{P}(Y_n = y \mid Y_0 = x) \) the associated heat kernel. For \( r \geq 0 \) and \( x, y \in \Gamma \), define the (weighted) Green function

\[
G_r(x, y) = \sum_{n=0}^{\infty} r^n p_n(x, y).
\]

The spectral radius \( \rho \) is the reciprocal of the convergence radius of the series \( G_r(x, y) \) and is independent of the choices for \( x \) and \( y \). Since \( \Gamma \) is nonelementary, we have that \( \rho \in (0, 1) \). Furthermore, \( G_{\rho^{-1}}(x, y) \) is finite for any \( x, y \in \Gamma \); see [45, theorem II.7.8]. Set

\[
H_n(r) := \sum_{x \in S_n} G_r(e, x) \quad \text{and} \quad H(r) := \limsup_{n \to \infty} \{H_n(r)\}^{1/n} \quad \text{for} \quad r \leq \rho^{-1}.
\]

Recall that \( \nu \) is a probability measure on \( \mathbb{N} = \{1, 2, \ldots\} \) with mean \( \lambda \in [1, \infty) \). Consider the BRW \((\Gamma, \nu, \mu)\). Let \( \mathcal{P} \) be the set of points in \( \Gamma \) that are ever visited by the BRW \((\Gamma, \nu, \mu)\). Denote by \( M_n \) be the number of points \( x \in \mathcal{P} \) with \( |x| = n \).

Our first main result is on the growth rate for \( M_n \) in the transient regime \( \lambda \in [1, \rho^{-1}] \). As stated before, if \( \lambda > \rho^{-1} \), then the BRW \((\Gamma, \nu, \mu)\) is recurrent and hence \( M_n = |S_n| \).

**Theorem 1.2.** Assume \( \mu \) is an admissible, superexponential, symmetric probability on a nonelementary hyperbolic group \( \Gamma \), and \( \nu \) is a probability on \( \mathbb{N} \) with mean \( \lambda \in [1, \rho^{-1}] \). Consider the BRW \((\Gamma, \nu, \mu)\) starting at \( e \). Then

\[
H(\lambda) = \limsup_{n \to \infty} M_n^{1/n} \quad \text{a.s.}
\]

In addition, \( H(\lambda) \in [1, e^{\nu/2}] \) is continuous and strictly increasing in \( \lambda \in [1, \rho^{-1}] \), and has critical exponent \( 1/2 \) at \( \rho^{-1} \) in the sense that for some constant \( C > 0 \),

\[
(1.6) \quad H(\rho^{-1}) - H(\lambda) \sim C \sqrt{\rho^{-1} - \lambda} \quad \text{as} \quad \lambda \uparrow \rho^{-1}.
\]

Let \( \partial \Gamma \) be the hyperbolic boundary of the metric space \((\Gamma, d)\). The Gromov product can be naturally extended to \( \partial \Gamma \). A metric \( d_a \) on \( \partial \Gamma \) is said to be visual with parameter \( a > 1 \) if there is a positive constant \( c \) such that

\[
c^{-1} a^{-\delta(\xi | \xi')} e \leq d_a(\xi, \xi') \leq c a^{-\delta(\xi | \xi')} e
\]

for all \( \xi, \xi' \in \partial \Gamma \). Note that the visual metric \( d_a \) exists for \( a - 1 > 0 \) sufficiently small, and \((\partial \Gamma, d_a)\) is a compact metric space. Furthermore, any two visual metrics (not necessarily with the same parameters) define the same topology. By [15], the Hausdorff dimension \( \dim_H(\partial \Gamma) \) of \((\partial \Gamma, d_a)\) is given by \( \nu / \log a \).

The accumulation points of the set \( \mathcal{P} \) in \( \Gamma \cup \partial \Gamma \) form a random closed subset \( \Lambda \subset \partial \Gamma \), which is called the limit set of BRW \((\Gamma, \nu, \mu)\). As stated before, when \( \lambda > \rho^{-1} \), BRW \((\Gamma, \nu, \mu)\) is recurrent and hence \( \Lambda = \partial \Gamma \) a.s. In this paper, we prove in the regime \( \lambda \in [1, \rho^{-1}] \) that the Hausdorff dimension of \( \Lambda \) is the logarithm of the volume growth rate for the BRW. The critical case \( \lambda = \rho^{-1} \) remains open.
Theorem 1.3. Assume $\lambda \in [1, \rho^{-1})$. Let $\mu$ be an admissible, superexponential, symmetric probability on a nonelementary hyperbolic group $\Gamma$, and $\nu$ a probability on $\mathbb{N}$ with mean $\lambda$. Then the Hausdorff dimension $\dim_H(\Lambda)$ of the limit set $(\Lambda, d_\Lambda)$ of $\text{BRW}(\Gamma, \nu, \mu)$ is $h(\lambda) = \log a H(\lambda)$ almost surely. In particular, $h(\lambda)$ is continuous and strictly increasing in $\lambda \in [1, \rho^{-1})$, $h(\rho^{-1}-) \leq \frac{1}{2} \dim_H(\partial \Gamma)$, and has critical exponent $1/2$ at $\rho^{-1}$ in the sense that

$$h(\rho^{-1}-) - h(\lambda) \sim \frac{C}{H(\rho^{-1}) \log a} \sqrt{\rho^{-1} - \lambda} \quad \text{as } \lambda \uparrow \rho^{-1},$$

where $C$ is the constant in Theorem 1.2.

Remark 1.4.

(i) As we will see in the proof of Theorem 3.1, for $\lambda < \rho^{-1}$, the inequality $\log H(\lambda) \leq \nu/2$ holds on any nonamenable groups. See [37, §8] for an explanation why $1/2$ appears here, using the “backscattering principle”.

(ii) The critical exponent $1/2$ of $H$ is related to the exponent $3/2$ in (1.4). In fact, it follows from (1.4) that for every $x \in \Gamma$, there exists a positive constant $C_x$ such that

$$\log G_{\rho^{-1}}(e, x) - \log G_\lambda(e, x) \sim C_x (\rho^{-1} - \lambda)^{1/2} \quad \text{as } \lambda \uparrow \rho^{-1}.$$

We will see in §6 that the constant $C_x$ has a limit when $x$ goes to the boundary $\partial \Gamma$ along a typical geodesic. Thus it is natural to expect that the critical exponent of $H$ is $1/2$.

(iii) The critical exponent $1/2$ is universal among the nonelementary hyperbolic groups in the sense that it does not depend on the particular hyperbolic groups, the offspring distributions or the base motion of the BRWs. On general nonamenable groups, the exponent is not necessarily $1/2$. For example, it is proved in [12, theorem 3.10] that, on free products of (not necessarily finite) groups the critical exponent is 1 or $1/2$ according to whether the Green function $G_\lambda(e, e)$ is differentiable (from left) at the critical point $\lambda = \rho^{-1}$ or not.

(iv) When $\nu(0) > 0$, i.e., the particles have zero offspring with positive probability, by slightly modifications, one can show that Theorems 1.2 and 1.3 hold on the event that $\text{BRW}(\Gamma, \nu, \mu)$ survives.

In the critical case $\lambda = \rho^{-1}$, it is clear that $\dim_H(\Lambda) \geq \log a H(\rho^{-1})$. We conjecture it is indeed an equality.

Conjecture 1.5. Let $\mu$ be an admissible, superexponential, symmetric probability on a nonelementary hyperbolic group $\Gamma$, and $\nu$ a probability on $\mathbb{N}$ with mean $\lambda = \rho^{-1}$. Then the limit set $(\Lambda, d_\Lambda)$ of $\text{BRW}(\Gamma, \nu, \mu)$ has Hausdorff dimension $\log a H(\rho^{-1})$ almost surely.

When $\Gamma$ is a free group with at least two generators or a free product (by amalgamation) of finitely many finite groups, equipped with the natural canonical word
metric, Conjecture 1.5 holds true. Its proof depends heavily on the tree structure or the block tree structure of the corresponding Cayley graphs; see Remark 5.10 for more details.

We describe briefly the proofs of Theorems 1.2 and 1.3 as follows.

1. Our proofs rely essentially on the so-called Ancona’s inequalities [1, 22, 23], which state that the Green function $G_{\lambda}(x, y)$ is roughly multiplicative along geodesics. In particular, using Ancona’s inequalities, we can prove that

\[ H_n(\lambda) = \sum_{x: d(e, x) = n} G_{\lambda}(e, x) \]

is roughly sub- and super-multiplicative and has purely exponential growth. This kind of behavior is typical on nonelementary hyperbolic groups and Riemannian manifolds with negative curvature, and is closely related to the critical exponent $1/2$.

2. We use the first- and second-moment methods to prove that the growth rate for $M_n$ coincides with that of the sum $H_n(\lambda)$ of Green functions over the sphere $\mathbb{S}_n$. The estimate for the two-point correlation function of the BRW is required to get the upper bound for the second moment of $M_n$ and has its own interests. Our estimates on the correlation is not optimal and may be significantly improved.

3. We prove that in the subcritical case $\lambda < 1$, along each geological path $\gamma$ the BRW has a positive speed and thus converges to a unique limit point $X_\gamma$ in the hyperbolic boundary $\partial \Gamma$, and further these particles do not deviate too much from the geodesic from $e$ to $X_\gamma$. Moreover, the map $\gamma \mapsto X_\gamma$ is continuous and the collection of all such points $X_\gamma$ is exactly the limit set $\Lambda$ of the BRW. These facts lead to a sequence of nice coverings of $\Lambda$ using the concept of shadows introduced by Sullivan [43] and the upper bound $\dim_H(\Lambda) \leq \log_a H(\lambda)$ for the Hausdorff dimension follows. Using these ingredients, we may get further geometric properties of the limit set $\Lambda$. For examples, one can prove that $\Lambda$ is totally disconnected and that two independent subcritical BRWs have disjoint limit sets. The latter statement is much stronger than that their traces have finitely many intersections.

Let $\chi_n$ be the uniform distribution on $\mathcal{P}_n$ and $\chi$ a weak limit point conditioned on the configuration of the BRW. Using the estimate for the second moment of $M_n = |\mathcal{P}_n|$, we can prove that $\chi$ is supported on $\Lambda$ and satisfies

\[ \int_{\Lambda} \int_{\Lambda} [d_a(x, y)]^{-h} \, d\chi(x) d\chi(y) < \infty \]

for any $h < \log_a H(\lambda)$. The lower bound $\dim_H(\Lambda) \geq \log_a H(\lambda)$ follows from Frostman’s lemma.

4. Using the Cannon automaton coding geodesics on a nonelementary hyperbolic group and thermodynamic formalism of the resulting symbolic dynamics, we
may express $\log H(\lambda)$ as the pressure of certain transfer operators of the dynamical system. Then we show that the critical exponent for $H(\lambda)$ is $1/2$ by applying the perturbation method developed in Gouëzel [22].

Throughout this paper, we will use $C, C_1, C_2, \ldots$, and $c, c_1, c_2, \ldots$, to denote positive constants, whose precise values are not important and may be changed from line to line. The remainder of the paper is organized as follows. In §2, we review some preliminaries on hyperbolic groups and (branching) random walks thereon. The proofs of Theorems 1.2 and 1.3 will be divided into four steps as described above; each of them is presented in one of the following four sections §3–§6.

2 Preliminaries

In this section we review some necessary preliminaries on random walks and branching random walks on hyperbolic groups. The readers are referred to [16, 20, 26] for a general introduction to hyperbolic groups, and to [7, 22, 23, 30, 45] for an introduction and recent progress of random walks on hyperbolic groups/spaces.

2.1 Hyperbolic groups

Let $\Gamma$ be a finitely generated group with the identity element $e$ and a finite symmetric generating set $S$. The word distance $d = d_S$ is defined by

$$d(x, y) = \begin{cases} \inf \{ n : \exists s_1, \ldots, s_n \in S \text{ with } x^{-1}y = s_1 \cdots s_n \}, & x \neq y, \\ 0, & x = y. \end{cases}$$

This is the graph distance on the Cayley graph of $(\Gamma, S)$. Write $|x| := d(e, x)$ for simplicity. For $x, y \in \Gamma$, let $[x, y]$ be an arbitrarily chosen geodesic segment in $\Gamma$ connecting $x$ and $y$.

The Gromov (inner) product of $x$ and $y$ with respect to $z$ is defined as

$$(x \mid y)_z := \frac{1}{2} [d(x, z) + d(y, z) - d(x, y)].$$

When $z = e$, write $(x \mid y) := (x \mid y)_e$.

**Definition 2.1.** Let $\delta \geq 0$. The group $\Gamma$ is $\delta$-hyperbolic (in the sense of Gromov) if, for any $w, x, y, z \in \Gamma$, the following ultrametric type inequality holds

$$(x \mid y)_w \geq \min \{ (x \mid z)_w, (y \mid z)_w \} - \delta.$$  

Say $\Gamma$ is (Gromov) hyperbolic if it is $\delta$-hyperbolic for some $\delta \geq 0$.

Note that (2.1) can be rewritten as

$$(2.2) \quad d(x, y) + d(z, w) \leq \max \{ d(x, z) + d(y, w), d(x, w) + d(y, z) \} + 2\delta$$

and interpreted as follows. There are three possible ways to divide the four points into pairs and the corresponding sums of distances are $g = d(x, y) + d(z, w)$, $m = d(x, z) + d(y, w)$, $s = d(x, u) + d(y, z)$. Assume that $s \leq m \leq g$ (rename the
points if necessary). Then (2.2) is written as $g \leq m + 2\delta$, that is, the greatest sum cannot exceed the mean sum by more than $2\delta$.

There are other equivalent definitions of hyperbolicity. For example, a group $\Gamma$ is called $\delta$-hyperbolic in the sense of Rips if all geodesic triangles in $(\Gamma, d)$ are $\delta$-thin; that is, each side of such a triangle is contained in the $\delta$-neighborhood of the union of the other two sides. Intuitively, any geodesic triangle is roughly isometric to a "tripode". In general, from [20, theorem 2.12], there is a constant $C$ depending only on $n$ and $\delta$ such that for any subset $A$ consisting of at most $n$ points, there exists a map $\Psi$ from $A$ to a metric tree such that

$$d(x, y) - C \leq d(\Psi(x), \Psi(y)) \leq d(x, y) \quad \text{for any } x, y \in A.$$  

The Rips hyperbolicity and Gromov hyperbolicity are equivalent. More precisely,

(i) if a group is $\delta$-hyperbolic, then it is $(4\delta)$-hyperbolic in the sense Rips;
(ii) if a group is $\delta$-hyperbolic in the sense of Rips, then it is $\delta$-hyperbolic.

See for example [16, prop. 1.6].

There are many examples of hyperbolic groups, including virtually free groups, co-compact finitely generated Fuchsian groups, small cancellation groups [26, §0.2A], and fundamental groups of compact Riemannian manifolds of negative sectional curvature [20, chap. 3]. By [8], a hyperbolic group $\Gamma$ with its word metric is roughly similar to a convex subset of some real hyperbolic space $\mathbb{H}^m$; that is, there exist a mapping $\Psi$: $\Gamma \to \mathbb{H}^m$ and $0 < \delta < 4\delta$ such that $|\theta d_{\mathbb{H}}(\Psi(x), \Psi(y)) - d(x, y)| \leq C$ for all $x, y \in \Gamma$, where $d_{\mathbb{H}}$ is the hyperbolic distance on $\mathbb{H}^m$.

Clearly the free groups over $q \geq 2$ symbols are $0$-hyperbolic in both Rips and Gromov senses, and in this case the Gromov product $(x | y)_z$ is precisely the distance between $z$ and the geodesic segment $[x, y]$. This remains roughly true for general $\delta$-hyperbolic group [16, prop. 1.5]):

$$d(x, y) - C \leq d(z, [x, y]) \leq d(x, y) + 4\delta.$$

A hyperbolic group $\Gamma$ is said to be nonelementary if it is neither finite nor virtually $\mathbb{Z}$ (i.e., does not contain $\mathbb{Z}$ as a subgroup of finite index). In this case, $\Gamma$ is nonamenable since it contains a free subgroup. As a consequence, it has an exponential volume growth; that is, the volume entropy $\nu$ defined by (1.5) is positive. By [15, theorem 7.2], this growth is purely exponential; i.e., there is a constant $C > 1$ such that

$$C^{-1}e^{\nu n} \leq |B(e, n)| \leq Ce^{\nu n} \quad \forall n \in \mathbb{N}.$$  

Let $\Gamma$ be a nonelementary hyperbolic group. Fix a reference point $z$. A sequence $(x_n)$ of points in $\Gamma$ is said to converge at infinity if $\liminf_{n,m \to \infty} (x_n | x_m)_z = \infty$, and two such sequences $(x_n)$ and $(y_n)$ are equivalent if $(x_n | y_n)_z \to \infty$ as $n \to \infty$. The hyperbolic boundary of $\Gamma$, denoted by $\partial \Gamma$, consists of the equivalent classes of sequences converging at infinity. Say a sequence $(x_n)$ converges to $\xi \in \partial \Gamma$ and write $\lim_{n \to \infty} x_n = \xi$ or $x_n \to \xi$ if this sequence belongs to the equivalent
class $\xi$. One can endow $\partial \Gamma$ with a topology so that two classes of sequences $(x_n)$ and $(y_n)$ are close if $\liminf_{m,n \to \infty} (x_m | y_n)_z$ is large. Note that this topology is independent of the choice of the reference point $z$. Moreover, the set $\Gamma \cup \partial \Gamma$ carries a natural topology as well. Under this topology, $\Gamma$ is an open dense subset of $\Gamma \cup \partial \Gamma$.

The Gromov product can be extended to $\partial \Gamma$ by taking limits of Gromov products in $\Gamma$:

$$ (\xi | \eta)_z = \sup_{m,n \to \infty} \liminf_m (x_m | x_n)_z. $$

where the supremum is taken over all sequences $(x_n)$ and $(y_n)$ in $\Gamma$ such that $\xi = \lim_{m \to \infty} x_m$ and $\eta = \lim_{n \to \infty} y_n$. Taking the supremum and $\liminf$ in this definition is, by no means, the only choice. In fact, all four possible choices in the definition of $(\xi | \eta)_z$ differ by at most $2\delta$ (cf. Väisälä [44, lemma 5.6]). Under this extension, we have for every $x, y, z, w \in \Gamma \cup \partial \Gamma$ that

$$ (x | y)_w \geq \min \{(x | z)_w, (y | z)_w\} - 2\delta. $$

As mentioned in the introduction, $\partial \Gamma$ can be metrized following Gromov [26, §7.2]. For a real number $a > 1$ sufficiently close to 1, there is a metric $d_\Gamma$ on $\Gamma \cup \partial \Gamma$, called the visual metric with parameter $a$, such that the following hold:

(P1) The metric $d_\Gamma$ induces the canonical boundary topology on $\partial \Gamma$.

(P2) There is a constant $C \geq 1$ depending only on $\delta$ and $a$ such that

$$ C^{-1} a^{-(x | y)_e} \leq d_\Gamma(x, y) \leq C a^{-(x | y)_e} \quad \forall x \neq y \in \Gamma \cup \partial \Gamma. $$

Furthermore, both $(\Gamma \cup \partial \Gamma, d_\Gamma)$ and $(\partial \Gamma, d_\Gamma)$ are compact, and any two visual metrics are Hölder equivalent and therefore they define the same topology.

**Theorem 2.2.** [15, cor. 7.5 and theorem 7.7] *Let $\Gamma$ be a nonelementary hyperbolic group with volume entropy $v$. Then $(\partial \Gamma, d_\Gamma)$ has Hausdorff dimension $v/\log a$.***

The proof of Theorem 2.2 relies on the idea of a shadow, which was first introduced by Sullivan [43] to study the Patterson–Sullivan measure on hyperbolic spaces.

**Definition 2.3.** Let $\Gamma$ be a nonelementary hyperbolic group and $x, z \in \Gamma$. The shadow $\mathcal{U}_x(x, \kappa)$ cast by $x$ from the light source $z$, with parameter $\kappa > 0$, is defined to be the set of points $\xi \in \partial \Gamma$ such that $(x | \xi)_z \geq d(z, x) - \kappa$.

We write $\mathcal{U}_x(x, \kappa) = \mathcal{U}_z(x, \kappa)$ for simplicity. Roughly speaking, a point $\xi \in \mathcal{U}_z(x, \kappa)$ if $x$ comes within distance $\kappa$ of any geodesic from $z$ to $\xi$. Assume that $\Gamma$ is a nonelementary $\delta$-hyperbolic group and $\kappa > 2\delta$. Then for each fixed $n \geq 1$, the shadows $\mathcal{U}_x(x, \kappa)$ with $|x| = n$ cover $\partial \Gamma$ efficiently. More precisely, there is a constant $N$ such that for any $\xi \in \partial \Gamma$ and any $n \geq 1$ there is at least $1$ and are at most $N$ elements $x$ with the properties that $|x| = n$ and $\xi \in \mathcal{U}_x(x, \kappa)$; see [10, lemma 2.5.6].
2.2 Random walks on hyperbolic groups

Let $\Gamma$ be a nonelementary hyperbolic group and $\mu$ an admissible symmetric probability measure on $\Gamma$. Here $\mu$ is said to be admissible if its support generates $\Gamma$ as a semigroup. We say that $\mu$ has superexponential tails if for all $K > 1$, $\mu(B(e,n)^c) \leq K^{-n}$ for $n$ large enough. Equivalently, $\mu$ has superexponential tails if, for all $r > 0$, the sum $\sum_{x \in \Gamma} e^{r|x|} \mu(x)$ is finite. Throughout this paper, we will assume that $\mu$ has superexponential tails.

The random walk $Y = (Y_n)_{n=0}^\infty$ starting at $x$ with step distribution $\mu$ is defined as $Y_n = x \xi_1 \xi_2 \cdots \xi_n$, where $\xi_1, \xi_2, \ldots$ is a sequence of i.i.d. random variables with common distribution $\mu$. It may be viewed as a Markov chain on $\Gamma$ whose transition probability is given by $p(x,y) = \mu(x^{-1}y)$. For $x, y \in \Gamma$ and $r \geq 0$, define the (weighted) Green function by

$$G_r(x,y) := \sum_{n \geq 0} p_n(x,y)r^n,$$

where $p_n(x,y) := P(Y_n = y)$ is the heat kernel of the random walk. Clearly, the Green function and heat kernel are invariant under the left action of $\Gamma$, that is, $G_r(x,y) = G_r(e,x^{-1}y)$ and $p_n(x,y) = p_n(e,x^{-1}y)$, where $e$ is the identity element of $\Gamma$.

Let $\rho := \limsup_{n \to \infty} \{p_n(x,y)\}^{1/n}$ be the spectral radius of the random walk $Y$; that is, $\rho^{-1}$ is the convergence radius of Green function $G_r(x,y)$. Since the random walk is irreducible, $\rho$ is independent of $x, y \in \Gamma$. By [45, theorem 7.8], $Y$ is $\rho$-transient in the sense that $G_{\rho^{-1}}(x,y) < \infty$ for all $x, y \in \Gamma$. This and the dominated convergence theorem imply that $G_r(x,y)$ is continuous in $r \in [0, \rho^{-1}]$.

The so-called Ancona inequalities assert that the Green function $G_r(x,y)$ is roughly multiplicative along geodesics. Such inequalities were first developed by Ancona [1] for $r < \rho^{-1}$ when identifying the Martin boundary for random walks. Recently Gouëzel [22, 23] proved that these inequalities hold uniformly for $r \leq \rho^{-1}$. This uniformity will play an important role in the proof of Theorem 3.1.

**Theorem 2.4** (Uniform Ancona inequalities, [22, theorem 2.3], [23, theorem 1.3]). Assume that $\mu$ is an admissible symmetric probability measure with superexponential tails on a nonelementary hyperbolic group $\Gamma$. Then there exists a constant $C \geq 1$ such that for any $x, z \in \Gamma$ and any $y$ close to a geodesic segment from $x$ to $z$,

$$(2.8) \quad G_r(x,z) \leq C G_r(x,y) G_r(y,z), \quad r \in [1, \rho^{-1}].$$

The constant $C$ depends only on the distance from $y$ to the geodesic segment connecting $x$ and $z$.

**Theorem 2.5** (Strong uniform Ancona inequalities, [22, theorem 2.9], [23, theorem 4.10]). Under the assumptions of Theorem 2.4, there are positive constants $C$ and $\tau$ such that for all $r \in [1, \rho^{-1}]$ and for all points $x, x', y, y'$ such that there exists a geodesic segment of length at least $n$, within bounded distances of both
geodesics \([x, y]\) and \([x', y']\) (see Figure 2.1 for an illustration),

\[
\frac{|G_r(x, y)/G_r(x', y') - 1|}{G_r(x, y')/G_r(x', y')} \leq Ce^{-\eta n}.
\]

We will also use restricted Green functions defined as follows. For a path \(\gamma = xx_1 \cdots x_{n-1}y\) of length \(n\) from \(x\) to \(y\), let \(u_r(\gamma) = \gamma n \prod_{i=0}^{n-1} \mu(x_i^{-1}x_{i+1})\) with the convention \(x_0 = x\) and \(x_n = y\). For any subset \(A\) of \(\Gamma\), define the restricted Green function \(G_r(x, y; A) = \sum u_r(\gamma)\) for \(0 \leq r \leq \rho^{-1}\), where the sum is over all paths \(\gamma = xx_1 \cdots x_{n-1}y\) such that \(x_i \in A\) for \(1 \leq i \leq n - 1\).

The following lemma shows the probability that the random walk does not follow a geodesic is superexponentially small, which was proved in [22, lemma 2.6] for finitely supported \(\mu\) and in [23, §4.4] for the general case.

**Lemma 2.6** ([22, lemma 2.6], [23]). For every \(K > 0\), there is \(N > 0\) such that, for all \(n \geq N\) and all points \(x, y\) and \(z\) in \(\Gamma\) on a geodesic segment (in this order) with \(d(x, y) \geq n\) and \(d(y, z) \geq n\),

\[
G_{\rho^{-1}}(x, z; B(y, n^c)) \leq K^{-n}.
\]

### 2.3 Branching random walks on hyperbolic groups

Let \(\mu\) be an admissible symmetric probability on a nonelementary hyperbolic group \(\Gamma\) and \(\nu\) a probability on \(\mathbb{N}\) with mean \(\lambda \in [1, \infty)\). We recall the definition of the branching random walk \(\text{BRW}(\Gamma, \nu, \mu)\). At time \(n = 0\), one particle is located at \(x \in \Gamma\). For any \(n \geq 1\), each particle alive at time \(n\) dies and gives birth to an independent random number of offspring particles according to the probability \(\nu\), each of which independently takes a step on \(\Gamma\) according to the random walk \(Y\) with step distribution \(\mu\).

It is convenient to view the BRW as a tree-indexed random walk (cf. [3]). Let \(\mathcal{T}\) be a rooted infinite tree. The root is denoted by \(\emptyset\), and for a vertex \(u\) of \(\mathcal{T}\) let \(|u|\) be the graph distance from \(u\) to \(\emptyset\) and let \(u_i, 0 \leq i \leq |u|\), be the ancestor of \(u_i\) in the \(i\)th generation. When \(i = |u| - 1\) we denote \(u^{-} = u_i\) for simplicity. For \(m \geq 0\), let \(\mathcal{T}_m\) be the set of vertices \(u\) with \(|u| = m\). For \(u, w \in \mathcal{T}\), \(u \wedge w\) stands for the common ancestor of \(u\) and \(w\) with the largest generation. Consider a sequence of i.i.d. random variables \(\{\eta_u, u \in \mathcal{T} \setminus \{\emptyset\}\}\) with common distribution \(\mu\). The random walk on \(\Gamma\) indexed by \(\mathcal{T}\) is a collection of \(\Gamma\)-valued random variables \(\{X_u, u \in \mathcal{T}\}\) given by \(X_u = x \cdot \prod_{j=1}^{|u|} \eta_{u_j}\). A tree-indexed random walk becomes a BRW(\(\Gamma, \nu, \mu\)) if the underlying tree is a Galton–Watson tree induced by the offspring distribution \(\nu\).
A BRW is called recurrent if almost surely each point in \( \Gamma \) is visited infinitely many times and transient if almost surely any finite subset is eventually free of particles. As stated in the introduction, we have the following classification in recurrence and transience; see [3] for the sub- and supercritical case and [18] for the critical case. We also refer to [5] for corresponding results for continuous time BRW and [25] for branching diffusion on Riemannian manifolds. Recall that \( \rho \) is the spectral radius of the underlying random walk.

**Theorem 2.7.** The BRW \((\Gamma, v, \mu)\) is transient if and only if \( \lambda \leq \rho^{-1} \).

Let \( \mathcal{P} \) be the set of points in \( \Gamma \) that are ever visited by the BRW \((\Gamma, v, \mu)\), and \( \Lambda \) the limit set of the BRW (namely, the set of accumulation points of \( \mathcal{P} \)). Clearly for \( \lambda > \rho^{-1} \), almost surely \( \mathcal{P} = \Gamma \) and \( \Lambda = \partial \Gamma \). In this paper we focus on the transient regime \( \lambda \leq \rho^{-1} \) and study the volume growth rate of \( \mathcal{P} \) and the Hausdorff dimension for the limit set \( \Lambda \).

### 3 Growth for Green Functions

Recall \( |x| = d(e, x) \) is the word length of \( x \in \Gamma \). For \( n \geq 0 \) let \( \mathbb{S}_n = \{ x \in \Gamma : |x| = n \} \) be the sphere with radius \( n \) centered at \( e \), the identity element of \( \Gamma \). For \( r \in [0, \rho^{-1}] \), define

\[
H_n(r) := \sum_{x \in \mathbb{S}_n} G_r(e, x) \quad \text{and} \quad H(r) := \limsup_{n \to \infty} \{H_n(r)\}^{1/n}.
\]

We will see in the next section that \( H(r) \) determines the volume growth rate for the BRW on hyperbolic groups. Since for \( r \geq 1 \),

\[
\sum_{n=0}^{\infty} H_n(r) = \sum_{k=0}^{\infty} \sum_{x \in \Gamma} p_k(e, x) = \infty,
\]

we have that \( H(r) \geq 1 \). Moreover, we have that \( H(1) = 1 \). Indeed, for \( r_0 \in (1, \rho^{-1}) \) and \( C_0 > 0 \),

\[
H_n(1) = \sum_{x \in \mathbb{S}_n} \sum_{k=0}^{\infty} p_k(e, x) \\
\leq \sum_{k=0}^{C_0n} \sum_{x \in \mathbb{S}_n} p_k(e, x) + r_0^{-C_0n} \sum_{x \in \mathbb{S}_n} \sum_{k>C_0n} r_0^k p_k(e, x) \\
\leq C_0n + r_0^{-C_0n} H_n(r_0).
\]

Therefore \( H(1) \leq \max\{1, r_0^{-C_0} H(r_0)\} \) and the equality follows by choosing \( C_0 \) so that \( r_0^{-C_0} H(r_0) \leq 1 \).

**Theorem 3.1.** Assume that \( r \in [1, \rho^{-1}] \). Then there is a constant \( C \geq 1 \) such that for every \( n \geq 0 \) that

\[
C^{-1} H(r)^n \leq H_n(r) \leq CH(r)^n,
\]

\( (3.2) \)
and thus \( H(r) = \lim_{n \to \infty} \{H_n(r)\}^{1/n} \). Furthermore, \( H(r) \) is continuous and strictly increasing, and satisfies
\[
H(r) \leq e^{v/2}
\]
with \( v \) given by (1.5).

Since \( H(r) \) is a strictly increasing function, we have that \( H(r) > 1 \) for \( 1 < r \leq \rho^{-1} \). By (3.2), the growth for \( H_n(r) \) is purely exponential. This makes the corresponding dynamical system relatively simple and is crucial when we prove that \( H(r) \) has critical exponent 1/2 at \( \rho^{-1} \) in §6.

We present several lemmas before proving Theorem 3.1.

**Lemma 3.2.** There exists a constant \( C > 0 \) such that for every \( r \in [1, \rho^{-1}] \) and \( m, n \geq 0 \),
\[
H_{m+n}(r) \leq CH_m(r)H_n(r).
\]

**Proof.** For every \( x \in \mathbb{S}_{m+n} \), choose a geodesics \([e, x]\) from \( e \) to \( x \) and let \( y \) be the unique point in \([e, x] \cap \mathbb{S}_m \). Then by the uniform Ancona inequalities (Theorem 2.4), there exists a constant \( C > 0 \) depending only on \( \Gamma \) such that
\[
G_r(e, x) \leq CG_r(e, y)G_r(y, x) = CG_r(e, y)G_r(e, y^{-1}x).
\]
Therefore,
\[
H_{m+n}(r) = \sum_{x \in \mathbb{S}_{m+n}} G_r(e, x) \leq C \sum_{y \in \mathbb{S}_m} G_r(e, y) \sum_{z \in \mathbb{S}_n} G_r(e, z) = CH_m(r)H_n(r). \]
\[\square\]

**Lemma 3.3.** There exists a constant \( C > 0 \) such that for every \( r \in [1, \rho^{-1}] \) and \( m, n \geq 0 \),
\[
H_{m+n}(r) \geq CH_m(r)H_n(r).
\]

**Proof.** By [22, lemma 2.4], there exists integer \( c_1 > 0 \) with the property that for every \( x, y \in \Gamma \), there is a \( a \in \Gamma \) of length at most \( c_1 \) such that \( |xa|y| \geq |x| + |y| \). Set \( \Psi(x, y) = xa|y \). By the first two paragraphs in the proof of [22, lemma 2.5], there is \( c_2 > 0 \) such that each point has at most \( c_2 \) preimages under \( \Psi \), that is, \(|\{(x, y) : \Psi(x, y) = z\}| \leq c_2 \) for any \( z \in \Gamma \).

Now for \( x \in \mathbb{S}_m \) and \( y \in \mathbb{S}_n \), we have that \( m + n \leq \Psi(x, y) \leq m + n + c_1 \) and for some positive constants \( c_3, c_4 \),
\[
G_r(e, x)G_r(e, y) \leq c_3 G_r(e, x)G_r(e, a)G_r(e, y)
= c_3 G_r(e, x)G_r(x, xa)G_r(xa, xay)
\leq c_4 G_r(e, \Psi(x, y)).
\]
As a consequence,
\[ H_m(r) H_n(r) \leq c_4 \sum_{x \in S_m, y \in S_n} G_r(e, \Psi(x, y)) \]
\[ \leq c_4 \sum_{k=m+n}^{m+n+c_1} \sum_{z \in S_k} G_r(e, z) \]
\[ = c_4 \sum_{k=0}^{c_1} H_{m+n+k}(r). \]
By Lemma 3.2, there are positive constants \( c_5 \) and \( c_6 \) such that
\[ H_m(r) H_n(r) \leq c_5 \sum_{k=0}^{c_1} H_{m+n+k}(r) H_k(r) \leq c_6 H_{m+n}(r). \]
\[ \square \]

PROOF OF THEOREM 3.1. By Lemmas 3.2 and 3.3, we have
\[ c_1^{-1} H_m(r) H_n(r) \leq H_{m+n}(r) \leq c_1 H_m(r) H_n(r) \]
for some constant \( c_1 \geq 1 \). Applying Fekete’s subadditive lemma,
\[ H(r) = \lim_{n \to \infty} \{ H_n(r) \}^{1/n} = \inf \{ c_1 H_n(r) \}^{1/n} = \sup_n \left\{ \frac{H_n(r)}{c_1} \right\}^{1/n}, \]
and (3.2) follows. Since we have written \( H(r) \) both as a supremum of continuous functions and an infimum of continuous functions, it is both upper and lower semicontinuous, and therefore continuous in \( r \in [1, \rho^{-1}] \).

To prove that \( H(r) \) is strictly increasing, we first claim that there is \( \varepsilon > 0 \) such that for all \( m \geq 1 \),
\[ (3.4) \]
\[ \mathbb{P} \left( \left| Y_m \right| \geq \varepsilon^{-1} m \right) \leq \rho^m, \]
where \( Y_m = \xi_1 \xi_2 \cdots \xi_m \) and \( \xi_1, \xi_2, \ldots \) are i.i.d. random variables with common distribution \( \mu \). In fact, if we set \( Z_m = |\xi_1| + |\xi_2| + \cdots + |\xi_m| \), then \( |Y_m| \leq Z_m \).
Since \( \mu \) is superexponential, (3.4) follows from the well-known large deviation principle for the one-dimensional random walk \( (Z_m) \); see for example [17, §2.2].

Now for any \( 1 \leq r_1 < r_2 \leq \rho^{-1} \) and \( x \in S_n \) we have that
\[ H_n(r_1) = \sum_{x \in S_n} \sum_{m=0}^{\infty} r_1^m p_m(e, x) \]
\[ = \sum_{x \in S_n} \sum_{m=0}^{\varepsilon n} r_1^m p_m(e, x) + \sum_{x \in S_n} \sum_{m=\varepsilon n+1}^{\infty} r_1^m p_m(e, x) \]
\[ \leq \sum_{m=0}^{\varepsilon n} r_1^m \mathbb{P} \left( \left| Y_m \right| \geq \varepsilon^{-1} m \right) + \left( \frac{r_1}{r_2} \right)^{\varepsilon n} \sum_{x \in S_n} \sum_{m=\varepsilon n+1}^{\infty} r_2^m p_m(e, x) \leq \]
\[
\leq \sum_{m=0}^{\varepsilon n} r_1^m \rho^m + \left( \frac{r_1}{r_2} \right)^{\varepsilon n} \sum_{x \in \mathcal{S}_n} G_{r_2}(e, x)
\]

\[
\leq (1 - r_1 \rho)^{-1} + \left( \frac{r_1}{r_2} \right)^{\varepsilon n} H_n(r_2).
\]

Thus we have that \(r_1^{-\varepsilon} H(r_1) \leq r_2^{-\varepsilon} H(r_2)\). In particular, \(H(r)\) is strictly increasing in \([1, \rho^{-1}]\).

It remains to prove that \(H(r) \leq e^{u/2}\). By the Cauchy-Schwarz inequality,

\[
\left[ \sum_{x \in \mathcal{S}_n} G_r(e, x) \right]^2 \leq |\mathcal{S}_n| \sum_{x \in \mathcal{S}_n} G_r(e, x)^2.
\]

By [24, prop. 1.9],

\[
c(r) := \sum_{z \in \Gamma} G_r(e, z)^2 = \frac{\partial}{\partial r} [r G_r(e, e)] < \infty
\]

for \(r < \rho^{-1}\). It follows that

\[
H(r) \leq \limsup_{n \to \infty} \left[ c(r) |\mathcal{S}_n| \right]^{1/2} = e^{u/2}, \quad 1 \leq r < \rho^{-1}.
\]

Using the left continuity of \(H(r)\) at \(r = \rho^{-1}\), we complete the proof. \(\square\)

**Remark 3.4.**

(i) The proof of (3.3) can be shortened a bit using the fact that \(\sum_{x \in \mathcal{S}_n} G_r(e, x)^2\) is uniformly bounded; see [22, lemma 2.5].

(ii) If the random walk is nearest-neighbor, that is, \(\mu\) is supported on the generating set, then we have

\[
G_{r_1}(e, x) = \sum_{m=0}^{\infty} r_1^m p_m(e, x) \leq \left( \frac{r_1}{r_2} \right)^n G_{r_2}(e, x),
\]

and hence \(r_1^{-1} H(r_1) \leq r_2^{-1} H(r_2)\). In particular, \(H(r) \geq r\) for \(r \in [1, \rho^{-1}]\).

### 4 Volume Growth Rate for BRW

In this section, we will prove that the volume growth rate for BRW(\(\Gamma, v, \mu\)) on a nonelementary hyperbolic group \(\Gamma\) coincides with \(H(\lambda)\), the growth rate for Green function of the base random walk \(Y\) investigated in the previous section.

Assume BRW(\(\Gamma, v, \mu\)) starts at \(e\). For \(x \in \Gamma\) denote by \(Z_x\) the number of particles in the BRW that ever visit \(x\). Let \(\mathcal{P} := \{x \in \Gamma : Z_x \geq 1\}\), that is, the set of points in \(\Gamma\) that are ever visited by the BRW. Denote by \(M_n\) the cardinality of \(\mathcal{P}_n := \mathcal{P} \cap \mathcal{S}_n\).

**Theorem 4.1.** For \(\lambda \in [1, \rho^{-1}]\), \(H(\lambda) = \limsup_{n \to \infty} M_n^{1/n}\) almost surely.
The proof of the upper bound for \( \limsup M_n^{1/n} \) in Theorem 4.1 is quite easy. In fact, by the well-known many-to-one formula, we have that \( \mathbb{E}[Z_X] = G_\lambda(e, x) \). Therefore,

\[
(4.1) \quad \mathbb{E}[M_n] \leq \sum_{x \in S_n} \mathbb{E}[Z_X] = \sum_{x \in S_n} G_\lambda(e, x) = H_n(\lambda).
\]

Thus for any \( \varepsilon > 0 \) we have

\[
\mathbb{P}(M_n^{1/n} \geq H(\lambda) + \varepsilon) \leq \frac{\mathbb{E}[M_n]}{(H(\lambda) + \varepsilon)^n}.
\]

As a direct consequence of the Borel-Cantelli lemma and (3.2), we get the following lemma.

**Lemma 4.2.** For \( \lambda \in [1, \rho^{-1}] \), \( \limsup_{n \to \infty} M_n^{1/n} \leq H(\lambda) \) a.s.

In the rest of this section, we prove the lower bound for \( \limsup_{n \to \infty} M_n^{1/n} \) in Theorem 4.1 by applying the second moment method.

### 4.1 The second moment

We start with the estimate for the correlation between \( Z_X \) and \( Z_Y \) for \( x, y \in \Gamma \).

**Lemma 4.3.** Assume that \( \psi \) has a finite second moment. Then there is a constant \( c > 0 \) such that for \( x, y \in \Gamma \),

\[
(4.2) \quad \mathbb{E}[Z_X Z_Y] \leq c \sum_{z \in \Gamma} G_\lambda(e, z)G_\lambda(z, x)G_\lambda(z, y).
\]

**Proof.** Note that \( Z_X = \sum_{m=0}^{\infty} \sum_{u \in T_m} \mathbb{1}_{\{X_u = x\}} \). For \( m, n \geq k \), the expectation of number of pairs \( (u, u) \) with \( u \in T_m, \ w \in T_n, \) and \( |u \wedge v| = k \) is at most \( c \lambda^{m+n-k} \) with \( c = \lambda^{-2} \sum_{k=1}^{\infty} k^2 \nu(k) \). Then

\[
\mathbb{E}[Z_X Z_Y] = \mathbb{E} \left[ \sum_{m,n=0}^{\infty} \sum_{k=0}^{\infty} \sum_{z \in \Gamma} \sum_{u \in T_m} \sum_{w \in T_n} \mathbb{1}_{\{X_u = x, X_w = y, X_{u \wedge w} = z, |u \wedge w| = k\}} \right]
\]

\[
\leq c \sum_{k=0}^{\infty} \sum_{m=k}^{\infty} \sum_{n=k}^{\infty} \sum_{z \in \Gamma} \lambda^k \rho_k(e, z) \lambda^{m-k} \rho_{m-k}(z, x) \lambda^{n-k} \rho_{n-k}(z, y)
\]

\[
= c \sum_{z \in \Gamma} G_\lambda(e, z)G_\lambda(z, x)G_\lambda(z, y). \quad \Box
\]

**Corollary 4.4.** Assume \( \lambda \in [1, \rho^{-1}) \) and that \( \psi \) has a finite second moment. There is a constant \( c > 0 \) such that \( \mathbb{E}[M_n] \geq c H(\lambda)^n \) for all \( n \geq 0 \).
Proof. Recall from [40, prop. 6.6] that \( p_m(x, y) \leq \rho^m \). As a consequence,
\[
G_\lambda(z, x)^2 \leq 2 \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} \lambda^{m+k} p_m(z, x) p_k(z, x)
\]
\[
\leq \frac{2}{1 - \lambda \rho} \sum_{m=0}^{\infty} (\lambda \rho)^m \lambda^m p_m(z, x).
\]
Therefore, we have from Lemma 4.3 and the semigroup property of the heat kernel that there is \( c_1 > 0 \) such that
\[
\mathbb{E}[Z_x^2] \leq \frac{2c_1}{1 - \lambda \rho} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} (\lambda \rho)^m \lambda^m p_k(e, z) p_m(z, x)
\]
\[
\leq \frac{2c_1}{(1 - \lambda \rho)^2} G_\lambda(e, x).
\]
By the Paley–Zygmund inequality,
\[
\mathbb{P}(Z_x \geq 1) \geq \frac{(\mathbb{E}[Z_x])^2}{\mathbb{E}[Z_x^2]} = \frac{G_\lambda(e, x)^2}{\mathbb{E}[Z_x^2]} \geq c_2 G_\lambda(e, x)
\]
for some constant \( c_2 > 0 \). This corollary follows from Theorem 3.1 and the fact that \( \mathbb{E}[M_n] = \sum_{x \in \mathbb{S}_n} \mathbb{P}(Z_x \geq 1) \).

The following lemma is crucial for our estimates and will also be used in Section 5. We present its proof at the end of this section.

**Lemma 4.5.** For every \( \lambda \in (1, \rho^{-1}) \), there exists a constant \( c > 0 \) such that for \( 0 \leq k \leq 2n \),
\[
\sum_{x, y \in \mathbb{S}_n} \sum_{z \in \Gamma} G_\lambda(e, z) G_\lambda(z, x) G_\lambda(z, y) \leq c H(\lambda)^{n+k/2}.
\]

Now we are ready to establish the upper bound for \( \mathbb{E}[M_n^2] \).

**Corollary 4.6.** Assume \( \lambda \in (1, \rho^{-1}) \) and that \( \psi \) has a finite second moment. There is a constant \( c > 0 \) such that \( \mathbb{E}[M_n^2] \leq c (\mathbb{E}[M_n])^2 \) for every \( n \geq 0 \).

**Proof.** Recall that \( H(\lambda) > 1 \). By Lemmas 4.3 and 4.5, we have that \( \mathbb{E}[M_n^2] \leq c_1 H(\lambda)^{2n} \) for some \( c_1 > 0 \). Applying Corollary 4.4 we complete the proof of this result. \( \square \)

### 4.2 Proof of Theorem 4.1

**Proof of Theorem 4.1.** If \( \lambda = 1 \), the branching random walk consists of only one particle evolving as a transient random walk. Clearly we have that
\[
\lim_{n \to \infty} M_n^{1/n} = 1 = H(1)
\]
almost surely.
Now we assume that $\lambda \in (1, \rho^{-1})$ and that $\nu$ has a finite second moment. By Lemma 4.2, it suffices to prove that $\limsup_{n \to \infty} M_{n}^{1/n} \geq H(\lambda)$ almost surely.

By Corollary 4.4, there is $c_{1} > 0$ such that $E[M_{n}] \geq c_{1} H(\lambda)^{n}$. Applying the Paley-Zygmund inequality and Corollary 4.6,

$$\mathbb{P}(M_{n} \geq 2^{-1}c_{1}H(\lambda)^{n}) \geq \mathbb{P}(M_{n} \geq 2^{-1}E[M_{n}]) \geq \frac{(E[M_{n}])^{2}}{4E[M_{n}]} \geq \frac{c_{2}}{4}$$

for some $c_{2} > 0$. Therefore, with probability at least $c_{2}/4 > 0$, the events

$$\{M_{n}^{1/n} \geq (c_{1}/2)^{1/n}H(\lambda)\}$$

occur for infinitely many $n$. Applying Lemma 4.7 below, we prove the theorem for $\lambda \in (1, \rho^{-1})$.

It remains to consider the case $\lambda = \rho^{-1}$ or the second moment of $\nu$ is infinite. For any small enough $\varepsilon > 0$, we may construct another probability measure $\nu'$ on $\mathbb{N}$ with mean $\lambda - \varepsilon$ and finite second moment such that $\nu'$ is stochastically dominated by $\nu$. Let $M'_{n}$ be the number of vertices $x \in S_{n}$ that are visited by $\text{BRW}(\Gamma, \nu', \mu)$ starting at $e$. It is easy to see that $M'_{n}$ is also stochastically dominated by $M_{n}$.

Therefore,

$$\mathbb{P}\left(\limsup_{n \to \infty} M_{n}^{1/n} \geq H(\lambda - \varepsilon)\right) \geq \mathbb{P}\left(\limsup_{n \to \infty}(M'_{n})^{1/n} \geq H(\lambda - \varepsilon)\right) = 1.$$  

Since $H$ is continuous in $[1, \rho^{-1}]$, we obtain that $\limsup_{n \to \infty} M_{n}^{1/n} \geq H(\lambda)$ a.s., which completes the proof of this theorem. \hfill \Box

**Lemma 4.7.** For every $\lambda \in [1, \rho^{-1}]$, the limit $\limsup_{n \to \infty} M_{n}^{1/n}$ is almost surely a constant.

**Proof.** The proof is standard and might be known in the literature. Here we spell out the details for readers’ convenience.

Let $X = (X_{u}, u \in T)$ be the BRW we are considering. For $u \in T_{1}$, let $T^{(u)}$ be the subtree of $T$ consisting of the children of $u$ and $X^{(u)} = \{X_{v}, v \in T^{(u)}\}$. Conditioned on $\{X_{u}, u \in T_{1}\}$, the processes $X^{(u)}, u \in T_{1}$, are independent BRWs starting respectively at $X_{u}$. Let $\eta$ and $\eta_{u}, u \in T_{1}$, be respectively the volume growth rate for the traces of the BRWs $X$ and $X^{(u)}$. Clearly, $\eta_{u}$ does not depend on the location of $X_{u}$ and conditioned on $T_{1}$, $\eta_{u}$ has the same distribution as that of $\eta$. Let $\varphi(s) = \sum_{k=1}^{\infty} s^{k} \nu(k)$ be the generating function of $|T_{1}|$. Then for every $h \geq 0$, we have from the fact

$$\eta = \max_{u \in T_{1}} \eta_{u},$$

that

$$\mathbb{P}(\eta \leq h) = \sum_{k=0}^{\infty} \mathbb{P}(|T_{1}| = k) \mathbb{P}(\eta \leq h)^{k} = \varphi(\mathbb{P}(\eta \leq h)).$$

Therefore the probability $\mathbb{P}(\eta \leq h)$ is either 0 or 1 and $\eta$ is almost surely a constant. \hfill \Box
4.3 Proof of Lemma 4.5

**Proof of Lemma 4.5.** For $x, y \in \mathbb{S}_n$ with $d(x, y) = k$, let $w$ be the projection of $e$ to the geodesic $[x, y]$. Then from (2.3),

$$n - k/2 = (x \mid y)_e \leq d(e, w) = |u| \leq (x \mid y)_e + 4\delta = n - k/2 + 4\delta.$$  

Using (2.3) again,

$$d(e, w) - 4\delta \leq (x \mid w)_e \leq d(e, w), \quad d(e, w) - 4\delta \leq (y \mid w)_e \leq d(e, w),$$

which together with (4.4) imply that

$$k/2 - 8\delta \leq d(x, w) \leq k/2 + 8\delta, \quad k/2 - 8\delta \leq d(y, w) \leq k/2 + 8\delta.$$

For $z \in \Gamma$, choose $u := u(z) \in [e, w] \cup [w, x] \cup [w, y]$ so that

$$d(z, u) = \min\{d(z, [e, w]), d(z, [w, x]), d(z, [u, y])\}.$$

Let $\Omega_1(x, y), \Omega_2(x, y)$ and $\Omega_3(x, y)$ be respectively the set of the points $z \in \Gamma$ such that $u(z)$ belongs to $[e, w], [w, x]$ and $[w, y]$. See Figure 4.1 for illustration of relative locations of $e, x, y$ and $z$.

For $z \in \Omega_1(x, y)$, we have from (2.3) that $(z \mid w)_u = d(z, u) - (u \mid w)_z \leq 4\delta$ and $(u \mid x)_u = d(u, w) - (w \mid x)_u \leq 4\delta$. Combining these two inequalities,

$$d(z, w) + d(u, x) \geq d(z, u) + d(w, x) + 2d(u, w) - 16\delta.$$  

**Case 1.** $d(u, w) > 9\delta$. By (4.6),

$$d(z, w) + d(u, x) > d(z, u) + d(w, x) + 2\delta.$$  

This and (2.2) imply that

$$d(z, w) + d(u, x) \leq d(z, x) + d(u, w) + 2\delta.$$  

Using (4.6) again, the above inequality may be rewritten as

$$d(z, x) \geq d(z, u) + d(u, w) + d(w, x) - 18\delta.$$
Case 2. $d(u, w) \leq 9\delta$. By (2.3),
\[ d(z, u) \leq d(z, [w, x]) \leq (w | x)_z + 4\delta \]
(4.8)
\[ = \frac{1}{2} [d(z, x) + d(z, u) - d(w, x)] + 4\delta, \]
\[ (z | u)_w \leq d(w, [z, u]) \leq d(u, w). \]
Hence
\[ d(z, x) \geq 2d(z, u) + d(u, x) - d(z, w) - 8\delta \]
\[ = d(z, u) + d(u, w) + d(w, x) - 2(z | u)_w - 8\delta \]
\[ \geq d(z, u) + d(u, w) + d(w, x) - 2d(u, w) - 8\delta \]
\[ \geq d(z, u) + d(u, w) + d(w, x) - 26\delta. \]
From (4.7) and (4.9), in both cases, $u$ and $w$ are close to the geodesic segment connecting $z$ and $x$. Since $u$ is the projection of $z$ to the geodesic from $e$ to $w$, it is also within a bounded distance of a geodesic connecting $e$ and $z$.

By the uniform Ancona inequalities, there is a constant $c_1 > 0$ depending only on $\delta$ such that
\[ G_\lambda(e, z) \leq c_1 G_\lambda(e, u) G_\lambda(u, z), \]
\[ G_\lambda(z, x) \leq c_1 G_\lambda(z, u) G_\lambda(u, w) G_\lambda(w, x). \]
By the same arguments,
\[ G_\lambda(z, y) \leq c_1 G_\lambda(z, u) G_\lambda(u, w) G_\lambda(w, y). \]
Therefore, combining with (4.4) and (4.5), we have that there are positive constants $c_2$ and $c_3$ depending only on $\delta$ such that
\[ \sum_{x, y \in \mathbb{S}_\eta} \sum_{z \in \Omega_1(x, y)} G_\lambda(e, z) G_\lambda(z, x) G_\lambda(z, y) \]
\[ \leq c_2 \sum_{|u| \leq n - k/2 + 2\delta} G_\lambda(e, u) \sum_{w \in \Gamma} G_\lambda(u, w)^2 \sum_{z \in \Gamma} G_\lambda(u, z)^3 \]
\[ \sum_{k/2 - 2\delta \leq |w^{-1}x| \leq k/2 + 4\delta} G_\lambda(w, x) G_\lambda(w, y) \]
\[ \leq c_3 H(\lambda)^{n+k/2}, \]
where we have used (3.2) and the fact that
\[ \sum_{w \in \Gamma} G_\lambda(e, w)^3 \leq c_4 \sum_{w \in \Gamma} G_\lambda(e, w)^2 < \infty \]
for $\lambda < \rho^{-1}$ (cf. [22, cor. 3.3]) in the last inequality.
Now assume $z \in \Omega_2(x, y) \cup \Omega_3(x, y)$. Without loss of generality, we only need to consider the case $z \in \Omega_2(x, y)$. By similar arguments, one can prove that $u$ and $w$ are close to the geodesic segments $[e, z]$ and $[y, z]$. By (4.4), (4.5), and
the uniform Ancona inequalities, there are positive constants $c_4$ and $c_5$ depending only on $\delta$ such that
\[
\sum_{x, y \in \Omega_n} \sum_{z \in \Omega_{2}(x, y)} G_\lambda(e, z)G_\lambda(z, x)G_\lambda(z, y) \\
\leq c_4 \sum_{n-k/2 \leq |w| \leq n-k/2+2\delta} G_\lambda(e, u) \sum_{u \in \Gamma} G_\lambda(u, u)^2 \sum_{z \in \Gamma} G_\lambda(z, u)^3 \\
\sum_{|u^{-1}x| \leq k/2+4\delta} G_\lambda(u, x) \sum_{k/2-2\delta \leq |w^{-1}y| \leq k/2+4\delta} G_\lambda(u, y) \\
\leq c_5 H(\lambda)^{n+k/2}.
\]
Combining (4.10) and (4.11), we complete the proof of this lemma. \(\square\)

5 Hausdorff Dimension of Limit Set

In this section, $\mu$ is an admissible, superexponential, and symmetric probability on nonelementary hyperbolic group $\Gamma$, and $v$ is a probability on $\mathbb{N}$ with mean $\lambda \in [1, \rho^{-1}]$. Let $Y$ be the random walk on $\Gamma$ with step distribution $\mu$ and $\rho$ its spectral radius. Recall that $(X_u, u \in \mathcal{T})$ is the branching random walk on $\Gamma$ with offspring distribution $v$ and base motion $Y$. Fix a visual metric $d_{a}$ on $\partial \Gamma$ with parameter $a > 1$, and let $\Lambda$ be the limit set of $(X_u, u \in \mathcal{T})$ defined as the set of accumulation points on $\partial \Gamma$.

**Theorem 5.1.** Assume $\lambda \in [1, \rho^{-1})$. Then the Hausdorff dimension of $(\Lambda, d_{a})$ is, with probability 1, equal to $h(\lambda) := \log_a H(\lambda)$.

To prove Theorem 5.1, we first study some properties of the limit set $\Lambda$ in §5.1, and then prove the upper bound $\dim_H(\Lambda) \leq h(\lambda)$ in §5.2 and the lower bound $\dim_H(\Lambda) \geq h(\lambda)$ in §5.3.

5.1 Limit set of BRW

**Lemma 5.2.** There is a constant $C > 0$ such that, almost surely, we have $|X_u| \leq C|u|$ for $|u|$ large enough.

**Proof.** For $u \in \mathcal{T}$ with $|u| = n$, let $\mathcal{G} = \{u(0), u(1), \ldots, u(n) = u\}$ be the geodesic line on $\mathcal{T}$ connecting $\emptyset$ and $u$. Define $V_u = |X_{u(0)}| + |X_{u(0)}^{-1}X_{u(1)}| + \cdots + |X_{u(n-1)}^{-1}X_{u(n)}|$. Then $(V_u, u \in \mathcal{T})$ is a branching random walk on the real line. It is well-known that the limit $\lim_{n \to \infty} \frac{1}{n} \max_{|u| = n} V_u$ exists and is almost surely a finite constant; see, for example, Kingman [33] and Biggins [6]. The lemma follows immediately. \(\square\)

Recall that $v$ is the volume entropy of $\Gamma$ defined in (1.5).

**Lemma 5.3.** Suppose $\lambda \in [1, \rho^{-1})$. Then for any $0 < \ell < -v^{-1} \log(\lambda \rho)$, almost surely there are only finitely many $u \in \mathcal{T}$ such that $|X_u| < \ell|u|$. In particular, $\lim_{n \to \infty} \frac{1}{n} \inf_{|u| = n} |X_u| \geq -v^{-1} \log(\lambda \rho)$ $a.s.$
PROOF. Note that for all $x \in \Gamma$, $p_n(e, x) \leq \rho^n$. We have from (2.4) that

$$\mathbb{E}\left(\sum_{u \in \mathcal{T}} 1_{|X_u| < \ell u}\right) = \sum_{n=0}^\infty \mathbb{E}\left(\sum_{u \in \mathcal{T}_n} 1_{|X_u| < \ell u}\right) \leq \sum_{n=0}^\infty \lambda^\ell \sum_{|x| < \ell n} p_n(e, x)$$

$$\leq \sum_{n=0}^\infty c_1 \lambda^\ell \rho^n e^{\ell \epsilon n} < \infty.$$ 

This completes the proof of this lemma. \hfill \Box

**Lemma 5.4.** Assume that $\lambda \in [1, \rho^{-1}]$. Then for any $\epsilon > 0$, almost surely there are only finitely many $u \in \mathcal{T}$ such that $d(X_{u^-}, X_u) > \epsilon |X_{u^-}|$.

**Proof.** Choose $s_0$ so that $s_0 \epsilon > \log H(\lambda)$, where $H(\lambda)$ is defined in (3.1). Let $\eta$ be a random variable on $\Gamma$ distributed as $\mu$. Since $\mu$ is superexponential, $c_0 := \mathbb{E}[e^{s_0 |\eta|}] < \infty$. Let $\mathcal{G}$ be the $\sigma$-algebra generated by $\mathcal{T}$. Then we have for any $u \in \mathcal{T}$,

$$\mathbb{P}\left(d(X_{u^-}, X_u) > \epsilon |X_{u^-}| \mid \mathcal{G}\right) = \mathbb{P}\left(|\eta| > \epsilon |X_{u^-}| \mid \mathcal{G}\right) \leq c_0 \mathbb{E}[e^{-s_0 \epsilon |X_{u^-}|} \mid \mathcal{G}].$$

As a consequence,

$$\mathbb{E}\left[\sum_{u \in \mathcal{T}} 1_{d(X_{u^-}, X_u) > \epsilon |X_{u^-}|}\right] \leq c_0 \mathbb{E}\left[\sum_{u \in \mathcal{T}} e^{-s_0 \epsilon |X_{u^-}|} \mid \mathcal{G}\right]$$

$$\leq c_0 \sum_{k=0}^\infty \lambda e^{-s_0 \epsilon k} \mathbb{E}[M_k],$$

where $M_k$ is the number of the vertices on the sphere of radius $n$ that are ever visited by the BRW. By Theorem 3.1 and (4.1), $\mathbb{E}[M_k] \leq c_1 H(\lambda)^k$ for some $c_1 > 0$. Therefore we have that $\mathbb{E}\left[\sum_{u \in \mathcal{T}} 1_{d(X_{u^-}, X_u) > \epsilon |X_{u^-}|}\right] < \infty$ and the lemma follows. \hfill \Box

We define a metric $d_\mathcal{T}$ on $\mathcal{T} \cup \partial \mathcal{T}$ by

$$d_\mathcal{T}(u, w) = \begin{cases} 2^{-|u \wedge w|} & \text{if } u \neq w, \\ 0 & \text{otherwise,} \end{cases} u, w \in \mathcal{T} \cup \partial \mathcal{T}.$$ 

Under this metric, $\mathcal{T} \cup \partial \mathcal{T}$ is almost surely a compact metric space.

**Proposition 5.5.** Suppose $\lambda \in [1, \rho^{-1}]$. Fix $0 < \ell_0 < -\nu^{-1}\log(\lambda\rho)$ and let $\alpha = \ell_0 \log_2 \lambda$. Then, almost surely, $(\mathcal{T}, d_\mathcal{T}) \ni u \mapsto X_u \in (\Gamma, d_\alpha)$ defines a H"older-continuous map of index $\alpha$, and this map can be extended to a H"older-continuous map of index $\alpha$ from $(\mathcal{T} \cup \partial \mathcal{T}, d_\mathcal{T})$ to $(\Gamma \cup \partial \Gamma, d_{\alpha})$.

**Proof.** Let $\ell_0 < \ell < -\nu^{-1}\log(\lambda\rho)$. By Lemmas 5.2, 5.3, and 5.4, almost surely there is $n_0 := n_0(\omega)$ such that for all $u \in \mathcal{T}$ with $|u| \geq n_0$, we have that $|X_u| \geq \ell |u|$ and $d(X_{u^-}, X_u) \leq (\ell - \ell_0)|u|$. Let us fix such an $\omega$ in the rest
of the proof. Denote by $\langle \emptyset = u(0), u(1), \ldots, u(n) = u \rangle$ the geodesic line on $T$ connecting $\emptyset$ and $u$. Then we have for $j \geq n_0$.

$$\left( X_{u(j)} \mid X_{u(j+1)} \right)_e \geq \frac{1}{2} [\ell j + \ell(j + 1) - (\ell - \ell_0)j] \geq \ell_0 j.$$ 

Therefore, for some positive constants $c_i$, $1 \leq i \leq 3$,

$$d_a \left( X_{u(j)}, X_{u(j+1)} \right) \leq c_1 a^{-\left( X_{u(j)} \mid X_{u(j+1)} \right)_e} \leq c_2 a^{-\ell_0 j},$$

and consequently,

$$d_a \left( X_u, X_{u(j)} \right) \leq \sum_{i=j}^{u-1} d_a \left( X_u(i), X_u(i+1) \right) \leq c_3 a^{-\ell_0 j}.$$ 

Now for $w \in T$ with $|u \wedge u| \geq n_0$, we have that

$$d_a \left( X_u, X_w \right) \leq d_a \left( X_u, X_u \wedge u \right) + d_a \left( X_w, X_u \wedge u \right) \leq 2c_3 a^{-\ell_0 |u \wedge u|} = 2c_3 \left( d_T(u, w) \right)^{\alpha}$$

with $\alpha = \ell_0 \log_2 a$. That is, the map $(T, d_T) \ni u \mapsto X_u \in (\Gamma, d_a)$ is Hölder-continuous of index $\alpha$.

For any $\gamma \in \partial T$ and sequence $(u_n)$ in $T$ with $u_n \to \gamma$, we have from the Hölder continuity that $\{X_{u_n}\}$ is a Cauchy sequence in $(\Gamma, d_a)$ and thus converges to some limit point $\xi_\gamma \in \partial \Gamma$. Define $X_\gamma = \xi_\gamma$. If $(w_n)$ is another sequence in $T$ such that $u_n \to \gamma' \in \partial T$, then

$$d_a \left( X_\gamma, X_{\gamma'} \right) = \lim_{n \to \infty} d_a \left( X_{u_n}, X_{w_n} \right) \leq 2c_3 d_T(\gamma, \gamma').$$

This implies that the map is well-defined and is Hölder-continuous of index $\alpha$ on $T \cup \partial T$. \hfill $\square$

**Corollary 5.6.** For $1 \leq \lambda < \rho^{-1}$,

$$\Lambda = \left\{ X_\gamma : \gamma \in \partial T \right\} \quad a.s.$$ 

**Proof.** By Proposition 5.5, we have for almost all $\omega$ that the map $u \mapsto X_u$ is continuous on $T \cup \partial T$. Let us fix such an $\omega$. For any $\xi \in \Lambda$, there exists a sequence $(\gamma_n) \subset P$ such that $\gamma_n \to \xi$. Choose $u_n \in T$ so that $X_{u_n} = \gamma_n$. Then there are $\gamma \in \partial T$ and a subsequence $n(k)$ such that $u_n(k)$ converges to $\gamma$. The continuity implies that $\xi = X_\gamma$. \hfill $\square$

**Remark 5.7.** Consider the critical case $\lambda = \rho^{-1}$. For $x \in \Gamma$, there is a path of length $k$ from $x$ to $e$ whose probability is bounded from below by $c_1^{-|x|}$ and staying close to a geodesic segment from $x$ to $e$. We deduce that $p_n(e, x) \leq c_1^{-|x|} p_{n+k}(e, x) \leq c_2 c_1^{-|x|} \rho^n n^{-3/2}$ for $n$ large. Using this fact one can slightly modify the arguments of Lemma 5.3 to prove that, almost surely there is $n_0 := n_0(\omega)$ such that for every $u \in T$ with $|u| \geq n_0$, $|X_u| \geq c_3 \log |u|$. If the constant $c_3$ can be chosen so that $c_3 \log_2 a > 1$, then one can check, using the same idea as that of Proposition 5.5, that the map $u \mapsto X_u$ is continuously
extended to the boundary $\partial T$. As a consequence, we still have that $\Lambda = \{X_\gamma : \gamma \in \mathcal{T}\}$ a.s.

In particular, if $\Gamma$ is virtually free, that is, if $\Gamma$ has a free subgroup of finite index, then the visual parameter $a$ can be chosen arbitrarily large so that $c_3 \log a > 1$. In this case, we have that $\Lambda = \{X_\gamma : \gamma \in \mathcal{T}\}$ a.s.

### 5.2 Proof for upper bound

Recall that $\mathcal{P}$ is the set of points in $\Gamma$ that are ever visited by particles in $\text{BRW}(\Gamma, v, \mu)$ and $\mathcal{P}_n$ the collection of the points $x \in \mathcal{P}$ with $|x| = n$. To show that the Hausdorff dimension of the limit set $\Lambda$ is at most $h(\lambda)$, it suffices to exhibit, for each $h > h(\lambda)$ and $n \in \mathbb{N}$, a covering $\{J_{nk} \cdot k \geq 1\}$ of $\Lambda$ such that $\sum_k (\text{diam } J_{nk})^h$ converges to 0 as $n \to \infty$. Here $\text{diam } A$ is the diameter of a subset $A$ of $(\partial \Gamma, d_{\partial})$. In the following lemma we use shadows $\mathcal{U}(x, \kappa)$ cast by $x \in \mathcal{P}$ with suitable parameters $\kappa$ to construct the coverings of $\Lambda$.

**Lemma 5.8.** Assume $\lambda \in [1, \rho^{-1}]$. For every $\varepsilon > 0$ and $n \in \mathbb{N}$,

$$\Lambda \subseteq \bigcup_{m=n}^{\infty} \bigcup_{x \in \mathcal{P}_m} \mathcal{U}(x, \varepsilon m) \quad \text{a.s.} \tag{5.1}$$

**Proof.** Fix a geodesic segment $[e, x]$ from $e$ to $x$ for any $x \in \Gamma$. For $x \in \Gamma$ with $|x| \geq n$, let $\pi_n(x)$ be the projection of $x$ on $\mathbb{S}_n$, that is, $\pi_n(x)$ is the point in $[e, x] \cap \mathbb{S}_n$. For $\varepsilon > 0$ consider the events

$$A_n = \{\exists z \in \mathcal{P}_n \text{ such that } \mathcal{P} \cap B(\pi_k(z), \varepsilon n) = \emptyset \text{ for some } 1 \leq k \leq n\}.$$  

Fix $K > 0$ with $\varepsilon \log K > v$. By Lemma 2.6 and (2.4), we have that, for sufficiently large $n$,

$$\mathbb{P}(A_n) \leq \sum_{z \in \mathbb{S}_n} \sum_{k=1}^{n} \mathbb{P}(z \in \mathcal{P}_n \text{ and } \mathcal{P} \cap B(\pi_k(z), \varepsilon n) = \emptyset)$$

$$\leq \sum_{z \in \mathbb{S}_n} \sum_{k=1}^{n} G_{\rho^{-1}}(e, z; B(\pi_k(z), \varepsilon n)^c)$$

$$\leq c n v^n K^{-\varepsilon n}, \tag{5.2}$$

where $c$ is a positive constant. By the choice of $K$ we have that $\sum_{n=1}^{\infty} \mathbb{P}(A_n) < \infty$. Applying the Borel-Cantelli lemma, we have that, for almost all $\omega$, there is $n_0 = n_0(\omega)$ such that for any $n \geq n_0$ and $z \in \mathcal{P}_n$, $\mathcal{P} \cap B(\pi_k(z), \varepsilon n) \neq \emptyset \quad \forall 1 \leq k \leq n$.  

(5.3) $\mathcal{P} \cap B(\pi_k(z), \varepsilon n) \neq \emptyset \quad \forall 1 \leq k \leq n.$  

There is $\Omega_0 \subset \Omega$ such that $\mathbb{P}(\Omega_0) = 1$ and for any $\omega \in \Omega_0$ all the conclusions in Lemma 5.2–5.4, Corollary 5.6, and (5.3) hold true. Fix $\omega \in \Omega_0$ and let $C$ and $\varepsilon$ be the constants in Lemma 5.2 and 5.4. By Corollary 5.6, for any $\xi \in \Lambda$, there is a geodesic ray $\mathcal{O} = u_0, u_1, u_2, \ldots \in \mathcal{T}$ so that $\xi = \lim_{n \to \infty} X_{u_n}$. Set
\( x_n = X_{\mu_n} \) and fix a constant \( 0 < \ell_0 < -\frac{\log(\lambda \rho)}{v} \). By Lemma 5.2, 5.3, Proposition 5.5 and its proof, there is a constant \( c_1 > 0 \) such that \( d_\alpha(x_n, \xi) \leq c_1 a^{-\ell_0 n} \) and \( Cn \geq |x_n| \geq \ell_0 n \) for \( n \) large enough. This and the fact \( d_\alpha(x_n, \xi) \geq c_2 a^{-\ell_0 n} \) imply that \( (x_n \mid \xi) \geq \ell_0 n - c_3 \) for some \( c_3 \). By (5.3), we can choose \( y_n \in \mathcal{P} \cap B(\pi_k(x_n), \delta \mid x_n) \), where \( k = \lfloor \ell_0 n \rfloor \) and \( \lfloor b \rfloor \) is the integer part of \( b \in \mathbb{R} \). Therefore we have for some positive constants \( c_4 \) and \( c_5 \),

\[
(\ell_0 - C\varepsilon)n - 1 \leq |y_n| \leq (\ell_0 + C\varepsilon)n, \quad (x_n \mid y_n) \geq (\ell_0 - C\varepsilon)n - c_4,
\]

\[
(y_n \mid \xi) \geq \min \{(x_n \mid y_n) \cdot (x_n \mid \xi) - 2\delta \}
\]

\[
\geq (\ell_0 - C\varepsilon)n - c_5 \geq |y_n| - \frac{2C \varepsilon}{\ell_0 + C\varepsilon} |y_n| - c_5,
\]

and thus \( \xi \in \mathcal{U}(y_n, 3C \ell_0^{-1} \varepsilon |y_n|) \). This completes the proof of the lemma. \( \square \)

**Remark 5.9.** If \( \mu \) is finitely supported, then by [22, lemma 2.6], the right-hand side of (2.10) can be improved to \( 2^{-\varepsilon\ell_0 n} \) for some \( \varepsilon_0 > 0 \). Using the same idea as the proof of Lemma 5.8, one can obtain that there is a constant \( C > 0 \) such that

\[
\Lambda \subseteq \bigcup_{m=n}^{\infty} \bigcup_{x \in \mathcal{P}_m} \mathcal{U}(x, C \log m) \quad \text{a.s.}
\]

Recall that \( M_n = |\mathcal{P}_n| \) and we have proved in Theorem 4.1 that \( \log H(\lambda) = \lim \sup_{m \to \infty} \frac{1}{m} \log M_m \) almost surely.

**Proof of Theorem 5.1: Upper Bound.** We can choose \( \varepsilon > 0 \) for each fixed \( h > h(\lambda) = \log H_\alpha(\lambda) \) so that \( (1 - \varepsilon)h \log \alpha > \log H(\lambda) \). By (2.6), we have for any \( \xi \) and \( \eta \) in \( \mathcal{U}(x, \varepsilon m) \) with \( x \in \mathcal{P}_m \),

\[
(\xi \mid \eta) \geq \min \{(x \mid \xi) \cdot (x \mid \eta) - 2\delta \} \geq (1 - \varepsilon)m - 2\delta.
\]

Then we have for some \( c > 0 \),

\[
\text{diam} \mathcal{U}(x, \varepsilon m) \leq c a^{-(1-\varepsilon)m},
\]

and therefore

\[
\sum_{m=n}^{\infty} \sum_{x \in \mathcal{P}_m} [\text{diam} \mathcal{U}(x, \varepsilon m)]^h \leq c h \sum_{m=n}^{\infty} M_m a^{-(1-\varepsilon)hm} \leq c h \sum_{m=n}^{\infty} \exp (-m (1 - \varepsilon) h \log \alpha + \log M_m),
\]

which converges to 0 almost surely. Now the desired inequality \( \dim_H(\Lambda) \leq h(\lambda) \) follows from Lemma 5.8. \( \square \)

**Remark 5.10.** If \( \Gamma \) is a free group or a free product of finite groups, then the inequality \( \dim_H(\Lambda) \leq \log_\alpha H(\lambda) \) holds in the critical case \( \lambda = \rho^{-1} \). In fact, for any \( \varepsilon > 0 \) we have from the proof of Lemma 5.8 that, for almost all \( \omega \), there is
\( n_0 := n_0(\omega) \) such that (5.3) holds for all \( z \in \mathcal{P}_n \) with \( n \geq n_0 \). We will prove for such a fixed \( \omega \) that

\[
\Lambda \subseteq \bigcup_{m=n}^{\infty} \bigcup_{z \in \mathcal{P}_m} \mathcal{U}(z, 4\varepsilon_m).
\]

For any \( \xi \in \Lambda \), we can choose \( x \in \mathcal{P} \) so that \((x, \xi)_e > n_0 \) and in particular \(|x| > n_0 \). If \((x, \xi)_e \geq (1 - 4\varepsilon)|x| \), then we have \( \xi \in \mathcal{U}(x, 4\varepsilon|x|) \). Otherwise, applying (5.3) with \( k = [(1 - 2\varepsilon)|x|] \), we can choose \( y \in \mathcal{P} \cap B(\pi_k(x), \varepsilon|x|) \), in particular, \((x, \xi)_e < (1 - 4\varepsilon)|x| < |y| < (1 - \varepsilon)|x| \). Since the projection of \( y \) on the geodesic segment \([e, x]\) has length at least \((1 - 3\varepsilon)|x| > (x, \xi)_e + n_0 \varepsilon \), we have from the tree structure of the Cayley graph of \( \Gamma \) that \((y, \xi)_e \geq (x, \xi)_e \). If \((y, \xi)_e \geq (1 - 4\varepsilon)|y| \), then we have \( \xi \in \mathcal{U}(y, 4\varepsilon|y|) \); if not, we can repeat the arguments above. Finally we will get some \( z \in \mathcal{P} \) such that \( \xi \in \mathcal{U}(z, 4\varepsilon|z|) \) and \(|z| > (x, \xi)_e \). This implies that (5.4) holds for every \( n \in \mathbb{N} \). By the same arguments as the proof of Theorem 5.1, we prove that \( \dim_H(\Lambda) \leq \log_\rho H(\rho^{-1}) \) in the case \( \lambda = \rho^{-1} \).

### 5.3 Proof for lower bound

Following the same argument as Lemma 4.7, one can prove that \( \dim_H(\Lambda) \) is a.s. a constant. By Frostman’s lemma, to prove the lower bound for \( \dim_H(\Lambda) \), it suffices to construct a probability measure \( \chi \) with support contained in \( \Lambda \) such that

\[
\int_{\Lambda} \int_{\Lambda} d_a(x, y)^{-h} \, d\chi(x) \, d\chi(y) < \infty \quad \text{with positive probability}
\]

for all \( h < h(\lambda) = \log_\rho H(\lambda) \).

Let \( \mathcal{G} \) be the \( \sigma \)-algebra generated by \( \text{BRW}(\Gamma, \nu, \mu) \). As before, we let \( \mathcal{P}_n \) be the set of vertices in \( \mathcal{S}_n \) that are ever visited by particles of the \( \text{BRW} \) and denote \( M_n = |\mathcal{P}_n| \). Conditioned on \( \mathcal{G} \), we choose for every \( n \geq 1 \) an element \( X_n \) of \( \mathcal{P}_n \) uniformly and let \( X'_n \) be an independent copy of \( X_n \). Then \( \mathbb{P}(X_n = X'_n \mid \mathcal{G}) = \frac{1}{M_n^{2}} \). Set

\[
A_n := \left\{ M_n > \frac{1}{2} \mathbb{E}[M_n] \right\} \quad \text{and} \quad W_n := \mathbb{E}[d_a(X_n, X'_n)^{-h} \mathbbm{1}_{\{X_n \neq X'_n\}} \mid \mathcal{G}].
\]

**Lemma 5.11.** For any \( 0 < h < h(\lambda) \), \( \mathbb{E}[\mathbbm{1}_{A_n} W_n] \) is uniformly bounded.

**Proof.** Note that \((X_n, X'_n)_e = n - d(X_n, X'_n)/2 \). Therefore we have for \( 0 < k \leq 2n \),

\[
\mathbb{P}\left( (X_n, X'_n)_e = \frac{k}{2} \mid \mathcal{G} \right) = \frac{1}{M_n^{2}} \sum_{d(x, y) = 2n-k} \mathbbm{1}_{\{x \in \mathcal{P}_n, y \in \mathcal{P}_n\}}.
\]

By Lemmas 4.3 and 4.5,

\[
\mathbb{E}\left[ \sum_{d(x, y) = 2n-k} \mathbbm{1}_{\{x \in \mathcal{P}_n, y \in \mathcal{P}_n\}} \right] \leq c_1 H(\lambda)^{2n-k}/2
\]
for some constant $c_1 > 0$. Applying (2.7) we have that
\[
\mathbb{E}[1_{A_n} W_n] \leq c_2 \mathbb{E}[1_{A_n} \mathbb{E}
abla h(X_n | X_n') e 1_{\{X_n \neq X_n'\}} | \mathcal{G}] \\
\leq \sum_{k=1}^{2n} c_2 a^{hk/2} \mathbb{E}[1_{A_n} \mathbb{P}\left((X_n | X_n') e = \frac{k}{2} | \mathcal{G}\right)].
\]
By (5.5), Theorem 3.1 and 4.1, we have for some $c_3$ that
\[
\mathbb{E}[1_{A_n} W_n] \leq c_3 \sum_{k=1}^{\infty} a^{hk/2} H(\lambda)^{-k/2} < \infty,
\]
which completes the proof of the lemma. \qed

We continue the proof of Theorem 5.1.

**Proof of Theorem 5.1: Lower Bound.** As in the proof of Theorem 4.1, it suffices to prove this theorem under the assumption $\sigma^2 = \sum k^2 v(k) < \infty$. By the Paley-Zygmund inequality and Corollary 4.6,
\[
\mathbb{P}(A_n) \geq \frac{\mathbb{E}[M_n]^2}{4 \mathbb{E}[M_n^2]} \geq c_1
\]
for some positive constant $c_1$. By Lemma 5.1, there is a constant $c_2 > 0$ such that $\mathbb{E}[1_{A_n} W_n] \leq c_2$ for every $n \geq 1$. Choose $c_3$ so that $c_3^{-1} c_2 < c_1/2$. We have that
\[
\mathbb{P}(A_n, W_n > c_3) \leq c_3^{-1} \mathbb{E}[1_{A_n} W_n] \leq c_3^{-1} c_2
\]
and hence
\[
\mathbb{P}(A_n, W_n \leq c_3) = \mathbb{P}(A_n) - \mathbb{P}(A_n, W_n > c_3) \geq c_1/2.
\]
Since $\Gamma \cup \partial \Gamma$ is compact, given $\mathcal{G}$, there is a subsequence $\{n_k\}$ such that the conditional distribution of $X_{n_k}$ (resp., $X_{n_k}'$) converges weakly to some random variable $\eta$ (resp., $\eta'$) on $\partial \Gamma$. By Fatou’s lemma, $\mathbb{E}[d_\eta(\eta, \eta')^{-h} | \mathcal{G}] \leq \liminf_{k \to \infty} W_{n_k}$. By (5.6), we have that
\[
\mathbb{P}\left(\limsup_{k \to \infty} A_{n_k} \cap \{W_{n_k} \leq c_3\}\right) \geq c_1/2 > 0.
\]
Furthermore, for $\omega \in \limsup_{k \to \infty} A_{n_k} \cap \{W_{n_k} \leq c_3\}$, we have
\[
\liminf_{k \to \infty} W_{n_k}(\omega) \leq c_3
\]
and hence
\[
\mathbb{E}[d_\eta(\eta, \eta')^{-h} | \mathcal{G}](\omega) \leq c_3.
\]
Let $\chi$ be the conditional distribution of $\eta$ given $\mathcal{G}$. Then
\[
\int_{\Lambda(\omega)} \int_{\Lambda(\omega)} d_\eta(x, y)^{-h} d\chi(x) d\chi(y) \leq c_3.
\]
By the comments at the beginning of this subsection, we prove the lower bound\( \dim(\Lambda) \geq h(\lambda) \) for \( \lambda \in [1, \rho^{-1}] \).

\[\Box\]

## 6 Critical Exponent

To complete proving Theorems 1.2 and 1.3, we show in this section that the function \( H(\lambda) \) has critical exponent \( 1/2 \) at the critical point \( \rho^{-1} \). In §6.1 we prove that \( H(\lambda) \) is roughly \( (\rho^{-1} - \lambda)^{1/2} \). In §6.2 we review the thermodynamic formalism associated to an automatic structure of the underlying group (see [11, 22] for more details). Using this machinery, we express the function \( \log H(\lambda) \) as the pressure of a transfer operator defined by a certain potential and prove the assertion for critical exponent in §6.4.

### 6.1 Rough estimates

Recall that \( H_n(r) = \sum_{x \in S_n} G_r(e, x) \). Define

\[
V_n(r) := \frac{1}{n} \log (rH_n(r)).
\]

By [24, prop. 1.9], the derivative of \( G_r(x, y) \) with respect to \( r \) is given by

\[
\frac{\partial}{\partial r} [rG_r(x, y)] = \sum_{z \in \Gamma} G_r(x, z)G_r(z, y).
\]

(6.1)

It follows that

\[
V_n'(r) = \frac{1}{rH_n(r)} \sum_{x \in S_n} G_r(e, x)\Phi_r(x),
\]

(6.2)

where

\[
\Phi_r(x) := \sum_{z \in \Gamma} \frac{G_r(e, z)G_r(z, x)}{G_r(e, x)}.
\]

Set

\[
\eta(r) := \sum_{y \in \Gamma} G_r(e, y)G_r(y, e).
\]

By [22, lemma 3.20], there is a positive constant \( C_1 \) such that

\[
\Phi_r(x) \leq C_1 (1 + |x|)\eta(r)
\]

(6.3)

for every \( r \in [1, \rho^{-1}] \) and \( x \in \Gamma \). To prove the converse inequality, we need the following two lemmas, which are inspired by [24, lemmas 8.7 and 8.8].

Define for \( 1 \leq r < \rho^{-1} \) a probability measure \( \nu_r \) on \( \Gamma \) by

\[
\int f \, d\nu_r = \sum_{x \in \Gamma} \frac{G_r(e, x)^2 f(x)}{\sum_{x \in \Gamma} G_r(e, x)^2}
\]

(6.4)
for any nonnegative function \( f \). By [22, prop. 3.18] and its proof, we have that, as \( r \to \rho^{-1} \), \( \nu_r \) converges weakly to a probability measure \( \nu_{\rho^{-1}} \), which is supported on \( \partial \Gamma \); furthermore, for any continuous function \( f \), \( \int f \, d\nu_r \) is a continuous function in \( r \in [1, \rho^{-1}] \).

For \( x, z \in \Gamma \) and \( k > 0 \), define
\[
V_z(x, \kappa) = \{ y \in \Gamma \cup \partial \Gamma : (x \mid y)_z \geq d(z, x) - \kappa \}.
\]

**Lemma 6.1.** There exist positive constants \( C_2 \) and \( \kappa_0 \) such that for every \( \kappa \geq \kappa_0 \), \( 1 \leq r \leq \rho^{-1} \), and \( g \in \Gamma \),
\[
C_2^{-1} G_r(e, g)^2 \leq \nu_r \left( V_e(g, \kappa) \right) \leq C_2 G_r(e, g)^2.
\]

**Proof.** For \( \varepsilon > 0 \) let \( m_\varepsilon(r) \) be the maximal mass \( \nu_r(B) \) over all closed balls \( B \subseteq \Gamma \cup \partial \Gamma \) of radius at most \( \varepsilon \). By the compactness of \( \Gamma \cup \partial \Gamma \) and the weak continuity of \( r \mapsto \nu_r, m_\varepsilon(r) \) is upper semicontinuous in \( r \in [1, \rho^{-1}] \) and hence attains its maximal \( m_\varepsilon \). Clearly, \( m_\varepsilon < 1 \) for \( \varepsilon \) sufficiently small.

For \( g \in \Gamma \) let \( g_* \nu_r = \nu_r \circ g^{-1} \). Then
\[
\frac{d(g_* \nu_r)}{d\nu_r}(x) = \frac{G_r(e, g^{-1} x)^2}{G_r(e, x)^2} = \frac{G_r(g, x)^2}{G_r(e, x)^2}.
\]

By the uniform Ancona inequalities, there is a constant \( c > 0 \) such that for every \( x \in V_e(g, \kappa) \),
\[
c^{-1} G_r(e, g) G_r(g, x) \leq G_r(e, x) \leq c G_r(e, g) G_r(g, x).
\]

Therefore we have that
\[
c^{-2} \nu_r \left( g^{-1} V_e(g, \kappa) \right) \leq G_r(e, g)^{-2} \nu_r \left( V_e(g, \kappa) \right) \leq c^{2} \nu_r \left( g^{-1} V_e(g, \kappa) \right) .
\]

Note that for every \( x, y \notin g^{-1} V_e(g, \kappa) \),
\[
(x \mid y)_e \geq \min\{(x \mid g^{-1}), (y \mid g^{-1})\} - \delta \geq \kappa - \delta,
\]
and hence the diameter of \( (\Gamma \cup \partial \Gamma) \setminus g^{-1} V_e(g, \kappa) \) goes to zero uniformly in \( g \) as \( \kappa \to \infty \). Consequently, there is \( \kappa_0 > 0 \) so that for every \( \kappa \geq \kappa_0 \), \( 1 - m_\varepsilon \leq \nu_r \left( g^{-1} V_e(g, \kappa) \right) \leq 1 \). It follows from (6.6) that (6.5) holds with
\[
C_2 = c^2/(1 - m_\varepsilon). \quad \Box
\]

Let \( \gamma \) be a geodesic segment from \( e \) to \( x \). For \( z \in \gamma \) let \( \Gamma(z) \) be the set of all points \( y \in \Gamma \) such that \( z \) is the projection of \( y \) onto \( \gamma \). (If for some \( y \) there are several projections \( z_1, z_2, \ldots \) on \( \gamma \), put \( y \in \Gamma(z_i) \) only for the vertex \( z_i \) nearest to \( e \).) As in [24, lemma 8.7], we have the following lemma.

**Lemma 6.2.** There exist \( K < \infty \) and \( C_3 > 0 \) such that for any geodesic segment \( \gamma \) of length at least \( K \), and any consecutive vertices \( z_1, \ldots, z_K \) on \( \gamma \),
\[
\sum_{j=1}^{K} \sum_{y \in \Gamma(z_j)} G_r(z_j, y)^2 \geq C_3 \eta_j(r).
\]
Proof. Let \( i = \lfloor K/2 \rfloor \) and fix \( x \in \Gamma(z_i) \) with \( d(x, z_i) = K \). For \( y \in V_{z_i}(x, K/2) \) let \( w \) be the projection of \( y \) onto \( y \). By (2.1), we have

\[
(y | z_i)_x \geq \min \{ (y | u)_x, (z_i | w)_x \} - \delta.
\]

If \( K > 10\delta \), then we have from (2.3) that

\[
(z_i | w)_x - \delta \geq d(x, y) - 5\delta = K - 5\delta > K/2 \geq (y | z_i)_x.
\]

Combining the last two displays,

\[
(y | z_i)_x \geq (y | w)_x - \delta.
\]

Since \( d(y, w) \leq d(y, z_i) \), we deduce that \( d(x, w) - d(x, z_i) \leq 2\delta \). Using (2.3) again, we obtain that

\[
d(w, z_i) \leq d(x, w) - d(x, z_i) + 8\delta \leq 10\delta.
\]

Suppose \( K > \max \{ 20\delta, K_0 \} \) where \( K_0 \) is the constant in Lemma 6.1. Then \( w = z_j \) for some \( 1 \leq j \leq K \) and \( y \in \bigcup_{1 \leq k \leq K} \Gamma(z_k) \). Therefore \( V_{z_i}(x, K/2) \subseteq \bigcup_{1 \leq k \leq K} \Gamma(z_k) \). The lemma follows immediately from Lemma 6.1. \( \square \)

Lemma 6.3. There is a positive constant \( C_4 \) such that for any \( x \in \Gamma \) and \( 1 \leq r < \rho^{-1} \), \( \Phi_r(x) \geq C_4 |x| \eta(r) \).

Proof. Let \( x_0 = e, x_1, \ldots, x_m = x \) be a geodesic segment connecting \( e \) and \( x \). For any \( 0 \leq i \leq |x| \) and \( y \in \Gamma(x_i) \), we have from the uniform Ancona’s inequalities,

\[
G_r(e, y)G_r(y, x) \geq c_1 G_r(e, x_i)G_r(x_i, x)G_r(x_i, y)^2 \geq c_2 G_r(e, x)G_r(x_i, y)^2
\]

for some positive constants \( c_1 \) and \( c_2 \). By Lemma 6.2, we have that

\[
\Phi_r(x) = \sum_{i=0}^{[x]} G_r(e, y)G_r(y, x) \geq c_2 \sum_{i=0}^{[x]} G_r(x_i, y)^2 \geq c_3 |x| \eta(r).
\]

By (6.3) and Lemma 6.3, there exists a constant \( C_5 > 0 \) such that \( C_5^{-1} \leq V_n'(r)/\eta(r) \leq C_5 \) for \( 1 \leq r \leq \rho^{-1} \). By [22, theorem 3.1], we have that \( \eta(r) \sim C_6 \rho^{-1/2} \rho^{-1/2} \) for some positive constant \( C_6 \). Since

\[
V_n(\rho^{-1}) - V_n(r) = \int_r^{\rho^{-1}} \eta(s) \frac{V_n'(s)}{\eta(s)} \, ds,
\]

we have the following statements.

Lemma 6.4. There exists a constant \( C_7 > 0 \) such that for every \( 1 \leq r \leq \rho^{-1} \),

\[
C_7^{-1} \rho^{-1} (\rho^{-1} - r)^{1/2} \leq \log H(\rho^{-1}) - \log H(r) \leq C_7 (\rho^{-1} - r)^{1/2}.
\]
6.2 Symbolic dynamics

Let $S$ be a finite symmetric generating set of the group $\Gamma$. An automaton is a finite directed graph $A = (V, E, s_\ast)$ with a distinguished vertex $s_\ast$ as the initial state, and a labeling on edges by generators $\alpha: E \to S$. For a directed path $\gamma$ in $A$, one can associate a path $\alpha(\gamma)$ in the Cayley graph of $\Gamma$ by multiplying successively the generators read along the edges of $\gamma$. Denote by $\alpha_\ast(\gamma)$ the terminus of $\alpha(\gamma)$.

**Definition 6.5.** Say that a finitely generated group $\Gamma$ has a strongly Markov automatic structure if there is an automaton $A = (V, E, s_\ast)$ having the following properties:

(i) Every $v \in V$ is accessible from the initial state $s_\ast$.
(ii) For every directed path $\gamma$ in $A$, the path $\alpha(\gamma)$ is a geodesic in $\Gamma$.
(iii) The map $\alpha_\ast$ is a bijection of the set of paths starting at $s_\ast$ onto $\Gamma$.

By [14], every hyperbolic group admits a strongly Markov automatic structure. In what follows, we fix such an automaton $A$ for $\Gamma$. Let $\Sigma^*$ (resp., $\Sigma$) be the set of finite (resp., semi-infinite) paths in $A$, and $\overline{\Sigma} = \Sigma^* \cup \Sigma$. Define the metric $d(\omega, \omega') = 2^{-n}$ in $\overline{\Sigma}$, where $n$ is the first time $\omega$ and $\omega'$ diverge. Under this metric, $\Sigma^*$ is a dense open subset of the compact space $\overline{\Sigma}$.

By definition, the map $\alpha_\ast$ gives a bijection from the set of paths starting from $s_\ast$ of length $n$ to the sphere $\overline{\Sigma}_n$ in $\Gamma$. Moreover, it may be extended naturally to a continuous map from $\overline{\Sigma}$ to $\Gamma \cup \partial \Gamma$.

Let $\sigma: \overline{\Sigma} \to \overline{\Sigma}$ be the (left) shift, i.e., the map defined by deleting the first edge of a path. For any real-valued Hölder continuous function $\varphi: \overline{\Sigma} \to \mathbb{R}$ (called a potential), we define the transfer operator $L_\varphi$ acting on the set of continuous functions by

$$L_\varphi f(\omega) := \sum_{\sigma(\omega') = \omega} e^{\varphi(\omega')} f(\omega'),$$

where for $\omega = \emptyset$ we only consider the nonempty preimages of the shift $\sigma$. The transfer operator $L_\varphi$ encodes the Birkhoff sum $S_n \varphi(\omega) := \sum_{j=0}^{n-1} \varphi(\sigma^j \omega)$ in the form

$$L_\varphi^n f(\omega) = \sum_{\sigma^n \omega' = \omega} e^{S_n \varphi(\omega')} f(\omega').$$

We are mainly interested in the asymptotics of such sums, which is closely related to the spectrum of $L_\varphi$ described as follows.

The most fundamental case is where the graph $A$ is topological mixing, i.e., for two arbitrary vertices $a, b$ in $A$, for every large enough $n$, there is a path of length $n$ from $a$ to $b$. In this case, the spectrum of $L_\varphi$ is described by the Ruelle-Perron-Frobenius theorem (Ruelle [42], Bowen [9, theorem 1.7], and Parry and Pollicott [41, theorem 2.2]). If the graph $A$ is just recurrent in the sense that every vertex is accessible from every other vertex, then there is a minimal period $p > 1$ such that the length of any loop is a multiple of $p$. The set of vertices of $A$ is the union of $p$ distinct subsets $V_j$, and any edge emanating from a vertex in $V_j$ has
the endpoint in $V_{j+1}$ for every $j \in \mathbb{Z}/p\mathbb{Z}$. This decomposition is called a cyclic decomposition of $V$.

When $\mathcal{A}$ is not even recurrent, one can decompose $\mathcal{A}$ into components and associate to each component $C$ the restriction of $\varphi$ to paths staying in $C$. The resulting transfer operator $\mathcal{L}_C$ has finitely many eigenvalues of maximal modulus $e^{Pr_C(\varphi)}$ for some real number $Pr_C(\varphi)$ (which are called pressure), and they are all simple and isolated. Let $Pr(\varphi) := \max_C Pr_C(\varphi)$ be the maximum of pressure over all components. A component $C$ is said to be maximal if $Pr_C(\varphi) = Pr(\varphi)$. The potential $\varphi$ is said to be semisimple if there is no directed path between any two distinct maximal components. The following lemma provides a criteria to determine whether a potential is semisimple or not. Let $E_s$ be the set of edges starting from the vertex $s_*$ and $1_{[E_s]}$ the indicator function equal to 1 on paths starting with an edge in $E_s$ and 0 elsewhere. By the definition of transfer operator, we have $L^n\varphi 1_{[E_s]}(\omega) = \sum e^{S_n \varphi(\omega)}$, where the summation is taken over all paths $\omega$ starting at $s_*$ of length $n$.

**Lemma 6.6** ([22, lemma 3.7]). Suppose that there is a path from the initial state $s_*$ to successively $k > 0$ different maximal components. Then there is a positive constant $C$ such that

$$L^n\varphi 1_{[E_s]}(\omega) \geq C n^{k-1} e^{Pr(\varphi)}.$$ 

In the case where the potential $\varphi$ is semisimple, the dominating terms of $L^n\varphi$ are fairly well decomposed, as in the following theorem. Denote by $H_\beta$ the space of $\beta$-Hölder-continuous functions on $\Sigma$ with the norm $\| \cdot \| = \| \cdot \|_{C^\beta} + \| \cdot \|_{C^0}$, where for $f \in H_\beta$,

$$\| f \|_{C^\beta} = \sup_{\omega \neq \omega'} \frac{|f(\omega) - f(\omega')|}{d(\omega, \omega')^\beta}, \quad \| f \|_{C^0} = \sup_\omega |f(\omega)|.$$ 

We recall from [22, prop. 3.10] the asymptotic behavior for the pressure of transfer operator under perturbations of the potential. The readers are encouraged to read [22, sec. 3.3] for more details on the spectral decomposition of the transfer operator $L\varphi$ and its perturbations.

**Proposition 6.7.** Suppose $\varphi \in H_\beta$ is a semisimple potential with maximal components $C_1, \ldots, C_f$. Then there exist probability measures $\mu_i$ supported on $\Sigma$ and $\varepsilon > 0$ such that, for all $\psi \in H_\beta$ with $\|\psi\| < \varepsilon$, we have that $Pr(\varphi + \psi) = \max_{1 \leq i \leq f} Pr_i(\varphi + \psi)$, and

$$Pr_i(\varphi + \psi) = Pr(\varphi) + \int \psi \, d\mu_i + O(\|\psi\|^2),$$

where $Pr_i(\varphi + \psi)$ is the pressure of $L\varphi + \psi$ restricted to the component $C_i$.

Note that the pressures $Pr_i(\varphi + \psi)$ are not necessarily the same. However, for small enough $\psi$, the pressures of $\varphi + \psi$ on components other than the maximal ones are bounded away from $Pr(\varphi)$. Consequently, $\varphi + \psi$ is also semisimple and its maximal components appear within those of $\varphi$. 
6.3 Hölder continuity of Green functions

Define for \( r \in [1, \rho^{-1}] \) the function \( \varphi_r \) on \( \Sigma^* \) by

\[
\varphi_r(\omega) := \log \left( \frac{G_r(e, \alpha_*(\omega))}{G_r(e, \sigma_*(\omega))} \right).
\]  

(6.9)

As a consequence of the uniform Ancona inequalities, the function \( \varphi_r \) is \( \beta \)-Hölder-continuous for some \( \beta > 0 \). Furthermore, we have from [22, lemma 3.11] that

\[
||\varphi_r - \varphi_{r^{-1}}|| \leq c(\rho^{-1} - r)^{1/3}
\]

for some \( c > 0 \). It is claimed in [22, remark 3.12] that \( 1/3 \) can be replaced by \( 1/2 \) in this inequality. Here we provide a proof for the sake of completeness.

**Lemma 6.8.** The function \( \varphi_r \) is \( \beta \)-Hölder-continuous for some \( \beta > 0 \). Furthermore, there is \( C > 0 \) such that for any \( r \in [1, \rho^{-1}] \),

\[
||\varphi_r - \varphi_{r^{-1}}|| \leq C (\rho^{-1} - r)^{1/2}.
\]  

(6.10)

**Proof.** By [22, lemma 3.4], \( ||\varphi_r - \varphi_{r^{-1}}||_{C^0} \leq c(\rho^{-1} - r)^{1/2} \) for some \( c > 0 \). Thus it suffices to consider \( ||\varphi_r - \varphi_{r^{-1}}||_{C^\beta} \). We follow the idea in the proof of [22, lemma 3.4]. Consider two paths \( \omega, \omega' \in \Sigma^* \) with \( d(\omega, \omega') = 2^{-n} < 1 \). By definition we have that \( \omega_k = \omega'_k \) for \( 0 \leq k \leq n \). Set \( x = \alpha_*(\omega), x' = \alpha_*(\omega') \), \( a = \alpha_*(\omega_0) \), and \( y = \alpha_*(\omega_n) \). Then \( \varphi_r(\omega) = \log \left( \frac{G_r(e, x)}{G_r(a, x)} \right) \) and \( \varphi_r(\omega') = \log \left( \frac{G_r(e, x')}{G_r(a, x')} \right) \). By symmetry, to bound \( \varphi_r(\omega) - \varphi_r(\omega') \), it suffices to consider the function \( f(r) \) defined by

\[
f(r) := \log \left( \frac{G_r(e, x)}{G_r(a, x)} \right) - \log \left( \frac{G_r(e, y)}{G_r(a, y)} \right).
\]

If we can prove that there are positive constants \( C \) and \( \eta \) independent of \( x \) and \( y \) so that

\[
|f'(r)| \leq C e^{-\eta n (\rho^{-1} - r)^{-1/2}}, \quad r \in [1, \rho^{-1}].
\]

then

\[
|\varphi_r(\omega) - \varphi_{r^{-1}}(\omega) - (\varphi_r(\omega') - \varphi_{r^{-1}}(\omega'))| \leq \int_r^{\rho^{-1}} |f'(s)|ds \leq 2C d(\omega, \omega')^\beta (\rho^{-1} - r)^{1/2}
\]

with \( \beta = \eta / \log 2 \), and the lemma follows.

By (6.1) we have

\[
f'(r) = \frac{1}{r} \sum_{z \in \Gamma} \left\{ \frac{G_r(e, z)G_r(z, x)}{G_r(e, x)} - \frac{G_r(a, z)G_r(z, x)}{G_r(a, x)} \right. \left. - \frac{G_r(e, z)G_r(z, y)}{G_r(e, y)} + \frac{G_r(a, z)G_r(z, y)}{G_r(a, y)} \right\}
\]

\[
= \frac{1}{r} \sum_{z \in \Gamma} \frac{G_r(e, z)G_r(z, y)}{G_r(e, y)} (A_1 - A_2),
\]
where\[ A_1 := \frac{G_r(e, x)/G_r(a, x)}{G_r(e, z)/G_r(a, z)} \left( \frac{G_r(e, y)/G_r(a, y)}{G_r(e, x)/G_r(a, x)} - 1 \right) \]
and\[ A_2 := \left( \frac{G_r(e, x)/G_r(a, x)}{G_r(e, z)/G_r(a, z)} - 1 \right) \left( \frac{G_r(e, y)/G_r(z, y)}{G_r(e, x)/G_r(z, x)} - 1 \right). \]
Let \( \psi \) be the projection of \( z \) onto the geodesic segment connecting \( e \) and \( y \). See Figure 6.1 for an illustration. By the strong uniform Ancona inequalities [22, theorem 2.9] (see also Theorem 2.5), there are positive constants \( c_1 \) and \( \eta \) such that\[ \left| \frac{G_r(e, y)/G_r(a, y)}{G_r(e, x)/G_r(a, x)} - 1 \right| \leq c_1 e^{-\eta n}, \quad \left| \frac{G_r(e, x)/G_r(a, x)}{G_r(e, z)/G_r(a, z)} - 1 \right| \leq c_1 e^{-\eta |w|}, \]
and\[ \left| \frac{G_r(e, y)/G_r(z, y)}{G_r(e, x)/G_r(z, x)} - 1 \right| \leq c_1 e^{-\eta (n-|w|)}. \]
It follows that \( |A_1| \leq c_2 e^{-\eta n} \) and \( |A_2| \leq c_2 e^{-\eta n} \) for some \( c_2 > 0 \). Applying [22, lemma 3.20 and theorem 3.1], we have that for positive constants \( c_3 \) and \( c_4 \),\[ \sum_{z \in \Gamma} \frac{G_r(e, z)G_r(z, y)}{G_r(e, y)} \leq c_3 n \sum_{z \in \Gamma} G_r(e, z)G_r(z, e) \leq c_4 n (R-r)^{-1/2}. \]
Therefore we obtain that for positive constants \( c_5 \) and \( c_6 \),\[ \left| f'(r) \right| \leq c_5 e^{-\eta n} \sum_{z \in \Gamma} \frac{G_r(e, z)G_r(z, y)}{G_r(e, y)} \leq c_6 n e^{-\eta n} (R-r)^{-1/2}, \]
which completes the proof of this lemma. \( \square \)

### 6.4 Critical exponent for \( H(\lambda) \)

As mentioned in the last subsection, the function \( \varphi_r \) defined in (6.9) is Hölder-continuous and can be extended to \( \bar{\Sigma} \). Let \( \mathcal{L}_r := \mathcal{L}_{\varphi_r} \) be the corresponding transfer operator. Then\[ G_r(e, e)\mathcal{L}_r^n 1_{[E_r]}(\emptyset) = G_r(e, e) \sum_{\omega = \omega^0 \cdots \omega_{n-1}} e^{S_n \varphi_r(\omega)} 1_{\{\omega_0 \in E_r\}} = \sum_{\omega = \omega^0 \cdots \omega_{n-1}} G_r(e, \alpha_1(\omega_0 \cdots \omega_{n-1})) 1_{\{\omega_0 \in E_r\}}, \]
where $E_*$ is the set of edges starting from $s_*$ in $A$, and $1_{[E_*]}$ is the function equal to 1 on the paths starting with an edge in $E_*$ and 0 elsewhere. Since $\alpha_*$ is a bijection between the paths of length $n$ starting from $s_*$ and $\mathbb{S}_n$, the function $H_n(r) := \sum_{\chi \in \mathbb{S}_n} G_r(e, \chi)$ studied in §3 may be expressed as

$$
(6.11) \quad H_n(r) = G_r(e,e) \mathcal{L}_r^n 1_{[E_*]}(\emptyset).
$$

Therefore the growth rate $H(r) := \limsup_{n \to \infty} H_n^{1/n}(r)$ is exactly the same as $e^{\Pr(\varphi_r)}$, the largest eigenvalue of the operator $\mathcal{L}_r$.

By Theorem 3.1 and [22, lemma 3.7] (see also Lemma 6.6), we have that $\mathcal{L}_r$ is semisimple for every $r \in [1, \rho^{-1}]$. Let $C_1, \ldots, C_I$ be the maximal components for $\mathcal{L}_{\rho^{-1}}$ and for $1 \leq i \leq I$ let $\Pr_i(\varphi_r)$ be the pressure of $\mathcal{L}_{\rho^{-1}}$ restricted to the component $C_i$. By [22, prop. 3.10] (see also Proposition 6.7), there are $1 < r_0 < \rho^{-1}$ and probability measures $\mu_i$ supported on $\Sigma$ such that for every $r \in [r_0, \rho^{-1}]$, we have that $\Pr(\varphi_r) = \max_{1 \leq i \leq I} \Pr_i(\varphi_r)$ and

$$
(6.12) \quad \Pr_i(\varphi_r) = \Pr(\varphi_{\rho^{-1}}) + \int (\varphi_r - \varphi_{\rho^{-1}}) d\mu_i + O(||\varphi_r - \varphi_{\rho^{-1}}||^2).
$$

Now we are ready to complete the proofs of our main results.

**Theorem 6.9.** There exists a constant $C > 0$ such that

$$
(6.13) \quad \log H(\rho^{-1}) - \log H(r) \sim C(\rho^{-1} - r)^{1/2} \quad \text{as } r \uparrow \rho^{-1}.
$$

**Proof.** Recall that $\log H(r) = \Pr(\varphi_r) = \max_{1 \leq i \leq I} \Pr_i(\varphi_r)$. It suffices to prove that there are constants $C_i$ such that for every $1 \leq i \leq I$,

$$
(6.14) \quad \Pr(\varphi_{\rho^{-1}}) - \Pr_i(\varphi_r) \sim C_i(\rho^{-1} - r)^{1/2} \quad \text{as } r \uparrow \rho^{-1}.
$$

In fact, (6.13) holds with $C = \min_{1 \leq i \leq I} C_i$, which is positive by (6.8). Set $f_r := (\varphi_{\rho^{-1}} - \varphi_r)/(\rho^{-1} - r)^{1/2}$. By [22, theorem 3.1], for any $x, y \in \Gamma$, there is $C(x, y) > 0$ such that

$$
\log G_{\rho^{-1}}(x,y) - \log G_r(x,y) \sim C(x, y)(\rho^{-1} - r)^{1/2} \quad \text{as } r \uparrow \rho^{-1}.
$$

It follows that for any $\omega \in \Sigma^*$, $f_r(\omega)$ converges to $f(\omega) := C(e, \alpha_*(\omega)) - C(e, \alpha_*(\sigma \omega))$ as $r \uparrow \rho^{-1}$. We will show that $f$ is Hölder-continuous and the convergence also holds for $\omega \in \Sigma$. Indeed, we have from Lemma 6.8 that the family of functions $\{f_r, 1 \leq r < R\}$ is uniformly bounded in $\mathcal{H}^{\beta'}$ and hence relatively compact in $\mathcal{H}_\beta^{\beta'}$ for $\beta' < \beta$. Let $g$ be any limit point of $f_r$ as $r \uparrow \rho^{-1}$. Then $g \in \mathcal{H}_\beta^{\beta'}$ and $g(\omega) = f(\omega)$ for $\omega \in \Sigma^*$. Since $\Sigma^*$ is a dense open subset of the compact space $\Sigma$, $g$ is uniquely determined. Therefore we have proved that $f_r$ converges to $g$ in $\mathcal{H}_\beta^{\beta'}$ as $r \uparrow \rho^{-1}$. Set $C_i = \int g d\mu_i$ for $1 \leq i \leq I$. By (6.12) and the dominated convergence theorem, we obtain (6.14) and complete the proof of the theorem. □
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