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Abstract

In recent research in physics, formulation of general physical systems from operational viewpoints has attracted attentions with motivation to re-axiomatize and characterize quantum physics among those general physical theories. In those studies, convex sets and affine maps between them are essentially used for describing physical systems. In the first part of this paper, we study some fundamental properties of convex sets and affine maps that are relevant to the above subject. In contrast to most of the preceding related works, which considered compact convex sets only, our argument deals with non-compact convex sets as well. In the second part, we present a result on separation of simplices and balls (up to affine equivalence) among all compact convex sets in two- and three-dimensional Euclidean spaces, which focuses on the set of extreme points and the action of affine transformations on it. Regarding the above-mentioned axiomatization of quantum physics, our result corresponds to the case of simplest (2-level) quantum system. We also discuss a possible extension to higher dimensions.

Keywords: Convex set; ellipsoid; vertex-transitivity; 2-level quantum system
MSC 2010 Classification: 52C07, 81P16

1 Introduction

1.1 Backgrounds and our contributions

Convexity is a ubiquitous notion in mathematics, frequently appearing not only in geometry but also in other various research areas, including many applications to outside mathematics (see e.g., [21, 20] and references therein). Among them, a series of interesting studies on convexity have emerged from physics, in particular quantum physics. These activities aim at interpreting quantum physics as an instance of more general physical theories (called e.g., “general probabilistic theories”), the latter being axiomatized from operational viewpoints, using “(physical) states” and “measurements” as the basic notions. Here, probabilistic mixture of states are formalized as convex combination of states, therefore the notion of convexity is essential in those studies. A motivation of studying such general theories is to establish a unified theoretical framework to describe quantum (and classical) physics together with its possible variants or generalizations. Potential applications of such activities would include cryptography with long-standing security; if one wants to estimate
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the security of present cryptographic schemes against attacks using physical devices in the next 100 years, where the present quantum physics may be improved by some advanced theory, then such an observation of general physical theories may be of some help. Another motivation is to characterize quantum physics among such general theories, giving a re-axiomatization of quantum physics based on physical principles, which is expected to be more physically intuitive than von Neumann’s original axiom based (mysteriously) on Hilbert spaces. For more introduction to this subject from physical viewpoints and several preceding works, see e.g., [1, 8, 13, 17, 19] and references therein.

A common philosophy in the above-mentioned studies of general physical theories can be understood as follows: We put mathematical assumptions that are essential (or inevitable) from physical viewpoints, while the quantity of other “technical” assumptions should be as small as possible. To formulate the state space (the set of physical states) of such a general physical theory, the state space is conventionally assumed to be a convex set, reflecting the above-mentioned requirement that any probabilistic mixture of two states should also be a state. On the other hand, most of the preceding works on this subject adopted another assumptions that the state space is compact with respect to a certain physically reasonable topology and also is finite dimensional [3, 10, 20]. The first assumption of the compactness is physically guaranteed [1] as human beings cannot distinguish compact and non-compact state-spaces due to the existence of a finite accuracy of measurements. However, this does not mean that our world indeed has a compact state space, and thus it is still desirable to describe the general theories without this unnecessary hypothesis (at least from the mathematical point of view). The second assumption of the finite dimensionality of state space crucially restrict the theories for the description of physics — for instance, even a state space of a one electron has a infinite dimensional state space. The aim of the first part of this paper is thus to investigate the cases where the compactness or finiteness of dimension is not satisfied (while the part also includes some results on compact and/or finite-dimensional state spaces as special cases).

Let us give a further explanation of the content of the first part. In the formulation of physical state spaces using convex sets, the notion of “dynamics” on physical systems can be formulated as affine maps between convex sets in order to preserve the probabilistic mixtures. To study affine maps between two state spaces, we introduce compact closures of the state spaces and consider affine maps between the compact closures, as each of the former affine maps extends uniquely to some of the latter. Hence, if we deal with the set of affine maps as a plain set, there is no problem to assume the state spaces to be compact. However, when we define a topology on the set of affine maps like the compact-open topology according to the above-mentioned common philosophy, we do not want to use information on the boundaries of state spaces, which are introduced by just technical reasons. From this viewpoint, we introduce a notion of “essential” open or closed subsets of the compact closure of state space, which means (roughly) that the essential shape of the subset is not affected by the existence of the boundary of the state space (see Definition 4 for the precise definition). By using the notion of essential subsets, we introduce a topology, which is an analogy of the compact-open topology, on the set of continuous maps between the compact closures, into which the set of affine maps between the state spaces is naturally embedded (see Definition 5). This new topology also has desirable properties; for example, the induced topology on the set of affine maps between state spaces is Hausdorff (Proposition 2), relatively compact in finite-dimensional cases (Proposition 5 and Proposition 6), and compatible with natural algebraic operations and natural actions. The authors hope that this topology and the notion of essential subsets are not only physically reasonable but also of purely mathematical interest.

In the second part of this article, we investigate finite-dimensional compact state spaces (convex sets) equipped with symmetry and some additional special properties. In the theory of convex polytopes, the notion of symmetry (precisely, vertex-transitivity of affine isometric transformation groups) has played one of the most significant roles and such symmetric convex polytopes have been intensively studied (e.g., [2]). In the studies of general physical theories, the symmetry property [6] can also be considered as one of physical principles which can be interpreted as a possibility of reversible transformation between pure states [4, 10, 20] or as a physical equivalence of pure states [16, 17]. In this context, the characterization of state space under the symmetric hypothesis becomes highly an important subject as it gives a classification of general theories with respect to the symmetry property. In this article, we give the following characterizations on 2- and 3-dimensional compact convex sets with the symmetry property:
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Theorem 1. Let $\mathcal{S}$ be a compact convex subset of a Euclidean space with 2-dimensional affine hull; $\text{Aff}(\mathcal{S}) = \mathbb{R}^2$. Then the group of bijective affine transformations of $\mathcal{S}$ acts transitively on the set $\mathcal{S}_{\text{ext}}$ of extreme points of $\mathcal{S}$ if and only if $\mathcal{S}$ is affine isomorphic to one of the following two kinds of objects:

1. A symmetric (or vertex-transitive) convex polygon.
2. The (2-dimensional) unit disk.

Theorem 2. Let $\mathcal{S}$ be a compact convex subset of a Euclidean space with 3-dimensional affine hull; $\text{Aff}(\mathcal{S}) = \mathbb{R}^3$. Then the group of bijective affine transformations of $\mathcal{S}$ acts transitively on the set $\mathcal{S}_{\text{ext}}$ of extreme points of $\mathcal{S}$ if and only if $\mathcal{S}$ is affine isomorphic to one of the following three kinds of objects:

1. A 3-dimensional symmetric (or vertex-transitive) convex polytope.
2. A 3-dimensional circular cylinder $\{t(x, y, z) \in \mathbb{R}^3 \mid x^2 + y^2 \leq 1, 0 \leq z \leq 1\}$.
3. The 3-dimensional unit ball.

Here we give a remark on a related work: In a preceding article [7], Davies also studied the finite-dimensional compact convex sets $\mathcal{S}$ whose groups $G$ of bijective affine transformations act transitively on the sets of extreme points, and presented a classification of the convex sets $\mathcal{S}$ such that its group $G$ of symmetry as above is equal to a given compact group, in terms of classification of finite-dimensional subspaces of the left regular representation of the given compact group. However, in that work any relation between the symmetric convex sets with different groups of symmetry, and also the concrete shape of a symmetric convex set induced by each subspace of the regular representation, have not been clarified. Therefore, to classify all symmetric convex sets based on that result, it is basically required to determine the concrete shape of every convex set constructed from some representation space of every compact group. On the other hand, our results above aimed at determining the symmetric convex sets without any restriction for the groups of symmetry.

Next, we investigate another kind of physically motivated hypothesis of the distinguishably decomposability of states. First, we remind the definition of distinguishability of states in a single shot measurement (see, e.g., [16] for its motivation from physical viewpoints):

Definition 1. We say that points $s_1, s_2, \ldots, s_n$ of a convex subset $\mathcal{S}$ of a real vector space are distinguishable if there exists a collection $(e_i)_{i=1}^n$ of $n$ affine functionals $e_i : \mathcal{S} \to \mathbb{R}$ such that $e_i \geq 0$, $\sum_{i=1}^n e_i = 1$, and $e_i(s_i) = 1$ for every $1 \leq i \leq n$.

Note that any non-empty subset of a set of distinguishable points is also distinguishable. Roughly speaking, if a convex set $\mathcal{S}$ has $n$ distinguishable points $s_1, \ldots, s_n$, then “lossless” encoding of any $n$-bit information into a point of $\mathcal{S}$ is (in principle) possible by using these $n$ points. (A geometric interpretation of this definition will be supplied in Lemma 17 below.) Then we introduce the following definition:

Definition 2. Let $\mathcal{S}$ be a convex subset of a real vector space. We say that $\mathcal{S}$ is distinguishably decomposable if each $s \in \mathcal{S}$ admits a decomposition $s = \sum_{j=1}^n \lambda_j s_j$ (1 $\leq \ell < \infty$) into distinguishable extreme points $s_1, \ldots, s_n \in \mathcal{S}_{\text{ext}}$ such that $\sum_{j=1}^\ell \lambda_j = 1$ and $\lambda_j \geq 0$ for every $j$. Moreover, if the number $\ell$ of distinguishable extreme points in each decomposition is bounded above by $k$, then we say that $\mathcal{S}$ is distinguishably $k$-decomposable.

In general physical theories, the distinguishably decomposability of states can also be one of the physical principles which can be interpreted as the possibility of state preparation with a probabilistic mixtures of distinguishable pure states [17]. By using this notion, in this article we give the following enhancement of the above theorems, the latter of which separates (up to affine equivalence) the 3-simplex and the 3-dimensional ball among arbitrary 3-dimensional convex sets:

Theorem 3. Let $\mathcal{S}$ be a compact convex subset of a Euclidean space with $\text{Aff}(\mathcal{S}) = \mathbb{R}^2$. Then the following two conditions are equivalent:
1. The set $S$ is affine isomorphic to either a triangle (i.e., 2-simplex) or the unit disk.

2. The group of bijective affine transformations of $S$ acts transitively on $S_{\text{ext}}$, and $S$ is distinguishably decomposable.

**Theorem 4.** Let $S$ be a compact convex subset of a Euclidean space with $\text{Aff}(S) = \mathbb{R}^3$. Then the following two conditions are equivalent:

1. The set $S$ is affine isomorphic to either a tetrahedron (i.e., 3-simplex) or the unit ball.

2. The group of bijective affine transformations of $S$ acts transitively on $S_{\text{ext}}$, and $S$ is distinguishably decomposable.

Note that a classical probability theory is characterized by a simplex state space, while in 2-level quantum systems the state space is affinely isomorphic to a unit ball (called the Bloch ball; see e.g., [15, 22]). Thus, the result is physically important since we have shown that in 3-dimensional state space the physical theories are restricted to be either classical or quantum under the two physical principles of symmetricity and the distinguishably decomposability [17]. (See [3, 4, 10, 20] for another characterizations of the Bloch ball.) Here we emphasize that the dimension of a state space $S$ is also (in principle) operationally determined. Indeed, for each positive integer $n$, we have $\dim(S) \leq n$ if and only if every set $\{s_1, \ldots, s_{n+2}\}$ of $n+2$ states in $S$ is affinely dependent, the latter condition being testable by using (infinitely many) measurements on states in $S$ (see Remark 1 below). Then we have $\dim(S) = n$ if and only if every set $\{s_1, \ldots, s_{n+2}\}$ of $n+2$ states in $S$ is affinely dependent and there is a set $\{s'_1, \ldots, s'_{n+1}\}$ of $n+1$ states in $S$ which is affinely independent; the condition is also (in principle) testable by measurements as mentioned above. Hence, the restriction of dimensions of the state spaces in our results can also be regarded as a possible “physical principle”.

**Remark 1.** A finite set $\{s_1, \ldots, s_n\}$ of states in $S$ is affinely dependent if there exist two disjoint non-empty subsets $I, I'$ of $\{1, 2, \ldots, n\}$ and non-negative coefficients $p_i$ for $i \in I$ and $p'_i$ for $i \in I'$ with the property that $\sum_{i \in I} p_i = 1 = \sum_{i \in I'} p'_i$ and (*) $\sum_{i \in I} p_is_i = \sum_{i \in I'} p'_is_i$. Now the latter condition (*) is testable by using (infinitely many) measurements on states in $S$, therefore the affine (in)dependence of states is also (in principle) experimentally testable.

Finally, for higher (finite) dimensional cases, we also give the following result:

**Theorem 5.** Let $S$ be a finite-dimensional compact convex set with $\text{Aff}(S) = \mathbb{R}^n$, $n < \infty$. Let $G$ denote the group of bijective affine transformations of $S$. Then $S$ is affine isomorphic to the $n$-dimensional unit ball if and only if the following three conditions are all satisfied:

1. The group $G$ acts transitively on the set $S_{\text{ext}}$ of extreme points of $S$.

2. The diagonal action of $G$ on the set of pairs $(s_1, s_2)$ of distinguishable extreme points $s_1, s_2 \in S_{\text{ext}}$ is transitive.

3. The set $S$ is distinguishably 2-decomposable.

This result provides a new characterization of finite-dimensional solid ellipsoids among all convex sets in terms of structure of the set of extreme points.

Moreover, in fact the authors have the following conjecture:

**Conjecture 1.** The second condition in Theorem 5 for the diagonal action of the group $G$ would be redundant: The transitivity of $G$ on extreme points and the distinguishably 2-decomposability would characterize the affine isomorphism classes of finite-dimensional unit balls.

By Theorems 3 and 4 this conjecture is true for up to 3-dimensional cases. A study for a general finite-dimensional case will be a future research topic.
### 1.2 Notations and terminology

Unless otherwise specified, in this article any vector space is considered over the real field \( \mathbb{R} \), and symbols \( S, S_0, S_1, S_2, \ldots \) denote non-empty convex subsets of some vector spaces. The notation \( \text{Aff}(S) \) signifies the affine hull of \( S \). For any pair of topological spaces \( X \) and \( Y \), let \( C(X,Y) \) denote the set of all continuous maps from \( X \) to \( Y \). For any subset \( A \subseteq X \), let \( \text{int}_X(A) \) and \( \text{cl}_X(A) \) denote the interior and the closure of \( A \) relative to \( X \), respectively. When the underlying space \( X \) is obvious from the context, we instead write \( A^o = \text{int}_X(A) \), \( \overline{A} = \text{cl}_X(A) \) and \( A^c = X \setminus A \).

### 1.3 Organization of the article

This article is organized as follows. In Section 2 we summarize some basic definitions and fundamental properties relevant to convex sets, and introduce some notions for the study of non-compact convex sets. In Section 3 we study algebraic and topological properties of the sets of affine maps between convex sets; Section 3.1 deals with general (possibly non-compact and infinite-dimensional) cases and Section 3.2 is specialized to finite-dimensional cases. Finally, in Section 4 we prove the theorems listed in Section 1.1; some preliminary observations are provided in Section 4.1, and the bodies of the proofs are given in Sections 4.2–4.4.

### 2 Preliminaries

For fundamental facts and terminology regarding topological spaces, we refer to [11] or Prerequisites in [24]. We refer to [24] for fundamentals of topological vector spaces.

First, we introduce the following terminology, which has been used in the physically motivated preceding works on convex structures mentioned in Section 1.1.

**Definition 3.** We say that a convex set \( S \) is **separated** if for any distinct elements \( s_1, s_2 \in S \), there exists an affine functional \( f : S \to \mathbb{R} \) such that \( f(S) \) is bounded in \( \mathbb{R} \) and \( f(s_1) \neq f(s_2) \).

We notice that, when \( S \) is a convex subset of a finite-dimensional Euclidean space, \( S \) is separated if and only if \( S \) is bounded (see e.g., [7, Lemma 2.5.1 and Section 2.5, Exercise 1]). For an arbitrary convex set \( S \), we define an equivalence relation on \( S \) such that two elements \( s_1, s_2 \in S \) are equivalent if and only if \( f(s_1) = f(s_2) \) for every affine functional \( f : S \to \mathbb{R} \) with bounded image \( f(S) \). Then the corresponding quotient set becomes a separated convex set, with essentially the same set of the bounded affine functionals as \( S \). Owing to this fact, throughout this article, we suppose without loss of generality that any convex set denoted by the symbols \( S, S_0, S_1, S_2, \ldots \) is separated unless otherwise specified. Now we present the following preceding result as the starting point of our argument, which says intuitively that any separated convex set has compact convex closure in the completion of the underlying vector space:

**Proposition 1 ([23] Theorem 2.1).** For any (separated) convex set \( S \), there exists a unique (up to isomorphism) collection \((S, V(S), \tilde{V}(S))\) of objects with the following properties:

- \( V(S) \) and \( \tilde{V}(S) \) are locally convex Hausdorff topological vector spaces such that \( V(S) \) is a dense subspace of \( \tilde{V}(S) \).
- \( S \) is a convex subset of \( V(S) \) such that \( \text{Aff}(S) = V(S) \).
- Let \( \mathcal{L} \) denote the set of all continuous linear functionals on \( \tilde{V}(S) \). Then the weak topology on \( \tilde{V}(S) \) induced by the set \( \mathcal{L} \) of mappings coincides with the original topology of \( \tilde{V}(S) \).
- The weak topology on \( V(S) \), induced by the set of all linear functionals \( f \) on \( V(S) \) such that \( f(S) \subseteq \mathbb{R} \) is bounded, coincides with the original topology of \( V(S) \).
- The weak topology on \( S \), induced by the set of all affine functions \( f : S \to [0,1] \), coincides with the original topology of \( S \) (the subspace topology relative to \( V(S) \)).
\begin{itemize}
  \item \( \tilde{S} = \text{cl}_{\tilde{V}(S)}(S) \), \( \tilde{S} \) is convex, compact and complete, and \( \text{Aff}(\tilde{S}) = \tilde{V}(S) \).
\end{itemize}

In what follows, we suppose that associated to each convex set \( S \) the objects \( \tilde{S} \), \( V(S) \) and \( \tilde{V}(S) \) as in Proposition\[1]\ and the induced topology on \( S \) are given. Note that \( V(S) = \tilde{V}(S) \) and \( \tilde{S} = S \) if \( S \) is compact. On the other hand, if \( S \) is finite-dimensional, then \( V(S) = \tilde{V}(S) \) and it is an Euclidean space of the same dimension as \( S \).

We present two lemmas for later reference. The first one is the following:

**Lemma 1.** Any continuous affine map \( f : S_1 \to \tilde{S}_2 \) extends uniquely to an affine map \( \tilde{f} : \tilde{S}_1 \to \tilde{S}_2 \), hence \( \tilde{f}|_{S_1} = f \).

**Proof.** The uniqueness follows from the fact that \( \tilde{S}_1 = \text{cl}_{\tilde{S}_1}(S_1) \subset \tilde{V}(S) \) is Hausdorff. For the existence, as 
\( \text{Aff}(S_1) = V(S_1) \), \( f \) extends to an affine map \( g : V(S_1) \to \tilde{V}(S_2) \). Choose \( v \in \tilde{V}(S_2) \) such that \( g + v \) is a linear map. Then \( g + v \) is continuous at a point in \( V(S_1) \), namely any point in \( S_1 \), therefore it is uniformly continuous on \( V(S_1) \). As \( \tilde{V}(S_1) \) contains \( V(S_1) \) as a dense subspace, the map \( g + v \) extends to a unique continuous linear map \( h : V(S_1) \to \tilde{V}(S_2) \) (see e.g., [24, Section III.1]). Now \( \tilde{f} = h - v : \tilde{V}(S_1) \to \tilde{V}(S_2) \) is a continuous affine extension of \( f \). This implies that \( \tilde{f}(\tilde{S}_1) \subset \tilde{S}_2 \), therefore \( \tilde{f}(\tilde{S}_1) \subset \tilde{S}_2 = \text{cl}_{\tilde{V}(S_1)}(S_1) \), \( \tilde{S}_2 \) is closed and \( \tilde{f} \) is continuous. Hence we obtain a continuous affine extension \( \tilde{f} = \tilde{f}|_{S_1} : \tilde{S}_1 \to \tilde{S}_2 \) of \( f \). \( \square \)

The second lemma below says intuitively that a closed subset \( C \) of an open set \( U \) will be still contained in \( U \) after a slight moving toward any point:

**Lemma 2.** Let \( C \) and \( U \) be a closed subset and an open subset of \( \tilde{S} \), respectively, such that \( C \subset U \). Then for any \( x \in \tilde{S} \), there exists an \( m \in (0,1) \) such that \( \lambda x + (1 - \lambda)y \in U \) for every \( y \in C \) and \( 0 \leq \lambda \leq m \).

**Proof.** First, as \( \tilde{S} \) is compact and Hausdorff, \( \tilde{S} \) is a normal space and \( C \) is compact. The Urysohn’s Lemma implies that there exists a continuous map \( F : \tilde{S} \to [0,1] \) such that \( C \subset F^{-1}(0) \) and \( U \subset F^{-1}(1) \). Then the map \( \varphi : [0,1] \times C \to [0,1] \), \( \varphi(\lambda, y) = F(\lambda x + (1 - \lambda)y) \), is also continuous, as the operation of taking a convex combination of two elements in \( \tilde{S} \) is continuous. Note that \( \{0\} \times C \subset \varphi^{-1}(0) \subset \varphi^{-1}(\{0,1\}) \), therefore for each \( y \in C \), there are relatively open neighborhoods \( I_y \subset [0,1] \) of 0 and \( W_y \subset C \) of \( y \), respectively, such that \( I_y \times W_y \subset \varphi^{-1}(\{0,1\}) \). As \( C \) is compact, there are finitely many elements \( y_1, \ldots, y_k \in C \) such that \( C = \bigcup_{i=1}^k W_{y_i} \). Now \( \bigcap_{i=1}^k I_{y_i} \) is a relatively open neighborhood of 0 in \( [0,1] \), therefore \( [0,m] \subset \bigcap_{i=1}^k I_{y_i} \) for some \( 0 < m < 1 \). We show that this \( m \) satisfies the condition. Let \( y \in C \) and \( 0 \leq \lambda \leq m \). Then we have \( y \in W_{y_i} \), for some \( 1 \leq i \leq k \). Now \( (\lambda, y) \in I_{y_i} \times W_{y_i} \), and \( \varphi(\lambda, y) = F(\lambda x + (1 - \lambda)y) < 1 \), therefore \( \lambda x + (1 - \lambda)y \in U \). Hence Lemma 2 holds. \( \square \)

For two convex sets \( S_1 \) and \( S_2 \), let \( A(S_1, S_2) \) denote the set of all affine maps \( f : S_1 \to S_2 \). Then by Lemma 7 below, \( A(S_1, S_2) \) can be embedded into the set \( A^c(\tilde{A}_1, \tilde{A}_2) \) of all continuous affine maps \( f : \tilde{A}_1 \to \tilde{A}_2 \) between compact sets, which would make the situation easier. However, if we endow the set \( A(S_1, S_2) \) with the subspace topology of the standard compact-open topology on \( A^c(\tilde{A}_1, \tilde{A}_2) \), then to determine the open subsets of \( A(S_1, S_2) \) we need to concern the behavior of (the extension of) a map \( f \in A(S_1, S_2) \) at a subset of \( \tilde{S}_1 \) which may be even entirely outside the original set \( S_1 \). To reduce such difficulty, here we define the notion of “essential” open or closed sets as follows, which means intuitively that the “essential shape” of such an essential open or closed set is not affected by pasting or detaching, respectively, the “skin” \( \tilde{S} \setminus S \) of the convex set \( S \). Formally, we present the following definition:

**Definition 4.** We say that an open subset \( O \) of \( \tilde{S} \) is essential if \( \text{int}_{\tilde{S}}(O \cup (\tilde{S} \setminus S)) = O \). On the other hand, we say that a closed subset \( C \) of \( \tilde{S} \) is essential if \( \text{cl}_{\tilde{S}}(C \cap S) = C \).

Here we show some basic properties of the essential subsets:

**Lemma 3.** 1. A subset \( O \) of \( \tilde{S} \) is open and essential if and only if \( O^c \subset \tilde{S} \) is closed and essential.
2. For any $K \subset S$ which is closed in $S$, the set $C = \overline{S}(K)$ is an essential closed subset of $\tilde{S}$ and $K = C \cap S$.

3. For any $U \subset S$ which is open in $S$, the set $O = \text{int}_S(U \cup S^c)$ is an essential open subset of $\tilde{S}$ and $U = O \cap S$.

4. For a closed subset $C$ of $\tilde{S}$, the following conditions are equivalent:
   (a) $C$ is essential.
   (b) $C = \overline{S}(K)$ for some $K \subset S$ which is closed in $S$.
   (c) $C$ is the intersection of all closed subsets $K$ of $\tilde{S}$ such that $K \cap S = C \cap S$.

5. For an open subset $O$ of $\tilde{S}$, the following conditions are equivalent:
   (a) $O$ is essential.
   (b) $O = \text{int}_S(U \cup S^c)$ for some $U \subset S$ which is open in $S$.
   (c) $O$ is the union of all open subsets $U$ of $\tilde{S}$ such that $U \cup S^c = O \cup S^c$.

Proof. In the proof, we regard operations $A^\circ$, $\overline{A}$ and $A^c$ as being relative to $\tilde{S}$.

1. The claim follows from the relation $((O \cup S^c)^\circ)^{\circ} = (O \cup S^c)^{\circ} = \overline{S}(O) \cap S$.

2. Choose a closed subset $K'$ of $\tilde{S}$ such that $K = K' \cap S$. Then we have $K \subset \overline{K} \cap S \subset (\overline{K} \cap \overline{S}) \cap S = K' \cap S = K$, therefore $K = \overline{K} \cap S$ and $\overline{K} = \overline{K} \cap S$. Hence the claim holds.

3. The fact that $O$ is essential follows from the claims $1$ and $2$. Choose an open subset $U'$ of $\tilde{S}$ such that $U = U' \cap S$. Then we have $O \cap S \subset (U' \cap S^c) \cap S = U' \cap S^c$, while $U' \subset (U' \cap S^c)^\circ = ((U' \cap S) \cup S)^\circ = (U \cup S^c)^\circ = O$, therefore $O \cap S \subset U = U' \cap S \subset O \cap S$. Hence we have $O \cap S = U$, therefore the claim holds.

4. The conditions (a) and (b) are equivalent by the definition and the claim $2$. For the implication $(a),(b) \Rightarrow (c)$, $C = \overline{K}$ satisfies that if $K'$ is closed in $\tilde{S}$ and $K' \cap S = C \cap S$, then $C \cap S \subset K'$ and $C = C \cap S \subset K'$. Hence this implication holds. For the remaining implication (c) $\Rightarrow$ (a), the set $K = C \cap S$ satisfies $K \cap S = C \cap S$ by the claim $2$ therefore $C \subset C \cap S$. As $C \cap S \subset C$ and $C$ is closed, we have $C \cap S = C$, therefore this implication holds. Hence the three conditions are equivalent.

5. By virtue of the claim $1$, the claim is derived from the claim $3$ by taking the complement (relative to $\tilde{S}$) of the sets appearing in each statement (note that for the condition (b), we have $C^c = \overline{K} = (K^c)^\circ = (S^c \cup (S \setminus K))^\circ$, and $U = S \setminus K$ is open in $S$).

We also give the following two auxiliary results for later use:

Lemma 4. Let $O$ and $C$ be an open and a closed subsets of $\tilde{S}$, respectively, such that $O \subset C$. Then there is an essential open subset $O'$ and an essential closed subset $C'$ of $\tilde{S}$, respectively, such that $O \subset O' \subset C' \subset C$. Moreover, this $C'$ can be chosen to be convex if $C$ is convex.

Proof. First, put $C' = C \cap S$, which is an essential closed subset (by Lemma 3) and satisfies that $C' \subset C$, as $C \cap S \subset C$ and $C$ is closed. If $C$ is convex, then $C \cap S$ is also convex, therefore its closure $C'$ is also convex (see e.g., [24] Section II.1, Theorem 1.2]). We show that $O \subset C'$. Let $x \in O$ and $W$ an open neighborhood of $x$. Put $W' = W \cap O$, which is also an open neighborhood of $x$. Then we have $W' \subset O \subset C$, while $W' \cap S \neq \emptyset$ as $S$ is dense in $\tilde{S}$. This implies that $\emptyset \neq W' \cap S = W' \cap C \cap S \subset W \cap C \cap S$, therefore $W \cap (C \cap S) \neq \emptyset$. Hence we have $x \in C \cap S = C'$, therefore $O \subset C'$ as desired. For the remaining claim, by applying the above argument to the pair $C'^c \subset O'$, we have $C'^c \subset K \subset O'$ for some essential closed subset $K$, therefore $O \subset K^c \subset C'$ and $O' = K^c$ is the desired essential open subset by Lemma 3.

Lemma 5. Let $\tilde{S} \in \{S, \tilde{S}\}$. Then for any $s \in \tilde{S}$ and any open neighborhood $U$ of $s$ in $\tilde{S}$, there is a convex closed subset $C$ of $\tilde{S}$ and a convex open subset $O$ of $\tilde{S}$ such that $s \in O \subset C \subset U$. Moreover, in the case $\tilde{S} = \tilde{S}$, this $C$ can be chosen to be essential, and there is an essential open subset $O'$ of $\tilde{S}$ such that $O \subset O' \subset C$. 7
Proof. Recall that every open subset of \( \mathbb{R} \) is the union of open intervals. First we consider the case \( \hat{S} = S \).

By the property of the subspace topology on \( S \) relative to \( V(S) \) (see Proposition 1), there are a finite number (say, \( k \)) of affine maps \( f_i : S \to [0, 1] \) and intervals \( I_i \subset [0, 1] \), \( 1 \leq i \leq k \), such that \( I_i \) are relatively open in \([0, 1]\) and \( s \in \bigcap_{i=1}^k f_i^{-1}(I_i) \subset U \). Now each \( I_i \) is non-empty and the two endpoints of \( I_i \) are different (as \( I_i \) is relatively open in \([0, 1]\)), therefore \( I_i \) contains an interval \( J_i \) such that \( J_i \) is also relatively open in \([0, 1]\), \( f_i(s) \in J_i \) and the closure \( \overline{J_i} \) of \( J_i \) relative to \([0, 1]\) is also contained in \( I_i \). This implies that \( s \in \bigcap_{i=1}^k f_i^{-1}(J_i) \subset \bigcap_{i=1}^k f_i^{-1}(I_i) \subset U \), while \( f_i^{-1}(J_i) \) is open and convex and \( f_i^{-1}(\overline{J_i}) \) is closed and convex (as \( f_i \) is continuous and affine, and both \( J_i \) and \( \overline{J_i} \) are convex), therefore \( C = \bigcap_{i=1}^k f_i^{-1}(\overline{J_i}) \) and \( O = \bigcap_{i=1}^k f_i^{-1}(J_i) \) satisfy the desired conditions.

The proof for the case \( \hat{S} = S \) is similar. By the property of the topology on \( \hat{V}(S) \), there are a finite number (say, \( k \)) of continuous linear maps \( f_i : \hat{V}(S) \to \mathbb{R} \) and open intervals \( I_i \subset \mathbb{R} \), \( 1 \leq i \leq k \), such that \( s \in \hat{S} \cap \bigcap_{i=1}^k f_i^{-1}(I_i) \subset U \). Now each \( I_i \) contains an open interval \( J_i \) such that \( f_i(s) \in J_i \) and \( \overline{J_i} \subset I_i \). This implies that \( s \in \hat{S} \cap \bigcap_{i=1}^k f_i^{-1}(J_i) \subset \hat{S} \cap \bigcap_{i=1}^k f_i^{-1}(\overline{J_i}) \subset U \), while \( f_i^{-1}(J_i) \) is open and convex and \( f_i^{-1}(\overline{J_i}) \) is closed and convex by similar reasons. Therefore \( C = \hat{S} \cap \bigcap_{i=1}^k f_i^{-1}(\overline{J_i}) \) and \( O = \hat{S} \cap \bigcap_{i=1}^k f_i^{-1}(J_i) \) satisfy that \( C \) is convex and closed, \( O \) is convex and open, and \( s \in O \subset C \subset U \). The remaining claim now follows from Lemma 4.
Hence the set $A(S_1, S_2)$ can be identified via the map $f \mapsto \tilde{f}$ with the subset $\tilde{A}(S_1, S_2)$ of $A^c(S_1, S_2)$. Note that $A(S_1, S_2)$ also admits a natural convex structure, as $f, g \in A(S_1, S_2)$ and $\lambda \in [0, 1]$ imply that $\lambda f + (1 - \lambda) g \in A(S_1, S_2)$ (for the continuity of $\lambda f + (1 - \lambda) g$, note that $\tilde{f}, \tilde{g}$ and the operation on $\tilde{S}_1$ taking a convex combination of two elements are all continuous). By virtue of the uniqueness property in Lemma 7, this convex structure and the correspondence $f \mapsto \tilde{f}$ are compatible with convex structure on $A(S_1, S_2)$, composition of mappings and some relevant objects. Precisely, the following properties hold:

- If $h = \lambda f + (1 - \lambda) g$, $f, g \in A(S_1, S_2)$, then we have $\tilde{h} = \lambda \tilde{f} + (1 - \lambda) \tilde{g}$.
- If $f \in A(S_1, S_2)$, $g \in A(S_1, S_3)$ and $h = g \circ f$, then $\tilde{h} = \tilde{g} \circ \tilde{f}$.
- We have $\tilde{h} \circ (\lambda \tilde{f} + (1 - \lambda) \tilde{g}) = \lambda (\tilde{h} \circ \tilde{f}) + (1 - \lambda) (\tilde{h} \circ \tilde{g})$ for any $\tilde{f}, \tilde{g} \in \tilde{A}(S_1, S_2)$, $\lambda \in [0, 1]$ and $\tilde{h} \in \tilde{A}(S_2, S_3)$.
- We have $(\lambda \tilde{f} + (1 - \lambda) \tilde{g}) \circ \tilde{h} = \lambda (\tilde{f} \circ \tilde{h}) + (1 - \lambda) (\tilde{g} \circ \tilde{h})$ for any $\tilde{f}, \tilde{g} \in \tilde{A}(S_1, S_2)$, $\lambda \in [0, 1]$ and $\tilde{h} \in \tilde{A}(S_0, S_1)$.
- We have $\tilde{id}_S = \tilde{id}_S$, where $\tilde{id}_X$ denotes the identity map on a set $X$.
- If $g \in A(S_2, S_1)$ is a right (resp., left) inverse of $f \in A(S_1, S_2)$, namely $f \circ g = \tilde{id}_{S_2}$ (resp., $g \circ f = \tilde{id}_{S_1}$), then $\tilde{g} \in \tilde{A}(S_2, S_1)$ is a right (resp., left) inverse of $\tilde{f} \in \tilde{A}(S_1, S_2)$. Hence if $f \in A(S_1, S_2)$ is invertible, then $\tilde{f} \in \tilde{A}(S_1, S_2)$ is also invertible and $\tilde{f}^{-1} = f^{-1}$.

From now, we define topologies on the sets $A(S_1, S_2)$ and $A^c(S_1, S_2)$ which are analogy of the standard compact-open topology, by using the notion of essential subsets in Definition 4.

**Definition 5.** First, we define the topology on the set $C(\tilde{S}_1, \tilde{S}_2)$ to be the topology generated by the family $B(\tilde{S}_1, \tilde{S}_2)$, referred to as the subbase of the topology, of all subsets of the form

$$O_{K,U} = \{ f \in C(\tilde{S}_1, \tilde{S}_2) \mid f(K) \subset U \}$$

such that $K$ is an essential closed (hence compact) subset of $\tilde{S}_1$ and $U$ is an essential open subset of $\tilde{S}_2$ (see Definition 4 for the terminology). Namely, the open subsets of $C(\tilde{S}_1, \tilde{S}_2)$ are the arbitrary unions of finite intersections of members $O_{K,U}$ of $B(\tilde{S}_1, \tilde{S}_2)$. Then we define the topologies on $A^c(\tilde{S}_1, \tilde{S}_2)$ and $\tilde{A}(\tilde{S}_1, \tilde{S}_2)$ to be the subspace topologies relative to $C(\tilde{S}_1, \tilde{S}_2)$, and define the topology on $A(S_1, S_2)$ to be the topology induced from $\tilde{A}(\tilde{S}_1, \tilde{S}_2)$ via the bijection $f \mapsto \tilde{f}$ given by Lemma 7.

For simplicity, when we are focusing on the set $A^c(\tilde{S}_1, \tilde{S}_2)$ rather than $C(\tilde{S}_1, \tilde{S}_2)$, we abuse the notation to write $O_{K,U}$ instead of $O_{K,U} \cap A^c(\tilde{S}_1, \tilde{S}_2)$ unless some ambiguity occurs. It is trivial from the definition that this topology coincides with the compact-open topology when both $S_1$ and $S_2$ are compact (i.e., $\tilde{S}_1 = \tilde{S}_1$ and $\tilde{S}_2 = \tilde{S}_2$), as every open or closed subset is essential in this case. On the other hand, the definition suggests that the above topology would be in general weaker than the compact-open topology, as not every open or closed subset is essential. Nevertheless, the following two properties still hold:

**Proposition 2.** The topological space $C(\tilde{S}_1, \tilde{S}_2)$ is Hausdorff, hence so are $A^c(\tilde{S}_1, \tilde{S}_2)$ and $A(S_1, S_2)$.

**Proof.** Let $f, g \in C(\tilde{S}_1, \tilde{S}_2)$, $f \neq g$. Then we have $f|_{S_1} \neq g|_{S_1}$, as $S_1$ is dense in $\tilde{S}_1$ and $\tilde{S}_2$ is Hausdorff. Choose an $s \in S_1$ such that $f(s) \neq g(s)$. As $\tilde{S}_2$ is Hausdorff, we have $U_1 \cap U_2 = \emptyset$ for some open neighborhoods $U_1, U_2$ in $\tilde{S}_2$ of $f(s), g(s)$, respectively. By Lemma 5, $U_1$ and $U_2$ can be chosen to be essential, while the set $K = \{ s \}$ is closed and essential. This implies that $f \in O_{K,U_1} = B(\tilde{S}_1, S_2)$, $g \in O_{K,U_2} \subset B(\tilde{S}_1, S_2)$ and $O_{K,U_1} \cap O_{K,U_2} = \emptyset$. Hence $C(\tilde{S}_1, \tilde{S}_2)$ is Hausdorff, as desired.

**Proposition 3.** Suppose that $S_1$ is compact, hence $\tilde{S}_1 = S_1$. Then the topology on $A(S_1, S_2)$ defined above coincides with the compact-open topology.
Proof. In this situation, we have \( \tilde{f} = f \) for every \( f \in \mathcal{A}(S_1, S_2) \), therefore \( \mathcal{A}(S_1, S_2) = \bar{A}(\tilde{S}_1, \tilde{S}_2) \). Now for each \( K \subset S_1 = \tilde{S}_1 \) and each \( U \subset \tilde{S}_2 \), we have
\[
O_{K,U} \cap \mathcal{A}(S_1, S_2) = \{ f \in \mathcal{A}(S_1, S_2) \mid f(K) \subset U \} = \{ f \in \mathcal{A}(\tilde{S}_1, \tilde{S}_2) \mid f(K) \subset U \cap \tilde{S}_2 \}.
\]
As the set \( U \cap \tilde{S}_2 \) runs over all open subsets of \( \tilde{S}_2 \) when \( U \) runs over all essential open subsets of \( \tilde{S}_2 \) (see Lemma 3), the above relation implies that the subbase of the compact-open topology on \( \mathcal{A}(S_1, S_2) \) coincides with the subbase of the topology on \( \mathcal{A}(\tilde{S}_1, \tilde{S}_2) \) defined above. Hence the claim holds.

For the inclusion relations of the specified sets of mappings, we have the following three properties:

**Lemma 8.**

1. The subset \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) of \( C(\tilde{S}_1, \tilde{S}_2) \) is closed in \( C(\tilde{S}_1, \tilde{S}_2) \).

2. The subset \( \mathcal{A}(S_1, S_2) \) of \( C(S_1, S_2) \) is closed with respect to the compact-open topology on \( C(S_1, S_2) \).

**Proof.** To deal with the two claims in parallel, put \( (\tilde{S}_1, \tilde{S}_2) = (\tilde{S}_1, \tilde{S}_2) \) for the case of claim 1, and \( (\tilde{S}_1, \tilde{S}_2) = (S_1, S_2) \) for the case of claim 2. Let \( f \in C(\tilde{S}_1, \tilde{S}_2) \) which is not affine. It suffices to show that there is an open neighborhood \( O \) of \( f \) in \( C(\tilde{S}_1, \tilde{S}_2) \) such that each \( g \in O \) is not affine. First, we observe that \( f|_{\tilde{S}_1} \) is not affine. Assume for contrary that \( f|_{\tilde{S}_1} \) is affine. Then by Lemma 4, \( f|_{\tilde{S}_1} \) extends to a continuous affine map \( f' : \tilde{S}_1 \to \tilde{S}_2 \). Now that \( f \) and \( f' \) are continuous, \( \tilde{S}_1 \) is dense in \( \tilde{S}_1 \), and \( \tilde{S}_2 \) is Hausdorff. Then it follows that \( f = f' \), a contradiction. Hence \( f|_{\tilde{S}_1} \) is not affine, therefore there are three elements \( s_1, s_2, s_3 \in \tilde{S}_1 \) and a \( \lambda \in [0, 1] \) such that \( s_3 = \lambda s_1 + (1 - \lambda) s_2 \) but \( f(s_3) \neq \lambda f(s_1) + (1 - \lambda) f(s_2) \).

As \( \tilde{S}_2 \) is Hausdorff, there are open neighborhoods \( V_1 \) of \( f(s_3) \) and \( V_2 \) of \( \lambda f(s_1) + (1 - \lambda) f(s_2) \), respectively, which are disjoint. Moreover, as the operation of taking a convex combination in \( \tilde{S}_2 \) is continuous, there are open neighborhoods \( W_1 \) of \( f(s_1) \) and \( W_2 \) of \( f(s_2) \), respectively, such that \( \lambda t_1 + (1 - \lambda) t_2 \in V_2 \) for every \( t_1 \in W_1 \) and \( t_2 \in W_2 \). In the case of claim 1, Lemma 5 implies that these open neighborhoods \( V_1 \) and \( W_2 \) can be chosen to be essential.

Now let \( O \) be the intersection of the three members \( O_{s_1} \cap W_1 \), \( O_{s_2} \cap W_2 \), and \( O_{s_3} \cap V_1 \) of the subbase of the topology on \( C(\tilde{S}_1, \tilde{S}_2) \). This \( O \) is an open neighborhood of \( f \) in \( C(\tilde{S}_1, \tilde{S}_2) \). If \( g \in O \), then we have \( g(s_1) \in W_1 \), \( g(s_2) \in W_2 \), and \( g(s_3) \in V_1 \), therefore \( \lambda g(s_1) + (1 - \lambda) g(s_2) \in V_2 \) by the choice of \( V_1 \) and \( W_2 \), and \( g(s_3) \neq \lambda g(s_1) + (1 - \lambda) g(s_2) \) by the choice of \( V_1 \) and \( V_2 \). Hence each \( g \in O \) is not affine, concluding the proof of Lemma 8.

**Remark 2.** More strongly, if \( S_1 \) is compact, then Lemma 8 and Proposition 3 imply that \( \mathcal{A}(S_1, S_2) \) is a closed topological subspace of \( C(S_1, S_2) \) with respect to the compact-open topology.

**Lemma 9.**

1. The subset of all surjective maps in \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) is closed in \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \).

2. If \( S_1 \) is compact, then the subset of all surjective maps in \( \mathcal{A}(S_1, S_2) \) is closed in \( \mathcal{A}(S_1, S_2) \).

**Proof.** We prove the two claims in parallel. Let \( f \in \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) (resp., \( f \in \mathcal{A}(S_1, S_2) \)) which is not surjective. Then \( f(\tilde{S}_1) \) (resp., \( f(S_1) \)) is a proper and compact subset of \( \tilde{S}_2 \) (resp., \( S_2 \)), therefore its complement in \( \tilde{S}_2 \) (resp., \( S_2 \)) is open and non-empty. By Lemma 5 there is a closed subset \( C \) and an open subset \( W \) of \( \tilde{S}_2 \) (resp., \( S_2 \)), respectively, such that \( \emptyset \neq W \subset C \) and \( C \subset f(\tilde{S}_1)^c \) (resp., \( C \subset f(S_1)^c \)). Therefore we have \( f(\tilde{S}_1) \subset C^c \subset W^c \subset \tilde{S}_2 \) (resp., \( f(S_1) \subset C^c \subset W^c \subset S_2 \)). Now we choose a subset \( U \) of \( W^c \) as follows: In the case of the claim 2 we put \( U = C^c \); while in the case of the claim 1, by virtue of Lemma 3 we choose an essential open subset \( U \) of \( \tilde{S}_2 \) such that \( C^c \subset U \subset W^c \). Then we have \( f(\tilde{S}_1) \subset U \subset \tilde{S}_2 \) (resp., \( f(S_1) \subset U \subset S_2 \)), therefore the member \( O_{\tilde{S}_1,U} \) (resp., \( O_{S_1,U} \)) of the subbase of the topology on \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) (resp., \( \mathcal{A}(S_1, S_2) \)) is an open neighborhood of \( f \) in \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) (resp., \( \mathcal{A}(S_1, S_2) \)) (this follows from Proposition 3 for the claim 2 and from the fact that \( \tilde{S}_1 = \tilde{S}_1 \) is essential for the claim 1). Moreover, each element \( g \) of \( O_{\tilde{S}_1,U} \) (resp., \( O_{S_1,U} \)) is not surjective, as we have \( g(\tilde{S}_1) \subset U \subset \tilde{S}_2 \) (resp., \( g(S_1) \subset U \subset S_2 \)). Hence the claim holds.

\[ \text{10} \]
Proposition 4. If \( \text{int}_{\mathbb{V}(S_2)}(S_2) \neq \emptyset \), then the subset \( \mathcal{A}^c(\tilde{S}_1, S_2) \) of all continuous affine maps \( f : \tilde{S}_1 \to S_2 \) is dense in \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \). Hence \( \mathcal{A}(\tilde{S}_1, \tilde{S}_2) \supset \mathcal{A}^c(\tilde{S}_1, S_2) \) is dense in \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \).

Proof. Let \( O_{K,U} \) (\( 1 \leq i \leq k \)) be members of the subbase of the topology on \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) such that \( O = \bigcap_{i=1}^{k} O_{K,U} \neq \emptyset \). We show that \( O \cap \mathcal{A}^c(\tilde{S}_1, S_2) \neq \emptyset \). Choose \( f \in O \) and \( x \in \text{int}_{\mathbb{V}(S_2)}(S_2) \). By applying Lemma 2 to each pair \( f(K_i) \subset U_i \) (note that \( f(K_i) \) is compact as well as \( K_i \)), there exists an \( m \in (0,1) \) such that \( ax + (1-\lambda)y \in U_i \) for every \( 1 \leq i \leq k \), \( y \in f(K_i) \), and \( 0 \leq \lambda \leq m \). Now we define a map \( g : \tilde{S}_1 \to S_2 \) by \( g(s) = mx + (1-m)f(s) \) (\( s \in \tilde{S}_1 \)). Then \( g \) is affine and continuous as well as \( f \). For each \( s \in \tilde{S}_1 \), we have \( f(s) \in S_2 = \text{cl}_{\mathbb{V}(S_2)}(S_2) \) and \( 0 < m < 1 \), therefore it follows from Section II.1, Theorem 1.1] that \( mx + (1-m)f(s) \in S_2 \). Hence \( g \in \mathcal{A}^c(\tilde{S}_1, S) \). Moreover, for each \( 1 \leq i \leq k \) and \( s \in K_i \), we have \( f(s) \in f(K_i) \) and \( g(s) = mx + (1-m)f(s) \in U_i \) by the choice of \( m \). This implies that \( g \in O \), therefore \( g \in O \cap \mathcal{A}^c(\tilde{S}_1, S_2) \) as desired. Hence the claim holds.

The next lemma says that any convex set \( S \) and its closure \( \tilde{S} \) can be identified with the sets \( \mathcal{A}(\ast, S) \) and \( \mathcal{A}^c(\ast, \tilde{S}) = \mathcal{A}(\ast, \tilde{S}) \), respectively, where \( \ast \) denotes the convex set with just one element, hence several properties of convex sets can be immediately derived from those of the sets \( \mathcal{A}(\tilde{S}_1, S_2) \):

Lemma 10. For each \( s \in S \) (resp., \( s \in \tilde{S} \)), let \( \iota_s \) denote the map \( s \to \mathcal{A}(\ast, S) \) (resp., \( s \to \tilde{S} \)) given by \( \iota_s(\ast) = s \). Then the map \( \varphi : S \to \mathcal{A}(\ast, S) \) (resp., \( \tilde{S} \to \mathcal{A}(\ast, \tilde{S}) \)), \( \varphi(s) = \iota_s \), is an affine homeomorphism.

Proof. First we consider the case of \( S \). Note that \( \iota_s \in \mathcal{A}(\ast, S) \) for each \( s \in S \), therefore \( \varphi \) is well-defined. It is obvious that \( \varphi \) is affine and bijective. Moreover, for each member \( O_{s,U} \) of \( \mathcal{B}(\ast, S) \), we have \( \varphi^{-1}(O_{s,U}) = U \) which is open in \( S \), therefore \( \varphi \) is continuous. As \( \tilde{S} \) is compact and \( \mathcal{A}^c(\ast, \tilde{S}) \) is Hausdorff (by Proposition 2), a famous theorem in general topology implies that \( \varphi \) is a homeomorphism, as desired.

Secondly, we consider the case of \( \tilde{S} \). We have \( \iota_s = \iota_s \) for each \( s \in \tilde{S} \), therefore \( \varphi \) is naturally regarded as a subset of \( \mathcal{A}(\ast, \tilde{S}) \). Now the map \( S \to \mathcal{A}(\ast, S) \) under consideration is bijective and it is the restriction to \( S \) of the map \( \tilde{S} \to \mathcal{A}(\ast, \tilde{S}) \) specified in the statement. Hence the former map is also affine and homeomorphic, concluding the proof of Lemma 10.

Let \( \mathcal{A}^c(S_1, S_2) \) (resp., \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \)) denote the set of all \( f \in \mathcal{A}(S_1, S_2) \) (resp., \( f \in \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \)) which is bijective. From now on, we show that the topology defined above is compatible with several operations and objects relevant to the sets of affine maps:

Lemma 11. The map \( \varphi : [0,1] \times \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \times \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \to \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) defined by \( \varphi(\lambda, f, g) = \lambda f + (1-\lambda)g \) is continuous. Namely, the operation of taking convex combination of two maps is continuous with respect to the above topology.

Proof. It suffices to show that \( \varphi^{-1}(O_{K,U}) \) is open for every \( O_{K,U} \in \mathcal{B}(\tilde{S}_1, \tilde{S}_2) \). Let \( \lambda \in [0,1] \) and \( f, g \in \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) such that \( \varphi(\lambda, f, g) \in O_{K,U} \). Then we construct an open neighborhood \( O \) of \( (f, g) \) such that \( O \subset \varphi^{-1}(O_{K,U}) \), in the following manner.

For each \( s \in K \), we have \( \lambda f(s) + (1-\lambda)g(s) = \varphi(\lambda, f, g)(s) \in U \). As the operation of taking a convex combination of two elements in \( S_2 \) is continuous, there are an open neighborhood \( I_s \subset [0,1] \) of \( \lambda \) and open neighborhoods \( V^f_s, V^g_s \subset \tilde{S}_2 \) of \( f(s), g(s) \), respectively, such that \( \nu t^f + (1-\nu)t^g \in U \) for every \( \nu \in I_s, t^f \in V^f_s \) and \( t^g \in V^g_s \). By Lemma 3 these \( V^f_s \) and \( V^g_s \) can be chosen to be essential. By Lemma 4, again, there are closed subsets \( N^f_s, N^g_s \) of \( S_2 \) and open subsets \( W^f_s, W^g_s \) of \( \tilde{S}_2 \) such that \( f(s) \in W^f_s \subset N^f_s \subset V^f_s \) and \( g(s) \in W^g_s \subset N^g_s \subset V^g_s \).

Now the map \( f \times g : \tilde{S}_1 \to \tilde{S}_2 \times \tilde{S}_2 \) defined by \( (f \times g)(x) = (f(x), g(x)) \) is continuous as both \( f \) and \( g \) are continuous, therefore \( (f \times g)(K) \) is compact in \( \tilde{S}_2 \times \tilde{S}_2 \) as \( K \) is compact. On the other hand, \( \{W^f_s \times W^g_s\}_{s \in K} \) is an open covering of \( (f \times g)(K) \) by the choice of \( W^f_s \) and \( W^g_s \). This implies that there are finitely many elements \( s_1, \ldots, s_k \in K \) such that \( (f \times g)(K) \subset \bigcup_{i=1}^{k} (W^f_{s_i} \times W^g_{s_i}) \). We write \( N^f = N^f_{s_1} \cap N^g = N^g_{s_1} \), \( V^f_{s_1} = V^f_{s_1} \), and \( V^g_{s_1} = V^g_{s_1} \) for simplicity. Now we have \( s_i \in f^{-1}(W^f_{s_i}) \subset f^{-1}(N^f_{s_i}) \) and \( s_i \in g^{-1}(W^g_{s_i}) \subset g^{-1}(N^g_{s_i}) \).
therefore Lemma 11 implies that we have \( f^{-1}(W_i^f) \subset M_i^f \subset f^{-1}(N_i^f) \) and \( g^{-1}(W_i^g) \subset M_i^g \subset g^{-1}(N_i^g) \) for some essential closed subsets \( M_i^f \) and \( M_i^g \). We define

\[
O = \bigcap_{i=1}^{k} \left( I_{s_i} \times O_{M_i^f, V_i^f} \times O_{M_i^g, V_i^g} \right).
\]

Note that \( O_{M_i^f, V_i^f} \) and \( O_{M_i^g, V_i^g} \) are members of \( \overline{B}(S_1, S_2) \), therefore \( O \) is an open neighborhood of \((\lambda, f, g)\) in \([0, 1] \times A^c(S_1, S_2) \times A^c(S_1, S_2)\).

We show that \( \varphi(O) \subset O_{K,U} \). Let \((\mu, f', g') \in O\). Then for each \( s \in K \), there is an index \( i \) such that \( (f(s), g(s)) \in W_i^f \times W_i^g \), therefore \( s \in f^{-1}(W_i^f) \subset M_i^f \) and \( s \in g^{-1}(W_i^g) \subset M_i^g \). Now we have \( \mu \in I_{s_i} \), \( f'(s) \in V_i^f \) and \( g'(s) \in V_i^g \), therefore \( \mu f'(s) + (1 - \mu) g'(s) \in U \) by the property mentioned in the second last paragraph. This implies that \( \varphi(\mu, f', g')(K) \subset U \), therefore \( \varphi(\mu, f', g') \in O_{K,U} \), as desired. Hence the proof of Lemma 11 is concluded.

Lemma 12. The map \( \varphi : A^c(S_1, S_2) \times A^c(S_1, S_3) \rightarrow A^c(S_1, S_3) \) defined by \( \varphi(f, g) = g \circ f \) is continuous.

Namely, the operation of composing two maps is continuous.

Proof. It suffices to show that \( \varphi^{-1}(O_{K,U}) \) is open for every \( O_{K,U} \in \overline{B}(S_1, S_2) \). Let \( f \in A^c(S_1, S_2) \) and \( g \in A^c(S_2, S_3) \) such that \( g \circ f \in O_{K,U} \). Then we have \( f(K) \subset g^{-1}(U) \subset S_2 \), while \( f(K) \) is compact (as \( K \) is compact) and \( g^{-1}(U) \) is open. Now for each \( s \in K \), Lemma 13 (applied twice) implies that there are open subsets \( W_s, V_s \) of \( S_2 \) and closed subsets \( M_s, N_s \) of \( S_2 \) such that \( V_s \) is essential and \( f(s) \in W_s \subset N_s \subset V_s \subset M_s \subset g^{-1}(U) \). As \( f(K) \) is compact, there are finitely many elements \( s_1, \ldots, s_k \in K \) such that \( f(K) \subset \bigcup_{i=1}^{k} W_{s_i} \). Write \( W_i = W_{s_i} \), \( N_i = N_{s_i} \), \( V_i = V_{s_i} \), and \( M_i = M_{s_i} \). Now we have \( s_i \in f^{-1}(W_i) \subset f^{-1}(N_i) \), therefore Lemma 11 implies that there is an essential closed subset \( N_i' \) such that \( f^{-1}(W_i) \subset N_i' \subset f^{-1}(N_i) \). Moreover, we have \( \bigcup_{i=1}^{k} V_i \subset \bigcup_{i=1}^{k} M_i \), therefore Lemma 11 implies that there is an essential closed subset \( M' \) such that \( \bigcup_{i=1}^{k} V_i \subset M' \subset \bigcup_{i=1}^{k} M_i \). Now put \( O_f = \bigcap_{i=1}^{k} O_{N_i, V_i} \) and \( O_g = O_{M', U} \). Note that \( O_f \) and \( O_g \) are open neighborhoods of \( f \) and \( g \), respectively. We show that \( \varphi(O_f \times O_g) \subset O_{K,U} \).

Let \( f' \in O_f \) and \( g' \in O_g \). Then for each \( s \in K \), there is an index \( i \) such that \( s \in f^{-1}(W_i) \). Now we have \( s \in N_i' \), therefore \( f'(s) \in V_i \subset M' \) and \( g'(f'(s)) \in U \). This implies that \( g'(f'(K)) \subset U \), therefore we have \( \varphi(f', g') = g \circ f' \in O_{K,U} \), as desired. Hence the claim holds.

Corollary 1. The evaluation map \( A^c(S_1, S_2) \times S_1 \rightarrow S_2, (f, s) \mapsto f(s) \), is continuous.

Proof. This follows from Lemma 12 and Lemma 10.

Lemma 13. The map \( \varphi : A^c(S_1, S_2) \rightarrow A^c(S_2, S_1) \), \( \varphi(f) = f^{-1} \), is a homeomorphism. Namely, the operation of taking the inverse of a map is homeomorphic.

Proof. First, for each \( f \in A^c(S_1, S_2) \), \( f^{-1} \) is also an affine map, while \( f \) is a homeomorphism as \( f \) is a continuous bijection from the compact \( S_1 \) to the Hausdorff \( S_2 \). Hence we have \( f^{-1} \in A^c(S_2, S_1) \) and \( \varphi \) is well-defined. Note that \( \varphi \) is obviously a bijection. To prove that \( \varphi \) is continuous, we show that \( \varphi^{-1}(O_{K,U} \cap A^c(S_2, S_1)) = O_{U^c, K^c} \cap A^c(S_2, S_1) \) for every \( O_{K,U} \in B(S_2, S_1) \) (note that \( O_{U^c, K^c} \in B(S_1, S_2) \)), as \( U^c \) is closed and essential in \( S_1 \) and \( K^c \) is open and essential in \( S_2 \) by Lemma 3. Indeed, for every \( g \in O_{K,U} \cap A^c(S_2, S_1) \), we have \( g(K) \subset U \), therefore \( g^{-1}(U^c) \subset K^c \) and \( g^{-1} \in O_{U^c, K^c} \) as \( g \) is a bijection. This implies the inclusion \( \subset \), and the other inclusion \( \supset \) holds similarly. Therefore \( \varphi \) is continuous, and the same argument shows that \( \varphi^{-1} \) is also continuous. Hence \( \varphi \) is a homeomorphism, as desired.

Corollary 2. The set \( A^c(S, S) \) (resp., \( A^c(S, \tilde{S}) \)) forms a topological group with map composition as multiplication, and this group acts continuously on \( S \) (resp., \( \tilde{S} \)) by \( f \cdot s = f(s) \) for each \( f \in A^c(S, S) \) (resp., \( f \in A^c(S, \tilde{S}) \)) and \( s \in S \) (resp., \( s \in \tilde{S} \)).

Proof. This follows from Lemma 12, Lemma 13, and Corollary 1.
Finally, we discuss the following sort of “coordinate expressions” of affine maps. We choose and fix any (possibly infinite) subset $B \subset S$, and define an affine map $\iota_B$ from $A(S, S)$ (resp., $A^c(S, S)$) to the set $S_B$ (resp., $\bar{S}_B$) of all mappings $B \to S$ (resp., $B \to \bar{S}$) by $\iota_B(f) = f|_B$, $f \in A(S, S)$ (resp., $f \in A^c(S, S)$). Note that $\iota_B$ is injective if $S_1 \subset A(B)$ (see Lemma 11). Now the set $S_B$ (resp., $\bar{S}_B$) admits a natural topology that is the weakest topology to make, for every $b \in B$, the “evaluation map” $ev_b : S_B \ni f \mapsto f(b) \in S$ (resp., $ev_b : \bar{S}_B \ni f \mapsto f(b) \in \bar{S}$) continuous. This topological space is nothing but the direct product space of copies of $S$ (resp., $\bar{S}$) over $b \in B$, therefore $S_B$ (resp., $\bar{S}_B$) is Hausdorff as well as $S_2$ (resp., $\bar{S}_2$). By the Tychonoff’s Theorem, $S_B$ is compact, while $S_B$ is compact if (and only if) $S$ is compact. Now we have the following property:

**Lemma 14.** Under the above setting, the map $\iota_B$ is continuous.

**Proof.** First, we prove that $\iota_B : A^c(S, S) \to S_B$ is continuous. It suffices to show that for each $b \in B$, the composite map $\varphi_b = ev_b \circ \iota_B : A^c(S, S) \to S$ given by $\varphi_b(f) = f(b)$ is continuous. Now by Lemma 25, each open subset of $S$ is the union of essential open subsets $U$ of $S$, and we have $\varphi_b^{-1}(U) = O_{\varphi_b}(U) \in \mathcal{B}(S, S)$ for any such $U$ (note that $\{b\} \subset B \subset S$, therefore the closed subset $\{b\}$ is essential). This implies that $\varphi_b$ is continuous, as desired.

Secondly, for the map $\iota_B : A(S, S) \to S_B$, this map is the composition of the continuous map $A(S, S) \to A^c(S, S)$, $f \mapsto \bar{f}$ given by Lemma 17 followed by the continuous map $A^c(S, S) \to S_B$, $f \mapsto f|_B$ studied in the previous paragraph. Hence $\iota_B$ is also continuous.

### 3.2 Finite-dimensional cases

In this subsection, we study the case of finite-dimensional convex sets and give some enhancements of the above general results. First note that, if $\dim(S) = n < \infty$, then the locally convex Hausdorff topological vector space $V(S)$ is naturally identified with the $n$-dimensional Euclidean space $\mathbb{R}^n$, we have $V(S) = V(S)$, and $S$ is the closure of $S$ in $V(S) = \mathbb{R}^n$. Now we have the following three properties for inclusion relations of the sets of affine maps:

**Lemma 15.** Suppose that $\dim(S) < \infty$.

1. If $A^c(S, \bar{S}) \neq \emptyset$, then we have $\dim(S) = \dim(S)$, every surjective map in $A^c(S, \bar{S})$ is a bijection, and $A^c(S, \bar{S})$ is closed in $A^c(S, \bar{S})$.

2. If $A(S, S) \neq \emptyset$, then we have $\dim(S) = \dim(S)$ and every surjective map in $A(S, S)$ is a bijection. Moreover, if $S$ is compact, then $A(S, S)$ is closed in $A(S, S)$.

**Proof.** We prove the two claims in parallel. First note that $V(S) = V(S)$ by the assumption. Take an $f \in A(S, \bar{S})$ (resp., $f \in A(S, S)$), then, as the affine hulls of $S_1$ and $S_2$ (resp., $S_1$ and $S_2$) are the whole underlying spaces, the maps $f$ and $g = f^{-1}$ extend uniquely to affine maps $\bar{f} : V(S) \to V(S)$ and $\bar{g} : V(S) \to V(S)$ (resp., $\bar{f} : V(S) \to V(S)$ and $\bar{g} : V(S) \to V(S)$), respectively. Now we have $\bar{g} \circ \bar{f} = id_{V(S)}$, as both of the two maps in the left-hand and the right-hand sides are affine extensions of $g \circ f = id_{S_1}$ (resp., $g \circ f = id_{S_2}$). Similarly, we also have $\bar{f} \circ \bar{g} = id_{V(S)}$ (resp., $\bar{f} \circ \bar{g} = id_{V(S)}$). Therefore $V(S)$ and $\bar{V}(S)$ are affine isomorphic, hence $\dim(S) = \dim(S) < \infty$ (resp., $\dim(S) = \dim(S) < \infty$). This implies that $\dim(S) = \dim(S)$ and $V(S) = V(S)$, therefore $dim(S) = dim(S) = dim(S)$. Now each surjective $h \in A(S, \bar{S})$ (resp., $h \in A(S, S)$) extends to an affine map $\bar{h} : V(S) \to V(S)$, which is also surjective as the image of $\bar{h}$ is convex and contains $S_2$. As $V(S)$ and $V(S)$ have the same finite dimension, this surjective affine map $\bar{h}$ is also injective, so is $h$ (hence $h$ is bijective). Finally, the remaining part of the claim now follows from Lemma 28.

**Corollary 3.** Suppose that $\dim(S) < \infty$. Then the topological group $A^c(S, \bar{S})$ is closed in $A^c(S, \bar{S})$. Moreover, if $S$ is compact, then the topological group $A^c(S, S)$ is closed in $A(S, S)$.  
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Proposition 5. If \( \dim(S_2) < \infty \), then both \( \mathcal{A}^c(\tilde{S}_1, S_2) \) and \( \mathcal{A}(\tilde{S}_1, \tilde{S}_2) \) are dense in \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \).

Proof. Under the assumption, \( \tilde{V}(S_2) = V(S_2) \) is a finite-dimensional Euclidean space such that \( \text{Aff}(S_2) = V(S_2) \), therefore \( \text{int}_\tilde{V}(S_2) \neq \emptyset \) (see e.g., [7] Proposition 2.1.7). Hence the condition in Proposition 4 is satisfied, therefore the claim follows from Proposition 4.

When \( S \) is finite-dimensional, let \( d_S \) denote the Euclidean metric on \( \tilde{V}(S) = V(S) = \mathbb{R}^{\dim(S)} \). Then \( \tilde{S} \) is a compact (hence complete) metric space with respect to \( d_S \). Now if both \( S_1 \) and \( S_2 \) are finite-dimensional, then the set \( C(\tilde{S}_1, \tilde{S}_2) \) is also a complete metric space with respect to the metric \( d_\infty \) defined by \( d_\infty(f, g) = \sup_{s \in \tilde{S}_1} d_S(f(s), g(s)) \) for \( f, g \in C(\tilde{S}_1, \tilde{S}_2) \). (In fact, for each pair \( (f, g) \) the supremum is attained by some \( s \in \tilde{S}_1 \), as the function \( s \mapsto d_S(f(s), g(s)) \) is continuous on the compact space \( \tilde{S}_1 \).) For any sequence in \( C(\tilde{S}_1, \tilde{S}_2) \), convergence with respect to the metric \( d_\infty \) is equivalent to the uniform convergence of mappings over \( \tilde{S}_1 \). Note that the topology on \( C(\tilde{S}_1, \tilde{S}_2) \) determined by \( d_\infty \) coincides with the compact-open topology (see e.g., [11] Section c-20.5). To avoid confusion, we write \( C_{d_\infty}(\tilde{S}_1, \tilde{S}_2) \) to signify the set \( C(\tilde{S}_1, \tilde{S}_2) \) endowed with the topology determined by \( d_\infty \) rather than the original topology defined in Definition 5.

Note that the topology of \( C(\tilde{S}_1, \tilde{S}_2) \) is weaker than or equal to that of \( C_{d_\infty}(\tilde{S}_1, \tilde{S}_2) \), while these are equal if both \( S_1 \) and \( S_2 \) are compact. Now we have the following fundamental result:

Proposition 6. If both \( S_1 \) and \( S_2 \) are finite-dimensional, then the topology on \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) coincides with the topology determined by the metric \( d_\infty \) (or equivalently, the compact-open topology), and \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) is compact.

The key fact for the proof is the Arzelà-Ascoli Theorem (see e.g., [11] Section c-20.6). The statement of the theorem relevant to our present situation is the following (note that the other condition for “boundedness” is now automatically satisfied, as the metric space \( \tilde{S}_2 \) is compact):

Theorem 6 (Arzelà-Ascoli). A subset \( F \) of \( C_{d_\infty}(\tilde{S}_1, \tilde{S}_2) \) has compact closure if and only if \( F \) is equicontinuous, i.e., for any \( s \in \tilde{S}_1 \) and any \( \varepsilon > 0 \), there exists an open neighborhood \( U \) of \( s \) such that for every \( f \in F \), we have \( d_\infty(f(s), f(t)) < \varepsilon \) whenever \( t \in U \).

Proof of Proposition 6. First, we prove that the set \( F = \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) is compact with respect to the metric \( d_\infty \). Note that the subset \( F \) is closed in \( C_{d_\infty}(\tilde{S}_1, \tilde{S}_2) \), as \( F \) is closed in \( C(\tilde{S}_1, \tilde{S}_2) \) by Lemma 8 and the topology on \( C_{d_\infty}(\tilde{S}_1, \tilde{S}_2) \) is stronger (or equal to) that on \( C(\tilde{S}_1, \tilde{S}_2) \). Therefore, by Theorem 6 it suffices to show that \( F \) is equicontinuous. Let \( s_0 \in \tilde{S}_1 \) and \( \varepsilon > 0 \). Choose \( s_1, \ldots, s_n \in \tilde{S}_1 \) such that \( \{s_0, \ldots, s_n\} \) is affine independent and its affine hull is \( V(S_1) \). Then for each \( s \in \tilde{S}_1 \), there exists a unique expression \( s - s_0 = \sum_{i=1}^{n} \lambda_i(s)(s_i - s_0) \) with \( \lambda_i(s) \in \mathbb{R} \). Note that every \( \lambda_i \) is a continuous function on \( \tilde{S}_1 \), as any exchange of coordinate systems in a finite-dimensional Euclidean space is a continuous operation. Now let \( U \) be the set of all \( s \in \tilde{S}_1 \) such that \( c \sum_i |\lambda_i(s)| < \varepsilon \), where \( c = \sup_{t, t' \in \tilde{S}_2} d_S(t, t') < \infty \) (the finiteness of \( c \) follows from the compactness of \( \tilde{S}_2 \)). Then \( U \) is open as every \( \lambda_i \) is continuous, and \( s_0 \in U \) as \( \lambda_i(s_0) = 0 \) for every \( i \). Moreover, for each \( f \in F \) and \( s \in U \), we have

\[
f(s) = f\left(1 - \sum_i \lambda_i(s)\right)s_0 + \sum_i \lambda_i(s)s_i = \left(1 - \sum_i \lambda_i(s)\right)f(s_0) + \sum_i \lambda_i(s)f(s_i) ,
\]

therefore \( f(s) - f(s_0) = \sum_i \lambda_i(s)(f(s_i) - f(s_0)) \). This implies that

\[
d_S(f(s), f(s_0)) \leq \sum_i |\lambda_i(s)|d_S(f(s_i), f(s_0)) \leq c \sum_i |\lambda_i(s)| < \varepsilon .
\]

Hence \( F \) is equicontinuous, therefore \( F \) is compact with respect to the metric \( d_\infty \).
Let \( \varphi \) denote the identity map on the set \( C(\tilde{S}_1, \tilde{S}_2) \), which is regarded as the map between topological spaces \( \varphi : C_{d_{\infty}}(\tilde{S}_1, \tilde{S}_2) \to C(\tilde{S}_1, \tilde{S}_2) \). This map \( \varphi \) is continuous, as the topology of \( C_{d_{\infty}}(\tilde{S}_1, \tilde{S}_2) \) is stronger than (or equal to) the topology of \( C(\tilde{S}_1, \tilde{S}_2) \). Now \( F = \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) is Hausdorff with respect to the subspace topology relative to \( C(\tilde{S}_1, \tilde{S}_2) \) (Proposition 2), while \( F \) is compact with respect to the metric \( d_{\infty} \) as above. This implies that the restriction \( \varphi|_F : F \to F \) of \( \varphi \) to \( F \) is a homeomorphism as the domain is compact and the range is Hausdorff, therefore the two topologies on \( F \) coincide with each other. Hence Proposition 6 holds.

As an application of this result, we study the continuous map \( \iota_B : \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \to \tilde{S}_2^B \) discussed in Lemma 4. Let \( B \) be a subset of \( S_1 \) such that \( S_1 \subset \text{Aff}(B) \), hence \( \iota_B \) is injective. Suppose that both \( S_1 \) and \( S_2 \) are finite-dimensional. Then we have the following:

**Corollary 4.** Under the above setting, the continuous map \( \iota_B : \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \to \tilde{S}_2^B \) is a homeomorphism onto its image.

**Proof.** Now \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) is compact by Proposition 6 while \( \tilde{S}_2^B \) is Hausdorff. Hence the continuous injection \( \iota_B \) is a homeomorphism onto its image.

In particular, when we choose a finite subset \( B \) as above, the space \( \tilde{S}_2^B \) is a topological subspace of a Euclidean space (of finite dimension \( \dim(S_2)|B| \)), and its Euclidean metric transferred to the set \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \) via the above map \( \iota_B \) and the metric \( d_{\infty} \) determine the same topology on \( \mathcal{A}^c(\tilde{S}_1, \tilde{S}_2) \), hence on \( \mathcal{A}(\tilde{S}_1, \tilde{S}_2) \).

**Remark 3.** Here we give a remark on Lemma 4. This lemma will fail when we replace “surjective” with “injective” in the statement. Indeed, in the case \( S_1 = S_2 = [0, 1] \), we define \( f_i(x) = x/i \) (\( x \in [0, 1] \)) for integers \( i \geq 1 \). Then each \( f_i \) is affine and injective, while their limit \( f = 0 \) with respect to the metric \( d_{\infty} \) is not injective.

### 4 On characterizations of solid ellipsoids

In this section, we restrict our attention to the finite-dimensional cases, and discuss some characterizing properties of the unit balls up to affine equivalence mentioned in Section 1.1. In what follows, let \( S_{\text{ext}} \) denote the set of extreme points of \( S \), and write \( \text{Aut}(S) = \mathcal{A}^c(S, S) \).

#### 4.1 Preliminary observations

First, by the results of Section 3, the topological group \( \text{Aut}(S) \) acts continuously on \( S \) as bijective affine transformations, therefore this action preserves the subset \( S_{\text{ext}} \). Now we have the following fundamental property:

**Proposition 7.** Suppose that \( S \) is compact, \( \dim(S) < \infty \), and \( \text{Aut}(S) \) acts transitively on \( S_{\text{ext}} \). Then \( S_{\text{ext}} \) is a compact (hence closed) subset of \( S \).

**Proof.** Now the \( \text{Aut}(S) \)-orbit of any given \( s_0 \in S_{\text{ext}} \) coincides with the whole \( S_{\text{ext}} \), therefore the compactness of \( S_{\text{ext}} \) follows from the compactness of the group \( \text{Aut}(S) \) in \( \mathcal{A}(S, S) \) (by Lemma 13 and Proposition 6) and the continuity of the \( \text{Aut}(S) \)-action.

Note that \( S_{\text{ext}} \) is not always a closed subset of \( S \); see e.g., [7 Section 2.4, Exercise 2].

**Remark 4.** When \( S \) is finite-dimensional, we say that a point \( s \in S \) is exposed if the set \( \{s\} \) forms a face of \( S \). In the current setting, this is equivalent to that there is an affine functional \( f : S \to \mathbb{R} \) such that \( f(S) \) is bounded and \( s \) is the unique point in \( S \) to attain the maximum value of \( f \). Any exposed point in \( S \) is also an extreme point in \( S \), and the action of \( \text{Aut}(S) \) also preserves the set of the exposed points. In general, it does not hold that every extreme point is exposed (see e.g., [7 Section 2.4, Exercise 2]). However, every extreme point is exposed if \( S_{\text{ext}} \neq \emptyset \) (e.g., if \( S \) is compact) and \( \text{Aut}(S) \) acts transitively on \( S_{\text{ext}} \). Indeed, it is known that the set of exposed points in \( S \) is dense in \( S_{\text{ext}} \) (see e.g., [7 Theorem 2.4.9]); in particular, an exposed
point exists in this case. Let \( s_0 \) be an exposed point in \( S \), therefore \( s_0 \in S_{\text{ext}} \). Then the \( \text{Aut}(S) \)-orbit of \( s_0 \) consists of exposed points, while this orbit coincides with \( S_{\text{ext}} \) by the transitivity assumption, therefore every \( s \in S_{\text{ext}} \) is exposed as desired.

If \( S \) is compact and finite-dimensional, then \( \text{Aut}(S) \) is a compact group, therefore \( \text{Aut}(S) \) admits the (normalized) Haar integral \( \int_{G} f(g) \, dg \) (where we put \( G = \text{Aut}(S) \)) of continuous real functions \( f \) which is invariant under both left- and right-translations (see e.g., [12]). By using the Haar integral, it has been shown in [6] Lemma 1 that such a convex set \( S \) has a unique fixed point of the action of \( \text{Aut}(S) \). (For readers’ convenience, in the Appendix we summarize a proof of this fact based on the existence of left-invariant integral for real-valued continuous functions on compact groups.) From now on, by choosing an appropriate coordinate system of \( V(S) \), we assume without loss of generality that the fixed point is the origin 0 of the vector space \( V(S) \). In this setting, the group \( \text{Aut}(S) \) acts on \( S \) as bijective linear transformations, which extend uniquely to bijective linear transformations on \( V(S) \). Moreover, the next lemma implies that the origin of \( V(S) \) is now an interior point of \( S \):

**Lemma 16.** Suppose that \( S \) is compact and finite-dimensional, and \( \text{Aut}(S) \) acts transitively on \( S_{\text{ext}} \). Then a fixed point \( s \in S \) of the \( \text{Aut}(S) \)-action satisfies that \( s \in \text{int}(V(S)) \).

**Proof.** Assume for contrary that \( s \in \partial S \). Let \( H \subset V(S) \) be a supporting hyperplane of \( S \) at \( s \). As \( H \) is convex and \( H \subset V(S) = \text{Aff}(S) \), we have \( S_{\text{ext}} \not\subset H \). Choose a point \( t \in S_{\text{ext}} \setminus H \). On the other hand, choose a convex decomposition \( s = \sum_{i=1}^{t} \lambda_i s_i \) of \( s \) into extreme points \( s_i \in S_{\text{ext}} \) such that \( \lambda_i > 0 \) for every \( i \). Then by the assumption on the \( \text{Aut}(S) \)-action, we have \( f(s_i) = t \) for some \( f \in \text{Aut}(S) \). Now we have \( s = f(s) = \sum_{i=1}^{t} \lambda_i f(s_i), \) \( f(s_i) \in S \) and \( \lambda_i > 0 \) for every \( i \). As \( H \) is a supporting hyperplane of \( S \) at \( s \), it follows that \( f(s_i) \in H \) for every \( i \). However, this contradicts the above fact \( f(s_i) = t \not\in H \). Hence the claim holds.

As mentioned in Section 1.1, the symmetry (or vertex-transitivity) property for convex polytopes \( S \) is usually defined as the transitivity of the affine isometry group of \( S \) on the vertices (extreme points) of \( S \), while in our argument the members of \( \text{Aut}(S) \) are not supposed to be isometric. However, the next result shows that the two kinds of symmetry are essentially the same (up to affine equivalence):

**Proposition 8.** Suppose that \( S \) is compact and finite-dimensional, \( \text{Aut}(S) \) acts transitively on \( S_{\text{ext}} \), and the unique fixed point of the \( \text{Aut}(S) \)-action is the origin of \( V(S) \). Then there exists a bijective linear transformation \( \varphi \) on \( V(S) \) such that \( S' = \varphi(S) \) is a compact convex subset of \( V(S) \) with \( \text{Aff}(S') = V(S) \), \( \text{Aut}(S') \) acts transitively on \( S'_{\text{ext}} \), and each member of \( \text{Aut}(S') \) is an orthogonal linear transformation (hence an isometry) on \( V(S) \) with respect to the standard inner product \( \langle \cdot, \cdot \rangle \).

**Proof.** Put \( G = \text{Aut}(S) \) which is compact. Then it is well-known from representation theory of compact groups that, given an inner product \( \langle \cdot, \cdot \rangle \) on \( V = V(S) \), the map \( \langle \cdot, \cdot \rangle_G : V \times V \to \mathbb{R} \) defined by \( \langle v_1, v_2 \rangle_G = \int_{G} \langle g \cdot v_1, g \cdot v_2 \rangle \, dg \) (where the right-hand side is the Haar integral) is a \( G \)-invariant inner product on \( V \). Let \( e_1, e_2, \ldots, e_n \in V \) and \( f_1, f_2, \ldots, f_n \in V \) be orthonormal bases of \( V \) with respect to the inner products \( \langle \cdot, \cdot \rangle \) and \( \langle \cdot, \cdot \rangle_G \), respectively. Now we define a bijective linear transformation \( \varphi \) on \( V \) by \( \varphi(f_i) = e_i \) for each \( 1 \leq i \leq n \). Put \( S' = \varphi(S) \). We show that this \( \varphi \) satisfies the conditions specified in the statement. Only the non-trivial part of the claim is that each member of \( \text{Aut}(S') \) is an orthogonal transformation with respect to \( \langle \cdot, \cdot \rangle \). Note that \( \text{Aut}(S') = \{ \varphi g \varphi^{-1} \mid g \in G \} \). Moreover, we have \( \langle \varphi(v), \varphi(w) \rangle = \langle v, w \rangle_G \) by the choice of \( \varphi \), as \( \langle \varphi(f_i), \varphi(f_j) \rangle = \langle e_i, e_j \rangle = \delta_{i,j} = \langle f_i, f_j \rangle_G \) for the basis elements. Now for each \( g \in G \) and \( v, w \in V \), we have

\[
\langle \varphi g \varphi^{-1}(v), \varphi g \varphi^{-1}(w) \rangle = \langle g \varphi^{-1}(v), g \varphi^{-1}(w) \rangle_G = \langle \varphi^{-1}(v), \varphi^{-1}(w) \rangle_G = \langle v, w \rangle
\]

(7) where we used the \( G \)-invariance of \( \langle \cdot, \cdot \rangle_G \) in the second equality. Hence the claim holds.

**Remark 5.** It was pointed out by an anonymous referee that the fact that \( \text{Aut}(S) \) may be assumed (up to affine equivalence) to consist of orthogonal transformations can be derived from the result of a paper by Danzer, Langwitz and Lenz [5].

An easy but important consequence of the above observation is the following:
Corollary 5. Let $S$ be a finite-dimensional compact convex set such that $\text{Aut}(S)$ acts transitively on $S_{\text{ext}}$. Then $S$ is affine isomorphic to the unit ball if and only if every boundary point of $S$ is an extreme point of $S$.

Proof. As the “only if” part is trivial, we show the “if” part. By virtue of Proposition 8, we may assume without loss of generality that $\text{Aut}(S)$ acts on $S$ as linear isometries (with respect to the Euclidean distance on $V(S)$). This implies that every boundary point of $S$, which is now an extreme point of $S$ by the assumption, lies in a common sphere $S$ in $V(S)$ with the origin as the center point, hence we have $\partial S = S$ and $S$ is a ball surrounded by $S$, as desired.

On the other hand, we present several properties for the notion of distinguishability introduced in Definition 1. First, we give a geometric interpretation of the notion of distinguishability mentioned in Section 1.1.

Lemma 17. Suppose that $S$ is finite-dimensional. Let $n \geq 2$. Then points $s_1, s_2, \ldots, s_n$ of $S$ are distinguishable (see Definition 1 for the terminology) if and only if there exists a collection $(H_i)_{i=1}^n$ of supporting hyperplanes $H_i$ of $S$ that the set $\{v_1, \ldots, v_n\}$ of normal vectors $v_i$ of $H_i$ is linearly dependent and we have $s_i \notin H_i$ and $s_i \in H_j$ for every $i \neq j$.

Proof. Let $\langle \cdot, \cdot \rangle$ denote the standard inner product on the Euclidean space $V(S) = \overline{V}(S)$. First we show the “only if” part. Choose the affine functionals $e_i$ as in Definition 1. For each $i$, there are non-zero vectors $v_i \in V(S)$ and a constant $c_i \in \mathbb{R}$ such that $e_i(s) = \langle v_i, s \rangle + c_i$ for every $s \in S$. As $\sum_{i=1}^n c_i = 1$ is constant on $S$ and $\text{Aff}(S) = V(S)$, it follows that $\sum_{i=1}^n v_i = 0$. Put $H_i = \{v \in V(S) \mid e_i(v) = 0\}, 1 \leq i \leq n$, where we abuse the notation $e_i$ to denote the affine extension of $e_i$ to $V(S) = \text{Aff}(S)$. Then we have $s_i \notin H_i$ and $s_i \in H_j$ for every $i \neq j$, therefore $H_i \cap S \neq \emptyset$. As $e_i \geq 0$ on $S$, it follows that the $H_i$ are supporting hyperplanes of $S$. Moreover, $v_i$ is proportional to the normal vector of $H_i$, therefore the normal vectors of $H_i$ are linearly dependent. Hence the proof of the “only if” part is concluded.

Secondly, we show the “if” part. Choose coefficients $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$ such that $\sum_{i=1}^n \lambda_i v_i = 0$ and at least one $\lambda_i$ is non-zero. Choose a point $t_i \in H_i$ for each $i$. We define an affine functional $e_i$ on $V(S)$ by $e_i(v) = \langle \lambda_i v_i, v - t_i \rangle$ for $v \in V(S)$. We have $e_i(H_i) = \{0\}$ as $v_i$ is orthogonal to $H_i$. On the other hand, by putting $e = \sum_{i=1}^n e_i$, for each $v \in V(S)$ we have

$$e(v) = \sum_{i=1}^n e_i(v) = \sum_{i=1}^n (\langle \lambda_i v_i, v \rangle - \langle \lambda_i v_i, t_i \rangle) = \sum_{i=1}^n \langle \lambda_i v_i, v \rangle - \sum_{i=1}^n \langle \lambda_i v_i, t_i \rangle = -\sum_{i=1}^n \langle \lambda_i v_i, t_i \rangle.$$  \hfill (8)

Put $c = -\sum_{i=1}^n \langle \lambda_i v_i, t_i \rangle$, therefore $e$ is constant equal to $c$. Now choose an index $i_0$ such that $\lambda_{i_0} \neq 0$. Then, as $s_{i_0} \in H_{i_0}$ and $e_j(H_{i_0}) = \{0\}$ for every $j \neq i_0$, we have $e_{i_0}(s_{i_0}) = e(s_{i_0}) = c$. As $s_{i_0} \notin H_{i_0}$ and $\lambda_{i_0} \neq 0$, we have $e_{i_0}(s_{i_0}) = \lambda_{i_0} \langle v_{i_0}, s_{i_0} \rangle = e(s_{i_0}) \neq 0$, therefore $c \neq 0$. Now put $e'_i = e_i/c$ for each $i$. Then we have $e'_i(H_i) = \{0\}$, $\sum_{i=1}^n e'_i = e/c = 1$ and $e'_i(s_i) = e(s_i)/c = e(s_i)/c = 1$ for each $i$. As $H_i$ is a supporting hyperplane of $S$ and $s_i \in S$, this implies that $S$ is included in the closed half-space $\{v \in V(S) \mid e'_i(v) \geq 0\}$, therefore $e'_i \geq 0$ on $S$. Hence $s_1, \ldots, s_n$ are distinguishable, concluding the proof of Lemma 17. \hfill \Box

Remark 6. In the situation of Lemma 17, any proper subset of the set $\{v_1, \ldots, v_n\}$ of normal vectors of the hyperplanes $H_i$ is linearly independent. Indeed, when we choose $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$ as in the proof of that lemma, for each $i$ we have $e_i(s_i) = e(s_i) = c \neq 0$, while $e_i(s_i) = \lambda_i \langle v_i, s_i - t_i \rangle$. Therefore we have $\lambda_i \neq 0$ for every $i$, which implies the claim.

Now we give an upper bound of size of a collection of distinguishable points:

Lemma 18. Suppose that $S$ is finite-dimensional and $s_1, \ldots, s_k \in S$ are distinguishable. Then we have $k \leq \dim(S) + 1$. Moreover, if in addition $k = \dim(S) + 1$, then $S$ is the convex hull of $\{s_j\}_{j=1}^k$, which is a $(\dim(S))$-dimensional simplex.
Proof. Let \((e_j)_{j=1}^k\) be the collection of affine functionals corresponding to \((s_j)_{j=1}^k\), therefore \(e_i(s_j) = \delta_{i,j}\). Now if \(s = \sum_{j=1}^k \lambda_j s_j \) and \(\sum_{j=1}^k \lambda_j = 1\), then we have \(e_i(s) = \sum_{j=1}^k \lambda_j e_i(s_j) = \lambda_i\) for every \(i\), therefore the decomposition of \(s\) into the points \(s_j\) is uniquely determined. Hence the points \(s_1, \ldots, s_k\) are affine independent, therefore \(k \leq \dim(S) + 1\). Moreover, if \(k = \dim(S) + 1\), then we have \(V(S) = \text{Aff}(s_1, \ldots, s_k)\) as the points \(s_1, \ldots, s_k\) are affine independent, therefore each \(s \in S\) admits a decomposition \(s = \sum_{j=1}^k \lambda_j s_j\) such that \(\sum_{j=1}^k \lambda_j = 1\). Now we have \(\lambda_j = e_j(s) \in [0, 1]\) for every \(j\), therefore this \(s\) is contained in the convex hull of \(\{s_1, \ldots, s_k\}\). Hence \(S\) is the convex hull of \(\{s_1, \ldots, s_k\}\), therefore Lemma 18 holds. \(\square\)

Secondly, for the notion of distinguishably \((n-)\) decomposability introduced in Definition 2 we have the following two properties:

**Lemma 19.** Suppose that \(1 \leq \dim(S) = n < \infty\) and \(S\) is distinguishably \(n\)-decomposable. Then the set \(S_{\text{ext}}\) is uncountably infinite.

*Proof.* Assume for contrary that \(S_{\text{ext}}\) is at most countable. Let \(B\) be the collection of the subsets of \(S_{\text{ext}}\) with at most \(n\) elements, and let \(C\) be the collection of the convex hulls of \(B \subseteq B\). Then each member of \(C\) has \(n\)-dimensional volume \(0\), while \(B\) (hence \(C\)) is at most countable as well as \(S_{\text{ext}}\), therefore the union of all members of \(C\) also has \(n\)-dimensional volume \(0\). As the \(n\)-dimensional convex set \(S\) in positive \(n\)-dimensional volume, there is a point \(s \in S\) that does not belong to any member of \(C\). However, as \(S\) is distinguishably \(n\)-decomposable, this \(s\) admits a convex decomposition \(s = \sum_{j=1}^\ell \lambda_j s_j\) into distinguishable extreme points \(s_1, \ldots, s_\ell \in S_{\text{ext}}\) with \(\ell \leq n\), therefore \(B = \{s_j\}_{j=1}^\ell \subseteq B\) and the convex hull of \(B\) including \(s\) belongs to \(C\). This is a contradiction, hence Lemma 19 holds. \(\square\)

**Corollary 6.** Suppose that \(S\) is finite-dimensional and distinguishably decomposable, and \(S_{\text{ext}}\) is at most countable. Then \(S\) is a \(\dim(S)\)-simplex.

*Proof.* By Lemma 19, \(S\) is not distinguishably \(n\)-decomposable, where \(n = \dim(S)\), while \(S\) is distinguishably decomposable. This implies that there is an \(s \in S\) that admits a convex decomposition into at least \(n + 1\) distinguishable extreme points. Therefore Lemma 18 implies that \(S\) is an \(n\)-simplex. Hence Corollary 6 holds. \(\square\)

### 4.2 Proof of Theorem 5

In this and the following subsections, we give proofs of our main theorems whose statements have been listed in Section 1.1. In this subsection, we prove Theorem 5.

For the “only if” part of Theorem 5 when \(S\) is a finite-dimensional unit ball, it follows from Lemma 17 that a subset of \(S\) of cardinality at least \(2\) is a set of distinguishable extreme points if and only if it is a pair of mutually antipodal points (note that now each supporting hyperplane of \(S\) contains precisely one point of \(S\)). This implies that \(S\) indeed satisfies the three conditions in Theorem 5 as desired.

On the other hand, for the “if” part of Theorem 5 it suffices by Corollary 5 to show that every boundary point \(s\) of \(S\) is an extreme point. Assume for contrary that \(s \notin S_{\text{ext}}\). Take a supporting hyperplane \(H\) of \(S\) at \(s\). As \(S\) is distinguishably \(2\)-decomposable, we have \(s = \lambda_1 s_1 + \lambda_2 s_2\) for some distinguishable points \(s_1, s_2 \in S_{\text{ext}}\) and some \(\lambda_1, \lambda_2 > 0\) with \(\lambda_1 + \lambda_2 = 1\). On the other hand, by the same reason, the origin \(0\) of \(V(S)\) which is now an interior point of \(S\) by Lemma 10 also admits a decomposition \(0 = \mu_1 t_1 + \mu_2 t_2\) into distinguishable points \(t_1, t_2 \in S_{\text{ext}}\) with \(\mu_1, \mu_2 > 0\) and \(\mu_1 + \mu_2 = 1\). Now we have \(s_1, s_2 \in H\) by the choice of \(H\) and the decomposition of \(s\). Moreover, by the second condition of Theorem 5 there is an \(f \in \text{Aut}(S)\) such that \(f(t_1) = s_1\) and \(f(t_2) = s_2\). Now we have \(0 = f(0) = \mu_1 f(t_1) + \mu_2 f(t_2) = \mu_1 s_1 + \mu_2 s_2\), while \(s_1, s_2 \in H\) as above, therefore we have \(0 \in H\). This contradicts the fact that \(0\) is an interior point of \(S\). Hence we have \(s \in S_{\text{ext}}\) as desired, concluding the proof of Theorem 5.
4.3 Proofs of Theorems 3 and 4

In this subsection, we give proofs of Theorems 3 and 4 by assuming Theorems 1 and 2. The proofs of Theorems 1 and 2 will be supplied in the next subsection.

First, we prove Theorem 3. The implication of the second condition from the first one follows from Theorem 1, Theorem 5 and the fact that when \( S \) is a triangle, the set of the three vertices of \( S \) are distinguishable. For the other implication of the first condition from the second one, by virtue of Theorem 1 it suffices to show that any distinguishably decomposable convex polygon is a triangle, which is just a consequence of Corollary 6. Hence the proof of Theorem 3 is concluded.

From now, we prove Theorem 4. The implication of the second condition from the first one follows from Theorem 2 and Theorem 5 and the fact that when \( S \) is a tetrahedron, the set of the four vertices of \( S \) are distinguishable. For the other implication of the first condition from the second one, by virtue of Theorem 2 it suffices to show that any distinguishably decomposable 3-dimensional convex polytope is a tetrahedron, and the 3-dimensional circular cylinder \( S \) specified in the second condition of Theorem 2 is not distinguishably decomposable. The first part is just a consequence of Corollary 6. For the second part, put \( C_z = \{ (x, y, z) \mid x^2 + y^2 = 1 \} \) for \( z \in \{0, 1\} \). Note that \( S_{\text{ext}} = C_0 \cup C_1 \). We focus on the point \( v = (0, 0, 1/4) \), and assume for contrary that \( v = \sum_{j=1}^k \lambda_j s_j \) for some \( s_j \in S_{\text{ext}} \) and \( \lambda_j > 0 \) such that \( \sum_{j=1}^k \lambda_j = 1 \) and \( s_1, \ldots, s_k \) are distinguishable (hence \( s_1, \ldots, s_k \) are all different). We have \( k \leq 3 \) by Lemma 18 while the case \( k \leq 2 \) is impossible by the shape of \( S_{\text{ext}} = C_0 \cup C_1 \), therefore we have \( k = 3 \). Now the set \( \{ s_1, s_2, s_3 \} \) contains at least one point of each \( C_z, z = 0, 1 \). By symmetry, we may assume without loss of generality that \( s_1, s_2 \in C_1 \) and \( s_3 = (1, 0, 0) \in C_0 \). As \( s_1, s_2, s_3 \) are distinguishable, Lemma 17 implies that there are supporting hyperplanes \( H_1, H_2 \) of \( S \) such that \( s_1, s_2 \in H_1 \) and \( s_2, s_3 \in H_2 \). In particular, for each \( j \in \{1, 2\} \), the line through \( s_j \) and \( s_3 \) does not intersect the interior of \( S \). However, by the shape of \( S \), this is possible only when \( s_j = (1, 0, 1) \), contradicting the fact \( s_1 \neq s_2 \). Hence this \( S \) is not distinguishably decomposable, concluding the proof of Theorem 4.

4.4 Proofs of Theorems 1 and 2

Finally, in this subsection, we give proofs of Theorems 1 and 2. As the “if” part of each theorem is trivial, we consider the “only if” part from now.

First, for future references, we temporarily consider the case that \( S \) is compact and finite-dimensional (not necessarily 2- or 3-dimensional), and \( \text{Aut}(S) \) acts transitively on \( S_{\text{ext}} \). Then, by the arguments in Section 4.1 we assume without loss of generality that the origin 0 of the Euclidean space \( V(S) \) is an interior point of \( S \) which is the unique fixed point of the \( \text{Aut}(S) \)-action, and each member of \( \text{Aut}(S) \) acts on \( V(S) \) as an orthogonal transformation (hence has determinant \( \pm 1 \)). Now we have the following result, which will be a key ingredient of the proofs of the theorems:

**Lemma 20.** Under the above setting, assume in addition that \( \text{Aut}(S) \) is an infinite group. Then \( \text{Aut}(S) \) has an element of infinite order.

In the proof of Lemma 20 we use the following two theorems. The first theorem is a classical affirmative solution for a special case of the general Burnside problem given by Schur [25] (see also e.g., [18], Theorem 9.9) for the proof). Recall that a group \( G \) is called **periodic** (or **torsion**) if every element of \( G \) has finite order. The theorem is the following:

**Theorem 7 (Schur).** Let \( K \) be a field of characteristic zero, \( 1 \leq n < \infty \), and \( G \) be a finitely generated periodic subgroup of \( GL_n(K) \). Then \( |G| < \infty \).

The second theorem was proven by Kargapolov [14] and independently by Hall and Kulatilaka [9]. Recall that a group \( G \) is called **locally finite** if every finitely generated subgroup of \( G \) has finite order. The theorem is the following:

**Theorem 8 (Kargapolov, and Hall–Kulatilaka).** Every infinite locally finite group contains an infinite abelian subgroup.
Proof of Lemma 20. Assume for contrary that $G = \text{Aut}(S)$ has no elements of infinite order, i.e., $G$ is periodic. As $G$ acts faithfully on $V(S)$ as a group of orthogonal transformations, $G$ is identified with a subgroup of $O_n(\mathbb{R})$ (hence a subgroup of $GL_n(\mathbb{R})$) where $n = \dim(S) < \infty$. Then Theorem 7 implies that $G$ is locally finite, therefore Theorem 8 implies that $G$ contains an infinite abelian subgroup $H$. As each orthogonal transformation $f \in H$ is diagonalizable over $\mathbb{C}$, the members of $H$ are simultaneously diagonalizable over $\mathbb{C}$. Let $v_1, \ldots, v_n$ be the common eigenvectors of the members of $H$ in the complexification $V(S)^C = \mathbb{C} \otimes_{\mathbb{R}} V(S)$ of $V(S)$, and let $\alpha_{1}, \ldots, \alpha_n \in \mathbb{C}$ be the corresponding eigenvalues of $f \in H$. As each $f \in H$ is an orthogonal transformation, we have $|\alpha_{j}| = 1$ for every $f \in H$ and $1 \leq j \leq n$. Note that $(\alpha_{1}, \ldots, \alpha_{n}) \neq (\alpha_{1}, \ldots, \alpha_{n})$ for any distinct $f, g \in H$.

First, we show that there exist an index $1 \leq j_0 \leq n$ and an infinite subset $H_0 \subset H$ such that $\alpha_{f, j_0} \not\in \mathbb{R}$ and $\alpha_{f, j_0} \neq \alpha_{g, j_0}$ for any distinct $f, g \in H_0$. To prove this, we consider the following auxiliary condition, where $d$ is a non-negative integer:

There are distinct indices $j_1, j_2, j_3, \ldots, j_{d+1}$ in $\{1, 2, \ldots, n\}$ and an infinite subset $H' \subset H$ such that $\alpha_{f, j_1} \not\in \mathbb{R}$, $\alpha_{f, j_2} = \overline{\alpha_{f, j_1}}$, and $\alpha_{f, j_3} = \alpha_{g, j_3}$ for any $1 \leq \ell \leq d$ and any distinct $f, g \in H'$.

Take the maximal $d \geq 0$ for which this condition holds (hence $d \leq n/2$). Then there are an index $j_{d+1}$ in $\{1, 2, \ldots, n\}$ other than $j_1, \ldots, j_{d+1}$ and an infinite subset $H'_1 \subset H'$ such that $\alpha_{f, j_{d+1}} \not\in \mathbb{R}$ for every $f \in H'_1$. Indeed, otherwise for each index $j$ the variation of the values $\alpha_{f, j}$ for $f \in H'$ is finite (as $|\alpha_{f, j}| = 1$), so the variation of $(\alpha_{f, j_1}, \ldots, \alpha_{f, j_n})$, contradicting the fact that $(\alpha_{f_1}, \ldots, \alpha_{f_n}) \neq (\alpha_{g_1}, \ldots, \alpha_{g_n})$ for any distinct $f, g \in H'$. Now for each $f \in H'_1$, as $f$ is a real transformation and $\alpha_{f, j_{d+1}} = \overline{\alpha_{f, j_{d+1}}}$ for every $1 \leq \ell \leq d$, there is an index $j$ in $\{1, 2, \ldots, n\}$ other than $j_1, \ldots, j_d, j_{d+1}$ such that $\alpha_{f, j} = \overline{\alpha_{f, j_{d+1}}}$. As $|H'_1| = \infty$, there are an index $j_{d+2}$ in $\{1, 2, \ldots, n\}$ other than $j_1, \ldots, j_d, j_{d+1}$ and an infinite subset $H'_2 \subset H'_1$ such that $\alpha_{f, j_{d+2}} = \overline{\alpha_{f, j_{d+1}}}$ for every $f \in H'_2$. By the maximality of $d$, it follows that for each $f \in H'_2$, there exist at most a finite number of $g \in H'_2$ such that $\alpha_{f, j_{d+1}} = \overline{\alpha_{g, j_{d+1}}}$. This implies that there is an infinite subset $H'_3 \subset H'_2$ such that $\alpha_{f, j_{d+1}} \neq \overline{\alpha_{g, j_{d+1}}}$ for any distinct $f, g \in H'_3$. Now $j_0 = j_{d+1}$ and $H_0 = H'_3$ satisfy the desired condition.

In what follows, we write $v = v_{j_0}$ and $\alpha_f = \alpha_{f, j_0}$ for each $f \in H_0$. Put $\alpha_f = \exp(2\pi \theta_f \sqrt{-1})$ with $0 < \theta_f < 1$ for each $f \in H_0$ (note that $\alpha_f \not\in \mathbb{R}$). Then $v \in V(S)^C$ is an eigenvector of each $f \in H_0$ with eigenvalue $\overline{\alpha_f}$. By putting $u = (v - \overline{v})/(2\sqrt{-1})$ and $w = (v + \overline{v})/2$, it follows that $u, w \in V(S)$, $v = w + \sqrt{-1}u$, $f(u) = \cos(2\pi \theta_f)u + \sin(2\pi \theta_f)w$ and $f(w) = -\sin(2\pi \theta_f)u + \cos(2\pi \theta_f)w$ for each $f \in H_0$. Note that $u$ and $w$ are linearly independent over $\mathbb{R}$, as $v$ and $w$ are linearly independent over $\mathbb{C}$. As $0 \in \text{int}(V(S)(S))$, by considering suitable scalar multiplication if necessary, we may assume without loss of generality that $u, w \in S$. On the other hand, as each $f \in H_0$ has finite order by the assumption, we have $\theta_f \in \mathbb{Q}$ and we can write $\theta_f = p_f/q_f$ with $p_f$ and $q_f$ being coprime integers such that $1 \leq p_f < q_f$. Then, as $\alpha_{f, j_0} \neq \alpha_{f, j_0}$ for any distinct $f, g \in H_0$ and $|H_0| = \infty$, for each $N > 0$ there is an $f \in H_0$ such that $q_f > N$.

Now choose an irrational $0 < \eta < 1$ (say, $\eta = 1/\sqrt{2}$). Put $u_\infty = \cos(2\pi \eta)u + \sin(2\pi \eta)w$ and $w_\infty = -\sin(2\pi \eta)u + \cos(2\pi \eta)w$. Then for each integer $k \geq 1$, there is an $f_k \in H_0$ such that $q_{f_k} > k$ as above. Now there is an integer $r_k$ such that $|\eta - r_k/q_{f_k}| < 1/(2k)$. As $p_{f_k}$ and $q_{f_k}$ are coprime, there is an integer $k_1$ such that $\exp(2\pi \eta h_{f_k} \sqrt{-1}) = \exp(2\pi \eta h_{f_k} \sqrt{-1}/q_{f_k})$. Put $g_k = f_k h_{f_k} \in G$. Then we have

$$g_k(u) = \cos(2\pi h_k \theta_{f_k})u + \sin(2\pi h_k \theta_{f_k})w = \cos(2\pi r_k/q_{f_k})u + \sin(2\pi r_k/q_{f_k})w,$$
$$g_k(w) = -\sin(2\pi h_k \theta_{f_k})u + \cos(2\pi h_k \theta_{f_k})w = -\sin(2\pi r_k/q_{f_k})u + \cos(2\pi r_k/q_{f_k})w.$$

(9)

As $r_k/q_{f_k}$ converges to $\eta$ when $k \to \infty$, the sequences $(g_k(u))_{k \geq 1}$ and $(g_k(w))_{k \geq 1}$ converges to $u_\infty$ and $w_\infty$, respectively. On the other hand, Proposition 10 and Lemma 12 imply that $G$ is a compact metric space, therefore the sequence $(g_k)_{k \geq 1}$ in $G$ has a subsequence $(g_{k_i})_{i \geq 1}$ that converges to some $g \in G$. As the $G$-action on $S$ is continuous and $u, w \in S$, it follows that $g(u) = \lim_{i \to \infty} g_{k_i}(u) = u_\infty$ and $g(w) = \lim_{i \to \infty} g_{k_i}(w) = w_\infty$. This implies that $g^k(u) = \cos(2\pi k \eta)u + \sin(2\pi k \eta)w$ and $g^k(w) = -\sin(2\pi k \eta)u + \cos(2\pi k \eta)w$ for every $k \geq 1$, therefore $g^k(u) \not= u$ as $u$ and $w$ are linearly independent over $\mathbb{R}$ and $\eta \not\in \mathbb{Q}$. Hence $g$ has infinite order, concluding the proof of Lemma 20.\[\square\]
If $S_{\text{ext}}$ is a finite set, then $S$ is a convex polytope, which is symmetric (or vertex-transitive) by the assumption on the $\text{Aut}(S)$-action. From now, we suppose that $S_{\text{ext}}$ is an infinite set, hence $\text{Aut}(S)$ is also infinite as it acts transitively on $S_{\text{ext}}$. Let $f \in \text{Aut}(S)$ be an element of infinite order whose existence is proven by Lemma 20. We may assume without loss of generality that $\det(f) = 1$, by considering (if necessary) $f^2$ instead of $f$. Now as $f$ is an orthogonal transformation, it follows that $V(S)$ is the orthogonal direct sum of the fixed point space of $f$ and 2-dimensional $f$-invariant subspaces $W$ to which the restriction of $f$ is a rotation with rotation angle $2\pi\theta = 2\pi\theta_W$, $\theta_W \in \mathbb{R}$. Moreover, as $f$ has infinite order, $\theta = \theta_W$ is irrational for at least one such subspace $W$.

Now we come back to the special case for (the “only if” parts of) Theorems 1 and 2 by assuming that $n = \dim(S) \in \{2, 3\}$. First we consider the case that $n = 2$ (for Theorem 1). Then we have $W = V(S)$, while the rotation angle of $f$ is not a rational multiple of $2\pi$ as above, therefore the $(f)$-orbit of any extreme point of $S$ is a dense subset of a circle with the origin of $V(S)$ as center point. As $S_{\text{ext}}$ is compact (see Proposition 7), this circle is entirely contained in $S_{\text{ext}}$, which implies that $S$ is the disk surrounded by this circle. Hence the proof of Theorem 1 is concluded.

From now, we consider the case that $n = 3$ (for Theorem 2). In this case, by counting the dimension, it follows that $V(S)$ is the orthogonal direct sum of 1-dimensional fixed point space of $f$ and the 2-dimensional invariant space $W$ as above. By choosing a coordinate system of $V(S) = \mathbb{R}^3$ according to the decomposition, we assume without loss of generality that $W$ has orthonormal basis $\{v_1 = t(1, 0, 0), v_2 = t(0, 1, 0)\}$ and $v_3 = t(0, 0, 1)$ is fixed by $f$. Let $z_{\text{min}}$ and $z_{\text{max}}$ be the minimal and maximal values $z_0 \in \mathbb{R}$, respectively, such that the plane $H_{z_0} = \{(x, y, z) \mid z = z_0\}$ has non-empty intersection with $S$. Note that $z_{\text{min}} < z_{\text{max}}$, as $0 \in \text{int}_V(S)$. Note also that each $H_{z_0}$ is invariant under $f$. Now define $I = \{z \in [z_{\text{min}}, z_{\text{max}}] \mid H_z \cap S_{\text{ext}} \neq \emptyset\}$. Note that $z_{\text{min}}, z_{\text{max}} \in I$. Then for each $z_0 \in I$, as $f(H_{z_0}) = H_{z_0}$, the same argument as the case $n = 2$ implies that $H_{z_0} \cap S_{\text{ext}} = \{\{(x, y, z_0) \mid x^2 + y^2 = r_{z_0}\} \cap S \} \cap S_{\text{ext}} \neq \emptyset$. Moreover, as $\text{Aut}(S)$ acts transitively on $S_{\text{ext}}$ and continuous on $\partial S$, it follows that every point of $S_{\text{ext}}$ belongs to the interior of $S_{\text{ext}}$ relative to $S$. This implies that $S_{\text{ext}}$ is a dense subset of a circle with the origin of $V(S)$ as center point. As $S_{\text{ext}}$ is compact, hence Corollary 3 implies that it is in the third case of Theorem 2 as desired.

Secondly, we consider the case that $I = \{z_{\text{min}}, z_{\text{max}}\}$, therefore $S_{\text{ext}} \subset H_{z_{\text{min}}} \cup H_{z_{\text{max}}}$. Note that $r_{z_{\text{min}}} > 0$ or $r_{z_{\text{max}}} > 0$, as $0 \in \text{int}_V(S)$. Now by the above description of the set $H_z \cap S_{\text{ext}}$ for $z \in I$, it is in the second case of Theorem 2 if $r_{z_{\text{min}}} = r_{z_{\text{max}}}$. From now, we assume for contrary that $r_{z_{\text{min}}} \neq r_{z_{\text{max}}}$. Moreover, by choosing a suitable coordinate system, we may assume without loss of generality that $r_{z_{\text{min}}} > r_{z_{\text{max}}}$. Put $z_{\text{max}} = z > 0$ and $r_{z_{\text{max}}} = r < 1$. As $\text{Aut}(S)$ acts transitively on $S_{\text{ext}}$, there is a $g \in \text{Aut}(S)$ such that $g(t(1, 0, -1)) = t(r, 0, z)$. Now $g$ permutes the two connected components $H_{-1} \cap S_{\text{ext}}$ and $H_{z} \cap S_{\text{ext}}$ of $S_{\text{ext}}$. This implies that $r > 0$ and $g(H_{z}) = H_{-1}$, as $H_z$ and $H_{-1}$ are affine hulls of $H_z \cap S_{\text{ext}}$ and $H_{-1} \cap S_{\text{ext}}$, respectively. Then $v = t(-z, 0, z)$. When $z = 1$, we have $v \in H_{z_0}$ and $g(v) = -z \cdot g(t(1, 0, -1)) = t(-r z, 0, -z^2)$. Hence we have $-z^2 = 1$, therefore $z = 1$ as $z > 0$. Moreover, as $r < 1$, we have $v = t(-1, 0, 1) \in H_{1} \setminus S$ and $g(v) = t(-r, 0, -1) \in S$, a contradiction. Hence the proof of Theorem 2 is concluded.
Appendix: Fixed point of affine automorphisms

In this appendix, we give a proof of the fact that there exists a unique fixed point of the $\text{Aut}(S)$-action on $S$ under the assumption that $S$ is compact and finite-dimensional, and $\text{Aut}(S)$ acts transitively on $S_{\text{ext}}$. First, we notice that the uniqueness of a fixed point is a consequence of Lemma \[\text{[16]}\]. Indeed, if two distinct fixed points $s_1$ and $s_2$ exist, then the $\text{Aut}(S)$-action fixes the line through $s_1$ and $s_2$, which contains a boundary point of $S$. This contradicts Lemma \[\text{[16]}\].

From now, we prove the existence of a fixed point. Take a left-invariant integral $\varphi \mapsto \int \varphi(g)dg$ on the compact group $G = \text{Aut}(S)$, which is a linear functional on the set of real-valued continuous functions $\varphi : G \to \mathbb{R}$ satisfying the following conditions:

1. If $\varphi$ is non-negative, then $\int \varphi(g)dg \geq 0$.
2. If $\varphi = 1$ constantly, then $\int 1 dg = \int \varphi(g)dg = 1$.
3. If $h \in G$, then $\int \varphi(hg)dg = \int \varphi(g)dg$.

Let $\varphi_i : V(S) \to \mathbb{R}$ denote the $i$-th coordinate function on the Euclidean space $V(S)$. Fix a point $s_0 \in S$. Then the map $\tilde{\varphi}_i : G \to \mathbb{R}$ defined by $\tilde{\varphi}_i(g) = \varphi_i(g(s_0)) \ (g \in G)$ is continuous by continuity of the $G$-action on $S$. Put $v_i = \int \tilde{\varphi}_i(g)dg \in \mathbb{R}$, and let $v \in V(S)$ be the unique element such that $\varphi_i(v) = v_i$ for every $i$. We prove that $v \in S$ and it is a fixed point of $G$-action.

As $V(S) = \text{Aff}(S)$, each $f \in \text{Aut}(S)$ extends to a bijective affine transformation on $V(S)$, which is also denoted by $f$ for simplicity. First we show that $f(v) = v$ for every $f \in \text{Aut}(S)$. Note that each $f$ is represented by a matrix $M = (M_{i,j})_{i,j}$ and a vector $b = (b_i)_i$ in such a way that for each $x \in V(S)$, we have $\varphi_i(f(x)) = \sum_j M_{i,j} \varphi_j(x) + b_i$ for every $i$. Now we have

$$
\varphi_i(f(v)) = \sum_j M_{i,j}v_j + b_i = \sum_j M_{i,j} \int \tilde{\varphi}_j(g)dg + b_i = \sum_j M_{i,j} \int \tilde{\varphi}_j(g)dg + b_i \int 1 dg
$$

(10)

where we used the property \[\text{[2]}\] above in the last equality. By the linearity, it follows that

$$
\varphi_i(f(v)) = \int \left( \sum_j M_{i,j} \tilde{\varphi}_j(g) + b_i \right) dg = \int \left( \sum_j M_{i,j} \varphi_j(g(s_0)) + b_i \right) dg
$$

$$
= \int \varphi_i(f(g(s_0))) dg
$$

$$
= \int \tilde{\varphi}_i(f \cdot g)dg = \int \tilde{\varphi}_i(g)dg = v_i = \varphi_i(v)
$$

(11)

where we used the property \[\text{[3]}\] above in the last row. Hence we have $\varphi_i(f(v)) = \varphi_i(v)$ for every $i$, therefore $f(v) = v$ as desired.

Hence it suffices to show that $v \in S$. Assume for contrary that $v \notin S$. Then, as $S$ is compact and convex, there exists an affine functional $f$ on $V(S)$ that is non-negative on $S$ and negative at $v$. Choose a vector $(m_i)_i$ and a value $b$ such that $f(x) = \sum_j m_j \varphi_j(x) + b$ for every $x \in V$. Then a similar argument as above implies that

$$
f(v) = \sum_j m_j v_j + b = \int \left( \sum_j m_j \varphi_j(g(s_0)) + b \right) dg = \int f(g(s_0))dg
$$

(12)

Now we have $f(g(s_0)) \geq 0$ for every $g \in G$ by the choice of $f$ (note that $g(s_0) \in S$), therefore the right-hand side is non-negative by the property \[\text{[4]}\] above. On the other hand, we have $f(v) < 0$ by the choice of $f$ again. This is a contradiction, therefore we have $f(v) \in S$ as desired. Hence the claim in this appendix is concluded.
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