Positive Operator-Valued Measure reconstruction of a beam-splitter tree based photon-number-resolving detector
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Here we present a reconstruction of the Positive Operator-Value Measurement of a photon-number-resolving detector comprised of three 50:50 beamsplitters in a tree configuration, terminated with four single-photon avalanche detectors. The four detectors’ outputs are processed by an electronic board that discriminates detected photon number states from 0 to 4 and implements a “smart counting” routine to compensate for dead time issues at high count rates. © 2018 Optical Society of America

OCIS codes: 270.0270, 270.5570, 270.5585.

Photon-number-resolving (PNR) detectors [1, 2], i.e. photodetectors that can resolve the number of photons that are impinging on them, have achieved a critical role in a wide variety of research fields, ranging from quantum mechanics foundations experiments [3] to quantum metrology [4,5], imaging [6,7] and information [8,9]. As a consequence, a precise quantum characterization of these devices has become crucial [3–11]. In a quantum mechanical framework, a full operational description of a PNR device is its positive operator-valued measure (POVM), i.e. the set of operators Ξnm describing a physical process that leads to a particular measurement outcome n. A measurement of the elements of a detector’s POVM can be quite non-trivial, because one has to carefully choose the best-suited technique for a tomographic reconstruction of the POVM of the device under test, depending on its particular properties [12–18].

There exist different types of PNR detectors, e.g. photo-multiplier tubes [19,20], hybrid photodetectors [21,22], quantum-dot field-effect transistors [23], multi-pixel counters [24], visible light photon counters [25–27], and superconducting Transition Edge Sensors (TESs) [28–38]. Some of those detector families hold a significant promise for future applications, even if their use at present is very difficult because of a large experimental overhead associated with their operation. On the other hand, even though traditional single-photon avalanche detectors (SPADs) are only capable to discriminate between zero and one (or more) detected photons, photon number resolution can be obtained by multiplexing those detectors spatially [39,40] or temporally [41–44]. At present, this solution is by far the easiest and cheapest way to achieve a photon number resolving capability, even though at a cost of sacrificing linearity due to detector saturation [45]. Here we present the POVM reconstruction of a multiplexed PNR detector (at 1550 nm) composed of four Indium/Gallium arsenide (InGaAs) SPADs connected to a beam-splitter (BS) tree made with three 50:50 fiber BSs. The output of the InGaAs SPADs is processed with a field-programmable gate array (FPGA) board, giving as output the detected photon number (up to 4 detected photons per pulse).

Because this detector is not phase-sensitive, its POVM is diagonal in the Fock states basis:

\[ \hat{\Xi}_n = \sum_m \Xi_{nm} |m\rangle \langle m| \quad \left( \sum_n \hat{\Xi}_n = \mathbf{I} \right) \]  

(1)

where the \( \Xi_{nm} = \langle m| \hat{\Xi}_n |m\rangle \) elements give the detector tree probability of counting \( n = 0, ..., 4 \) photons with \( m \) impinging photons per pulse. To reconstruct \( \Xi_{nm} \), we test the response of our device to a set of \( J \) coherent states. The response of our PNR detector to the \( j \)-th coherent state input \( |\alpha_j\rangle \) can be written as:

\[ \xi_{nj} = \text{Tr} \left[ |\alpha_j\rangle \langle \alpha_j| \hat{\Xi}_n \right] = \sum_m \Xi_{nm} a_{mj} \]  

(2)

where \( a_{mj} = \exp(-|\alpha_j|^2) |\alpha_j|^{2m} / m! \) gives the probability that there are exactly \( m \) photons in one pulse sampled from a coherent state \( j \) (i.e. with the mean photon number \( |\alpha_j|^2 \)).

Once we have measured the different \( \xi_{nj} \) probabilities experimentally, we reconstruct the \( \Xi_{nm} \) elements by minimizing the quantity:

\[ \sum_{nj} \left( \sum_{m=0}^{\infty} a_{mj} \Xi_{nm} - \xi_{nj} \right)^2, \]  

(3)

with the additional constraints of normalization \( (\sum_{n=0}^{4} \Xi_{nm} = 1, \forall \ m) \) and a “smoothness” condition.
Eq. (3). The experimental setup (Fig. 1) is comprised of a 90 kHz pulsed laser (λ = 1550 nm) is sent to a calibrated attenuator whose output goes into a detector tree, comprised of four SPADs connected to a cascade of three 50:50 fiber BS. Outputs of the detectors, together with the laser sync signal, are sent to an FPGA, responsible for SPADs gating and real-time data processing.

of a 1550 nm pulsed laser, and an attenuator, here a half wave plate and a polarizing beam-splitter. The laser beam is fiber-coupled and sent onto the PNR detector to be characterized. Our PNR detector is comprised of four InGaAs-SPADs connected to a BS-tree. The electrical output of the detectors is sent to an FPGA, that outputs a measured photon number between 0 and 4 in real-time [46]. The same FPGA is used for gating the SPADs. Note that, in general, the dead-time significantly affects the measurement accuracy. One way to avoid the dead-time is to choose a low repetition rate to guarantee that all the detectors will be operational for the next incoming pulse. This reduces data acquisition rate very significantly. Instead, we implemented a different approach: the FPGA control circuit monitors the timing of the photo-electronic detections and only allows gating the SPADs from the laser when all the detectors are ready to count. Even though dead-time avoidance may result in a somewhat lower data acquisition rate (with respect to the source emission rate), the full, unsaturated state of the detector is guaranteed for each recorded detection and provides an advantage over selecting a really low repetition rate to avoid dead-time issues altogether.

The experiment consists of probing our PNR detector with \( J = 18 \) different coherent states with \(|\alpha_j|^2\) ranging from 0.5 to 46.8 photons per pulse, generated by a pulsed laser with a repetition rate of 90 kHz. After data acquisition, the four SPADs comprising the detector tree have been properly calibrated with a detector substitution technique [47], i.e. by comparing the SPADs response with a calibrated power meter, and using a CW fiber laser at 1550 nm passing through a calibrated attenuator as a source. In order to achieve a better accuracy, we calibrate our device as a whole, without disconnecting the SPADs from the beam-splitter tree, thus attributing the BS tree losses and asymmetric splitting to the overall “detection efficiency” of the detector at the end of each of the four branches of the detector tree: the four values obtained are \( \eta_a = (12.70 \pm 0.07)\% \), \( \eta_b = (13.75 \pm 0.08)\% \), \( \eta_c = (14.10 \pm 0.07)\% \) and \( \eta_d = (12.7 \pm 0.1)\% \). Further, we estimated the probability of dark-click per gate for each detector, and obtained \( p_{a,dark} = (1.20 \pm 0.03) \times 10^{-4} \), \( p_{b,dark} = (1.25 \pm 0.03) \times 10^{-4} \), \( p_{c,dark} = (1.13 \pm 0.01) \times 10^{-4} \) and \( p_{d,dark} = (2.52 \pm 0.02) \times 10^{-4} \). The probability of an afterpulse per gate is negligible due to the long deadtime selected.

The reconstruction of the \( \Xi_{nm} \) elements (dotted lines) up to 60 incoming photons are presented in Fig. 2, the main result of this paper. The solid curves show the behavior of the theoretical POVM of our PNR device. The complete expression is too lengthy to be shown here [2], but that can be easily de-
rived starting from the functional $g(x_a, x_b, x_c, x_d) = \sum_{i,j,k} n_{i,j}[i] x_a[j] x_c[k] x_d[n−i−j−k]$ where the sum indexes $i, j, k$ go from 0 to the upper bound given by $i+j+k \leq n$. The $x_r[k]$ can be either the “no-click” probability of the $γ$-th detector in the presence of $k$ photons (referred to as $N_r[k] = (1−η_r)^k(1−p_{r,dark})$), or the corresponding “click” probability ($C_r[k] = 1−N_r[k]$), where $η_r$ is the detection efficiency of the $γ$-th detector, and $p_{r,dark}$ is a probability of a “click” due to dark-counts per pulse. Thus, the POVM coefficients $Ξ_{nm}$ can be evaluated as sum of the functional $g$ with the appropriate permutation of the elements of the vector $x = (x_a, x_b, x_c, x_d)$ corresponding to $m$ clicks of the detector tree, i.e. $Ξ_{nm} = \sum_{x} g(x)$ [48].

Fig. 2 shows an excellent agreement between our reconstruction and the theoretical expectations up to $m ≃ 50$ incoming photons per pulse. The faithfulness of the reconstructed $Ξ_{nm}$ values rapidly decreases for $m > 50$. This happens due to insufficient statistics for higher-order photon-number states. In fact, it can be observed that with the set of probe states used, for $m > 50$ the probability to generate such bright states rapidly decreases, so that the reconstruction algorithm that minimizes Eq. (3) suffers due to insufficient data.

To test the quality of our reconstructed POVM, we calculate reconstruction fidelity for each coherent state $|α_j⟩$:

$$F_j = \frac{\sum_{n=0}^{4} \sqrt{\left(\xi^{(c)}_{nj}\right) \cdot \left(\xi^{(r)}_{nj}\right)}}{\sum_{n=0}^{4} \left(\xi^{(c)}_{nj}\right)}$$

(4)

where $\xi^{(c)}_{nj}$ is the measured probability of detecting $n$ photons with our PNR detector, given the $j$-th probe input, and $\xi^{(r)}_{nj}$ is the corresponding value obtained substituting the reconstructed POVM elements in Eq. (2). All the fidelity values are above 99.98%, as presented in Fig. 3 (a). Such a high fidelity demonstrates the robustness and reliability of our method.

The $ξ_{nj}$’s are also strictly related to the Husimi ($Q$-) representation of the POVM elements $Ξ_n$. The $Q$-representation of the POVM element $Ξ_n$ is defined as $Q_n(α) = \pi^{-1}(\alpha)Ξ_n(α)$ and, because of the phase independence of the $Ξ_n$’s (see Eq. (1)), the function $Q_n(α)$ is invariant to rotations with respect to the origin of the phase-space. We plotted $Q_n(α)$ in the phase space in Fig. 3 (b)-(f) for $n = 0, ..., 4$, respectively, obtained from the reconstructed POVM elements. They are compared with experimentally measured values of $Q_n(α)$, i.e. $π^{-1}ξ_{nj}$, represented by the black dots. Without any loss of generality, because of the phase-invariance property of the $Q_n(α)$, these experimental values are arbitrarily placed at phase zero (i.e. $α_j = |α_j⟩$). The excellent match of the dots with the “reconstructed” $Q_n(α)$ is yet another demonstration of the quality of our reconstruction. It further highlights that the lack of faithfulness of the $Ξ_{nm}$ for $m ≥ 50$, is consistent with the lack of statistical experimental data for the brightest photon-number states, i.e. it does not affect the accuracy of measuring $Q_n(α)$ and $ξ^{(r)}_{nj}$.

In conclusion, we have reconstructed the POVM of a photon-number-resolving detector based on a tree of single-mode fiber beam-splitters connected to four InGaAs SPADs, i.e. with a counting capability up to four photons. We show a faithful reconstruction of the POVM up to 50 incoming photons per pulse, with fidelities > 99.98%.

Our setup features an FPGA-based active-control of the calibration apparatus that prevents issues associated with the dead-time of the SPADs, allowing a measurement only when all of the detectors are ready to count. Because this PNR detector is made of off-the-shelf components, we believe that our technology is ready for an immediate, widespread use in the quantum information framework and related research fields.
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