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Recently, it was demonstrated that ions impacting a correlated finite graphene-type honeycomb cluster can excite strong nonequilibrium states. In particular, this can lead to an enhanced population of bound pairs of electrons with opposite spin—doublons—where the doublon number can be increased further via multiple ion impacts. These predictions were made based on nonequilibrium Green functions (NEGF) simulations allowing for a time-dependent non-perturbative study of the energy loss of charged particles penetrating a strongly correlated system. Herein, these simulations are extended to larger clusters and longer simulation times, utilizing the recently developed G1–G2 scheme, which allows for a dramatic speedup of NEGF simulations. Furthermore, the dependence of the energy and doublon number on the time interval between ion impacts and on the impact point is investigated.

1. Introduction

The interaction of charged particles with matter is of high relevance for many areas of physics and astrophysics. Properties such as the stopping power or stopping range of projectiles in matter allow one to analyze their energy spectrum. On the other hand, the energy loss of charged particles in matter is a sensitive tool to diagnose the electronic properties of the material. In soft collisions of heavy charged particles, such as ions, with a solid, typically the electrostatic force, that is, the Coulomb interaction, has the largest impact, leading to excitation and ionization of electrons in the target material and, thus, to the loss of kinetic energy of the projectile. For nonrelativistic projectile velocities of the order of or larger than the Fermi velocity (~10^6 m s^-1 in metals), theoretical approaches based on scattering theory or on the linear response functions of the uniform electron gas provide an accurate description of the energy transferred during the collision process. However, they neglect the precise atomic composition of the target, electronic correlations, and nonlinear effects.

In the same velocity regime, recent theoretical progress is due to time-dependent density functional theory (TDDFT), which has been applied to describe the slowing down of charged particles in a variety of solids, including metals, semimetals, semiconductors, insulators, and monolayer systems such as graphene (see, for example, Ref. [16]). Taking into account primarily the excitation of valence electrons, these simulations yield satisfactory results for the electronic stopping power (the transfer of energy to the electronic degrees of freedom per unit length traveled by the projectile) and work for a wide range of impact energies. In contrast, a rather general tool to determine the stopping power of energetic ions in matter is provided by “The Stopping and Range of Ions in Matter” (SRIM) code[17], which uses the binary collision approximation in combination with averaging over a large range of experimental situations, and data being available for many materials and gaseous targets. At the same time, linear response, TDDFT, and SRIM have difficulties in accounting for strong electron–electron correlations, which are crucial, for example, in transition metal oxides or certain organic materials. In addition, we note that SRIM and linear response theory do not account for time-dependent changes in the target during the collision process, which limits their applicability.

For this reason, we have developed an alternative approach to the stopping power that is based on nonequilibrium Green functions (NEGF). Direct numerical solutions for the NEFG have been pioneered by Danielewicz[24] and further developed by Koehler et al. and others. Direct NEGF solutions have recently successfully been applied to inhomogeneous systems by van Leeuwen et al. More recently, also strongly correlated lattice systems came into the focus of NEGF simulations, for example, Refs. [34–37]. The NEGF approach allows one to systematically include electron–electron correlations via a time-dependent many-body self-energy. A particular advantage of the NEGF approach is that it is not limited to either weak or strong coupling and that it is particularly well suited to study finite-sized clusters of any geometry and spatially inhomogeneous systems.
Recently, NEGF simulations coupled to an Ehrenfest dynamics of the projectile were developed,[38] and good agreement with TD-DFT and SRIM simulations was established. A particularly interesting result of NEGF simulations in the low velocity range was the prediction of a nontrivial electronic correlation effect: the formation of doublons, that is, bound pairs of electrons with opposite spin, as a result of ion impact. In a recent Letter,[39] it was demonstrated that the doublon number can be further increased if the material is hit by multiple ions. This issue was further explored in Refs. [40,41]. Another important issue during the impact of ions on solid targets is the possible transfer of charge to the ion (neutralization), which has been studied in a number of experiments, for example, Refs. [42,43]. A first attempt to extend the NEGF-Ehrenfest approach to include charge exchange processes has been made in Ref. [44].

However, the NEGF approach is computationally very demanding. While in recent years efficient numerical schemes have been developed to solve the underlying Keldysh–Kadanoff–Baym equations (KBE),[22,37,45–56] the solution is hampered by a cubic scaling of the CPU time with the number of time steps $N_t$. This scaling can be reduced to quadratic by applying the generalized Kadanoff–Baym ansatz (HF-GKBA)[51] which, in recent years, was applied to finite correlated systems, including Hubbard clusters,[37] graphene nanoflakes,[52] as well as atoms and molecules.[50,51] Recently, we showed that even linear scaling can be achieved if the HF-GKBA is rewritten as a coupled system of time-local equations for the one- and two-particle Green function, which was called “G1–G2 scheme”[54] and has already found a variety of applications, for example, Refs. [55,56].

In the present paper, we take advantage of the speedup provided by the G1–G2 scheme to significantly extend the previous ion stopping simulations for the case of multiple impacts of Ref. [39]. As in that work, we concentrate on generic finite hexagonal graphene-type monolayer clusters, but we study significantly larger clusters of up to 96 sites, and extend the simulation duration. Moreover, we study how the excitation by the ion propagates through the cluster.

In addition, we vary the time interval between successive ion impacts as well as the impact point and investigate how this influences the energy of the electrons and the doublon production. For short time intervals between impacts, we are able to analyze nonadiabatic response phenomena where the effect of two projectiles does not simply add up because the cluster is driven far from equilibrium. In addition to the long-range Coulomb interaction between cluster electrons and projectile, we also consider a simpler model, where the effect of the projectile is mimicked by a predefined Gaussian variation of the lattice potential. This scenario was also introduced in Ref. [39] and is of interest not only for strongly correlated materials, but also for cold atoms in an optical lattice, where it can easily be realized experimentally.

The paper is organized as follows. In Section 2, we define the model Hamiltonian and introduce our NEGF approach as well as the G1–G2 scheme. In Section 3, we present the simulation results. We conclude the paper with a summary and discussion in Section 4, outlining possible future work.

2. Theory

2.1. Hubbard Model for Finite Graphene-Type Honeycomb Clusters

To study the stopping dynamics of a classical charged particle which passes through a correlated system, we consider a finite lattice of electrons described by a single-band Fermi–Hubbard model and compute the energy exchange between projectile and cluster during the collision process. Details of the model are described in Ref. [38]. Here, we only summarize the main points. The lattice as a whole is electrically neutral, in that, the electronic charges are compensated by corresponding opposite charges located at the site coordinates $R_i$. The energy exchange occurs via the Coulomb potential between the projectile, the fixed background charges, and the target electrons, which are initially in equilibrium. As the projectile, we consider positively charged ions. When they approach the lattice, they induce a confinement potential to the electrons, which initiates a nonequilibrium electron dynamics. As a target, we consider circular honeycomb clusters in the $xy$-plane with a finite number of honeycombs and a total of $L$ sites, see Figure 1 for an illustration. We focus on a half-filled system in the paramagnetic phase and use a lattice spacing of $a_0 = 1.42\,\text{Å}$, which corresponds to the carbon–carbon bond length in graphene.[57] Using a nearest-neighbor hopping $J$ and an on-site Hubbard repulsion $U$ (which we consider time dependent to account for adiabatic-switching procedures[25]), the Hamiltonian for the lattice electrons is then given by

![Figure 1. Lattice structure of circular honeycomb clusters with $L = 24$ (black), 54 (blue), and 96 (purple) sites. The green point $A = (\sqrt{3}a_0,0)\,$ indicates the position where the projectile hits the lattice plane. Furthermore, $a_0 = 1.42\,\text{Å}$ denotes the lattice spacing, $J = 2.8\,\text{eV}$ is the nearest-neighbor hopping, $U$ the on-site interaction, and $W_i$ is the time-dependent local energy produced by the projectile, cf. Equation (2).](image-url)
where the operator $\tilde{\varepsilon}_{i\sigma}^\dagger$ ($\varepsilon_{i\sigma}$) creates (annihilates) an electron with spin $\sigma$ on site $i$. Further, $\delta_{i\sigma} = \tilde{\varepsilon}_{i\sigma}^\dagger \varepsilon_{i\sigma}$ and $W_i$ denote the electron density operator and the external potential produced by the projectile, respectively. As a comment we note that this Hamiltonian has been used broadly to study graphene structures.\(^{[58–60]}\)

For convenience, we measure $J$ and $U$ in electron volts, define $U/J$ as the interaction strength for the electrons, and use $t_0 = \hbar/J$ as the unit of time. Unless otherwise stated, we use $J = 2.8$ eV which is typical for graphene\(^{[61]}\) and corresponds to $t_0 = 0.235$ fs. As was shown in Ref. [39], the effect of doublon formation by ion impact can be reliably induced for an electronic coupling of $U = 4J$. Therefore, here, we choose the same value, to investigate in more detail the prospects of doublon formation. While this value is higher than in graphene, similar values of the coupling parameter are observed in quantum-confined finite graphene nanostructures (e.g., nanoribbons)\(^{[62,63]}\) or in monolayers of transition metal dichalcogenides.

To analyze the influence of the 2D geometry of the presented honeycomb structures, we also consider a 1D Hubbard chain as a reference model in some calculations. This system is also described by the Hamiltonian of Equation (1). We mention that effective 1D systems can be realized in optical-lattice experiments with ultracold atoms (see, e.g., Ref. [64]).

### 2.2. Incident-Ion Potential

We consider two different models to describe the time-dependent potential induced by the energetic ions. In the first scenario, we compute the classical Coulomb potential of incident ions of charge $Z_p$,

$$W_i(t) = \frac{e^2}{4\pi\epsilon_0} \frac{Z_p}{|\mathbf{r}_i(t) - \mathbf{R}_i|}$$

(2)

where $r_i(t)$ denotes the time-dependent position of the projectile, $-e$ is the electron charge, and $\epsilon_0$ is the vacuum permittivity. Throughout this paper, we consider the excitation by energetic protons, that is, $Z_p = 1$. In analogy to previous studies,\(^{[38,41]}\) we set the initial position of the incident ion to

$$\mathbf{r}_{i,0} = \left(-\frac{1}{2}a_0, -\frac{\sqrt{3}}{2}a_0, -z_0\right),$$

see the centroid point of the green dashed triangle in Figure 1. These coordinates have been found to give similar stopping results for the highly symmetric honeycomb lattice compared to calculations, where one averages over many different collision sites. The influence of the impact point will be studied separately in Section 3.6. Furthermore, the initial $z$-position is chosen such that the measured energy transfer becomes independent of the initial conditions (typically $z \gtrsim 10a_0$).

The dependence of the energy exchange on the impact velocity was investigated in detail in Refs. [38,39]. Here, we are interested in the response of the target electrons to a varying number of projectiles. To this end, we fix the ion velocity to a value $v_{p,0} = 3a_0/t_0 \approx 1.8 \times 10^6$ m s$^{-1}$ in the $z$-direction, cf. Equation (21). This is a comparatively large value, near the maximum of the stopping curve. The corresponding kinetic energy of the projectile is much larger than the energy exchanged with the target. Therefore, a self-consistent solution of Newton’s equation for the projectile can be avoided for all cases considered in this paper.

It is often useful to simplify the general Coulomb potential to investigate local effects induced by the excitation. For such applications, a short-ranged localized potential that excites a specific lattice site provides a reasonable approximation.\(^{[109]}\) We will use a Gaussian.

$$W_i(t) = -W_0 \delta_{i\sigma} \exp\left(-\frac{t^2}{2\tau^2}\right)$$

(3)

with the amplitude $W_0$, the excited lattice site $i_0$ (which we choose on the innermost honeycomb ring), and the interaction duration $\tau > 0$. This model is closely related to the full Coulomb model where $\tau$ is inversely proportional to the ion velocity, while $W_0$ is proportional to the charge of the ion.\(^{[99]}\) For the best correspondence between the two models, we use $\tau = 0.5\hbar/J$ and $W_0 = 8J$. We note that the Gaussian potential is also of practical relevance for experiments with ultracold atoms in optical lattices and allows one to simulate ion stopping (for a recent overview, see Ref. [65]).

### 2.3. Nonequilibrium Green Functions

We compute the correlated time evolution of the lattice electrons, using an NEGF approach, as described in Ref. [38]. The central quantity is the one-particle Green function (here and in the following, we only give the spin-up components) explicitly, the spin-down components follow from replacing $\uparrow \leftrightarrow \downarrow$)

$$G_{ij}^{\uparrow}(t, t') = -\frac{i}{\hbar} \left\langle T \varepsilon_i(t) \varepsilon_j^\dagger(t') \right\rangle$$

(4)

which is defined as an ensemble average on the Keldysh time contour $C^{\uparrow,\downarrow}(t)$ and $T_c$ denotes the contour time-ordering operator. The equations of motion of the greater and lesser components of the one-particle NEGF (Equation (4))

$$G_{ij}^{\uparrow\downarrow}(t, t') = -\frac{1}{\hbar} \left\langle \tilde{\varepsilon}_i(t) \varepsilon_j(t') \right\rangle$$

(5)

$$G_{ij}^{\downarrow\uparrow}(t, t') = \frac{1}{\hbar} \left\langle \varepsilon_j(t) \tilde{\varepsilon}_i(t') \right\rangle$$

are the two-time KBE\(^{[20,21,46]}\)

$$\sum_k \left[ \hbar \partial_k \delta_k - h_{ik}^{HF\uparrow}(t) G_{kj}^{\uparrow\downarrow}(t, t') \right] = \hbar \partial_k \delta_k + \sum_s \left\{ \int_s^t ds \Sigma_k^R(s, t) G_{kj}(s, t') \right\} \delta_k$$

(6)

Here, $\delta_k$ denotes the delta function on the contour, and $h_{ij}^{HF\uparrow}(t)$ is the time-dependent effective one-particle Hamiltonian, which explicitly includes the Hartree contribution to the electron-electron interaction,
On the right-hand side of Equation (6), the contour integral defines the memory kernel of the KBE, in which \( \Sigma_j^\delta (t, t') \) denotes the correlation part of the self-energy (i.e., the mean-field part is excluded as it is contained in Equation (7)). Systematic expressions for the self-energy can be constructed by many-body perturbation theory, for example, using diagram techniques.\(^{[21,67]}\) Below, we treat the self-energy \( \Sigma_j \) in two approximations, which conserve particle number, momentum, and energy. (i) Mean-field approximation (time-dependent Hartree–Fock); here, correlation effects are neglected. (ii) Second-order Born approximation (SOA),

\[
\Sigma_j^\delta (t, t') = -i \hbar U(t) U(t') \times G_j^\delta (t, t') G_j^\delta (t', t)
\]

which includes all irreducible diagrams of second order in the interaction \( U \). We note that the SOA self-energy is a perturbation theory result and, therefore, becomes less accurate when \( U \) increases. In the context of ion-impact simulations on finite graphene-type honeycomb clusters, the accuracy of the SOA scheme has been validated in Ref. \([39]\).

A detailed recent overview on different self-energy approximations and their accuracy can be found in the review by Schlünzen et al.\(^{[23]}\)

### 2.4. G1–G2 Scheme

The advantage of NEGF simulations is that they allow one to accurately capture electronic correlation effects. At the same time, NEGF simulations are computationally expensive because the CPU time scales cubically with the number of time steps, \( \propto N_t^3 \). In the recent publications, Refs. \([54,68]\), it was demonstrated that the KBE in combination with the HF-GKBA\(^{[37,51]}\) can be solved highly efficiently within a set of time-local differential equations, bringing the CPU time scaling down to \( N_t^2 \). In this description, the equation of motion for the time-diagonal single-particle Green function becomes\(^{[68]}\)

\[
\frac{i \hbar}{\mathrm{d}t} G_j^{\langle\delta\rangle} (t) = [\hbar H_j^{\mathrm{HF}} (t), G_j^{\langle\delta\rangle} (t)] + [I + P_j^{\langle\delta\rangle}] G_j^{\langle\delta\rangle} (t)
\]

The information of the self-energy is included in the correlation part of time-diagonal two-particle Green function \( \mathcal{G} \) as

\[
I_j^{\langle\delta\rangle} (t) = \sum_k \int_0^1 \mathrm{d}t' \left[ \Sigma_k^{\delta} (t, t') G_j^{\langle\delta\rangle} (t, t') - \Sigma_k^{\delta} (t', t) G_j^{\langle\delta\rangle} (t, t') \right]
\]

\[
= -i \hbar U(t) G_j^{\langle\delta\rangle} (t)
\]

The correlation function \( \mathcal{G} \) obeys its own equation of motion, which, for the SOA self-energy (cf. Equation (8)), attains the form

\[
\frac{i \hbar}{\mathrm{d}t} G_j^{\delta} (t) = [\hbar H_j^{\mathrm{HF}} (t), G_j^{\delta} (t)] = \mathcal{G}_j^{\delta} (t)
\]

with the two-particle Hartree–Fock (HF) Hamiltonian

\[
h_j^{(2), \mathrm{HF}} (t) = \delta_{jj} \hbar^{\mathrm{HF}} (t) + \delta_{ik} \hbar_j^{(2), \mathrm{HF}} (t)
\]
Average total energy per site of two different lattice sizes, \( L = 24 \) (dash-dotted lines) and \( L = 96 \) (solid lines) for a single excitation of the system around \( t = 93t_0 \) with \( t_0 \approx 0.235 \) fs. The three different colors denote different potentials and self-energies. For the blue and green curves, the Coulomb potential is used to mimic the projectile impact with either time-dependent Hartree-Fock (HF, blue) or SOA (green) as self-energy approximation. The red curves correspond to an impact mimicked by the Gaussian potential, Equation (3), in SOA calculations.

The electron–electron interaction in the target is analyzed by comparing results for the HF and SOA self-energies.

Let us briefly summarize what we observe in Figure 2. First, one clearly distinguishes four phases. The first, from \( t = 0 \) to \( t \approx 25t_0 \), depicts the adiabatic switch-on (AS) of correlations, which allows us to start the simulations from an uncorrelated initial state. Adiabatic switching is a well-established procedure to generate correlated initial states which has been used both in two-time simulations,\(^{[21,23,67]} \) and HF-GKBA calculations.\(^{[70,71]} \) Here, we apply the same method within the formally equivalent G1–G2 scheme. We performed a detailed analysis of the optimal parameter choice to ensure converged characteristic observables, such as the density matrix. For the present simulations we found that a preparation time of \( 25t_0 \) is sufficient in order to reliably generate a stationary ground state for all considered systems. More details will be presented elsewhere.\(^{[72]} \) Thus, around \( t = 25t_0 \), a correlated initial state is achieved which is crucial for a self-consistent dynamical treatment of the projectile–target interaction. Note that the small kink in the energy at \( t = 25t_0 \) is due to the switch-on of the electron–ion interaction, which is very small but finite for the chosen initial position of the ion. The second and third phases describe the ion approaching and penetrating the honeycomb flake around \( t = 93t_0 \). Finally, the fourth phase describes the departure of the ion after traversal of the target. The increased total energy of the lattice corresponds to the projectile’s energy loss, which we cannot measure directly within our description.

The amount of transferred energy depends on the electronic correlations in the target and on the theoretical model: the energy gain of the target is higher for HF results than for SOA, in agreement with earlier studies.\(^{[38]} \) If the lattice size is increased, the transferred energy is distributed among a larger number of lattice electrons. As a consequence, the energy gain per lattice site is reduced (compare the dashed and full red lines in the inset).

Regarding the models of the ionic potential, we observe that—with a suitable choice of parameters—the Gaussian model reproduces the energy gain of the lattice very well (compare the initial and final energies of the red and green curves in phases 2 and 4). However, there are drastic differences during the impact phase. Here, the full long-range Coulomb model predicts significantly larger intermediate energy exchange between projectile and target electrons. This is due to the long range of the Coulomb potential, that affects a larger number of lattice charges. This effect is even more pronounced in the case of multiple ion impacts (see Section 3.2.). Finally, the increased magnitude of the energy exchange is also important for a proper analysis of the details of the excitation mechanism, which involves two-electron excitations and doublon formation.\(^{[39,40]} \)

### 3.2. Multiple Ion Impacts: Gauss Model versus Coulomb Interaction

When increasing the number of projectiles impacting the honeycomb cluster, a general total energy gain in the lattice can be observed as shown in Figure 3a. It depicts the total energy dynamics of the smallest lattice introduced in Figure 1 containing \( L = 24 \) sites. In total, this lattice was excited 20 times (\( N_p = 20 \)) for the Gaussian (red) and the Coulomb (green) potential respectively. Thereby, every peak corresponds to a projectile impact, while the different depths of the peaks can be attributed to the disparate shape and range of the potentials. Both curves describe a proton with an initial distance and velocity of...
with \( t_0 = \frac{\hbar}{J} \approx 0.235 \text{ fs} \) and \( v_{p,0} \approx 1.813 \cdot 10^6 \text{ m s}^{-1} \).

The coordinate \( r_{p,0} \) corresponds to the green point \( A \) in Figure 1 and was used as impact point for the Coulomb potential unless stated otherwise. In contrast, the Gaussian potential is directly applied to one of the innermost lattice sites.

Figure 3a shows an initial increase of the total energy until \( t = 25t_0 \), which is due to the AS of electronic correlations in the solid.\(^{[23]} \) After the AS, the respective time-dependent interaction potential with the projectile is turned on. The small kink in the green curve for the total energy at \( t = 25t_0 \) is due to the long range of the Coulomb interaction. This kink could be easily eliminated by a different procedure of turning on the projectile-electron interaction, but this would require additional computational cost. When the projectile approaches the cluster plane, the total electron energy rapidly decreases, and then increases again as the ion leaves. With each new ion this behavior occurs again, in agreement with Figure 2. Next, we focus on the time evolution of the double occupation, Equation (16), which is plotted in Figure 3b. We observe that, through multiple periodical excitations, the overall double occupation in the 2D finite cluster can be significantly increased regardless of the potential chosen to mimic the projectile. In the figure, every second excitation is numbered. The instant when an ion passes through the lattice plane is clearly visible from the peaks of \( d_{av} \). If the number of impacts were to be increased further, both curves are expected to eventually reach \( d_{av} = 0.25 \), the value in an uncorrelated system at half filling, cf. Equation (15). This is also confirmed by the time evolution of the correlation energy, which steadily decreases with increasing number of excitations.

We now consider a larger system with \( L = 96 \) sites that is exposed to an increased number of excitations, \( N_x = 40 \), the results are presented in Figure 4.

While the overall behavior (cf. Figure 4a) is the same as in Figure 3, here we observe larger deviations in \( d_{av} \) between the Gaussian and Coulomb models, cf. Figure 4b. The reason is the local excitation of a single lattice site, in case of the Gaussian model. With increase of the cluster size, a growing number of sites remains unaffected, in contrast to the long-range Coulomb model.

A novel observation is the slight decrease of the average double occupation during the first few ion impacts. This is observed for both potentials, even though the total energy shows different behaviors in the two cases. This effect will be further investigated in the following sections.

3.3. Dependence of Doublon Creation on the Cluster Size

In the following, the effect of the system size on the double occupation dynamics is investigated in more detail. Figure 5 shows Coulomb results for lattices of three sizes, \( L = 24, 54, 96 \). While the overall trend of an increase of the doublon number is observed for all systems, for a larger lattice the increase is slower.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** a) Total energy and b) corresponding double occupation increase of the \( L = 96 \) lattice induced by 40 projectile impacts modeled by a Gaussian potential (red) as well as a Coulomb potential (green). Same input parameters as in Figure 3.

![Figure 5](https://example.com/figure5.png)

**Figure 5.** Cluster-averaged double occupation increase through \( N_x = 40 \) Coulomb excitations for three honeycomb lattice sizes: \( L = 24 \) (black), \( L = 54 \) (blue), and \( L = 96 \) (purple). Same parameters as in Figure 3.
The larger the lattice, the more excitations are needed to reach a specific value for \( d_{av} \), since the projectile energy is shared between a growing number of electrons, in agreement with the observations of Balzer et al.\(^\text{[39]}\) Moreover, for the same reason, the peak height resulting from individual impacts and the noise in between two consecutive excitations is reduced when the lattice grows. Another interesting observation is that the broad global minimum mentioned in the previous section seems to widen for growing cluster sizes. Thus, more excitations are needed to escape that minimum.

We now investigate the asymptotic value of the mean double occupation,

\[
d^\infty_{av} = \lim_{t \to \infty} \frac{1}{\Delta t} \int_t^{t + \Delta t} di\ d d_{av}(t)
\]

which is computed after each excitation. This quantity was analyzed in Ref. \([39]\) for moderate size 1D and 2D honeycomb clusters using HF-GKBA simulations. We now apply the G1–G2 scheme which allows us to extend the analysis to twice as large systems and to larger numbers of excitations. To compare with Ref. \([39]\), we employ the Gaussian potential and use the same input parameters. Overall, the larger systems monotonically continue the trends of the previous results, which is shown in Figure 6. We also find that the G1–G2 scheme yields very good agreement with the previous HF-GKBA results; a more detailed comparison can be found in Ref. \([73]\).

Moreover, the previously addressed broad global minimum is observable in the bottom panel at \( L = 96 \), as the curve of the first excitation yields a higher average double occupation than the next, corresponding to \( N_x = 4 \). This minimum is not visible for the 1D setup. Furthermore, we observe that the 2D setup features a much greater initial level of the average double occupation than the 1D one.

The effect of the dimensionality is explored more in detail in Figure 7, where we compare 1D and 2D clusters containing the same number of sites, \( L = 96 \). The figure confirms that the broad global minimum of \( d_{av}(t) \) does not appear in a linear chain (orange curve), but is restricted to higher dimensionality. Interestingly, this effect is observed for the full Coulomb interaction and for the Gaussian model case but only if the system is sufficiently large, cf. Figure 5. Even though a simple explanation of this minimum is missing at the moment, we conclude that it is due to propagation and resonance effects of the electronic excitations that are triggered by the ion.

Furthermore, the initial double occupation of the honeycomb lattice is significantly larger than the corresponding value of the chain setup and the increase of \( d_{av}(t) \) is faster. This is explained by the increased number of nearest neighbors of a lattice site, which supports the buildup of correlations.

### 3.4. Dependence of Doublon Creation on the Time Interval between Impacts

We now vary the frequency of ion impacts in a broad range. The results are shown in Figure 8 for the largest honeycomb cluster (\( L = 96 \)) using the Coulomb potential.

The upper panel illustrates how the total energy of the lattice evolves with the number of excitations for the respective impact frequencies. All calculations have been performed for the same total time duration, \( t_{max} = 650t_0 \). For this reason, the total energy is much lower for high impact frequencies (green), since there are up to 20 times as many excitations compared to the low frequency case, where the potentials superpose each other. The flattening of the ion-impact peaks in the energy can also be
attributed to that superposition, since the interim energy loss of the system directly induced through an impact becomes less relevant with every additional long-range Coulomb potential applied to the lattice electrons. To see the direct influence of the frequency variation, we consider the more sensitive kinetic energy (cf. Equation (20)) in the middle panel of Figure 8. Here, we see a similar buildup behavior for most time intervals \( \Delta t_{\text{imp}} \), except for the highest ion frequencies, where the energy growth is hampered. For these cases, the ion frequency is on a similar time scale to the immediate electron dynamics in the target. Therefore, the finite correlation spreading and carrier mobility prevent a faster energy transfer.

This effect becomes even clearer for the double occupation (cf. bottom panel of Figure 8). Again, we observe that for sufficiently large \( \Delta t_{\text{imp}} \), the successive double-occupation buildups coincide, whereas higher frequencies result in a decreased influence per projectile. A peculiarity is found for \( \Delta t_{\text{imp}} = 10t_0 \) (orange curve), for which \( d_{av} \) lies slightly below the respective curves for \( \Delta t_{\text{imp}} = 8t_0 \) (blue) and \( \Delta t_{\text{imp}} = 15t_0 \) (red), see the inset of Figure 8. This non-monotonic behavior can be attributed to an interference of the impact frequency with one of the system’s characteristic frequencies and will be further explained in context of Figure 9.

Another interesting observation is that the broad global minimum of \( d_{av} \) vanishes for very high frequencies. This indicates that the effect is caused by electronic correlation effects on longer time scales. To further investigate the non-monotonic effect in the double occupation, we now focus on the noise in-between two excitations and the vibration of \( d_{av} \). In Figure 9, the time evolution of the average double occupation is shown for different impact frequencies.

Obviously, higher frequencies lead to a faster increase of the double occupation, due to the larger number of excitations. Note that there is a feature observed for all impact frequencies: a small kink in \( d_{av} \) (upward for early times and downward for later times) appears at approximately \( 10t_0 \) after each projectile impact. This indicates that there exists a characteristic frequency in the \( L = 96 \) honeycomb cluster. For \( \Delta t_{\text{imp}} = 10t_0 \) (orange), this frequency coincides with the one of the ion impacts. This explains the unusual behavior of the double occupation for this case: instead of the small local minima, here maxima are observed.

To find an explanation for the mentioned characteristic frequency of the system, we now investigate the space-resolved carrier redistribution in the lattice.

### 3.5. Space-Resolved Electron Dynamics

The highly symmetric 96-site honeycomb cluster consists of four layers of hexagons. To increase the space resolution, we instead consider seven rings of sites, (sites on the \( n \)th ring are those that can be reached from the innermost ring within \( n - 1 \) steps), cf. Figure 1. In Figure 10, we show the time evolution of the average electron density (top) and double occupation (bottom) within each of these rings, following a single ion excitation through the center of the system.
We observe a drastic initial increase in the density on the innermost ring that follows from the direct Coulomb attraction by the charged projectile. Simultaneously, the outer rings are slightly depopulated as the electrons move toward the center. Subsequently, we observe a propagating density wave with a finite velocity through the honeycomb rings. For the outer rings, the density change becomes less pronounced, as the electrons spread across a larger number of lattice sites. After a short relaxation phase, the local densities exhibit a second peak (with lower amplitude and opposite sign), although the ion is already far away from the target and no additional excitation is invoked. Thus, the oscillation revival is caused by an intrinsic property of the finite cluster. The time interval between these events is approximately $\Delta t = 10t_0$, which agrees perfectly with the observed time delay of the energy kinks in Figure 9. Note that a second, less pronounced revival is observed after additional $10t_0$ (cf. the black curve in Figure 10).

The double occupation (bottom of Figure 10) exhibits a similar behavior as the density which is explained by the mean-field contribution to the doublon number. Note that for the outermost sites, we see a significantly lower double occupation—a property that is already present in the ground state and at the initial time, due to the reduced connectivity on the edges of the system.

3.6. Localized versus Random Impacts

We now consider a different setup, where the impact point of the projectiles is varied. To this end, we generate uniformly distributed positions within a circle of radius $a_0$. For a fixed time interval of $\Delta t_\text{imp} = 10t_0$, we simulate successive ions of the same energy (cf. Equation (21)) penetrating through these randomized impact points. All computations are performed with a number of $N_x = 50$...
excitations. The results are presented in Figure 11 for the total energy of the lattice (top), the cluster-averaged double occupation (bottom), and the impact positions (right). As a visual aid, the innermost hexagon of the 96-site cluster is shown (grey lines). The impact-point distribution is illustrated (purple) alongside with point A in Figure 1 (orange) and the central position (black). The purple numbers indicate the order of the excitations. From the behavior of the lattice energy and of the double occupation, we conclude that the random impact scenario produces results that are very similar to previous findings. In fact, both quantities fall predominantly between the curves for the impact point A (orange) and the central impact (black). Thus, we conclude that the spatially uniform distribution of ion impacts does not significantly change the electronic behavior. A peculiar feature is the random fluctuation of the energy minima, which is caused by the varying distance of the projectile to the nearest lattice sites. At the same time, the average double occupation is not affected by these variations and exhibits the same monotonic trend as for the central impact point (black curve). Furthermore, we recover the broad global minimum, discussed in Section 3.3.

4. Conclusions

In summary, we have extended the analysis of electronic correlations—specifically, doublon formation initiated by ion impact—in small hexagonal graphene-type clusters which was presented in a recent Letter. There the scenario of multiple ions hitting the target in the same spot and at fixed time intervals was analyzed, using an NEGF analysis coupled to an Ehrenfest treatment of the ions. The large computational effort of NEGF simulations limited the parameter range that could be studied.

Here, we applied the recently derived G1–G2 scheme to this problem. The advantageous linear scaling of this approach with respect to simulation duration has allowed us to significantly extend the previous analysis to larger clusters, more impacts, and variation of both impact point and time interval between impacts. We confirmed that increasing the number of impacts allows one to further increase the mean doublon number in the cluster until it eventually approaches the mean-field limit of 0.25. When the system size is increased, the increase of the doublon number slows down due to sharing of the impact energy among a growing number of electrons. An interesting observation was that, in a 2D hexagonal arrangement of L lattice sites, the average doublon number increases significantly faster compared to a linear arrangement of the same number of sites.

Our fully time-dependent approach is able to resolve nonadiabatic processes in the electronic subsystems and effects beyond linear response. Nonadiabatic effects are particularly evident at small time intervals between subsequent impacts because the electronic system has not enough time to return to the ground state before the next impact occurs. This can be clearly seen in the behavior of the average double occupation of the electrons shown in Figure 8. While for large time intervals between projectiles, the first few impacts result in a global minimum in the double occupation, the situation changes when the time interval is reduced. For the interval 5t₀, only after reaching the global minimum do subsequent impacts lead to a periodic but steady increase in the number of doublons; for 2t₀, this behavior is present from the very first impact and no such minimum can be observed.

When the number of ion impacts is increased further, the system approaches a stationary electronic state where the doublon number saturates and is uniformly distributed over the cluster. The existence of such a nonequilibrium stationary state was reported for small clusters in Ref. [39] and is here confirmed for larger clusters. Since, in the present model, the electronic system is isolated, the excess energy stored in the electronic system cannot be dissipated to the lattice or the environment, and no relaxation toward equilibrium is observed. Thus, an extension to longer time scales requires the inclusion of electron–phonon interaction or the coupling to the lattice dynamics, analogous to Born–Oppenheimer density functional theory.

We analyzed two protocols of ion impact that can be realized in various experimental setups. First, we studied a strictly periodic sequence of ions that hit the same lattice site; this can be realized with ion guns. Second, we studied a situation where the impact point of the ions is chosen randomly. This case is closer to a gas or a plasma. Interestingly, we observed that the result for the average doublon number is almost the same as in the case of a fixed impact point. In further studies one could add random sampling of the time interval between ions to properly reflect the ion velocity distribution in the gas or plasma. This will allow one to make quantitative predictions for the interaction of plasmas with solids, cf., for example, Ref. [74].

Additional questions that are of interest in the context of ion–solid interaction are inner-ionic processes such as ion neutralization, electronic excitations, and secondary electron emission, for example, Ref. [75]. Such processes have recently become accessible to accurate measurements for highly charged projectiles impacting graphene and other correlated 2D materials (see, for example, Refs. [76,77]) and are still lacking a full theoretical description. The present NEGF approach within the G1–G2 scheme provides the proper starting point for this problem as it allows one to resolve the full dynamics of electronic correlations. At the same time, the present Hubbard model needs to be extended to include additional bands.
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