GraDIRN: Learning Iterative Gradient Descent-based Energy Minimization for Deformable Image Registration
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Abstract

We present a Gradient Descent-based Image Registration Network (GraDIRN) for learning deformable image registration by embedding gradient-based iterative energy minimization in a deep learning framework. Traditional image registration algorithms typically use iterative energy-minimization optimization to find the optimal transformation between a pair of images, which is time-consuming when many iterations are needed. In contrast, recent learning-based methods amortize this costly iterative optimization by training deep neural networks so that registration of one pair of images can be achieved by fast network forward pass after training. Motivated by successes in image reconstruction techniques that combine deep learning with the mathematical structure of iterative variational energy optimization, we formulate a novel registration network based on multi-resolution gradient descent energy minimization. The forward pass of the network takes explicit image dissimilarity gradient steps and generalized regularization steps parameterized by Convolutional Neural Networks (CNN) for a fixed number of iterations. We use auto-differentiation to derive the forward computational graph for the explicit image dissimilarity gradient w.r.t. the transformation, so arbitrary image dissimilarity metrics and transformation models can be used without complex and error-prone gradient derivations. We demonstrate that this approach achieves state-of-the-art registration performance while using fewer learnable parameters through extensive evaluations on registration tasks using 2D cardiac MR images and 3D brain MR images.

1. Introduction

Image registration is a task of finding the spatial alignment between matching structures from different images. Especially in medical imaging, it is one of the most fundamental tasks for applications such as the fusion of different images of the same patient (e.g. MR-CT or MR-PET), surgical intervention, cardiac motion analysis [6] and disease progression analysis [21].

Formally, registration of a pair of moving and fixed images $(I_m, I_f)$ aims to find a transformation $\phi$ that can align the images. Many traditional registration methods obtain this transformation by minimizing an energy functional $E(I_m, I_f, \phi)$ using iterative optimization algorithms for each pair of images [40]. The energy functional usually consists of a data-fidelity term and a regularization term. The data-fidelity term measures the alignment between the reference fixed image $I_f$ and the transformed moving image $I_m' = T(I_m, \phi)$ using (dis)-similarity metrics such as Sum of Squared Difference (SSD), Cross-Correlation (CC) or Mutual Information (MI). The regularization term imposes constraints on the property of the transformation such as smoothness and invertibility. The transformation model that describes $\phi$ can be rigid or affine transformations, which are useful for global alignment of images; or deformable transformation models with more degrees-of-freedom which can be modeled using lower-dimensional parameterization such as B-spline free-form-deformation [35] or non-parametric high-dimensional models such as dense displacement field or velocity field for diffeomorphic registration [1, 43].

However, iterative optimization techniques typically require many iteration steps and a significant amount of computational time, especially for high-dimensional transformation models. To circumvent this problem, data-driven
methods have been proposed recently to substantially speed up the registration process by training deep neural networks on groups of training data sets [5,45]. After training, the registration of a new image pair can be achieved by one fast forward pass of the network. To train the networks, early methods relied on transformation parameters derived from traditional registration tools or randomly generated transformation fields as ground truth and thus formulate the training as a supervised regression task [34,39,45]. This coincides with advances in optical flow estimation using deep learning, where large simulated data sets with ground truth optical flow became available [11,23,41]. To avoid dependency on ground truth deformations, other approaches rely on dissimilarity metrics based on image intensities [4,9,31] or semantic segmentation [5,20,29] as self-supervision signal for training. This is made possible by the differentiable spatial transformation module introduced in [24].

Intuitively, these DL registration methods use iterative optimization in the training process to amortize the iterative optimization in traditional registration, so registration becomes a one-step inference of the network once trained. Some recent advances in deep learning registration re-introduce some elements of iteration by extending the single-network approach (represented by [4]) via composition of predictions from multiple networks on single or multiple resolutions [19,30,32,47], or using a recurrent refinement network [36].

Meanwhile, several approaches based on the concept of unrolled optimization networks have been shown successful for inverse problems such as image reconstruction and image de-noising [16,27]. These approaches embed iterative optimization in a learning-based setting by designing networks that follow the mathematical structure of classical iterative optimization algorithms. While the optimization steps in the solution space are parameterized by more complex learned components such as Field-of-Expert model [8] or neural networks [14,15,37], explicit data-fidelity terms are used as the knowledge of maximizing data likelihood from the data space. The idea of learned unrolled optimization has been hardly explored in image registration. We are only aware of the work in [25], who uses a single-resolution optimization scheme based on an auxiliary variable with the linearization of the brightness consistency data-fidelity [12,46].

In this work, we design a Gradient Descent-based Image Registration Network (GraDIRN) for deformable image registration which unrolls a multi-resolution gradient descent algorithm to optimize the spatial transformation \( \phi \) by minimizing an energy functional. GraDIRN uses explicit gradient steps of the data-fidelity term and generalized regularization gradient steps parameterized by CNNs. The parameters of the CNNs and gradient step sizes are learned based on training data. In contrast to [25], the proposed method is based on a more parameter and memory-efficient multi-resolution gradient-based optimization. This enables us to incorporate the data-fidelity term in the network inference by automatically deriving the explicit gradient using auto-differentiation, making the use of various image dissimilarity metrics and transformation models in our framework considerably easier.

Our main contributions in this work are the following:

- We introduce a novel Gradient Descent-based Image Registration Network (GraDIRN) for deformable image registration, which is based on the mathematical structure of a multi-resolution gradient descent energy minimization.

- We use auto-differentiation to derive the computational graph of the explicit data-fidelity gradient steps. While avoiding error-prone manual derivation, this paves the way for using arbitrary data similarity functions and transformation models for image registration.

- We extensively investigate the efficacy of our framework, including the significance of the explicit data-fidelity and parameter efficiency, by ablation studies where variations of our method and baseline methods are evaluated.

- We demonstrate state-of-the-art performance for challenging registration tasks including 2D cardiac registration and 3D brain registration while being efficient in the number of learned parameters.

2. Method

2.1. Bi-level Optimization Formulation

**Overview** We formulate the training of the proposed Gradient Descent-based Image Registration Network (GraDIRN) for image registration under a bi-level optimization view. Mathematically, this can be written as:

\[
\min_{\theta_\hat{\phi}} \mathcal{L}(I_m, I_f, \hat{\phi}(\theta_\hat{\phi})) \\
\text{s.t. } \hat{\phi}(\theta_\hat{\phi}) \in \arg \min_{\phi} E(I_m, I_f, \phi, \theta_1)
\]

where \( \hat{\phi}(\theta_\hat{\phi}) \) is the solution to the lower-level optimization problem \( \arg \min_{\phi} E(I_m, I_f, \phi, \theta_1) \), which is an energy minimization problem that finds the optimal transformation \( \hat{\phi} \) depending on the trainable parameters \( \theta_1 \). The higher-level optimization problem finds these parameters by minimizing the loss function \( \mathcal{L}(I_m, I_f, \hat{\phi}(\theta_\hat{\phi})) \).

**Lower-level optimization** Under this view, the forward pass of the network, which contains the learnable parameters \( \theta_1 \), is the lower-level optimization. Specifically, the
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Figure 1. Illustration of the bi-level optimization framework. Fig. 1a shows the inference of GraDIRN as the lower-level optimization, which is an iterative multi-resolution gradient descent using explicit data-fidelity gradient steps and regularization steps parameterized by CNN. Starting from an identity transformation $\phi_0$ on the coarsest resolution, the optimization takes $T_n$ step in each resolution before reaching the final solution $\phi_T$. The blue blocks shows the inner structure of each gradient descent step. Fig. 1b shows the training process, or the higher-level optimization, which learns the parameters of the network using a loss function $L$ on the output of GraDIRN. The structure shown in Fig. 1a is illustrated in the dotted box.

Lower-level optimization aims to find the optimal transformation $\phi$ that minimizes the energy functional $E$. The energy function consists of a data-fidelity term $D$ which measures the dissimilarity between the registered images, and a regularization term $R$:

$$E(I_m, I_f, \phi, \theta) = D(T(I_m, \phi), I_f) + R(\phi, \theta; I_m, I_f)$$

where again $T(I_m, \phi)$ denotes the transformed moving image. We use a simple gradient descent with adaptive step sizes $\{\tau_t\}$ as the base algorithm for the lower-level optimization, where the update to $\phi_t$ at step $t$ is given by:

$$\phi_{t+1} = \phi_t - \tau_t (\nabla D(T(I_m, \phi_t), I_f) + \nabla R(\phi_t, \theta; I_m, I_f))$$

(2)

where $\nabla D$ and $\nabla R$ are the gradient of the data-fidelity and regularization term w.r.t. the transformation $\phi_t$. We design the forward computation of GraDIRN to follow the lower-level optimization steps mathematically with a multi-resolution approach (detailed in Sec. 2.2), which yields the structure illustrated in Fig. 1a.

To incorporate the data-fidelity optimization in the network inference, the gradient of the fidelity w.r.t. the transformation $\nabla D(T(I_m, \phi_t), I_f)$ is explicitly computed as part of the forward computation of the network (detailed in Sec. 2.3). To incorporate rich image information and enable more complex local regularization to efficiently optimize the transformation, we generalize the regularization term in the lower-level optimization with learnable modules using a Convolutional Neural Networks (CNN) with parameters $\theta$. At each step, the CNN takes the current solution $\phi_t$ and the image pair $(I_m, I_f)$ as input, and outputs the gradient step corresponding to $\nabla R$ in Eq. (2). The parameters $\theta$ of the CNNs are shared within each resolution. The formulation of GraDIRN is not limited to any specific CNN architecture. In this paper, we use a simple 5-layer CNN with kernel size of 3 in each dimension and LeakyReLU with negative slope of 0.2 as the activation function, except the last layer where no activation function is used.

Higher-level optimization The parameters of the CNNs $\theta$ and the step sizes of the gradient descent $\{\tau_t\}$ are learned in the higher-level optimization, i.e. $\theta_t = \{\theta, \{\tau_t\}\}$. As shown in Fig. 1b, this is achieved by minimizing the expected loss $L$ over a training dataset $X$, given the solution of the lower-level optimization $\bar{\phi} = \phi_T$:

$$L(I_m, I_f, \bar{\phi}(\theta_t)) = L_D(T(I_m, \bar{\phi}(\theta_t)), I_f) + \lambda L_R(\bar{\phi}(\theta_t))$$

(3)

$$\tilde{\theta}_t = \arg \min \mathbb{E}_{(I_m, I_f) \sim X} [L(I_m, I_f, \bar{\phi}(\theta_t))]$$

(4)

where $\tilde{\theta}_t$ denotes the optimal parameters, $L_D$ is an image dissimilarity loss and $L_R$ is a regularization loss. The dissimilarity loss we use in this paper is a self-supervised loss which has the same form as the data-fidelity term in the energy function of the lower-level optimization, i.e. $L_D = D$. A diffusion-based regularization loss $L_R$ is used to constrain spatial variations of the output transformation in the higher-level optimization, i.e. $L_R = \| \delta \|$ with $\delta$ denoting a point in the spatial domain $\Omega$. We use stochastic gradient descent for this higher-level optimization. Note that the gradient here is computed w.r.t. the network parameters $\theta_t$, not to be confused with the gradients w.r.t. the transformation in Eq. (2).
2.2. Multi-resolution Optimization

Multi-resolution optimization has been shown to be effective in capturing both local deformation and global deformation while being computationally efficient in traditional iterative registration methods [3, 35, 43]. Recent deep learning registration methods also make use of the multi-resolution concept in their design to improve performance [19, 32].

GraDIRN can naturally incorporates multi-resolution optimization in its forward pass iterations similar to traditional methods. Specifically, we initialize the transformation \( \phi_0 \) with identity transformation, and optimize the transformation in a coarse-to-fine fashion following the gradient descent steps in Eq. (2). For resolution \( n \), the gradient descent update steps are applied \( T_n \) times. A total of \( T \) gradient descent steps are taken to give the final solution \( \tilde{\phi} = \phi_T \), where \( T = \sum_{n=1}^{N} T_n \). At the end of each resolution, the spatial resolution of the transformation is increased to be refined on the next (finer) resolution. To achieve continuous optimization between resolutions, the exact technique used to increase the resolution of the transformation depends on the transformation model of choice. In this paper, we use a dense displacement field as the transformation model thus linear interpolation is employed to up-sample the transformation, followed by scaling of the displacement fields to correct for the change of spatial domain.

To facilitate the multi-resolution optimization steps, we create a coarse-to-fine images pyramid of the moving and fixed images \( \{(I_m^{(n)}, I_f^{(n)})\}_{n=1,2,...N} \) to compute \( \nabla D \) and \( \nabla R \) at multiple resolutions.

2.3. Gradient of the Data-Fidelity term

The data-fidelity term in the energy functional Eq. (1) measures the dissimilarity between the images being registered. In this paper, we demonstrate the use of two image dissimilarity metrics as the data-fidelity term, namely the Sum of Squared Difference (SSD), which is defined as:

\[
D_{\text{SSD}}(I_m, I_f) = \sum_{x \in \Omega} (I_m(x) - I_f(x))^2 \tag{5}
\]

where \( I'_m = T(I_m, \tilde{\phi}) \) is the transformed moving image, and (negative) Normalized Cross-Correlation (NCC), which is defined as:

\[
D_{\text{NCC}}(I'_m, I_f) = \frac{-\sum_{x \in \Omega} [(I'_m(x) - \bar{I'_m})(I_f(x) - \bar{I_f})]^2}{\sum_{x \in \Omega} (I'_m(x) - \bar{I'_m})^2 \sum_{x \in \Omega} (I_f(x) - \bar{I_f})^2} \tag{6}
\]

where \( \bar{I} = \frac{1}{|\Omega|} \sum_{x \in \Omega} I(x) \) is the mean intensity of the image. Here, \( \Omega \) denotes the spatial domain of the images and \(|\Omega|\) denotes number of pixels/voxels in the domain. NCC is designed to be robust to additive and multiplicative intensity changes [10].

The gradient of the data term \( \nabla D(T(I_m, \phi_t), I_f) \) needs to be computed explicitly in the gradient descent steps as part of the forward computation of the network. This gradient computation also needs to be differentiable, since the stochastic gradient optimization in the higher-level optimization needs to compute the partial derivatives w.r.t. the learned parameters \( \theta \) and \( \{\tau\} \) via back-propagation.

Instead of implementing this gradient computation from its analytical form, we leverage the power of modern auto-differentiation engines [33] to create the forward graph of this explicit gradient computation. While avoiding inefficient code and human error in symbolic differentiation, this enables us to easily use other image dissimilarity functions as the data-fidelity term for multi-modal registration, as well as the use of other transformation models such as B-spline free-form deformation [35] for smooth and efficient parameterization or Stationary Velocity Field [1] for diffeomorphic registration.

3. Experiments

3.1. Tasks and Datasets

We extensively evaluate the proposed GraDIRN on 2D as well as 3D medical image registration tasks. We first evaluate on the task of intra-subject registration for cardiac motion estimation. For this, we use 220 cardiac cine-MR sequences from the UK Biobank study\(^1\). We split the sequences into 100/20/100 for training/validation/testing purposes. 2D registration is performed between the end-diastolic (ED) frame and end-systolic (ES) frame of the cine-MR sequence for each subject. The in-plane resolution is 1.8mm × 1.8mm per-pixel and the out-of-plane resolution is 10mm per pixel. Min-max intensity normalization to \([0, 1]\) is applied to both the ED and the ES frame with the same scaling factor. All images are cropped to 160 × 160 pixels in our experiments. For evaluation purpose only, we also generate a semantic segmentation of the left ventricle cavity (LV), myocardium (Myo) and right ventricle cavity (RV) using an automatic CNN-based segmentation model provided by [2].

We also evaluate on a more challenging inter-subject 3D brain MRI registration task using T1-weighted brain MR images from the Cambridge Centre for Ageing and Neuroscience (CamCAN) project open data inventory [38, 42]. The dataset contains structural MR scans of subjects aged 18-90 exhibiting large structural variations, making the inter-subject registration a challenging task. We randomly selected 310 image volumes out of the 652 scans available and split into 200/10/100 for training/validation/testing. As pre-processing, we first applied affine registration to spatially normalize all volumes to a common MNI space. Then,

\(^1\)http://imaging.ukbiobank.ac.uk
Table 1. Quantitative results of the metrics evaluated for all competing methods on both cardiac and brain MRI registration tasks whilst using SSD and NCC image (dis-)similarity, averaged across testing subjects and anatomical structures (with standard deviation in parenthesis). Dice (higher the better) and Hausdorff Distances (HD, lower the better) measures the registration accuracy. The determinant of Jacobian (|J|) metrics measures the spatial regularity of the resulting transformations (both the lower the better). The number of learnable parameters are listed in the “#Parameters” column. Metrics are measured after the initial affine registration as reference, shown in the “Affine” column.

| (Dis-)similarity | Method  | Dice | HD | | | #Parameters | Dice | HD | | | #Parameters |
|------------------|---------|------|----|-----------------|-----------------|------------------|------|----|-----------------|-----------------|
| SSD              | Affine  | 0.500(0.058) | 16.091(2.625) | n/a | n/a | n/a | 0.621(0.043) | 6.354(0.959) | n/a | n/a | n/a |
| NCC              | FFD     | 0.787(0.057) | 10.790(2.885) | 0.057(0.059) | 0.407(0.222) | n/a | 0.785(0.026) | 5.124(0.947) | 0.085(0.093) | 0.638(0.224) | n/a |
|                  | VOXelmorph | 0.806(0.055) | 10.235(2.764) | 0.084(0.054) | 0.549(0.192) | 106K | 0.777(0.029) | 5.430(0.840) | 0.084(0.064) | 0.625(0.177) | 320K |
|                  | GraDIRN | 0.812(0.052) | 10.101(2.738) | 0.099(0.058) | 0.581(0.190) | 954K | 0.793(0.025) | 5.213(0.836) | 0.074(0.059) | 0.589(0.170) | 2.9M |
|                  | VOXelmorph×9 | 0.821(0.052) | 9.729(2.531) | 0.188(0.076) | 0.866(0.182) | 88.5K | 0.794(0.026) | 5.166(0.892) | 0.078(0.059) | 0.603(0.171) | 269K |

Figure 2. Boxplots of Dice scores of competing methods measured on different anatomical structures (groups). In each box, the black line marks the median and the red line marks the mean.

To comprehensively evaluate the registration performances, we measure both the accuracy and the regularity of the transformation fields produced by registration. In-lieu of ground truth transformation, we follow standard prac-

---

2 https://www.nitrc.org/projects/robex
3 https://simpleitk.org
4 https://github.com/ledigchr/MALPEM
tice [5, 47] and measure registration accuracy based on the agreement of anatomical structures under the transformation from the registration of images. Concretely, given the segmentation masks extracted from the fixed images $S_f$, and the transformed segmentation masks extracted from the moving image $S'_m = T(S_m, \hat{\phi})$, we measure the Dice overlap for all anatomical structures by:

$$\text{Dice}(S'_m, S_f) = \frac{2|S'_m \cap S_f|}{|S'_m| + |S_f|}. \tag{7}$$

To quantify the regularity of the transformed masks, we also measure the Hausdorff distance (HD) \cite{7} which is given by:

$$\text{HD}(S'_m, S_f) = \max \left\{ \sup_{x_m \in \Omega_{S'_m}} d(x_m, S_f), \sup_{x_f \in \Omega_{S_f}} d(x_f, S'_m) \right\} \tag{8}$$

where $x_m, x_f$ are locations of points on the surfaces $\Omega_{S'_m}, \Omega_{S_f}$ of the segmentation masks, and $d(x, S)$ denotes the set of shortest distances from point $x$ to the surface of $S$, and $\sup$ denotes the supremum of the set.

In addition to accuracy, we also evaluate the local property of the transformation by measuring metrics based on the determinant of the Jacobian of the transformation $|J| = |\nabla \phi|$. We measure the percentage of the points in the image domain around which the space is folded under the deformation, reflected by negative $|J|$, denoted by $|J|_{<c\%}$, and the smoothness of the transformation reflected by standard deviation of the log-determinant of Jacobian, denoted by $\text{std log } |J|$.

The registration accuracy and the regularity of the transformation are often a trade-off in image registration. We take this into account as much as possible when selecting the hyper-parameters in our evaluation to compare the methods fairly. We do this by finding settings that lead to similar Jacobian metrics within reasonable computation cost of the parameter search.

### 3.3. Baseline Methods

We first compare the proposed method to a conventional registration method which uses B-spline free-form deformation as transformation (FFD). An energy functional consisting of the same data-fidelity terms as in Sec. 2.3 and a Bending Energy regularization \cite{35} was used. Registration using this method is achieved by iterative multi-resolution gradient-based optimization. We also compare our proposed method to two deep learning based registration methods. One is the widely used VoxelMorph framework \cite{4}. The other is a recursive-cascaded method introduced in \cite{47} as a representative method for a pure network-based iterative approach. Since this method composes cascades of base networks, we simply refer to it as multiples of the base network (e.g. VoxelMorph$\times9$).

### 3.4. Implementation

We evaluated the B-spline FFD algorithm implemented in the Medical Image Registration Toolkit \cite{5}, using three resolution levels and the corresponding image dissimilarity metrics in comparisons (i.e. SSD or NCC). We reimplemented the full-resolution version of VoxelMorph (VoxelMorph-2) and the recursive cascade baseline method \cite{47} with 9 cascades using VoxelMorph-2 as the base network. Correspondingly, we use 9 iterations ($T_N=9$) in our own GraDIRN in a 3 resolution setting, with 3 iterations in each resolution ($T_n=3$). Both deep learning baselines are trained using the same loss function as the ones used in the higher-level optimization of the proposed method. The weighting of the regularization $\lambda$ are chosen using the validation dataset with the trade-off consideration mentioned in Sec. 3.2.

We implemented our framework and deep learning baselines in Pytorch \cite{33} v1.8 and Pytorch Lightning \cite{13} v1.2. All models are trained and tested with mixed-precision on NVIDIA RTX A5000 and A6000 GPUs. Batch size of 10 was used for 2D models and batch size of 4 was used for 3D models. We use the Adam \cite{26} optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.999$ and learning rate of $10^{-4}$ for the higher-level optimization. The core part of our implementation is included in the supplementary material.

### 3.5. Results

Table 1 shows the quantitative results of the evaluation metrics of all baseline methods and our proposed GraDIRN on both 2D cardiac MR registration and 3D brain MR registration tasks. The results are shown separately for methods using SSD and NCC as the dissimilarity metric. The Dice and HD shown are the average of all the anatomical structures, with Dice results of separate structures shown in the boxplots in Fig. 2. The metrics evaluated on the initial alignment by affine registration are shown as a reference. Examples of the registered images and resulting transformations are shown in Fig. 3. The results demonstrate that the proposed GraDIRN outperforms the traditional B-spline FFD method and VoxelMorph in the cardiac MR registration task. B-spline FFD method is more competitive in the more challenging 3D brain registration task, with our proposed method achieving comparable accuracy. Similar conclusions can be reached across anatomical structures as shown in Fig. 2. Recursive cascade of VoxelMorph is able to achieve comparable accuracy on all tasks. However, it can only reach such a performance using significantly more learned parameters as shown in the #Parameters column in Tab. 1. It can also be noticed that GraDIRN achieved significantly higher accuracy than VoxelMorph while using fewer learnable parameters, demonstrating the potential benefit of using learnable parameters.
parameter efficiency by including explicit data-fidelity optimization in network inference. We investigate these aspects further in Sec. 3.6.

3.6. Ablation study

We extensively study the efficacy of the proposed framework by comparing variations of the framework with variations of the baseline method. For simplicity, we conduct these studies on 2D cardiac MR registration task using the SSD image dissimilarity setting.

**Parameter Efficiency** First, we investigate the parameter efficiency aspect of our approach in a fair comparison with the recursive cascaded network baseline [47]. The results are shown in Tab. 2. We compare our methods to variations of the cascaded network by switching the base network to the same light-weight network used in GraDIRN (denoted by “CNN$^G \times 9$”). To match the number of parameters used in GraDIRN, we also evaluate a variation of this where the parameters of the base networks are shared in the same way as in GraDIRN (denoted by “CNN$^G \times 3 \times 3$”). The results of this experiment indicate that the performance of purely cascading networks depends on the number of learnable parameters, where higher performance is only achieved with larger number of parameters.

**Multi-resolution** We investigated the effect of using multi-resolution scheme in our framework by comparing to a variant of our network that does not use multi-resolution. The single-resolution variant, denoted by “GraDIRN*” in Tab. 2, performs only marginally worse than its multi-resolution counterpart. However, the multi-resolution approach is found to be more memory efficient in our experiments.

**Explicit Data-fidelity** It is of great interest for our framework to study the significance of the explicit data-fidelity gradient in the network. We experimented with a variation of GraDIRN where the data-fidelity gradient step in Fig. 1a is removed, and the network reduces to a structure similar to residual network [17, 27]. As shown in Tab. 2, the registration performance without using explicit data-fidelity gradient notably decreases, which signals the significance and benefit of including data-fidelity gradient steps in the network.

Table 2. Study of parameter efficiency, resolutions and the effect of using explicit data-fidelity term using variations of the proposed method and baseline methods.

| Method       | Dice     | HD       | $	ext{J}(|\mathcal{J}|)$ | #Parameters |
|--------------|----------|----------|--------------------------|-------------|
| CNN$^G \times 9$ | 0.778(0.054) | 10.96(7.271) | 0.127(0.047) | 0.059(0.191) | 265K |
| CNN$^G \times 3 \times 1$ | 0.774(0.054) | 11.075(2.674) | 0.129(0.059) | 0.704(1.180) | 88.5K |
| GraDIRN*     | 0.799(0.052) | 10.48(2.738) | 0.082(0.050) | 0.547(0.182) | 88.5K |
| GraDIRN      | 0.811(0.054) | 10.094(2.763) | 0.078(0.045) | 0.528(0.165) | 88.5K |
| GraDIRN*     | 0.818(0.055) | 9.943(2.766) | 0.073(0.041) | 0.510(0.163) | 88.5K |

Table 3. Runtime measured for all competing methods for both CPU and GPU. All times are reported in seconds unless marked otherwise.

| Method       | 2D CPU | 2D GPU | 3D CPU | 3D GPU |
|--------------|--------|--------|--------|--------|
| SSD (CNN)    | 1.291(0.024) | 30.851(0.89) | n/a | n/a |
| NCC (CNN)    | 1.534(0.088) | 16.435(1.016) | n/a | n/a |
| Voxelmorph   | 0.011(0.005) | 0.858(0.053) | 2.796(0.636) | 0.003(0.002) |
| GraDIRN (SSD)| 0.065(0.006) | 4.726(0.343) | 42.031(1.506) | 0.214(0.002) |
| GraDIRN (NCC)| 0.075(0.007) | 4.589(0.333) | 59.502(2.283) | 0.220(0.003) |

3.7. Runtime

We measured the runtime required for each method to register a pair of 2D or 3D images on both CPU and GPU and report the results in Tab. 3. CPU runtimes are measured on a workstation with two Intel Xeon Silver 4214 CPUs. GPUs runtimes are measured on the same workstation using a NVIDIA RTX A6000 GPU. We observe that on both CPU and GPU the deep learning methods are orders of magnitude faster than the conventional B-spline FFD algorithm, especially for 3D registrations. Among the deep learning methods, the more accurate iterative methods can be seen noticeably slower than Voxelmorph [4], with the proposed GraDIRN slightly faster than the recursive cascaded method [4] overall.

4. Discussion

The structure of the network we proposed is designed by following classical energy minimization optimization steps. Intuitively, this design explicitly minimize the image dissimilarity as part of its forward pass thus constrains the solution space of the network parameters under the bi-level optimization view. This leads to efficient use of learned parameters while achieving state-of-the-art registration performance. As shown in our ablation study in Sec. 3.6, the image dissimilarity gradient steps are found essential in achieving competitive performance, which is in-line with the principles in unrolled optimization approaches in related fields [16, 37]. By unrolling the gradient-based optimization and implementing the data-fidelity gradient forward steps with auto-differentiation, a feature widely available in modern deep learning software frameworks, we make our framework more accessible to the community and easier to be extended to arbitrary differentiable data-fidelity terms and transformations for general image registration.

5. Limitations and Future Works

As we have shown, it seems while introducing iteration into deep learning registration with unrolled optimization improves registration performance, this comes with a computational cost, both in memory usage and speed. Although our network-based approach is still significantly faster than
traditional iterative algorithms, especially so when GPU and deep learning frameworks are used, slow-down from a simple one-network method such as VoxelMorph is noticeable. The memory efficiency is improved by using a multi-resolution optimization scheme in our method. And the overall efficiency could be improved if the transformation is optimized in a lower-dimensional parameterization such as B-spline FFD or in a band-limited space [44]. We will explore these avenues in the future.

We have demonstrated that our framework can be adapted to Normalized Cross-Correlation dissimilarity metric which can be used for some multi-modal registration tasks. While we only demonstrated this on mono-modal registration tasks in this paper, we will experiment on more image dissimilarity metrics such as MI [22] or MIND [18] for challenging multi-modal registration tasks in our future work.

6. Conclusion

In this paper, we present a novel framework for learning-based deformable image registration that embeds deep neural networks in the theoretical formulation of iterative gradient-based energy minimization. Using extensive evaluations, we show that our approach obtains state-of-the-art registration accuracy while retaining parameter efficiency. Further analysis show that using explicit data-fidelity gradient as part of the forward pass is vital for our framework to achieve competitive performance. Using a gradient-based optimization network allows us to use SSD as well as the more robust NCC as the data-fidelity term easily, facilitating the use of arbitrary image dissimilarity and more transformation models for general deformable image registration.
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1. Code

We provide here the code for the core part of GraDIRN implemented in Pytorch v1.8.1. Code for the main model, key components of the model and loss functions are provided so the forward pass pipeline can be constructed. The data and code for data loading are not provided since we are not allowed to distribute the medical imaging data ourselves. Training logic is also not provided since we use standard Adam optimizer with parameters provided in the main paper.

GraDIRN core module code including the data fidelity terms (or dissimilarity) and the CNN-parameterized regularization terms:

```python
class GradIRN(torch.nn.Module):
    ""
    'num_blocks' is a list of number of blocks in each resolution.
    The similarity and regulariser blocks are each a nn.ModuleList of nn.ModuleList(s),
    each list for one resolution:
    '{[block1, block2, ..., block_<num_blocks[0]>>,
    [block1, block2, ..., block_<num_blocks[1]>>,
    ...]}'
    ""
    def __init__(self,
                 ndim,
                 num_blocks=(1, 1, 1),
                 num_repeat=(3, 3, 3),
                 scale_step_size=True,
                 tau_config=None,
                 similarity='ssd',
                 similarity_config=None,
                 regulariser_config=None,
                 return_series=True,
                 ):
        super().__init__()
        self.ndim = ndim
        self.num_blocks = num_blocks  # number of blocks per resolution
        self.num_repeat = num_repeat  # number of times blocks are repeated per resolution
        self.num_resolutions = len(num_blocks)
        self.return_series = return_series
        
        if scale_step_size:
            # scale the initial tau with 1/(number_or_blocks)
            step_size_scale = 1 / (sum([a*b for a, b in zip(num_blocks, num_repeat)]) + 1)
            tau_config.init = step_size_scale * tau_config.init
```
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# configure similarity term
SIMS = {'ssd': SSDSimilarity, 'ncc': NCCSimilarity}
SIMILARITY = SIMS[similarity]

# configure regulariser term
REGULARISER = CNNGRegulariser
self.reg_input_images = regulariser_config.input_images

# main blocks
self.sim_blocks = torch.nn.ModuleList()
self.reg_blocks = torch.nn.ModuleList()
for nb in self.num_blocks:
    self.sim_blocks.append(torch.nn.ModuleList([SIMILARITY(tau_config, **similarity_config) for _ in range(nb)]))
    self.reg_blocks.append(torch.nn.ModuleList([REGULARISER(config=regulariser_config) for _ in range(nb)]))

@staticmethod
def get_norm_grid(size, device):
    grid = torch.meshgrid([torch.linspace(-1, 1, s, device=device) for s in size])
    grid = torch.stack(grid, 0).requires_grad_(False) # (ndims, *size)
    return grid

def forward(self, tars, srcs):
    # Input 'tars' and 'srcs' are list of images with increasing resolution

    # initialise disp
    device = tars[0].device
    disp = torch.zeros(tars[0].shape[0], self.ndim, *tars[0].shape[2:], device=device)
    disps = []
    for lvl in range(self.num_resolutions):
        self.grid = self.get_norm_grid(tars[lvl].shape[2:], device)
        for sim_block, reg_block in zip(self.sim_blocks[lvl], self.reg_blocks[lvl]):
            for _ in range(self.num_repeat[lvl]): # repeating blocks
                tar, src = tars[lvl], srcs[lvl]
                with torch.set_grad_enabled(True):
                    # compute explicit gradient step w.r.t. disp with autograd
                    disp.requires_grad_()
                    warped_src = warp_fn(src, disp, self.grid, backwards_grad=True)
                    sim_step = sim_block(tar, warped_src, disp)
                    # regulariser step
                    if self.reg_input_images == 'explicit':
                        reg_input = torch.cat((disp, tar, warped_src), dim=1)
                    elif self.reg_input_images == 'implicit':
                        reg_input = torch.cat((disp, tar, src), dim=1)
                    else:
                        reg_input = disp
                    reg_step = reg_block(reg_input)
                    disp = disp - sim_step - reg_step
                    disps.append(disp)
            if lvl < self.num_resolutions - 1:
                disp = interpolate_nd(disp, scale_factor=2.) * 2.
        if self.return_series:
            return disps
    else:
        return [disp]

Listing 1. GraDIRN module

class SimilarityTerm(torch.nn.Module):

def __init__(self, tau_config, ndim, dtype=torch.float32):
    super(SimilarityTerm, self).__init__()
    self.ndim = ndim
    self._tau_ = torch.nn.Parameter(torch.tensor(1, dtype=dtype))
    reset_scalar(self._tau_, **tau_config)

@property
def tau_(self):
    return self._tau_ * self._tau_.train_scale

def energy(self, tar, warped_src):
    return NotImplementedError

def grad(self, tar, warped_src, disp):
    return NotImplementedError

def forward(self, tar, warped_src, disp):
    return self.grad(tar, warped_src, disp) * self.tau_

class SSDSimilarity(SimilarityTerm):
    def __init__(self, tau_config, ndim, dtype=torch.float32):
        super().__init__(tau_config, ndim, dtype=dtype)

    def energy(self, tar, warped_src):
        """ SSD similarity energy """
        return F.mse_loss(tar, warped_src)

    def grad(self, tar, warped_src, disp):
        """ Gradient step of the SSD dis-similarity"""
        e = self.energy(tar, warped_src)
        grad = torch.autograd.grad(e, disp, create_graph=self.training)[0]
        # correct the magnitude by number of points because of the averaging in F.mse_loss()
        grad = grad * torch.tensor(tar.shape).prod()
        return grad

class NCCSimilarity(SimilarityTerm):
    def __init__(self, tau_config, ndim, dtype=torch.float32):
        super().__init__(tau_config, ndim, dtype=dtype)

    def energy(self, tar, warped_src):
        return ncc(tar, warped_src)

    def grad(self, tar, warped_src, disp):
        e = self.energy(tar, warped_src)
        grad = torch.autograd.grad(e, disp, create_graph=self.training)[0]
        grad = grad * torch.tensor(tar.shape).prod()
        return grad

def ncc(x, y):
    """ Global Normalised Cross Correlation """
    x = x.view(x.shape[0], -1)
    y = y.view(y.shape[0], -1)

    x_bar = x - x.mean(dim=1, keepdim=True) # (N, 1)
    y_bar = y - y.mean(dim=1, keepdim=True) # (N, 1)

    with torch.cuda.amp.autocast(enabled=False): # compute in float32 to avoid overflow
        x_var = x_bar.square().sum(dim=1)

3
\[
y_{\text{var}} = y_.\text{square()}.\text{sum(dim=1)} \\
cov2 = (x_ * y_).\text{sum(dim=1).square()} \\
ncc = cov2 / (x_{\text{var}} * y_{\text{var}} + 1e-5) \\
\text{return} -\text{ncc.mean()}\]

def reset_scalar(scalar, init=1., min=0, max=1000, requires_grad=True, train_scale=1):
    """ Reset scalar parameters: set attributes, attach projection ""
    scalar.data = torch.tensor(init, dtype=scalar.dtype)
    scalar.proj = lambda: scalar.data.clamp_(min, max)
    scalar.requires_grad = requires_grad
    scalar.train_scale = train_scale

class Regulariser(torch.nn.Module):
    """Base regulariser term/step class""
    def __init__(self, dtype=torch.float32):
        super(Regulariser, self).__init__()
        self.dtype = dtype

    def energy(self, x):
        raise NotImplementedError

    def grad(self, x):
        raise NotImplementedError

    def forward(self, x):
        return self.grad(x)

class CNNRegulariser(Regulariser):
    def __init__(self, config=None):
        super(CNNRegulariser, self).__init__()
        self.layers = nn.ModuleList()

        ndim = config.ndim
        num_layers = config.num_layers
        num_channels = config.num_channels

        indim = ndim + 2 if config.input_images else ndim
        for i in range(num_layers-2):
            self.layers.append(nn.Sequential(convNd(ndim, indim, num_channels, a=0.2), nn.LeakyReLU(0.2)))
        self.layers.append(nn.Sequential(convNd(ndim, num_channels, ndim))

        if config.input_images:
            self.layers.append(nn.LeakyReLU(0.2))

        def grad(self, x):
            x = layer(x)
            return x

def convNd(ndim,
           in_channels,
           out_channels,
           kernel_size=3,
           stride=1,
           padding=1,
           a=0.):
    """Wrapper to instantiate convolution module of generic dimension""
    Args:
        in_channels: (int) number of input channels
        out_channels: (int) number of output channels
        kernel_size: (int) size of the convolution kernel
stride: (int) convolution stride (step size)
padding: (int) outer padding
ndim: (int) model dimension
a: (float) leaky-relu negative slope for He initialisation

Returns:
(nn.Module instance) Instance of convolution module of the specified dimension

assert ndim > 0
conv_nd = [nn.Conv2d, nn.Conv3d][ndim-2](in_channels, out_channels, kernel_size, stride=stride,
padding=padding)
nn.init.kaiming_uniform_(conv_nd.weight, a=a)
return conv_nd

Listing 3. CNN-parameterized regularization steps

Twice differentiable spatial transformation function, critical for using auto-differentiation to compute explicit data fidelity gradient:

def warp_fn(x, disp, grid, interp_mode="bilinear", backwards_grad=False):
    ""
    Warping function that takes grid as input (avoids recreating grid)
    disp and grid both shaped: (N, ndims, *size), i-j order
    ""
    disp = normalise_disp(disp)
    warped_grid = grid + disp
    ndims = x.ndim - 2
    warped_grid = torch.movedim(warped_grid, 1, -1)[..., list(range(ndims))[::-1]]
    align_corners = None if interp_mode == 'nearest' else True
    if backwards_grad: # use twice differentiable grid sample
        assert interp_mode == 'bilinear', 'Only linear interpolation allowed.'
        return grid_sample(x, warped_grid)
    else:
        return F.grid_sample(x, warped_grid, mode=interp_mode, align_corners=align_corners)

def grid_sample(x, grid):
    ""
    Twice differentiable N-D grid sample with bi/tri-linear interpolation using Tensor operations
to replace the functional 'F.grid_sample()'
    ""
    Args:
        x: (torch.Tensor) shape (N, C, *size)
        grid: (torch.Tensor) shape (N, *size, ndims), locations to sample, normalised, x-y order
    Returns:
        out: x sampled at grid via linear interpolation
    ""
    assert x.shape[2:] == grid.shape[1:-1]
    shape = x.shape
    size = shape[2:]
    ndims = len(size)

    grid = unnormalise_grid(grid, size)  # (N, *size, ndims: (x, y, (z)))
    grid_floor = grid.floor()  # (N, *size, ndims: (x0, y0, (z0)))
    grid ceil = grid floor + 1  # (N, *size, ndims: (x1, y1, (z1)))

    # calculate offsets (normalised) for interpolation weights
    offset = grid - grid floor  # (N, *size, ndims: (x-x0, y-y0, (z-z0)))
    offset_inv = 1 - offset  # (N, *size, ndims: (1-x-x0, 1-y-y0, (1-(z-z0)))
    offsets = ([offset[..., i] for i in range(ndims)], [offset_inv[..., i] for i in range(ndims)])

    # border handling (replicate border)
    locs = [grid_floor[..., i].clamp(0, size[i] - 1) for i in range(ndims)],
           [grid ceil[..., i].clamp(0, size[i] - 1) for i in range(ndims)]

    # flatten data for torch.gather()
    x = x.view(*shape[2:], -1)
out = []
for corner_point in itertools.product([0, 1], repeat=ndims):
    # build the weight of the corner
    corner_weight = tensor_prod([offsets[1 - corner_point[i]] for i in range(ndims)])
    # (N, 1, *size)

    # find the corner locations
    corner_locs = [locs[corner_point[i]] for i in range(ndims)]

    # gather the corner values at the corner locations
    corner_idx = loc_to_idx(corner_locs, size)
    corner_idx = corner_idx.view(shape[0], 1, -1).repeat(1, shape[1], 1).long()
    corner_val = x.gather(dim=2, index=corner_idx)
    corner_val = corner_val.view(*shape) # (N, C, *size)

    out_corner = corner_weight * corner_val
    out.append(out_corner)
out = tensor_sum(out)
return out

def loc_to_idx(locs, size):
    
    Convert spatial locations to indices in flattened vector (ravel index)
    Formula for x-y order:
    - 2D: idx = x + y * W
    - 3D: idx = x + y * W + z * W * H
    
    Args:
    locs: a list of coordinates [x, y, (z)] each of shape (N, *size)
    size: (H, W) or (D, H, W)
    
    Returns:
    idx: (torch.Tensor) index of locs in ravel tensor shape (N, prod(size))
    
    assert len(locs) == len(size)
    csize = np.cumprod(size[::-1]) # (W, H*W) or (W, H*W, H*W*D)
    idx = locs[0]
    for i, loc in enumerate(locs[1:]):
        idx = idx + loc * csize[i]
    return idx

def unnormalise_grid(grid, size):
    
    spatially normalise displacement to [-1, 1] coordinate system used by Pytorch 'grid_sample()'
    Assumes disp size is the same as the corresponding image.
    
    Args:
    disp: (torch.Tensor, shape (N, ndim, *size)) Displacement field
    
    Returns:
    disp: (normalised disp)
    
    ndim = disp.ndim - 2
    norm_factors = torch.tensor(2.) / torch.tensor(disp.size()[2:], dtype=disp.dtype, device=disp.device)
    norm_factors = norm_factors.view(1, ndim, *(1,) * ndim)
def tensor_prod(tensor_list):
    """ Element-wise product of a list of tensors ""
    out = tensor_list[0]
    for x in tensor_list[1:]:
        out = out * x
    return out

def tensor_sum(tensor_list):
    """ Element-wise sum of a list of tensors ""
    out = tensor_list[0]
    for x in tensor_list[1:]:
        out = out + x
    return out

Listing 4. Spatial transformation function and some utility functions

Diffusion-based regularization loss function:

def diffusion_reg_loss(u):
    """ Diffusion-based regularisation loss""
    derives = []
    ndim = u.size()[1]
    for i in range(ndim):
        derives += [diff(u, dim=i)]
    loss = torch.cat(derives, dim=1).pow(2).sum(dim=1).mean()
    return loss

def diff(x, dim, mode="forward", boundary="Neumann"):
    """ Finite difference operator
    Args:
    x: (torch.Tensor, shape (N, ndim, *sizes))
    dim: (int) the dimension along which to compute finite difference
    mode: (str) Finite difference direction 'forward', 'backward' or 'central'
    boundary: (str) Boundary handling method, 'Neumann' or 'Dirichlet'
    ""
    ndim = x.ndim - 2
    sizes = x.shape[2:]

    # paddings
    paddings = [[0, 0] for _ in range(ndim)]
    if mode == "forward":
        # forward difference: pad after
        paddings[dim][1] = 1
    elif mode == "backward":
        # backward difference: pad before
        paddings[dim][0] = 1
    else:
        raise ValueError(f'Mode {mode} not recognised')

    # reverse and join sublists into a flat list
    # (Pytorch uses last -> first dim order when padding)
    paddings.reverse()
    paddings = [p for ppair in paddings for p in ppair]

    # pad data
    if boundary == "Neumann":
        # Neumann boundary condition
        x_pad = F.pad(x, paddings, mode='replicate')
    elif boundary == "Dirichlet":
        # Dirichlet boundary condition
        x_pad = F.pad(x, paddings, mode='constant')
    else:
Listing 5. Diffusion-based regularization loss function and finite-difference operator used for the loss

```python
def create_img_pyramid(x, lvls=1, label=False):
    """ Create image pyramid, low-resolution to high-resolution""
    x_pyr = [x]
    interp_mode = 'nearest' if label else None
    for l in range(lvls-1):
        x_pyr.append(interpolate_nd(x, scale_factor=0.5 ** (l + 1), mode=interp_mode))
    x_pyr.reverse()  # low resolution to high resolution
    return x_pyr

def interpolate_nd(x, scale_factor=None, size=None, mode=None):
    """ Wrapper for torch.nn.functional.interpolate """
    if mode == 'nearest':
        mode = mode
        align_corners = None
    else:
        ndims = x.ndim - 2
        align_corners = True
        if ndims == 1:
            mode = 'linear'
        elif ndims == 2:
            mode = 'bilinear'
        elif ndims == 3:
            mode = 'trilinear'
        else:
            raise ValueError(f'Data dimension ({ndims}) must be 2 or 3')
    y = F.interpolate(x,
                     scale_factor=scale_factor,
                     size=size,
                     mode=mode,
                     recompute_scale_factor=False,
                     align_corners=align_corners)
    return y
```

Listing 6. Image pyramid

Putting everything together, we provide the following demo code to run the network forward pass and loss computation for both 2D and 3D settings (requires installing the omegaconf package):

```python
import torch.nn.functional as F

from omegaconf import OmegaConf

def get_network(ndim):
    # config
    tau_config = ""
    init: 0.5
    requires_grad: True
    train_scale: 10.0
    min: 0.001
    max: 10000
    ""
    tau_config = OmegaConf.create(tau_config)
    similarity_config = OmegaConf.create({'ndim': ndim})
    regulariser_config = f""
    ndim: {ndim}
    num_layers: 5
```

8
num_channels: 32
input_images: 'implicit'

regulariser_config = OmegaConf.create(regulariser_config)

# instantiate the network
gradin = GradIRN(ndim,
    init_mode='identity',
    num_blocks=(1, 1, 1),
    num_repeat=(3, 3, 3),
    scale_step_size=True,
    tau_config=tau_config,
    similarity='ssd',
    similarity_config=similarity_config,
    regulariser_config=regulariser_config,
    return_series=True)

return gradin

# -- 2d demo -- #
# generate psuedo data
size_2d = 160
batch_size_2d = 10
I_fixed_2d = torch.randn(batch_size_2d, 1, size_2d, size_2d)
I_moving_2d = torch.randn(batch_size_2d, 1, size_2d, size_2d)

I_fixed_pyramid_2d = create_img_pyramid(I_fixed_2d, lvls=3)
I_moving_pyramid_2d = create_img_pyramid(I_moving_2d, lvls=3)

# network inference / forward pass
gradin_2d = get_network(ndim=2)
disps_2d = gradin_2d(I_fixed_pyramid_2d, I_moving_pyramid_2d)

for x in disps_2d:
    print(x.shape)

# loss
disp2d = disps_2d[-1]
lambda_ = 0.1
grid_2d = gradin_2d.get_norm_grid(disp2d.shape[2:], device=disp2d.device)
I_moving_2d_warped = warp_fn(I_moving_2d, disp2d, grid_2d)
loss_mse_2d = F.mse_loss(I_fixed_2d, I_moving_2d_warped) + lambda_ * diffusion_reg_loss(disp2d)
loss_ncc_2d = ncc(I_fixed_2d, I_moving_2d_warped) + lambda_ * diffusion_reg_loss(disp2d)

# -- 3d demo -- #
# generate psuedo data
size_3d = 128
batch_size_3d = 4
I_fixed_3d = torch.randn(batch_size_3d, 1, size_3d, size_3d, size_3d)
I_moving_3d = torch.randn(batch_size_3d, 1, size_3d, size_3d, size_3d)

I_fixed_pyramid_3d = create_img_pyramid(I_fixed_3d, lvls=3)
I_moving_pyramid_3d = create_img_pyramid(I_moving_3d, lvls=3)

# network inference / forward pass
gradin_3d = get_network(ndim=3)
disps_3d = gradin_3d(I_fixed_pyramid_3d, I_moving_pyramid_3d)

for x in disps_3d:
    print(x.shape)

# loss
disp3d = disps_3d[-1]
lambda_ = 0.1
grid_3d = gradin_3d.get_norm_grid(disp3d.shape[2:], device=disp3d.device)
I_moving_3d_warped = warp_fn(I_moving_3d, disp3d, grid_3d)
loss_mse_3d = F.mse_loss(I_fixed_3d, I_moving_3d_warped) + lambda_ * diffusion_reg_loss(disp3d)
loss_ncc_3d = ncc(I_fixed_3d, I_moving_3d_warped) + lambda_ * diffusion_reg_loss(disp3d)

Listing 7. Demo network forward pass and loss computation
2. GraDIRN Iterative Optimization Visual Demonstration

Here, we visualize the iterative optimization in the forward pass of GraDIRN, which shows the multi-step multi-resolution progressive optimization of the transformation. This is shown for both the cardiac MRI registration and brain MRI registration with SSD and NCC settings in Fig. 1, Fig. 2, Fig. 3 and Fig. 4. For visualization purpose, the deformed grids $\phi$ in multiple resolutions are drawn with increasing spacing (2, 4, 8) before interpolating to the same image size so the "observation density" of the transformation is the same across resolutions.

Figure 1. Illustration of iterative optimization in forward pass of GraDIRN, $t$ denotes step number, $n$ denotes the resolution number. Cardiac SSD setting.
Figure 2. Illustration of iterative optimization in forward pass of GraDIRN, $t$ denotes step number, $n$ denotes the resolution number. Cardiac NCC setting.

Figure 3. Illustration of iterative optimization in forward pass of GraDIRN, $t$ denotes step number, $n$ denotes the resolution number. Brain SSD setting.
Figure 4. Illustration of iterative optimization in forward pass of GraDIRN, $t$ denotes step number, $n$ denotes the resolution number. Brain NCC setting.
3. Additional Visual Examples of Registration Results

Fig. 5 and Fig. 6 are provided as additional visual examples of registration results comparing competing methods under different data and data fidelity / image dissimilarity settings, supplementing results shown Figure 3 in the main paper.

Figure 5. Cardiac MR registration results comparing competing methods with NCC as data fidelity and/or dis-similarity loss.
Figure 6. Brain MR registration results comparing competing methods with SSD as data fidelity and dis-similarity loss.