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Modern large-scale deep learning workloads highlight the need for parallel execution across many devices in order to fit model data into hardware accelerator memories. In these settings, array redistribution may be required during a computation, but can also become a bottleneck if not done efficiently. In this paper we address the problem of redistributing multi-dimensional array data in SPMD computations, the most prevalent form of parallelism in deep learning. We present a type-directed approach to synthesizing array redistributions as sequences of MPI-style collective operations. We prove formally that our synthesized redistributions are memory-efficient and perform no excessive data transfers. Array redistribution for SPMD computations using collective operations has also been implemented in the context of the XLA SPMD partitioner, a production-grade tool for partitioning programs across accelerator systems. We evaluate our approach against the XLA implementation and find that our approach delivers a geometric mean speedup of $1.22 \times$, with maximum speedups as high as $5.7 \times$, while offering provable memory guarantees, making our system particularly appealing for large-scale models.

1 INTRODUCTION

The growth in model complexity and size has driven high-performance computing, and especially deep learning (DL), towards distributed computing, which offers two key benefits. First, it increases the available compute power and can thus speed up workloads. Second, it makes it possible to scale the computation beyond the memory capacity of a single device. These benefits come at the cost of a change in programming model, which must reflect the distributed memory structure. A common programming model for training DL models, e.g. [32], is the single-program-multiple-data (SPMD) model, where all devices run the same executable and can also perform MPI-style collective operations to synchronize and exchange data. While very simple, the SPMD model is expressive enough to implement techniques such as data parallelism, parameter sharding, and even pipeline parallelism [34].

The SPMD model is available in many DL frameworks, but it is exposed in different ways. The simplest one surfaces the SPMD computation to the user and forces them to insert cross-device collectives manually (e.g. `xmap()` in JAX, Mesh Tensorflow [24]). A slightly more automated approach is to transform a single-device program with user-specified partitioning annotations into an explicit SPMD computation [34]. Finally, fully-automated approaches can rewrite almost arbitrary single-device programs as SPMD programs with minimal supervision [13]. Many of these systems rely on similar concepts: the dimensions of arrays can be partitioned over the axes of a device mesh, while operators or even whole sub-computations are executed on every device independently, with brief synchronization points in between to ensure the correct assignment of data chunks to devices.

While these synchronization points may seem minor, they correspond to distributed communication, commonly done through widely available MPI-style communication operations (cf. NVIDIA
NCCL, XLA, commercial MPI implementations). We focus specifically on the communication required to redistribute multi-dimensional arrays across the devices in a distributed system executing SPMD programs. Redistribution can easily become a bottleneck due to the bandwidth of cross-device links usually being magnitudes smaller than that of the on-device memory bus. Therefore, a lot of effort is typically spent on carefully hand-crafting partitioning strategies to minimize expensive data transfers. Automatic partitioning tools can take on this effort, but then the tools become responsible for inserting redistributions. Hence there is a clear need for efficient array redistribution.

We propose a novel approach to synthesizing array redistributions as sequences of MPI-style collective operations. While partitioning of multi-dimensional arrays has a long history, by introducing types and formal semantics for distributed arrays that extend to MPI-style collectives we are able to make the following contributions:

- We show that redistributions implemented as sequences of collectives enjoy normal forms that guarantee that per-device memory never exceeds the maximum of the per-device input and output tile sizes. (Section 4)
- We prove that any redistribution problem can be solved by a sequence of collectives that is both in normal form and optimal with respect to data transfer, up to a final permutation of data across devices. (Section 6)
- We devise a search procedure that synthesizes a nearly-optimal sequence of collectives for any given redistribution problem. (Section 7) The search space is made manageable by passing to a weak interpretation of types, which we originally introduce to facilitate formal work. (Section 5)
- We experimentally evaluate our search-based synthesis and compare with redistributions generated by the XLA SPMD partitioner. Our approach delivers a geometric mean speedup of 1.22×, while also guaranteeing memory efficiency. (Section 8)

Since we synthesize sequences of portable MPI-style collectives, our work can be directly transferred to any framework or system that has access to such collectives.

2 BACKGROUND AND MOTIVATION

Our work applies to any array language that supports distributed arrays. To be specific in our presentation we will introduce distributed array types and motivate redistribution in the context of PartIR:SPMD, an intermediate representation used in generating code from the higher-level array language PartIR (“Partitioning Intermediate Representation”). PartIR is designed to support automated exploration of partitioning strategies; it has array types and operations, as well as tiling loop constructs, but neither distributed arrays nor redistribution instructions. At the level of PartIR, partitioning of arrays is an implicit consequence of how arrays are used by specific instructions. Lowering to PartIR:SPMD happens after all exploration decisions that affect the partitioning of arrays have been taken and, in lowering to PartIR:SPMD, all redistributions become explicit instructions. A detailed presentation of PartIR and PartIR:SPMD is beyond the scope of this paper and is not required to discuss and solve the problem of efficiently redistributing arrays. Note though that the exploration of partitioning strategies in PartIR can generate many array redistributions in PartIR:SPMD, which have to run efficiently, further motivating our work. We introduce PartIR:SPMD by example, starting with Listing 1.

```rust
mesh {"devices": 32} fn main(x : [8("devices")256, 1024], p : [1024, 10]) -> [8("devices")256, 10] { y = spmd_op x p (xtile : [8, 1024], ptile : [1024, 10]) {
```
5 \hspace{1em} \text{w} = \text{matmul xtile ptile : [8, 10]}
6 \hspace{1em} \text{return w}
7 \hspace{1em} } \text{ as [8("devices")256, 10]}
8 \hspace{1em} \text{return y}
9 \hspace{1em}

Listing 1. Distributed types in SPMD computations.

2.1 Distributed array types

The first line of Listing 1 declares the mesh, a set of named axes which describes the available hardware resources. Here, we use a mesh with a single axis of size 32. Although the mesh describes the available devices, it does not denote concrete hardware devices but only a logical space of device coordinates. To execute a PartIR:SPMD program, the runtime system must choose a mapping from logical device coordinates in a mesh to real hardware devices.

In line 3, we declare a function main() that executes over the mesh. The function’s signature is specified with distributed array types. The syntax of distributed types is similar to that of regular array types, but the entries for dimensions are no longer restricted to integer literals. Instead we additionally allow partitioning specifications of the form:

\[ \text{tileSize} \{ \text{axis}_1, \ldots, \text{axis}_n \} \text{globalSize} \]

where tileSize and globalSize are integer literals, while axis1, …, axis_n are a subset of axes in the mesh. The meaning of this annotation is that the data represents a global array with size globalSize in that dimension, but it has been partitioned over the specified mesh axes. After partitioning, every device only stores a tile of the global array with size tileSize in that dimension.\(^1\)

When working over a mesh with multiple axes, e.g. \{"x": 2, "y": 2\}, the order of axes in a single partitioning specification matters. It does not affect the way the data is partitioned — we always split the global array into as many tiles as the product of axis sizes dictates — but it does affect how those tiles are assigned to devices. E.g., an array \[8("x", "y")32\] is first partitioned into 2 tiles over "y", and then each of these tiles is further partitioned into 2 tiles along "x". This yields 4 final tiles of shape [8] each. Reversing the order of axes will result in the same tile shape, but in a different device assignment. We use the convention of interpreting the mesh axes as being listed in minor-to-major order (fastest-changing first).

Finally, we remark that if an array type has no partitioned dimensions, then it is replicated on all devices, i.e. each device holds an identical copy of the data in its entirety.

2.2 SPMD computations

The spmd_op operator from line 4 of Listing 1 is the key computational construct of PartIR:SPMD. It accepts a number of distributed arrays as arguments and returns distributed arrays. In addition, it is parameterized by a lambda expression that takes the local tiles of the spmd_op arguments, performs some (non-distributed) computation on these tiles independently of other devices, and returns the resulting local tiles of the output distributed arrays.

In Listing 1 the spmd_op takes two arguments: \text{x} of type [8("devices")256, 1024] which translates into an argument xtile of type [8, 1024], and \text{p} of type [1024, 10] which matches the type of ptile because that value is replicated. The spmd_op returns local tiles of shape [8, 10] that are interpreted as pieces of a global array of shape 256 \times 10 that has been partitioned along its first dimension, as indicated by type [8("devices")256, 10] following the as keyword.

\(^1\)Our notation can simplify reasoning but is generally a bit verbose: globalSize must be equal to tileSize times the product of axis sizes.
2.3 Example: distributed matrix multiplication

It is often convenient to introduce multiple axes of parallelism in a program, viewing the available hardware resources as a multi-dimensional mesh. A popular example is Megatron-style partitioning of transformers [25], combining data parallelism and parameter sharding. Here we consider the simpler example of matrix multiplication in Listing 2.

Listing 2. Distributed types over a multi-dimensional mesh.

Both arguments to main() are partitioned. However, each is split along only one of the two available mesh axes, leading to a situation often called partial replication. Figure 1 shows how the tiles of the arguments are laid out across the mesh.

Now, recall that the first dimension of xtile (of size 64) comes from partitioning a dimension of x, and similarly for the second dimension of ptile (of size 128). Hence, the matrix multiplication on line 6 contracts away the unpartitioned dimension of size 1024, and produces an output that has its first dimension derived from the partitioning of xtile, and the second dimension derived from the partitioning of ptile. This means that the outputs of the spmd_op actually vary along both mesh axes, which is why we ascribe type [64("xdev")256, 128("ydev")1024] to the result.²

2.4 Redistribution

When multiple spmd_op appear in a PartIR:SPMD program, it is not uncommon that produced and consumed arrays are incompatibly partitioned. This is the case in the program in Listing 3, which specifies a chain matrix multiplication where x is first multiplied by w1 and then by w2.

²The semantics of PartIR:SPMD allows other types to be ascribed to the output of the spmd_op, but then Listing 2 would not denote matrix multiplication.
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Fig. 2. The redistribution from Listing 3. Colors identify tiles of data, inscribed numbers identify devices.

6  y = spmd_op x w1 (xtile : [32, 1024], wtile : [1024, 64]) {
7       return (matmul xtile wtile)
8   } as [32, 64("devs")2048]
9  z = redistribute y as [1("devs")32, 2048]
10 w = spmd_op z w2 (ztile: [1, 2048], wtile : [2048, 256]) {
11       return (matmul ztile wtile)
12   } as [1("devs")32, 256]
13  return w
14 }

Listing 3. Partitioned chain matrix multiplication.

The first spmd_op implements the first of the matrix multiplications. The 1024-sized dimension is not partitioned in either x or w1, so this can be carried out on every device independently, without any communication. The result is again a matrix, but with its second dimension partitioned in the same way as that of w1. Now we would like to perform the second multiplication, but there is an issue: the 2048-sized dimension we want to contract over is partitioned in the intermediate value y, meaning that no device can compute the output independently. To resolve this issue, we insert a redistribute operation, which intuitively acts as a type cast between two distributed array types: [32, 64("devs")2048] ⇝ [1("devs")32, 2048]

Operationally, it has to perform data exchange to obtain tiles of the global array that fit the new partitioning. Figure 2 depicts this redistribute operation: the input matrix is split column-wise into tiles of shape [32, 64], while the output matrix is partitioned row-wise into tiles of shape [1, 2048]. After this redistribution, the 2048-sized dimension has become local and the second matrix multiplication can be done locally, as shown in the second spmd_op in Listing 3.

2.5 Redistribution semantics

The following must hold for redistribute operations:

A redistribution from \( \tau_1 \) to \( \tau_2 \) is valid iff the global array types for \( \tau_1 \) and \( \tau_2 \) are the same.

For instance, it is not meaningful to redistribute [512, 32("devs")1024] to [1024, 32("devs")1024] since the target type semantically represents a larger global array, and we have no way of producing that extra data. The reverse redistribution is also invalid since we would not know which part of the data to retain and which to throw out.

More interestingly, our validity criterion also excludes a redistribution from [32("xdevs")128, 32("ydevs")256] to [32("xdevs", "ydevs")1024, 32] on the mesh {"xdevs": 4, "ydevs": 8}. The
Fig. 3. Redistributions via permutation over the mesh {"xdev": 4, "ydev": 4}.

per-device tile shape is equal for both types, and there are equal numbers of tiles, but the semantics of the two types have to be different as each represents a global array of a different shape.

2.6 Collective operations

We do not want to focus on the problem of fine-grained data transfers, but instead defer data exchange to well-established, portable and highly optimized routines for collective communication. We have isolated a set of common collectives that are sufficient to implement array redistribution:

- **allgather**(i) removes the minor-most (left-most) axis from the partitioning specification of dimension i, as illustrated on the right of Figure 4. (T-ALLGATHER)
- **dynslice**(i, x) introduces a new minor-most axis into the partitioning specification of dimension i. The local size of dimension i has to be divisible by the size of the introduced axis, and that axis cannot already partition any array dimension. (T-DYNSLICE)
- **alltoall**(i, j) transfers the minor-most axis from the partitioning specification of dimension i to dimension j. The local size of dimension j must be divisible by the size of the moved mesh axis. (T-ALLTOALL)
- **allpermute** can transform any \( \tau_1 \) to \( \tau_2 \) if their local and global shapes match. (T-PERMUTE)

While the kinds of redistribution problems that can be handled by the first three collectives are relatively easy to understand, let us give a few concrete examples showing the utility of allpermute.

**Example 2.1 (Redistributions via permutation).** Any bijective reassignment of local tiles to devices can be performed by a single allpermute collective. Consider the mesh {"xdev": 4, "ydev": 4}. Three prominent cases handled by permutation are listed in Figure 3. In all these cases the local per-device type does not change between the source and target type, and this is precisely what justifies that they are implementable directly with a permutation.

Figure 4 (left) illustrates tile reassignment for the last permutation in Figure 3 (i.e. swap for a replicated axis).

Finally, note that while each of the three redistributions in Figure 3 can be handled by allpermute, it can additionally perform multiple of them at the same time. For example, it is possible to swap some axes within one dimension, move axes between other dimensions, and swap out certain axes for ones that replicate the data, all at the same time. Conversely, any permutation of tiles facilitated by allpermute is a composition of the three redistributions in Figure 3 (i.e. swapping within a dimension, swapping across dimensions and swapping for a replicated axis).

3 CHALLENGE: SYNTHESIZING REDISTRIBUTIONS

So far we have seen simple examples of redistribution problems that can be solved using a single collective operation. In general, however, we need to synthesize whole sequences of collectives to implement a specific redistribution, with the space of potential candidate sequences growing quickly with the number of mesh axes and complexity of the partitioning specifications in the

---

3The names T-ALLGATHER, T-DYNSLICE, T-ALLTOALL and T-PERMUTE that appear in parentheses refer to Figure 8, which is discussed in detail starting in Section 4.
the overall amount of data transferred. The following mesh axes are atomic so that we cannot just move an axis partially to avoid over-partitioning a dynslice.

Example 3.1 (Factor decomposition). Consider the problem of redistributing the distributed array of type \([32 \times y]_{128}, 2\{"y\}12\) to type \(2\{"y\}12, 3\{"x\}12\), over the mesh \(\{x\}4, \{y\}6\) of 24 devices. Our collective operations do not leave much space for an efficient execution of this redistribution other than allgather, to first create the fully replicated type \[12, 12\], followed by dynslice to partition along the axes again. This is inefficient both in terms of peak memory usage, since all data has to be temporarily replicated in all device memories, and communication, because the dynslice operations discard a large portion of the data received.

The root of the issue is that \"x\" and \"y\" cannot partition a single dimension at the same time, and mesh axes are atomic so that we cannot just move an axis partially to avoid over-partitioning a dimension. But, consider temporarily viewing our 2D mesh as a 4D mesh given by \{"x1": 2, \"x2": 2, \"y1": 3, \"y2": 2\}. In that case our redistribution can be restated as:

\[3\{\"x1\", \\"x2\"\}]_{12}, 2\{\"y1\", \\"y2\"\}]_{12} \approx 2\{\"y1\", \\"y2\"\}]_{12}, 3\{\"x1\", \\"x2\"\}]_{12}\]

And this equivalent redistribution problem can be solved without ever gathering all of the data on a single device:

![Redistributions over \("xdev": 4, "ydev": 4\). Left: Permutation by exchanging for a replicated axis. Right: allgather from type \([32\{"xdev\", "ydev\}512, 512\] to \([128\{"ydev\}512, 512\].](#)

![Examples of redistributions implemented by sequences of collective operations on the mesh \{x : 4, y : 4\}. Every row shows two different implementations of the same redistribution (and more may be possible).](#)
Example 3.1 lets us hope that we can generate sequences of collectives whose per-device memory usage never exceeds input or output tile sizes, provided we observe the following:

**Principle 1** Memory-efficient redistribution (with collective operations) requires working with multi-dimensional meshes that have all axes of prime sizes.

From now on we assume that meshes have been decomposed into axes of prime sizes. This happens without loss of generality because every redistribution problem can be converted into an equivalent one that satisfies this assumption.

Example 3.1 reveals another challenge: the `allpermute` operation between the `alltoall` operations had been inserted there purely for the sake of type bookkeeping because `alltoall` cannot transfer the axis "x1" unless it appears at the front of the partitioning specification for a dimension. Similar problems arise countless times in more involved examples, and we would hope to elide intermediate permutations for the sake of efficiency. Intuitively this should be possible: `allpermute` only changes the assignment of tiles to devices, and this is necessary only because `alltoall` is parameterized by a mesh axis. If we could specify explicit device coordinates instead, then it would be possible to perform the second `alltoall` without the intermediate `allpermute` operation.

Later (Section 6) we will give a more general formulation of the collective operations that allows us to use collectives more flexibly, i.e. addressing individual devices rather than axes in a mesh. For now, we only state a principle that lets us elide intermediate permutations:

**Principle 2** To optimize the cost of redistribution, we should use collective operations that work up to permutation of the tiles on the mesh devices.

Our two principles will guide the reasoning about array redistribution in the next sections.

4 FORMAL SEMANTICS FOR REDISTRIBUTION

Starting in this section, we develop formal results about array redistribution based on collective operations. While our results are cast into lemmas and theorems, we only outline proofs in prose, and only for interesting results. More detailed proofs of all our lemmas and theorems are given in Appendix A.

Figure 6 formally defines the syntax of distributed array types and (device) meshes. As in a Part IR: SPMD program, we usually assume a fixed global mesh $H$, consisting of prime-factor axes, as discussed in Section 3. Figure 6 also gives precise definitions of auxiliary meta-functions that we have informally alluded to before, e.g. `globaltype`. As stated in Section 2.5, we consider redistribution between types $\tau_1$, $\tau_2$ to be valid only if $\text{globaltype}(\tau_1) = \text{globaltype}(\tau_2)$.

4.1 Semantics for distributed array types

A distributed type $\tau$ specifies how global data is distributed across $H$. The meaning of $\tau$ is a map that assigns exactly one tile of the global array data to each index tuple $i \in H$. The `localtype($\tau$)` gives the dimensions of each local tile, which must be the same for all tiles. Each tile is identified by its base offset, which is the (lexicographically) lowest index tuple for the data in the tile when viewed as data in the global array. We use the term base offset map to refer to a map that assigns a base offset to each point $i \in H$. In Figure 7a, $\mathcal{T}_H$ gives a precise definition of the base offset map for a type $\tau$. 
c, s, n \in \text{ integer literals} \\
x, y, z \in \text{ string literals}

Meshes and axes

\[ H \quad ::= \quad \{a_1, \ldots, a_n\} \]
\[ \alpha \quad ::= \quad x : k \]

Distributed dimensions and types

\[ e, d, g \quad ::= \quad k\{\overline{x}\}n \]
\[ \tau, \sigma \quad ::= \quad [d_1, \ldots, d_n] \]

Notation for (possibly empty) sequences

\[ \overline{\tau} \quad ::= \quad \cdot | e, \overline{\tau} \]

---

**Fig. 6.** Meshes, distributed types, and meta-functions.

\[ D[d]_H : H \rightarrow \mathbb{N} \quad \quad D[c]_H(\overline{i}) = 0 \]
\[ D[c(x, \overline{x})n]_H(\overline{i}) = c \cdot i_x + D[(c \cdot k)(\overline{x})n]_H(\overline{i}) \quad H + c\{\overline{x}\}s_i \quad \overline{x}_i \overline{s}_j \text{ for every } i, j \]
\[ T[d_1, \ldots, d_n]_H(\overline{i}) = (D[d_1]_H(\overline{i}), \ldots, D[d_n]_H(\overline{i})) \quad H + [c_0 \{\overline{x}_0\}s_0, \ldots, c_n \{\overline{x}_n\}s_n] \]

(a) Base offset maps 

(b) Well-formedness rules

---

**Fig. 7.** Semantics for distributed dimensions and types.

\[ x : n \in H \quad H + \text{allgather}(i) : [\ldots, c_i(x, \overline{x}_i)s_i, \ldots] \rightarrow [\ldots, (c_i \cdot n)(\overline{x}_i)s_i, \ldots] \quad \text{T-ALLGATHER} \]

\[ x : n \in H \quad x \notin \text{axes}(\ldots, (c_i \cdot n)(\overline{x}_i)s_i, \ldots) \quad H + \text{dynslice}(i, x) : [\ldots, (c_i \cdot n)(\overline{x}_i)s_i, \ldots] \rightarrow [\ldots, c_i(x, \overline{x}_i)s_i, \ldots] \quad \text{T-DYNSLICE} \]

\[ e_i = c_i(x, \overline{x}_i)s_i \quad e_j = c_j(\overline{x}_j)s_j \quad x : n \in H \quad c_j \text{ mod } n = 0 \]
\[ e'_i = (c_i \cdot n)(\overline{x}_i)s_i \quad e'_j = (c_j \div n)(x, \overline{x}_j)s_j \quad \overline{\tau}' = \overline{\tau}[i \mapsto e'_i, j \mapsto e'_j] \quad H + \text{alltoall}(i, j) : [\overline{\tau}] \rightarrow [\overline{\tau}'] \quad \text{T-ALLTOALL} \]

\[ \text{localtype}(\tau_1) = \text{localtype}(\tau_2) \quad H + \text{allpermute} : \tau_1 \rightarrow \tau_2 \quad \text{T-PERMUTE} \]

---

**Fig. 8.** Typing collective operations.

The rules in Figure 7b formalize that axes must appear in a well-formed distributed type in an affine way. If this is the case for type \( \tau \), then the image of \( T[\tau]_H \) contains base offsets for all tiles that make up the global array data, as the following lemmas establish.

**Lemma 4.1.** If \( H + c\{\overline{x}\}n \), then the image of \( D[c(x, \overline{x})n]_H \) consists of all multiples of \( c \) below \( n \).

**Lemma 4.2.** If \( H + \tau \), then the image of \( T[\tau]_H \) consists of all base offsets that are (lexicographically) below \( \text{globaltype}(\tau) \).
We refer to the base offset map we would expect of a meaningful definition of distributed array type. To implement redistribution between pairs of distributed types, we must generally form sequences of values:

\[
\text{spmd} \text{ _op } x (\lambda x_s \rightarrow e) \text{ as } \tau : \tau
dataoffsetmaps
\]

\[
\text{spmd} \text{ _op } x (\lambda x_s \rightarrow e) \text{ as } \tau \vdash \tau
\]

\[
\text{D-SPMD}
dataoffsetmaps
\]

4.2 Semantics of collective operations

Having given semantics to distributed array types, it is now straightforward to assign meanings also to collective operations. In fact, the typing rules for collective operations in Figure 8 fully determine the semantics that must be assigned to these operations. To understand why, note that the type signatures from Figure 8 give much stronger guarantees than common function types in programming languages: this is because our collective operations do not manipulate data, they merely modify how tiles of data are placed on devices, and that is precisely what is prescribed by our distributed types. Consequently, the meaning of a collective operation is how it transforms base offset maps, which we can directly “read off” its typing rule.

**Definition 4.3.** Let \( p \) be an allgather, alltoall, dynslice or allpermute operation. Define the semantics of \( p \) as a relation \( \xrightarrow{p} \) on base offset maps:

\[
\mathcal{T} \| \tau \|_H \xrightarrow{p} \mathcal{T} \| \tau \|_H \text{ iff } H \vdash p : \tau_1 \rightarrow \tau_2.
\]

We refer to the base offset map \( \mathcal{T} \| \tau \|_H \) as a semantic type.

The term semantic type may seem unusual for a definition that does not include the actual values in hand, i.e. the data in the global array. In principle, the denotation of a type should also include values: \( \| \tau \|_H = \{(v, \mathcal{T} \| \tau \|_H) : v : \mathcal{R}^{\text{rank}(\tau)}\} \). However, since the data in the global array never changes during redistribution, we can safely ignore the actual values. For the sake of completeness, Figure 9 gives the typing and denotation of `spmd_op`

4.3 Sequences of collectives in normal form

To implement redistribution between pairs of distributed types, we must generally form sequences of collective operations. The abstract formulation of this problem is this:

**Easy redistribution:** For \( \tau_1, \tau_2 \) with \( \text{globaltype}(\tau_1) = \text{globaltype}(\tau_2) \), find a sequence of collective operations \( p_i \) such that \( \tau_1 \xrightarrow{p_1} \cdots \xrightarrow{p_n} \tau_2 \).

This redistribution problem is an easy one because it has the following simple solution: fully undistribute the initially distributed array of type \( \tau_1 \), so that every device has a full copy of the

---

4Mathematically speaking, the image of \( \mathcal{T} \| \tau \|_H \) defines a partitioning of the global data only if \( \mathcal{T} \| \tau \|_H \) is 1-1; otherwise, merely a cover is defined.

5To ease notation, we will henceforth write a distributed type \( \tau \) to mean \( \mathcal{T} \| \tau \|_H \) in places where a semantic type (i.e. the base offset map that arises from \( \tau \)) is expected. This notational shortcut should not cause any confusion since we are only interested in base offset maps that are semantic types.
global data. Then, let every device slice out the local tile of data it needs to retain according to the desired final type $τ_2$. Formally, we might write this solution as

$$τ_1 \xrightarrow{\text{allgather}(0)} \cdots \xrightarrow{\text{allgather}(n)} [s_0\{s_0, \ldots, s_n\}s_n]\xrightarrow{\text{dynslice}(0\ldots)} \cdots \xrightarrow{\text{dynslice}(n\ldots)} τ_2.$$

(2)

This sequence suffers from the problem that it includes types, esp. $[s_0\{s_0, \ldots, s_n\}s_n]$, that consume more memory per device than $τ_1$ and $τ_2$. The per-device memory footprint of a distributed array is identical to the $\text{localsize}$ of its type. Because of the allgather and dynslice in (2), we have

$$\text{localsize}([s_0\{s_0, \ldots, s_n\}s_n]) \geq \max(\text{localsize}(τ_1), \text{localsize}(τ_2)).$$

(3)

We would in fact expect the opposite of a good solution to the redistribution problem, namely that all types that appear in the sequence $τ_1 \xrightarrow{*} τ_2$ should have a $\text{localsize}$ no greater than the right-hand side of (3). To formalize this expectation, we define the height of a sequence.

**Definition 4.4.** Let $τ_1 \xrightarrow{*} τ_2$ be a sequence of collective operations, i.e. $τ_1 = σ_0 \rightarrow σ_1 \rightarrow \cdots → σ_{n-1} → σ_n = τ_2$, with intermediate types $σ_1, \ldots, σ_{n-1}$. The height $h$ of this sequence is defined as

$$h(τ_1 \xrightarrow{*} τ_2) = \max_{i=0, \ldots, n} \text{localsize}(σ_i).$$

We now formulate the memory-constrained redistribution problem, solutions to which never consume more per-device memory than the maximum of $τ_1$ and $τ_2$.

**Memory-constrained redistribution:** For $τ_1, τ_2$ with $\text{globaltype}(τ_1) = \text{globaltype}(τ_2)$, find a sequence $τ_1 \xrightarrow{*} τ_2$ such that

$$h(τ_1 \xrightarrow{*} τ_2) \leq \max(\text{localsize}(τ_1), \text{localsize}(τ_2)).$$

(4)

We will solve this memory-constrained problem by successively transforming an arbitrary sequence $τ_1 \xrightarrow{*} τ_2$ into one that satisfies (4). In fact, it suffices to restrict attention to sequences in normal form, as defined next.

**Definition 4.5.** A sequence $σ_0 \rightarrow \cdots \rightarrow σ_n$ is in normal form if the string formed by its labels $p_i$ is matched by the regular expression $\text{dynslice}^*\{\text{alltoall} | \text{allpermute}\}^*\text{allgather}^*$.

Normal forms are relevant to the memory-constrained redistribution problem because (a) the initial sub-sequence of dynslice reduces $\text{localsize}$, (b) the intermediate sub-sequence of alltoall and allpermute does not change $\text{localsize}$, and (c) the final sub-sequence of allgather increases $\text{localsize}$. It is instructive to draw normal forms in two dimensions, where the vertical direction indicates the $\text{localsize}$ of each distributed type $σ_0, \ldots, σ_n$ in the sequence:

From this it is immediately clear that a sequence in normal form satisfies

$$h(σ_0 \rightarrow \cdots \rightarrow σ_n) \leq \max(\text{localsize}(σ_0), \text{localsize}(σ_n)),$$

i.e. normal forms solve the memory-constrained redistribution problem between types $σ_0, σ_n$.

Moreover, any given sequence $τ_1 \xrightarrow{*} τ_2$ can be brought into normal form by successively removing peaks. The following lemma formalizes the removal of a single peak.

**Lemma 4.6 (Peak Lemma).** Given the following sequence:
There exists a sequence $\sigma_0 \rightarrow^3 \sigma_2$ (where $\rightarrow^k$ is the $k$-step closure of the relation from (1)) such that

$$h(\sigma_0 \rightarrow^3 \sigma_2) \leq \max(\text{localsize}(\sigma_0), \text{localsize}(\sigma_2)).$$

The proof of Lemma 4.6 is a straightforward case analysis on $i$, $j$, $x$ and the axis that allgather operates on. The prove crucially relies on the fact that all axis sizes are prime. Note that the resulting sequence is only guaranteed to be in $\rightarrow^3$, i.e. it may be one step longer than the original peak. This is a result of the potential need to introduce an allpermute operation for correct bookkeeping of axes in distributed types.

The next lemma is very similar to Lemma 4.6. It formalizes the moving of rising and falling edges, which are the initial and final segments, respectively, of broader peaks, or plateaus. The proof of Lemma 4.7 also relies on axis sizes being prime, it may also need to introduce an additional allpermute into the constructed sequence, and overall it is analogous to the proof of Lemma 4.6.

**Lemma 4.7 (Rising and Falling Edges Lemma).** Given one of the sequences on the left, with $p \in \{\text{alltoall, allpermute}\}$, we can construct the corresponding sequence on the right, where $q_1, \ldots, q_r \in \{\text{alltoall, allpermute}\}, r \leq 2$, and at most one of the $q_i$ an alltoall operation:

$$\sigma_0 \xrightarrow{\text{allgather}(i)} \sigma_1 \xrightarrow{p} \sigma_2$$

$$\sigma_0 \xrightarrow{\text{dynslice}(j,x)} \sigma_1 \xrightarrow{\text{dynslice}(j,x)} \sigma_2$$

Lemmas 4.6 and 4.7 can be summarized intuitively as follows: Lemma 4.6 turns a peak into a flat line or a valley; and Lemma 4.7 either moves a rising edge further to the right or moves a falling edge further to the left. Repeated application of Lemmas 4.6 and 4.7 to an arbitrary sequence reaches a fixed point precisely when the sequence is in normal form. Hence the next theorem.

**Theorem 4.8 (Normal Form Theorem).** For any sequence $\sigma_0 \rightarrow^\ast \sigma_n$, there exists a sequence $\sigma_0 \rightarrow^\ast \sigma_n$ in normal form.

Normal forms solve the memory-constrained redistribution problem, and the proof of Theorem 4.8 is fully constructive. However, this construction may not yield good redistributions because it does not control the number of inserted allpermute operations, as the next example illustrates.

**Example 4.9.** Consider the redistribution problem $\tau_1 = [1\{a\}8, 8\{\}8], \tau_2 = [8\{\}8, 1\{a\}8]$ in the context of the mesh $\{a : 8\}$. Clearly alltoall(0, 1) is a solution of the memory-constrained problem. To solve this problem using Theorem 4.8, we first need to decompose axis $a$ into prime factors, giving the equivalent mesh $\{a_0 : 2, a_1 : 2, a_2 : 2\}$ and, correspondingly, the new types $\tau_1 = [1\{a_0, a_1, a_2\}8, 8\{\}8], \tau_2 = [8\{\}8, 1\{a_0, a_1, a_2\}8]$. One can then apply Theorem 4.8 to, say, a
naive sequence $\tau_1 \rightarrow^* \tau_2$ analogous to the one in (2). As a result, one might obtain the sequence
\[
\begin{align*}
\{a_0, a_1, a_2\} \xrightarrow{\text{alltoall}(0,1)} \{a_2, a_1, a_0\} & \xrightarrow{\text{allpermute}} \{a_0, a_1, a_2\} \xrightarrow{\text{alltoall}(0,1)} \{a_2, a_1, a_0\} \xrightarrow{\text{allpermute}} \{a_0, a_1, a_2\}, \\
\{a_0, a_1, a_2\} \xrightarrow{\text{alltoall}(0,1)} \{a_2, a_0, a_1\} & \xrightarrow{\text{allpermute}} \{a_2, a_1, a_0\} \xrightarrow{\text{alltoall}(0,1)} \{a_2, a_1, a_0\} \xrightarrow{\text{allpermute}} \{a_2, a_1, a_0\},
\end{align*}
\]
which is a lot less efficient than the solution we first guessed, i.e. alltoall$(0,1)$. To recover this simpler normal form from the one in (5), we somehow have to remove the allpermute operations and merge the alltoall operations into a single one. The next section shows how to deal with the intermediate permutations, and Section 7 shows how to merge collective operations that manipulate more than one axis in the same dimension.

5 THE WEAK INTERPRETATION OF COLLECTIVES

Whenever $\tau_1 \xrightarrow{\text{allpermute}} \tau_2$ holds, the maps $T[\tau_1]_H, T[\tau_2]_H$ are related by a permutation, i.e. a bijective map $\pi : H \rightarrow H$.

Lemma 5.1. If $H \vdash \tau_1, \tau_2$, $\text{globaltype}(\tau_1) = \text{globaltype}(\tau_2)$ and $\text{localtype}(\tau_1) = \text{localtype}(\tau_2)$, then there exists a permutation $\pi : H \rightarrow H$ such that $T[\tau_2]_H = T[\tau_1]_H \circ \pi$.

We now decree two base offset maps equivalent if they are related by a permutation.

Definition 5.2 (Equivalence of Base Offset Maps, Weak Semantic Types). Two base offset maps $\beta_1, \beta_2 : H \rightarrow \mathbb{N}^\tau$ are equivalent, in symbols $\beta_1 \sim \beta_2$, if there exists a permutation $\pi : H \rightarrow H$ such that $\beta_2 = \beta_1 \circ \pi$. The relation $\sim$ is an equivalence relation and we denote the equivalence class of $\beta_1$ as $[\beta_1]$. We define $E[\tau]_H := [T[\tau]_H]$, and we refer to $E[\tau]_H$ as the weak (semantic) type of an array of (syntactic) type $\tau$.

The relation $\sim$ makes it easy to remove allpermute operations from sequences of collective operations: we modify the relation $\rightarrow^p$ (defined in (1)) by interpreting types not with $T[\cdot]_H$ but with $E[\cdot]_H$ instead.

Definition 5.3 (Weak Collective Operations). The relation $\Updownarrow$ is defined on equivalence classes of base offset maps as follows: For $p \in \{\text{allgather, alltoall, dynslice}\}$,
\[
E[\tau_1]_H \Updownarrow^p E[\tau_2]_H \text{iff } T[\tau_1]_H \xrightarrow{\text{alltoall}(0,1)} T[\tau_2]_H.
\]

We refer to $E[\tau_1]_H \Updownarrow^p E[\tau_2]_H$ as a weak collective operation between the distributed types $\tau_1$ and $\tau_2$.

In the previous definition, $p \in \{\text{allpermute}\}$ has been omitted. This is because (6) would define $\xi \Updownarrow^\text{allpermute} \chi$ only for equivalence classes $\xi = \chi$. Since we are typically interested in the reflexive, transitive closure $\Updownarrow^*$, we need not take care to make $\Updownarrow$ reflexive already. Note, however, that since there are no $\Updownarrow^\text{allpermute}$ transitions, no allpermute operations occur in sequences in $\Updownarrow^*$.

Consider the redistribution problem for weak collectives:

Weak memory-constrained redistribution: For $\tau_1, \tau_2$ with $\text{globaltype}(\tau_1) = \text{globaltype}(\tau_2)$, find a sequence $\tau_1 \Updownarrow^* \tau_2$ such that
\[
\text{height}(\tau_1 \Updownarrow^* \tau_2) \leq \max(\text{localsize}(\tau_1), \text{localsize}(\tau_2))
\]
(\text{where the height of a sequence } \tau_1 \Updownarrow^* \tau_2 \text{ is defined analogously to the height of } \tau_1 \rightarrow^* \tau_2).$

\text{As before, we typically write } \tau_1 \Updownarrow \tau_2 \text{ instead of } E[\tau_1]_H \Updownarrow E[\tau_2]_H.$
Lemmas 4.6, 4.7 and Theorem 4.8 also hold for $\triangleright^\ast$. In fact, their proofs for $\triangleright^\ast$ are noticeably simpler because fewer cases need be analyzed in the absence of $\text{allpermute}$ operations. As before, Theorem 4.8 for $\triangleright^\ast$ lets us construct solutions of the weak memory-constrained redistribution problem. However, from the equivalence class $E[\tau_2]_H$ at the end of a normal form sequence $\tau_1 \triangleright^\ast \tau_2$, we cannot immediately recover the desired base offset map $T[\tau_2]_H$. We only know that $T[\tau_2]_H$ is an element of the equivalence class $E[\tau_2]_H$. Nonetheless, for any representative $\beta \in E[\tau_2]_H$, we can obtain the desired $T[\tau_2]_H$ by composing with a suitable permutation $\pi: H \to H$. We will use this observation in the next section to find solutions to the (non-weak) redistribution problem that include at most one $\text{allpermute}$ operation.

6 LOW-LEVEL MPI-STYLE COLLECTIVES

Our collective operations $\tau_1 \overset{D}{\Rightarrow} \tau_2$ are quite abstract. Specifically, they only operate in the context of a fixed (logical) mesh of devices $H$. Real-world MPI-style primitives typically allow more fine-grained control over how individual devices ("ranks" in MPI parlance) participate in communication. We now make more control available in our formalism by introducing a set $D$ of physical devices and a map that mediates between the logical mesh $H$ and this physical $D$.

**Definition 6.1.** A device map $\phi$ is a bijection $\phi: H \to D$. A device assignment is a pair $\langle \phi, \beta \rangle_H$, where $\phi: H \to D$ is a device map and $\beta$ is a base offset map. The device assignment $\langle \phi, \beta \rangle_H$ assigns a tile of an array to each device $d \in D$ by mapping $d$ to the base offset $\beta \circ \phi^{-1}(d)$.

**Definition 6.2.** Device assignments $\langle \phi_1, \beta_1 \rangle_H$, $\langle \phi_2, \beta_2 \rangle_H$ are equivalent if $\beta_1 \circ \phi_1^{-1} = \beta_2 \circ \phi_2^{-1}$.

Figure 10 specifies low-level MPI-style collectives that operate on device assignments. The key difference between $\Rightarrow$ and $\rightarrow$ is that device maps $\phi$, $\phi'$ now appear in the rules in Figure 10. These device maps give additional flexibility to the rules $\text{ALLGATHER}$ and $\text{ALLOALL}$, which can now operate on an axis $x$ that need not be in the left-most position within its distributed dimension. The precondition $\beta' \circ \phi'^{-1} = \beta \circ \phi^{-1}$ should be read as a definition of a new device map $\phi': H \to D$. With respect to this device map, the distributed array whose original type was given by $\beta$ now has the type $\beta'$. Note how $\beta'$ has the right form for our old collective operations $\text{ALLGATHER}$ and $\text{ALLOALL}$ (in $\rightarrow$) to operate on. The corresponding operations in Figure 10 then produce the new type $\beta''$, but now with respect to $\phi'$.

The device map $\phi'$ in the rules $\text{ALLGATHER}$ and $\text{ALLOALL}$ is precisely what enables us to apply these rules also to types where we would have to perform a permutation first if we wanted to apply the corresponding $T\text{-ALLGATHER}$ and $T\text{-ALLOALL}$ rules from Figure 8. By changing the original device map $\phi$ to $\phi'$ in Figure 10, the permutation operation can be skipped. Note that no data needs to move in going from $\langle \phi, \beta \rangle_H$ to $\langle \phi', \beta' \rangle_H$ because of the requirement $\beta' \circ \phi'^{-1} = \beta \circ \phi^{-1}$ in the preconditions of $\text{ALLGATHER}$ and $\text{ALLOALL}$.

6.1 Lowering of weak collective operations

Our original collective operations $\tau_1 \overset{D}{\Rightarrow} \tau_2$ can be implemented by the collectives in Figure 10 simply by setting $\beta' = \beta$, which will entail $\phi' = \phi$. It is more interesting to look at how weak collectives in $\triangleright$ are lowered to the operations from Figure 10. Since $\triangleright$ relates equivalence classes of base offset maps, lowering requires us to specify an explicit initial $\beta$. Moreover, since a device map $\phi$ is also required for the rules in Figure 10, we will in fact lower $\triangleright$ in the presence of a given initial device assignment $\langle \phi, \beta \rangle_H$.

The following lemma is established by mapping every transition $\triangleright^p$ to the corresponding $\Rightarrow^p$ from Figure 10.
Lemma 6.3 (Lowering Lemma). Let $\tau_1 \triangleright^p \tau_2, p \in \{\text{allgather}, \text{alltoall}, \text{dyncslice}\}$. Further let $\beta \in \mathcal{E}[\tau_1]_H$, and let $\phi : H \rightarrow D$ be a device map. Then,

$$\langle \phi, \beta \rangle_H \Rightarrow^p \langle \phi', \beta' \rangle_H$$

with $\beta' \in \mathcal{E}[\tau_2]_H$.

Repeatedly applying Lemma 6.3 lets us lower a sequence in $\triangleright^*$ to $\Rightarrow^*$. The fact that the resulting sequence in $\Rightarrow^*$ contains no allpermute operations is then a direct consequence of there not being any allpermute operations in $\triangleright$.

Theorem 6.4 (Lowering Theorem). Given $\tau_1 \rightarrow^* \tau_2, \beta \in \mathcal{E}[\tau_1]_H$ and a device map $\phi : H \rightarrow D$. There exists a sequence $\langle \phi, \beta \rangle_H \Rightarrow^* \langle \phi', \beta' \rangle_H$ with $\beta' \in \mathcal{E}[\tau_2]_H$, and the sequence includes no allpermute transitions.

With Theorem 6.4 we can now turn any sequence $\tau_1 \rightarrow^* \tau_2$ into a sequence $\langle \phi, T[\tau_1]_H \rangle_H \Rightarrow^* \langle \phi, T[\tau_2]_H \rangle_H$ that includes at most one permutation (at the end). To do this, first pass from $\tau_1 \rightarrow^* \tau_2$ to $\tau_1 \triangleright^* \tau_2$, and then apply Theorem 6.4 with $\beta = T[\tau_1]_H$. This yields a sequence $\langle \phi, \beta \rangle_H \Rightarrow^* \langle \phi', \beta' \rangle_H$ with $\beta' \in \mathcal{E}[\tau_2]_H$. Then there exists a permutation $\rho : H \rightarrow H$ such that $\beta' = T[\tau_2]_H \circ \rho$. Now, define a permutation $\pi = \phi' \circ \rho^{-1} \circ \phi^{-1} : D \rightarrow D$. Since $\mathcal{T}[\tau_2]_H \circ \phi^{-1} = \beta' \circ \phi^{-1} \circ \pi$, we can apply rule allpermute from Figure 10 to get

$$\langle \phi, \beta \rangle_H \Rightarrow^* \langle \phi', \beta' \rangle_H \Rightarrow^\text{allpermute} \langle \phi, T[\tau_2]_H \rangle_H,$$

where the sub-sequence $\langle \phi, \beta \rangle_H \Rightarrow^* \langle \phi', \beta' \rangle_H$ includes no allpermute transitions (by Theorem 6.4).

The observation that at most one permutation is required at the end of a sequence allows us to give a low upper bound for the cost of normal form sequences. To discuss cost, however, we first need to introduce a cost model.

6.2 Cost model based on data transfers

We model the cost of collective operations in terms of the amount of data that is transferred. This amount is proportional to the number of devices that communicate, which we have therefore
\[
\text{cost} \left( \sigma_0 \xrightarrow{p_0} \ldots \xrightarrow{p_{n-1}} \sigma_n \right) = \sum_{i=0}^{n-1} \text{cost}(\sigma_i \xrightarrow{p_i} \sigma_{i+1}) \\
\text{cost}(\tau_1 \xrightarrow{\text{allpermute}} \tau_2) = \text{localsize}(\tau_1) \\
\text{cost}(\tau_1 \xrightarrow{\text{dynslice}} \tau_2) = 0 \\
\text{cost}(\tau_1 \xrightarrow{\text{allgather}} \tau_2) = \text{localsize}(\tau_2) \\
\text{cost}(\tau_1 \xrightarrow{\text{alltoall}} \tau_2) = \text{localsize}(\tau_1)
\]

Fig. 11. Costs derived from the total number of bytes communicated, normalized to the number of devices. Derivations appear in Appendix B.

...factored out of the cost defined in Figure 11. Although the definitions in Figure 11 are written out for \( \tau_1 \rightarrow^* \tau_2 \), they equally apply also to \( \tau_1 \triangleright^* \tau_2 \) and \( \langle \phi, \beta \rangle_H \rightarrow^* \langle \phi', \beta' \rangle_H \).

Given the cost model, we can state the most specific version of our redistribution problem:

Memory-constrained optimal-cost redistribution: For \( \tau_1, \tau_2 \) with \( \text{globaltype}(\tau_1) = \text{globaltype}(\tau_2) \), find \( s: \langle \phi, T \| \tau_1 \| H \rangle_H \Rightarrow^* \langle \phi', T \| \tau_2 \| H \rangle_H \) with

\[ \mathfrak{H}(s) \leq \max(\text{localsize}(\tau_1), \text{localsize}(\tau_2)) \]

and such that \( \text{cost}(s) \) is minimal.

The number of sequences that must be considered as candidate solutions to this problem is finite: there are only finitely many distributed types \( \tau \) with \( H \vdash \tau \) and given \( \text{globaltype}(\tau) \). Sequences which include loops need not be considered since they cannot have minimum cost. Note that no loop can be formed only with the zero-cost \( \text{dynslice} \) operations. Finiteness implies that there exists a solution that is optimal with respect to \( \text{cost} \). We will now show that the theory established in the previous sections finds nearly optimal solutions.

We first note that Lemmas 4.6 and 4.7 interact well with our cost model. Specifically, the transformation of a peak (or plateau) never yields a sequence of greater cost than the original peak (or plateau). Hence, we arrive at the following statement about normal forms.

**Lemma 6.5.** For any sequence \( s: \tau_1 \triangleright^* \tau_2 \) between \( \tau_1 \) and \( \tau_2 \), there exists a sequence \( s_{nf}: \tau_1 \triangleright^* \tau_2 \) in normal form such that \( \text{cost}(s_{nf}) \leq \text{cost}(s) \).

Lemma 6.5 does not say that normal forms are optimal with respect to our cost model, but it implies that there exists a normal form sequence (in \( \triangleright^* \)) of optimal cost. To use Lemma 6.5 in the context of a sequence \( \langle \phi, T \| \tau_1 \| H \rangle_H \Rightarrow^* \langle \phi', T \| \tau_2 \| H \rangle_H \), we first need to lift such a sequence to \( \triangleright^* \).\(^7\)

**Lemma 6.6 (Lifting Lemma).** Given a sequence

\[ s: \langle \phi, T \| \tau_1 \| H \rangle_H \Rightarrow^{p_1} \ldots \Rightarrow^{p_m} \langle \phi', T \| \tau_2 \| H \rangle_H . \]

We can construct a sequence \( s_w: \tau_1 \triangleright q_1 \ldots \triangleright q_n \tau_2 \) where the \( q_i \) are precisely those \( p_j \) that are not \( \text{allpermute} \) operations.

Lemma 6.6 is proven by mapping every transition \( \Rightarrow^{p_j} \) where \( p_j \) is not an \( \text{allpermute} \) operation to the corresponding transition \( \triangleright^* p \). This works because of the preconditions \( \beta' \circ \phi'^{-1} = \beta \circ \phi^{-1} \) in Figure 10, which imply \( \beta' \sim \beta \).

We can now establish the main result of our formal work.

\(^7\)The terminology of lifting to \( \triangleright^* \) may seem counter-intuitive given that the relation \( \triangleright \) is a quotient: one might expect lifting to proceed from the quotient. We use the term lifting here to mean the inverse process of the lowering from Theorem 6.4, where lowering carries its usual meaning in the context of code generation as \( \Rightarrow \) describes lower-level operations than \( \triangleright \).
Theorem 6.7 (Near Optimality). Let
\[ s : \langle \phi, \tau_1 \rangle_H \Rightarrow^* \langle \phi, \tau_2 \rangle_H \]
be a sequence in \( \Rightarrow^* \) of minimal cost(s). There exists a sequence \( s' : \langle \phi, \tau_1 \rangle_H \Rightarrow^* \langle \phi, \tau_2 \rangle_H \)
such that \( \text{cost}(s') \leq \text{cost}(s) + \text{localize}(\tau_2) \) and \( s' \) is in normal form except for possibly a single \text{allpermute} as its last step.

To prove Theorem 6.7, first lift \( s \) to a sequence in \( \Rightarrow^* \). Then, obtain a normal form sequence using Lemma 6.5. Finally, apply Theorem 6.4 and the reasoning that led to (8) to arrive at the desired sequence \( s' \).

We illustrate this result by taking another look at Example 4.9, which highlighted the problem that sequences of collective operations may include extraneous permutations.

Example 6.8. Consider the redistribution problem from Example 4.9 over \( \{a_0 : 2, a_1 : 2, a_2 : 2\} \). Theorem 6.7 may yield the solution
\[
\langle \phi, [1\{a_0, a_1, a_2\}8, 8\{8\}] \rangle_H \Rightarrow_{\text{alltoall}} \langle \phi_1, [2\{a_1, a_2\}8, 4\{a_0\}] \rangle_H \\
\Rightarrow_{\text{alltoall}} \langle \phi_2, [4\{a_0\}8, 2\{a_1, a_0\}] \rangle_H \Rightarrow_{\text{alltoall}} \langle \phi_3, [8\{8\}1\{a_2, a_1, a_0\}] \rangle_H \\
\Rightarrow_{\text{allpermute}} \langle \phi, [8\{8\}1\{a_0, a_1, a_2\}] \rangle_H .
\]

Of the three allpermute operations in (5) only one remains in (9), and it appears at the end. Note that Theorem 6.4 does not control which base offset map in \( \mathcal{E}(\tau_2)_H \) is obtained after lowering \( \tau_1 \Rightarrow^* \tau_2 \) to \( \Rightarrow^* \). This means that moving permutations to the end may alternatively lead to
\[
\langle \phi, [1\{a_0, a_1, a_2\}8, 8\{8\}] \rangle_H \Rightarrow_{\text{alltoall}} \langle \phi_1, [2\{a_0, a_1\}8, 4\{a_2\}] \rangle_H \\
\Rightarrow_{\text{alltoall}} \langle \phi_2, [4\{a_0\}8, 2\{a_1, a_2\}] \rangle_H \Rightarrow_{\text{alltoall}} \langle \phi_3, [8\{8\}1\{a_0, a_1, a_2\}] \rangle_H \\
\Rightarrow_{\text{allpermute}} \langle \phi, [8\{8\}1\{a_0, a_1, a_2\}] \rangle_H .
\]

If it then happens to be the case that \( \phi_3 = \phi \), the final allpermute operation is in fact not needed.

It is worth stressing that, apart from Lemma 6.5, the results in the present section do not depend on the details of our cost model. Analogous results can be derived for any other choice of cost model so long as one takes care to separately track the cost of allpermute operations.

7 FINDING NEARLY-OPTIMAL REDISTRIBUTIONS

We know now that (i) sequences in normal form solve the memory-constrained redistribution problem; (ii) we can eliminate all intermediate allpermute collective operations in favour of at most a single allpermute operation at the end of a sequence; and (iii) there exist sequences that are within a bound of the minimal cost and are in normal form except for a potential final allpermute (which does not increase per-device memory consumption). Looking back at Examples 4.9 and 6.8, our central result Theorem 6.7 may construct needlessly long sequences for a redistribution as simple as \( [1\{a\}8, 8\{8\}] \Rightarrow [8\{8\}, 1\{a\}8] \). This is a consequence of our requirement that axes be decomposed into axes of prime sizes. We now show how to find near-optimal sequences and how to merge (sub-)sequences of the same kind of operation into a single one. The decomposition of axes into prime factors in fact allows us to resolve both issues simultaneously.

7.1 Merging collective operations

The rules in Figure 10 only allow for transfers of a single axis \( x \) at a time, with the exception of the allpermute rule. To enable merging of collective operations, e.g. the alltoalls in (9) or (10), we need more general allgather, alltoall and dynslice rules that can act on multiple axes at once.
This is straightforward: the generalized multi-axes rules are obtained by replacing the single axis \( x \) in allgather, alltoall and dynslice with a sequence of axes \( \overline{x} \).

The multi-axes rules are well within the capabilities of distributed systems that provide MPI-style collectives; and the cost model from Figure 11 applies verbatim to the multi-axes collectives. What is more remarkable, but largely trivial to show, is that our results from Sections 4–6 carry over to collectives that act on multiple axes simultaneously. In particular, weak collectives are introduced completely analogously, and lowering from weak to low-level MPI-style collectives can be used as before to move allpermute operations to the end of a sequence. Hence, our central result, Theorem 6.7, holds also for sequences of multi-axes collectives.

The multi-axes rules clearly enable merging of operations: whenever a collective operation that acts on axis \( x \) appears next to an operation of the same kind that acts on axis \( y \), a single instance of the same operation can be used to operate on both axes \( x, y \) simultaneously. While semantically equivalent, using different numbers of collectives of the same kind may incur different costs.

**Example 7.1.** Consider sequence (10). Its cost is \( 3 \cdot 8 \) for the three allgather operations (plus another 8 if the final allpermute is required). In the presence of multi-axes collectives, sequence (10) is not the nearly-optimal solution that is guaranteed to exist by Theorem 6.7: the cost of

\[
\langle \phi, [1\{a_0, a_1, a_2\}8, 8\{8\}] \rangle_H \Rightarrow \text{alltoall} \langle \phi_3, [8\{8\}, 1\{a_0, a_1, a_2\}8] \rangle_H
\]

\[
\Rightarrow \text{allpermute} \langle \phi, [8\{8\}, 1\{a_0, a_1, a_2\}8] \rangle_H
\]

is only 8 for the single allgather operation (plus another 8 if the final allpermute is required).

### 7.2 Redistribution as a shortest path problem

We obtain near-optimal solutions of the memory-constrained redistribution problem by phrasing this problem as a shortest path search in a graph with weighted edges. From Section 6 we know that near-optimal sequences can be obtained by passing to weak semantic types and weak collectives. Based on this knowledge, we perform a shortest path search in the graph whose nodes are weak types \( E⟦\tau⟧_H \), with fixed globaltype(\( \tau \)). The edges in the graph are the weak collectives that define the relation \( \Rightarrow \), and their weights are assigned according to our cost model from Figure 11.

Having graph nodes represent weak types facilitates a simple encoding of nodes: it suffices to store only localtype(\( \tau \)) since, with fixed globaltype(\( \tau \)), only localtype(\( \tau \)) is needed to identify the equivalence class \( E⟦\tau⟧_H \). This has the convenient side effect of avoiding a combinatorial explosion that would result from tracking all possible permutations of axes in distributed dimensions. We further limit the nodes in our graph to only those types \( \tau \) for which localsize(\( \tau \)) is bounded according to (4) because we are interested in solving memory-constrained redistribution problems.

Graph edges correspond to transitions in the weak relation \( \Rightarrow \) for multi-axes collectives, i.e. multiple axes can be transferred along an edge. We run the shortest-path search with axes that have been fully decomposed into prime factors: if each axis corresponds to a prime factor, the multi-axes collectives will give rise to graph edges for all possible transfers of (non-prime) factors between distributed dimensions. In other words, our search space is not artificially constrained.

Since our search procedure has access to graph edges that can transfer multiple axes at once, we know that a shortest path will necessarily contain only maximally merged allgather and alltoall

---

8There is an alternative route to the multi-axes rules via another mild generalization of the low-level collectives from Figure 10: simply allow \( H \) to vary across \( \Rightarrow \). Varying \( H \) as in \( \langle \phi, \beta \rangle_H \Rightarrow \langle \phi', \beta' \rangle_{H'} \) is no challenge for real systems since \( H, H' \) have no physical meaning: only the combined maps \( \beta \circ \phi^{-1}, \beta' \circ \phi'^{-1}: D \to \pi' \) are physically significant. If \( H \) is allowed to vary, then the multi-axes rules can be implemented on top of the ones from Figure 10 by passing to a new mesh \( H' \) with a single axis \( x \) that has been formed by merging the \( \overline{x} \) from \( H \).
operations. This may not be the case for \texttt{dynslice} operations since they have zero cost, which means that having non-merged \texttt{dynslice} operations in a sequence is no disadvantage.

\textit{Over-partitioning due to \texttt{dynslice} operations having cost zero.} The fact that \texttt{dynslice} operations are assigned zero cost has another interesting consequence. If replicated axes are available in the mesh during the redistribution process, it may be beneficial to additionally partition the data that is being redistributed along these axes. This does not affect the semantics of the overall redistribution, but can have the effect of lowering the cost of intermediate \texttt{alltoall} operations. An example appears in Figure 12, where \( z \) plays the role of the additionally available replicated axes. We refer to this effect as \textit{over-partitioning}, and we have confirmed that over-partitioning does occur and can indeed outperform sequences without over-partitioning, but we leave a more detailed analysis to future work.

7.3 Optimizations for (single) permutations

Theorem 6.7 guarantees optimality up to at most a single permutation. In practice, whether this permutation occurs and where it occurs in a sequence of collectives affects performance. We address this with two optimizations:

- If an \texttt{allpermute} is required at the end of our near-optimal sequence, we move this \texttt{allpermute} forward past any final \texttt{allgather} operations in the shortest path (if there are any). This makes the permutation cheaper due to smaller tile sizes.
- When lowering the shortest path in \( \Rightarrow^* \) to \( \Rightarrow^* \) (cf. Theorem 6.4), we need to concretize intermediate (semantic) types \( \tau' \) (equivalently: base offset maps \( \beta' \in \mathcal{E}[\tau']_H \)). We do this by picking types \( \tau' \) based on the axes that appear in the final type \( \tau_2 \).

To give an intuition for the latter optimization, consider the mesh \{"x": 4, "y": 2, "z": 4\} and the problem of redistributing [16] to [4{"x":16}]. Our search algorithm will (correctly) pick a \texttt{dynslice} but could accidentally lower by picking axis "y", resulting in the need to fix up with a permutation. (Note that the permutation is not a graph edge and hence it is hard to attribute a cost to it in our shortest-path search.) However, if we bias the algorithm to pick axis "x" from the final type, then this permutation can be elided.

8 EVALUATION

Based on the shortest path search, we have implemented a redistribution program synthesizer to answer the following research questions:

\textbf{RQ1.} Can the shortest path search synthesize redistributions within an acceptable time budget?

\textbf{RQ2.} How do our synthesized programs perform in comparison to redistributions generated by state-of-the-art tools?
**RQ3.** How effective is our simple cost model at driving the shortest path search towards good solutions of redistribution problems?

To answer these questions, we have randomly sampled 1000 redistribution problems with global array sizes of 64MB–800MB. The sampled problems use 3 mesh axes and up to 6D arrays, which are common parameters for arrays in deep learning applications. Each axis is randomly chosen either to be replicated or to partition one of the dimensions.

With the sampled problems we were able to answer **RQ1** in the affirmative: a non-optimized Python-based implementation of the shortest path search synthesizes a redistribution program for each of the sampled problems in under a second. This is certainly acceptable in the context of PartIR where the bottleneck of code generation is the search for partitioning strategies (cf. Section 2), typically taking minutes. We attribute the good performance of our search-based synthesizer to the elision of intermediate permutations, avoiding a combinatorial explosion, and the fact that typical redistribution problems use only a few axes and dimensions.

To address **RQ2**, we compared with the SPMD partitioner built into XLA [34], which is a widely used compiler for ML workloads that features automatic partitioning utilities and hence is capable of generating redistribution programs. According to the XLA source code\(^9\), the redistribution algorithm is based on a set of carefully hand-crafted heuristics (that attempt, e.g., to synthesize alltoall sequences or to detect cases directly implementable via allpermute) with a fallback to allgather and dynslice (analogous to (2)).

For the sampled redistribution problems, we have benchmarked programs generated both with our shortest path search and with XLA on a system of 8 Google TPU devices [14]. Figure 14 displays the results, which suggest that for small redistribution problems our method yields largely equivalent performance to the XLA SPMD partitioner, but we can also demonstrate fairly significant improvements. Across all sampled problems our method attains a geometric mean speedup of 1.22×. Big speedups of up to 5.7×, cf. Figure 14b, occur when XLA falls back to an expensive allgather followed by dynslice. Our method never issues these expensive allgather operations as they are also memory inefficient.

For a few small redistribution problems the XLA heuristics outperform our method by up to 1.6×. The problems for which our method exhibits the biggest slowdowns compared to XLA are listed in Figure 13. A detailed analysis reveals that for these small transfers, dominated by latency, allgather followed by dynslice is faster (P1–P3) than the redistributions found by our search, which generates dynslice, alltoall and allpermute collectives to guarantee memory efficiency. Problem P4 is more interesting: XLA solves this by performing an allpermute and single allgather on a leading dimension to create an array of localtype \([4, 8, 16, 16, 8, 16, 8]\). Through a sequence of local transpose and reshape operations this is transformed into the desired target type. Exploiting local reshapes like this, particularly for small transfers, would allow us to fuse allgather operations and is an interesting optimization that we could additionally apply. The complication is that reasoning about the cost of local reshapes is not straightforward as it may involve data re-layout and is backend-dependent.

Figure 14a and the previous discussion around Figure 13 also let us answer **RQ3**: for larger redistributions, where the cost of data transfers dominates latency, our cost model clearly drives the shortest path search to efficient solutions. In the future, we may consider enhancing our cost model with latency characteristics and exploring the possibility of trading memory efficiency for lower run-time.

---
\(^9\)https://github.com/tensorflow/tensorflow/blob/8c6d9ae2b497ac99ec0b5a4a9a537d4f66e5e678/tensorflow/compiler/xla/service/spmd/spmd_partitioner.cc
Fig. 13. Redistribution problems where our approach leads to the biggest slowdowns when compared with the XLA SPMD partitioner.

Fig. 14. Comparison of redistribution programs synthesized by our search procedure and by the XLA SPMD partitioner.

9 DISCUSSION
We have established strong theoretical efficiency results for array redistribution when implemented with portable MPI-style collective operations. We have also confirmed experimentally that our theoretical results translate into implementations of redistribution that yield good run-time performance, while guaranteeing memory-efficiency too.

As we discuss in Section 10, previous research on redistributing arrays typically employs individual device-to-device transfers, and our distributed type semantics in terms of base offset maps could readily be used to calculate such transfers. Instead, our work builds on collective operations for several reasons: (1) collective operations provide a simple set of primitives to use in the context of SPMD computations; (2) synthesizing sequences of collectives makes our work portable: instead of optimizing schedules of data transfers for different target platforms, we rely on already optimized collectives; (3) using collectives is the path taken by the production XLA SPMD implementation; (4) as demonstrated in this paper, collectives can be typed using distributed types, which provide an intuitive and firm framework for reasoning about correctness. However, collective communication comes with the downside of global barriers where all devices have to synchronize, even if not all of them need to exchange data (e.g. in a permutation spanning only a few devices). A direct quantitative comparison between our approach based on collectives and more conventional device-to-device transfers is not meaningful in isolation since it depends strongly on the amount...
of exploitable asynchrony in a system, a topic that we will likely revisit as our PartIR:SPMD and PartIR ecosystem matures.

10 RELATED WORK

Partitioning for machine learning (ML). The increasing scale of ML models has led to the creation of automated partitioners aimed at exposing model parallelism. Systems developed in the context of TensorFlow and XLA [16, 24, 34] emit SPMD programs, and could directly benefit from the redistribution techniques described in this paper. Popular ML frameworks such as PyTorch [21] and JAX [3] expose MPI collectives to their users, allowing them to explicitly program in the SPMD model, though JAX goes one step further and provides higher-level programming abstractions such as xmap(). The latest instantiation of XLA-based partitioning, the GSPMD partitioner [34], optimizes certain patterns of redistributions automatically, but leaves significant room for improvement, in particular for larger redistributions (as shown in Section 8).

DistIR [23] is an automated partitioner for the MPMD model. FlexFlow [13] automatically partitions DNNs and executes the resulting graphs using the Legion runtime [2]. Legate NumPy [1] also builds on the Legion runtime and targets NumPy programming. When redistribution is required, systems like Legate or FlexFlow pass information to the Legion runtime about which tiles are needed on each processor for the next task, and Legion works out the minimum amount of data that needs to be sent from the source processors and schedules individual memory transfers for each tile. The HeAT system [11] also includes array partitioning specifications similar to our distributed types. Interestingly, HeAT does use an MPI-style collectives interface like allgather to implement resplit() (redistribution) operations, and our work could be directly applicable.

Data distributions for high-performance computing. Our distributed types essentially represent block decompositions of global arrays: each node holds a contiguous, local block, i.e. a tile, of the global array. This distribution strategy is particularly well-suited to linear algebra operations that expose “embarrassing parallelism”, such as element-wise operators and matrix multiplications. Earlier work on High Performance Fortran (HPF) [15] and distributed linear algebra libraries such as ScaLAPACK [10] considered the more general block-cyclic distribution and produced a wealth of literature on redistribution [8, 9, 20, 22, 28, 33]. Unlike our approach, these redistribution algorithms do not use MPI collectives, but typically rely on send/receive primitives to exchange data. We assume this is, at least in part, due to the MPI standard only stabilizing around the same time. Some works, e.g. [33], anticipate the utility of alltoall for reducing the number of individual communication operations, especially as redistributing multi-dimensional arrays has traditionally been done one dimension at a time.

Languages and types for distributed data. Languages such as X10 [6], Chapel [4] and Regent [26] aim to make programming with distributed memory safe and efficient. To this end, type systems and static analyses have been proposed that track the locality of data [5, 7, 12, 17–19, 27] to ensure safety, to avoid inefficient access patterns, and to elide runtime checks [29–31]. PartIR:SPMD is a much simpler domain-specific language and its spmd_op can, by construction, only access local data. Hence a lot of this work is not directly applicable. In essence, we use the distributed types mainly as a formal language for the redistribution problem and its optimization.

A PROOFS OF LEMMAS AND THEOREMS

Proof of Lemma 4.1. By induction on $\overline{x}$. If $\overline{x}$ is empty, then $c = n$ and 0 is the only multiple of $n$ below $n$. The induction step makes use of the fact that, by $H + c\{\overline{x}\}n$, no axis appears in $\overline{x}$ more than once. □
Proof of Lemma 4.2. Let $\tau = [d_1, \ldots, d_n]$ and apply Lemma 4.1 to each of the $d_i$. The tuples in the image of $T[\tau]_H$ then contain all combinations of values from the images of the $D[d_i]_H$ since, by $H \vdash \tau$, no axis appears in more than one of the $d_i$. □

Proof of Lemma 4.6. By T-ALLGATHER, the allgather$(i)$ operates on an axis $y : m \in H$ at dimension $i$. By T-DYNSLICE, we have $x : n \in H$. Now the proof proceeds by case analysis.

1. $i = j, x = y$: In this case, $\sigma_0 = \sigma_2$ and the desired sequence is the empty one.
2. $i = j, x \neq y$: If $m = n$, then localsize$(\sigma_0) = \text{localsize}(\sigma_2)$ and hence $\sigma_0 \xrightarrow{\text{allpermute}} \sigma_2$. If $m \neq n$,
   \[ \sigma_0 = [\ldots, c_i \{y, \overline{x}_i\} s_i, \ldots] \xrightarrow{\text{dynslice}(j, x)} [\ldots, c_i / n \{x, y, \overline{x}_i\} s_i, \ldots] \xrightarrow{\text{allpermute}} [\ldots, c_i / n \{y, x, \overline{x}_i\} s_i, \ldots] \xrightarrow{\text{allgather}(i)} [\ldots, (c_i / n \cdot m) \{x, \overline{x}_i\} s_i, \ldots] = \sigma_2. \]
   Here we used the fact that $m, n$ are assumed prime. From rule T-DYNSLICE in the original sequence we know that there exists $c'_i$ such that $c_i \cdot m = c'_i \cdot n$. Therefore, $c_i = c'_i \cdot n$, which allows us to apply T-DYNSLICE to $\sigma_0$.
3. $i \neq j, x = y$: In this case, $\sigma_0 \xrightarrow{\text{alltoall}(i, l)} \sigma_2$ is the desired sequence.
4. $i \neq j, x \neq y$: In this case, the operations allgather$(i)$ and dynslice$(j, x)$ commute.

Note that in cases (2) and (4) the peak of the original sequence has been transformed into a valley. In cases (1) and (3), it has been replaced with a flat line, where the trivial sequence from case (1) is considered flat. □

Proof of Lemma 4.7. Consider the case of a rising edge, i.e. the situation in the top left corner of the (graphical) statement of the lemma. The proof proceeds by analyzing all possible cases for $p$ and $i$. Here, we restrict ourselves to the cases for $p = \text{alltoall}(k, l)$. Note first that by T-ALLGATHER, the allgather$(i)$ operates on an axis $x : m \in H$; and by T-ALLTOALL, $p$ operates on axis $y : n \in H$.

1. $i = k \neq l$: In this case, $\sigma_0 = [\ldots, c_i \{x, \overline{x}_i\} s_i, \ldots]$ and hence there exists a permutation such that $\sigma_0 \xrightarrow{\text{allpermute}} \sigma'_0 \xrightarrow{\text{alltoall}(l, k)} \sigma'_1 \xrightarrow{\text{allgather}(i)} \sigma_2$.
2. $i = l \neq k$: In this case,
   \[ \sigma_0 = [\ldots, c_i \{x, \overline{x}_i\} s_i, \ldots, c_k \{y, \overline{x}_k\} s_k, \ldots], \]
   \[ \sigma_2 = [\ldots, (c_i / n \cdot m) \{y, \overline{x}_i\} s_i, \ldots, (c_k \cdot n) \{\overline{x}_k\} s_k, \ldots]. \]
   If $m = n$, then $\sigma_0 \xrightarrow{\text{allpermute}} \sigma'_1 \xrightarrow{\text{allgather}(k)} \sigma_2$. If $m \neq n$, using again the fact that $m$ and $n$ are prime, the following sequence exists:
   \[ \sigma_0 = [\ldots, c_i \{x, \overline{x}_i\} s_i, \ldots, c_k \{y, \overline{x}_k\} s_k, \ldots] \xrightarrow{\text{alltoall}(k, l)} [\ldots, c_i / n \{y, x, \overline{x}_k\} s_i, \ldots, (c_k \cdot n) \{\overline{x}_k\} s_k, \ldots] \xrightarrow{\text{allpermute}} [\ldots, c_i / n \{x, y, \overline{x}_i\} s_i, \ldots, (c_k \cdot n) \{\overline{x}_k\} s_k, \ldots] \xrightarrow{\text{allgather}(i)} [\ldots, (c_i / n \cdot m) \{y, \overline{x}_i\} s_i, \ldots, (c_k \cdot n) \{\overline{x}_k\} s_k, \ldots] = \sigma_2. \]
3. $i \neq k, i \neq l$: In this case, the operations allgather$(i)$ and alltoall$(k, l)$ commute.

The remaining cases, i.e. where $p \in \{\text{allpermute}\}$, are treated analogously. Note that to make the case analysis manageable, one should split allpermute into three more low-level permutations: (i) swapping two axes within a dimension, (ii) swapping two axes across different dimensions, (iii)
swapping an axis for a replicated one. This presents no loss of generality since any permutation can be decomposed into a sequence of these special permutations (i)–(iii).

Finally, the case of a falling edge, i.e. the situation in the bottom left corner of the (graphical) lemma statement, is handled in an entirely dual fashion.

**Proof of Theorem 4.8.** Repeated application of Lemmas 4.6, 4.7. This process reaches a fixed point when there are no more peaks or rising or falling edges. Hence, the resulting sequence is in normal form.

**Proof of Lemma 5.1.** The preconditions in the lemma statement guarantee that the images of \( T[\tau_1]_H, T[\tau_2]_H \) contain the same base offsets, for identical numbers of tiles of identical sizes.

**Proof of Lemma 6.3.** Consider \( p \in \{\text{allgather}\} \). We obtain \( \beta \sim T[[\ldots, c_i(\{x_i, \bar{x}_i\}, s_i, \ldots)]_H \) by applying rule inversion to \( \tau_1 \uparrow^p \tau_2 \). Hence, \( \beta = T[[\ldots, c_i(\bar{x}_i, x, \bar{z}, s_i, \ldots)]_H \) with suitable \( \bar{x}, \bar{y}, z \), where axis \( z \) has the same size as \( x \). (This uses the fact that axis sizes are prime.) From rule \textsc{allgather} in Figure 10 we then get \( \langle \phi, \beta \rangle_{H,D} \Rightarrow \langle \phi', \beta'' \rangle_{H,D} \) with \( \beta'' = T[[\ldots, (c_i \cdot n)(\bar{x}, \bar{x})s_i, \ldots)]_H \). Because of \( \tau_1 \uparrow^p \tau_2 \) we also have \( E[\tau_2]_H = E[\ldots, (c_i \cdot n)(\bar{x}), s_i, \ldots]_H \). Hence, \( \beta'' \in E[\tau_2]_H \).

Consider now \( p \in \{\text{dynslice}\} \). As before, we get \( \beta \sim T[[\ldots, (c_i \cdot n)(x_i, s_i, \ldots)]_H \) and \( E[\tau_2]_H = E[\ldots, c_i(x, \bar{x}, s_i, \ldots)]_H \) by inverting \( \tau_1 \uparrow^p \tau_2 \). Therefore \( \beta = T[[\ldots, (c_i \cdot n)(\bar{x}), s_i, \ldots)]_H \) with suitable \( \bar{x} \). Hence, from \textsc{dynslice} in Figure 10 we conclude \( \langle \phi, \beta \rangle_{H,D} \Rightarrow \langle \phi', \beta' \rangle_{H,D} \) with \( \beta' = T[[\ldots, c_i(x, \bar{x})s_i, \ldots]]_H \in E[\tau_2]_H \).

The case \( p \in \{\text{alltoall}\} \) is treated as an amalgamation of the previously considered cases.

**Proof of Theorem 6.4.** By induction on the length of the sequence \( \tau_1 \uparrow^* \tau_2 \) and application of Lemma 6.3.

**Proof of Lemma 6.5.** Lemmas 4.6 and 4.7 carry over to \( \uparrow^* \). In these weak version of the lemmas, none of the transformations applied to a sequence in \( \uparrow^* \) increase \( \text{cost} \). In particular, Lemma 4.7 does not introduce more \text{alltoall} operations than are already in the sequence. Therefore, repeatedly applying the weak versions of Lemmas 4.6 and 4.7 to \( s \) yields the desired \( s_{nf} \) in normal form.

**Proof of Lemma 6.6.** The proof is straightforward by turning rules from Figure 10 with labels \( p_j \notin \{\text{allpermute}\} \) into the corresponding transitions for \( \uparrow^* \). Note that this works for \( p_j \in \{\text{allgather, alltoall}\} \) because the precondition \( \beta \circ \phi^{-1} = \beta \circ \phi^{-1} \) can be written as \( \beta' = \beta \circ \phi^{-1} \circ \phi' \), which means that \( \beta' \sim \beta \). Similarly, the \( p_j \in \{\text{allpermute}\} \) disappear when passing to \( \uparrow \) because the preconditions of \textsc{allpermute} in Figure 10 imply \( \beta' \sim \beta \).

**Proof of Theorem 6.7.** First use Lemma 6.6 to pass to a sequence \( s_w \): \( \tau_1 \uparrow^* \tau_2 \) with \( \text{cost}(s_w) \leq \text{cost}(s) \) (because there are no \text{allpermute} transitions in \( s_w \)). Then, by Lemma 6.5, there exists a normal form sequence \( s_{nf}; \tau_1 \uparrow^* \tau_2 \) with \( \text{cost}(s_{nf}) \leq \text{cost}(s_w) \). By Theorem 6.4 we obtain a sequence \( s''\): \( \langle \phi, T[\tau_1]_H \rangle \Rightarrow \langle \phi', \beta' \rangle_H \) with \( \beta' \in E[\tau_2]_H \) and \( \text{cost}(s'') = \text{cost}(s_{nf}) \). Then apply the reasoning that led to (8) to obtain \( s'\): \( \langle \phi, T[\tau_1]_H \rangle \Rightarrow \langle \phi', T[\tau_2]_H \rangle_H \), which may include a single, final \text{allpermute}. Hence \( \text{cost}(s') \leq \text{cost}(s'') + \text{localsize}(\tau_2) \). Putting all previous estimates for \( \text{cost} \) together, we find

\[
\text{cost}(s') \leq \text{cost}(s'') + \text{localsize}(\tau_2)
= \text{cost}(s_{nf}) + \text{localsize}(\tau_2)
\leq \text{cost}(s_w) + \text{localsize}(\tau_2)
\leq \text{cost}(s) + \text{localsize}(\tau_2),
\]

as required.
B DERIVATION OF DATA TRANSFER COST

To derive \( \text{cost} \) from Figure 11, we count the number of array elements that are transferred between devices by each of the collective operations. We let \( \delta \) be the number of devices in the fixed device mesh \( H \). Note that \( \delta \) is equal to the product of the sizes of the axes in \( H \).

1. \( \tau_1 \xrightarrow{\text{allpermute}} \tau_2 \)
   Each device in the mesh \( H \) holds a local tile of \( \text{localsize}(\tau_1) \) array elements. In a general permutation, each tile must move across the device network to a new device in order to produce the final distributed type \( \tau_2 \). Hence, the total number of array elements transferred is \( \delta \cdot \text{localsize}(\tau_1) \). To obtain \( \text{cost} \), we normalize this number by \( \delta \), which gives
   \[
   \text{cost}\left(\tau_1 \xrightarrow{\text{allpermute}} \tau_2\right) = \text{localsize}(\tau_1).
   \]
   Note that since \( \tau_1 \) and \( \tau_2 \) are related by an allpermute operation, we have \( \text{localsize}(\tau_1) = \text{localsize}(\tau_2) \).

2. \( \tau_1 \xrightarrow{\text{dynslice}} \tau_2 \)
   Since dynslice is a purely local operation, no data is transferred. Therefore,
   \[
   \text{cost}\left(\tau_1 \xrightarrow{\text{dynslice(_)}} \tau_2\right) = 0.
   \]

3. \( \tau_1 \xrightarrow{\text{allgather}} \tau_2 \)
   Let \( n \) be the size of the axis that the allgather operates on. When considering a multi-axes allgather that operates on axes \( \bar{x} \), then \( n \) is the product of the sizes of the axes in \( \bar{x} \). (Note that this product is no longer prime if there is more than one axis in \( \bar{x} \).)
   An allgather operation gathers tiles among groups of devices along axis \( x \) (along multiple axes \( \bar{x} \), respectively). Each group contains \( n \) devices. Hence there are \( \delta/n \) groups in total. Each device holds \( \text{localsize}(\tau_1) \) array elements and within each group, tiles must be exchanged between each pair of devices. Hence, the communication within a group amounts to \( n^2 \cdot \text{localsize}(\tau_1) \). This makes for a total transfer of
   \[
   \delta/n \cdot n^2 \cdot \text{localsize}(\tau_1) = \delta \cdot n \cdot \text{localsize}(\tau_1)
   \]
   array elements. Normalizing by \( \delta \), and noting that \( \text{localsize}(\tau_2) = n \cdot \text{localsize}(\tau_1) \), we find
   \[
   \text{cost}\left(\tau_1 \xrightarrow{\text{allgather(_)}} \tau_2\right) = \text{localsize}(\tau_2).
   \]

4. \( \tau_1 \xrightarrow{\text{alltoall}} \tau_2 \)
   Let \( n \) be the size of the axis that the alltoall operates on, i.e. the axis that is transferred between dimensions by the alltoall. When considering a multi-axes alltoall that operates on axes \( \bar{x} \), then \( n \) is, again, the product of the sizes of the axes in \( \bar{x} \).
   Now, alltoall operates as follows:
   - Split the local tile on each device into \( n \) tiles of size \( \text{localsize}(\tau_1)/n \).
   - Each of these \( n \) tiles either remains local or is sent to exactly one other device.
• After all communication is done, each device locally concatenates all smaller tiles of size $\text{localsize}(\tau_1)/n$ it has received, which produces local tiles of $\text{localsize}(\tau_1) = \text{localsize}(\tau_2)$.

Since each device sends $n$ tiles of size $\text{localsize}(\tau_1)/n$, the total amount of transferred data is

$$\delta \cdot n \cdot \text{localsize}(\tau_1)/n = \delta \cdot \text{localsize}(\tau_1).$$

(Note that the number of tiles that remain local is of lower order in $n$. To a first approximation, we neglect this number.) After normalizing by $\delta$, we find

$$\text{cost}(\tau_1 \xrightarrow{\text{alltoall}(\_)} \tau_2) = \text{localsize}(\tau_1).$$
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