The impact of the operation mode of CRACs on the temperature distribution of hot and cold aisles for the data center room
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Abstract. Redundancy is generally considered in the computer room air conditioners (CRACs) of the data center room. The position of the CRAC in the on state and the operating air volume have a great influence on the temperature distribution. The temperature distribution of the data center room will affect the failure rate of the servers and the energy consumption of the air-conditioning system. Taking a typical data center room as an example, this paper uses numerical simulation to study the influence of the on/off state and air volume of CRACs on the temperature distribution of the hot and cold aisles and energy consumption. The calculation results show that we should preferably turn off the staggered CRACs on the opposite side and close to the middle position under the partial load. When the IT load is unevenly distributed, it is irrational to use the setting method of even distribution of the air volume of each CRAC. The air volume of each CRAC should be appropriately adjusted based on the distribution characteristic of IT load to reduce the energy consumption.

1 Introduction

In recent years, with the development of internet and cloud computing, the number and scale of data center in many countries are expanding rapidly. At the same time, the high energy consumption of data center has attracted public attention. The energy consumption of data center is mainly composed of four parts: IT equipment, air-conditioning system, power system and lighting system. Among them, the energy consumption of the air-conditioning system accounts for about 40% [1].

Reducing the energy consumption of the air-conditioning system can be achieved by rationally planning the airflow organization of the terminals [2]. Zhang [3] stated that a rational layout of the ventilation wall could greatly improve the distribution of airflow and the thermal environment of the data center room, so that the heat generated by the servers could be discharged outside in time, and the energy consumption of the air-conditioning system could be reduced. Gao et al [4] stated that installing clapboard on the top of the rack on the cold aisle and partially enclosing the cold aisles to improve the airflow organization of the data center room could effectively reduce the mixing degree of hot and cold airflow, the waste of cooling, and the energy consumption of the air-conditioning system. Increasing the temperature of the data center room could also reduce the energy consumption of the air-conditioning system [5]. Taking the currently most widely used water-cooled chilled water system as an example, Dai et al [6] analyzed the energy-saving potential and technology of the air-conditioning system of data center, and proposed the energy-saving operation strategies of increasing the chilled water supply temperature and the supply air temperature. The current research on reducing the energy consumption of the air-conditioning system of data center mainly focuses on the refrigeration system and airflow organization, but the research on the operation mode of computer room air conditioner (CRAC) and the internal temperature distribution of the data center room is not in-depth.

Temperature had a significant impact on the failure rates of the servers of data center [7]. According to the ASHRAE Technical Committee (TC) 9.9 research report, the servers of data center have different failure rates in different temperature ranges. As the temperature rose, the failure rate of the server would gradually increase [8]. Therefore, when setting the temperature inside the data center room, the failure rate of the server needs to be considered. In order to ensure the normal operation of the IT equipment in the data center, strict control of the temperature inside the data center room is required. Data Center Design Code (GB 50174-2017) limited the temperature of the cold aisle to be between 18 °C and 27 °C [9]. The temperature distributions of the hot and cold aisles affect the failure rate of the server and the energy consumption of the CRACs. Under the case of uneven temperature distribution, in order to avoid the phenomenon of excessively high temperature in local areas, the temperature in certain areas must be low. This uneven temperature distribution will increase the energy consumption of the air-conditioning system.

This paper uses 6SigmaRoom software to establish a 3D model of the data center room [10], and simulates the temperature field and airflow field inside the room under...
different cases. We compare and analyze the temperature difference and airflow difference under different cases to study the impact of the operating number and parameter settings of CRAC on the temperature distributions of the hot and cold aisles and find a relatively rational operation strategy to guide the practice and reduce the energy consumption of the air-conditioning system.

2 Model establishment and parameter setting

2.1 Model establishment

In this paper, a data center room in Beijing, China is selected as the research object, and 6SigmaRoom software is used for simulation to analysis the energy consumption. Figure 1 shows the simulation model.

The typical precision data center room has an area of about 370 m$^2$, with the total height of 5.9 m, and the height of the raised floor is 1 m. There are 118 server racks in the data center room, which are arranged in 6 rows (row A-F). The design IT load of each rack is 7 kW, so the design IT cooling load of row B and E is 119 kW, and the design IT cooling load of row A, C, D, and F is 147 kW. The data center room is equipped with 8 CRACs, 6 for use and 2 for standby. Each CRAC has a rated air volume of 38000 m$^3$/h and a rated sensible cooling capacity of 130.2 kW. The air supply mode is underfloor air supply, and the cold aisles are closed whose floor grille has the hole fraction of 50%.

2.2 Simulation cases

This paper simulates two types of cases for partial load. The first type contains 8 cases where the IT load is evenly distributed, and the IT load ratio of the server racks is 50%. The second type contains 9 cases where the IT load is unevenly distributed. The IT load ratio of the server racks in row A, B and C is 30%, and that in row D, E and F is 70%.

For the first type of case, the set-point of the return air temperature of the CRACs is 27 °C, and the operation modes are remained the same. The total air supply volume of the data center room is 152000 m$^3$/h and evenly supplied by the CRACs in the on state. The operating states of the CRACs under various cases are shown in Table 1.

| Cases | CRAC01 | CRAC02 | CRAC03 | CRAC04 | CRAC05 | CRAC06 | CRAC07 | CRAC08 |
|-------|--------|--------|--------|--------|--------|--------|--------|--------|
| 1     | 1      | 1      | 1      | 1      | 0      | 0      | 1      | 1      |
| 2     | 1      | 1      | 0      | 0      | 1      | 1      | 1      | 1      |
| 3     | 1      | 0      | 1      | 1      | 1      | 1      | 0      | 1      |
| 4     | 1      | 0      | 1      | 1      | 1      | 0      | 1      | 1      |
| 5     | 1      | 0      | 1      | 0      | 1      | 1      | 1      | 1      |
| 6     | 1      | 0      | 0      | 1      | 1      | 1      | 1      | 1      |
| 7     | 0      | 1      | 1      | 1      | 0      | 1      | 1      | 1      |
| 8     | 0      | 1      | 1      | 0      | 1      | 1      | 1      | 1      |

Notes: ’1’ is on, ’0’ is off.

For the second type of case, the set-point of the return air temperature of the CRACs is 27 °C. CRAC02 and CRAC07 are turned off, while other CRACs are kept on. The total air supply volume of the data center room is 152000 m$^3$/h. Table 2 shows the specific parameter of CRACs.

| Cases | CRAC01 | CRAC02 | CRAC03 | CRAC04 | CRAC05 | CRAC06 | CRAC07 | CRAC08 |
|-------|--------|--------|--------|--------|--------|--------|--------|--------|
| 9     | 38000  | 0      | 38000  | 38000  | 38000  | 38000  | 0      | 38000  |
| 10    | 34200  | 0      | 34200  | 34200  | 34200  | 34200  | 0      | 34200  |
| 11    | 32300  | 0      | 32300  | 32300  | 32300  | 32300  | 0      | 32300  |
| 12    | 30400  | 0      | 30400  | 30400  | 30400  | 30400  | 0      | 30400  |
| 13    | 28500  | 0      | 28500  | 28500  | 28500  | 28500  | 0      | 28500  |
| 14    | 30400  | 0      | 32300  | 32300  | 30400  | 30400  | 0      | 32300  |
| 15    | 28500  | 0      | 32300  | 32300  | 30400  | 30400  | 0      | 32300  |
| 16    | 22800  | 0      | 32300  | 32300  | 30400  | 30400  | 0      | 32300  |
| 17    | 15200  | 0      | 32300  | 32300  | 30400  | 30400  | 0      | 32300  |
3 Results and discussion

3.1 Temperature field under even IT load distribution

Figures 2 and 3 are the temperature statistics graphs of cold and hot aisles.

The number of CRAC in operation of cases 1 to 8 is 6. According to the position of 2 CRACs turned off, 8 cases can be divided into 4 categories: the neighboring CRACs on the same side (case 2 and case 6), the non-neighboring CRACs on the same side (case 5 and case 8), the staggered CRACs on the different side (case 1 and case 3), the opposite CRACs on the different side (case 4 and case 7). As shown in Figures 2 and 3, when the number of CRAC turned on is the same, the temperature distribution of the hot and cold aisles is quite different, which indicates that turning on CRACs in different position has a great impact on the temperature distribution of the hot and cold aisles.

Two CRACs near hot aisle 1 are turned off in case 7, which causes CRAC02, CRAC03, CRAC06, and CRAC07 to supply lower temperature air under the fixed air volume to bear the load that should be borne by CRAC01 and CRAC05. This indirectly causes the air supply temperature of CRAC04 and CRAC08 to increase. Then the temperature of cold aisle 1 drops, while the temperature of cold aisle 3 rises, and the temperature of hot aisle 2 basically remains unchanged, as shown in Figure 2. The temperature of hot aisles 1 and 2 will drop, and the temperature of hot aisle 1 will drop more. Similarly, the temperature of hot aisles 3 and 4 will rise, and the rise of the hot aisle 4 will be greater, as shown in Figure 3.

In case 4, the two CRACs close to the middle of the room are turned off, so their load is borne by the four CRACs relatively evenly, instead of being mainly borne by two of them as in case 7. Therefore, the temperature field of the cold aisle of case 4 is more even, as shown in Figures 4 and 5.

Figure 3 shows that the average temperature of hot aisles in cases 2, 5, 6, and 8 is higher. The common feature of these cases is that the two CRACs on the same side are turned off. This shows that it is irrational to turn off the two CRACs on the same side. Under the same temperature of hot aisle, these cases require more air volume, resulting in higher energy consumption.
As shown in Figures 2 and 3, when the staggered CRACs on the different side are turned off, the indoor temperature field is more evenly distributed. The CRACs turned off in case 1 are at the edge, while the CRACs turned off in case 3 are in the middle, so the air in the hot aisle in case 3 is easier to be supplied from the surrounding CRACs. Therefore, the evenness of temperature of the hot aisle in case 3 is slightly better than that in case 1.

From the above analysis, it can be concluded that under the premise of turning off two CRACs, case 3 is the most ideal choice. Considering the actual working conditions, when the load distribution in the data center room is relatively even, and the data center room is equipped with 8 CRACs (2 for standby), the remaining 6 of which are evenly distributed in the air supply volume, we conclude that we should first select the staggered position preferably close to the middle on the different side to arrange the standby CRACs.

![Figure 4](image)

Figure 4. The temperature distribution at the height of -0.4 m (case 4 and case 7).

![Figure 5](image)

Figure 5. The temperature distribution at the height of 2.3 m (case 4 and case 7).

## 3.2 Temperature field under uneven IT load distribution

Figures 6 and 7 are the temperature statistics graphs of cold and hot aisle.

The total air supply volumes of the data center room in cases 9 to 13 are 228000 m³/h, 205200 m³/h, 193800 m³/h, 182400 m³/h and 171000 m³/h respectively. Compared with the rated air volume, the relative air volume ratio of each CRAC in cases 9 to 13 is 100%, 90%, 85%, 80% and 75% respectively. The reduction of total air volume leads to the decrease of the air supply temperature, which leads to the decrease of the average temperature of the cold and hot aisles and the increase of the standard deviation of the temperature of the cold and hot aisles. However, Figure 6 shows that the average temperature of cold aisle 3 in case 12 is slightly lower than the lower limit (18 °C) of the cold aisle's specified temperature by 0.1 °C, while the average temperature of cold aisle 3 in case 13 is already 0.8 °C lower than 18 °C, which indicates that the air supply volume of some CRACs is too small, causing the air supply temperature to be too low. The simulation results show that the air supply temperatures of CRAC04 and CRAC08 in case 13 are 17.4 °C and 16.8 °C respectively. As shown in Figure 8, the temperature of most areas of cold aisle 3 and some areas of cold aisle 2 has fallen below the limit value of 18°C. The simulation result and the inference shows that under the condition of partial load and uneven IT load distribution, reducing the total air supply volume of the data center room within a certain range will have a certain impact on the temperature distribution of the hot and cold aisles, but it can still meet the requirement.

When the IT load is unevenly distributed, if the air volume of the CRACs in the on state is evenly distributed, the total air supply volume of the data center room should be greater than the total air supply volume determined by the air volume ratio equal to the load ratio to meet the requirement. As shown in Figure 6, under the premise that the air volume of the CRACs in the on state is evenly
distributed, the total air supply volume of the data center room should be greater than 80% of the design air volume.

![Temperature](image)

**Figure 6.** The temperature of cold aisle.
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**Figure 7.** The temperature of hot aisle.
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**Figure 8.** The temperature distribution of data center room (case 13).
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**Figure 9.** The temperature distribution of data center room (case 17).

When the air volume of the CRACs in the on state is evenly distributed, the total air supply volume of is higher, meanwhile the load of the fan is higher. If the air supply volume on the high IT load side is kept unchanged, the load of fan can be reduced by appropriately reducing the air supply volume on the low IT load side. The temperature of cold aisles in case 11 is within the specified range, and the air volume is small. Based on case 11, we keep the air volume of the CRACs on the high load side unchanged and reduce the air volume of the CRACs on the low load side to obtain case 14, and the total air supply volume in case 14 is 188100 m³/h (the relative air volume ratio is 82.5%). It can be seen from Figures 6 and 7 that there is almost no difference in the temperature distribution of the cold and hot aisles between cases 11 and 14. Compared with case 11, the air volume of CRAC01, CRAC05, and CRAC06 in case 14 all reduces by 1900 m³/h, and the load of fan has been reduced to a certain extent.
Based on case 14, the air volume of CRAC01 in case 15 is continuously reduced. The total air supply volume is 186200 m$^3$/h (the relative air volume ratio is 81.6%). The air volume of CRAC08 is increased in case 16 on the basis of case 15, and the air volume of CRAC01 is continuously reduced. The total air supply volume is reduced to 182400 m$^3$/h (the relative air volume ratio is 80%). Figures 6 and 7 show that it still meets the requirements in cases 15 and 16. The air volume of CRAC01 is continuously reduced in case 17 on the basis of case 16, and the total air supply volume is reduced to 176700 m$^3$/h (the relative air volume ratio is 77.5%). The simulation results show that the air supply temperature of CRAC08 is 17.8 °C, which is already lower than the limit value of 18 °C, as shown in Figure 9. The results show that adjusting the air volume of each CRAC according to the IT load can reduce the energy consumption.

4 Conclusions

For safety, redundancy should be considered in CRACs of the data center room. When the position of the CRACs in the off state is different, the air distribution will be different. The simulation results show that we should avoid turning off the CRACs on the same side or close to the corner, that is, the standby CRACs should be preferentially arranged on the opposite side and preferably close to the middle.

In addition to the position of the CRAC, the air volume of each CRAC also has an impact on the air distribution and temperature distribution. Under the premise that the IT load in the data center room is evenly or relatively evenly distributed, the setting method of evenly distributed air volume can be adopted. While in the case of uneven distribution of IT load, it is irrational to adopt the setting method of even distribution of air volume. For a specific IT load distribution, the requirement can be met under a variety of combination of air supply temperature and air supply volume. But the greater the air volume, the higher the energy consumption of the fan. The simulation results show that the total air volume required by even air volume setting is the maximum. The air volume of each CRAC should be adjusted based on the distribution characteristic of IT load to reduce the energy consumption.

In practical engineering, the energy consumption of data center room can be reduced by optimizing the operation strategy of CRACs. This paper proposes the operation strategy according to the IT load, which can reduce the operation energy consumption of CRACs on the premise of meeting the temperature requirements of the data center room.

Future study can explore better operation strategy of CRACs under different load characteristics, and combine the air conditioning operation strategy and terminal regulation strategy to reduce the energy consumption of data center.
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