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Abstract—Text-based video segmentation aims to segment an actor in video sequences by specifying the actor and its performing action with a textual query. Previous methods fail to explicitly align the video content with the textual query in a fine-grained manner according to the actor and its action, due to the problem of semantic asymmetry. The semantic asymmetry implies that two modalities contain different amounts of semantic information during the multi-modal fusion process. To alleviate this problem, we propose a novel actor and action modular network that individually localizes the actor and its action in two separate modules. Specifically, we first learn the actor-/action-related content from the video and textual query, and then match them in a symmetrical manner to localize the target tube. The target tube contains the desired actor and action which is then fed into a fully convolutional network to predict segmentation masks of the actor. Our method also establishes the association of objects cross multiple frames with the proposed temporal proposal aggregation mechanism. This enables our method to segment the video effectively and keep the temporal consistency of predictions. The whole model is allowed for joint learning of the actor-action matching and segmentation, as well as achieves the state-of-the-art performance for both single-frame segmentation and full video segmentation on A2D Sentences and J-HMDB Sentences datasets.

Index Terms—Video object segmentation, language attention mechanism, modular network, multi-modal learning.

I. INTRODUCTION

With the explosion of video data on the Internet, understanding video content becomes increasingly important and has attracted significant research interest in recent years. Action recognition is one of the key tasks in the field of video analysis, which mainly focuses on human-centric action classification [1], [2] or localization [3], [4] in videos. Since traditional action recognition lacks fine-grained understanding of video content, recently there is a growing interest in simultaneously understanding actors and actions in videos. Xu et al. [5] first proposed a new actor-action segmentation challenge on a large-scale video dataset, i.e., actor-action.
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Fig. 1. Illustration of text-based video segmentation. The goal of the task is to attain segmentation masks of the actor in video sequences by specifying the actor and its action with a textual query. Note that the mask color corresponds to the textual query color (Better viewed in color).

dataset (A2D). Actor-action semantic segmentation requires to spatio-temporally localize and recognize seven classes of actors (e.g., “adult” and “bird”) and eight classes of actions (e.g., “climb” and “fly”) at pixel-level in a video. Various approaches under supervision [6], [7], [8], [9], [10], [11] or weak supervision [12], [13] have been proposed to tackle this problem and achieved significant advance. However, the actors and actions of interest are much more diverse in the real world, thus the small number of pre-defined actor and action classes largely limits applications of the aforementioned methods in some cases, such as automatic video editing, intelligent vision search, and human-robot interaction.

Compared with word-level actor and action classes, textual queries are more flexible so that they can be used to specify various actors and actions of interest. While most related works focus on either spatial object localization from textual queries in static images [14], [15], [16] or temporal action localization from textual queries in videos [17], [18]. There are few works that consider the actor and the corresponding action simultaneously in a video when the actor and action are specified by a given textual query. To bridge this gap, the new task of text-based video segmentation was originally introduced by Gavrilyuk et al. [19], whose goal was to attain pixel-level segmentation of the actor in video content by specifying the actor and its performing action with a textual query. Some illustrative examples of the new task are shown in Fig. 1 where four textual queries are given to specify four different actors and their actions, respectively. The model is required to predict segmentation masks of actors frame-
by-frame conditioned by the textual queries. The variety of textual queries provides a flexible way to select the actors of interest according to actors’ appearance information and motion information. Appearance information contains visual cues about categories, colors, and shapes of actors, while motion information represents actions that are performed by actors in the video. Considering either video or textual query understanding has been extensively studied in its related fields, the major challenge of this task is to establish a suitable video-query alignment by associating with actors and actions. Despite much progress has been achieved in this task, existing methods [19], [20], [21], [22] suffer from the following two aspects.

First, the fine-grained alignment between video and query features is not explored well. Existing methods adopt a bottom-up paradigm to address the text-based video segmentation, they fail to capture entity-level (i.e., actor and action) information for explicitly modeling the fine-grained alignment between two modalities. More concretely, these methods first integrate video and query features with various fusion strategies, and then they implicitly align each convolved local volume (i.e., Spatio-temporal feature unit) of the 3D feature map produced by a 3D convolutional neural network (CNN) with a holistic representation of the textual query. Finally, they measure the binary similarity map from the decoder network. However, for the query representation, the arbitrary input query could include various words referring to actors, actions, attributes, locations, objects, etc., which contains much actor-action-related information. Besides, the variation of linguistic structures of queries makes these methods difficult to precisely capture the semantic information related to the actor and its action. For the video features, the convoluted local volume usually provides either redundant or incomplete visual content for a single actor depending on relative sizes of the actor and convolutional filters. In addition, since each local volume could not include sufficient information to recognize an action, modeling spatio-temporal relationships among local volumes [23], [24] is helpful to recognize the action. Therefore, the local volume of the video features and the holistic representation of the textual query contain different amounts of semantic information, namely, semantic asymmetry between the local volume and the query representation. The semantic asymmetry fails to align the textual query with referred actor and its action in video content, and eventually degrades segmentation results.

Second, existing methods are inefficient for full video segmentation and suffer from the discrepancy of predictions in consecutive frames, as they do not consider object association between adjacent frames. As A2D dataset [5] is sparsely annotated 3 to 5 frames for a video, existing methods [19], [20], [21] directly aggregated the spatio-temporal features into the annotated frames to train and evaluate their models. Consequently, there are two limitations for these methods: 1) They are time-consuming to segment all frames of the video by densely sampling lots of video clips, because their models only predict one-frame segmentation results using 2D decoder networks with multi-frame video clips as inputs. 2) The temporal consistency of predictions cross multiple frames is not established well as the outputs of the models are treated independently. The scene changes and motion blur would lead to the discrepancy of predictions in consecutive frames. To alleviate these issues, McIntosh et al. [22] replaced 2D deconvolutional layers with 3D deconvolutional layers in the decoder network, and used annotations of bounding boxes to train and evaluate their model. However, the block-like outputs from the model are not precise enough for pixel-level actor segmentation in videos.

To overcome the limitation of semantic asymmetry, an intuitive idea is to first find actor-action-related video content and words, rather than equally split local volumes of video features and directly use the holistic representation from the textual query. This can be easily achieved by leveraging the recent advances of object detection [23], [26], [27] and language attention mechanism [28], [29], [30]. Then the cross-modal matching between extracted instance-level regions and actor-
related words is straightforward, as it is similar to the referring expression methods [29], [30]. If the region contains the actor referred to by the query, namely, semantic symmetry between the region and the actor-related words, it is desired region. However, the referring expression methods have two drawbacks for text-based video segmentation. On the one hand, the referring expression methods do not refer to the dynamic information or actions of the actor, the action-related matching is still a challenge. The action-related matching additionally requires understanding the dynamic motion rather than only static actors. It is more complicated as the video content also includes other disturbing relationships, e.g., affiliation and position, which can easily lead to confusion. Moreover, the actor-related matching and action-related matching are closely related, i.e., it is the actor that actually performs the action. But how to make them collaborate with each other to improve the final performance is rarely investigated. On the other hand, the referring expression methods fail to establish data association for objects cross multiple frames. These methods process the video frame-by-frame independently without considering the valuable temporal information cross frames, which could result in the discrepancy of predictions due to the scene or appearance variations in the video.

In this paper, we propose a novel model which named Actor and Action Modular Network (AAMN) for text-based video segmentation. Specifically, to effectively utilize the limited annotations and establish the association of objects in consecutive frames, we first generate a set of actor-action-related tubes by introducing a temporal proposal aggregation mechanism. This allows us to obtain appearance and motion representations for each tube of the clip. In order to realize semantically symmetrical matching, we implement the language attention mechanism on the textual query to adaptively focus on actor-action-related words, and then construct two modules in AAMN. One module is called actor module, which is designed to identify the actor based on actor’s appearance information. It associates actor-related tubes with the corresponding words to produce actor matching scores. Another module is called action module, which is designed to identify the actor based on actions performed by the actor in the video. This module utilizes optical flow features to model the dynamic motion information of the actor. To further keep our model from being disturbed by ambiguous motion information or background, the action module contains a contextual long short-term memory network (LSTM) to model the potential relationships among pairwise tubes. The action module integrates motion features and contextual features as well as action-related words to predict the action-matching scores. Finally, the feature maps of the target tube are fed into a small fully convolutional network (FCN) [31] to predict masks of the input clip. Our method can not only achieve single-frame video segmentation like previous methods in [19], [20], [21], but also full video segmentation like the method in [22]. To demonstrate the effectiveness of the proposed AAMN, we conduct experiments on two benchmark datasets, and experimental results show that our method outperforms the state-of-the-art methods.

The contributions of this paper are highlighted as follows:

i) We study on a practically important problem, i.e., text-based video segmentation, and accordingly propose a novel Actor and Action Modular Network (AAMN) to deal with the intrinsic semantic asymmetric problem.

ii) We propose a temporal proposal aggregation mechanism to establish objects association cross adjacent frames. This enables AAMN to achieve multi-frame segmentation at a time with limited annotations, and keep the temporal consistency of predictions in consecutive frames.

iii) We especially focus on the action-related matching between the video content and the textual query, by constructing an action module to jointly model the dynamic motion and visual context.

iv) We quantitatively and qualitatively validate the effectiveness of our method and achieve the state-of-the-art results on A2D Sentences and J-HMDB Sentences datasets.

II. RELATED WORK

A. Actor-Action Semantic Segmentation in Videos

There are many emerging works on video object segmentation that aims to segment out a particular object in an entire video [32]. Actor-action semantic segmentation in videos differs from them by assigning an action label to the target actor. Such a detailed actor-action understanding task has attracted growing attention in recent years. Xu et al. made the first effort on actor-action semantic segmentation problem in [5], where they collected a large-scale video dataset, i.e., A2D, to jointly consider various types of actors performing various actions. Early works [5], [6] solved this problem based on Conditional Random Fields (CRF) with supervoxels features. With the success of deep learning in the field of computer vision, deep learning-based approaches have been widely studied for actor-action semantic segmentation. Qiu et al. [7] exploited 2D and 3D FCN to model spatio-temporal dependency from a video for semantic segmentation. Dang et al. [9] relied on region masks to enhance consistent labeling of action for actor-action semantic segmentation. Kalogeiton et al. [8] proposed a multitask architecture for joint actor-action detection and then performed actor-action segmentation with SharpMask [33]. Ji et al. [10] leveraged multiple input modalities and contextual information from videos to realize pixel-wise actor-action segmentation and detection in a unified network with joint multitask learning. Rana et al. [11] proposed an effective method to perform pixel-level actor-action detection in a single-shot. Moreover, the weakly supervised actor-action semantic segmentation, which only has access to video-level actor and action tags, has also been studied in recent works [12], [13].

Although promising results have been achieved by the aforementioned approaches, the pre-defined actor and action categories limit their applications in human-computer interaction scenarios. Our work focuses on solving a more challenging task, namely, text-based video segmentation, which aims to segment a particular actor specified by a textual query referring to the actor and its performing action in the video.

B. Referring Expression Comprehension and Segmentation

The referring expression comprehension (REC) aims to localize the object with a bounding box in the image that
corresponds to a given textual query \([34]\). To address this problem, most of proposed approaches focus on mining contextual information from the language and image \([14], [35]\), modeling the relationship between different objects \([30], [36]\), and analyzing the linguistic structures \([29]\). To precisely describe the shape of the referred object, the referring expression segmentation (RES) goes a step further to predict the segmentation mask instead of the bounding box. Hu et al. first proposed the baseline by up-sampling the concatenation of visual and linguistic features using a deconvolutional layer. Margffroy-Tuay et al. \([37]\) integrated the visual and linguistic features by generating the dynamic filter for each word of the textual query. Li et al. \([38]\) explored to fuse multi-level visual features to recurrently refine the local details of segmentation masks. To enable better multi-modal interactions, more recent methods \([39], [40], [41], [42], [43], [44]\) focus on establish complex cross-modal relations between visual and linguistic features. For example, Ye et al. \([41]\) integrated every word with multi-level visual features and introduce self-attention to adaptively focus on informative words of query and regions of the image. Hu et al. \([42]\) proposed a bi-directional attention module to establish cross-modal correlations, Liu et al. \([43]\) leveraged attention mechanism to capture different concepts for enhancing the multi-modal fusion process.

Text-based video segmentation is closely related to the task of RES, some works \([41], [43]\) also explored to address text-based video segmentation with RES methods. However, there are still significant differences between these two tasks. First, for the RES, the target object is mainly referred to by its appearance or location in a given static image. While for text-based video segmentation, the target object is referred to by not only its attributes (e.g., colors, shapes), but also its performing actions in the video. This indicates that the text-based video segmentation is more complicated than RES. Second, RES methods segment the video frame-by-frame without considering the data association between adjacent frames, which usually leads to the discrepancy of predicted objects. It is essential to establish the association of objects cross multiple frames for text-based video segmentation. Third, text-based video segmentation adopts more metrics to evaluate the segmentation performance except the overall intersection over union that is often used in RES.

### C. Text-based Video Segmentation

The task of text-based video segmentation was originally introduced by Gavrilyuk et al. \([19]\), whose goal was to segment the actor specified by a textual query referring to the actor and its performing action in the video. Existing approaches address this problem by following a bottom-up procedure, which extracts the video and query features separately and then predicts the segmentation mask from the merged heterogeneous features. Specifically, Gavrilyuk et al. \([19]\) proposed to correlate the video contents and sentences using dynamic convolutions. Wang et al. \([20]\) introduced vision guided language attention and language guided vision attention mechanisms to obtain a robust language representation and aggregate global visual context for performance gains. Wang et al. \([21]\) constructed a context modulated dynamic convolutional network to incorporate contextual information into the correlation learning of heterogeneous modalities. McIntosh et al. \([22]\) further encoded the visual and language features as capsules and integrated the visual and language information via a routing algorithm. Unlike aforementioned works, we propose to solve the text-based video segmentation from another perspective, namely, a top-down procedure. We first localize the referred actor and action with bounding boxes sequence in a symmetric matching way, then predict the masks of the actor along the bounding boxes sequence. Our method can effectively localize the query described actor and action, and reduce disturbances of irrelevant objects and the background in videos.

### III. METHODOLOGY

In this section, we elaborate on the proposed method for text-based video segmentation, the overall framework of our method is illustrated in Fig. 2.

**Task definition.** Given a video sequence \(I = \{I_n \in \mathbb{R}^{W \times H \times 3}\}_{n=1}^N\) with \(N\) frames, and a corresponding textual query \(W = \{w_t\}_{t=1}^T\) with \(T\) words. The textual query usually refers to the actor and its performing action in the video. The text-based video segmentation aims to produce \(N\)-frame binary segmentation masks \(M = \{M_n\}_{n=1}^N\) \(M_n \in \mathbb{R}^{H \times W}\) for the referred actor in the video sequence.

**Overview.** Except appearance information, which contains visual cues about categories, colors and shapes of the actors, dynamic motion information is another important visual cue to identify the actors in the video. This motivated us to localize the actor cross frames by aligning appearance information and motion information between the video content and the textual query. To explicitly model such fine-grained alignment and achieve semantically symmetric matching between two modalities, we propose an actor and action modular network (AAMN) for text-based video segmentation.

Formally, our AAMN first generates a set of proposals per frame in a video clip via an external object detector. Then AAMN feeds RGB and Flow clips as well as corresponding proposals into two parallel CNN architectures to learn the appearance and motion representations for each proposal. To link the proposals cross frames and generate a set of actor-action-related tubes for input clips, a temporal proposal aggregation mechanism is introduced after fully connected (FC) layers (Sec. III-A). Meanwhile, in order to obtain related representations about the actor and action from the textual query, AAMN decomposes the query into two separate components relying on a language attention mechanism (Sec. III-B). Afterward, we construct two modules, i.e., actor module and action module, to identify the actor based actor’s appearance information and motion information, respectively. These two modules take actor-action-related tubes and language representations as inputs and localize the target tube according to the actor and action matching scores (Sec. III-C). Finally, a tiny FCN is followed by two modules to predict the segmentation masks of the actor within the target tube (Sec. III-D). We train the whole network with a multi-task learning strategy by combining the actor-action matching and the actor segmentation (Sec. III-E).
A. Actor/Action-related Tubes Generation and Representation

The AAMN takes RGB and Flow clips as well as pre-generated proposals as inputs, where each clip contains 2L+1 frames. For proposals generation, we follow the previous work\cite{8} to choose the commonly used object detector, \textit{i.e.}, Faster R-CNN [26], to extract a fixed number of proposals with high confidence in each frame of the video. We simply denote these proposals as \{s_i\}_{i=1}^{K} \times N, where the video has N frames and each frame contains K proposals. \(s_i\) denotes the k-th proposal in the frame n, and it is comprised of the top-left and bottom-right coordinates. The Faster R-CNN model has been trained on a large-scale detection dataset MSCOCO [45].

In our experiments, we further finetune the detector on a new dataset, \textit{i.e.}, A2D, to improve the detection accuracy for actors.

Considering that only 3 to 5 frames are annotated in videos of A2D dataset, we sample 3 to 5 clips around the annotated frames from a video to train our model. For each clip, the middle frame, \textit{i.e.}, the \((L+1)\)-th frame is annotated with bounding box and binary mask, while forward \(L\) frames and backward \(L\) frames are not annotated. To localize and segment the query-specific actor in consecutive frames of the clip, we first link the detected proposals \{\{(s_i)_{k}\}_{i=1}^{K} \times L\} in temporal dimension and generate \(K\) tubes (\textit{i.e.}, bounding boxes sequences). To this end, we introduce a temporal proposal aggregation mechanism that expects two proposals in adjacent frames contain the same actor or object if they possess similar spatial locations and features. Specifically, we utilize a CNN architecture to extract the appearance features in RGB stream and further obtain fixed-size (\textit{e.g.}, \(7 \times 7\)) feature maps via RoIAlign operation\cite{27} for the generated proposals. Similar to Mask R-CNN\cite{27} which has multi-task heads for classes prediction, bounding boxes regression, and object segmentation, the small feature maps in RGB stream are fed into two different branches for actor-action matching and segmentation, respectively. For actor-action matching branch, we transform each small map into a holistic appearance representation \(v_{k}^{n} \in \mathbb{R}^{C_r}\) (\(k \in [1, K]\), \(n \in [1, 2L + 1]\)) for the \(k\)-th proposal in the \(n\)-th frame via two FC layers. Similarly, we can obtain the holistic motion representation \(f_{k}^{n} \in \mathbb{R}^{C_v}\) (\(k \in [1, K]\), \(n \in [1, 2L + 1]\)) for the \(k\)-th proposal in the \(n\)-th frame in Flow stream.

Next, the linking score between proposals \(r_{k1}^{n1}\) and \(r_{k2}^{n2}\) is formulated as:

\[
s_{link}(r_{k1}^{n1}, r_{k2}^{n2}) = IoU(r_{k1}^{n1}, r_{k2}^{n2}) + \frac{\rho}{1 + ED(v_{k1}^{n1}, v_{k2}^{n2}),} \tag{1}
\]

where the \textit{IoU}() is utilized to measure the spatial similarity by computing the intersection-over-union between proposals \(r_{k1}^{n1}\) and \(r_{k2}^{n2}\). The features of \(r_{k1}^{n1}\) and \(r_{k2}^{n2}\) are denoted as \(v_{k1}^{n1}\) and \(v_{k2}^{n2}\), respectively. The \textit{ED}() means the Euclidean distance which is adopted to measure the semantic similarity between features \(v_{k1}^{n1}\) and \(v_{k2}^{n2}\). The \(\rho\) is a balanced parameter. For each proposal in the \(n_1\)-th frame, we select the proposal with maximal linking score from the \(n_2\)-th frame. In this way, we can obtain \(K\) tubes for each video clip. Note that we only use visual features from RGB stream to calculate the semantic similarity.

To obtain the representation of each tube in the RGB stream, we apply mean pooling over features from forward \(L\) frames and backward \(L\) frames to aggregate them as temporal context of the \((L+1)\)-th frame, and perform addition with the feature of the \((L+1)\)-th frame:

\[
\widetilde{v}_{k}^{L+1} = v_{k}^{L+1} + \frac{1}{2L} \sum_{n=1,n \neq L+1}^{2L+1} v_{k}^{n}. \tag{2}
\]

Finally, we use one FC layer with Rectified Linear Unit (ReLU) function to transform \(\widetilde{v}_{k}^{L+1}\) and obtain the appearance representation for the \(k\)-th tube. For simplicity, we denote the representation as \(v_{k} \in \mathbb{R}^{C_r}\). In Flow stream, we apply the same way to obtain the motion representation \(f_{k} \in \mathbb{R}^{C_v}\) for the \(k\)-th tube in the Flow clip.

B. Textual Query Representation Learning

As AASTQ takes an arbitrary textual query as input, the query may contain diversely linguistic structures or irrelevant semantics with relation to the actor and its action. To alleviate the interference of the linguistic structures and irrelevant semantics, a straightforward idea is to utilize external language parser [46], [47] or pre-defined templates [48] to parse the query into different components and then extract the actor/actor-related individual words for the actor and action localization. Nevertheless, previous works [28], [29], [49] have demonstrated that the language parser cannot work well in the query-region matching problem, because individual words lack essential contextual information for scene understanding of images. As an alternative way, Hu et al. [28] proposed to automatically parse the query into a triplet (\textit{subject}, \textit{relationship}, \textit{object}) with a soft attention mechanism for relational reasoning. Similar to [28], Yu et al. [29] learned to parse the query into a triplet (\textit{subject}, \textit{location}, \textit{relationship}) for object localization. In our work, we aim to explicitly model the actor and action localization from a given query. Hence, we adopt the attention mechanism to adaptively learn to attend to the words that are relevant to the actor and action, respectively.

More specifically, for a given textual query with \(T\) words \{\textit{w}_{t}\}_{t=1}^{T}, we use Glove [50] to embed each word and obtain a vector sequence \{\textit{e}_{t}\}_{t=1}^{T} \in \mathbb{R}^{C_e}. Then a two-layer Bidirectional LSTM [51] takes the vector sequence \{\textit{e}_{t}\}_{t=1}^{T} as input and encodes the query as follows:

\[
\overrightarrow{h}_{t} = \overrightarrow{\text{LSTM}}(\overrightarrow{h}_{t-1}, \textit{e}_{t}), \overleftarrow{h}_{t} = \overleftarrow{\text{LSTM}}(\overleftarrow{h}_{t+1}, \textit{e}_{t}), \tag{3}
\]

\[
\overrightarrow{\overleftarrow{h}}_{t} = \overrightarrow{\text{LSTM}}(\overrightarrow{h}_{t-1}, \overrightarrow{h}_{t}), \overleftarrow{\overrightarrow{h}}_{t} = \overleftarrow{\text{LSTM}}(\overleftarrow{h}_{t+1}, \overrightarrow{h}_{t}).
\]

Both directions of hidden states at each time step in the first layer are concatenated into \(\overrightarrow{h}_{t}\) and fed into the second layer. Two directional hidden states of the second layer are concatenated into \(h_{2t}\). Then the \(t\)-th word representation is the concatenation of \(\overrightarrow{h}_{t}\) and \(\overleftarrow{h}_{t}\), \textit{i.e.}, \(h_{t} = [\overrightarrow{h}_{t}, \overleftarrow{h}_{t}] \in \mathbb{R}^{C_h} (t \in [1, T])\). The encoded word representation \(h_{t}\) contains the
information not only from the \( t \)-th word but also from the contextual words before and after the \( t \)-th word. Afterward, two separate FC layers followed by softmax layers are used to compute the attention weight \( \gamma^m_t \) \((m \in \{\text{actor, action}\})\) on each word,

\[
\gamma^m_t = \frac{\exp(W_m h_t)}{\sum_{i=1}^T \exp(W_m h_i)},
\]

(4)

where the attention weight \( \gamma^m_t \) denotes the probability of the \( t \)-th word belong to the actor or action. Finally, \( \gamma^m_t \) is applied to the embedding vector sequence \( \{e_t\}_{t=1}^T \) to derive the actor-related and action-related query representations,

\[
q^m = \sum_{t=1}^T \gamma^m_t \cdot e_t.
\]

(5)

According to the above, we adopt the attention mechanism to adaptively learn the related information about the actor and action. The learning of attention weights is weakly supervised by collaborating with the actor and action modules.

C. Actor and Action Matching in the Modular Network

To segment the actor according to descriptions about actor and its action, we first localize the tube involving the actor and its action in the video clip. We formulate this problem as a matching process in two modules, namely, the actor module and the action module. The former module is applied to localize the tube which involves the actor referred by the given query. It will compute a set of matching scores \( s(t_k|q^{\text{actor}}) \) \((k \in [1, K])\) to measure the similarity between the actor-related query representation \( q^{\text{actor}} \) and the \( k \)-th tube \( t_k \). The later module is used to localize the tube which involves the action described by the given query. This module computes a set of matching scores \( s(t_k|q^{\text{action}}) \) \((k \in [1, K])\) to measure the similarity between the action-related query representation \( q^{\text{action}} \) and the \( k \)-th tube \( t_k \). The combined matching score \( s_k = s(t_k|q^{\text{actor}}) + s(t_k|q^{\text{action}}) \) determines the similarity between the textual query \( q \) and the \( k \)-th tube \( t_k \). Finally, the tube with the highest score is selected as the target tube which contains the actor and action referred by the textual query. The detailed design of two modules will be discussed in the following parts.

1) The Actor Module: As human usually tends to describe a specific actor according to appearance and location information in videos, we design the actor module to identify the query-specified actor through appearance features from RGB stream in AAMN. The actor module is shown in Fig. 3. We measure the similarity score between the actor-related query representation \( q^{\text{actor}} \) and feature vector \( v^{\text{actor}}_k \) of each tube. The tube representation captures appearance information but lacks necessary location information to distinguish those actors who have similar appearance information. Therefore, following the previous work [14], we introduce a 5-dimensional location feature \( I_k = \{x_k/w, y_k/h, x_k/w, y_k/h, x_k/w, y_k/h\} \) in the middle frame of the clip, where \( (x_{t_1}, y_{t_1}, s_{t_1}, y_{t_1}) \) denotes the top-left and bottom-right coordinates, \( (w, h) \) and \( (W, H) \) are the width and height of the middle proposal in the \( k \)-th tube and the video frame, respectively. We concatenate the location feature \( I_k \) with the tube representation \( v_k \) as the visual representation of the actor, i.e., \( v_k^{\text{actor}} = [v_k, I_k] \in \mathbb{R}^{C^v+5} \). The visual representation \( v_k^{\text{actor}} \) and linguistic representation \( q^{\text{actor}} \) are linearly transformed with FC layers and \( l_2 \)-normalized, and then perform element-wise multiplication to integrate two representations. Finally, the integrated representation is fed into one FC layer to predict an unary matching score for the actor as follows:

\[
\begin{align*}
\hat{v}_k^{\text{actor}} &= W_1 v_k^{\text{actor}} + b_1, \\
\hat{q}^{\text{actor}} &= W_2 q^{\text{actor}} + b_2, \\
x_k^{\text{actor}} &= \|\hat{v}_k^{\text{actor}}\|_2 \odot \|\hat{q}^{\text{actor}}\|_2, \\
\hat{s}_k^{\text{actor}} &= W_3 x_k^{\text{actor}} + b_3,
\end{align*}
\]

(6)

where \( \odot \) denotes element-wise multiplication, \( \| \cdot \|_2 \) means \( l_2 \)-normalization, \{\( W_1, b_1, W_2, b_2, W_3, b_3 \)\} are learnable parameters in three FC layers.

2) The Action Module: The action matching needs to introduce dynamic motion information as the visual cues for action perception. It is rarely investigated in previous works. Motivated by the previous approaches in [8], [10] where they introduce optical flow as dynamic motion information for action recognition, we introduce another CNN architecture, i.e., Flow stream, which takes a Flow clip as input, to learn motion information for each proposal. We obtain the holistic representation of motion information \( f_k \) \((k \in [1, K])\) for the \( k \)-th tube \( t_k \) with the same way as the appearance representation \( v_k \). However, the dynamic motion representation of each tube sometimes is not enough for action inferring. For instance, given a video with the query of “a man is standing and watching on the behind”, the actor of “man” performs actions of “standing” and “watching” without obviously spatial displacements. Thus the action cannot be shown from the dynamic motion information. Besides, the tubes with similar motion patterns also affect the result of action matching. To mitigate these problems, we devise a contextual LSTM to model the relationship between the target tube and others, then utilize the information from the contextual LSTM as auxiliary information for the action matching.

The proposed action module is shown in Fig. 4. This module contains a contextual LSTM network which assists to match the action under the ambiguous motion cues, and a gated fusion network used to weight the importance of motion information and appearance information for action matching. Concretely, the contextual LSTM takes the sequential appearance feature \( v_j \in \mathbb{R}^{C^v} \) \((j \in [1, K] \cap j \neq k)\) of tubes as
well as the whole clip feature \( v_0 \in \mathbb{R}^{C_v} \) as inputs. To obtain \( v_0 \), we take the video clip as a large tube. The feature maps of this tube from the last convolutional layer is resized into fixed sized (e.g., \( 7 \times 7 \)) via RoIAlign and then fed into two fully connected layers. We aggregate these features using the same way in Equation 2. In our model, \( v_0 \) represents global contextual information and is arranged in the first place of input sequence, i.e., \( v_k^{seq} = \{v_0, v_1, ..., v_{k-1}, v_{k+1}, ..., v_{K-1}\} \) (\( k \in [1, K - 1] \)). The tube features are ordered from top to down and left to right according to the proposal locations of the \((L+1)\)-th frame in the video clip. Then the sequential features \( v_k^{seq} \) are consecutively fed into LSTM to encode each tube and obtain hidden representations at each time step, i.e., \( h^v_t = LSTM(h^v_{t-1}, v_t) \in \mathbb{R}^{C_v} \) (\( t \in [0, K] \)). Thereafter, we concatenate all hidden states from each time step \( h^v = [h^v_0, h^v_1, ..., h^v_{K-1}] \in \mathbb{R}^{K \times C_v} \) and use an attention mechanism to adaptively associate the tubes together to obtain a contextual representation \( v_k \in \mathbb{R}^{C_v} \) for the \( k \)-th tube. The attention is calculated by:

\[
y_t = \delta(W_4h^v_t + b_4), \\
\alpha_t = \frac{exp \left( (W_5y_t + b_5)^T \right)}{\sum_{j=1}^{K} exp \left( (W_5y_j + b_5)^T \right)}, \\
v_k^c = \sum_{t=1}^{T} \alpha_t \cdot y_t,
\]

where \( \delta(\cdot) \) is ReLU function, \( \{W_4, b_4, W_5, b_5\} \) are learnable parameters in FC layers.

The contextual representation \( v_k^c \) of the \( k \)-th tube is concatenated with appearance representation \( v_k \), i.e., \( \tilde{v}_k = [v_k, v_k^c] \in \mathbb{R}^{C_v + C_c} \). Then \( \tilde{v}_k \) and the motion representation \( f_k \in \mathbb{R}^{C_v} \) are fused with a gated way:

\[
g_k^a = W_9\tilde{v}_k + b_6; \quad g_k^b = W_7f_k + b_7; \\
\sigma = \theta(W_8 [g_k^a, g_k^b] + b_8), \\
v_k^{action} = \sigma \odot g_k^a + (1 - \sigma) \odot g_k^b,
\]

where \( \theta(\cdot) \) is the sigmoid function which rescales the gate vector \( \sigma \in \mathbb{R}^{C_v} \) to \([0, 1]\). Then the \( \sigma \) performs element-wise multiplication with sum of \( g_k^a \in \mathbb{R}^{C_v} \) and \( g_k^b \in \mathbb{R}^{C_c} \) for weighted fusion them. \( \{W_6, b_6, W_7, b_7, W_8, b_8\} \) are learnable parameters in FC layers.

After obtaining the visual representation of action \( v_k^{action} \in \mathbb{R}^{C_v} \), we compute the action matching score with the same way as the actor matching score:

\[
\tilde{v}_k^{action} = W_9v_i^{action} + b_9, \\
\tilde{q}^{action} = W_10q^{action} + b_{10}, \\
x_k^{action} = \|\tilde{v}_k^{action}\|_2 \odot \|\tilde{q}^{action}\|_2, \\
s_k^{action} = W_{11}x_k^{action} + b_{11},
\]

where \( \{W_9, b_9, W_{10}, b_{10}, W_{11}, b_{11}\} \) are corresponding parameters in FC layers.

### D. The Actor Segmentation Network

Based on the computed matching score \( s_k \ (i \in [1, K]) \) above, we can select the target tube with the highest score, which involves the actor and action referred to by the given query. Then we take \( 2L + 1 \) feature maps of the target tube into actor segmentation network to predict masks of the actor. The network is a small FCN which takes the fixed size, e.g., \( 14 \times 14 \), feature maps from RoIAlign layer as input. Similar to Mask R-CNN [27], the FCN is comprised of 4 consecutive convolution layers and 1 deconvolutional layer. The first layer consists of \( 256 \times 1 \times 1 \) filters to fuse the appearance feature of the tube in RGB stream, and motion feature of the tube in Flow stream. The other three layers are consists of \( 256 \times 3 \times 3 \) filters. The final deconvolutional layer up-samples features with factor 2. Since only the \((L+1)\)-th frame has mask annotation for input video clip, we choose the \((L+1)\)-th feature map of the target tube to train the actor segmentation network with input batch size as 1. During testing, we set input batch as \( 2L+1 \) and take total feature maps of the target tube to predict the actor masks in the actor segmentation network.

### E. Model Learning with Joint Actor-Action Matching and Segmentation

During training, AAMN enables joint learning for the actor-action matching and segmentation by minimizing the following combined loss function:

\[
L = L_{mat} + \lambda L_{seg},
\]

where \( \lambda \) is a hyperparameter to balance the matching loss \( L_{mat} \) and the segmentation loss \( L_{seg} \). Assuming the ground truth of the actor is contained in the \( k \)-th region proposal of the \((L+1)\)-th frame, then \( L_{seg} \) will only be computed on the \( k \)-th mask. \( L_{seg} \) is the average binary cross-entropy loss which is defined as:

\[
L_{seg} = -\frac{1}{h'w'} \sum_{i=1}^{h'} \sum_{j=1}^{w'} (\eta_{ij} \log(\kappa_{ij}) + (1 - \eta_{ij}) \log(1 - \kappa_{ij})),
\]

where \( h' \) and \( w' \) are height and width of the feature map, respectively. \( \eta \) is the binary ground-truth label, \( \kappa \) is the predicted value of the segmentation mask.

Since the triplet hinge loss has shown its strength in many cross-modal matching problem [52], [53], here we adopt it as the matching loss \( L_{mat} \) for the actor and action matching in
AAMN. \( L_{mat} \) encourages the scores of matched proposals and textual queries to be larger than those of mismatched ones:

\[
L_{mat} = \sum_q \max \left[ 0, \epsilon - s(p,q) + s(p,q) \right] \\
+ \sum_q' \max \left[ 0, \epsilon - s(p,q) + s(q,p) \right],
\]

(12)

where \( p \) and \( q \) indicate region proposal and textual query, respectively. \((p,q)\) and \((q,p)\) mean the matched proposal and query pairs, and \((p,\tilde{q})\) and \((\tilde{q},p)\) are the mismatched pairs. \( s(p,q) \) is the computed similarity between \( p \) and \( q \). There are \( K - 1 \) mismatched pairs for each matched pair in our experiments. \( \epsilon \) is a margin parameter between matched and mismatched pairs.

During testing, we follow previous works [19], [20], [22] to sample video clips round the annotated frames as inputs. We predict segmentation masks for the selected tube and recover predicted masks into the same resolution as the input clip. Finally, we select the mask in the middle frame (i.e., annotated frame) to evaluate our model.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Datasets and Evaluation Metrics

A2D Sentences. Gavrilyuk et al. [19] augmented Actor-Action Dataset (A2D) with textual queries that describe actors and actions of interest in videos. The original A2D consists of 7 actor classes which perform one of the 9 action classes. Each video provides around 3 to 5 frames sparse annotations with joint pixel-wise semantic mask and bounding box per actor-action pair. A2D sentences manually annotated 6,655 textual queries which describe actors and actions presented in videos. It is divided into 3,017 and 737 videos for training and testing. Furthermore, McIntosh et al. [22] annotated actors with bounding boxes in all frames of videos. The extended A2D Sentences makes it available to evaluate the full video segmentation from a textual query.

J-HMDB Sentences. J-HMDB Sentences is extended from J-HMDB [54], which is a benchmark dataset for action recognition. It comprises of 928 video clips for 21 action classes and provides pixel-wise segmentation mask for the human in action for each frame. There are 928 textual queries are annotated in J-HMDB dataset to describe what action the humans is performing in the video.

Evaluation Metrics. We adopt four types of metrics to evaluate our method as prior works [19], [22]. For single-frame video segmentation [19], each key-frame with a query is regarded as a single sample. While for the full video segmentation [22], each video with a query is considered as a single sample. The Overall Intersection-over-Union (Overall IoU) calculates the total intersection area between predictions and ground truth masks divided by total union area accumulated over all test samples, which tends to favor large actors and objects. The Mean IoU, which treats large and small actors or objects equally, is calculated as the average over the IoU of each testing samples. The precision at different threshold \( P@X \) \((X \in \{0.5, 0.6, 0.7, 0.8, 0.9\})\), which is the percentage of testing samples whose IoU higher than specific threshold. The mean average precision (mAP) over \([0.50 : 0.05 : 0.95]\) is also computed to measure the segmentation performance.

B. Implementation Details

In AAMN implementation, we choose Faster R-CNN [26] with VGG-16 network as two CNN architectures to extract fixed-size proposal features with RoIAlign layer [27]. AAMN takes a textual query, a RGB clip and a Flow clip as well as pre-generated proposals as inputs. The frames of the video clip are resized and padded to \(512 \times 512\) as previous works [19], [20]. The optical flow is a tensor of three channels with x and y coordinates of the flow as well as the flow magnitude [8], [10]. Since the generation of high-quality proposals is important for actor and action localization, we choose Faster R-CNN [26] with a backbone of ResNet-101 as an external object detector. This model is trained on MSCOCO dataset [45] and further finetuned on A2D [19]. In our experiments, the dimension of \( C_v \) is 4096, the dimension of \( C_h \) is set as 1024. For the textual query encoding, we adopt two-layer Bi-directional LSTM (Bi-LSTM). The dimension of the word embeddings that are input into Bi-LSTM is \( C_v = 300 \), and the forward and backward hidden states from Bi-LSTM are \( C_h = 512 \). In order to obtain fixed dimensional query representation, long queries are truncated and short queries are padded with zeros. The fixed length of the query is set to 20 in our experiments. Besides, the dimension of hidden states in the contextual LSTM is \( C_c = 512 \).

We implement our proposed model with Tensorflow. Two CNN architectures are initialized with pre-trained weights on MSCOCO dataset [45]. During the model training, we use stochastic gradient descent (SGD) with initial learning rate of 0.0001, momentum of 0.95, weight decay of 0.0005. The learning rate decreases by 10 times at 1.0 \( \times 10^5 \) iterations and the model is trained for 1.5 \( \times 10^5 \) iterations. The balanced parameter \( \rho \) in Equation [11] is selected as 1.0. The margin \( \epsilon \) is set to 0.1 in the matching loss \( L_{mat} \) in Equation [12].

C. Ablation Studies

1) Selection of Proposal Number: The selection of proposal number is critical to model visual region context in the contextual LSTM of the action module. Thus we conduct experiments with various numbers of proposals to analyze the impact of proposals number in our model. We first extract a set of proposals per frame with high confidence utilizing an object detector. Then we select a specific number of proposals and feed them into our model. In our experiments, the number is set to increase from 2 to 12 with an interval of 2. Before evaluating the segmentation results with different proposals number, we first analyze the actor and action localization results with bounding boxes. Here, the precision of localization \( P@X \) \(( X \in \{0.5, 0.6, 0.7, 0.8, 0.9\} )\) is evaluated by calculating the IoU ratio between the true bounding box and the top predicted box in annotated frames. If the IoU is larger than the threshold, the prediction is considered as a true positive, otherwise it is counted as a false positive. The total true positive counts are then averaged over all testing samples to obtain \( P@X \). Table [4] shows the precision of localization at versus thresholds with various numbers of proposals. It can be seen that the precision increases with increment of proposals number. When the number reaches a certain value,
i.e., $K = 6$, the precision tends to decline in most metrics. This reveals that the contextual LSTM progressively encodes local features into a discriminate vector representation which contains more details of video content, but too more proposals may bring noises. The segmentation results with different number of proposals are shown in Table II. Since our model is a two-stage method, the segmentation performance is closely relevant to the localization performance, the best segmentation performance is achieved when the number of proposals equals 6. Thus we set the number of proposals as 6 in our model.

2) Impact of Input Frame Number: The AAMN takes RGB and Flow clips as inputs, where each clip contains $2L + 1$ frames. To investigate the impact of frame number in the clip, we perform experiments with different $L$, i.e., $L = \{0, 2, 4, 8\}$, the corresponding frames are $\{1, 5, 9, 17\}$ in a clip. The experimental results are shown in Table III. We observe that the single frame input, i.e., $L = 0$, has the worst performance in all metrics. By increasing the number of input frames, the performance is increased, especially in $P@0.6$ and $P@0.7$. It demonstrates that the aggregation of temporally contextual information is helpful for actor and action matching in two modules, and leads to the improvement of actor segmentation. The best results are achieved under most metrics when the frame number is 9. The performance drops by further increasing the frame number. The possible reason is that proposals of the actor or object cannot link well by computing similarity of spatial locations over a long frames sequence, irrelevantly temporal information is aggregated into the annotated frame. Therefore, we select the frame number as 9, i.e., $L = 4$, in our experiments.

3) Study of Ablation Models: To systematically evaluate the relative contributions of different components in AAMN, we design seven ablation models as shown in Lines 1-7 of Table IV. a) “Baseline Model” utilizes concatenation of the appearance feature $v_t$ and the motion feature $f_i$ of the $i$-th tube as the visual representation, the mean pooling of embedded word sequence as a language representation. The matching score is computed using the same way as the actor matching score. b) “w/o Actor Module” means that AAMN only contains the action module. c) “w/o Actor Module” means that AAMN only contains the action module. d) “w/o Location Feature” indicates that the actor module without the location feature $l_i$. e) “w/o Contextual LSTM” indicates that the action module without the contextual LSTM. f) “w/o Attention” refers to using element-wise mean pooling over the concatenated hidden states $h_i$ in the contextual LSTM to obtain the contextual representation $v^c_i$. g) “w/o Gated Fusion” refers to using concatenation instead of gated fusion to merge the appearance feature $\tilde{v}_i$ and the motion feature $f_i$ in the action module. As a comparison, the “Full Model” is shown in the last Line of Table IV.

From the experimental results in Lines 1-7 and Line 14 of Table IV, we can observe that: i) Benefiting from the modular design, the “Full Model” outperforms the “Baseline Model” by a large margin in terms of different metrics. ii) The performance of individual modules is close to or slightly worse than the performance of “Baseline Model”, while the combination of them can significantly improve the performance. This demonstrates that two modules can collaborate and facilitate each other for the actor and action matching. iii) Modeling the contextual information using the contextual LSTM with attention is helpful to promote the action matching and further improve the segmentation performance. iv) Compared with the concatenation way to fuse the appearance feature $\tilde{v}_i$ and the motion feature $f_i$, the gated fusion way can learn to weight the importance of the motion feature $f_i$ and the appearance feature $\tilde{v}_i$ for accurately matching the described action in a textual query.

4) Impact of Optical Flow on Different Components: The impact of optical flow have been studied when we add optical flow features in different components of AAMN, the corresponding results are shown in Lines 8-13 of Table IV. a) “w/o Flow Stream” denotes that AAMN only contains RGB stream and the motion feature $f_i$ is replaced with the appearance feature $v_i$ in action module. b) “w/o RGB Stream” means that AAMN only contains flow stream and the appearance feature $v_i$ is replaced with the motion feature $f_i$ in two modules. c) “(FCN) w/o Optical Flow” indicates that AAMN predicts the segmentation mask from the appearance features $v_i$, d) “(Action Module) w/o Optical Flow” denotes that AAMN only uses the appearance feature $v_i$ for action matching in the action module. e) “(Action Module) w/o RGB” means that AAMN only utilizes the motion feature $f_i$ for action matching in the action module. f) “(Actor Module) w/ Optical Flow” refers to adding the motion feature $f_i$ into the actor module.
we can conclude that: i) The two-stream framework performs better than single stream framework, because the appearance feature $v_i$ is essential for actor matching and the motion feature $f_i$ plays a key role for action matching. ii) The combination of the motion feature $f_i$ and the appearance feature $v_i$ can improve the segmentation performance in AAMN. iii) The individual appearance feature $v_i$ or motion feature $f_i$ performs worse than their combination for action matching, since the appearance feature $v_i$ encoded region contextual information can distinguish those actions which have ambiguous motion cues. iv) The motion feature $f_i$ cannot promote the actor matching, this may be because the input of two modules are same, the modular network cannot learn discriminative information for the actor and action matching.

We also investigate the impact of optical flow on the semantic similarity of linking score in Equation 1. Specifically, visual features from RGB stream learn appearance information about objects. Such information contains visual cues about categories, colors, and shapes of objects. Thus, appearance information is usually invariant between adjacent frames. However, visual features from Flow stream mainly learn dynamic motion information performed by objects. For each object, the learned information is not stable in single frames for different actions, view angles, movement speeds, and occlusions. Lots of works usually aggregate multiple frames of visual features from Flow stream for action recognition. Calculating the semantic similarity with such dynamic motion information is not accurate to link objects. Therefore, we only use visual features from RGB stream to calculate the semantic similarity in our work.

5) Impact of Temporal Aggregation Strategy: Due to sparse annotations of A2D dataset, we generate the tube representation by aggregating visual features from adjacent frames into the annotated frame (i.e., the middle frame) to train our model. Except the temporal aggregation strategy in Equation 3, we also explored another aggregation strategy by directly averaging visual features over all frames of the clip. Experimental results are summarized in Table VI. It can be observed that the strategy in Equation 3 obtains better results than averaging visual features over all frames in most metrics. This is because visual features from the annotated frame are more discriminative for actor and action matching, and assigning larger weights to visual features from annotated frame can improve the localization precision of the actor.

6) Analysis of Learning Strategy: Our AAMN is a two-stage method which first localizes the actor-/action-related tube and then performs segmentation within the localized tube. Thus we can choose two learning strategies for AAMN: jointly learn actor-action matching and segmentation at same time, or separate learn them one-by-one. To compare with our main joint learning strategy, we perform two separate learning experiments, i.e., “M + S” and “S + M”. The “M + S” means we first train the matching branch until convergence and then train the FCN branch for the actor segmentation. The “S + M” combination of two streams. This is reasonable because we expect to link objects in consecutive frames by capturing invariant features about these objects. Specifically, visual features from RGB stream learn appearance information about objects. Calculating the semantic similarity with such dynamic motion information is not accurate to link objects. Therefore, we only use visual features from RGB stream to calculate the semantic similarity in our work.

### Table IV: Ablation Study on A2D Sentences

| Models                  | Overlap | mAP   | IoU   |
|-------------------------|---------|-------|-------|
|                          | P@0.5   | P@0.6 | P@0.7 | P@0.8 | P@0.9 | 0.5:0.95 | Overall | Mean |
| Baseline Model          | 63.3    | 56.7  | 39.5  | 17.2  | 1.1   | 31.9     | 55.2    | 48.5  |
| AAMN w/o Actor Module   | 48.0    | 44.3  | 36.8  | 20.7  | 1.9   | 27.8     | 45.7    | 39.7  |
| AAMN w/o Action Module  | 63.7    | 58.7  | 42.5  | 22.3  | 1.4   | 33.7     | 58.9    | 51.8  |
| AAMN w/o Location Feature | 68.2  | 63.7  | 53.4  | 31.8  | 2.7   | 39.5     | 62.4    | 54.7  |
| AAMN w/o Contextual LSTM | 67.9  | 62.5  | 51.8  | 27.8  | 2.0   | 37.8     | 60.3    | 53.6  |
| AAMN w/o Attention      | 68.3    | 63.4  | 52.8  | 31.7  | 2.1   | 39.9     | 61.5    | 54.8  |
| AAMN w/o Gated Fusion   | 68.1    | 62.7  | 52.6  | 29.7  | 2.2   | 38.9     | 61.7    | 53.8  |
| AAMN w/o Flow Stream    | 65.2    | 58.0  | 44.5  | 20.8  | 1.6   | 34.8     | 58.8    | 51.3  |
| AAMN w/o RGB Stream     | 55.1    | 43.3  | 22.7  | 4.5   | 0.1   | 22.2     | 46.5    | 42.0  |
| AAMN (FCN) w/o Optical Flow | 67.5  | 61.9  | 49.1  | 26.4  | 2.0   | 38.0     | 61.8    | 53.9  |
| AAMN (Action Module) w/o Optical Flow | 67.1  | 62.2  | 51.6  | 29.3  | 1.6   | 38.0     | 60.9    | 53.3  |
| AAMN (Action Module) w/o RGB   | 65.9  | 61.7  | 52.2  | 31.4  | 1.4   | 37.8     | 59.8    | 52.5  |
| AAMN (Actor Module) w/ Optical Flow | 68.0  | 63.1  | 53.0  | 30.0  | 2.4   | 39.0     | 61.7    | 54.3  |
| AAMN (Full Model)       | **68.9**| **64.2**| **54.5**| **32.4**| **3.4**| **41.2** | **63.4**| **55.6**|

### Table V: The Impact of Optical Flow on the Semantic Similarity

| Features     | Overlap | mAP   | IoU   |
|--------------|---------|-------|-------|
|              | P@0.5   | P@0.6 | P@0.7 | P@0.8 | P@0.9 | 0.5:0.95 | Overall | Mean |
| Flow         | 67.7    | 62.0  | 49.4  | 23.7  | 0.8   | 37.4     | 61.1    | 53.5  |
| RGB          | **68.9**| **64.2**| **54.5**| **32.4**| **3.4**| **41.2** | **63.4**| **55.6**|
| Flow+RGB     | 68.4    | 64.0  | 54.0  | 32.4  | 2.6   | 40.7     | 62.0    | 55.2  |

### Table VI: Comparison of Two Temporal Aggregation Strategies

| Models       | Overlap | mAP   | IoU   |
|--------------|---------|-------|-------|
|              | P@0.5   | P@0.6 | P@0.7 | P@0.8 | P@0.9 | 0.5:0.95 | Overall | Mean |
| Average      | **69.1**| **63.4**| **53.0**| **30.4**| **2.8**| **40.7** | **62.8**| **55.7**|
| Ours         | **68.9**| **64.2**| **54.5**| **32.4**| **3.4**| **41.2** | **63.4**| **55.6**|

TABLE IV: ABLATION STUDY ON A2D SENTENCES

TABLE V: THE IMPACT OF OPTICAL FLOW ON THE SEMANTIC SIMILARITY

TABLE VI: COMPARISON OF TWO TEMPORAL AGGREGATION STRATEGIES
denotes we first train the FCN branch until convergence and then train the matching branch. The experimental results with different learning strategies are shown in Table VII. Note that the actor-action matching and segmentation branches share the same backbone of feature extractor, therefore when separately trained, the final AAMN may be bias to the actor-action matching or segmentation. By comparing the results in Table VII we can conclude that joint learning is helpful to avoid subtask biases and achieves best performance.

7) Analysis of Hyper-parameter: In Equation 10, a hyper-parameter $\lambda$ is introduced to balance the matching loss $L_{mat}$ and the segmentation loss $L_{seg}$ in joint learning process. $\lambda = 1.0$ means $L_{mat}$ plays an equally important role as $L_{seg}$. Here we conduct experiments to analyze the impacts of $\lambda$. We vary $\lambda$ from 0.001 to 15.0 in experiments and present corresponding results in Table VIII. It can be found that the segmentation performance is improved with increasing of $\lambda$, and reaches the best performance at most evaluation metrics when $\lambda = 5.0$. After that, the performance tends to descend when $\lambda$ keeps increasing.

8) Analysis of Word Attention Weights: As the lack of word-level annotations, the language attention learning is weakly supervised by collaborating with the actor and action modules. According to the role of each word plays in two modules, the related information about the actor and action is adaptively learned from the textual query. Since it is hard to quantitatively evaluate the accuracy of learned word attention weights, we visualize word attention weights and corresponding segmentation results on key frames of two video from A2D Sentences in Fig. 5.

In Fig. 5 the first row shows the visualization of learned word attention weights for the textual query, where $\gamma^1$ and $\gamma^2$ denote word attention weights corresponding to the actor module and action module, respectively. The darker color indicates larger value of weight. We can observe that the language attention model enables to attend to right words that are relevant to the actor and action respectively. Specifically, $\gamma^1$ has higher values on those word that are nouns and attribute words referring to the actor. While $\gamma^2$ obtains higher values on those words that are verbs or verb-related phrases.

Fig. 5. Visualization of word attention weights and segmentation results on A2D Sentences. For each example, we sample three annotated frames from a video. The first row shows the learned attention weights for the textual query, the second row shows the localization results in annotated frames, the third row shows the the ground truth masks (red), the last row shows the predicted masks (green) for the referred actor.
TABLE IX
COMPARISON WITH RANDOM ATTENTION WEIGHTS.

| Weights     | Overlap | mAP   | IoU  |
|-------------|---------|-------|------|
|             | P@0.5 P@0.6 P@0.7 P@0.8 P@0.9 0.5:0.95 Overall Mean |
| Random      | 65.2    | 60.0  | 49.2 | 26.8 | 1.3 | 36.5 | 58.3 | 51.8 |
| Prediction (Ours) | 68.9 | 64.2 | 54.5 | 32.4 | 3.4 | 41.2 | 63.4 | 55.6 |

deteriorates notably by assigning random attention weights for the textual query. This indicates that the language attention learning enables to capture key-word information for the actor matching and action matching in AAMN. In Fig. 6 (b) and (c), we present two testing examples with predicted attention weights and random attention weights, respectively. It can be observed that the predicted attention weights focus on key words about the actor and action, and thus the model can correctly localize and segment the referred actor. However, the model with random attention weights fails to localize the referred actor, as the model ignores meaningful information about the actor and action from the textual query.

D. Comparison with State-of-the-art Methods

1) Single-Frame Segmentation from a Textual Query: Since sparse annotations on A2D dataset, previous approaches [19], [20], [21], [22] take a video clip around the annotated frame and a textual query as inputs. They utilized pre-trained 3D CNN to extract the clip features, and conduct temporal average pooling to obtain a 2D feature map. The segmentation performance is evaluated on the annotated frame by upsampling the fused multi-modal features from the low resolution to high resolution by introducing 2D deconvolutional layers. While other approaches [15], [56] are proposed for image segmentation from a textual query, they directly take the annotated frame and a textual query as inputs and ignore the temporal modeling. Therefore, aforementioned approaches are single-frame segmentation models as they only output single-frame predictions at a time. Different from them, AAMN is a multi-frame model which outputs multi-frame predictions at a time. Specifically, by taking a video clip and a textual query as inputs, AAMN first localizes the tube that contains the referred actor and action in the video clip, and then feeds the tube into a FCN. The FCN is only trained with the annotated frame, i.e., middle frame, of the selected tube during the model training. The FCN can predict all masks of the referred actor along the selected tube during the model testing. In this set of experiments, we present the segmentation results of AAMN on annotated frames as previous works.

In Table IX we present comparisons of our model with previous methods on A2D Sentences. For fair comparison with methods that only take the RGB clip as input, we remove the Flow stream and the gated fusion in the action module. The experimental results are shown in Line 7 of Table IX. It can be observed that our method outperforms previous methods under most metrics, especially for the Overlap in P@0.5, P@0.6, and P@0.7, which surpass the best results by 4.5%, 5.5%, and 4.0%, respectively. Previous works [57], [58], [59] have demonstrated that integrating the optical flow is beneficial to improve the performance of video object segmentation. The methods [19], [20] also explored two-stream models that take RGB and Flow clips as inputs. Their methods fused RGB and Flow streams by computing a weighted average of response maps from each stream. We also extend the single-stream model in [21] to a two-stream model by adopting the same way to fuse RGB and Flow streams. Our method is a two-stream model that takes RGB and Flow clips as inputs. The optical flow is introduced to localize the action which performs by the referred actor. The experimental results of our full model are shown in Line 11 of Table IX. We can see that the performance of our model significantly outperforms state-of-the-art results from single-stream models, and our model achieves the best performances compared with previous two-stream models. Specifically, compared with the best results from two-stream model in [21], our model brings 5.6%, 9.2%, 11.7% and 6.7% improvements under metrics of P@0.5, P@0.6, P@0.7, and P@0.8. The performance under metrics of mAP, Overall IoU, and Mean IoU also achieves 7.0%, 0.5%, and 1.8% improvements, respectively.

We note that the performance of our model is slightly worse than the best results for the Overlap in P@0.9, and the performance improvement is small in Overall IoU. The main reason is that we adopt proposal-based approach [27] to predict the mask of actor on a 28 × 28 grid irrespective of actor size. Such a grid is sufficient for small actors, but for large actors further upsampling with bilinear interpolation will over-smooth the fine-grained details [60]. While previous works [19], [20], [21], [22] predict the mask of the actor by gradually upsampling the full feature map with multiple deconvolutional layers. They introduce skip-connections in the model [22] or supervisions on different resolutions during model training [19], [20]. Therefore, these methods tend to preserve fine-grained details and possess higher overlaps for both small and large actors.

In addition, we also compare the inference speed for different methods in Table IX. The inference speed indicates the total time for the method predicts the final segmentation masks.
from a clip-query pair. It can be observed that the inference speed of our method is slower than other methods. This is because our method requires more time for proposal detection per frame in the input video clip. However, our method provides a new solution for text-based video segmentation from another perspective, which is significantly different from existing methods. And our method is more efficient than other methods, as they only predict one-frame segmentation results from the clip-query pair, while our method can segment all frames of the video clip.

Following [19], we also evaluate our method on J-HMDB Sentences to validate the generalization ability of our method. In our experiments, the testing model is pre-trained on A2D Sentences, and J-HMDB Sentences is used as a testing dataset. For fair comparisons, we also uniformly sample three clips for each video as previous works. The experimental results are shown in Table XII. We observe that our method achieves superior performance than existing methods. And our method is more efficient than other methods. This demonstrates that the temporal modeling by associating objects cross frames is truly helpful to localize and segment the referred actor in the video.

2) Full Segmentation from a Textual Query: Previous methods [19], [20], [21] are very time consuming for full video segmentation as they only predict one frame segmentation at a time. McIntosh et al. [22] further replaced 2D deconvolutional layers with 3D deconvolutional layers in their decoder network, which enables the model to predict multi-frame segmentation results at a time. Similar to [22], our method is a multi-frame segmentation model, which can be applied to full video segmentation by segmenting video clip-by-clip.

To explore full video segmentation, McIntosh et al. further annotated actors with bounding box in all frames of the video. They utilized bounding boxes to train and evaluate their model. The predictions of the model is block-like, which is not precise enough for pixel-level segmentation of the actor. Different from them, we only train our model with ground truth masks in

TABLE X
Comparison with the state-of-the-art methods on A2D Sentences

| Methods            | Input               | Overlap | mAP 0.5:0.95 | IoU Mean | Speed  |
|--------------------|---------------------|---------|--------------|----------|--------|
|                      | P@0.5 | P@0.6 | P@0.7 | P@0.8 | P@0.9 | Overall | Mean |
| Hu et al. [15]      | RGB    | 34.8   | 23.6   | 13.3   | 3.3    | 0.1    | 13.2 | 47.4 | 35.0 | 60.6 ms |
| Li et al. [50]      | RGB    | 38.7   | 29.0   | 17.5   | 6.6    | 0.1    | 16.3 | 51.5 | 35.4 | -     |
| Gavrilyuk et al. [19]| RGB    | 47.5   | 34.7   | 21.1   | 8.0    | 0.2    | 19.8 | 53.6 | 42.1 | 95.6 ms |
| AAMN (Ours)         | RGB    | 65.2   | 58.0   | 44.5   | 20.8   | 1.6    | 34.8 | 58.8 | 51.3 | 446.6 ms |
| Gavrilyuk et al. [19]| RGB+Flow | 50.0   | 37.6   | 23.1   | 9.4    | 0.4    | 21.5 | 55.1 | 42.6 | 174.7 ms |
| ACGA [20]           | RGB+Flow | -     | -      | -      | -      | -      | 28.7 | 60.6 | 50.3 | 184.8 ms |
| CMDy [21]           | RGB+Flow | 63.3   | 55.0   | 42.8   | 25.7   | 4.9    | 34.2 | 62.9 | 53.8 | 201.3 ms |
| AAMN (Ours)         | RGB+Flow | 68.9   | 64.2   | 54.5   | 32.4   | 3.4    | 41.2 | 63.4 | 55.6 | 546.5 ms |

TABLE XI
Comparison with the state-of-the-art methods on J-HMDB Sentences

| Methods            | Input               | Overlap | mAP 0.5:0.95 | IoU Mean | Speed  |
|--------------------|---------------------|---------|--------------|----------|--------|
|                      | P@0.5 | P@0.6 | P@0.7 | P@0.8 | P@0.9 | Overall | Mean |
| Hu et al. [15]      | RGB    | 63.3   | 35.0   | 8.5    | 0.2    | 0.0    | 17.8 | 54.6 | 52.8 |
| Li et al. [50]      | RGB    | 57.8   | 33.5   | 10.3   | 0.6    | 0.0    | 17.3 | 52.9 | 49.1 |
| ACGA [20]           | RGB    | 75.6   | 56.4   | 28.7   | 3.4    | 0.0    | 28.9 | 57.6 | 58.4 |
| CMDy [21]           | RGB    | 74.2   | 58.7   | 31.6   | 4.7    | 0.0    | 30.1 | 55.4 | 57.6 |
| VT-Capsule [22]     | RGB    | 67.7   | 51.3   | 28.3   | 5.1    | 0.0    | 26.1 | 53.5 | 55.0 |
| AAMN (Ours)         | RGB    | 74.6   | 57.3   | 25.6   | 1.5    | 0.0    | 27.8 | 55.6 | 56.3 |
| Gavrilyuk et al. [19]| RGB+Flow | 69.9   | 46.0   | 17.3   | 1.4    | 0.0    | 23.3 | 54.1 | 54.2 |
| ACGA [20]           | RGB+Flow | -     | -      | -      | -      | -      | 29.5 | 57.9 | 59.1 |
| CMDy [21]           | RGB+Flow | 76.6   | 60.0   | 32.9   | 5.0    | 0.0    | 30.8 | 56.2 | 58.0 |
| AAMN (Ours)         | RGB+Flow | 78.5   | 63.4   | 34.6   | 3.8    | 0.0    | 32.0 | 59.3 | 59.0 |
key frames. For ease of comparison with [22], we also evaluate our model with bounding box annotations in all frames of the video. The experimental results are shown in Table XIII. The performance is evaluated with pixel-wise segmentation output in the first and second lines. In the third and last lines, the bounding box is placed around the fine-grained segmentation masks for evaluation. As observed from Table XIII, our method achieves superior performance compared with previous method in [22] for the full video segmentation.

E. Visualization and Failure Cases

1) Qualitative Results: To qualitatively validate the effectiveness of our method, we provide some segmentation results in sampled frames for two videos on A2D Sentences. The visualization results are shown in Fig. 7, where mask colors correspond to query colors. For each example, the first row shows input video frames. The second row shows the results produced by the method in [19]. The third row shows the results produced by the method in [20]. The last row shows the results produced by our method. It can be observed that our method can produce better pixel-accurate results than previous methods, and more details of the actor are presented in our results. For example, the boundaries of the toddler in the first video and two men in the second video are clearer than the results produced by two other methods. Besides, segmentation results from methods in [19], [20] involve confused pixels between different actors in two videos. Such confused pixels indicate that these methods cannot precisely distinguish the referred actors in sampled frames. Different from them, our method enables to correctly distinguish the referred actors and action-related language representations from the textual query.

2) Failure Cases: Despite our AAMN has achieved significant improvements than other methods, there are still some challenging scenarios that cannot be handled well. Some typical failure cases from A2D Sentences are shown in Fig. 8. We argue that these failure cases are mainly due to the following three aspects. First, the ambiguous description for the target actor. For example, in the first video, it aims to segment the duck on the bottom-left with the textual query “the duck is pecking around”. Our model suffers from difficulty to identify the referred duck and ducks around it, because they have similar appearance and motion information. Second, the occlusion between different instances. The occlusion in the video makes it difficult to correctly localize the target actor with inaccurate detection results. It also deteriorates the segmentation results as the model cannot distinguish different instances within the localized region. For example, in the second video, our model fails to segment the man in white as he is partially occluded by the man in blue. Third, the blurry boundary of the target actor. Our model fails to produce sharper predictions around actor boundaries when the actor involves similar colors with background or fast motion in the video. For example, in the third video, our predictions cannot precisely segment the right thigh of the man because the part of right thigh is hard to be distinguished from background. Some of failure cases caused by such blurry boundary may be improved by enhancing shape information from adjacent frames.

V. Conclusion

In this paper, we have studied a challenging problem which is text-based video segmentation. To deal with this problem, we proposed an actor and action modular network to achieve video-query symmetrical matching. We first generate actor-/action-related tubes for input video clip, and learn the actor-/action-related language representations from the textual query. Then we use the modular network to locate the target tube, which involves the referred actor and action. Finally, the target tube is fed into a tiny FCN to predict the binary masks of the actor within the tube. We conducted extensive experiments...
Q: the duck is pecking around
(a) Original frame (b) Ground truth (c) Prediction
Q: man in the white kimono is fighting on the tatami
Q: guy climbing on the blue

to demonstrate the effectiveness of our method, and our
method achieves state-of-the-art performance on two bench-
mark datasets. To explore full video segmentation, McIntosh
et al. annotated actors with bounding boxes in all frames of
the video. But the segmentation results are not precise enough
for the model trained with bounding boxes. Considering pixel-
level annotation for all frames of video is time-consuming
and cost expensive, we will explore weakly supervised text-based
video segmentation in the future work.
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