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Sleep is a fundamental physiological process that is essential for sustaining a healthy body and mind. The gold standard for clinical sleep monitoring is polysomnography (PSG), based on which sleep can be categorized into five stages, including wake/rapid eye movement sleep (REM sleep)/Non-REM sleep 1 (N1)/Non-REM sleep 2 (N2)/Non-REM sleep 3 (N3). However, PSG is expensive, burdensome and not suitable for daily use. For long-term sleep monitoring, ubiquitous sensing may be a solution. Most recently, cardiac and movement sensing has become popular in classifying three-stage sleep, since both modalities can be easily acquired from research-grade or consumer-grade devices (e.g., Apple Watch). However, how best to fuse the data for greatest accuracy remains an open question. In this work, we comprehensively studied deep learning (DL)-based advanced fusion techniques consisting of three fusion strategies alongside three fusion methods for three-stage sleep classification based on two publicly available datasets. Experimental results demonstrate important evidences that three-stage sleep can be reliably classified by fusing cardiac/movement sensing modalities, which may potentially become a practical tool to conduct large-scale sleep stage assessment studies or long-term self-tracking on sleep. To accelerate the progression of sleep research in the ubiquitous/wearable computing community, we made this project open source, and the code can be found at: https://github.com/bzhai/Ubi-SleepNet.
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1 INTRODUCTION

Human beings spend about one-third or more of their lives sleeping. It is a physiological process essential to maintain life and health [71], and it plays a major role in repairing the body tissues, removing toxic metabolic waste products from the brain, consolidating memory, restoring energy and enhancing immune defence [7, 10, 23, 57, 65]. Long-term lack of sleep and/or poor-quality sleep is likely to increase the risk of obesity, diabetes, and heart and blood vessel (cardiovascular) disease [38, 57]. Accurate and long-term sleep monitoring using ubiquitous sensing...
technology is increasingly vital to the understanding of human health and is becoming an active area of health research.

The gold standard for clinical sleep monitoring is polysomnography (PSG), which requires subjects to wear multi-channel sensors on the body [35]. PSG recording can be classified into five stages, i.e., wake, rapid eye movement sleep (REM sleep) and three-types of non-rapid eye movement sleep (NREM sleep) including N1, N2 and N3. According to the American Academy of Sleep Medicine (AASM) rules [33], each stage lasts 30 seconds (i.e., a sleep epoch). However, it is expensive and burdensome, which is impractical for long-term sleep monitoring.

For such monitoring, many ubiquitous sensing approaches were studied, including actigraphy [4], smartwatches [74], WiFi [82], bed sensors [55] and radio signals [32], etc. Among them, in terms of reliability and usability, cardiac and movement (upper limb) sensing are considered promising modalities. They can be easily collected from lightweight research/consumer-grade devices (e.g., Apple Watch [74]). Based on cardiac and movement sensing, previous work studied a number of machine learning and DL approaches on sleep monitoring tasks from two-stage (wake/sleep) to five-stage (wake/REM/N1/N2/N3) sleep classification [84]. Their initial results suggested the feasibility of using these two modalities for three-stage (wake/REM/NREM) sleep classification, and their findings corroborate sleep physiology studies [16, 50], where NREM sleep was not deemed to be easily separated into N1/N2/N3 without employing EEG signals.

The easy-to-collect nature of cardiac and movement sensing provided a salable method for large-scale and long-term sleep monitoring. Longitudinal sleep monitoring with accurate details in (three) sleep stages is meaningful to health and medical research. Deep NREM sleep (or slow wave sleep - SWS) is known to be the most "restorative" sleep stage, which controls hormonal changes that affect glucose regulation [19]. Long-term reduction in NREM sleep may adversely affect glucose homeostasis and increase the risk of type 2 diabetes [64]. The REM sleep dysregulation has played a central role in depression and Parkinson’s studies [3, 39]. For instance, reduced REM sleep latency, along with increased REM sleep duration and REM sleep density, have been considered to be an objective indicator of depressive disorder and inversely correlated to its severity [40, 68, 75]. The increased health research density in digital phenotypes by using inexpensive, mass-produced consumer wearables demand reliable
algorithms that can classify sleep stages in longitudinal settings [70]. Beyond health and clinical monitoring, the sleep monitoring has also been welcomed by self-trackers in the past decades [63].

To the best of our knowledge, only two previous studies [74, 84] have adopted cardiac and movement sensing for three-stage sleep classification based on publicly accessible sleep datasets. Both works used very basic multimodal fusion techniques (i.e., feature concatenation [74, 84]) in neural networks, which tested the feasibility of classifying three-stage sleep. However, the models used in these benchmark studies did not achieve good performance, due to overestimating NREM sleep time and underestimating wake time. The simple fusion technique may not fully utilize the advantages of multimodal data, especially in heterogeneous multimodal data scenarios. For instance, movement sensing can achieve better classification performance in sleep/wake tasks compared with the use of cardiac sensing alone [84]. But movement sensing alone is incapable of discerning three-stage sleep. Given that, it is desirable to explore the advanced fusion techniques to further boost the performance.

In this work, we firstly systematically studied three fusion strategies for three-stage sleep classification, including early-stage fusion, late-stage fusion and hybrid fusion, to answer the question, “At what stage should the cardiac and movement sensing representation be merged?” Secondly, we employed three fusion methods (simple operations, attention mechanism, tensor methods) to answer the question, “How to better combine cardiac and movement sensing representations?” The simple baseline operations (concatenation and addition) as well as the advanced fusion methods (the attention mechanism-based method [79] and bi-linear pooling-based method [45]) were studied. The pipeline of our system is demonstrated in Figure 1.

These fusion techniques were comprehensively evaluated on two public datasets which are the Apple Watch dataset [74] and the Multi-Ethnic Study of Atherosclerosis (MESA) dataset [14, 84, 86]. The Apple Watch dataset includes cardiac and movement signals collected from consumer-grade devices from a cohort of 31 young and healthy adults. For the MESA dataset, only the cardiac and movement sensing signals were used, which can be acquired from research-grade devices. The dataset consists of 1743 subjects from the aging population.

For these two representative datasets, our results suggested that three-stage sleep classification can be reliably achieved by employing advanced fusion techniques on the cardiac and movement sensing data, which can be easily acquired from consumer/research-grade devices. Several models developed in our study achieved the state-of-the-art performance for three-stage sleep classification. We also evaluated the module parameter size and its corresponding inference time, which may play a vital role in ubiquitous computing applications.

Moreover, we also investigated a visualization method to explore the decision-making process of the multimodal fusion model for three-stage sleep classification. The exploratory user research demonstrated that the gradient class activation map (Grad-CAM) [66] based sleep data visualization can be understood and used by humans, which facilitates the transparency of using DL in sleep health research.

This work contributes to the long-term non-intrusive three-stage sleep monitoring solution that may be deployed with mass-produced and inexpensive consumer-grade wearables, which may potentially be used for large-scale population-based sleep health studies and long-term sleep self-tracking.

2 SLEEP MONITORING AND UBIQUITOUS SENSING

2.1 Clinical Sleep Monitoring and Sleep Physiology

2.1.1 Polysomnography and Sleep Stages. Traditionally, gold-standard human sleep assessment was conducted in laboratory settings using polysomnography (PSG) which commonly involved electroencephalography (EEG), electromyography (EMG) and electrooculography (EOG). Together they facilitated the measurement of brain activity, alongside both muscle and eye movement [8]. PSG usually requires a sleep laboratory and a sleep technician in a controlled environment. Multiple skin electrodes will be placed on the subject’s body and the
set-up procedure will take 45-60 minutes [58]. It is impractical to measure sleep using this method for more than two consecutive nights as participants feel burdened.

Sleep stages consist of wakefulness (Wake), REM sleep and NREM sleep, three vigilance states for humans [33]. NREM sleep can be further subdivided into three stages: light sleep stage 1 (N1), light sleep stage 2 (N1) and deep sleep (N3) [9]. The alternate appearance of NREM sleep and REM sleep constitutes a sleep cycle. A healthy person typically has 4-5 sleep cycles in one night [8]. As the sleep cycle increases, the proportion of REM sleep increases, and the proportion of NREM sleep decreases. Five sleep stages can be distinguished by PSG, i.e., by analyzing the characteristics of EEG, EMG and EOG.

2.1.2 Actigraphy and Sleep-Wake Monitoring. Actigraphy is a valid method for detecting sleep/wake and is commonly used for ambulatory monitoring of sleep time or rhythms [4, 35]. The actigraphy equipment is a type of wearable wristband that consists of various sensors that can monitor the light-off time and the movement of the limbs (using an accelerometer). However, it is limited to monitoring sleep-wake as the actigraphy data may not contain sufficient information to discern sleep stages.

2.1.3 Cardiac Activities and Sleep Physiology. Cardiovascular autonomous control plays an essential role in sleep, and it will be different when transitioning to different sleep stages. The modulation of the autonomic nervous system (ANS) regulates cardiovascular functions during sleep onset and sleep stages [46, 50]. Heart rate variability (HRV) analysis is a classical tool for the ANS analysis. Research on HRV in sleep stages noted that REM sleep was characterized by a likely sympathetic predominance, while NREM sleep followed an opposite trend [13, 47, 51]. The transition between wake, NREM and REM sleep is accompanied by changes of several HRV characters, such as the HR, Low-Frequency (LF) power, High-Frequency (HF) power and LF/HF ratio [13, 16, 47].

Not all sleep stages are associated with brain activity. A study conducted by Desseilles et al. [16] through HRV and brain imaging analysis found close connectivity between autonomic cardiac modulations and the activity of certain brain areas during REM sleep. There is no conclusive connectivity between the brain and cardiac activity during NREM sleep. Therefore, it may be not be easy to discern each NREM sleep stage accurately, without EEG signals.

2.2 Ubiquitous Sensing Techniques for Sleep Monitoring

2.2.1 Wireless Sleep Monitoring. In recent years, the wireless technologies showed the potential of sleep monitoring, e.g., ballistocardiograph (BCG, with an example consumer product: Beddit™), which can monitor heart rate wirelessly [24]. However, wireless-based approaches face some challenges when deploying them in clinical research owing to a) the non-standardised measurement methods; b) the lack of precise understanding of the physiological origins that influences the signal waveform; c) comparatively low reliability and specificity of these signals to the existing clinical methods (for example, WiFi signals may be scattered by multiple subjects), which may hamper its wide applications in health and medical research [24].

2.2.2 Mobile and Miniaturized EEG. The development of mobile EEG systems (e.g., Emotiv™) reduced the time spent on the electrodes installation process and improved the motion tolerance during the recording procedure [17]. The main disadvantage of these devices is that the electrodes embedded in the cap are visible, and the form factor limitations prevent comfortable, continuous, and long-term sleep monitoring. Furthermore, once the electrode gel dries, the signal quality decreases, and the gel leaves residues [11], which may impact the wearing experience. The lightweight headband EEG (e.g. Sleep Profiler™ and Dreem™) can monitor sleep in a natural environment. But it takes extra effort each time of wearing to adjust the equipment position to reduce the skin impedance to an acceptable level [44]. In addition, compared to smartwatches, these devices are usually expensive. The recent development of ear EEG improved the wearing comfort and reduced electrode set-up time. Several
studies demonstrated reasonable results of sleep stage classification using these prototypes [48, 49]. However, these ear EEG devices commonly adopt around-ear or/and in-ear style and are made of silicone materials, which offer a bearable wearing experience, making them less popular than the mass-produced wearables [48].

2.2.3 Consumer and Research-grade Wearables for Sleep Monitoring. Many leading consumer products such as Fitbit™ and Xiaomi™ band provide sleep stages tracking services. However, these consumer products commonly lack minimal validation, with poor algorithm transparency on data processing/sleep stage classification, resulting in these devices being precluded in clinical, research, or occupational settings [36]. Nevertheless, another consumer product, Apple Watch, provides access to the accelerometer data and heart rate data, making it feasible to develop an algorithm for sleep health studies and self-trackers.

Consumer-grade wearable devices with diverse modalities offer a potential solution to ambulatory sleep tracking. Such sensors provide valuable, inexpensive, unobtrusive measurement tools to collect biological signals. Many of these wearables can communicate with smartphones, facilitating data collection and storage during large-scale population studies. Therefore, exploring the use of consumer-grade wearables in sleep and health studies becomes prevalent as the HR/HRV data and movement sensing data are generally available on these wearables [74].

The sleep stage classification based on ECG/PPG signals has also been investigated by [20, 21]. The results demonstrated promising performance. However, PPG data is generally unavailable on many consumer wearables, and ECG requires the skin electrodes to be placed near the heart. Collecting these raw signals may require research-grade wearables (e.g., Empatica™ E4), which demand additional financial costs for daily sleep monitoring.

Several previously published studies demonstrated that using HR/HRV features and movement sensing together could discern three sleep stages and achieved promising results [28, 74, 84]. Heterogeneous modalities may carry supplementary information for sleep stage classification. There is still much to be understood regarding how to construct this fusion architecture and which fusion method will be the most effective for sleep-stage classification. Our work adds to this knowledge. Exploring multimodal fusion strategies and methods to better integrate different physiological signals is of great significance for health research and self-monitoring of sleep using ubiquitous computing technology.

3 ADVANCED FUSION TECHNIQUES FOR THREE-STAGE SLEEP CLASSIFICATION

In this section, we will first discuss the current progress of multimodal fusion strategies and methods and their applications in sleep monitoring. We then present our study structure, followed by a technical description of three fusion strategies (early-stage, late-stage and hybrid fusion) and three methods (simple operation, attention mechanism and tensor-based method)

3.1 Overview of Multimodal Fusion

Multimodal fusion in machine learning has been extensively studied in pattern recognition applications, such as in image and video captioning [80], visual question answering [79], audio-visual speech recognition [2] and affect recognition [34]. In the field of ubiquitous computing, multimodal fusion has also been adopted for human activity recognition [43], sleep stage classification [84], fatigue assessment [6] and person identification [15]. The simple concatenation method was commonly adopted in these studies to combine the raw inputs or combine the representations obtained from the pre-trained model of each modality [61]. Other researchers explored more advanced fusion methods, such as the attention-based fusion scheme for human activity recognition [43].

For monitoring sleep, several previous works achieved promising results for sleep stage classification by concatenating multimodal intermediate features and feeding them into DL models [28, 84]. However, these studies focus on the choice of modalities rather than the fusion techniques. Different modalities may contain complementary information. It is difficult to explicitly identify the best suitable cross-modal fusion architectures.
In terms of the movement sensing and cardiac sensing, they are different in signal-to-noise ratio, data generation process and measurement frequency. Moreover, the activity count is better in sleep/wakefulness classification, but it is difficult to discern different sleep stages [4]. For healthy adults, the difference in heart rate variability between REM sleep and wake is less than the difference in NREM and REM sleep [16].

The choice of fusion strategy and fusion method may thus influence the model classification performance. In recent years, the DL-based computational models have outperformed shallow machine learning models for sleep stage classifications, not only on unimodal data, but also on the multimodal data [54, 59, 84]. Therefore, this work will only focus on the multimodal fusion techniques based on DL networks.

3.2 Problem Statement

Based on the movement sensing and cardiac sensing data, the goal of this work is to comprehensively study how to use the advanced fusion techniques to reliably classify three-stage sleep. As demonstrated in Fig. 1, we adopt a sliding window method with window size $T$ and stride $S$ to segment sleep recordings into frames. In each frame, we could either extract the handset features (e.g. heart rate features that were deemed to be intermediate / mid-level features) from each sleep epoch that can provide physiologically meaningful features to the model [20, 84], or we could use neural networks to extract the deep features. The time step $t$ represents one sleep epoch (i.e. every 30 seconds). Given that, we aim to map the data in a sliding window to a sleep stage that corresponds to the center point of the window (e.g., the purple point in the hypnogram in Fig. 1).

Suppose the $i$th frame-wise time-series input data for cardiac sensing can be denoted as $X^{(i)}_{\text{car}} \in \mathbb{R}^{C_{\text{car}} \times T}$, where $C_{\text{car}}$ denotes the number of features/input channels and $T$ denotes the sliding window length. For movement sensing, the input data can be denoted as $X^{(i)}_{\text{mov}} \in \mathbb{R}^{C_{\text{mov}} \times T}$. The details of feature extraction will be introduced in Section 4. The goal of deep multimodal fusion is to determine a multilayer neural network $f(\cdot)$ whose output $\hat{y}^{(i)}$ is expected to be the same as the target $y^{(i)}$ as much as possible for each sample $(X^{(i)}_{\text{mov}}, X^{(i)}_{\text{car}})$. This can be implemented by minimizing the empirical loss $L$ for classification denoted as:

$$\min_{f} \frac{1}{N} \sum_{i=1}^{N} L(\hat{y}^{(i)} = f(X^{(i)}_{\text{mov}}, X^{(i)}_{\text{car}}), y^{(i)})$$

3.3 Fusion Strategy

Traditional fusion strategies include feature level fusion (e.g., [62, 76, 77]), score-level fusion (e.g., [26]) or decision-level fusion (e.g., [25]). In the end-to-end DL era, the boundary between multimodal representation and fusion has been blurred. Representation learning is interlaced with classification (or regression) objectives. Nevertheless, the fusion strategy for DL models may still be carried out in three stages, such as early fusion, late fusion and hybrid fusion [85].

Fusion at different stages may influence the results of representation learning. For example, the early and late fusion may inhibit intra-modal or inter-modal interaction [85]. Neverova et al. noted that highly correlated modalities should be fused together [52]. Hazirbas et al. demonstrated that the performance of fusion is highly affected by the choice of which layer to fuse [29]. For sleep stage classification, the way to fuse heterogeneous intermediate features is worthy of exploration. In this study, we want to gain a comprehensive understanding at what stage we should fuse these inputs to achieve the most performance improvements on the three-stage sleep classification task. We adopted three commonly used fusion strategies, including early-stage fusion, late-stage fusion and hybrid fusion, as shown in Figure 1.

3.3.1 Early-stage Fusion. In the early-stage fusion, data from different modalities (e.g., intermediate features) are concatenated (stacked) in the input stage. It is popular because of its simplicity, yet it is sub-optimal [60]. Early-stage fusion firstly concatenates the cardiac (denoted as subscript car) and movement (denoted as subscript mov) data.
(act) sensing data then feeds them into neural networks \( h \) to make a corresponding prediction.

\[
\hat{y}^{(i)} = h(\text{Concatenate}(X^{(i)}_{\text{car}}, X^{(i)}_{\text{mov}})).
\]  

(2)

where Concatenate is the matrix concatenation function.

### 3.3.2 Late-stage Fusion

Late-stage fusion is another prevalent way to fuse (high-level) representation from multiple sources. This fusion strategy allows high-level representations to have better intra-modal coherence. Late-stage fusion processes each modality’s \( c \)th channel input data with a network \( q \) and then combines all their high-level representations via an aggregation operation followed by the classification layers. It is denoted as:

\[
\hat{y}^{(i)} = \varphi(\text{Agg}(q(x^{(i)}_{\text{mov},1}), \ldots, q(x^{(i)}_{\text{mov},C_{\text{mov}}}), q(x^{(i)}_{\text{car},1}), \ldots, q(x^{(i)}_{\text{car},C_{\text{car}}})))
\]

(3)

where \( \text{Agg} \) is the aggregation function and \( \varphi \) denotes the classifier (e.g., fully connected layers), and \( x^{(i)} \in \mathbb{R}^{1 \times T} \) and \( T \) is the window length. The cardiac intermediate features are denoted as \( X^{(i)}_{\text{car}} = [x^{(i)}_{\text{car},1}, x^{(i)}_{\text{car},2}, \ldots, x^{(i)}_{\text{car},C_{\text{car}}}] \). In this study, the aggregation function represents various fusion methods that will be introduced in the next section. \( q \) denotes neural networks that learn the latent representation (e.g., for CNNs, it is the feature maps) of the \( c \)th intermediate feature, where \( C_{\text{car}} \) and \( C_{\text{mov}} \) are the numbers of the intermediate features for cardiac sensing and movement sensing respectively.

### 3.3.3 Hybrid Fusion

With hybrid fusion, the fusion may occur at multiple stages/layers of the DL models [61, 83]. It’s commonly understood that the DL model hierarchically encodes features at different levels, starting from low-level to higher-level features as the layers go deeper [31]. In this study, we would not cover all possible combinations of fusion architecture. Therefore, following previous work [61], we consider a simple scenario, which is firstly to fuse different input channel data belonging to the same modality (sharing a representation learning network) and then to fuse the high-level features from both modalities at the later stage. Formally, the hybrid-fusion strategy can be written as:

\[
\hat{y}^{(i)} = \varphi(\text{Agg}(g_{\text{mov}}(X^{(i)}_{\text{mov}}), g_{\text{car}}(X^{(i)}_{\text{car}})))
\]

(4)

where \( \varphi \) is the classifier (e.g., fully connected neural networks) and \( g \) denotes the modality-specific networks (e.g., CNNs) that can learn representation from a specific modality such that the \( g_{\text{mov}} \) does not share network parameters with \( g_{\text{car}} \). \( \text{Agg} \) is the aggregation function that can be implemented as concatenation[51], attention mechanism [79] and tensor-based method [22].

### 3.4 Fusion Method

Based on their complexity, fusion methods can be divided into three types: simple operations, attention-based methods and tensor-based methods. For feature vectors from different modalities, the concatenation and addition are two commonly used simple operations [85]. The attention mechanism is widely used for multimodal fusion. This usually refers to dynamically calculating a weight vector for each time step (or spatial position) and weighting a set of feature vectors [5, 18]. For tensor-based methods, bilinear pooling is a method of fusing two unimodal representations to a joint presentation by calculating their outer product. This method can capture the multiplicative interaction between all elements in two vectors [81].

For the early-stage fusion, we only adopted the concatenation as the only fusion method in this study. For the late-stage fusion, we selected two commonly used simple methods, which are concatenation and element-wise addition. Hybrid fusion provides aggregated representations for each modality, which facilitates flexible fusion methods. Apart from the simple operation methods, we also evaluated the attention mechanism and the tensor-based method. The choice of fusion method may be influenced by the application context.
The method is formally denoted:

\[ K^{(i)}_{early} = \text{Concatenate}(X^{(i)}_{car, c}, X^{(i)}_{mov}) \]

where \( K^{(i)}_{early} \in \mathbb{R}^{(C_{mov} \times C_{car}) \times T} \). \( X^{(i)}_{car} \in \mathbb{R}^{C_{car} \times T} \) is the intermediate feature matrix of cardiac sensing, \( X^{(i)}_{mov} \in \mathbb{R}^{C_{mov} \times T} \) is the intermediate feature matrix of movement sensing, and the \( C_{car} \) represents the number of intermediate feature inputs of cardiac sensing.

For **late-stage fusion**, suppose we have the cardiac latent representation denoted as \( X^{(i)}_{car,c} \in \mathbb{R}^{U \times L} \), which is learned from a neural network \( g \) via \( X^{(i)}_{car} = g(X^{(i)}_{car,c}) \). The movement representation matrix is computed in the same way, which can be formally denoted as \( X^{(i)}_{mov} = g(X^{(i)}_{mov}) \) where the \( X^{(i)}_{mov} \in \mathbb{R}^{U \times L} \) is the latent representation of movement sensing. \( L \) is the temporal length and \( U \) is the representation’s dimension. For example, in a convolutional neural network, \( U \) is the number of feature maps. At the late stage, as the feature maps of each input intermediate feature were kept separately, the concatenation operation concatenates these representations together, as follows:

\[ K^{(i)}_{late} = \text{Concatenate}(X^{(i)}_{mov,1}, \ldots, X^{(i)}_{mov,C_{mov}}, X^{(i)}_{car,1}, \ldots, X^{(i)}_{car,C_{car}}) \]

In this study, for the activity counts (handcraft feature) and cardiac features, the late-stage fusion’s representation is denoted as \( K^{(i)}_{late} \in \mathbb{R}^{(C_{mov} + C_{car}) \times U \times L} \).

For the **hybrid fusion**, the high-level representation of each modality is obtained from their own sub-network. The movement sensing representation is denoted as \( X^{(i)}_{mov} = g_{mov}(X^{(i)}_{mov}) \) and the cardiac sensing is formally denoted as \( X^{(i)}_{car} = g_{car}(X^{(i)}_{car}) \). The concatenation method for the hybrid fusion can be written as:

\[ K^{(i)}_{hybrid} = \text{Concatenate}(X^{(i)}_{car}, X^{(i)}_{mov}) \]

where \( K^{(i)}_{hybrid} \in \mathbb{R}^{2U \times L} \).

### 3.4.2 Addition

The second simple operation is the element-wise addition denoted as \( \oplus \). For the **late-stage fusion**, the addition operation is to integrate the high-level representation of each channel from each modality. The method is formally denoted:

\[ Q^{(i)}_{late} = X^{(i)}_{mov,1} \oplus \ldots, X^{(i)}_{mov,C_{mov}} \oplus X^{(i)}_{car,1}, \ldots \oplus X^{(i)}_{car,C_{car}} \]

where \( Q^{(i)}_{late} \in \mathbb{R}^{U \times L} \).

For the **hybrid fusion**, the addition method will aggregate the high-level representation of each modality. Formally, it can be denoted as:

\[ Q^{(i)}_{hybrid} = X^{(i)}_{car} \oplus X^{(i)}_{mov} \]

where \( Q^{(i)}_{hybrid} \in \mathbb{R}^{U \times T} \).

### 3.4.3 Attention Mechanism

Attention methods have been broadly adopted in multimodal fusion tasks. For example, in VQA tasks the method used is to fuse the visual representations with the language representation [79]. In our study we derived the attention model that could use the attention vectors to weight one modality based on the context of another modality. The meaning behind this is to filter the most significant information from a unimodal, which is jointly relevant for three-stage sleep classification. Therefore, we designed two attention fusion methods. The first one is Attention-on-Movement (Attention-on-Mov) and the second one is Attention-on-Cardiac (Attention-on-Car). Given the cardiac representation matrix \( X^{(i)}_{car} \) and the movement representation
matrix $X_m^{(i)}$, we firstly feed them through a single-layer neural network and then apply the softmax function to generate the attention distribution over the temporal dimension, which is denoted as:

$$H_{att}^{(i)} = \tanh(W_c r X_c^{r(i)} \otimes W_m r X_m^{r(i)} + b_h)$$
$$p_{att}^{(i)} = \text{softmax}(W_{att} H_{att}^{(i)} + b_{att})$$

where $X_m^{r(i)} \in \mathbb{R}^{U \times L}$. Suppose we have linear transformation matrices that include $W_m, W_c \in \mathbb{R}^{D \times U}$ and $W_{att} \in \mathbb{R}^{L \times D}$, then $H_{att}^{(i)} \in \mathbb{R}^{D \times L}$ and $p_{att}^{(i)} \in \mathbb{R}^{L \times L}$, where $D$ is the dimension of attention embedding space. The attention weight matrix is denoted as $p_{att}^{(i)} = [p_{att,1}^{(i)} \cdots p_{att,L}^{(i)}]$ and each temporal step has an attention vector $p_{att,l}^{(i)}$, where $\sum p_{att,l}^{(i)} = 1$. The subscript $att$ stands for attention and $l$ is the temporal step index.

We assume that applying attention weights on different modalities will have an impact on the results. Therefore, two scenarios were studied in this work. The first method is to weight cardiac sensing representation based on the attention distribution and concatenate them to build the joint feature representation matrix. It can be written as:

$$V_{car}^{(i)} = X_{car}^{r(i)} p_{att}^{(i)}$$
$$K_{car}^{(i)} = \text{Concatenate}(V_{car}^{(i)}, X_m^{r(i)})$$

We refer to this method as Attention-on-Car and $K_{car}^{(i)} \in \mathbb{R}^{2U \times L}$.

The second method is to weight the latent feature of movement sensing using the attention distribution, then concatenate them to build the joint representation matrix, which can be denoted as:

$$V_{mov}^{(i)} = X_{mov}^{r(i)} p_{att}^{(i)}$$
$$K_{mov}^{(i)} = \text{concatenate}(V_{mov}^{(i)}, X_c^{r(i)})$$

We refer to this method as Attention-on-Mov and $K_{mov}^{(i)} \in \mathbb{R}^{2U \times L}$ is the merged joint representation.

### 3.4.4 Bilinear Pooling Method

Bilinear pooling is a method to compute the matrices outer product that can facilitate multiplication interaction between all elements in both matrices. It’s a method often used to fuse visual feature vectors with textual feature vectors to create a joint representation space, even though their distribution may vary dramatically[22, 45]. During the NREM sleep period, our cardiac system is co-modulated by peripheral and sympathetic neural systems. The heart rate is generally below the average of wake and REM sleep period and accompanied with tiny tremors in limb movement. We hypothesized that the bilinear model may be able to capture such tiny differences between REM and NREM sleep. Given its superior representation learning capacity, it has achieved remarkable performance in fine-grained image classification tasks [42]. Bilinear model calculates the outer product of two matrices. In this work, suppose we have two feature representation matrices $X_{car}$ and $X_{mov}$, and the bilinear representation can be written as:

$$k_{bi}^{(i)} = \text{vec}(X_{car}^{r(i)} \otimes X_{mov}^{r(i)})$$

The symbol of $\otimes$ denotes Kronecker product of two matrices, and the vec denotes the matrix vectorization. After the vectorization, we then perform an element-wise signed square-root as denoted:

$$k_{bi}^{(i)} \leftarrow \text{sign}(k_{bi}^{(i)}) \sqrt{|k_{bi}^{(i)}|}$$

and then apply $l_2$ normalization on the vector $k_{bi}^{(i)}$. We pass the normalized vector to a linear function that can reduce the feature dimensions before feeding them to the classifier.
4 EXPERIMENT DESIGN

In this section, we describe the experimental design of advanced multimodal fusion strategies and methods for the three-stage sleep classification using wearable devices. We firstly introduce two open-access datasets used in the study, including the data collection, data pre-processing and feature extraction. Secondly, we illustrate four backbone networks used with advanced multimodal fusion techniques. Finally, we list the evaluation metrics used in the study.

4.1 Dataset Description

4.1.1 Apple Watch Sleep Dataset. The first dataset used in our study is the Apple Watch Sleep Study\(^1\), which is an open-access dataset collected at the University of Michigan between 2017 and 2019 [73, 74]. The dataset consists of 31 healthy subjects with no known sleep disorders or cardiovascular diseases and neurological or psychiatric impairment disorders [74]. All subjects wore Apple Watch (Apple Inc. series 2 and 3) and performed continuous recording for 7 to 14 days, and then joined the PSG study in the sleep laboratory on the last day [74]. During the PSG study, all subjects wore Apple Watch, which recorded heart rate and triaxial acceleration [74]. The acceleration and heart rate were measured by Apple Watch and recorded by a custom-developed watch application using the built-in functions of the iOS Watch kit and HealthKit by creating a "Workout Session" in app [73]. The PSG recordings were annotated according to the AASM rules [74].

The heart rate is measured by the PPG sensor of the Apple Watch and recorded as beats per minute (BPM), and a sample is returned from the Apple API every few seconds. The heart rate data is timestamped and the interval is between 2s and 5s. After the data cleaning process, we performed the feature engineering process on triaxial acceleration data; following [69, 74], we used activity counts as the movement feature. The final activity counts were added for each sleep epoch. Since the heart rate collected from Apple Watch is calculated in two to five seconds, we may treat them as a "pseudo" instantaneous heart rate (IHR). In each sleep epoch, we calculated the summary statistics of the heart rate data (called HR statistics or HRS for short), which includes the mean, standard deviation, minimum, maximum, skewness and kurtosis of the heart rate. Together with the activity counts, we constructed a seven-dimensional vector for each sleep epoch from these intermediate summary features and called it the Apple ACT-HRS feature set.

4.1.2 MESA Dataset. The Multi-Ethnic Study of Atherosclerosis (MESA) is a multi-site prospective study that includes 6,814 men and women. The ethnic groups include White, Black/African American, Hispanic, or Chinese, and the subjects are between the ages of 45 and 84 [14, 86]. The study was designed prospectively to evaluate risk factors of cardiovascular disease. The study had 2,237 participants enrolled in the sleep exam, which includes seven days of wrist-worn actigraphy; they underwent concurrent PSG for one night (wrist-worn actigraphy collected concurrently) [86]. The subjects who reported regular night-time use of nocturnal oxygen or positive airway pressure devices were excluded from the sleep exam [86]. The actigraphy recorded the activity counts in 1/30Hz and ECG is recorded at 100Hz.

We used the method and data processing protocol provided by the benchmark study [84] to synchronize PSG, ECG and activity counts of each subject. After the data pre-processing, 1,743 of 2,237 participants satisfied the data quality condition. Full details of the study setup, protocol and sampling rates are available in [14, 84, 86]. According to the feature set used in previous research [74, 84], we used the same features including activity counts and eight HRV features derived from the NN interval data in each sleep epoch [84]. The feature set consists of the Mean NNI, Standard Derivation of RR interval (SDNN), RR interval differences (SDSD), Very Low Frequency, Low Frequency, High Frequency Bands, Low Frequency to High Frequency Ratio and Total Power. These features have been investigated in several sleep physiology studies [12, 16, 20, 50, 71]. For each sleep epoch,

\(^1\)https://physionet.org/content/sleep-accel/1.0.0/
we constructed the intermediate feature vector based on eight HRV features and the activity counts (a scalar value per sleep epoch), which we named the MESA ACT-HRV feature set.

In addition, we converted the NN intervals into IHR data, and calculated the statistical features of IHR and combined activity counts as the second intermediate feature set. The purpose is to study the feature effects on the choices of fusion strategies and methods. We named it the MESA ACT-HRS feature set.

4.2 Evaluation Metrics
For performance evaluation, accuracy, Cohen’s $\kappa$, mean F1 and time deviation ([84]) were used. The time deviation that was used in the benchmark study [84] is denoted as \( TD_k = \frac{1}{N} \sum_{i=1}^{N} (\text{Pred}_c^i - \text{GT}_c^i) \). For a sleep stage $c$, the $\text{Pred}_c$ refers to the predicted minutes and $\text{GT}_c$ refers to the ground truth sleep minutes. The superscript $i$ represents the $i$th subject. The time deviation summarizes the mean bias of the total minutes of each sleep stage predicted by the classifier in the population. To understand the impact of individual differences in performance evaluation, this study adopted the subject-level evaluation. We calculated the metrics of each subject individually and obtained the mean value and 95% confidence interval of each metric for the population.

4.3 Experimental Procedure
Following previous work, we adopted a highly overlapping sliding window method with $S = 1$ to segment the input time-series data. In [84], the hyperparameter tuning results showed that the window length can impact the prediction performance. For convolutional neural networks, a longer window produced better results compared with a shorter window.

For each sleep epoch, we selected 50 adjacent (forward and backward) sleep epochs’ data to construct the inputs with a window length of 101. The details are shown in Figure 1. For the sliding window at the beginning and end of the recording, we filled these empty sleep epoch inputs with a value of -1. For the training, validation and testing, our experimental settings are as follows:

- **Apple Watch Sleep Dataset** Following the experiment setting of previous work [74], instead of using leave-one-subject-out-cross-validation, we adopted leave-two-subjects-out cross validation. Each fold had two subjects for testing, except for the last fold, which only contained one subject (total 31 subjects and 16 folds). In each fold, we then randomly split the subjects in training dataset into a validation dataset (20%) and a training dataset (80%). The validation set was used to select the best model for the test dataset.

- **MESA Sleep Dataset** The dataset contains 1743 valid sleep records of subjects. We employed the hold-out method to divide the entire dataset into a test set of 348 subjects (20%) and a training set of 1,395 subjects (80%) following the previous study [84]. The training set was further randomly split into a validation set (20%) and a training set (80%) [84]. Again, the validation set was used to select the best model for the test dataset.

All experiments conducted in this paper adopted the above setting for each dataset respectively.

In previous work [84], it was found that the performance improvement of three-stage sleep classification was more related to increasing the number of LSTM networks instead of increasing the number of CNN layers for the three-stage sleep classification task. Therefore, in this study, we focused on the design of CNN architecture. All experiments in this work adopted the Adam gradient update rule [37] with learning rate $\alpha = 10^{-4}$, $\beta_1 = 0.9$, and $\beta_2 = 0.99$. No early-stopping or weight decay was adopted in training processing. The batch size was set to 1024 except for the experiments containing the bilinear method which were set to 512. For the attention method, we set the attention embedding dimension to 256. For the bilinear method, we reduced the size of the feature dimension to 1024 using a linear layer. The training epoch corresponding to both datasets was set to 20.
4.4 Implementation Details

4.4.1 Hyperparameter Tuning and Backbone Networks. The fusion strategies and fusion methods may not benefit from a single layer convolutional neural network. To find a feasible backbone deep CNN that was capable of serving our study, inspired by [67], we designed a backbone network and conducted a hyperparameter search on 3-5 convolutional layer blocks (corresponding to 7-13 convolutional layers). From the hyperparameter tuning results, the network from the highest F1 validation score group was selected. We further gradually reduced the number of hidden units in fully connected layers and the experimental results showed slight improvements on model performance. We called this DeepCNN. To better understand the impact of modality fusion strategies and methods in different CNN architectures, inspired by [30, 53], we further added a skip connection in each convolutional block and called it ResDeepCNN, as the skip connection became an indispensable component in a variety of neural architectures that could boost representation learning. Figure 2 lists the details of two network structures. As our study focuses on the fusion strategy and methods, the backbone network was merely designed to conduct the feasible experiments. More details about the hyperparameter search can be seen in Appendix A.

4.4.2 Backbone Network Setting. For the early-stage fusion and hybrid fusion, DeepCNN and ResDeepCNN were the main networks for the experiments. We slightly adapted the DeepCNN and the ResDeepCNN for the late-stage fusion experiments according to [78], which allowed each input channel to share the convolutional kernels but kept the feature representation separate. This means that, for a convolutional layer, the feature maps extracted from each input channel would not be fused with the feature maps of other channels. Instead, each input channel’s feature maps would be fused before the classification module (fully-connected layers). For instance, for DeepCNN in the Apple Watch dataset, if the input was an intermediate feature matrix that contained cardiac and movement sensing and was denoted as $S_i^{(l)} \in \mathbb{R}^{7 \times 101}$ (one movement feature and six HRS features), the feature map function $\mathcal{F}_i^{(l+1)} : S_i^{(l)} \mapsto S_i^{(l+1)}$ was realized by a convolutional layer, where $l$ denotes the $l$th convolutional layer. The output of the first convolutional layer was the feature map denoted as $S_i^{(1)} = \mathcal{F}_1(S_i^{(0)}) \in \mathbb{R}^{C_1 \times 7 \times 101}$, where $C_1$ was the number of feature maps of the first CNN layer. In this way, the intermediate feature of each input channel was kept separate.
5 RESULTS

This section empirically compares each combination of multimodal fusion strategies and methods based on two scenarios. The first scenario is the MESA dataset which contains multimodal data that can be extracted from research grade-wearable devices. The second scenario is the Apple Watch dataset derived from the consumer-grade smartwatches (Apple Watch Series 2 and 3) with the sleep stages annotated using the gold-standard PSG study.

We reported the performance in the order of three fusion strategies which included early-stage fusion, late-stage fusion, and hybrid fusion, and three fusion methods, including simple operation (concatenation and addition), attention mechanism, and bi-linear pooling method. We also investigated the effects of different window lengths (51 and 21), and the corresponding results can be seen in Appendix C.1. The experiments using raw accelerometer data and HR statistical features can be seen in Appendix B.2.

For consistency, all our fusion strategies and methods in each dataset were evaluated on the subject-level during the sleep recording period. In the end, we compared the model parameter size and inference time for each strategy and method. These factors are important for model selection in the context of ubiquitous computing.

5.1 Apple Watch Dataset

5.1.1 Activity Counts and HRS Features. The first experiment was performed based on activity counts and HRS feature set (ACT-HRS) derived from the consumer wearables.

Table 1. Three-stage sleep classification results (mean ± standard error at 95% confidence interval) for each combination of fusion strategies and methods with the Apple Watch dataset using ACT-HRS feature based on a window length of 101.

| Fusion Specifics | Performance Metrics | Time Deviation(min.) |
|------------------|----------------------|----------------------|
|                  | Accuracy(%) | Cohen’s \(\kappa\) | Mean F1(%) | Non-REM sleep | REM sleep | Wake |
| Early-Stage Fusion | DeepCNN |Concatenation | 72.3 ± 2.5 | 40.0 ± 5.8 | 59.0 ± 3.6 | -0.6 ± 22.3 | 11.8 ± 22.5 | -11.2 ± 6.9 |
|                  | ResDeepCNN |Concatenation | 76.0 ± 2.4 | 45.7 ± 6.1 | 63.4 ± 3.5 | 12.3 ± 17.2 | -4.0 ± 17.1 | -8.2 ± 7.3 |
| Late-Stage Fusion | DeepCNN |Concatenation | 76.2 ± 2.7 | 47.0 ± 7.1 | 63.7 ± 4.5 | 8.4 ± 16.5 | 1.3 ± 19.4 | -97 ± 7.1 |
|                  | ResDeepCNN |Concatenation | 75.5 ± 2.9 | 47.0 ± 6.5 | 63.4 ± 4.2 | 10.4 ± 18.5 | -2.1 ± 19.6 | -83 ± 7.0 |
|                  | DeepCNN |Addition | 78.2 ± 2.1 | 49.9 ± 6.9 | 65.2 ± 3.8 | 11.4 ± 10.4 | -0.6 ± 11.2 | -10.8 ± 6.6 |
|                  | ResDeepCNN |Addition | 78.2 ± 2.3 | 52.0 ± 5.8 | 66.5 ± 3.8 | 19.9 ± 11.7 | 4.7 ± 12.6 | -6.5 ± 7.3 |
| Hybrid Fusion | DeepCNN |Concatenation | 72.9 ± 3.0 | 40.1 ± 6.6 | 60.6 ± 3.8 | 10.7 ± 20.1 | 0.6 ± 19.5 | -114 ± 6.4 |
|                  | Addition | 72.1 ± 2.9 | 38.6 ± 6.5 | 58.9 ± 3.9 | 8.8 ± 20.4 | 1.3 ± 19.9 | -10.2 ± 7.3 |
|                  | Attention-on-Mov | 73.5 ± 2.9 | 41.3 ± 6.2 | 60.4 ± 3.9 | 1.2 ± 18.7 | 5.0 ± 18.9 | -6.2 ± 7.7 |
|                  | Attention-on-Car | 71.1 ± 3.4 | 37.4 ± 6.7 | 58.1 ± 4.1 | 7.5 ± 24.3 | 0.7 ± 23.1 | -8.2 ± 7.5 |
|                  | Bilinear | 69.5 ± 3.5 | 29.5 ± 7.5 | 53.0 ± 4.2 | 12.2 ± 25.7 | 10.0 ± 25.0 | -113 ± 8.5 |
|                  | DeepCNN |Concatenation | 74.4 ± 2.4 | 44.2 ± 5.7 | 62.0 ± 3.3 | 2.5 ± 16.7 | 5.3 ± 16.9 | -7.8 ± 7.0 |
|                  | Addition | 74.9 ± 2.3 | 44.3 ± 5.4 | 62.3 ± 3.7 | 12.8 ± 14.2 | -7.6 ± 15.6 | -5.2 ± 8.2 |
|                  | Attention-on-Mov | 75.2 ± 2.6 | 45.0 ± 5.6 | 63.1 ± 3.4 | 10.4 ± 19.4 | -2.0 ± 19.5 | -8.4 ± 7.2 |
|                  | Attention-on-Car | 72.2 ± 3.0 | 41.5 ± 6.8 | 59.7 ± 3.8 | -2.9 ± 25.3 | 12.0 ± 26.4 | -9.1 ± 6.7 |
|                  | Bilinear | 70.8 ± 3.5 | 38.4 ± 7.5 | 58.1 ± 4.4 | -2.8 ± 22.9 | 6.4 ± 24.8 | -3.5 ± 8.0 |

Table 1 lists the subject-level evaluation results of the Apple Watch dataset based on the window length of 101 during the sleep recording period. Since Apple Watch sampled the heart rate data with the unknown resolution and method, we only performed the experiments based on the ACT-HRS feature setting.

Overall, the ResDeepCNN achieved the highest mean F1 score of 66.5%, the Cohen’s \(\kappa\) of 52 and accuracy of 78.2% using the addition method in late-stage fusion. The same methods used on DeepCNN were higher than these in early-stage fusion too.
In the hybrid fusion strategy, using the Attention-on-Mov method achieved the highest scores irrespective of backbone networks. We observed the same pattern in the experiments using the window lengths 51 and 21. For window lengths 51 and 21, the highest performed models in each category were lower than the highest performed models using the window length of 101. We listed these results for window lengths 51 and 21 in Appendix C.1.

5.2 MESA Sleep Dataset Results

The second experiment was conducted on the MESA dataset. It was by far the largest sleep dataset that contained activity counts and instantaneous heart rate, which might be extracted from research-grade wearable devices. Again, we performed experiments on two different feature sets. The first feature set included activity counts and HRV features (ACT-HRV) [84], while the second feature set was ACT-HRS derived using the same feature extraction method in the Apple Watch dataset.

5.2.1 MESA Activity Counts and HRV Features. The reason for using the HRV features was that they had sleep physiological meaning. Table 2 shows the subject-level evaluation results based on the window length of 101. For the early-stage and late-stage fusion, the results of two backbone networks were comparable, which showed the skipping connections did not improve the classification performance.

Table 2. Three-stage sleep classification results (mean ± standard error at 95% confidence interval) for each combination of fusion strategies and methods with the MESA test dataset using the ACT-HRV feature set based on a window length of 101.

| Fusion Strategies | Network | Fusion Method | Accuracy(%) | Cohen’s $\kappa$ | Mean F1(%) | Non-REM sleep | REM sleep | Wake |
|-------------------|---------|---------------|-------------|-----------------|-----------|--------------|-----------|------|
| **Early-Stage Fusion** | DeepCNN | Concatenation | 78.6 ± 0.9 | 0.9 | 62.8 ± 1.8 | 71.1 ± 1.3 | 27.1 ± 6.9 | -6.5 ± 3.6 | -20.7 ± 6.4 |
| | ResDeepCNN | Concatenation | 78.0 ± 1.1 | 0.6 | 60.2 ± 2.0 | 71.1 ± 1.4 | 54.1 ± 7.0 | 1.2 ± 3.8 | -55.3 ± 6.6 |
| **Late-Stage Fusion** | DeepCNN | Concatenation | 79.6 ± 0.9 | 0.9 | 64.3 ± 1.8 | 72.5 ± 1.3 | 12.9 ± 6.6 | 0.1 ± 3.5 | -13.0 ± 6.2 |
| | ResDeepCNN | Concatenation | 78.5 ± 0.9 | 0.9 | 62.3 ± 1.8 | 71.1 ± 1.3 | 25.7 ± 6.4 | -6.8 ± 3.3 | -18.9 ± 6.4 |
| **Hybrid Fusion** | DeepCNN | Concatenation | 77.6 ± 1.1 | 0.9 | 62.7 ± 1.8 | 71.4 ± 1.3 | -12.7 ± 7.3 | 7.2 ± 3.9 | -5.5 ± 7.0 |
| | | Attention-on-Mov | 79.0 ± 0.9 | 0.9 | 62.9 ± 1.7 | 70.7 ± 1.3 | 53.6 ± 6.9 | -15.0 ± 3.3 | -38.6 ± 6.3 |
| | | Attention-on-Car | 79.0 ± 1.0 | 0.9 | 63.9 ± 1.8 | 72.1 ± 1.3 | 23.0 ± 7.0 | -4.9 ± 3.5 | 2.6 ± 6.9 |
| | | Bilinear | 78.1 ± 1.0 | 0.9 | 63.0 ± 1.7 | 71.6 ± 1.3 | -2.1 ± 6.8 | 6.5 ± 4.0 | -4.4 ± 6.3 |
| | ResDeepCNN | Concatenation | 75.7 ± 0.9 | 0.9 | 58.6 ± 1.8 | 68.8 ± 1.2 | 3.7 ± 6.8 | 16.6 ± 4.0 | -20.3 ± 6.3 |
| | | Attention-on-Mov | 79.7 ± 0.9 | 0.9 | 65.3 ± 1.7 | 72.7 ± 1.3 | 6.4 ± 6.7 | -7.7 ± 3.4 | 1.3 ± 6.7 |
| | | Attention-on-Car | 79.8 ± 0.9 | 0.9 | 64.1 ± 1.7 | 72.7 ± 1.3 | 24.1 ± 6.9 | -9.7 ± 3.2 | -14.4 ± 6.5 |
| | | Bilinear | 78.5 ± 1.0 | 0.9 | 62.7 ± 1.7 | 70.5 ± 1.3 | 37.6 ± 7.0 | -9.5 ± 4.0 | -28.1 ± 6.2 |

For the hybrid fusion strategy, the ResDeepCNN achieved the highest accuracy, the Cohen’s $\kappa$ and the mean F1 score of 79.6%, 65.5 and 73.3%, respectively, using the Attention-on-Mov method. The results were statistically significant ($p < 0.05$) and higher than the models in the early-stage fusion. Those metrics were higher than the Attention-on-Car models too. Similar to the Apple Watch dataset, the performance of models based on window lengths 51 and 21 tend to be worse than experiments performed with window length 101. We list these results in Appendix C.1.

In terms of time deviation, DeepCNN achieved the optimal time deviation using the Attention-on-Mov method. The mean value of NREM sleep time deviation was 0.9, and the mean value of REM sleep time deviation was 6.1.
5.2.2 MESA Activity Counts and HRS Features. We derived the heart rate statistical features from the instantaneous heart rate (IHR) data in the MESA dataset. The purpose was to understand whether the type of intermediate feature would cause a difference in results.

The subject-level evaluation is shown in Table 3. In the early-stage fusion, similar to the ACT-HRV feature setting, the results of two backbone networks were comparable. The ResDeepCNN, using the Attention-on-Mov fusion method, achieved the highest accuracy, the Cohen’s $\kappa$, and the mean F1 score of 80.3%, 65.6, and 72.9%, respectively. However, the Attention-on-Mov model based on the ACT-HRS feature set highly overestimated the NREM sleep time and underestimated the wake minutes. Again, the models with window lengths 51 and 21 achieved lower performance than 101. Therefore, we listed these results in Appendix C.1

Table 3. Three-stage sleep classification results (mean ± standard error at 95% confidence interval) for each combination of fusion strategies and methods with the MESA test dataset using the ACT-HRS feature set based on a window length of 101.

| Fusion Strategy | Network | Fusion Method | Accuracy(%) | Cohen's $\kappa$ | Mean F1(%) | Non-REM sleep | REM sleep | Wake |
|-----------------|---------|---------------|-------------|-----------------|------------|---------------|------------|------|
| Early-Stage Fusion | DeepCNN | Concatenation | 78.0 ± 1.0  | 63.4 ± 1.8 | 72.0 ± 1.2 | 2.7 ± 0.7 | 15.6 ± 4.0 | -18.2 ± 6.4 |
| ResDeepCNN     | Concatenation | 76.9 ± 1.1 | 61.9 ± 1.9 | 71.1 ± 1.3 | -36.7 ± 7.8 | 12.1 ± 4.2 | 24.5 ± 7.5 |
| Late-Stage Fusion | DeepCNN | Concatenation | 79.1 ± 1.0 | 64.7 ± 1.7 | 72.8 ± 1.3 | 0.6 ± 0.9 | 7.5 ± 3.7 | -8.1 ± 6.4 |
| ResDeepCNN | Concatenation | 78.1 ± 0.9 | 62.8 ± 1.6 | 70.6 ± 1.2 | 23.1 ± 6.6 | -4.5 ± 3.7 | -18.5 ± 6.3 |
| Hybrid Fusion | DeepCNN | Concatenation | 77.8 ± 1.0 | 62.5 ± 1.7 | 71.0 ± 1.3 | -1.1 ± 7.3 | -0.7 ± 3.5 | 1.8 ± 6.8 |
| ResDeepCNN     | Concatenation | 77.7 ± 1.0 | 62.6 ± 1.7 | 70.7 ± 1.2 | 24.3 ± 7.0 | 3.7 ± 3.9 | -28.0 ± 6.4 |

5.3 Inference Efficiency

In the mobile computing scenario of three-sleep stage classification, the model based on the deep learning architecture may require sufficient computing resources. This may be a challenge for many inexpensive or low-end smartwatches and smartphones. Table 4 shows the model parameter size and inference time of each combination of fusion strategies and methods. In addition, we counted the number of trainable parameters and calculated the time required for forward propagation (running on CPU). All experiments were conducted using Pytorch 1.6 and the hardware platform consisted of 8 cores AMD-7 3700X with 4.4GHz and 64GB DDR4 memory. We independently ran each model 10 times on the Apple Watch dataset. Each time, we inferred 500 samples (sleep epochs) using the Pytorch profiling module to calculate the statistical summary of the inference time.

Overall, the models using the addition method in late-stage fusion, hybrid fusion, and concatenation in early-stage fusion had the least model parameters. As a result, the models in early-stage fusion achieved the shortest inference time. The addition method in the late-stage fusion had the same number of parameters as the models in early-stage fusion, but the inference time was increased by 7-10 times. This was because the late-stage fusion calculated the feature maps of each input channel separately and fused them before the classifier module (fully connected layers). Consequently, the feature matrix extracted by the convolutional module was a 3D tensor (e.g., the number of input feature dimensions × number of feature maps × temporal steps) in the late-stage fusion.
Table 4. The number of model parameters and inference time of each combination of fusion strategies and methods evaluated in millions of parameters and milliseconds respectively with the Apple Watch dataset, using the ACT-HRS feature sets based on a window length of 101.

| Fusion Strategy | Network   | Fusion Method | Total Parameters (M) | Inference Time (ms per sample) |
|-----------------|-----------|---------------|----------------------|---------------------------------|
| Early-Stage     | DeepCNN   | Concatenation | 9.44                 | 3.52±0.08                       |
|                 | ResDeepCNN| Concatenation | 9.44                 | 3.54±0.08                       |
| Late-Stage Fusion| DeepCNN   | Concatenation | 48.75                | 22.9±0.17                       |
|                 | ResDeepCNN| Concatenation | 48.75                | 31.16±5.86                      |
|                 | DeepCNN   | Addition      | 18.80                | 7.13±0.12                       |
|                 | ResDeepCNN| Addition      | 18.80                | 7.02±0.16                       |
| Hybrid Fusion   | DeepCNN   | Addition      | 12.24                | 7.0±0.14                        |
|                 | ResDeepCNN| Addition      | 12.24                | 7.27±0.17                       |
|                 | DeepCNN   | Attention-on-Act | 19.07             | 7.32±0.12                       |
|                 | ResDeepCNN| Attention-on-Act | 19.07            | 7.0±0.14                         |
|                 | DeepCNN   | Bilinear      | 274.65               | 10.09±0.11                      |
|                 | ResDeepCNN| Bilinear      | 274.65               | 10.22±0.17                      |

In contrast, the early-stage fusion generated a 2D tensor (e.g., number of feature maps × temporal steps). The convolution operation required additional time to calculate the feature maps of each input channel. The bilinear model had the largest model parameters. Most model parameters belonged to the feature representation module, which contained a fully connected layer to reduce the dimension of feature representation at an order of two magnitudes. Since the calculation speed of the fully connected (FC) layer was much faster than the convolutional layer, the inference time did not increased as much as the model parameter size.

6 EXPLORATION OF USING GRAD-CAM ON SLEEP SENSING DATA

One of the major drawbacks to the consumer sleep monitoring devices was inaccurate results with an unknown decision making process, which would harm the user’s confidence and trust in the devices [63]. Explanation of the decision-making process lies at the heart of a responsible research in applied machine learning [27]. Before building confidence and trust, the first step is communication and explanation [41]. Unlike multimedia data, the time-series data requires the user to associate a meaning to the values in the temporal dimension [27].

To investigate in what kind of visualization of the decision-making process of multimodal fusion can be understood by humans, the gradient class activation map (Grad-CAM) [66] was adopted to visualize the important areas that matter to a specific class prediction from a qualitative perspective. In sleep physiology, the HRV features such as HF and LF have been proven to be different based on different sleep stages, e.g., NREM sleep is associated with a lower overall HRV, and REM sleep is accompanied by increased variability [72]. Wake is associated most often with changes in activity counts. Based on these phenomena, we selected subjects from the MESA test dataset with F1 scores greater than 90%. To obtain clear graphics, a post-processing method was used on the Grad-CAM output, which simplified the time-series data by setting the heat map value to 1 if the CAM value was greater than a threshold of 0.8, otherwise it was set to 0.2.

Not all sleep epochs generated have consistent patterns, as the neural network is known to be able to learn background information that is relevant to the classification [1, 27]. Then we chose sleep epochs with good quality 2. We then presented the visualization results to sleep experts, and the feedback showed that sleep technologists tend to use fewer PSG channels to reduce the overload of irrelevant information during sleep stage annotation.

2a) stay in a sleep stage for at least 5 minutes. b) The fluctuation patterns of the highlighted areas should be similar to that described in the studies of sleep physiology.
To reduce the input channels, filtering them by feature importance scores calculated on the CAM value is a feasible method. We randomly selected 1k correctly predicted samples for each sleep stage from the test set and calculated their CAM values under the window length of 101. For each sleep epoch, we counted the number of time steps if their CAM value was greater than 0.8 and summed and normalized them as occurrences for each intermediate feature to obtain their relative importance score. Afterwards, we then calculated the mean value of all samples for each intermediate feature per sleep stage. Figure 4 shows the feature importance for each sleep stage.

We retained the top three channels of each sleep stage to simplify the visualization as shown in Figure 3. To test whether this visualization is useful and can be understood by humans, we designed a game system that could conducted the exploratory study with users. The game system serves the purpose of engaging user to read and understand these visualization. The study consists of two phases, which investigate the accuracy of sleep stage classification by humans based solely on the input signals in the cases of Non-CAM and CAM visualization, respectively. In each phase, we encoded a continuous period of sleep data (intermediate feature data and hypnogram) for each sleep stage into videos to speed up the training process. In each phase, users would first watch the training videos; then they would be asked to recognize nine randomly selected sleep epochs that did not belong to the training videos. At the end of the test, users will be informed of their sleep stage classification accuracy.

There are not established rules for sleep stage classification using movement and cardiac sensing data. As a pilot study, we recruited 25 individuals from Amazon’s Mechanical Turk. The task took, on average, 20–45 minutes to complete and participants were compensated USD 7.00. All procedures received ethical approval from the University’s ethical review board and the Research Ethics Committees (RECs). In total, we received 25 answers. Figure 5 (a) shows the classification accuracy of CAM-assisted sleep stage classification is higher than the Non-CAM sleep stage classification. We further analyzed the results in detail by sleep stages in Figure 5 (c). As can be seen, CAM-assisted visualizations improved human recognition accuracy on all sleep stages. To test whether the system can improve user’s understanding of the visualization, we also designed a question a five-point Likert scale. The results showed that the majority of participants either Strongly Agree or Agree that the machine-assisted visualization helped them to understand the difference between each sleep stage.

3https://gradcamvisual1.azurewebsites.net/
Fig. 4. The mean of total class activation value for each sleep stage from MESA dataset (ACT-HRV feature) using ResDeepCNN (Addition) in the late-stage fusion. ACT: Activity Counts, MNNI: Mean NNI, SDNN: Standard Deviation of NNI, SDSD: Successive RR Interval Differences, VLF: Very-Low-Frequency Band, LF: Low-Frequency Band, HF: High-Frequency Band, LF/HF: The ratio of Low Frequency to High Frequency, SPI: The Signal Power Intensity.

Fig. 5. (a) A user study of three-stage classification accuracy calculated per participant-wise for Non-CAM and CAM assisted visualization. (b) The answer of The machine-assisted visualization helped me to understand the difference between each sleep stage. (c) The breakdown of classification accuracy calculated for each sleep stage.

7 DISCUSSION
7.1 Simple Fusion Method and Fusion Strategy
7.1.1 Concatenation and Addition. All three fusion strategies used the concatenation method. In the early-stage fusion, the backbone network fused the latent features from each modality at every convolutional layer. All models studied in this paper surpassed previous studies, except for the models using the bilinear method. With the Apple Watch dataset, the skip connection numerically improved the performance for models in early-stage fusion, but the performance with the MESA dataset decreased. A possible explanation for this might be that simply adding a skip connection may not benefit the model prediction performance in early-stage fusion when the training data is sufficient.

In the late-stage fusion, the concatenation method numerically improved the prediction performance of all metrics for ResDeepCNN compared with the early-stage fusion. In terms of the concatenation method, parameter size and reasoning time increased by five times and six times, respectively, but the performance did not increase by that much. The addition method in late-stage fusion achieved the highest performance with the Apple Watch.
dataset. This may indicate the benefit of keeping latent features separate, and fusing them at a higher level might produce better results. Another possible explanation for this is the increase in network parameters.

For the hybrid fusion, we first fused cardiac intermediate features at the early stage and fused them with the movement sensing representation at the late stage. With the Apple Watch dataset, the simple operation method produced the same or better results compared with early-stage fusion. The methods in this category increased model parameters and inference time, but the classification performance hardly improved. The addition method aggregated the modal representation at the later stage, and similarly, it only obtained comparable results. A similar pattern was observed with the MESA dataset. These findings suggest that the effectiveness of simple operation methods may be affected by fusion strategies.

7.2 Complex Fusion Method and Fusion Strategy

Bilinear pooling turned out to be the weakest fusion method in the hybrid fusion strategy. This is a particularly interesting result, because the tensor-based methods showed improvements in the multimodal fusion literature such as with the task of visual question answering [81]. It is possible that these results could be due to the failure to use the CNN network to learn about a post-bilinear latent feature. The model parameters were too large to be suitable for mobile computing scenarios. The cost of exploring the potential solutions exceeded the benefits.

With the attention mechanism, with the MESA dataset using the ACT-HRV feature setting, the mean F1 and Cohen’s $\kappa$ of ResDeepCNN using the Attention-on-Mov method were statistically higher than the those in early-stage fusion. With the Apple Watch dataset, the same method can also produce comparable results to the highest performing method in the late-stage fusion, and the inference speed is three times faster. Moreover, the time deviation value was balanced in the prediction of each sleep stage.

Compared to the Attention-on-Car method, we observed a similar pattern with the MESA dataset, that is, applying attention weights to the latent features of movement produced higher results. It can therefore be assumed that the attention method improved the network’s ability to learn better representations that can benefit three-stage sleep classification by adjusting the weights of movement sensing representations, as it was difficult to discern REM sleep and NREM sleep using movement sensing alone.

7.3 Model Selection

The model parameters, model architecture, model inference time and model performance were the key considerations for the model selection in ubiquitous computing. In addition to these factors, the time deviation should also be considered. It reflected the bias of the model prediction for each sleep stage. With imbalanced sleep data sets, biased models may constantly overestimate the duration of certain sleep stages and may lead to unreasonable health decisions. The mean and standard error of time deviation should be as close to zero as possible. In terms of inference time, predicting sleep data for a whole night, using the late fusion strategy was 6.2 times slower than when using the early-stage fusion strategy. As the model calculates the feature maps of each input channel individually using the convolution method, the time consumption of this method was related to the number of input intermediate features. In addition, for the design of the fusion strategy, we should also consider the ratio of module parameters to inference time. For instance, the parameters of the bilinear model were 77 times larger than the early-stage fusion models, but the speed was only three times slower. Because most of the model parameters belonged to a fully connected layer in the bilinear module, which reduced the feature dimension of the feature matrix (the results of the matrix outer product).

From the results of Appendix B.2, the use of raw accelerometer data generated comparable results when compared to the use of handcraft features but with increased model parameters and inference time. It was considered a sub-optimal solution for long-term sleep stage monitoring.
In summary, if the movement and cardiac sensing data can be transmitted to the smartphone, the ResDeepCNN with the addition method in the late-stage fusion may be a feasible model for everyday use. Since it achieved the highest F1 score and with a balanced time deviation on each sleep stage. In the scenarios with limited computing resources such as smartwatches, using the early-stage fusion and the ResDeepCNN model may be a practical choice. The cost of using the late-stage fusion has increased by 9 time in inference time.

7.4 Cross Dataset Comparison
Based on activity counts and HRS features, the highest performing model for the MESA dataset achieved higher performance than the highest such model for the Apple Watch dataset. Not only were the classification metrics of the MESA dataset higher than these of the Apple Watch dataset, but the standard error on the MESA dataset was smaller. It seems possible that these differences were due to two reasons. The first reason was that the Apple Watch dataset contained far fewer subjects compared with the MESA dataset. The second possible reason was the differences in data acquisition equipment and data pre-processing methods. The HR sensing module of Apple Watch dynamically calculated the HR data within two-five seconds, whereas the cardiac sensing used in the MESA dataset is IHR. The higher resolution IHR data might provide more discriminant information in order to discern three sleep stages.

7.5 Exploratory Research of Visualization
One of the objectives of this work is to better understand in what way the decision-making process of neural networks using multimodal fusion techniques on sleep stage classification can be understood by humans. Based on Grad-CAM scores, a simplified visualization method was adopted in this study and an exploratory study with users was performed. Our visualization tool can highlight both the key temporal signal segments and the most discriminant feature channels, and by providing important clues/patterns for users it can serve as an assistant tool in understanding different sleep stage signals.

Compared with highlighting the temporal steps, the channel dimension reduction retained the minimum number of discriminant channels for sleep stage classification, which showed a combined reduction that could improve user understanding. Based on the repeated patterns of activity count and HRV features during a continuous sleep period, the results demonstrated that reducing information overload could improve human understanding on three-stage sleep recognition performance. The visualization increased users’ understanding in terms of the neural network decision making process to some extent.

Wake recognition accuracy was higher than in the other two sleep stages, which indicating the wrist movement, is obvious to classify wake. This result is consistent with the known capability of actigraphy can be used to distinguish between wake and sleep. The highlighted patterns that appeared in the continuous sleep stage agreed with previous sleep physiology findings to some extent.

The modeling process has window bias and Grad-CAM modeling bias. For example, this study adopted a window length of 101 (50.5 minutes). The highlighted areas will move backwards as the window moving forwards. The network is capable of locating signatures in a window that are meaningful for the current sleep stage recognition. This is very different to the annotation process using high-resolution (over 100Hz) PSG data. An interesting question for future work is to investigate whether these patterns have physiological meaning.

Many existing interpretation and visualization techniques have been developed for visual data, yet it is unclear whether these methods are suitable for explaining sleep time-series data. This is a pilot study to investigate whether Grad-CAM applied to sleep time-series wearable data may be useful to humans. It is one of the mainstream methods used in visual and text data but is subject to the network structure. For instance, it is difficult to highlight the important areas in channels in early-stage fusion models without substantial changes to the method. On the other hand, it is difficult for humans to understand the highlighted patterns in the time dimension.
We also observed the interesting results, e.g., 3 out 25 users experienced negative impacts on their understandings. In addition, the questionnaire data also highlighted that not everyone agreed that the system helped them to understand the difference in the patterns between sleep stages. A possible explanation for this might be that the visualization may not be understood by every person, or the training and testing process may be problematic. Future studies may consider conducting experiments with more detailed personalized questions.

The visualization was designed as a pilot study to understand the decision-making process of multimodal fusion for sleep stage classification. So, we did not investigate other mainstream interpretation methods, nor did we conduct large-scale user research. Future work may consider investigating the other interpretation methods such as SHAP, Anchor, etc. or even create a special algorithm for time-series data to facilitate intuitive understanding by humans.

7.6 Comparison with Previous Work and Implications

![Comparison with Previous Work and Implications](image)

Fig. 6. (a) The CNN(101) and early-stage fusion based on the MESA (ACT-HRV) dataset used in [84]. (b) Hybrid fusion using ResDeepCNN (Attention-on-Act) based on the MESA (ACT-HRV) dataset (c) Walch et al. using multiple layer perception based on activity counts, HR and circadian time [74] (d) Late-stage fusion using ResDeepCNN (Addition) based on the Apple Watch Dataset (e) Late-stage fusion using ResDeepMixCNN (Concatenation) using raw accelerometer data and HRS based on the Apple Watch dataset.
Table 5. Three-stage sleep classification prediction results compared with previous work evaluated at subject level (mean ± standard error at 95% confidence interval) during the recording period.

| Fusion Specifics | Dataset and Feature Set | Fusion Stage | Model | Accuracy (%) | Cohen’s $\kappa$ | Mean F1 (%) | Time Deviation (min.) |
|------------------|-------------------------|-------------|-------|--------------|-----------------|-------------|----------------------|
|                  | MESA (ACT-HRV)          | Early-stage Fusion | CNN (101) [Zhai, 2020] | 76.0 ± 1.0 | 58.6 ± 1.9 | 68.1 ± 1.3 | 14.9 ± 6.7 | -0.5 ± 4.3 | -14.4 ± 5.8 |
|                  |                         | Hybrid Fusion | ResDeepCNN (Attention-on-Mov) | 79.8 ± 0.9 | 65.5 ± 1.8 | 73.3 ± 1.3 | -0.9 ± 6.4 | 6.1 ± 3.7 | -5.1 ± 6.3 |
|                  | Apple Watch (Activity Counts, HR, Time) | Early-stage Fusion | MLP [Walch, 2019] | 72.1 ± 2.4 | 23.7 ± 4.4 | 47.8 ± 3.6 | 84.2 ± 17.2 | -65.4 ± 15.0 | -18.8 ± 6.1 |
|                  |                        | Late-stage Fusion | ResDeepCNNAddition | 78.2 ± 2.3 | 52.0 ± 5.8 | 66.5 ± 3.8 | 1.9 ± 11.7 | 4.7 ± 12.6 | -6.5 ± 7.3 |

Table 5 and Figure 6 show the results compared with previous works. We have observed that the use of multimodal fusion strategies and fusion methods can improve model prediction performance. With the three-stage sleep classification dataset, the class imbalance issue causes the classifier to be biased towards the majority class, which is NREM sleep.

To compare with the previous work, we conducted ten runs of the model with the highest mean F1 and the baseline model for each dataset, respectively. Each run used a different random number seed. We performed a $t$-test on the accuracy, Cohen’s $\kappa$ and mean F1 score. Compared with the previous work [84] with the MESA dataset, the accuracy ($p<0.001$), Cohen’s $\kappa$ ($p<0.001$) and mean F1 score ($p<0.001$) improved statistically significantly with the MESA dataset using the ACT-HRV feature set. With the Apple Watch dataset, the accuracy ($p<0.001$), mean F1 score ($p<0.001$) and Cohen’s $\kappa$ ($p<0.001$) were also statistically higher than previous work [74]. These improvements suggest that the proper multimodal fusion strategy and method can improve the robustness of the model, which is a step towards automated three-stage sleep classification. The findings reported here suggest that reasonable performance may be achieved using the movement and cardiac features derived from consumer/research-grade wearable devices.

8 CONCLUSION

Using actigraphy to monitoring sleep-wake has existed for many decades. But, for sleep stage classification, we have relied on the PSG study, which is an expensive, burdensome, laboratory sleep monitoring method. This limits many research advances in sleep and health. In recent years, more and more new products using ubiquitous computing technology have been passed FDA clearance, such as the Apple Watch irregular heart rate detection function [56]. The achievements of these wearables provide important instrumental tools for study of longitudinal sleep and health. The core contribution of this work lies in our systematic study on how to better integrate multi-modal data to monitor three-stage sleep that may use consumer/research grade wearables. Through our study, the performance of several new models exceeded the previous benchmark studies significantly. We have provided a new multimodal fusion benchmark for the ubiquitous computing community. This has provided the potential for the use of consumer wearables to study the sleep health of large-scale populations in the future. One of the motivations for this work was to respond to previous research that called for more accurate and transparent sleep stage sensing algorithms on consumer wearable devices [74]. We hope this work will encourage more researchers, consumers, and application developers to use consumer/research grade wearables to study and understand sleep and health.
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A HYPERPARAMETERS TUNING AND RESULTS

The hyperparameter tuning was performed based on the designed backbone network from three to five convolutional blocks (7-13 convolutional layers). The first two blocks consisted of two convolutional layers. The third, fourth and fifth convolutional blocks consisted of three convolutional layers. The hyperparameter search aimed to reduce the search space and maintain suitable temporal lengths of the latent features. The hyperparameter tuning only focused on the number of kernels for each convolutional block. The convolutional layer kernel length has been investigated in the previous study [84]. We set the kernel length of all convolutional layers to 3.

The number of hidden units in the fully connected layers was all set to the same value during the hyperparameter tuning process to reduce the search space. Furthermore, we performed the hyperparameter tuning based on the MESA dataset - the largest dataset containing the cardiac and activity data to date. Therefore, we expected the hyperparameter tuning could discover robust backbone networks for this study.

Fig. 7. DeepCNN backbone network hyper-parameters tuning results

\[ \text{Fig. 7. DeepCNN backbone network hyper-parameters tuning results} \]
### Table 6. Hyper-parameters tuning for backbone networks

| Block/Group | Layer            | Kernel size | Number of Kernels | Padding | Stride | Hidden Units | Drop out Rate |
|-------------|------------------|-------------|-------------------|---------|--------|--------------|---------------|
| Convolutional Block 1 | Convolutional Layer 1 & 2 | 3           | 128, 256, 512     | 1       | 1      |              |               |
|             | Maxpooling       | 2           |                   |         | 2      |              |               |
| Convolutional Block 2 | Convolutional Layer 3 & 4 | 3           | 128, 256, 512     | 1       | 1      |              |               |
|             | Maxpooling       | 2           |                   |         | 2      |              |               |
| Convolutional Block 3 | Convolutional Layer 5, 6 & 7 | 3           | 128, 256, 512     | 1       | 1      |              |               |
|             | Maxpooling       | 2           |                   |         | 2      |              |               |
| Convolutional Block 4 | Convolutional Layer 8, 9 & 10 | 3           | 128, 256, 512     | 1       | 1      |              |               |
|             | Maxpooling       | 2           |                   |         | 2      |              |               |
| Convolutional Block 4 | Convolutional Layer 11, 12 & 13 | 3           | 128, 256, 512     | 1       | 1      |              |               |
|             | Maxpooling       | 2           |                   |         | 2      |              |               |
| FC Block    | Fully Connected Layer 1, 2 |              |                   |         |        | 128, 256, 512 | 0.25, 0.75   |
|             | Drop Out         |             |                   |         |        |              |               |

### B HEART RATE STATISTIC FEATURES COMBINED WITH DEEP MOVEMENT FEATURES

In our study, we also tested whether using the raw accelerometer data could achieve better results. Therefore, we designed two feasible CNNs that could extract the compatible deep features fused with the HR statistic features. The rational behind the network design was to produce a compatible representation of the HR intermediate feature. To match up the dimension of latent feature, we firstly reduced the accelerometer data sampling rate from 50Hz/20Hz to 1Hz. We then designed two CNNs to bridge the sampling gap between movement and cardiac sensing features, one for the early stage fusion and another for the late-stage and hybrid fusion. Each consisted of six convolutional layers (two convolutional blocks) to extract the deep movement feature used for fusion study. For the early-stage fusion, the network was called AccCNN-1. The hybrid and late-stage fusion used the same network to extract the latent representations, and we called it AccCNN-2. We referred to the entire network as DeepMixCNN and ResDeepMixCNN, respectively. The network structure and the experiment setting details can be seen in Figure 8 and Figure 9. We adopted the leave-two-subjects-out cross validation experimental setting on Apple Watch dataset. The training, validation and testing process used the same settings as the main content. However, we did not conduct the hyperparameter search together with the backbone network. Therefore, the network designed in the study merely served as feasible networks for the study, yet it might not be the best performing CNN. We focused on the fusion techniques rather than the contribution of network structure.

The MESA dataset contained the activity counts sampled at 1/30 Hz, which technically was no the raw data. In addition, cardiac sensing was acquired via the PSG equipment, which may be difficult to wear everyday. Therefore, the HRV features derived from the RR intervals were most likely to be available from the commercial wearable devices (e.g., photoplethysmogram data), so we did not conduct the experiments on the raw PSG data. The details of this experiment are listed in Table 7.

#### B.1 Raw Accelerometer Data and HRS Features

The highest performed model was ResDeepMixCNN in late-stage fusion, using the concatenation method. Its accuracy, the Cohen’s $\kappa$ score and the mean F1 reached 79.1%, 51.4 and 66.7% respectively. Thus, the results were comparable to the handcraft features.
Fig. 8. An overview of the three-stage sleep classification system using the raw accelerometer data with HR statistics features. The raw accelerometer data and HR statistic features were extracted for each sleep epoch (30s). The sliding window method divides the sleep data into multiple segments with window length $T$ and stride $S$. In this experiment, we have $T = 101$, and $S = 1$. We firstly use the AccCNN to learn deep features then fuse them with HR statistic features. The hypnogram represents the stages of sleep over time. Two fusion strategies and four fusion methods were studied.

Fig. 9. An overview of the two subnets used to extract the deep features from the raw accelerometer data.

B.2 Comparison of Raw Data and Intermediate Features

We compared the performance difference between using the raw accelerometer data and using the clinical/handcraft features based on the window length of 101. The ResDeepMixCNN has achieved the comparable performance on the Apple Watch dataset in terms of accuracy, Cohen’s $\kappa$ and mean F1, using the concatenation method in the late-stage fusion. The confusion matrices shown in Figure 6 demonstrated the model prediction using raw accelerometer data is biased to NREM sleep. Three reasons might cause the increased bias. The first reason may be the Apple Watch dataset has class imbalance issue. The second reason may be the modality bias of the raw accelerometer data because the wrist movement may not reflect the sleep stage (mainly NREM and REM) that much. The third reason may be caused by the lacking of hyperparameter search on the network.
Table 7. Three-stage sleep classification results (mean ± standard error at 95% confidence interval) using raw accelerometer data and HRS features based on DeepMixCNN and ResDeepMixCNN with the Apple Watch Dataset for each combination of fusion strategy and method. The experiments were performed using the same experimental setting as in the main content and evaluated at the subject level during recording period based on window length of 101.

| Fusion Strategy | Network     | Fusion Method | Performance Metrics | Deployment Metrics |
|-----------------|-------------|---------------|---------------------|--------------------|
|                 |             |               | Accuracy (%) | Cohen’s $\kappa$ | Mean F1 (%) | Model Size (M) | Inference Time (ms) |
| Early-Stage     | DeepMixCNN  | Concatenation | 74.8 ± 2.7     | 34.0 ± 5.9       | 57.2 ± 3.5 | 11.9       | 18.86 ± 1.19 |
|                 | ResDeepMixCNN | Concatenation | 79.8 ± 3.1     | 48.9 ± 7.1       | 64.5 ± 4.5 | 11.9       | 16.45 ± 0.43 |
| Late-Stage Fusion | DeepMixCNN  | Concatenation | 79.2 ± 2.8     | 48.9 ± 7.6       | 66.0 ± 4.6 | 50.8       | 37.63 ± 0.34 |
|                 |             | Addition      | 76.7 ± 2.1     | 38.7 ± 5.9       | 58.0 ± 3.7 | 11.5       | 32.75 ± 0.19 |
|                 | ResDeepMixCNN | Concatenation | 79.1 ± 3.3     | 51.4 ± 8.0       | 66.7 ± 4.7 | 50.8       | 31.19 ± 0.72 |
|                 |             | Addition      | 78.9 ± 2.8     | 48.4 ± 6.4       | 63.9 ± 4.0 | 11.5       | 33.11 ± 0.33 |
| Hybrid          | DeepMixCNN  | Concatenation | 77.3 ± 3.3     | 43.9 ± 7.3       | 63.6 ± 4.3 | 18.0       | 15.94 ± 0.22 |
|                 |             | Addition      | 75.8 ± 2.6     | 36.7 ± 7.3       | 59.0 ± 4.0 | 11.5       | 16.28 ± 0.57 |
|                 | Attention-on-Mov | Concatenation | 75.8 ± 3.1     | 39.4 ± 7.9       | 60.8 ± 4.8 | 18.3       | 15.7 ± 0.18  |
|                 | Attention-on-Car | Concatenation | 71.9 ± 3.1     | 30.4 ± 8.1       | 55.7 ± 4.8 | 18.3       | 15.7 ± 0.18  |
|                 | Bilinear    |               | 73.1 ± 3.4     | 31.4 ± 8.2       | 52.3 ± 5.2 | 273.9      | 18.89 ± 0.43 |
|                 | ResDeepMixCNN | Concatenation | 77.7 ± 2.6     | 42.8 ± 6.0       | 62.6 ± 3.5 | 18.0       | 15.64 ± 0.48 |
|                 |             | Addition      | 80.3 ± 2.9     | 48.0 ± 7.3       | 64.4 ± 4.3 | 11.5       | 15.65 ± 0.31 |
|                 | Attention-on-Mov | Concatenation | 77.1 ± 2.4     | 44.8 ± 5.9       | 62.7 ± 3.6 | 18.3       | 16.24 ± 0.32 |
|                 | Attention-on-Car | Concatenation | 75.9 ± 3.0     | 37.0 ± 7.7       | 57.7 ± 4.4 | 18.3       | 16.24 ± 0.32 |
|                 | Bilinear    |               | 72.8 ± 3.2     | 29.8 ± 6.5       | 52.1 ± 4.4 | 273.9      | 18.88 ± 0.4  |

Our observations corroborate a study using raw PSG signals for sleep stage classification [60]. That is using intermediate features instead of raw accelerometer data may alleviate the modality bias in the three-sleep stage classification task, while reducing the model parameters.

C THREE SLEEP STAGE CLASSIFICATION PERFORMANCE ON 21, 51 WINDOW LENGTH

C.1 The Effects of Sliding Windows Length

In addition to the window length of 101, we also conducted experiments based on the window lengths 51 and 21 followed the previous work [84]. For the Apple Watch dataset, the models with the highest mean F1, accuracy and Cohen’s $\kappa$ score in each fusion strategy were all based on the window length of 101. For the MESA dataset, we observed similar patterns on all feature settings. One possible explanation was when the time step of the input data became shorter, the intermediate features around the time point of the prediction might not contain enough information for three-stage sleep classification. This phenomenon corroborated the previous findings [84].
Table 8. Three-stage sleep classification results (mean ± standard error at 95% confidence interval) for each combination of the fusion strategy and method with the Apple Watch dataset using the ACT-HRS feature and evaluated at subject level during the recording period based on the window length of 51.

| Fusion Strategy | Network | Fusion Method | Accuracy (%) | Cohen’s $\kappa$ | Mean F1 (%) | Non-REM sleep | REM sleep | Wake |
|-----------------|---------|---------------|--------------|-----------------|--------------|---------------|-----------|------|
| Early-Stage Fusion | DeepCNN | Concatenation | 73.1 ± 3.1 | 40.5 ± 6.7 | 58.7 ± 4.4 | 9.1 ± 22.5 | -0.1 ± 23.5 | -90.0 ± 8.8 |
| | ResDeepCNN | Concatenation | 75.4 ± 2.9 | 43.9 ± 6.4 | 61.1 ± 3.9 | 23.0 ± 24.1 | -12.5 ± 23.7 | -10.3 ± 7.2 |
| Late-Stage Fusion | DeepCNN | Concatenation | 74.1 ± 2.7 | 41.9 ± 6.1 | 59.8 ± 3.7 | 12.0 ± 21.6 | -1.1 ± 22.1 | -10.9 ± 7.9 |
| | ResDeepCNN | Concatenation | 78.0 ± 2.3 | 50.1 ± 7.0 | 65.5 ± 3.6 | 1.3 ± 16.7 | 11.6 ± 16.8 | -12.9 ± 6.6 |
| | DeepCNN | Addition | 71.5 ± 2.9 | 37.3 ± 6.0 | 57.2 ± 3.7 | 5.0 ± 19.1 | 6.9 ± 17.7 | -11.9 ± 7.2 |
| Hybrid Fusion | DeepCNN | Concatenation | 73.5 ± 3.3 | 43.8 ± 6.1 | 58.7 ± 3.8 | 1.4 ± 20.7 | 12.3 ± 20.7 | -13.7 ± 6.3 |
| | ResDeepCNN | Concatenation | 73.1 ± 3.0 | 40.6 ± 7.1 | 60.4 ± 4.1 | 2.1 ± 24.0 | 6.9 ± 24.3 | -9.0 ± 7.9 |
| | DeepCNN | Addition | 74.9 ± 2.6 | 42.2 ± 6.5 | 60.2 ± 3.9 | 22.2 ± 21.9 | -12.2 ± 22.0 | -9.9 ± 7.1 |

Table 9. Three-stage sleep classification results (mean ± standard error at 95% confidence interval) for each combination of fusion strategy and method with the Apple Watch dataset using the ACT-HRS feature and evaluated at subject level during the recording period based on the window length of 21.

| Fusion Strategy | Network | Fusion Method | Accuracy (%) | Cohen’s $\kappa$ | Mean F1 (%) | Non-REM sleep | REM sleep | Wake |
|-----------------|---------|---------------|--------------|-----------------|--------------|---------------|-----------|------|
| Early-Stage Fusion | DeepCNN | Concatenation | 71.9 ± 2.1 | 35.2 ± 5.5 | 54.9 ± 3.5 | 22.9 ± 16.6 | -13.6 ± 16.8 | -9.0 ± 8.3 |
| | ResDeepCNN | Concatenation | 72.4 ± 2.5 | 38.1 ± 6.1 | 55.9 ± 3.9 | 21.9 ± 18.2 | -7.4 ± 18.0 | -14.6 ± 8.6 |
| Late-Stage Fusion | DeepCNN | Concatenation | 71.8 ± 2.6 | 38.3 ± 6.8 | 57.3 ± 4.2 | 11.9 ± 20.3 | -4.5 ± 21.0 | -7.4 ± 8.8 |
| | ResDeepCNN | Concatenation | 74.3 ± 2.7 | 38.9 ± 7.5 | 58.9 ± 4.2 | 6.2 ± 16.6 | 4.5 ± 17.6 | -10.7 ± 7.9 |
| | DeepCNN | Addition | 74.3 ± 2.7 | 38.9 ± 7.5 | 58.9 ± 4.2 | 6.2 ± 16.6 | 4.5 ± 17.6 | -10.7 ± 7.9 |
| | DeepCNN | Attention-on-Mov | 71.6 ± 2.6 | 35.8 ± 6.2 | 55.6 ± 4.0 | 17.7 ± 23.5 | -9.0 ± 23.4 | -17.7 ± 6.4 |
| | DeepCNN | Attention-on-Car | 71.6 ± 2.6 | 35.0 ± 5.7 | 55.8 ± 3.6 | 22.9 ± 19.7 | -5.9 ± 19.7 | -17.0 ± 6.7 |
| Hybrid Fusion | DeepCNN | Concatenation | 72.3 ± 2.7 | 36.6 ± 6.5 | 57.3 ± 4.0 | 21.3 ± 23.8 | -5.3 ± 23.3 | -15.9 ± 6.5 |
| | DeepCNN | Additon | 71.6 ± 2.2 | 35.2 ± 5.2 | 55.5 ± 3.4 | 24.7 ± 18.2 | -11.6 ± 19.1 | -13.2 ± 6.9 |
| | DeepCNN | Attention-on-Mov | 73.3 ± 2.3 | 38.0 ± 5.4 | 57.9 ± 3.3 | 33.5 ± 17.3 | -19.3 ± 17.7 | -14.2 ± 6.4 |
| | DeepCNN | Attention-on-Car | 72.1 ± 2.7 | 37.8 ± 5.5 | 57.8 ± 3.6 | 17.5 ± 19.2 | -5.8 ± 18.6 | -11.7 ± 7.9 |
| | DeepCNN | Bilinear | 70.5 ± 2.7 | 35.7 ± 5.8 | 55.9 ± 3.6 | 3.1 ± 19.2 | 1.2 ± 19.5 | -4.3 ± 9.8 |
Table 10. Three-stage sleep classification results (mean ± standard error at 95% confidence interval) for each combination of fusion strategy and method with the MESA test dataset using the ACT-HRS evaluated at subject level during the recording period based on the window length of 51.

| Fusion Strategy | Network | Fusion Method | Accuracy (%) | Cohen’s κ | Mean F1 (%) | Non-REM sleep | REM sleep | Wake |
|-----------------|---------|---------------|--------------|------------|-------------|---------------|-----------|------|
| **Early-Stage Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 78.1 ± 0.9 | 60.1 ± 1.8 | 69.3 ± 1.3 | 14.6 ± 7.3 | -18.7 ± 3.6 | 4.1 ± 6.9 | |
| ResDeepCNN | Concatenation | 76.7 ± 1.0 | 60.2 ± 1.9 | 70.3 ± 1.3 | -15.6 ± 7.4 | 12.6 ± 5.0 | 3.0 ± 6.8 | |
| **Late-Stage Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 78.4 ± 1.0 | 62.5 ± 1.8 | 71.4 ± 1.3 | 9.9 ± 7.3 | 0.2 ± 4.1 | -10.0 ± 6.4 | |
| ResDeepCNN | Concatenation | 76.5 ± 0.9 | 58.8 ± 1.7 | 66.7 ± 1.2 | 6.23 ± 7.4 | -21.7 ± 3.7 | -40.6 ± 6.9 | |
| **Hybrid Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 77.7 ± 0.9 | 61.0 ± 1.8 | 69.9 ± 1.2 | 17.3 ± 7.6 | -4.6 ± 4.2 | -12.6 ± 6.6 | |
| ResDeepCNN | Concatenation | 74.8 ± 1.0 | 55.7 ± 1.8 | 66.2 ± 1.3 | -21.0 ± 7.7 | -16.9 ± 4.2 | 37.0 ± 7.5 | |

Table 11. Three-stage sleep classification results (mean ± standard error at 95% confidence interval) for each combination of fusion strategy and method with the MESA test dataset using the ACT-HRS evaluated at subject level during the recording period based on the window length of 21.

| Fusion Strategy | Network | Fusion Method | Accuracy (%) | Cohen’s κ | Mean F1 (%) | Non-REM sleep | REM sleep | Wake |
|-----------------|---------|---------------|--------------|------------|-------------|---------------|-----------|------|
| **Early-Stage Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 75.3 ± 1.0 | 55.5 ± 1.8 | 66.6 ± 1.2 | 61.4 ± 7.7 | -4.3 ± 4.2 | -57.0 ± 6.8 | |
| ResDeepCNN | Concatenation | 75.0 ± 0.9 | 56.8 ± 1.7 | 68.3 ± 1.1 | 13.3 ± 7.4 | 16.7 ± 4.6 | -30.8 ± 6.5 | |
| **Late-Stage Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 76.6 ± 0.9 | 57.8 ± 1.6 | 68.0 ± 1.2 | 29.8 ± 7.0 | -13.9 ± 3.7 | -15.9 ± 6.4 | |
| ResDeepCNN | Concatenation | 74.4 ± 1.0 | 56.9 ± 1.6 | 66.8 ± 1.1 | 13.7 ± 7.5 | 6.9 ± 4.8 | -20.7 ± 6.4 | |
| **Hybrid Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 76.5 ± 0.9 | 57.6 ± 1.7 | 68.5 ± 1.2 | 33.8 ± 7.6 | 8.2 ± 4.4 | -42.0 ± 6.7 | |
| | | Addition | 74.8 ± 1.0 | 55.7 ± 1.8 | 67.9 ± 1.2 | 22.6 ± 7.8 | 21.7 ± 4.9 | -44.3 ± 6.6 | |
| | | Attention-on-Mov | 74.2 ± 1.0 | 56.8 ± 1.7 | 67.9 ± 1.2 | -25.4 ± 7.9 | 18.4 ± 4.7 | 7.0 ± 7.0 | |
| | | Attention-on-Car | 76.1 ± 0.9 | 57.4 ± 1.6 | 68.3 ± 1.1 | 13.1 ± 7.5 | -10.0 ± 4.3 | -12.1 ± 6.7 | |
| | | Bilinear | 76.9 ± 0.9 | 57.6 ± 1.7 | 68.0 ± 1.2 | 26.4 ± 7.2 | -20.1 ± 3.6 | -6.3 ± 6.8 | |
| ResDeepCNN | Concatenation | 76.5 ± 0.9 | 57.6 ± 1.7 | 68.5 ± 1.2 | 47.2 ± 7.4 | -9.2 ± 4.1 | -47.0 ± 6.6 | |
| | | Addition | 76.2 ± 0.9 | 55.7 ± 1.7 | 68.8 ± 1.2 | 25.0 ± 7.4 | 7.6 ± 4.3 | -32.6 ± 6.6 | |
| | | Attention-on-Mov | 75.9 ± 0.9 | 58.1 ± 1.7 | 69.0 ± 1.1 | -0.2 ± 7.5 | 10.6 ± 4.3 | -9.8 ± 6.7 | |
| | | Attention-on-Car | 75.5 ± 0.9 | 58.2 ± 1.7 | 68.8 ± 1.2 | -5.1 ± 7.5 | 13.2 ± 4.6 | -9.2 ± 6.6 | |
| | | Bilinear | 77.0 ± 0.9 | 58.7 ± 1.6 | 68.6 ± 1.1 | 39.9 ± 7.1 | -13.1 ± 3.9 | -26.8 ± 6.5 | |
Table 12. Three-stage sleep classification results (mean ± standard error at 95% confidence interval) for each combination of fusion strategy and method in the MESA test dataset using the ACT-HRV feature set evaluated at subject level during the recording period based on the window length of 51.

| Fusion Strategy | Network | Fusion Method | Accuracy (%) | Cohen’s κ | Mean F1 (%) | Non-REM sleep | REM sleep | Wake |
|-----------------|---------|---------------|--------------|-----------|-------------|---------------|-----------|------|
| **Early-Stage Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 73.7 ± 1.0 | 56.7 ± 1.8 | 67.2 ± 1.3 | 40.0 ± 6.9 | -11.1 ± 3.9 | -28.9 ± 6.5 |
| ResDeepCNN | Concatenation | 76.0 ± 0.9 | 56.9 ± 1.8 | 66.8 ± 1.3 | 63.1 ± 7.3 | -17.3 ± 3.6 | -45.9 ± 6.8 |
| **Late-Stage Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 78.4 ± 0.9 | 61.7 ± 1.8 | 70.2 ± 1.3 | 20.8 ± 6.9 | -10.9 ± 3.7 | -9.8 ± 6.4 |
| Additon | 77.6 ± 0.9 | 60.5 ± 1.8 | 69.2 ± 1.2 | 343 ± 69 | -8.6 ± 3.9 | -25.7 ± 6.5 |
| ResDeepCNN | Concatenation | 78.0 ± 1.0 | 62.4 ± 1.7 | 71.1 ± 1.2 | 2.8 ± 7.2 | 3.3 ± 4.1 | 6.1 ± 6.4 |
| Additon | 77.5 ± 0.9 | 61.1 ± 1.8 | 70.3 ± 1.2 | 16.8 ± 69 | 2.4 ± 4.0 | -19.2 ± 6.5 |
| **Hybrid Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 77.2 ± 1.0 | 60.3 ± 1.7 | 69.7 ± 1.3 | 12.5 ± 7.5 | -0.5 ± 4.4 | -12.0 ± 6.5 |
| Addition | 76.6 ± 1.0 | 59.7 ± 1.8 | 69.7 ± 1.3 | 142 ± 74 | 13.4 ± 4.6 | -27.6 ± 6.5 |
| Attention-on-Mov | 77.5 ± 1.0 | 61.2 ± 1.7 | 70.5 ± 1.3 | 353 ± 73 | 5.7 ± 4.8 | -40.9 ± 6.4 |
| Attention-on-Car | 77.8 ± 0.9 | 60.4 ± 1.7 | 68.5 ± 1.3 | 452 ± 71 | -20.6 ± 3.8 | -24.7 ± 6.4 |
| Bilinear | 77.1 ± 1.0 | 60.8 ± 1.7 | 70.6 ± 1.2 | 54 ± 69 | 12.2 ± 4.4 | -17.7 ± 6.2 |
| ResDeepCNN | Concatenation | 76.7 ± 1.1 | 60.7 ± 1.9 | 70.6 ± 1.3 | 6.2 ± 7.9 | 23.4 ± 5.4 | -29.6 ± 6.3 |
| Addition | 76.7 ± 1.1 | 61.3 ± 1.8 | 70.9 ± 1.3 | -27.4 ± 72 | 23.5 ± 4.8 | 3.8 ± 6.6 |
| Attention-on-Mov | 78.0 ± 0.9 | 62.2 ± 1.7 | 70.0 ± 1.3 | 43.9 ± 69 | -17.6 ± 3.8 | -26.3 ± 6.4 |
| Attention-on-Car | 78.3 ± 0.9 | 62.2 ± 1.7 | 70.6 ± 1.3 | 37.7 ± 71 | -4.7 ± 4.4 | -33.0 ± 6.2 |
| Bilinear | 76.8 ± 1.0 | 59.1 ± 1.8 | 69.6 ± 1.2 | 240 ± 70 | 6.7 ± 4.2 | -30.6 ± 6.2 |

Table 13. Three-stage sleep classification results (mean ± standard error at 95% confidence interval) for each combination of fusion strategy and method with the MESA test dataset using the ACT-HRV evaluated at subject level during the recording period based on the window length of 21.

| Fusion Strategy | Network | Fusion Method | Accuracy (%) | Cohen’s κ | Mean F1 (%) | Non-REM sleep | REM sleep | Wake |
|-----------------|---------|---------------|--------------|-----------|-------------|---------------|-----------|------|
| **Early-Stage Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 73.9 ± 0.9 | 57.4 ± 1.7 | 67.5 ± 1.2 | 347 ± 70 | -10.2 ± 3.7 | -24.6 ± 6.6 |
| ResDeepCNN | Concatenation | 75.4 ± 0.9 | 56.0 ± 1.7 | 67.2 ± 1.2 | 8.5 ± 7.1 | -10.9 ± 3.7 | 24.6 ± 6.7 |
| **Late-Stage Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 76.0 ± 0.9 | 57.5 ± 1.7 | 68.0 ± 1.1 | 121 ± 71 | -4.5 ± 3.9 | -7.6 ± 6.5 |
| Additon | 74.4 ± 0.9 | 54.4 ± 1.7 | 64.0 ± 1.2 | 267 ± 7.7 | -21.6 ± 3.8 | -5.1 ± 7.2 |
| ResDeepCNN | Concatenation | 76.2 ± 0.9 | 58.2 ± 1.7 | 68.0 ± 1.2 | 167 ± 69 | -7.3 ± 3.8 | -9.6 ± 6.5 |
| Addition | 75.3 ± 0.9 | 56.0 ± 1.7 | 65.4 ± 1.2 | 198 ± 7.8 | -19.2 ± 3.8 | -19.5 ± 7.0 |
| **Hybrid Fusion** | | | | | | | | |
| DeepCNN | Concatenation | 75.8 ± 1.0 | 57.5 ± 1.7 | 68.5 ± 1.2 | 21.2 ± 7.7 | 3.6 ± 4.4 | -24.8 ± 7.0 |
| Addition | 75.2 ± 1.0 | 57.0 ± 1.8 | 68.5 ± 1.2 | 11.3 ± 7.4 | 21.4 ± 5.2 | -32.7 ± 6.7 |
| Attention-on-Mov | 75.4 ± 1.0 | 56.7 ± 1.7 | 67.7 ± 1.2 | 15.3 ± 7.5 | 3.9 ± 4.9 | -19.3 ± 6.7 |
| Attention-on-Car | 74.3 ± 1.0 | 56.8 ± 1.7 | 67.8 ± 1.2 | -14.6 ± 7.5 | 14.7 ± 4.6 | -9.1 ± 6.5 |
| Bilinear | 74.9 ± 1.0 | 57.4 ± 1.8 | 68.3 ± 1.2 | -13.4 ± 7.9 | 8.6 ± 4.3 | 4.7 ± 7.2 |
| ResDeepCNN | Concatenation | 75.5 ± 1.0 | 57.1 ± 1.8 | 68.7 ± 1.2 | 19.8 ± 7.4 | 20.8 ± 5.0 | -40.6 ± 6.6 |
| Addition | 76.2 ± 0.9 | 58.4 ± 1.7 | 69.0 ± 1.2 | 19.6 ± 7.1 | -9.0 ± 4.1 | -18.7 ± 6.6 |
| Attention-on-Mov | 76.8 ± 1.0 | 58.7 ± 1.8 | 69.0 ± 1.2 | 18.5 ± 7.4 | 10.3 ± 4.9 | -28.8 ± 6.4 |
| Attention-on-Car | 75.4 ± 1.0 | 58.0 ± 1.7 | 68.6 ± 1.2 | 1.5 ± 7.5 | 12.9 ± 4.8 | -14.4 ± 6.5 |
| Bilinear | 76.4 ± 0.9 | 58.7 ± 1.8 | 68.8 ± 1.2 | 37.8 ± 7.1 | -9.4 ± 4.1 | -36.9 ± 6.5 |