Frequency locking of an optical cavity using linear–quadratic Gaussian integral control
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Abstract
We show that a systematic modern control technique such as linear–quadratic Gaussian (LQG) control can be applied to a problem in experimental quantum optics which has previously been addressed using traditional approaches to controller design. An LQG controller which includes integral action is synthesized to stabilize the frequency of the cavity to the laser frequency and to reject low frequency noise. The controller is successfully implemented in the laboratory using a dSpace digital signal processing board. One important advantage of the LQG technique is that it can be extended in a straightforward way to control systems with multiple measurements and multiple feedback loops. This work is expected to pave the way for extremely stable lasers with fluctuations approaching the quantum noise limit and which could be potentially used in a wide range of applications.

1. Introduction
Fundamental interest, as well as a variety of potential applications, is driving research beyond the observation of the physics of quantum systems and towards their precise control and manipulation. It is somewhat of a truism to observe that feedback can change the dynamics of a physical system. Indeed many experiments involving quantum systems rely on feedback control for their success. The frequency-and-intensity-stabilized laser that is commonly used as a source in quantum optics experiments is an excellent example of this notion. Examples of other quantum systems in which feedback control will play a key role include the quantum error correction problem [1], control of atom lasers and Bose–Einstein condensates [2], and the feedback cooling of a nanomechanical resonator [3]. Here we shall focus our attention on quantum-optical systems.

When the role of feedback is explicitly considered in quantum-optical experiments, it is usually done so in the context of determining the ultimate limit of performance under closed-loop operation. For example, Yamamoto et al [4] showed that the freely propagating output of any feedback loop based on a beamsplitter must have noise greater than the quantum noise limit. Considerable attention has also been paid to the physics of various measurement signals that might be used as the input to the feedback controller. Seminal examples of this research include the discoveries of the Pound–Drever–Hall and Hänsch–Couillaud error signals [5, 6].

Such issues are unquestionably important, but a number of interesting open questions remain. For example, how does one define the optimal performance of the controlled system when there are multiple, often competing design objectives? Based on the measurement technique used, the design objectives and the physics of the system under control (the plant), what is the optimal (in a global sense) controller to use? How are the physical constraints of the plant, measurement and controller incorporated into that optimal design? How are uncertainties in our understanding of the plant included in the controller design and how do they affect the physics of the controlled system?
In-principle answers to many of these questions may be found from systematic control techniques such as optimal parameter estimation, Kalman filtering, robust controller design, $H^\infty$ controller design and linear–quadratic-Gaussian (LQG) controller design [7–10]. One point of commonality for all of these techniques is that a design objective is defined mathematically, from which optimal dynamics may be determined and then implemented. A highly analogous set of optimal control techniques has been applied to open-loop control of a variety of quantum systems (see [11] and references therein), with a profound impact on their ability to demonstrate fundamental quantum information processing concepts.

In this paper, we demonstrate the use of systematic methods of LQG optimal control to frequency-lock an optical cavity. Investigation of this deceptively simple quantum-optical system under feedback control provides insight into a number of the open questions listed above. For example, the LQG cost functional codifies the optimal performance of the controlled system, under experimentally realistic constraints. As discussed later, this experiment is unusual in that the desired physics of the closed-loop cavity lead to the specific choice of an integral LQG cost functional [12], rather than the regular LQG cost functional [13]. Additionally, the use of optimal estimation techniques leads to the design of the optimal controller under those constraints.

More specifically, a linear dynamical model of the empty cavity is obtained using both physical considerations and experimentally measured frequency response data. The data are fitted to the model using a subspace system identification method [14]. Homodyne detection of the reflected port of a Fabry–Perot cavity is used as the measurement signal for the controller. The integral LQG controller design is discretized and implemented on a dSpace digital signal processing (DSP) system, and experimental results were obtained. We show that the controller was effective in locking the optical cavity to the laser frequency, and that the physical response of the cavity under feedback control (as quantified by the step response) is as predicted.

This paper is structured as follows: in section 2, the quantum-optical model of an empty cavity is formulated in a manner consistent with the LQG design methodology; section 3 outlines the experimental setup upon which the LQG design methodology is used; section 4 outlines the subspace system identification technique used to arrive at the linear dynamic model for the cavity system; section 5 presents the LQG optimal controller design methodology as applied to the problem of locking the frequencies of a laser and empty cavity together; section 6 presents experimental results; and we conclude in section 7.

2. Cavity model

A schematic of the frequency stabilization system is depicted in figure 1.

The cavity can be described in the Heisenberg picture by the following quantum stochastic differential equations; e.g., see [15] and section 9.2.4 of [16]:

$$\dot{a} = -\frac{\kappa}{2} a - i\Delta a - \sqrt{\kappa_0(b + b_0)} - \sqrt{\kappa_1} b_1 - \sqrt{\kappa_L} b_L,$$

$$b_{\text{out}} = \sqrt{\kappa_0(a + \beta + b_0)}.$$  \hspace{1cm} (1)

Here, the annihilation operator for the cavity mode is denoted by $a$ and the annihilation operator for the coherent input mode is denoted by $b = \beta + b_0$, both defined in an appropriate rotating reference frame, where $b_0$ is quantum noise. We have written $\kappa = \kappa_0 + \kappa_1 + \kappa_L$, where $\kappa_0$, $\kappa_1$ and $\kappa_L$ quantify the strength of the couplings of the respective optical fields to the cavity, including the losses. The input to the cavity is taken to be a coherent state with amplitude $\beta$ and which is assumed to be real. The assumption of a coherent state is well justified because homodyne detection cancels out any common-mode quadrature amplitude and phase variations in the laser. $\Delta$ denotes the frequency detuning between the laser frequency and the resonant frequency of the cavity. The objective of the frequency stabilization scheme is to maintain $\Delta = 0$. The detuning is given by

$$\Delta = \omega_L - \omega_{\text{cav}} = q \frac{2\pi c}{nL} - \omega_{\text{cav}},$$  \hspace{1cm} (2)

where $\omega_{\text{cav}}$ is the resonant frequency of the cavity, $\omega_{\text{cav}}$ is the laser frequency, $nL$ is the optical path length of the cavity, $c$ is the speed of light in a vacuum and $q$ is a large integer indicating that the $q$th longitudinal cavity mode is being excited.

The cavity locking problem is formally a nonlinear control problem since the equations governing the cavity dynamics in (1) contain the nonlinear product term $\sqrt{\kappa_0} b_1$. In order to apply linear optimal control techniques, we linearize these equations about the zero-detuning point. Let $\alpha$ denote the steady-state average of $a$ when $\Delta = 0$ such that $a = \alpha + \hat{a}$. The perturbation operator $\hat{a}$ satisfies the linear quantum stochastic differential equation (neglecting higher order terms)

$$\dot{\hat{a}} = -\frac{\kappa}{2} \hat{a} - i\Delta \alpha - \sqrt{\kappa_0 b_0} - \sqrt{\kappa_1} b_1 - \sqrt{\kappa_L} b_L.$$  \hspace{1cm} (3)

The perturbed output field operator $\hat{b}_{\text{out}}$ is given by

$$\hat{b}_{\text{out}} = \sqrt{\kappa_0} \alpha + b_0 + \hat{b},$$  \hspace{1cm} (4)

which implies $\hat{b}_{\text{out}} = \sqrt{\kappa_0} \alpha + b_0$. The cavity locking problem is formally a nonlinear control problem since the equations governing the cavity dynamics in (1) contain the nonlinear product term $\sqrt{\kappa_0} b_1$. In order to apply linear optimal control techniques, we linearize these equations about the zero-detuning point. Let $\alpha$ denote the steady-state average of $a$ when $\Delta = 0$ such that $a = \alpha + \hat{a}$. The perturbation operator $\hat{a}$ satisfies the linear quantum stochastic differential equation (neglecting higher order terms)

$$\dot{\hat{a}} = -\frac{\kappa}{2} \hat{a} - i\Delta \alpha - \sqrt{\kappa_0 b_0} - \sqrt{\kappa_1} b_1 - \sqrt{\kappa_L} b_L.$$  \hspace{1cm} (3)

The perturbed output field operator $\hat{b}_{\text{out}}$ is given by

$$\hat{b}_{\text{out}} = \sqrt{\kappa_0} \alpha + b_0 + \hat{b},$$  \hspace{1cm} (4)

which implies $\hat{b}_{\text{out}} = \sqrt{\kappa_0} \alpha + b_0$. The cavity locking problem is formally a nonlinear control problem since the equations governing the cavity dynamics in (1) contain the nonlinear product term $\sqrt{\kappa_0} b_1$. In order to apply linear optimal control techniques, we linearize these equations about the zero-detuning point. Let $\alpha$ denote the steady-state average of $a$ when $\Delta = 0$ such that $a = \alpha + \hat{a}$. The perturbation operator $\hat{a}$ satisfies the linear quantum stochastic differential equation (neglecting higher order terms)

$$\dot{\hat{a}} = -\frac{\kappa}{2} \hat{a} - i\Delta \alpha - \sqrt{\kappa_0 b_0} - \sqrt{\kappa_1} b_1 - \sqrt{\kappa_L} b_L.$$  \hspace{1cm} (3)

The perturbed output field operator $\hat{b}_{\text{out}}$ is given by

$$\hat{b}_{\text{out}} = \sqrt{\kappa_0} \alpha + b_0 + \hat{b},$$  \hspace{1cm} (4)

which implies $\hat{b}_{\text{out}} = \sqrt{\kappa_0} \alpha + b_0$. The cavity locking problem is formally a nonlinear control problem since the equations governing the cavity dynamics in (1) contain the nonlinear product term $\sqrt{\kappa_0} b_1$. In order to apply linear optimal control techniques, we linearize these equations about the zero-detuning point. Let $\alpha$ denote the steady-state average of $a$ when $\Delta = 0$ such that $a = \alpha + \hat{a}$. The perturbation operator $\hat{a}$ satisfies the linear quantum stochastic differential equation (neglecting higher order terms)
We model the measurement of the $X\phi$ quadrature of $\hat{b}_{\text{out}}$ with homodyne detection by changing the coupling operator for the laser mode to $\sqrt{k_0}e^{i\phi}\hat{a}$, and measuring the real quadrature of the resulting field. The measurement signal is then given by

$$\tilde{y} = \hat{b}_{\text{out}} + \hat{b}_{\text{out}}^\dagger = \sqrt{k_0}(e^{i\phi}\hat{a} + e^{i\phi}\hat{a}^\dagger) + q_0,$$  

where $q_0 = b_0 + \hat{b}_0^\dagger$ is the intensity noise of the input coherent state.

As we shall see in section 5, the LQG controller design process starts from a state-space model of the plant, actuator and measurement, traditionally expressed in the form:

$$\dot{x} = Ax + Bu + D_1w,$$

$$y = Cx + D_2w,$$  

where $x$ represents the vector of system variables (we shall not use the control engineering term ‘states’ to avoid confusion with quantum-mechanical states), $u$ is the input to the system, $y$ is the measured output and $w$ is a Gaussian white noise disturbance acting on the system. Also, $A$ represents the system matrix, $B$ is the input matrix, $C$ is the output matrix, and $D_1$ and $D_2$ are the system noise matrices.

The cavity dynamics and homodyne measurement are expressed in state-space form in terms of the quadratures of the operators $\hat{a}$, $b_0$, $b_1$, $h_1$, as

$$\begin{bmatrix} \hat{q} \\ \hat{p} \end{bmatrix} = \begin{bmatrix} -\frac{\xi}{2} & 0 \\ 0 & -\frac{\xi}{2} \end{bmatrix} \begin{bmatrix} \hat{q} \\ \hat{p} \end{bmatrix} + \begin{bmatrix} 0 \\ -2\alpha \end{bmatrix} \Delta $$

$$-\sqrt{k_0} \begin{bmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{bmatrix} \begin{bmatrix} q_0 \\ p_0 \end{bmatrix} $$

$$-\sqrt{k_1} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} q_1 \\ p_1 \end{bmatrix} - \sqrt{k_L} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} q_L \\ p_L \end{bmatrix} $$

$$y = k_2 \sqrt{k_0} \begin{bmatrix} \cos \phi & \sin \phi \end{bmatrix} \begin{bmatrix} \hat{q} \\ \hat{p} \end{bmatrix} + k_2 \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} q_0 \\ p_0 \end{bmatrix} + w_2 $$

with noise quadratures $q_j = b_j + b_j^\dagger$, $p_j = -i(q_j - p_j^\dagger)$, for $j = 0, 1, L$ (all standard Gaussian white noises). Here, $y$ is the homodyne detector output in which we have included an electronic noise term $w_2$. Also, $k_2$ represents the transimpedance gain of the homodyne detector, including the photodetector quantum efficiency.

### 3. Experimental layout

Figure 2 illustrates the experimental setup in more detail. Approximately 1 mW of the 1064 nm, single-mode output of a diode-laser pumped, miniature monolithic Nd:YAG laser operating at 235 mW is used as the input to a linear cavity. Both mirrors of the linear cavity have 98% reflectivity, with the input coupler (the mirror closest to the laser) being plane, the output coupler having a 300 mm radius of curvature and the mirrors being separated by a nominal 200 mm. Such a cavity has a free-spectral range of 750 MHz, a finesse of approximately 150 and a waist of approximately 220 μm, located at the input coupler to the cavity [17, 18].

The field reflected from the cavity is extracted via an optical circulator. The circulator is implemented with a mirror with 2 mm aperture in its centre, a calcite beam displace and a quarter-wave plate placed immediately prior to the input coupler of the cavity. That arrangement is used rather than the more usual polarizing beamsplitter and quarter-wave plate combination as it provides a co-propagating, and hence automatically phase-locked, local oscillator for the homodyne detection system. As indicated in figure 2, the local oscillator does not excite any modes of the optical cavity, it simply reflects off the input coupler to the cavity.

The fringe visibility of the homodyne detection system is measured to be greater than 98%. Less than 5% of power is measured in higher order modes of the cavity. The length of the cavity, and hence its resonant frequency, is actuated via a tubular piezo-electric transducer, PZT (with a stroke of 10 μm when the maximum 500 V was applied) to which the output coupler is mounted.

---

**Figure 2.** Detailed schematic of the experimental setup. Acronyms and symbols are BD = beam displacer; $\lambda/4$ = quarter-wave plate; $\lambda/2$ = half-wave plate; PBS = polarizing beamsplitter; PZT = piezo-electric transducer. Dashed lines denote the field reflected from the cavity.
In the nomenclature of the sections to follow, the system illustrated in figure 2 is the ‘plant’ with the homodyne detector output being the measurement signal \( y \) and the input voltage applied to the high-voltage amplifier driving the PZT being the control signal \( u \). Experimental results presented in the remainder of this paper all pertain to the system outlined in this section.

4. System identification

The state-space model of the cavity given in (7) is incomplete as it does not include an explicit model, including the actuation mechanism, for the dynamics of the detuning, \( \Delta \). The dynamics of the detuning and actuation mechanism are sufficiently complex that direct measurement is a more experimentally reasonable approach than \textit{a priori} modelling of the system. The process of obtaining a mathematical model of the system to be controlled directly from measured data for that system is known as system identification.

It is at this point that the controller design process diverges from traditional, pre-1960s control techniques. Specifically, in the traditional approach, a controller is designed using root-locus or frequency response methods, based on measurements of the plant transfer function [19]. In the modern control approach, a system identification method is used to determine a state-space model from the input–output frequency response data and generates the state matrices \( A, B \) and \( C \) in (6); see [20]. The system matrices are used in the LQG design process as we shall see in section 5. The method of system identification which is applied in this paper is the frequency domain subspace system identification method. We now provide a brief overview of the subspace system identification method.

4.1. Subspace system identification

The frequency domain subspace system identification method enables the matrices \( A, B \) and \( C \) in the state-space model (6) to be constructed from measurements of the system frequency response. The transfer function of the system (6) is given by \( G(s) = C(sI - A)^{-1}B \), where \( I \) is the identity matrix. The measured frequency response data are assumed to take the form of a set of noisy measurements of this transfer function. The transfer function of the system (6) is given by

\[
G_k = G_k, \quad k = 1, 2, \ldots, N.
\]

In practice, the measured frequency response data can be obtained using an instrument such as a swept sine digital signal analyser. The frequency domain subspace system identification method is a non-iterative method of constructing the state-space matrices \( A, B \) and \( C \) from the frequency response data \( G_k \), \( k = 1, 2, \ldots, N \).

The subspace system identification method is based on the realization theory of [21, 22] which involved constructing a state-space model using impulse response data. This approach was generalized to allow for general time domain input–output data in the papers [23, 24] and the resulting system identification method is referred to as the time domain subspace method. A frequency domain counterpart to this approach was first proposed in [25] and the actual algorithm implemented in this paper is based on the more recent paper [14].

We now outline the main steps in the frequency domain subspace system identification method of [14] which was applied in this paper. The first step is to convert the frequency domain data \( \tilde{G}_k \) into frequency domain data for a corresponding discrete time system via a bilinear transformation:

\[
\tilde{G}_k = G_k, \quad k = 1, 2, \ldots, N,
\]

\[
\bar{\alpha}_k = 2 \tan^{-1}\left(\frac{\alpha_k T}{2}\right) \quad k = 1, 2, \ldots, N. \tag{9}
\]

This operation, which simply involves scaling the frequency values, is carried out because direct application of the subspace method to the continuous-time frequency response data would lead to severe numerical problems; see [26]. The scaling ‘time constant’ \( T \) is typically chosen to be the reciprocal of the maximum frequency of the available frequency response data:

\[
T = \frac{2\pi}{\max_\omega}.
\]

The next step is to use the discrete time–frequency response data to construct the matrices

\[
G = \frac{1}{\sqrt{N}} \begin{bmatrix} G_1 & G_2 & \ldots & G_N \\ e^{j\bar{\alpha}_1}G_1 & e^{j\bar{\alpha}_2}G_2 & \ldots & e^{j\bar{\alpha}_N}G_N \\ e^{j\bar{\alpha}_1}G_1 & e^{j\bar{\alpha}_2}G_2 & \ldots & e^{j\bar{\alpha}_N}G_N \\ \vdots & \vdots & \ddots & \vdots \\ e^{j(q-1)\bar{\alpha}_1}G_1 & e^{j(q-1)\bar{\alpha}_2}G_2 & \ldots & e^{j(q-1)\bar{\alpha}_N}G_N \end{bmatrix}
\]

\[
W = \frac{1}{\sqrt{N}} \begin{bmatrix} I & \cdots & \cdots & I \\ e^{j\bar{\alpha}_1}I & \cdots & \cdots & e^{j\bar{\alpha}_N}I \\ e^{j\bar{\alpha}_1}I & \cdots & \cdots & e^{j\bar{\alpha}_N}I \\ \vdots & \vdots & \ddots & \vdots \\ e^{j(q-1)\bar{\alpha}_1}I & e^{j(q-1)\bar{\alpha}_2}I & \ldots & e^{j(q-1)\bar{\alpha}_N}I \end{bmatrix}
\]

From these matrices, the matrices \( \hat{A} \) and \( \hat{C} \) from the discrete time–state-space model are constructed via the use of various linear algebra operations including QR factorization and singular value decomposition; see e.g. [27]. Then the matrices \( \hat{B} \) and \( \hat{D} \) from the discrete time–state-space model are constructed by solving the least squares problem:

\[
\min_{\tilde{B}, \tilde{D}} \sum_{k=1}^{N} \| \tilde{G}_k - \tilde{D} - \hat{C}(e^{j\bar{\alpha}_k}I - \hat{\Lambda})^{-1}\tilde{B} \|_{F}^2
\]

where the notation \( \| \cdot \|_{F} \) denotes the matrix Frobenious norm. Then the required continuous time–state-space matrices are constructed according to the bilinear transformation formulae:

\[
A = \frac{2}{T} (I + \hat{\Lambda})^{-1}(\tilde{\Lambda} - I), \quad B = \frac{2}{\sqrt{T}} (I + \hat{\Lambda})^{-1}\tilde{B}, \quad C = \frac{2}{\sqrt{T}} \hat{\Sigma}(I + \hat{\Lambda})^{-1}, \quad D = \tilde{D} - \hat{C}(I + \hat{\Lambda})^{-1}\tilde{B}.
\]
4.2. Subspace identification of the cavity system

The transfer function of the cavity and measurement system described in section 3 (or alternatively the ‘plant’) is identified under closed-loop conditions. We use an analogue proportional-integral (PI) controller to stabilize the system for the duration of the measurement. The experimental setup in which a digital signal analyser was used to measure the plant frequency response data is shown in figure 3. In particular, the digital signal analyser which is used to measure the plant frequency response excites the system with a series of sinusoidal inputs at a discrete set of frequencies and correlates the sinusoidal input signal with the sinusoidal plant output signal in order to determine the gain and phase of the system frequency response at each frequency. The frequency response data thus obtained for the plant are plotted in figure 4. From the data, at least three resonances can be clearly identified, occurring at frequencies of about 520, 2100 and 5000 Hz, respectively.

An eighth-order anti-aliasing filter with a corner frequency of 2.5 kHz (chosen because it is far greater than the unity-gain bandwidth of the controller and far less than the 50 kHz sampling frequency) was placed immediately prior to the digital LQG controller. Such filters are commonly used in digital control systems (e.g., see [28]) in order to ensure that the bandwidth of the signal being sampled satisfies the Nyquist condition. The anti-aliasing filter is regarded as augmenting the plant so that the augmented plant has a frequency response that is the product of the plant data gathered previously and the anti-aliasing filter which is identified separately.

The frequency response data obtained are then used to determine a 13th-order model (that is the vector $x$ in (6) is of dimension 13) using the frequency domain subspace identification method of [14]. Figure 5 compares the gain (in decibels) and the phase (in degrees) of the measured frequency data for the augmented plant with that of the identified system model.

5. Linear quadratic Gaussian optimal control

The solution to the LQG optimal control problem originated with the work of Kalman. In the paper [29], the state feedback linear–quadratic optimal control problem was solved in terms of Riccati equations. Also, in the papers [30, 31], the optimal state estimation problem was solved using a method which has become known as the Kalman–Bucy filter. A combination of the methods of [29, 31] leads to the solution of the LQG optimal control problem.

The LQG optimal control approach to controller design begins with a linear state-space model of the form (6). Note
that this model involves the use of Gaussian white noise disturbances although a more rigorous formulation of the LQG optimal control problem involves the use of a Wiener process to describe the noise rather than the white noise model (6); e.g., see [32]. However, for the purposes of this paper, a model of the form (6) is most convenient. In the model (6), the term \( D_1 w \) corresponds to the process noise and the term \( D_2 w \) corresponds to the measurement noise. The LQG optimal control problem involves constructing a dynamic measurement feedback controller to minimize a quadratic cost functional of the form

\[
J = \lim_{T \to \infty} E \left[ \frac{1}{T} \int_0^T \left( x^T Q x + u^T R u \right) dt \right],
\]

where \( Q \geq 0 \) and \( R > 0 \) are symmetric weighting matrices. The term \( x^T Q x \) in the cost functional (10) corresponds to a requirement to minimize the system variables of interest and the term \( u^T R u \) corresponds to a requirement to minimize the size of the control inputs. The matrices \( Q \) and \( R \) are chosen so that the cost functional reflects the desired performance objectives of the control system. The great advantage of the LQG optimal control approach to controller design is that it provides a tractable systematic way to construct output feedback controllers (even in the case of multi-input multi-output control systems). Also, numerical solutions exist in terms of algebraic Riccati equations which can be solved using standard software packages such as Matlab; e.g., see [13, 33].

A feature of the solution to the LQG optimal control problem is that it involves a Kalman filter which provides an optimal estimate \( \hat{x} \) of the vector of system variables \( x \) based on the measured output \( y \). This is combined with a ‘state-feedback’ optimal control law which is obtained by minimizing the cost functional (10) as if the vector of system variables \( x \) was available to the controller.

Note that the LQG controller design methodology does not directly address some important engineering issues in control system design such as controller bandwidth and the robustness of the control system against variations in the plant dynamics and errors in the plant model. These issues can however be taken into account in the controller design process by suitable choice of the noise terms in the plant model and by suitably choosing the quadratic cost functional (10). In this engineering approach to controller design, the LQG methodology is used to synthesize the controller on the basis of a model of the form (6) where the matrices \( A, B, C \) are determined from measurements made on the system but the matrices \( D_1 \) and \( D_2 \) are chosen so that the LQG controller has the required bandwidth and robustness characteristics. This approach has the advantage that it avoids the difficult problem of determining the matrices \( D_1 \) and \( D_2 \) from measurements or first principles modelling. Also, it ensures that the LQG controller which is designed will have a suitable bandwidth and level of robustness.

5.1. LQG performance criterion and integral action

The dynamics of the cavity and measurement system can be subdivided as shown in figure 6 and comprises an electro-mechanical subsystem and an electro-optical subsystem (the optical cavity and homodyne detector).

![Figure 6. Block diagram of the plant showing all the noises and their respective point of entry into the plant.](image)

The control objective is to minimize the cavity detuning \( \Delta \), which is not available for measurement. Instead, the measurement signal \( y \) is the output of the homodyne detector and to include \( \Delta \) in the performance criterion, we need to relate \( \Delta \) to \( z \). It can be seen from (7) that the transfer function of the optical cavity from \( \Delta \) to \( z \) is a first-order low-pass filter with a corner frequency of \( \kappa / 2 \). Physically, this arises from the well-known (see, for example [18, 34] and references therein) transfer function of the optical cavity from \( \Delta \) to a phase shift, which is then measured by the homodyne detector. In the experimental system described herein \( \kappa / 2 \approx 10^6 \) Hz, which is well beyond the frequency range of interest for the integral LQG controller. Hence we can consider \( z \) to be proportional to \( \Delta \) under these conditions, and therefore minimizing variations in \( \Delta \) can be regarded as being equivalent to minimizing variations in \( z \).

The LQG performance criterion to be used for our problem is chosen to reflect the desired control system performance. That is, (i) to keep the cavity detuning \( \Delta \) small (ideally zero) and (ii) to limit the control energy. However, these requirements are not sufficient to generate a suitable controller as the system is subject to a large initial dc offset and slowly varying disturbances. Our application requires the elimination of such effects. This can be achieved by using integral action and is the reason for our use of the integral LQG controller design method.

We include integral action by adding an additional term to the cost function given in (10) which involves the integral of the quantity \( z \). Moreover, we include the ‘integral state’ as another variable of the system. The new variable \( \int z \, dt \) is also fed to the Kalman filter, which when combined with an optimal state-feedback control law leads to an integral LQG optimal controller. This controller will then meet the desired performance requirements as described above; e.g., see [12].

Figure 7 shows the integral LQG controller design configuration.

The overall system can be described in the state-space form as follows:

\[
\ddot{x} = \hat{A} \dot{x} + \hat{B} u + \hat{B} w_1, \quad \ddot{y} = \hat{C} \dot{x} + \begin{bmatrix} \pi (w_2) \\ w_3 \end{bmatrix},
\]

where

\[
\ddot{x} = \begin{bmatrix} \dot{x} \\ \int z \, dt \end{bmatrix} \quad \text{and} \quad \ddot{y} = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix}.
\]
output signal can be satisfied. Also, the true variances of the noises are not easy to determine in practice. In addition, the relative size of these essential control engineering requirements can be satisfied in the physical plant but not in the plant model in order to satisfy the mathematical requirements of the LQG controller synthesis procedure. Hence, there is no way to determine the ‘true’ variance of the noise $w_3$.

The general principles used in choosing $\epsilon_1$, $\epsilon_2$ and $\epsilon_3$ are roughly as follows. The effect of increasing $\epsilon_1$ or decreasing $\epsilon_2$ and $\epsilon_3$ is to increase the overall bandwidth of the control system. However, if the overall bandwidth of the control system is made too large, then this will result in a control system with poor robustness. Also, the relative size of $\epsilon_2$ and $\epsilon_3$ determines the amount of integral action in the control system. Decreasing $\epsilon_3$ increases the amount of integral action.

The integral LQG performance criterion can be written as:

\[
J = \lim_{T \to \infty} E \left[ \frac{1}{T} \int_0^T [x^T Q x + L(z)^T \tilde{Q} L(z) + u^T R u] dt \right]
\]  

where

\[
L(z) = \int_0^1 z(\tau) d\tau.
\]

We choose the matrices $Q$, $R$ and $\tilde{Q}$ such that

\[
x^T Q x = |z|^2, \quad u^T R u = r |u|^2 \quad \text{and} \quad \tilde{Q} = \tilde{q},
\]

where $r > 0$ and $\tilde{q} > 0$ are also treated as design parameters.

The first term of the integrand in (12) ensures that the controlled variable $z$ goes to zero, while the second term forces the integral of the controlled variable to go to zero. Also, the third term serves to limit the control input magnitude. The expectation in (12) is with respect to the classical Gaussian noise processes described previously and the assumed Gaussian initial conditions. Given our system as described by (11), the optimal LQG controller is given by (e.g., see [13])

\[
u = -r^{-1} \tilde{B}^T \hat{x} = F \hat{x},
\]

where $X$ is the solution of the following matrix Riccati equation:

\[
0 = X \hat{A} + \hat{A}^T X + \tilde{Q} - r^{-1} X \tilde{B}^T \tilde{B} X
\]

and

\[
\tilde{Q} = \tilde{C}^T \begin{bmatrix} 1 & 0 \\ 0 & \tilde{q} \end{bmatrix} \tilde{C}.
\]

Here $\hat{x}$ is an optimal estimate of the vector of plant variables $\hat{x}$ obtained via a steady-state Kalman filter which can be described by the state equations

\[
\begin{align*}
\dot{\hat{x}} &= \hat{A} \hat{x} + \hat{B} u + K [\tilde{y} - \tilde{C} \hat{x}].
\end{align*}
\]

For the case of uncorrelated process and measurement noises, the steady state Kalman filter is obtained by choosing the gain matrix $K$ in (15) as

\[
K = P \tilde{C}^T V_2^{-1},
\]

where $P$ is the solution of the matrix Riccati equation

\[
0 = A \hat{P} + \hat{P} A^T + V_1 - P \tilde{C}^T V_2^{-1} \tilde{C} P.
\]

Here

\[
V_1 = \epsilon_1^2 \tilde{B} \tilde{B}^T = E[ww_1^T] \quad \text{and} \quad V_2 = \begin{bmatrix} \epsilon_2^2 & 0 \\ 0 & \epsilon_3^2 \end{bmatrix}
\]

define the covariance of the process and measurement noises, respectively.

5.2. Design parameters

In designing the LQG controller, the parameters $\epsilon_1^2$ (the mechanical noise variance), $\epsilon_2^2$ (the sensor noise variance of $y$), $\epsilon_3^2$ (the variance of the sensor noise added to $z$), $r$ (the control energy weighting in the LQG cost function) and $\tilde{q}$ (the integral output weighting in the LQG cost function) were used as design parameters and were adjusted for good controller performance. This includes a requirement that the control system has suitable gain and phase robustness margins and a reasonable controller bandwidth. The parameters were also chosen to ensure that the magnitude of the required control signal $u$ was not too large. The specific values used for the design are shown in table 1:
5.3. Controller reduction

Using the design parameter values given in Table 1, the LQG controller synthesis methodology leads to a 15th-order controller. That is, the vector $\hat{x}$ in the controller state equation (15) is of dimension 15. The digital implementation of such a high-order controller would require a long sampling time which would degrade the performance of the control system. Also, the use of such high-order controllers often leads to numerical problems when implemented digitally. Hence, it is desirable to approximate this 15th-order controller by a lower order controller. That is, the vector $\hat{x}$ in the controller state equation (15) is of dimension 15. The digital implementation of such a high-order controller would require a long sampling time which would degrade the performance of the control system.

In our case, we use a frequency-weighted balanced controller reduction approach to obtain a 6th-order controller. This approach allows for the inclusion of weighting transfer function matrices in the controller reduction process which put emphasis on a selected frequency range of interest. The new lower order model for the controller is determined by minimizing the weighted frequency response error between the original controller transfer function and the reduced controller transfer function; see [35]. Formally, the reduced-order controller is constructed so that the quantity

$$
\left\| \frac{P(s)C(s)}{I + P(s)C(s)} (C(s) - \hat{C}(s)) \right\|_{\infty} \tag{18}
$$

is minimized. Here, $P(s) = \hat{C}(sI - \hat{A})^{-1}\hat{B}_f$ is the plant transfer function matrix and $C(s) = F(sI - \hat{A} + \hat{K}\hat{C} - \hat{B}_F)^{-1}\hat{K}$ is the original full controller transfer function matrix. Also, $\hat{C}(s)$ is the reduced dimension controller transfer function matrix. The notation $\|M(s)\|_{\infty}$ refers to the $H^\infty$ norm of a transfer function matrix $M(s)$ which is defined to be the maximum of $\sigma_{\text{max}}[M(\omega)]$ over all frequencies $\omega \geq 0$. Here $\sigma_{\text{max}}[M(\omega)]$ refers to the maximum singular value of the matrix $M(\omega)$. Figure 8 shows Bode plots of the full-order controller and the reduced-order controller.

Table 1. Design parameter values.

| Design parameter | Value     |
|------------------|-----------|
| $\epsilon_1$    | $5 \times 10^{-2}$ |
| $\epsilon_2$    | 500       |
| $\epsilon_3$    | $3 \times 10^{-4}$ |
| $r$              | $1 \times 10^6$ |
| $\bar{q}$        | $1 \times 10^6$ |

6. Experimental results and discussion

The discrete controller is implemented on a dSpace DS1103 Power PC DSP Board. This board is fully programmable from a Simulink block diagram and possesses 16-bit resolution. The controller successfully stabilizes the frequency in the optical cavity, locking its resonance to that of the laser frequency, $f_0$; see [36].

In addition, we also show that the control system is able to withstand significant disturbances which are introduced into the system. A step input of magnitude 0.1 V was applied to the closed-loop system. Figure 10 illustrates the experimental setup. Here, $r$ is the step input signal and $y$ is the resulting measured step response. The aim here is to show that the control system does not go out of lock as a result of this
The designed controller.

step response obtained by using the identified plant model and are still set by the same physical limits of cavity locking. Such pointing stability or intensity noise of the closed-loop system as the linewidth, Allan variance on long and short timescales, limitations and constraints.

The closed-loop system is engineered given a set of practical methodology lies in the way in which the performance of to design the controller. So the power of the LQG design fundamental limits are unchanged by the methodology used often can have better performance than a traditionally designed one, simply by virtue of not being confined to a modified proportional-integral-differential architecture. A critical point here is that the final controller design depends on a number of engineering trade-offs and the quality of the final product depends on the imagination and experience of the individual designer. On the other hand, systematic approaches to controller design, of which LQG is just one, codify the engineering trade-offs in the state-space model of the plant as well as in the cost functional. In our case, the engineering trade-offs were codified in the choice of design parameters listed in table 1 and in the choice of an integral-LQG cost functional. An LQG controller often can have better performance than a traditionally designed one, simply by virtue of not being confined to a modified proportional-integral-differential architecture. Finally, systematic controller design methodologies guarantee the optimality of the solution for a given set of engineering trade-offs.

7. Conclusion and future work

In this paper, we have shown that a systematic modern control technique such as the LQG integral control can be applied to a problem in experimental quantum optics which has previously been addressed using traditional approaches to controller design. From frequency response data gathered, we have successfully modelled the optical cavity system and used an extended version of the LQG cost functional to formulate the specific requirements of the control problem. A controller was obtained and implemented which locks the resonant frequency of the cavity to that of the laser frequency.

The ultimate performance of a cavity-locking system is still limited by the underlying physics of the system. But a variety of metrics such as the unity-gain bandwidth, gain and phase margins, are dominated by more pragmatic considerations. Cavity-locking controllers are traditionally designed by hand and their performance relies on the imagination and skill of the individual designer. By contrast, the LQG cavity-locking controller design methodology codifies those pragmatic considerations, returns a controller design and guarantees that the resulting design is optimal within the imposed constraints.
Another important advantage of the LQG technique is that it can be extended in a straightforward way to multivariable control systems with multiple sensors and actuators. Moreover, the subspace approach to identification used here is particularly suited to multivariable systems. It is our intention to further the current work by controlling the laser pump power using a similar scheme as that used in this paper. This work is expected to pave the way for extremely stable lasers with fluctuations approaching the quantum noise limit and which could be potentially used in a wide range of applications in high precision metrology, see [37].
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