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Abstract

In this work, we demonstrate a framework for developing closure models in turbulent combustion using experimental multi-scalar measurements. The framework is based on the construction of conditional means and joint scalar PDFs from experimental data based on the parameterization of composition space using principal component analysis (PCA). The resulting principal components (PCs) act as both conditioning variables and transport variables. Their chemical source terms are constructed starting from instantaneous temperature and species measurements using a variant of the pairwise mixing stirred reactor (PMSR) approach. A multi-dimensional kernel density estimation (KDE) approach is used to construct the joint PDFs in PC space. Convolutions of these joint PDFs with conditional means are used to determine the unconditional means for the closure terms: the mean PCs chemical source terms and the density. These means are parameterized in terms of the mean PCs using artificial neural networks (ANN). The framework is demonstrated a posteriori using the data from the Sandia piloted turbulent jet flames D, E and F by performing RANS calculations. The radial profiles of mean and RMS of temperature and measured species mass fractions agree well with the experimental means for these flames.
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1. Introduction

One of the primary challenges in turbulent combustion modeling is the prediction of the so-called turbulence-chemistry interactions (TCI). In the averaged or filtered forms of the Navier-Stokes equations and thermo-chemical scalars’ equations, these interactions translate into unclosed terms for the non-linear contributions to these equations. Some of the common approaches for modeling TCI are based on the parameterization of the composition space in terms of a reduced set of variables (e.g. the mixture fraction and reaction progress variable) from which the probability density functions (PDF) and the full set of thermo-chemical scalars are determined (e.g. [1] and [2]). Accordingly, the solution of reacting flows involves the transport of these parameters’ moments’ unconditional means. Key challenges in developing these models include the selection of the conditioning variables, the prescription of an accurate PDF and the determination of the reactor model (e.g. steady flamelet) needed to construct conditional means for the thermo-chemical scalars.

Nonetheless, these moment-based models tend to be more computationally efficient than more advanced models that seek to directly evaluate unclosed terms in the governing equations, such as the PDF transport approach [3], the LEM-LES [4] and the ODT-LES [5] approaches. The use of low-dimensional stochastic models, such as the linear-eddy model (LEM) [6] and the one-dimensional turbulence (ODT) model [7] to construct PDFs and conditional means also provide an *a priori* tabulation approach for both conditional statistics and PDFs [8-12].

Recently, we have proposed a novel framework within the context of Reynolds-averaged Navier-Stokes (RANS) or large-eddy simulation (LES) to develop closure models using experimental measurements [13]. It is formulated around the same principle of parameterizing the composition space in terms of a reduced set of parameters using principal component analysis (PCA). The resulting principal components (PCs) serve as the conditioning variables for constructing conditional means of thermo-chemical scalars and the variables on which the statistical distributions, the PDFs, are constructed starting from multi-scalar measurements. Such measurements have provided essential data for improving turbulent combustion models [14-16]. These measurements include major species and temperature that can adequately represent the complexity of the composition space. Of course, the ultimate goal of the proposed framework is that such measurements can be extended to more practical combustion devices, with adequate optical access, to derive models around their design conditions.

Our approach [13] is constructed from experimental data and is designed to accommodate conditions where the traditional physics based conditioning parameters, such as mixture fractions or progress variables, may not be adequate. Developing the framework with partial data (since not all species
that define the chemical mechanism are measured) poses additional challenges, which must be overcome. These challenges are related primarily to the calculation of conditional and unconditional means of the PCs’ chemical source terms in their transport equations. The multi-scalar measurements do not provide this information. Therefore, the recovery of missing species is a primary task. In Ref. [13], we proposed a variant of the pairwise mixing stirred reactor (PMSR) [17-18], that mixes and reacts states that belong to the same region of the composition space. These states are initialized with the experimental measurements. An a priori validation for this approach using Sandia flames D, E and F [19] ODT simulation data [20-21] shows that this procedure can be adequate in reconstructing species reaction rates.

This study is an extension of this recent work [13] where we attempt to demonstrate the framework in a posteriori RANS simulations of the Sandia flames D, E and F. These simulations involve the transport of PCs along with flow equations. In the following sections, we describe the closure approach in more detail and present results from a posteriori studies of Sandia flames D, E and F in terms of mean radial of axial profiles of the experimentally measured scalars.

In Section 2, we present the preprocessing steps, model set up and simulation elements. In Section 3, we present results from a priori and a posteriori validations of the framework. Finally, conclusions and a discussion of future work are presented in Section 4.
2. Model Formulation

In this section, we describe the modeling framework’s key elements, which involves the key preprocessing steps to build the model (PCA on the experimental data, the calculation of conditional means and the joint PDFs and the recovery of missing species) and the model set up and simulation. During the preprocessing step, a priori validation may be carried out as presented in Ref. [13]. This validation is an important step to evaluate the data adequacy in terms of size and ability to span the composition space and to determine the number of PCs that need to be retained from the PCA analysis.

2.1. PCA parameterization and governing equations

For the closure model presented here, the RANS formulation is used. Although, a similar procedure can be implemented for LES based on multi-scalar line measurement data and the construction of filtered probability density functions. As described earlier, PCs are a representation of the thermo-chemical scalars in a lower dimensional space [13, 22-30]. The vectors of PCs and their chemical source terms are linearly related to the vectors of measured thermo-chemical scalars and their chemical source terms, respectively:

\[ \phi = A^T \theta, \]
\[ s_\phi = A^T s_\theta \]  \hspace{1cm} (1)

where, \( \theta = (T, Y_1, Y_2, \ldots, Y_{N-1}) \) is the vector of \( N \) measured thermo-chemical scalars (temperature and \( N - 1 \) species). \( \phi = (\phi_1, \phi_2, \ldots, \phi_{N_{PC}}) \) is the vector of the \( N_{PC} \) corresponding PCs. The measured scalars tend to include major species and temperature, which are representative of the composition space accessed by the measurements. The PCs are ordered based on the magnitude of their associated eigenvalues from highest to lowest, which also measures their relative contribution to the data variance. Here, the first \( N_{PC} \) PCs out of \( N \) carry an acceptable cumulative contribution to the data variance, which is typically 99% or higher for model implementation. The transformation matrix, \( A^T \), is made up of the first \( N_{PC} \) eigenvectors of the \( N \times N \) data’s covariance matrix, which also corresponds to the retained PCs. \( s_\theta \) and \( s_\phi \) correspond to the chemical source terms for the thermo-chemical scalars and the PCS, respectively. They, too, are related through matrix \( A^T \) as indicated in Eq. (2) [22].

The governing equations include 1) continuity, 2) linear momentum and 3) the PCs transport equations are:

\[ \frac{\partial \tilde{\rho}}{\partial t} + \frac{\partial \tilde{\rho} \tilde{u}_j}{\partial x_j} = 0 \]  \hspace{1cm} (3)
Momentum:
\[
\frac{\partial \bar{\rho} \bar{u}_i}{\partial t} + \frac{\partial \bar{\rho} \bar{u}_j \bar{u}_i}{\partial x_j} = -\frac{\partial \bar{\rho}}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ 2\tilde{\rho}(\nu_T + \nu) \tilde{S}_{ij} \right], \quad i = 1, 2, 3.
\] (4)

PCs:
\[
\frac{\partial \bar{\rho} \bar{\phi}_k}{\partial t} + \frac{\partial \bar{\rho} \bar{u}_j \bar{\phi}_k}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \bar{\rho} \left( \frac{\nu_T}{Sc_T} + \nu_k \right) \frac{\partial \bar{\phi}_k}{\partial x_j} \right] + \bar{s}_{\phi_k}, \quad k = 1, \ldots, N_{PC}
\] (5)

In the above expressions, the symbols “\( \bar{\omega} \)” and “\( \tilde{\omega} \)” correspond to Reynolds averaging and density weighted averaging, respectively. \( \bar{u}_i \) and \( \bar{\phi}_k \) are the Favre-averaged velocity component in the \( i \)th direction and the \( k \)th PC, respectively. \( \nu_T \) is a turbulent kinematic viscosity, \( Sc_T \) is a turbulent Schmidt number and \( S_{ij} \) is the \( ij \) component of the rate-of-strain tensor. Within the context of the presented governing equations, the turbulent kinematic viscosity, \( \nu_T \), is obtained from turbulence closure (e.g. the \( k - \epsilon \) model). Moreover, closure is required for the mean PC source terms, \( \bar{s}_{\phi_k} \), the mean density, \( \bar{\rho} \), to solve the governing equations. For low Mach number flows, the continuity equation is replaced by the Poisson equation and the density is recovered from the closure model. We also prescribe models for the Favre-averaged thermo-chemical variables, \( \bar{\Theta} \), including temperature and experimentally measured species mass fractions in terms of the transported PCs. These models are needed to establish comparisons with the experimental data.

A PCA implemented on the experimental data enables the extraction of both the conditional means of the measured scalars and their derived functions (e.g. chemical source terms) and the joint PC PDFs. The unconditional statistics for the density, \( \bar{\rho} \), the thermo-chemical scalars, \( \bar{\theta}_k \), and the PCs’ source terms, \( \bar{s}_{\phi_k} \), are determined through a convolution of their conditional means, \( \langle \rho | \Phi \rangle \), \( \langle \theta_k | \Phi \rangle \) and \( \langle s_{\phi_k} | \Phi \rangle \), and the PDFs as follows:

\[
\bar{\theta}_k(\bar{\Phi}) = \frac{\langle \rho | \Phi \rangle \langle \theta_k | \Phi \rangle P(\Phi; \bar{\Phi}) d\Phi}{\bar{\rho}}, \quad \text{where} \quad \bar{\rho} = \int \langle \rho | \Phi \rangle P(\Phi; \bar{\Phi}) d\Phi
\] (6)

\[
\bar{s}_{\phi_k}(\bar{\Phi}) = \int \langle s_{\phi_k} | \Phi \rangle P(\Phi; \bar{\Phi}) d\Phi
\] (7)

\( P(\Phi; \bar{\Phi}) \) is the joint PDF. The conditional means for the chemical source terms, \( \langle s_{\phi_k} | \Phi \rangle \) requires the recovery of the missing species needed in a chemical mechanism to compute the thermo-chemical scalars source terms. Note, that the expression for the PDF also can include unconditional means for variances or higher moments. However, in our present analysis based on \textit{a priori} [13] and \textit{a posteriori} validation (presented here), the unconditional means of the PCs, along with the instantaneous values of the PCS, are sufficient to tabulate the PDFs.

2.2. Preprocessing Procedure
Figure 1 summarizes the preprocessing steps for developing the closure elements of the proposed framework starting with multi-scalar measurements. The steps (also indicated in the figure) are implemented as follows:

1. (Step 1) Starting from instantaneous multi-scalar measurements, θ at different positions in the flow, we carry out a PCA to on the entire dataset to determine the matrix $A^T$ and the PCs, $Φ$ (step 1.1). Based on their cumulative contribution to the data variance, a set of $N_{PC}$ PCs is retained (step 1.2). The adequacy of $N_{PC}$ can be evaluated through a priori analysis of the framework (see Ref. [13]). The next stage involves the determination of the conditional means of thermo-chemical scalars (step 1.3). Finally, the unconditional means for the measured thermo-chemical scalars and density (step 1.4) are evaluated. These unconditional means are “tabulated” vs. the PCs’ unconditional means using artificial neural networks (ANN). As a multi-variate, non-linear regression method, ANN has found use in different applications in combustion [31-44].

Although, potentially, we can compute these means using a convolution of the conditional means from step 1.3 and the PCs’ PDF (from step 3 below) using Eq. (6) and similar to the approach shown in Fig. 1, we have chosen in this study to compute the thermochemical scalars’ unconditional means directly by averaging the available single-shot data. For Favre averages, these averages are weighted by the mixture density. In this study, the evaluation of Eq. (6) by convolution is primarily used to validate the PDF tabulation. This PDF tabulation is essential to evaluate the PCs’ chemical source terms carried out in step 2 using Eq. (7) since these terms are not readily available from the experimental data. Of course, the construction of unconditional means through a convolution of the conditional means provides a useful generalization of the modeling framework.

2. (Step 2) Next, we carry out a modified PMSR. The ‘particles’ correspond to states that are initialized from the experimental measurements. They are divided into clusters based on their proximity in composition space (step 2.1). The PMSR is implemented in each cluster (step 2.2). The PMSR calculations recover the missing species needed to determine the thermo-chemical scalars’ chemical sources in chemical mechanism (step 2.3). The determination of these source terms is an essential step towards computing the PCs chemical source terms using Eq. (2). Upon the completion of the PMSR calculations in the different clusters, every reconstructed thermo-chemical scalar field can be associated with a vector of PCs and their chemical source terms. Conditional averages of the PCs chemical source terms, $⟨s_{Φ_k} | Φ⟩$, are computed in terms of the retained PCs using the data evolved from the PMSR calculations (step 2.4). Again, the conditional means are constructed using the entire data without distinction of its spatial origin. Finally, the PCs’ chemical source terms unconditional
means, $\bar{s}_{\phi_k}(\bar{\Phi})$, in terms of the PCs’ unconditional means are evaluated using the convolution of their conditional means and the PCs’ PDFs based on Eq. (7) (step 2.5). Again, ANN regression is used to “tabulate” $\bar{s}_{\phi_k}(\bar{\Phi})$.

3. (Step 3) The instantaneous PCs at different axial and radial positions are used to construct their joint PDFs based on their corresponding multiple shots of data using the kernel density estimation (KDE) approach [45]. KDE offers a smooth reconstruction of the joint distribution. KDE is a non-parametric way to estimate the PDF of a random variable. A $d$-dimensional kernel density function (KDF) is expressed as a sum of kernel functions centered on model determined points, which are learned from sample data [45]:

$$P(\Phi; \bar{\Phi}) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{\Phi - \bar{\Phi}_i}{h} \right)$$

(8)

where, $K$ is the kernel function, $h$ is the bandwidth and $\bar{\Phi}_i$ are the $n$ samples of the selected PCs for a given condition, $\bar{\Phi}$, $\bar{\Phi}_i$ is the Favre average of a PC vector $\Phi$ at a given position in space; although, if the same averages are available at different positions, a single joint PDF is constructed for them. A common kernel function, which is used in this study, is the Gaussian distribution.

The bandwidth controls the amount of smoothing of the kernel function. Larger bandwidths lead to smoother functions that can capture the global trends while smaller bandwidths can capture the sharp changes observed in turbulence combustion data. We have observed that bandwidths ranging between 0.005 and 0.05 for a Gaussian kernel function are enough to smoothly capture the important characteristics present in the experimental data. The joint KDE is implemented in python using the in-built functions available in their scikit-learn library [46].

The use of KDE in combustion is relatively new. However, it was demonstrated by our group in two recent studies [12, 13] to construct marginal uni-variate PDFs and joint PDFs. The PDFs, of course, have to be determined using multiple measurements at one point. In principle, once these PDFs are constructed at the different measurement points, we can develop a general regression for the PDF from these KDE-based PDFs, which is a function of the instantaneous retained PCs and parameterized with the unconditional means for these PCs. However, in the results presented in Section 3.4, we use the PDFs from KDE at the different measurement positions to determine the unconditional means for the closure term in the governing equations: the density and the PCs source terms.

As discussed earlier, the experimental data does not provide any information related to the chemical source terms of the measured temperature and species. As proposed in [13], a PMSR model is
used to reconstruct the missing species in the chemical mechanism used to predict the measured species chemical source terms. A PMSR [17,18] is a zero-dimensional stochastic reactor model in which a finite number of particles starting from an initial composition are evolved by reaction and mixing. The reaction is modeled deterministically by integration of the reaction source terms from a reaction mechanism while the mixing is carried out stochastically by pairing particles and mixing them over a specified ‘mixing’ time, $\tau_m$. In [13], we demonstrated the ability of the modified PMSR model to reconstruct missing species and determine the chemical source terms for the measured quantities in flames D, E and F using data from ODT simulations of the same flames [20-21]. As a low-dimensional model, ODT has been successfully implemented to study jet diffusions flames [47-52], including the Sandia flames [20-21]. The model can provide statistics, including conditional means and PDFs, as well as instantaneous data that can be used to determine thermo-chemical scalars’ chemical source terms.

The main distinction of the PMSR approach [13] compared to the original PMSR formulation [17,18] is that all particles are simultaneously used in the reactor in our approach; while, in the original PMSR model, new particles are introduced into the reactor at prescribed intervals and an equal number is removed at the same time. Moreover, a unique implementation of the PMSR within the context of the present framework is the choice of clusters of particles within the same region of the composition space. In Ref. [13] the clusters are chosen strictly based on the values of their corresponding PCs. A simple binning procedure in PC-space can then determine automatically where every measurement or particles fits in the different clusters. This choice may be a natural one. However, it does not guarantee that adequate sizes for the clusters (i.e. the number of particles) are achieved based on the adequacy of the data. In this study, we propose an alternative clustering based on Kohonen self-organizing maps (SOM) [53]. This method has been successfully implemented in combustion applications ([36,54]). In the Kohonen SOM algorithm, the input vectors of the measured species and temperature are assigned a cluster based on the Euclidian distance. A node is assigned to each cluster and is representative of the thermo-chemical composition in it. The nodes are arranged as 2-D maps and the SOM creates topologically ordered mappings between the nodes and the input data.
3. Results and discussion

In this section, we present results of our closure methodology implemented on Sandia flames D, E and F.

3.1. Run conditions

The Sandia flames D, E and F [19] are well-characterized turbulent piloted jet partially premixed flames. The flames have similar inlet compositions and temperature but differ in flow conditions. The burner consists of a central fuel jet with an inner diameter of 7.2 mm which is surrounded by a concentric pilot jet with inner and outer diameters of 7.7 and 18.2 mm respectively. The fuel jet is a mixture of 75\% CH$_4$ and 25\% air with a temperature of 294 K. On the other hand, the pilot is based on unstrained premixed flame solution of methane-air flame at an equivalence ratio of 0.88 and temperature of 1880 K. The co-flow consists of air with a temperature of 291 K and velocity of 0.9 m/s. The fuel jet Reynolds numbers based on the jet diameter are 22, 400, 33,600 and 44,800 for the flames D, E and F, respectively. The pilot jet velocities are 11.4, 17.1 and 22.8 m/s respectively. The experimental data corresponding to flames D, E and F consists of instantaneous measurements collected at different downstream and radial positions. Each measurement position includes from 300-1000 single shot multi-scalar measurements.

3.2. RANS solution

In this work, a realizable $k$-$\varepsilon$ model it used to formulate the turbulent viscosity [55] because of its proven accuracy in predicting round and planar jets. Hence, additional transport equations for the turbulent kinetic energy, $q$, and its dissipation rate, $\varepsilon$, are needed in addition to the transport equations for mass, momentum and the PCs (Eqs. (3) – (5)) as prescribed below:

$$\begin{align*}
q: \quad & \frac{\partial \bar{\rho} q}{\partial t} + \frac{\partial \bar{\rho} q \bar{u}_j}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ 2 \bar{\rho} (v_T + v) \frac{\partial q}{\partial x_j} \right] + G_k + G_b - \bar{\rho} \bar{\varepsilon} \\
\varepsilon: \quad & \frac{\partial \bar{\rho} \varepsilon}{\partial t} + \frac{\partial \bar{\rho} \varepsilon \bar{u}_j}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ 2 \bar{\rho} (v_T + v) \frac{\partial \varepsilon}{\partial x_j} \right] + \bar{\rho} C_4 S \varepsilon - \bar{\rho} C_2 \frac{\varepsilon^2}{q^{1/2} \varepsilon} + C_1 \varepsilon \frac{\varepsilon}{q} C_3 \varepsilon G_b
\end{align*}$$

(9) (10)

The solutions for $q$ and $\varepsilon$ are used to determine the turbulent kinematic viscosity: $\nu_T = C_\mu \frac{q^2}{\varepsilon}$, where $C_\mu$ is not a constant as in the standard $k$-$\varepsilon$ approach [55]. Also, $S$ is expressed in terms of the inner product of $S_{ij}$, $S = \sqrt{2S_{ij} S_{ij}}$ and $C_2, C_1 \varepsilon, \sigma_k$ and $\sigma_\varepsilon$ are model constants set to 1.9, 1.44, 1.0 and 1.2 respectively. The details of all the other model definitions and constants can be found in Ref. [55]. The choice of the turbulence model is dictated primarily by the model’s ability to describe the growth of the jet and to capture the downstream evolution of the mixture fraction mean profiles.
The RANS simulation is carried out in Ansys Fluent 19.0. In the Fluent solver, the governing equations are solved in their conservative form, as described previously in Eq. (3) to Eq. (5), Eq. (8) and Eq. (9). The simulation was set-up on a 2-D axis-symmetric domain and a structured, quadrilateral mesh with a cell count of close to 150,000 cells. A highly refined mesh is considered to ensure a grid independent solution. The closure model is integrated into the solver by using user-defined functions (UDFs). The pressure-velocity coupling was modeled using a SIMPLE scheme. The solution for the dynamic pressure is designed to be a solution for the continuity equation, since density is provided through the PC solution as prescribed in Eq. (6). First order upwind schemes were used for $q$, $\epsilon$ and the PCs transport equations; while the pressure and momentum equations are resolved to second order accuracy. The solution convergence is tracked by monitoring the residuals of all transported quantities. The solution converges when the residual falls below $10^{-5}$. Since this is a steady state run, an initial flame solution is provided. This solution is obtained by interpolating the radial profiles’ solutions at different downstream distances.

Given that experimental data is available starting at $x/d = 7.5$, we have chosen to start our simulations at this downstream distance instead of the inlet of the burner to enable a full data-based modeling approach. However, we still need to provide the inlet flow and turbulence conditions at this downstream distance, which is not provided by the experimental data. These conditions are evaluated by carrying out a flamelet-generated model (FGM) simulation of the inlet conditions from $x/d = 0$ to $x/d = 7.5$ (https://www.fgm-combustion.org/downloads) [56] using the recommended values for the inlet conditions at the Turbulent Nonpremixed Flames (TNF) workshop. The solutions of the flow and turbulence ($\bar{u}_i$, $q$ and $\epsilon$) at $x/d = 7.5$ from FGM RANS simulations is used for the inlet of the present simulation. The turbulent Schmidt numbers for the PCs, $\phi_1$, $\phi_2$ and $\phi_3$ are set to 0.05, 0.1 and 0.05 respectively.

### 3.3. Some results of the preprocessing steps

PCA is carried out on all flames at all measurement positions. The measured quantities are treated as the representative scalars of the composition space. The physical significance of PCs for the three flames considered here has already been discussed in Ref. [13], indicating the relevance of the first PCs to a reaction progress variable and mixture fraction, respectively; while, the third PC includes measures of chemical reactivity through the intermediates. In the present study, we retain 3 PCs, which account for approximately 99% of the data variance. The range of the 3 PCs, $\phi_1$, $\phi_2$ and $\phi_3$ is divided into 20 bins each and conditional means are evaluated within these bins.
In this work, the ANN training for tabulation of the conditional and unconditional means is carried out using the Bayesian-Regularization training algorithm in Matlab 2017. Separate networks are constructed for different output variables. The PC source terms networks consist of input and output layers and 3 hidden layers; and the number of neurons in each hidden layer is 30, 22 and 15, respectively. The thermo-chemical scalar networks are simpler and contain, again, an input and an output layer and 2 hidden layers with 30 and 15 neurons, respectively. The number of hidden layers and neurons is selected based on a 4-fold cross validation approach. The data set is divided into training, validation and testing set in the following ratio, 70/15/15. The ANN training is allowed to run until the mean squared error between the network output and target value for the testing data dropped below \(10^{-6}\) or the validation error continues to increase for 6 consecutive iterations. The entire training process takes approximately an hour on a single processor of an Intel Xeon CPU.

### 3.3.1. Data Clustering with SOM

For implementation of the missing species recovery in the modified PMSR, the instantaneous PCs are grouped into 64 cluster nodes on an 8 x 8 2D lattice, with each node containing from 300-3000 particles. This choice is made to keep a reasonable number of particles within each cluster. Other factors may play a role in determining the number of clusters, including 1) the localness within the composition space for the PMSR particles and 2) the management of the computational cost associated with PMSR simulations. Figure 2 shows the distribution of the PCs in each cluster among the 2D lattice. It is important to note that the transition between neighboring clusters is very smooth for all 3 PCs. The chemistry integration is implemented using the reduced 12-step augmented reduced mechanism (ARM) for methane oxidation [57].

Figure 2 shows the average values of the PCs within each cluster on the 2D lattice. The figure clearly shows how smooth transitions occur between contiguous nodes demonstrating how well SOM is partitioning the composition space.

### 3.3.2. Conditional Means

The conditional means for temperature, CO and OH mass fractions are shown in Figs. 3-5, respectively, on 2D contours for, \(\phi_1\) and \(\phi_2\) and different values for the third PC, \(\phi_3\). From Ref. [13], we have determined that \(\phi_1\), \(\phi_2\) and \(\phi_3\) are aligned with a reaction progress variable, a mixture fraction and intermediates or a measure of reactivity, respectively. From Figs. 4 and 5, we can see that CO and OH exhibit a strong dependence on \(\phi_3\) given the strong correlation of this PC with these species. In contrast, the temperature (and reactants and products not shown here) exhibits similar contours at different levels of \(\phi_3\). Nonetheless, for both sets of statistics, the accessed composition space varies with these levels.
This composition space can be augmented with supplemental data if needed, including conditions for pure mixing outside the reaction zone and equilibrium downstream of the flame. However, neither strategy is adopted here.

3.3.3. PC source terms

The conditional means of PC source terms are shown in Figs. 6-8 on 2D contours for $\phi_1$ and $\phi_2$ and different levels for the third PC, $\phi_3$. It may be observed that all the source terms have a strong dependence on $\phi_2$. This trend is expected since we have identified this PC as a measure of chemical reactivity. It is correlated with intermediates that peak in the reaction zone. Hence the 3rd PC needs to be retained for a posteriori analysis. In contrast, we have shown in Ref. [13] that 2 PCs are adequate to reproduce other statistics, such as PDFs and unconditional means for the measured scalars. Also, and perhaps this is also expected, the chemical source terms for the 3 leading PCs tend to exhibit peaks and minima within the same regions of the composition space, which may be aligned with different layers of the reaction zone.

3.4. A posteriori results

Finally, we present a posteriori results using the RANS model described in Eqs. (4), (5), (9) and (10). The mean radial profiles of the temperature, $T$, the mixture fraction, $Z$, and the CO, H$_2$, OH, H$_2$O and CO$_2$ mass fractions are reported and compared against the experimental means for all flames D, E and F. These comparisons are made at axial distances of $x/d = 15, 30, 45$ and 60 and shown in Figs. 9-11. The mixture fraction is based on the Bilger’s definition for the mixture fraction [58]. It is included to identify the governing equations adequacy in predicting the mixing and the jet growth process. These predictions are an essential step before we can establish comparisons of the radial profiles of the reactive scalars.

Overall, the radial profiles’ comparisons of these reactive scalars between RANS simulations and experiments match reasonably well. However, the most prominent deviations from the experimental data occur either at $x/d = 15$ or $x/d = 60$ for CO, H$_2$ and OH. In contrast, the temperature and the products mass fractions are in excellent agreement across all downstream conditions. However, in all cases, a comparison between flames D, E and F show the clear trends as the jet Reynolds number is increased, including 1) lower values for the intermediates at $x/d = 15$, a condition of extinction, and 2) slightly broader radial profiles for all scalars at all shown downstream distances.

Also, at this downstream distance, the CO, OH and H$_2$ predictions for flames E and F are in better agreement with the experimental data compared to flame D. This may appear to be counterintuitive as many models tend to predict flame D results better than the higher Reynolds number flames; but, it is important to emphasize that the model is based on data that is collected across different flame conditions.
Uncertainties in the predictions of the present data-based framework can be associated with different factors, including 1) the experimental data uncertainty, which is typically within a few percents, and adequacy, 2) the number of PCs retained, and 3) the closure terms, including primarily the closure for the PCs chemical source terms. The adequacy of the data is closely related to the model reduction, which is associated with the number of PCs retained. A simple scaling argument suggests that the required size of the data scales with the required data per PC to a power that corresponds to the number of these retained PCs. Although, one must consider the data variability in any given dimension and for any given PC. In the a priori study presented in Ref. [13], we have demonstrated a clear distinction in the predictions based on 2 vs. 4 PCs, with the fourth PC closely correlated with OH and non-negligible contributions from CO and H₂. The trade-off between the choice of 3 PCs for PC transport vs. 4 PCs is dictated, in addition to their ability to represent the composition space, by the size of the data (e.g. how well can we capture a multi-dimensional KDE with a given database size?).

The last mechanism for potential discrepancy is associated with the prediction of the PCs source terms. The quality of this prediction depends on the experimental uncertainty and the adequacy of the PMSR model in the recovery of the missing species and in the evaluation of the thermo-chemical scalars chemical source terms and subsequently the PCs chemical source terms.

Finally, the RMS profiles of the thermo-chemical scalars can be determined using similar regressions for the RMS values vs. the unconditional means for the PCs. These profiles are shown in Figs. 12-14 for flames D, E and F for the temperature and measured species mass fractions. The same conclusions associated with the results of Figs. 9-11 can be extended for the RMS profiles showing were excellent agreements with experimental statistics are found and where there are discrepancies. Nonetheless, the overall performance of the experiment-based modeling framework yields satisfactory results.
4. Conclusion and Future Extensions

In this study, we have demonstrated, using *a posteriori* simulation, a framework to construct turbulent combustion models starting with multi-scalar experimental measurements. The closure model is based on the parameterization of the composition space using PCs from which conditional means of the measured scalars and joint PCs PDFs, using KDE, can be constructed from experimental data. We also have implemented an approach, based on a variation on the PMSR model, to recover missing species in measurements, which are needed to calculate the PCs conditional and unconditional averages.

The closure model is validated using RANS simulations of the piloted jet Sandia flames D, E and F. The mean radial profiles for temperature, mixture fraction and other measured species agree reasonably well with the corresponding experimental statistics and capture the variation of these statistics from flames D, E and F associated with the presence of extinction and reignition. A similar agreement is found based on the comparisons of RMS of temperature and species under the same conditions. The RMS profiles are obtained, similarly to the mean profiles, using regressions vs. the unconditional means for the PCs. A trivial extension of the proposed framework, which will be implemented next, is its implementation within the context of LES. Here, line multi-scalar measurements can provide a ready source of data to construct filtered probability density functions (FPDFs).

There are additional framework extensions that also need to be addressed. The framework depends largely on the adequacy and accuracy of the experimental data. In order to develop conditional means and joint PDFs, a sufficient amount of data must be available. Of course, such data can be augmented with synthetic data to include conditions of pure mixing as well as equilibrium for bounding the composition space. There is equally extensive literature on the generation of synthetic data that is consistent with the prevailing statistics. However, one should attempt to do this only when other safer strategies are exhausted. For example, an effective evaluation of the joint PCs PDF can be carried out starting with individual PCs marginal PDFs. Such a strategy would be trivial if the PCs are statistically independent, which may or may not be the case. However, these PCs can be “rotated” using independent component analysis (ICA) to establish independent components (ICs) [59]. The treatment of the ICs is similar to that of PCs as far as determining their source terms given the linear relation between ICs and the measured scalars. Alternatively, the technique of Copula also establishes a relation between a joint PDF and marginal PDFs in multivariate systems [60]. For conditional means, a PMSR-like approach can mix different states in PC-space to fill the accessed composition space. Regardless, a close collaboration with the experimentalists is needed, especially when 3 or more PCs are needed to capture the data complexity and advance the solution in RANS or LES.
As stated above, this is a first step towards establishing a framework for experiment-based turbulent combustion modeling. Additional validation and extensions may be needed to accommodate additional modeling requirements, such as the framework’s implementation for LES, for complex fuels and for more complex and practical combustor configurations.
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Figure 1. Flow chart of closure approach.
Figure 2. PC-distribution on the 2D SOM lattice.
Figure 3. Conditional statistics iso-contours for temperature at different $\phi_3$ values.
**Figure 4.** Conditional statistics iso-contours for CO mass fraction at different $\phi_3$ values.
Figure 5. Conditional statistics iso-contours for OH mass fraction at different $\phi_3$ values.
Figure 6. Conditional statistics iso-contours for $\phi_1$ source at different $\phi_3$ values.
Figure 7. Conditional statistics iso-contours for $\phi_2$ source at different $\phi_3$ values.
Figure 8. Conditional statistics iso-contours for $\phi_3$ source at different $\phi_3$ values.
Figure 9. Flame D radial profile comparisons of experimental data (symbols) and the closure model (Red solid lines) of the Favre means of temperature, mixture fraction and measured species mass fractions at x/d = 15, 30, 45 and 60.
Figure 10. Flame E radial profile comparisons of experimental data (symbols) and the closure model (Red solid lines) of the Favre means of temperature, mixture fraction and measured species mass fractions at x/d = 15, 30, 45 and 60.
Figure 11. Flame F radial profile comparisons of experimental data (symbols) and the closure model (Red solid lines) of the Favre means of temperature, mixture fraction and measured species mass fractions at $x/d = 15, 30, 45$ and 60.
Figure 12. Flame D radial profile comparisons of experimental data (symbols) and the closure model (Red solid lines) of the RMS of temperature and measured species mass fractions at $x/d = 15, 30, 45$ and $60$. 
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Figure 13. Flame E radial profile comparisons of experimental data (symbols) and the closure model (Red solid lines) of the RMS of temperature and measured species mass fractions at $x/d = 15$, 30, 45 and 60.
Figure 14. Flame F radial profile comparisons of experimental data (symbols) and the closure model (Red solid lines) of the RMS of temperature and measured species mass fractions at $x/d = 15$, 30, 45 and 60.