MIXED-STATE LOCALIZATION OPERATORS: COHEN’S CLASS AND TRACE CLASS OPERATORS
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Abstract. We study mixed-state localization operators from the perspective of Werner’s operator convolutions which allows us to extend known results from the rank-one case to trace class operators. The idea of localizing a signal to a domain in phase space is approached from various directions such as bounds on the spreading function, probability densities associated to mixed-state localization operators, positive operator valued measures, positive correspondence rules and variants of Tauberian theorems for operator translates. Our results include a rigorous treatment of multiwindow-STFT filters and a characterization of mixed-state localization operators as positive correspondence rules. Furthermore we provide a description of the Cohen class in terms of Werner’s convolution of operators and deduce consequences on positive Cohen class distributions, an uncertainty principle, uniqueness and phase retrieval for general elements of Cohen’s class.

1. Introduction

We are addressing some key problems of time-frequency analysis: (i) How to measure the time-frequency content of a signal? (ii) What is the effect a (linear) filter has on a signal? Over the years engineers and mathematicians have investigated these questions and have proposed a variety of answers as is demonstrated by the vast literature [7, 8, 10, 12, 13, 17, 28, 40, 60, 61]. We approach these problems from the perspective of quantum harmonic analysis and note that notions and results in [66] provide a unifying umbrella for some of the research in this direction such as localization operators, multiwindow STFT-filters, Cohen’s class of quadratic time-frequency representations and the spreading function of a filter.

Harmonic analysis is based on the interplay between the translation of a function, convolution of functions and the Fourier transform. In [66] analogues of these notions are introduced for operators: The translation of an operator $A$ by a point $z = (x, \omega)$ in phase space $\mathbb{R}^d$ is defined by conjugation with the time-frequency shift $\pi(z)$:

$$\alpha_z(A) = \pi(z)A\pi(z)^*,$$

where $\pi(z)\psi(t) = e^{2\pi i \omega t}\psi(t-x)$. In [55] we showed that this yields a natural class of Banach modules. There are two types of convolutions in this noncommutative setting: (i) The convolution between a function $f \in L^1(\mathbb{R}^d)$ and a trace class operator $S$:

$$f \ast S := S \ast f := \int_{\mathbb{R}^d} f(y)\alpha_y(S) \, dy;$$

(ii) the convolution between two trace class operators $S$ and $T$ is defined by

$$S \ast T(z) = \text{tr}(S\alpha_z(T)).$$
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for $z \in \mathbb{R}^{2d}$, where $\tilde{T} = PTP$ is defined by conjugation by the parity operator $P$. Finally, the analogue of the Fourier transform is given by the Fourier-Wigner transform $\mathcal{F}_W S$ of a trace class operator $S$, which is the function given by

$$\mathcal{F}_W S(z) = e^{-\pi i z \cdot \omega} \text{tr}(\pi(-z) S)$$

for $z \in \mathbb{R}^{2d}$. Note that the Fourier-Wigner transform and the spreading function differ only by a phase factor. The Fourier-Wigner transform has many properties analogous to those of the Fourier transform of functions [55, 66].

In the case of rank-one operators these concepts of quantum harmonic analysis turn into well-known objects from time-frequency analysis. Suppose $\varphi_2 \otimes \varphi_1$ is the rank-one operator for $\varphi_1, \varphi_2 \in L^2(\mathbb{R}^d)$. Then we have

$$f \ast (\varphi_2 \otimes \varphi_1) = \int \int_{\mathbb{R}^{2d}} f(z) V_{\varphi_1} \psi(z) \pi(z) \varphi_2 dz,$$

which is a localization operator (or STFT-filter or STFT-multiplier [27, 46]) and is denoted by $A_{f}^{\varphi_1, \varphi_2}$, and $f$ is called the mask of the STFT-filter. Similarly, the convolution of two rank-one operators becomes

$$(\phi \otimes \psi) \ast (\tilde{\xi} \otimes \tilde{\eta})(z) = V_{\eta} \phi(z) V_{\psi}(z),$$

where $\tilde{\xi}(x) = \xi(-x)$, which reduces for $\eta = \psi$ and $\psi = \phi$ to the spectrogram [12]. The Fourier-Wigner transform of a rank-one operator is the ambiguity function. There is also a Hausdorff-Young inequality associated to the Fourier-Wigner transform [55, 66], that in the rank-one case is the non-sharp Lieb’s inequality for ambiguity functions [51].

Let us return to the objectives of this paper. Since localization operators are convolutions of a function and a rank-one operator, a natural extension of localization operators are operators of the form $f \ast S$ for a trace-class operator $S$. The results of this paper indicate that these operators describe the time-frequency localization in various ways. For example we are interested in the amount of "spreading" in time and frequency that an operator performs on a function which we describe in form of bounds on the concentration of the spreading function, or equivalently of its Fourier-Wigner transform. The next theorem is an example for the type of statements we have in mind:

**Theorem.** Let $S$ be a trace-class operator and let $\Omega \subset \mathbb{R}^{2d}$ with $\mu(\Omega) < \infty$ and assume that

$$\iint_{\Omega} |\mathcal{F}_W(S)(z)|^2 dz \geq 1 - \epsilon$$

for some $\epsilon \geq 0$. For any $p > 2$ we then have

$$\mu(\Omega) \geq \frac{(1 - \epsilon)^{p/(p-2)} (\Omega)^{2d/(p-2)}}{\|S\|_{T^1}^{4p/(p-2)}},$$

where $\|S\|_{T^1}$ denotes the trace class norm of $S$.

One interpretation of this uncertainty principle is that a well-concentrated spreading function comes at the cost of a large trace class norm. The proof is a consequence of the Hausdorff–Young inequality for the Fourier-Wigner transform of $S$.

In the engineering literature [46, 47] one calls an operator

$$H = \sum_n \lambda_n A_{f}^{\varphi_{n,1}, \varphi_{n,2}}$$

a multiwindow STFT-filter, where $\{\lambda_n\}_{n \in \mathbb{N}}$ is a sequence of complex numbers and $\{\varphi_{n,1}\}_{n \in \mathbb{N}}$ and $\{\varphi_{n,2}\}_{n \in \mathbb{N}}$ are sequences of functions in $L^2(\mathbb{R}^d)$, [46]. Multiwindow STFT filters might be thought of as an operator that change the signal by some smearing. We give a rigorous treatment
of the boundedness of multiwindow STFT filters depending on the sequence \((\lambda_n)_{n \in \mathbb{N}}\) and prove that multiwindow STFT-filters are given by a function convolved with an operator. In addition we consider the set of multiwindow STFT-filters \(f \ast S\) for functions \(f\) for a fixed trace-class operator \(S\). Using the Tauberian theorem for convolutions with operators (theorem 3.15), we are able to show (under some assumptions on the Fourier-Wigner spectrum): (i) any Schatten class operator \(T\) may be approximated by operators of the form \(f \ast S\); (2) that the mask \(f\) is uniquely determined by the operator \(f \ast S\). As a sample we have results of the following form: For a trace-class operator \(S\) the following are equivalent:

1. The set \(\{z \in \mathbb{R}^d : \mathcal{F}_W(S) = 0\}\) is empty.
2. The set of multiwindow STFT-filters \(f \ast S\) with \(f \in L^1(\mathbb{R}^d)\) is dense in the set of trace-class operators.
3. Any mask \(f \in L^\infty(\mathbb{R}^d)\) is uniquely determined by the multiwindow STFT-filter \(f \ast S\).

In order to gain some understanding of the notion of localization in this context, we focus on operators \(H_\Omega\) of the form

\[
H_\Omega = \chi_\Omega \ast S
\]

where \(\chi_\Omega\) is the indicator function of a measurable subset \(\Omega\) of \(\mathbb{R}^d\) and \(S\) is a positive trace class operator with \(\text{tr}(S) = 1\). We refer to these operators as \textit{mixed-state localization operators}.

Given a mixed-state localization operator \(\chi_\Omega \ast S\), one might ask whether it is possible to recover information about the domain \(\Omega\) from the operator \(\chi_\Omega \ast S\). We show that the measure of \(\Omega\) may be calculated from the eigenvalues of \(\chi_\Omega \ast S\) and we also consider the problem of reconstructing the domain \(\Omega\) from \(H_\Omega\). Finally we also discuss in which sense an operator \(H_\Omega\) measures the time-frequency content of a signal in a domain \(\Omega\). These questions have received some attention \[1, 2\] in recent years. Our techniques provide a way to handle unbounded domains, which have not been treated previously in the literature.

The treatment of mixed-state localization operators leads us to the investigation of Cohen class distributions \[11\]. We show that any Cohen class distribution \(Q_S(\psi)\) is of the form

\[
Q_S(\psi) = (\psi \otimes \psi) \ast \mathcal{S},
\]

where \(S\) is a trace-class operator. We establish an uncertainty principle for Cohen class distributions and ask whether any square-integrable function is uniquely determined by the associated Cohen class distribution, which in a special case was discussed in \[33, \text{Remark A.4}\] for the spectrogram. In addition we characterize when Cohen class distributions are positive and have the correct total energy properties.

We observe also that mixed-state localization operators define positive operator valued measures (POVMs), a standard tool in quantum mechanics, see \[35, 36, 57\] for some relations between POVMs and frame theory. By a theorem of Holevo \[35\] of positive correspondence rules we have that this is in a sense the only way to produce (covariant) POVMs. We will also argue that the notion of POVM is a natural framework for localization operators and Cohen’s class of time-frequency distributions and that a POVM allows one to construct a probability measure on phase space. This measure is absolutely continuous with respect to Lebesgue measure and its Radon-Nikodym derivative is a positive Cohen class distribution.

2. Notation and terminology

If \(X\) is a Banach space we will denote its dual space by \(X^*\), and for \(x \in X\) and \(x^* \in X^*\) we write \(\langle x^*, x \rangle_{X^*, X}\) to denote \(x^* (x)\). \(\langle \cdot, \cdot \rangle\) denotes the inner product on the Hilbert space \(L^2(\mathbb{R}^d)\). Note that \(\langle \cdot, \cdot \rangle_{X^*, X}\) is bilinear, whereas \(\langle \cdot, \cdot \rangle\) is antilinear in the second argument. Elements of \(\mathbb{R}^{2d}\) will often be written in the form \(z = (x, \omega)\) for \(x, \omega \in \mathbb{R}^d\), and the Lebesgue measure of a subset \(\Omega \subset \mathbb{R}^{2d}\) will be denoted by \(\mu(\Omega)\). The characteristic function of \(\Omega \subset \mathbb{R}^{2d}\) is denoted
by $\chi_\Omega$. $\sigma(z, z')$ is the standard symplectic form $\sigma(z, z') = \omega_1 \cdot x_2 - \omega_2 \cdot x_1$ of $z = (x_1, \omega_1)$ and $z' = (x_2, \omega_2)$. For two functions $\xi, \eta$ in the Hilbert space $L^2(\mathbb{R}^d)$, we define the operator $\xi \otimes \eta$ on $L^2(\mathbb{R}^d)$ by $\xi \otimes \eta(\zeta) = (\zeta, \eta)\xi$, where $\zeta \in L^2(\mathbb{R}^d)$. The space of Schwartz functions on $\mathbb{R}^{2d}$ is denoted by $S(\mathbb{R}^{2d})$ and its dual space of tempered distributions by $S'(\mathbb{R}^{2d})$. We introduce the parity operator $P$ by $\tilde{\psi}(x) = P\psi(x) = \psi(-x)$ for any $x \in \mathbb{R}^d$ and $\psi : \mathbb{R}^d \to \mathbb{C}$, and define $\psi^*(x) = \overline{\psi(x)}$.

3. Preliminaries

3.1. Concepts from time-frequency analysis.

3.1.1. The symplectic Fourier transform. For functions $f \in L^1(\mathbb{R}^{2d})$ we will use the symplectic Fourier transform $F_\sigma f$, given by

$$F_\sigma f(z) = \int_{\mathbb{R}^{2d}} f(z')e^{-2\pi i \sigma(z, z')} \, dz'$$

for $z \in \mathbb{R}^{2d}$, where $\sigma$ is the standard symplectic form $\sigma((x_1, \omega_1), (x_2, \omega_2)) = \omega_1 \cdot x_2 - \omega_2 \cdot x_1$. $F_\sigma$ extends to a unitary operator on $L^2(\mathbb{R}^{2d})$, and this extension satisfies $F_\sigma^2 = I$, where $I$ is the identity operator [20].

3.1.2. The STFT, Wigner distribution and the Weyl calculus. If $\psi : \mathbb{R}^d \to \mathbb{C}$ and $z = (x, \omega) \in \mathbb{R}^{2d}$, we define the translation operator $T_x$ by $T_x \psi(t) = \psi(t-x)$, the modulation operator $M_\omega$ by $M_\omega \psi(t) = e^{2\pi i \omega \cdot t}\psi(t)$ and the time-frequency shifts $\pi(z)$ by $\pi(z) = M_\omega T_x$. For $\psi, \phi \in L^2(\mathbb{R}^d)$ the short-time Fourier transform (STFT) $V_\phi \psi$ of $\psi$ with window $\phi$ is the function on $\mathbb{R}^{2d}$ defined by

$$V_\phi \psi(z) = \langle \psi, \pi(z)\phi \rangle$$

for $z \in \mathbb{R}^{2d}$. By replacing the inner product above with a duality bracket, the STFT may be extended to other spaces, such as $\psi \in S(\mathbb{R}^d)$, $\phi \in S'(\mathbb{R}^d)$. We will also refer to the cross-ambiguity function $A(\psi, \phi)$ of $\psi$ and $\phi$, defined by multiplying the STFT with a phase factor:

$$A(\psi, \phi)(z) = e^{\pi i x \cdot \omega} V_\phi \psi(z).$$

For more background on the ambiguity function and its utility in the theory of radar see [20,32].

A close relative of the STFT is the cross-Wigner distribution of two functions $\psi$ and $\phi$ on $\mathbb{R}^d$. By definition, the cross-Wigner distribution $W(\psi, \phi)$ is given by

$$W(\psi, \phi)(x, \omega) = \int_{\mathbb{R}^d} \psi \left( x + \frac{t}{2} \right) \phi \left( x - \frac{t}{2} \right) e^{-2\pi i \omega \cdot t} \, dt.$$  

This expression is similar to the definition of the STFT, and in fact $W(\psi, \phi) = F_\sigma (A(\psi, \phi))$ [20].

Using the cross-Wigner distribution, we may introduce the Weyl calculus. For $f \in S'(\mathbb{R}^{2d})$ and $\psi, \phi \in S(\mathbb{R}^d)$, we define the Weyl transform $L_f$ of $f$ to be the operator given by

$$\langle L_f \psi, \phi \rangle_{S', S} = \langle f, W(\psi, \phi) \rangle_{S', S'}.$$

$f$ is called the Weyl symbol of the operator $L_f$.

3.1.3. Cohen’s class of quadratic time-frequency distributions. A quadratic time-frequency distribution $Q$ is said to be of Cohen’s class if $Q$ is given by

$$Q(\psi) = Q_\phi (\psi) := W(\psi, \psi) * \phi$$

for some $\phi \in S'(\mathbb{R}^{2d})$ [11,32]. The class of functions $\psi$ to which we may apply $Q_\phi$ clearly depends on the distribution $\phi$. The Wigner distribution is obtained by picking $\phi = \delta_0$, where $\delta_0$ is Dirac’s delta distribution centered at 0. Cohen’s class contains all shift-invariant, weakly
3.2. The Schatten classes of operators.

3.2.1. Concepts from operator theory.

Proposition 3.2. Let $L$ be a compact operator on $L^2(\mathbb{R}^d)$. Then $Q(\psi) = W(\psi, \psi) * \phi$ for some $\phi \in S' (\mathbb{R}^{2d})$.

3.2.2. The Schatten classes of operators. In classical harmonic analysis one often studies the $L^p$-spaces of functions, and we will similarly need to introduce classes of operators in $B(L^2(\mathbb{R}^d))$ with different properties. To introduce these classes, we need the singular value decomposition.

Lemma 3.1. Let $L$ be a quadratic time-frequency distribution satisfying

\begin{enumerate}
  \item $Q(\pi(z)\psi) = T_z(Q(\psi))$,
  \item $|Q(\psi_1, \psi_2)(0)| \leq \|\psi_1\|_2\|\psi_2\|_2$,
\end{enumerate}

for all $z \in \mathbb{R}^{2d}$ and $\psi_1, \psi_2 \in L^2(\mathbb{R}^d)$. Then $Q(\psi) = W(\psi, \psi) * \phi$ for some $\phi \in S' (\mathbb{R}^{2d})$.

For $1 \leq p < \infty$ we define the Schatten class $T^p$ of operators by

$T^p = \{ T \text{ compact} : (s_n(T))_{n \in \mathbb{N}} \in \ell^p \}$.

We will also write $T^\infty = B(L^2(\mathbb{R}^d))$ with $\| \cdot \|_\infty$ given by the operator norm to simplify the statement of some results. The Schatten class $T^p$ becomes a Banach space under pointwise addition and scalar multiplication in the norm $\|S\|_{T^p} = \left( \sum_{n \in \mathbb{N}} s_n(S)^p \right)^{1/p}$. Since these norms are defined in terms of $\ell^p$-norms of sequences, we get that $\| \cdot \|_{B(L^2(\mathbb{R}^d))} \leq \| \cdot \|_p \leq \| \cdot \|_1$ for $1 \leq p \leq \infty$. Furthermore, the spaces $T^p$ are ideals in $B(L^2(\mathbb{R}^d))$, meaning that $A \in B(L^2(\mathbb{R}^d))$ and $T \in T^p$ implies that $AT, TA \in T^p$.

3.2.2. The trace and trace class operators. Recall that an operator $S \in B(L^2(\mathbb{R}^d))$ is positive if $\langle S\psi, \psi \rangle \geq 0$ for any $\psi \in L^2(\mathbb{R}^d)$. For a positive operator $S \in B(L^2(\mathbb{R}^d))$, the trace of $S$ is defined to be

$\text{tr}(S) = \sum_{n \in \mathbb{N}} \langle Sc_n, e_n \rangle$.

where $\{e_n\}_{n \in \mathbb{N}}$ is an orthonormal basis for $L^2(\mathbb{R}^d)$. This definition is independent of the orthonormal basis used, and the trace is linear and satisfies $\text{tr}(ST) = \text{tr}(TS)$ [52]. However, the expression in (1) may well be infinite, and is not well-defined for a general non-positive operator $S$. If $S \in T^1$, then $\text{tr}(S)$ is well-defined and a simple calculation shows that

$\text{tr}(S) = \sum_{n \in \mathbb{N}} s_n(S)$,

where the sum of singular values converges by the definition of $T^1$. For this reason the class $T^1$ is often referred to as trace class operators. By a celebrated theorem due to Lidskii, the trace $\text{tr}(S)$ of $S \in T^1$ equals the sum $\sum_{i=1}^{\infty} \lambda_i$ of the eigenvalues $\{\lambda_i\}_{i \in \mathbb{N}}$ of $S$, where the eigenvalues are counted with algebraic multiplicity.
Using the trace we may state the duality relations of the Schatten $p$-classes [63, Thm 2.8 and 3.2].

**Lemma 3.3.** Let $1 \leq p < \infty$, and let $q$ be the number determined by $\frac{1}{p} + \frac{1}{q} = 1$. The dual space of $\mathcal{T}_p$ is $\mathcal{T}_q$, and the duality may be given by

$$\langle T, S \rangle_{\mathcal{T}_p, \mathcal{T}_q} = \text{tr}(TS)$$

for $S \in \mathcal{T}_p$ and $T \in \mathcal{T}_q$.

Another well-known Schatten class is $\mathcal{T}_2$, known as the Hilbert-Schmidt operators. $\mathcal{T}_2$ is a Hilbert space under the inner product $\langle S, T \rangle_{\mathcal{T}_2} := \text{tr}(ST^*)$ for $S, T \in \mathcal{T}_2$.

**Remark.** The Schatten classes behave analogously to the $L^p$-spaces of functions – the duality relations are the same, and both $L^1(\mathbb{R}^d)$ and $\mathcal{T}_1$ have a natural linear functional given by the integral and trace, respectively. The intuition that $L^p$ corresponds to $\mathcal{T}_p$ will often be useful, and is strengthened by the convolutions defined in section 3.4.

**3.2.3. Vector-valued integration.** We will need to integrate operator-valued functions $G : \mathbb{R}^d \to B(L^2(\mathbb{R}^d))$ of the form $G(z) = g(z)F(z)$, where $g \in L^1(\mathbb{R}^d)$ and $F : \mathbb{R}^d \to B(L^2(\mathbb{R}^d))$ is measurable, bounded and strongly continuous. The operator-valued integral $\int_{\mathbb{R}^d} g(z)F(z) \, dz \in B(L^2(\mathbb{R}^d))$ is defined in a weak and pointwise sense: for any $\psi \in L^2(\mathbb{R}^d)$ we define $(\int_{\mathbb{R}^d} g(z)F(z) \, dz) \psi$ by

$$\langle \left( \int_{\mathbb{R}^d} g(z)F(z) \, dz \right) \psi, \phi \rangle = \int_{\mathbb{R}^d} g(z)(F(z)\psi, \phi) \, dz$$

for any $\phi \in L^2(\mathbb{R}^d)$. This defines an operator $\int_{\mathbb{R}^d} g(z)F(z) \, dz$, and we get the norm estimate $\| \int_{\mathbb{R}^d} g(z)F(z) \, dz \|_{B(L^2(\mathbb{R}^d))} \leq \|g\|_{L^1} \sup_{z \in \mathbb{R}^d} \|F(z)\|_{B(L^2(\mathbb{R}^d))}$ [55].

**3.3. Localization operators, STFT-filters and multiwindow STFT-filters.** Given a function $f$ on $\mathbb{R}^d$ and $\varphi_1, \varphi_2 \in L^2(\mathbb{R}^d)$, we define the localization operator (or STFT-filter [18]) $A^{\varphi_1, \varphi_2}_f$ with mask $f$ and windows $\varphi_1, \varphi_2$ by

$$A^{\varphi_1, \varphi_2}_f \psi = \int_{\mathbb{R}^d} f(z)\varphi_1(z)\pi(z)\varphi_2 \, dz$$

for $\psi \in L^2(\mathbb{R}^d)$, where the integral is interpreted in the weak sense discussed above. We will in particular be interested in the case where $\varphi_1 = \varphi_2$ and $f = \chi_{\Omega}$ is the characteristic function of some measurable subset $\Omega \subseteq \mathbb{R}^d$, and we will write $A^{\varphi}_\Omega := A^{\varphi, \varphi}_\Omega$ in this case.

We will follow Kozek [18] and call any operator $H$ of the form

$$H = \sum_n \lambda_n A^{\varphi_{n,1}, \varphi_{n,2}}_f$$

a multiwindow STFT-filter, where $\{\lambda_n\}_{n \in \mathbb{N}}$ is a sequence of complex numbers and $\{\varphi_{n,1}\}_{n \in \mathbb{N}}$ and $\{\varphi_{n,2}\}_{n \in \mathbb{N}}$ are sequences of functions in $L^2(\mathbb{R}^d)$. Hence a multiwindow STFT-filter is a possibly infinite linear combination of localization operators with common mask $f$. We will return to the question of convergence of the sum in equation (6.2) in section 6.3. For further information on filters and their use in the engineering literature the reader may consult, for instance, [37, 47, 48, 56].

**3.4. Convolutions of operators and functions.** This section introduces the theory of convolutions of operators and functions to Werner [66]. In order to introduce these convolution operations, we will first need to define a shift for operators. For $z \in \mathbb{R}^d$ and $A \in B(L^2(\mathbb{R}^d))$, we define the operator $\alpha_z(A)$ by

$$\alpha_z(A) = \pi(z)A\pi(z)^*.$$
It is easily confirmed that $\alpha_z \alpha_{z'} = \alpha_{z+z'}$, and we will informally think of $\alpha$ as a shift or translation of operators. The interpretation of $\alpha$ as a shift of operators has also been remarked in the signal processing literature by Kozek [46, 48].

Similarly we define the analogue of the involution $f \mapsto \check{f}$ of a function, for an operator $A \in B(L^2(\mathbb{R}^d))$ by

$$\check{A} = PAP,$$

where $P$ is the parity operator $P \psi(x) = \psi(-x)$ for $\psi \in L^2(\mathbb{R}^d)$. The intuition that $\alpha$ is a shift of operators is supported by considering the Weyl symbol [46, 55].

Lemma 3.4. Let $f \in L^1(\mathbb{R}^{2d})$, and let $L_f$ be the Weyl transform of $f$.

- $\alpha_z(L_f) = L_{T_z f}$ for $z \in \mathbb{R}^{2d}$.
- $\check{L}_f = L_f$.

Using $\alpha$, Werner defined a convolution operation between functions and operators [66]. If $f \in L^1(\mathbb{R}^{2d})$ and $S \in T^1$ we define the operator $f \star S$ by

$$f \star S := S \star f := \int_{\mathbb{R}^{2d}} f(y) \alpha_y(S) \, dy$$

where the integral is interpreted as in section 3.2.3. Then $f \star S \in T^1$ and $\| f \star S \|_{T^1} \leq \| f \|_{L^1} \| S \|_{T^1}$ [55, Prop. 2.5].

For two operators $S, T \in T^1$, Werner defined the function $S \star T$ by

$$S \star T(z) = \text{tr}(S \alpha_z(T))$$

for $z \in \mathbb{R}^{2d}$.

Remark. The notation $\star$ may therefore denote either the convolution of two functions or the convolution of an operator with a function. The correct interpretation will be clear from the context.

The following result shows that $S \star T \in L^1(\mathbb{R}^{2d})$ for $S, T \in T^1$ and provides an important formula for its integral [66, Lem. 3.1]. In the simplest case where $S$ and $T$ are rank-one operators, this formula is the so-called Moyal identity for the STFT [29, p. 57].

Lemma 3.5. Let $S, T \in T^1$. The function $z \mapsto \text{tr}(S \alpha_z(T))$ for $z \in \mathbb{R}^{2d}$ is integrable and $\| \text{tr}(S \alpha_z(T)) \|_{L^1} \leq \| S \|_{T^1} \| T \|_{T^1}$.

Furthermore,

$$\int_{\mathbb{R}^{2d}} \text{tr}(S \alpha_z(T)) \, dz = \text{tr}(S) \text{tr}(T).$$

The convolutions can be defined on other $L^p$-spaces and Schatten $p$-classes by duality [55, 66]. As an important example, the convolution $f \star S \in B(L^2(\mathbb{R}^d))$ for $f \in L^\infty(\mathbb{R}^{2d})$ and $S \in T^1$ is defined by the relation

$$\langle f \star S, T \rangle_{B(L^2(\mathbb{R}^d)), T^1} = \langle f, \check{S} \star T \rangle_{L^\infty, L^1}$$

for any $T \in T^1$.

By writing these dualities explicitly, the definition becomes

$$\text{tr}((f \star S)T) = \int_{\mathbb{R}^{2d}} f(z)(\check{S} \star T)(z) \, dz$$

for any $T \in T^1$.

When extended to other functions and operator spaces, the convolutions satisfy a version of Young’s inequality.
Proposition 3.6. Let $1 \leq p,q,r \leq \infty$ be such that $\frac{1}{p} + \frac{1}{q} = 1 + \frac{1}{r}$. If $f \in L^p(\mathbb{R}^d), S \in \mathcal{T}^p$ and $T \in \mathcal{T}^q$, then the following convolutions may be defined and satisfy the norm estimates
\[
\|f \ast T\|_{\mathcal{T}^r} \leq \|f\|_{L^p}\|T\|_{\mathcal{T}^q},
\]
\[
\|S \ast T\|_{L^r} \leq \|S\|_{\mathcal{T}^p}\|T\|_{\mathcal{T}^q}.
\]

The convolutions of operators and functions are associative, a fact that is non-trivial since the convolutions between operators and functions can produce both operators and functions as output [53][60]. Commutativity and bilinearity, however, follows straight from the definitions.

Furthermore, the convolutions preserve positivity and identity elements [64].

Proposition 3.7. (1) If $S,T \in B(L^2(\mathbb{R}^d))$ are positive operators and $f$ is a positive function, then $f \ast S$ is a positive operator and $S \ast T$ is a positive function.

(2) If $1$ is the constant function $1(z) = 1$ for $z \in \mathbb{R}^d$ and $I$ is the identity operator on $L^2(\mathbb{R}^d)$, then $1 \ast S = I$ and $I \ast S = I$ for every $S \in \mathcal{T}^1$.

The convolutions make the Schatten classes $\mathcal{T}^p$ into Banach modules over $L^1(\mathbb{R}^d)$ if the module multiplication is defined by $(f,S) \mapsto f \ast S$ for $f \in L^1(\mathbb{R}^d)$ and $S \in \mathcal{T}^p$, [53]. By using the Cohen-Hewitt theorem for Banach modules [31], one obtains that any operator in $\mathcal{T}^p$ for $p < \infty$ can be written as a convolution [53] Prop. 7.4.

Proposition 3.8. Given $T \in \mathcal{T}^p$ for $p < \infty$, there exists $f \in L^1(\mathbb{R}^d)$ and $S \in \mathcal{T}^p$ such that $T = f \ast S$.

3.5. Localization operators and spectrograms as convolutions. In [53] we established that Werner’s convolutions provide a conceptual framework for localization operators, as shown by the following result.

Lemma 3.9. Let $f$ be a function on $\mathbb{R}^d$ and $\varphi_1, \varphi_2 \in L^2(\mathbb{R}^d)$ with $\|\varphi_1\|_{L^2} = \|\varphi_2\|_{L^2} = 1$. Then the localization operator $A^\varphi_1 \varphi_2 \in \mathcal{T}^1$ can be expressed as the convolution of the function $f$ and the rank-one operator $\varphi_2 \otimes \varphi_1$,
\[
A^\varphi_1 \varphi_2 = f \ast (\varphi_2 \otimes \varphi_1).
\]

Similarly, the convolution of two rank-one operators reduces to a familiar object in the simplest case – namely the spectrogram.

Lemma 3.10. Let $\phi, \psi, \xi, \eta \in L^2(\mathbb{R}^d)$. Then the function $V_\phi \phi(z) \overline{V_\psi \psi(z)}$ may be expressed as the convolution of two rank-one operators,
\[
(\phi \otimes \psi) \ast (\xi \otimes \eta)(z) = V_\phi \phi(z) \overline{V_\psi \psi(z)}.
\]
for $z \in \mathbb{R}^d$. In particular, if $\eta = \psi$ and $\psi = \phi$, then $(\phi \otimes \phi) \ast (\eta \otimes \eta)$ is the spectrogram $|V_\phi \phi|^2$.

Note that in the physics literature the spectrogram $|V_\phi \phi|^2$ is called the Husimi function of $\phi$ when $\phi$ is a Gaussian [22].

3.6. The Fourier-Wigner transform of operators. For operators $S \in \mathcal{T}^1$, the Fourier-Wigner transform $\mathcal{F}_W S$ of $S$ is the function given by
\[
\mathcal{F}_W S(z) = e^{-\pi \xi \omega \tau} tr(\pi(-z)S)
\]
for $z \in \mathbb{R}^d$. In the special case of an operator of rank one, the Fourier-Wigner transform is the ambiguity function [53] Lemma 6.1.

Lemma 3.11. If $\varphi_1, \varphi_2 \in L^2(\mathbb{R}^d)$, then $\mathcal{F}_W (\varphi_2 \otimes \varphi_1)(z) = A(\varphi_2, \varphi_1)(z)$.

The Fourier-Wigner transform has many properties analogous to those of the Fourier transform of functions [53][60]. It extends to a unitary operator $\mathcal{F}_W : \mathcal{T}^2 \to L^2(\mathbb{R}^d)$, and by the following proposition it interacts with the convolutions defined by Werner in the expected way.
**Proposition 3.12.** Let \( f \in L^1(\mathbb{R}^d) \) and \( S, T \in T^1 \).

1. \( \mathcal{F}_\sigma(S \ast T) = \mathcal{F}_W(S) \mathcal{F}_W(T) \).
2. \( \mathcal{F}_W(f \ast S) = \mathcal{F}_\sigma(f) \mathcal{F}_W(S) \).

In time-frequency analysis and signal processing, operators are sometimes studied by considering the so-called spreading function [29], which expresses the operator as an infinite linear combination of time-frequency shifts. In fact, the Fourier-Wigner transform and the spreading function differ only by a phase factor [55].

**Proposition 3.13.**

1. If \( S \in T^1 \) has spreading function \( f \in L^1(\mathbb{R}^d) \), i.e.
   \[
   S = \int_{\mathbb{R}^d} f(z) \pi(z) \, dz,
   \]
   where the integral is interpreted as in section 3.2.3, then
   \[
   \mathcal{F}_W(S)(z) = e^{i \pi z} f(z).
   \]
2. The Weyl symbol \( a_S \) of \( S \in T^1 \) is given by
   \[
   a_S = \mathcal{F}_\sigma \mathcal{F}_W(S).
   \]

As for the Fourier transform of functions, there is also a Hausdorff-Young inequality associated to the Fourier-Wigner transform [55,60].

**Proposition 3.14.** Let \( 1 \leq p \leq 2 \) and let \( q \) be the conjugate exponent determined by \( \frac{1}{p} + \frac{1}{q} = 1 \). If \( S \in T^p \), then \( \mathcal{F}_W(S) \in L^q(\mathbb{R}^d) \) with norm estimate

\[
\|\mathcal{F}_W(S)\|_{L^q} \leq \|S\|_{T^p}.
\]

Using Lieb’s uncertainty principle [53,51] we can improve this result in a special case [55].

**Corollary 3.14.1.** Let \( 2 \leq p < \infty \). If \( S \in T^1 \), then

\[
\|\mathcal{F}_W(S)\|_{L^p} \leq \left( \frac{2}{p} \right)^{d/p} \|S\|_{T^1}.
\]

### 3.6.1. Tauberian theorems for operators

Werner [66] has proved a version of Wiener’s Tauberian theorem for operators. The theorem was later generalized in [45], and more equivalent statements and a proof may be found in [45,55]. We state the relevant parts of the theorem for our purposes.

**Theorem 3.15.** Let \( S \in T^1 \).

(a) The following are equivalent.
   1. The set \( \{ z \in \mathbb{R}^d : \mathcal{F}_W(S) = 0 \} \) is empty.
   2. If \( f \in L^\infty(\mathbb{R}^d) \) and \( f \ast S = 0 \), then \( f = 0 \).
   3. \( L^1(\mathbb{R}^d) \ast S \) is dense in \( T^1 \).
   4. If \( T \in B(L^2(\mathbb{R}^d)) \) and \( S \ast T = 0 \), then \( T = 0 \).

(b) The following are equivalent.
   1. The set \( \{ z \in \mathbb{R}^d : \mathcal{F}_W(S) = 0 \} \) has Lebesgue measure 0.
   2. If \( f \in L^2(\mathbb{R}^d) \) and \( f \ast S = 0 \), then \( f = 0 \).
   3. \( L^2(\mathbb{R}^d) \ast S \) is dense in \( T^2 \).
   4. If \( T \in T^2 \) and \( S \ast T = 0 \), then \( T = 0 \).

(c) The following are equivalent.
   1. The set \( \{ z \in \mathbb{R}^d : \mathcal{F}_W(S) = 0 \} \) has dense complement.
   2. If \( f \in L^1(\mathbb{R}^d) \) and \( f \ast S = 0 \), then \( f = 0 \).
   3. \( L^\infty(\mathbb{R}^d) \ast S \) is weak* dense in \( B(L^2(\mathbb{R}^d)) \).
   4. If \( T \in T^1 \) and \( S \ast T = 0 \), then \( T = 0 \).
3.7. Schwartz operators and tempered distributions. The theory of convolutions and Fourier transforms of operators can be extended to more general objects than bounded operators, just as the convolution and Fourier transform of functions is extended from the $L^p$-spaces to tempered distributions. To define this extension, we start by defining two classes of operators. We let $\mathcal{G}$ be the set of pseudodifferential operators with Weyl symbol in the Schwartz class $\mathcal{S}^{\prime}(\mathbb{R}^{2d})$, and we let $\mathcal{G}^{\prime}$ be the set of pseudodifferential operators with Weyl symbol in the tempered distributions $\mathcal{S}^{\prime}(\mathbb{R}^{2d})$. These sets of operators were studied in detail by Keyl et al. in [43]. They show that $\mathcal{G}$ may be equipped with a topology making it a Frechet space, and that $\mathcal{G}^{\prime}$ is the topological dual space of $\mathcal{G}$ in this topology. Hence one may define convolutions and Fourier transforms on $\mathcal{G}^{\prime}$ using duality. We summarize the main results in the following proposition, and refer to section 5 of [43] for proofs.

**Proposition 3.16.**  
(1) Let $S,T \in \mathcal{S}$, $A \in \mathcal{G}^{\prime}, f \in \mathcal{S}(\mathbb{R}^{2d})$ and $\phi \in \mathcal{S}^{\prime}(\mathbb{R}^{2d})$. The following convolutions may be defined:

\[
S \ast T \in \mathcal{S}(\mathbb{R}^{2d}) \quad f \ast S \in \mathcal{G}^{\prime} \\
S \ast A \in \mathcal{S}^{\prime}(\mathbb{R}^{2d}) \quad \phi \ast S \in \mathcal{G}^{\prime} \\
f \ast A \in \mathcal{G}^{\prime}.
\]

(2) The definitions in part (1) are compatible with those in section 3.4 whenever both are applicable.

(3) The Fourier-Wigner transform may be extended to a topological isomorphism $F_{W} : \mathcal{G}^{\prime} \to \mathcal{S}^{\prime}(\mathbb{R}^{2d})$.

(4) The relations $F_{\sigma}(S \ast T) = F_{W}(S)F_{W}(T)$ and $F_{W}(f \ast S) = F_{\sigma}(f)F_{W}(S)$ still hold for operators $S,T$ and a function $f$ whenever the convolutions are defined by part (1).

(5) The Weyl symbol of $A \in \mathcal{G}^{\prime}$ is given by $F_{\sigma}F_{W}(A)$.

Remark. By the Schwartz kernel theorem (see [39]), we know that we may identify $\mathcal{G}^{\prime}$ with the continuous operators from $\mathcal{S}(\mathbb{R}^{2d})$ to $\mathcal{S}^{\prime}(\mathbb{R}^{2d})$.

3.8. Positive operator valued measures. In section 3 of this paper we will argue that the notion of a positive operator valued measure is a natural framework for localization operators and Cohen’s class of time-frequency distributions. This notion is more commonly used in operator theory and quantum mechanics [5]. We recall the basic concepts.

**Definition 3.1.** Let $\mathcal{B}(\mathbb{R}^{2d})$ denote the $\sigma$-algebra of Borel subsets of $\mathbb{R}^{2d}$. A positive operator valued measure (POVM) on $\mathbb{R}^{2d}$ is a mapping $F : \mathcal{B}(\mathbb{R}^{2d}) \to B(L^{2}(\mathbb{R}^{d}))$ such that

(1) $F(M)$ is a positive operator for any $M \in \mathcal{B}(\mathbb{R}^{2d})$,

(2) $F(\mathbb{R}^{2d})$ is the identity operator on $L^{2}(\mathbb{R}^{d})$,

(3) $F(\bigcup_{i \in \mathbb{N}} M_{i}) = \sum_{i \in \mathbb{N}} F(M_{i})$ for any countable collection of disjoint, measurable subsets $\{M_{i}\}_{i \in \mathbb{N}}$ of $\mathbb{R}^{2d}$, where the sum converges in the weak operator topology.

Hence a POVM on $\mathbb{R}^{2d}$ assigns a positive operator on $L^{2}(\mathbb{R}^{d})$ to each Borel subset of $\mathbb{R}^{2d}$. Convergence in the weak operator topology of the sum $\sum_{i \in \mathbb{N}} F(M_{i})$ to the operator $T := F(\bigcup_{i \in \mathbb{N}} M_{i})$ means that for any $\psi, \phi \in L^{2}(\mathbb{R}^{d})$ we have $\sum_{i \in \mathbb{N}} \langle F(M_{i})\psi, \phi \rangle = \langle T\psi, \phi \rangle$. Any POVM $F$ appearing in this text will be **covariant**, meaning that $\alpha_{z}(F(M)) = F(M + z)$ for any $z \in \mathbb{R}^{2d}$ and $M \in \mathcal{B}(\mathbb{R}^{2d})$, where $M + z = \{m + z : m \in M\}$ and $\alpha$ is the shift of operators defined in section 3.4.

3.8.1. Integration and the probability measures associated to a POVM. Let $F$ be a fixed POVM. For each $\psi \in L^{2}(\mathbb{R}^{d})$ with $\|\psi\|_{L^{2}} = 1$, $F$ allows us to construct a probability measure $\mu^{F}_{\psi}$ on $\mathbb{R}^{2d}$ by defining

\[
\mu^{F}_{\psi}(\Omega) = \langle F(\Omega)\psi, \psi \rangle
\]
for $\Omega \subset \mathbb{R}^{2d}$.

Using the measures $\mu_\psi$, we may define a notion of integration w.r.t. the POVM $F$ [6, Sec. 5 Thm. 9]

Lemma 3.17. If $f : \mathbb{R}^{2d} \to \mathbb{C}$ is a measurable, bounded function, then there exists a unique operator $A_f \in B(L^2(\mathbb{R}^d))$ such that $\langle A_f \psi, \psi \rangle = \iint_{\mathbb{R}^{2d}} f(z) d\mu_\psi$ for any $\psi \in L^2(\mathbb{R}^d)$.

We denote the operator $A_f$ by $\int \int_{\mathbb{R}^{2d}} f(z) dF$. For $f \in L^\infty(\mathbb{R}^{2d})$ and $\Omega \subset \mathbb{R}^{2d}$, we define $\iint_{\Omega} f dF := \iint_{\mathbb{R}^{2d}} \chi_\Omega f dF$. It is easily seen that $\iint_{\Omega} dF = F(\Omega)$.

4. The time-frequency concentration of the spreading function

When considering a filter $H$, it is often of interest to determine the amount of "spreading" in time and frequency that $H$ performs on a signal. By proposition 3.13, the Fourier-Wigner function $F_W(H)$ is, up to a phase factor, the spreading function of $H$. Hence the Fourier-Wigner transform $F_W(H)(z)$ is the weight of the time-frequency shift $\pi(z)$ when $H$ is decomposed as a linear combination of time-frequency shifts:

$$H = \int \int_{\mathbb{R}^{2d}} e^{i\pi x \cdot \omega} F_W(H)(z) \pi(z) \, dz,$$

where the integral is interpreted in the sense of section 3.2.3 for $H \in \mathcal{T}_1$. For instance, an operator which only shifts signals slightly in time and frequency will have a spreading function concentrated around 0 in $\mathbb{R}^{2d}$.

To measure the effect of $H$ on a signal, we would therefore like to obtain bounds on the concentration of the spreading function, or equivalently of $F_W(H)$. In fact, the Hausdorff Young inequality in proposition 3.14 does exactly this. By this inequality, if $1 \leq p \leq 2$ and $\frac{1}{p} + \frac{1}{q} = 1$, then if $H \in \mathcal{T}_p$ we get

$$\left( \iint_{\mathbb{R}^{2d}} |F_W(H)|^q \, dz \right)^{1/q} \leq \|H\|_{\mathcal{T}_p}.$$  

Hence we can interpret the Hausdorff Young inequality as saying that the Schatten class norm of $H$ provides information on the concentration of the spreading function of $H$. If $H$ is trace class, then the above inequality holds for all $2 \leq q < \infty$, and we may replace $\|H\|_{\mathcal{T}_p}$ by $\|H\|_{\mathcal{T}_1}$, since $\|H\|_{\mathcal{T}_p} \leq \|H\|_{\mathcal{T}_1}$ for any $p \geq 1$.

Remark. Since the Fourier-Wigner transform is unitary from $\mathcal{T}_2$ to $L^2(\mathbb{R}^{2d})$ [55], we actually have an equality in equation (4) for $p = q = 2$.

Following the reasoning used by Gröchenig to prove an uncertainty principle for functions in [32, Thm. 3.3.3.], we can use corollary 3.14.1 to obtain an uncertainty principle for spreading functions of filters.

Theorem 4.1. Let $S \in \mathcal{T}_1$ and let $\Omega \subset \mathbb{R}^{2d}$ with $\mu(\Omega) < \infty$ and assume that

$$\iint_{\Omega} |F_W(S)(z)|^2 \, dz \geq 1 - \epsilon$$

for some $\epsilon \geq 0$. For any $p > 2$ we then have

$$\mu(\Omega) \geq \frac{(1 - \epsilon)^p (2d)^{(p-2)}}{\|S\|_{\mathcal{T}_1}^{2p/(p-2)}}.$$
In particular, for \( p = 4 \) we obtain

\[
\mu(\Omega) \geq \frac{(1 - \epsilon)^{2d}}{\|S\|^4_{T^1}}.
\]

**Proof.** By Hölder’s inequality with \( p' = \frac{p}{2} \) and \( q' = \frac{p}{p-2} \), we find that

\[
1 - \epsilon \leq \int_{\Omega} |F_{W}(S)(z)|^2 \, dz \\
\leq \left( \int_{\mathbb{R}^{2d}} |F_{W}(S)|^2 \, dz \right)^{2/p} \left( \int_{\mathbb{R}^{2d}} \chi_{\Omega}(z) \frac{p}{p-2} \, dz \right)^{(p-2)/p} \\
\leq \left( \frac{2}{p} \right)^{2d/p} \|S\|^2_{T^1} \mu(\Omega)^{(p-2)/p},
\]

where the last inequality follows from corollary 3.14.1. Rearranging this inequality, we obtain

\[
\mu(\Omega) \geq \frac{(1 - \epsilon)^p/(p-2)}{\|S\|^{2p/(p-2)}_{T^1}}.
\]

\[\square\]

One interpretation of this uncertainty principle is that a well-concentrated spreading function comes at the cost of a large trace class norm. As an example, consider the special case of an underspread trace class operator \( S \), meaning that the support of \( S \) is contained in some bounded subset \( \Omega \subset \mathbb{R}^{2d} \) with \( \mu(\Omega) \ll 1 \) [49]. Assume that \( S \) is normalized in the sense that

\[
\|S\|_{T^2} = \int_{\mathbb{R}^{2d}} |F_{W}(S)|^2 \, dz = 1.
\]

By assumption we then have

\[
\int_{\Omega} |F_{W}(S)|^2 \, dz = 1,
\]

and by the previous result with \( \epsilon = 0 \) we conclude that

\[
1 >> \mu(\Omega) \geq \frac{2^d}{\|S\|_{T^1}^2},
\]

hence \( \|S\|_{T^1} >> 1 \).

5. Multiwindow STFT-filters are convolutions

One aim of the recent paper [55] was to apply Werner’s theory of convolutions to localization operators (or STFT-filters [26, 48]) using the identity

\[
A_{\phi_1, \phi_2}^f = f \ast (\phi_2 \odot \phi_1).
\]

There are several advantages to this approach. Proposition 3.6 provides a simple relationship between the properties of the mask \( f \) and the operator \( A_{\phi_1, \phi_2}^f \), the Fourier-Wigner transform is a useful tool for considering the Weyl symbol of \( A_{\phi_1, \phi_2}^f \) and the Tauberian theorem (theorem 3.15) is a powerful tool to deduce new insights into localization operators. We will now show that multiwindow STFT-filters also allow a description in terms of convolutions.

In section 3.3, a multiwindow STFT-filter \( H \) was defined as a linear combination of localization operators with a fixed mask \( f \):

\[
H = \sum_{n=1}^{N} \lambda_n A_{\phi_{1,n}, \phi_{2,n}}^f.
\]
for some sequence \( \{ \lambda_n \}_{n \in \mathbb{N}} \) in \( \mathbb{C} \) and sequences \( \{ \varphi_{n,1} \}_{n \in \mathbb{N}} \) and \( \{ \varphi_{n,2} \}_{n \in \mathbb{N}} \) in \( L^2(\mathbb{R}^d) \). Since any \( A_{f,\varphi_{n,1},\varphi_{n,2}} \) may be written as the convolution \( f \ast (\varphi_{n,2} \otimes \varphi_{n,1}) \), we get by the linearity of convolutions that

\[
H = f \ast \sum_{n=1}^N \lambda_n \varphi_{n,2} \otimes \varphi_{n,1}.
\]

Hence \( H \) is the convolution of \( f \) with the operator \( \sum_{n=1}^N \lambda_n \varphi_{n,2} \otimes \varphi_{n,1} \). When \( N \) is finite, the sum \( \sum_{n=1}^N \lambda_n \varphi_{n,2} \otimes \varphi_{n,1} \) is always a trace class operator, so by proposition 3.6 we may pick any \( 1 \leq p \leq \infty \) and obtain a bounded operator. However, if follow Hlawatsch and Kozek and introduce infinite linear combinations of localization operators, both the properties of the mask \( f \) and convergence must be considered more carefully.

**Proposition 5.1.** Fix \( 1 \leq p, q, r \leq \infty \) such that \( \frac{1}{p} + \frac{1}{q} = 1 + \frac{1}{r} \). Let \( \{ \varphi_{n,1} \}_{n \in \mathbb{N}} \) and \( \{ \varphi_{n,2} \}_{n \in \mathbb{N}} \) be two orthonormal sequences in \( L^2(\mathbb{R}^d) \).

1. If \( \{ \lambda_n \}_{n \in \mathbb{N}} \in \ell^p \) and \( f \in L^q(\mathbb{R}^d) \), then the sum defining the multiwindow STFT-filter \( \sum_{n=1}^\infty \lambda_n A_{f,\varphi_{n,1},\varphi_{n,2}} \) converges in \( \mathcal{T}^r \). Furthermore,

\[
\sum_{n=1}^\infty \lambda_n A_{f,\varphi_{n,1},\varphi_{n,2}} = f \ast \sum_{n=1}^\infty \lambda_n \varphi_{2,n} \otimes \varphi_{1,n}.
\]

2. Conversely, any operator of the form \( f \ast S \in \mathcal{T}^r \) for \( f \in L^q(\mathbb{R}^d) \) and \( S \in \mathcal{T}^r \) can be written as a multiwindow STFT-filter with mask \( f \). That is, there exists some sequence \( \{ \lambda_n \}_{n \in \mathbb{N}} \in \ell^p \) of positive numbers and \( \{ \varphi_{n,1} \}_{n \in \mathbb{N}}, \{ \varphi_{n,2} \}_{n \in \mathbb{N}} \) two orthonormal sequences in \( L^2(\mathbb{R}^d) \) such that

\[
f \ast S = \sum_{n=1}^\infty \lambda_n A_{f,\varphi_{n,1},\varphi_{n,2}}
\]

where the sum converges in \( \mathcal{T}^r \).

**Proof.**

1. The sum \( \sum_{n=1}^\infty \lambda_n \varphi_{2,n} \otimes \varphi_{1,n} \) converges in the norm of \( \mathcal{T}^r \) to an operator in \( \mathcal{T}^p \) – this follows from the definition of \( \mathcal{T}^p \) as those operators with singular values in \( \ell^p \). By proposition 4.6 the convolution \( (h, S) \mapsto h \ast S \) is continuous from \( L^q(\mathbb{R}^d) \times \mathcal{T}^p \) into \( \mathcal{T}^r \), and we may write

\[
\sum_{n=1}^\infty \lambda_n A_{f,\varphi_{n,1},\varphi_{n,2}} = \sum_{n=1}^\infty \lambda_n f \ast (\varphi_{2,n} \otimes \varphi_{1,n})
\]

\[
= f \ast \sum_{n=1}^\infty \lambda_n (\varphi_{2,n} \otimes \varphi_{1,n}),
\]

where continuity considerations were used in the last step.

2. \( S \) has a singular value decomposition

\[
S = \sum_{n=1}^\infty \lambda_n \varphi'_{2,n} \otimes \varphi'_{1,n}
\]

converging in the norm of \( \mathcal{T}^r \), with \( \{ \lambda_n \}_{n \in \mathbb{N}} \in \ell^p \) and \( \{ \varphi'_{n,1} \}_{n \in \mathbb{N}}, \{ \varphi'_{n,2} \}_{n \in \mathbb{N}} \) two orthonormal sequences in \( L^2(\mathbb{R}^d) \). By the continuity properties of the convolutions, we can
write
\[ f \ast S = f \ast \sum_{n=1}^{\infty} \lambda_n \varphi'_{2,n} \otimes \varphi'_{1,n} \]
\[ = \sum_{n=1}^{\infty} \lambda_n f \ast (\varphi'_{2,n} \otimes \varphi'_{1,n}) \]
\[ = \sum_{n=1}^{\infty} \lambda_n A_{\varphi'_{n,1} \otimes \varphi'_{n,2}}. \]

Remark. The setting in [47] consisted of a square-summable sequence \( \{\lambda_n\}_{n \in \mathbb{N}} \in \ell^2 \) and a mask \( f \) with unspecified properties. The above proposition makes the relationship between properties of \( \{\lambda_n\}_{n \in \mathbb{N}}, f \) and the multi-window STFT-filter more transparent, showing how properties of \( \{\lambda_n\}_{n \in \mathbb{N}} \) and \( f \) are reflected in Schatten class properties of the multi-window STFT-filter. In particular the proposition gives conditions on \( \{\lambda_n\}_{n \in \mathbb{N}} \) and \( f \) to guarantee that the filter is a well-defined bounded operator, analogous to the conditions for the convolutions of two functions to be well-defined by Young’s inequality.

Remark. (1) By proposition 3.8 any operator \( H \in \mathcal{T}^p \) for \( 1 \leq p < \infty \) can be written in the form \( H = f \ast S \) for \( f \in L^1(\mathbb{R}^{2d}) \) and \( S \in \mathcal{T}^p \). With this in mind, the study of multiwindow STFT-filters is the study of the Schatten classes \( \mathcal{T}^p \) from a certain perspective.

(2) By proposition 3.16, one might also define multiwindow STFT-filters \( f \ast S \) when \( f \in S(\mathbb{R}^{2d}) \) and \( S \in \mathcal{S}' \), or when \( f \in S'(\mathbb{R}^{2d}) \) and \( S \in \mathcal{S} \).

5.1. The Fourier-Wigner transform and multiwindow STFT-filters. In [46], Kozek studied multiwindow STFT-filters by considering their Weyl symbols. One advantage from writing multiwindow STFT-filters using convolutions is that the relationship between such filters and their Weyl symbol becomes the relationship between convolutions and Fourier transforms.

Proposition 5.2. Let \( S \in \mathcal{T}^1 \) and \( f \in L^1(\mathbb{R}^{2d}) \). The Weyl symbol \( a_{f \ast S} \) of the multiwindow STFT \( f \ast S \) is given by \( f \ast a_S \), where \( a_S \) is the Weyl symbol of \( S \).

Proof. By proposition 3.13 \( a_{f \ast S} = \mathcal{F}_\omega \mathcal{F}_W (f \ast S) \). From proposition 3.12 we know that \( \mathcal{F}_W (f \ast S) = \mathcal{F}_\sigma (f) \ast \mathcal{F}_W (S) \). Furthermore, we have the relation \( \mathcal{F}_\omega (gh) = \mathcal{F}_\sigma (g) \ast \mathcal{F}_\sigma (h) \) for \( g, h \in L^1(\mathbb{R}^{2d}) \); a fact that follows easily from the corresponding fact for the regular Fourier transform. Hence
\[ a_{f \ast S} = \mathcal{F}_\sigma \mathcal{F}_W (f \ast S) = \mathcal{F}_\sigma (f \ast \mathcal{F}_W (S)) = f \ast \mathcal{F}_\sigma \mathcal{F}_W (S) = f \ast a_S, \]
where we have used that \( \mathcal{F}_\sigma \) is its own inverse.

Remark. Proposition 4.2 holds for more general \( f \) and \( S \), as long as the convolutions, \( \mathcal{F}_\sigma \) and \( \mathcal{F}_W \) are interpreted as their extensions to \( \mathcal{S}'(\mathbb{R}^{2d}) \) and \( \mathcal{S}' \), respectively [33].

Since the Weyl symbol of the operator \( \varphi \otimes \varphi \) for \( \varphi \in L^2(\mathbb{R}^{d}) \) is the Wigner function \( W(\varphi, \varphi) \) [55], we get in particular that the Weyl symbol \( a_\Omega \) of a localization operator \( A^\Omega = \chi_\Omega \ast (\varphi \otimes \varphi) \) is
\[ a_\Omega = \chi_\Omega \ast W(\varphi, \varphi), \]
as is well-known [12].
Remark. Consider $\varphi_1, \varphi_2 \in L^2(\mathbb{R}^d)$. By the same arguments as above we get that the Weyl symbol of the localization operator $f \ast (\varphi_2 \otimes \varphi_1)$ is $f \ast W(\varphi_2, \varphi_1)$. When Kozeck and Hlawatsch generalized from localization operators (or STFT-filters) $f \ast (\varphi_2 \otimes \varphi_1)$ to multiwindow STFT-filters $f \ast S$ for $S \in \mathcal{T}^2(\mathbb{R}^d)$ in [77], they did so by considering the Weyl symbol $f \ast W(\varphi_2, \varphi_1)$ of a localization operator, and replaced $W(\varphi_2, \varphi_1)$ with an arbitrary function $k$ in $L^2(\mathbb{R}^{2d})$. Hence they considered the operator with Weyl symbol $f \ast k$, which by proposition [52] is the operator $f \ast L_k$, where $L_k$ is the Weyl transform of $k$. Since $\mathcal{T}^2(\mathbb{R}^d)$ is exactly the set of bounded operators with Weyl symbol in $L^2(\mathbb{R}^{2d})$ [58], the set of operators $f \ast L_k$ for $k \in L^2(\mathbb{R}^{2d})$ equals the set of operators $f \ast S$ for $S \in \mathcal{T}^2(\mathbb{R}^d)$.

5.2. Density of multiwindow STFT-filters and uniqueness of masks. We will now fix an operator $S \in \mathcal{T}^1$, and consider the corresponding set of multiwindow STFT-filters $f \ast S$ for functions $f$. Using the Tauberian theorem for convolutions with operators (theorem [5.15]), we will be able to answer two questions about this set of filters. First, we ask whether any operator $T$ may be approximated by operators of the form $f \ast S$, where $T$ belongs some specified Schatten $p$-class of operators. We then ask whether the mask $f$ is uniquely determined by the operator $f \ast S$.

Proposition 5.3. Let $S \in \mathcal{T}^1$. The following are equivalent.

1. The set $\{z \in \mathbb{R}^{2d} : F_W(S) = 0\}$ is empty.
2. The set of multiwindow STFT-filters $f \ast S$ with $f \in L^1(\mathbb{R}^{2d})$ is dense in $\mathcal{T}^1$.
3. Any mask $f \in L^\infty(\mathbb{R}^{2d})$ is uniquely determined by the multiwindow STFT-filter $f \ast S$.

Proof. The result is simply a restatement of parts (a1), (a2) and (a3) of theorem [5.15] in the terminology of multiwindow STFT-filters. □

Remark. Since the Weyl symbol of $S$ is $a_S = F_{\sigma} F_W(S)$, we see that $F_W(S) = F_{\sigma} a_S$. Hence part (1) of the result could equivalently have been formulated using the set of zeros of $F_{\sigma} a_S$ – the symplectic Fourier transform of the Weyl symbol of $S$.

By relaxing the conditions on the set of zeros of the Fourier-Wigner transform of $S$, we obtain a result for Hilbert-Schmidt operators from theorem [5.15].

Proposition 5.4. Let $S \in \mathcal{T}^1$. The following are equivalent.

1. The set $\{z \in \mathbb{R}^{2d} : F_W(S) = 0\}$ has Lebesgue measure zero.
2. The set of multiwindow STFT-filters $f \ast S$ with $f \in L^2(\mathbb{R}^{2d})$ is dense in $\mathcal{T}^2$.
3. Any mask $f \in L^2(\mathbb{R}^{2d})$ is uniquely determined by the multiwindow STFT-filter $f \ast S$.

With an even weaker assumption on the zeros of $F_W(S)$, theorem [5.15] gives yet another result.

Proposition 5.5. Let $S \in \mathcal{T}^1$. The following are equivalent.

1. The set $\{z \in \mathbb{R}^{2d} : F_W(S) = 0\}$ has dense complement in $\mathbb{R}^{2d}$.
2. The set of multiwindow STFT-filters $f \ast S$ with $f \in L^\infty(\mathbb{R}^{2d})$ is weak*-dense in $B(L^2(\mathbb{R}^d))$.
3. Any mask $f \in L^1(\mathbb{R}^{2d})$ is uniquely determined by the multiwindow STFT-filter $f \ast S$.

If we pick $S = \varphi_2 \otimes \varphi_1$ for $\varphi_1, \varphi_2 \in L^2(\mathbb{R}^d)$ in the three previous propositions, the conditions on the set of zeros of $F_W(S)$ becomes a condition on the zeros of the ambiguity function $A(\varphi_2, \varphi_1)$. We noted this in [55], where we generalized previous results from [3]. For such rank-one operators, proposition [5.3] raises a natural question: Does there exist a pair of windows $\varphi_1, \varphi_2 \in L^2(\mathbb{R}^d)$ such that $A(\varphi_2, \varphi_1)$ has no zeros, except when $\varphi_1 = \varphi_2$ is a Gaussian? In the case where $\varphi_1 = \varphi_2$ Hudson’s theorem [32] requires $\varphi$ to be a Gaussian. Similarly, Toft [65] has shown that $V_{\varphi_1, \varphi_2}$ can only be a positive function if $\varphi_1 = \varphi_2$ is a Gaussian. However, the question of whether one may find $\varphi_1 \neq \varphi_2$ such that $A(\varphi_2, \varphi_1)$ has no zeros remains open to the best of our knowledge.
Example 5.1. Condition (1) of proposition 5.4 is much weaker than the corresponding condition in proposition 5.3. It will for instance be satisfied by $S = h_n \otimes h_n$, where $h_n$ is the $n$th Hermite function. In fact, $A(h_n, h_n)$ has a finite number of zeros, namely the zeros of some $n$th Laguerre polynomials [29, p. 64].

6. Mixed-state localization operators

Among the localization operators $A^\varphi_1 \ast_2 \varphi_2$, those of the form $A^\varphi_1$ for some measurable $\Omega \subset \mathbb{R}^{2d}$ have a special interpretation: if $\psi \in L^2(\mathbb{R}^d)$, the signal $A^\varphi_1 \psi$ is interpreted as the part of $\psi$ "living on" $\Omega$ [12], which explains the "localization" terminology. In section 5 we considered multiwindow STFT-filters as a generalization of localization operators – a natural question is then whether we can find some subset of the multiwindow STFT-filters where the "localization" interpretation above is still reasonable. We define a mixed-state localization operator to be an operator $H_\Omega$ of the form

$$H_\Omega = \chi_\Omega \ast S$$

where $\Omega \subset \mathbb{R}^{2d}$ is a measurable subset and $S$ is a positive trace class operator with $\text{tr}(S) = 1$.

Remark. (1) The relationship between general localization operators $A^\varphi_1 \ast_2 \varphi_2$ and those of the form $A^\varphi_1$ is the same as the relationship between multiwindow STFT-filters and mixed-state localization operators: A general localization operator may be written as $A^\varphi_1 \ast_2 \varphi_2 = f \ast (\varphi_2 \otimes \varphi_1)$, and the localization operators $A^\varphi_1$ are exactly those localization operators $f \ast (\varphi_2 \otimes \varphi_1)$ such that $f = \chi_\Omega$ for some $\Omega \subset \mathbb{R}^{2d}$ and $\varphi_2 \otimes \varphi_1$ is a positive operator with $\text{tr}(\varphi_2 \otimes \varphi_1) = 1$. This follows from the fact that $\varphi_2 \otimes \varphi_1$ is positive if and only if $\varphi_2 = \varphi_2$, and $\text{tr}(\varphi_2 \otimes \varphi_1) = 1$. (2) In quantum mechanics, operators $\varphi \otimes \varphi$ with $\|\varphi\|_{L^2} = 1$ describe pure states of a system [20]. More general states, the mixed states are described by a positive operators $S \in \mathcal{T}^1$ with $\text{tr}(S) = 1$. So a mixed-state localization operator is by definition given by the convolution of $\chi_\Omega$ with an operator describing a mixed state – hence the name.

Given a mixed-state localization operator $\chi_\Omega \ast S$, one might ask whether it is possible to recover information about the domain $\Omega$ from the operator $\chi_\Omega \ast S$. The next proposition shows that the measure of $\Omega$ may be calculated from the eigenvalues $\chi_\Omega \ast S$. In section 6.2 we will consider the problem of reconstructing the domain $\Omega$ in more detail.

Proposition 6.1. Let $\Omega \subset \mathbb{R}^{2d}$ be a subset of finite Lebesgue measure, and let $S \in \mathcal{T}^1$ be a positive operator with $\text{tr}(S) = 1$. Then

(1) $\text{tr}(\chi_\Omega \ast S) = \mu(\Omega)$, where $\mu$ is Lebesgue measure.

(2) If $\{\lambda_i\}_{i=1}^N$ are the eigenvalues of $\chi_\Omega \ast S$ counted with algebraic multiplicity, then

$$\sum_{i=1}^N \lambda_i = \mu(\Omega).$$

Proof. (1) By proposition 3.12 we have that $F_W(\chi_\Omega \ast S)(0) = F_\sigma(\chi_\Omega)(0)F_W(S)(0)$, and by the definitions of $F_W$ and $F_\sigma$ we have that $F_\sigma(\chi_\Omega)(0)F_W(S)(0) = \mu(\Omega)\text{tr}(S) = \mu(\Omega)$.

(2) This follows from the first part along with Lidskii’s equality from section 3.2.1.

Remark. (1) The proof of this proposition would work equally well if $\chi_\Omega$ is replaced by any $f \in L^1(\mathbb{R}^{2d})$, as long as $\mu(\Omega)$ is replaced by $\int_{\mathbb{R}^{2d}} f(z) \, dz$.

(2) This result holds in particular for the localization operators $A^\varphi_f$ by picking $S = \varphi \otimes \varphi$. In this context it is well-known, see for instance [20]. The proposition therefore supports the intuition that $\chi_\Omega \ast S$ is a generalized localization operator.
6.1. A characterization of mixed-state localization operators. By our definition of mixed-state localization operators, a positive trace class operator $S$ with $\text{tr}(S) = 1$ assigns to each domain $\Omega \subset \mathbb{R}^d$ a mixed-state localization operator $\chi_\Omega \ast S$. In fact, $f \ast S$ belongs to $B(L^2(\mathbb{R}^d))$ for any $f \in L^\infty(\mathbb{R}^d)$ by proposition $\S\S$ and in this way $S$ defines a bounded, linear mapping from $L^\infty(\mathbb{R}^d)$ to $B(L^2(\mathbb{R}^d))$. The next theorem, originally due to Holevo $\S\S$, characterizes all bounded linear mappings $L^\infty(\mathbb{R}^d) \to B(L^2(\mathbb{R}^d))$ of this form in terms of four properties. We provide an outline of the proof in $\S\S$ in our notation for completeness. The details may also be found in proposition 1 and lemma 3 in $\S\S$ where the result is proved in a more general setting.

**Theorem 6.2.** Let $\Gamma : L^\infty(\mathbb{R}^d) \to B(L^2(\mathbb{R}^d))$ be a linear operator satisfying

1. $\Gamma(\delta_{\Omega^2}) = I$, where $I$ the identity operator,
2. $\Gamma(T_z f) = \alpha_z(\Gamma(f))$ for any $z \in \mathbb{R}^d$ and $f \in L^\infty(\mathbb{R}^d)$,
3. $\Gamma(f)$ is a positive operator whenever $f$ is a positive function,
4. $\Gamma$ is weak* to weak*-continuous.

Then there exists a positive operator $S \in \mathcal{T}^1(\mathbb{R}^d)$ with $\text{tr}(S) = 1$ such that

$$\Gamma(f) = f \ast S$$

for any $f \in L^\infty(\mathbb{R}^d)$.

**Proof.** Before we begin, we remark that assumption (4) is exactly what we need to conclude that $\Gamma$ is the Banach space adjoint of some bounded linear operator $\Gamma^*$: $T^1 \to L^1(\mathbb{R}^d)$. The existence of $\Gamma^*$ is how assumption (4) will be used, although it will not be explicitly mentioned in this brief outline.

The first step of the proof is to show that $\Gamma$ induces a bounded mapping $\Gamma : L^1(\mathbb{R}^d) \to \mathcal{T}^1$. A calculation using all the assumptions of the proposition shows that for a positive $f \in L^\infty(\mathbb{R}^d) \cap L^1(\mathbb{R}^d)$ and a positive operator $T \in \mathcal{T}^1$ we have

$$\int_{\mathbb{R}^d} \text{tr}(T \alpha_z(\Gamma(f))) \, dz = \int_{\mathbb{R}^d} f(z) \, dz \text{ tr}(T).$$

Comparing this with lemma $\S\S$ we see that $\Gamma(f) \in \mathcal{T}^1$ with $\|\Gamma(f)\|_{\mathcal{T}^1} = \text{tr}(\Gamma(f)) = \int_{\mathbb{R}^d} f(z) \, dz$. This result holds for positive $f \in L^\infty(\mathbb{R}^d) \cap L^1(\mathbb{R}^d)$, and using this we may extend $\Gamma$ to a well-defined bounded operator from $L^1(\mathbb{R}^d)$ to $\mathcal{T}^1$.

Using $\Gamma : L^1(\mathbb{R}^d) \to \mathcal{T}^1$ we can construct a measure on $\mathbb{R}^d$ with values in $\mathcal{T}^1$. For a bounded, Lebesgue measurable subset $\Omega \subset \mathbb{R}^d$, we define a measure by $\Omega \mapsto \Gamma(\chi_\Omega)$. By our previous calculation we have $\|\Gamma(\chi_\Omega)\|_{\mathcal{T}^1} = \int_{\mathbb{R}^d} \chi_\Omega(z) \, dz = \mu(\Omega)$. This shows that our $\mathcal{T}^1$-valued measure is absolutely continuous with respect to Lebesgue measure, and since $\mathcal{T}^1$ has the Radon-Nikodym property$\S$ it follows that there is some measurable $S : \mathbb{R}^d \to \mathcal{T}^1$ such that

$$\Gamma(f) = \int_{\mathbb{R}^d} f(z) S(z) \, dz.$$

The proof is now concluded by showing that assumption (2) and uniqueness of Radon-Nikodym derivatives imply that the function $S(z)$ is given by $S(z) = \alpha_z(S)$ for some fixed $S \in \mathcal{T}^1$ -- see $\S\S$ or $\S\S$ for the details.

**Remark.** (1) Mappings $\Gamma : L^\infty(\mathbb{R}^d) \to B(L^2(\mathbb{R}^d))$ having these four properties are called positive correspondence rules by Werner $\S\S$.

(2) Recently, a similar result for $\Gamma : \mathcal{S}'(\mathbb{R}^d) \to \mathcal{S}'$ has been proved by Cordero et al. $\S\S$ Thm. 4.7 at the level of Weyl symbols.

$^1$This follows from theorem 1 on page 79 of $\S\S$, as $\mathcal{T}^1$ is the dual space of the compact operators.

$^2$We have ignored one issue: we need to restrict $\Omega$ to bounded subsets to ensure that $\chi_\Omega \in L^1(\mathbb{R}^d)$. The technical details needed to circumvent this issue are given in the proof of lemma 3.1 in $\S\S$. 


The proof that mappings of the form $\Gamma(f) = f * S$ are positive correspondence rules, for positive $S \in T^1$ with $\text{tr}(S) = 1$, is deferred to section 6.4 - see the remark following proposition 6.4.

We claim that theorem 6.2 shows that our definition of mixed-state localization operators is natural. Consider the case of a localization operator $A^\varphi$, for $\Omega \subset R^{2d}$ and $\varphi \in L^2(R^d)$ with $\| \varphi \|_{L^2} = 1$. These localization operators define a mapping $\Gamma_\varphi : L^\infty(R^{2d}) \to B(L^2(R^d))$ by $f \mapsto A^\varphi_f = f * (\varphi \otimes \varphi)$. For $\Gamma_\varphi$, the four properties in theorem 6.2 are true and have natural interpretations:

1. We have that $\Gamma_\varphi(\chi_{R^{2d}}) \psi = A^\varphi_{S_{2d}} \psi = \psi$ for $\psi \in L^2(R^d)$, which formalizes the fact that localizing $\psi \in L^2(R^d)$ to the whole time-frequency plane $R^{2d}$ should return $\psi$.

2. For a characteristic function $\chi_\Omega$, the property
   \[ \Gamma_\varphi(T_z \chi_\Omega) = \alpha_z(\Gamma_\varphi \chi_\Omega) \]
   says that
   \[ A^\varphi_{\Omega - z} = A^\varphi_{\Omega_z} \]
   where $\Omega - z = \{ z' - z : z' \in \Omega \}$. We may interpret this as saying that shifting the domain $\Omega$ of a localization operator by $z \in R^{2d}$ is equivalent to replacing the window $\varphi$ with the time-frequency shift $\pi(z) \varphi$.

3. Since $\Gamma_\varphi(\chi_\Omega) = A^\varphi_{\Omega_1}$ is interpreted as an operator that picks out the part of a signal living in $\Omega$ in the time-frequency plane, it makes sense that $\langle A^\varphi_{\Omega_1} \psi, \psi \rangle \geq 0$ - i.e. $\Gamma_\varphi(\chi_\Omega)$ is a positive operator.

4. $\Gamma_\varphi : L^\infty(R^{2d}) \to B(L^2(R^d))$ is weak* to weak*-continuous, in particular assigning a localization operator $A^\varphi_{\Omega_1}$ to a domain $\Omega$ is continuous in this sense.

It seems natural to require that a generalization of localization operators also satisfies (1), (2), (3) and (4), and theorem 6.2 shows that we are then lead to our definition of mixed-state localization operators.

6.2. Uniqueness of the domain. In recent years the question of obtaining the domain $\Omega$ from the localization operator $A^\varphi_{\Omega_1}$ has received some attention [1, 2]. In this section we will consider the theoretical possibility of such reconstruction for the mixed-state localization operators: if $S \in T^1$, when is the domain $\Omega \subset R^{2d}$ uniquely determined by the mixed-state localization operator $\chi_\Omega * S$, up to sets of Lebesgue measure zero? Since the localization operators $A^\varphi_{\Omega_1}$ form a subset of the mixed-state localization operators, our results will also be applicable to such operators. Our results follow from theorem 6.3 – the Tauberian theorem for convolutions with operators. The first result concerns domains $\Omega$ with $\mu(\Omega) < \infty$.

**Theorem 6.3.**

1. If $S \in T^1$ is such that the set $\{ z \in R^{2d} : F_W(S)(z) = 0 \}$ has dense complement in $R^{2d}$, then any $\Omega \subset R^{2d}$ with finite Lebesgue measure is uniquely determined by the operator $\chi_\Omega * S$, up to Lebesgue measure zero.

2. If $\varphi_1, \varphi_2 \in L^2(R^d)$ are windows such that the set $\{ z \in R^{2d} : A(\varphi_2, \varphi_1)(z) = 0 \}$ has dense complement in $R^{2d}$, then any $\Omega \subset R^{2d}$ with finite Lebesgue measure is uniquely determined by the operator $A^\varphi_{\Omega_1} \varphi_2$, up to Lebesgue measure zero.

**Proof.** Follows from the implication (1) $\implies$ (3) in proposition 5.3. □

**Remark.** In [2] it is shown that the theory of accumulated spectrograms gives a method for reconstructing a compact domain $\Omega$, using the spectrograms of a finite subset of the eigenfunctions of $A^\varphi_{R, \Omega}$ as $R \to \infty$. Note, however, that this requires knowledge of $A^\varphi_{R, \Omega}$ as $R \to \infty$, and hence

\[ \text{by } \text{"up to sets of Lebesgue measure zero" we mean that we regard two sets } \Omega, \Omega' \text{ to be equal if } \mu(\Omega \triangle \Omega') = 0, \text{ where } \triangle \text{ is the symmetric difference of sets.} \]
not merely of $A^Q_\Omega$. On the other hand it is also shown in [2] that $\chi_\Omega$ can be estimated using only the spectrograms of a finite number of eigenfunctions of $A^Q_\Omega$. In a coming work we use quantum harmonic analysis to show that this is possible for any mixed-state localization operator with compact domain.

To the knowledge of the authors, the problem of reconstructing unbounded domains $\Omega$ from localization operators $A^Q_\Omega$ for $\varphi \in L^2(\mathbb{R}^d)$ has not previously been considered in the literature. We will cover the more general question of reconstructing an unbounded domain $\Omega$ from a mixed-state localization operator $\chi_\Omega \ast \hat{S}$. Since an unbounded set $\Omega$ may have infinite Lebesgue measure, we will not be able to use that $\chi_\Omega \in L^1(\mathbb{R}^{2d})$ as we did in the proof of the previous corollary. We need to consider $\chi_\Omega$ as an element of $L^\infty(\mathbb{R}^{2d})$. This leads to a stronger condition on the set of zeros of the Fourier-Wigner transform.

**Theorem 6.4.** (1) If $S \in \mathcal{T}$ is such that the set $\{z \in \mathbb{R}^{2d} : F_W(S)(z) = 0\}$ is empty, then any measurable $\Omega \subset \mathbb{R}^{2d}$ is uniquely determined by the operator $\chi_\Omega \ast \hat{S}$, up to Lebesgue measure zero.

(2) If $\varphi_1, \varphi_2 \in L^2(\mathbb{R}^d)$ are windows such that the set $\{z \in \mathbb{R}^{2d} : A(\varphi_2, \varphi_1)(z) = 0\}$ is empty, then any measurable $\Omega \subset \mathbb{R}^{2d}$ is uniquely determined by the operator $A_{\Omega, \varphi_2, \varphi_1}$, up to Lebesgue measure zero.

**Proof.** The proof is the same as in theorem 6.3, except that we use proposition 5.5.

7. **Cohen’s class and convolutions of operators**

In section 6.4 we defined Cohen’s class to be those quadratic time-frequency representations $Q_\phi$ of the form

$$Q_\phi(\psi) = W(\psi, \psi) \ast \phi$$

for some $\phi \in S'(\mathbb{R}^{2d})$ and any $\psi \in S(\mathbb{R}^d)$. In this section we give a characterization of Cohen’s class as convolutions with a fixed operator. We will show that many properties of the Cohen’s class distribution may be precisely described as properties of the corresponding operator.

**Proposition 7.1.** For $\phi \in S'(\mathbb{R}^{2d})$, the associated Cohen’s class distribution $Q_\phi$ is given by

$$Q_\phi(\psi) = (\psi \ast \phi) \ast L_\phi \text{ for } \psi \in S(\mathbb{R}^d),$$

where $L_\phi$ is the Weyl transform of $\phi$.

Conversely, any operator $A \in \mathcal{S}'$ determines a Cohen’s class distribution by

$$Q_A(\psi) := (\psi \ast \phi) \ast \hat{A} \text{ for } \psi \in S(\mathbb{R}^d).$$

**Proof.** We will apply the symplectic Fourier transform twice to equation (6) and use parts (4) and (5) of proposition 6.10. First note that

$$F_\sigma((\psi \otimes \psi) \ast L_\phi) = F_W(\psi \otimes \psi)F_W(L_\phi) = A(\psi, \psi)F_W(L_\phi)$$

using lemma 6.11. We now apply $F_\sigma$ again, and since $F_\sigma F_\sigma$ is the identity operator we find

$$(\psi \otimes \psi) \ast L_\phi = F_\sigma(A(\psi, \psi)) \ast F_\sigma F_W(L_\phi) = W(\psi, \psi) \ast \phi = Q_\phi(\psi),$$

where we have used that $F_\sigma(A(\psi, \psi)) = W(\psi, \psi)$ and that $F_\sigma F_W(L_\phi)$ is the Weyl symbol of $L_\phi$ by part (5) of proposition 6.10. The second statement follows easily from the first: let $\phi$ be the Weyl symbol of $A$. The first part states that $Q_\phi(\psi) = (\psi \otimes \psi) \ast L_\phi = (\psi \otimes \psi) \ast \hat{A} = Q_A(\psi)$, showing that $Q_A$ is of Cohen’s class.
Remark. In light of lemma 5.11 this proposition shows that any shift-invariant weakly continuous quadratic time-frequency distribution is given by a convolution with a fixed operator on $L^2(\mathbb{R}^d)$.

By proposition 7.1, any Cohen’s class distribution may be described by either a distribution $\phi \in \mathcal{S}(\mathbb{R}^{2d})$ or by an operator $A \in \mathcal{G}$, where

$$Q_\phi = QA \text{ if } L_\phi = A.$$  

We have defined $Q_A$ in terms of $A$ to simplify formulas in section 8 and the reader should note that $A$ and $A$ share all relevant properties, such as positivity, trace and membership of Schatten classes. Using that $Q_\phi(\psi) = (\psi \otimes \psi) \star L_\phi$, we may apply the theory of convolutions of operators to deduce some simple results on Cohen’s class distributions.

**Proposition 7.2.** Fix $1 \leq p \leq \infty$. Consider a Cohen’s class distribution $Q_\phi$ for $\phi \in \mathcal{S}(\mathbb{R}^{2d})$. Let $L_\phi$ be the Weyl transform of $\phi$. If $L_\phi \in \mathfrak{T}_p$, then $Q_\phi(\psi)$ is well-defined for any $\psi \in L^2(\mathbb{R}^d)$ and $Q_\phi(\psi) \in L^p(\mathbb{R}^{2d})$ with $\|Q_\phi(\psi)\|_{L^p} \leq \|\psi\|_{L^2}^2 \|S\|_{\mathfrak{T}_p}$. In particular, if $L_\phi \in B(L^2(\mathbb{R}^d))$, then $Q_\phi(\psi) \in L^\infty(\mathbb{R}^{2d})$ with $\|Q_\phi(\psi)\|_{L^\infty} \leq \|\psi\|_{L^2}^2 \|\phi\|_{B(\mathbb{R}^d)}$.

**Proof.** For any $\psi \in L^2(\mathbb{R}^d)$ we have that $\psi \otimes \psi \in \mathcal{T}^1$ with $\|\psi \otimes \psi\|_{\mathcal{T}^1} = \|\psi\|_{L^2}^2$. Since $Q_\phi(\psi) = (\psi \otimes \psi) \star L_\phi$ by proposition 7.1 the results follow from proposition 3.6.

**Remark.** By Pool’s theorem [55], the condition that $L_\phi \in \mathfrak{T}^2$ is equivalent to $\phi \in L^2(\mathbb{R}^{2d})$. Unfortunately there is no equally simple characterization of those $\phi$ such that $L_\phi \in \mathcal{T}^1$ or $L_\phi \in B(L^2(\mathbb{R}^d))$.

**Example 7.1.**

1. The Wigner distribution $Q_\phi(\psi) = W(\psi, \psi)$ is given by $\phi = \delta_0$ in equation 5. By proposition 7.1 $W(\psi, \psi)$ is also given by

$$W(\psi, \psi) = (\psi \otimes \psi) \star L_{\delta_0}$$

for $\psi \in \mathcal{S}(\mathbb{R}^d)$. By a result of Grossmann, $L_{\delta_0} = 2^dP$, where $P$ is the parity operator [34].

2. Fix a window $\varphi \in L^1(\mathbb{R}^d)$ and consider the operator $S = \varphi \otimes \varphi$. Then $\hat{S} = \hat{\varphi} \otimes \hat{\varphi}$, and by proposition 7.1 $S$ defines a Cohen’s class distribution $Q_S$ by

$$Q_S(\psi) = (\psi \otimes \psi) \star (\hat{\varphi} \otimes \hat{\varphi}) = |V_\varphi(\psi)|^2,$$

where the last expression follows from lemma 3.10. This Cohen’s class distribution is therefore the spectrogram. The corresponding function $\phi$, i.e. the Weyl symbol of $\hat{\varphi} \otimes \hat{\varphi}$, is the Wigner distribution $W(\hat{\varphi}, \hat{\varphi})$.

The idea of using operators to define time-frequency distributions appeared in the work of Wigner [67]. Wigner assumed the existence of a self-adjoint operator $A(z) \in B(L^2(\mathbb{R}^d))$ for each $z \in \mathbb{R}^{2d}$, and then defined a distribution $Q_A(\psi)(z) = (A(z)\psi, \psi)$ for $\psi \in L^2(\mathbb{R}^d)$, as Janssen notes [40], it follows from lemma 3.1 that the desirable property $Q_A(\pi(z')\psi) = T_{\pi}Q_A(\psi)$ is only satisfied if $A(z) = \pi(z)A\pi(z)^*$ for some fixed operator $A \in B(L^2(\mathbb{R}^d))$. In this case we get by the definition of the convolution of two operators that $Q_A(\psi) = (\psi \otimes \psi) \star A$. However, this approach is not pursued any further than this remark in [40].

**7.1. Positive Cohen’s class distributions.** We say that a Cohen’s class distribution $Q_\phi$ is positive if $Q_\phi(\psi)(z) \geq 0$ for all $z \in \mathbb{R}^{2d}$ and $\psi$ in the domain of $Q_\phi$. As has been pointed out by Gröchenig [52] Ch. 14.6, positivity of $Q_\phi$ may be expressed in terms of the corresponding operator $L_\phi$.

**Proposition 7.3.** Let $Q_\phi$ be a Cohen’s class distribution such that the Weyl transform $L_\phi$ is bounded on $L^2(\mathbb{R}^d)$. Then $Q_\phi$ is positive if and only if $L_\phi$ is a positive operator.

---

4 In the sense that $Q(\pi(z)\psi) = T_{z}(Q(\psi))$ for $z \in \mathbb{R}^{2d}$ and $\psi \in L^2(\mathbb{R}^d)$. 
Janssen [40], we say that a Cohen’s class distribution \( Q \) for all verification. In fact, their conditions characterize those \( \phi \) positive operator. 7.2. proofs. \( L \in \) positive since \( Q \) above \[20, Prop 306 and Thm 309\]. By proposition 7.3, \( Q \) transform \( L \) operators is a positive function by proposition 3.7. □

The condition that a time-frequency distribution \( Q \phi \) should be positive is a natural requirement. One might therefore ask what conditions \( \phi \in S'(\mathbb{R}^{2d}) \) should satisfy to ensure that \( Q \phi \) is positive. By the previous proposition, we may equivalently ask which conditions \( \phi \) must satisfy to ensure that the Weyl transform \( L \phi \) is a positive operator. This question is of interest in quantum mechanics, and providing a general answer has turned out to be difficult. The so-called KLM conditions due to Kastler [41], and Loupias and Miracle-Sole [53, 54] are the most famous result of this kind, and we now formulate these conditions in our context, using the notation from [15][20].

**Theorem 7.4.** Let \( \phi \) be a real-valued function on \( \mathbb{R}^{2d} \) such that the Weyl transform \( L \phi \in \mathcal{T}^1 \). The Cohen’s class distribution \( Q \phi \) is positive if and only if

1. \( \phi \) is continuous.
2. For every \( N \geq 1 \) and every \( N \)-tuple \( (z_1, \ldots, z_N) \in (\mathbb{R}^{2d})^N \) the \( N \times N \) matrix with entries

\[
M_{jk} = e^{-2\pi i \sigma (z_j, z_k)} F_\sigma(\phi)(z_j - z_k)
\]

is positive semidefinite.

**Proof.** The KLM-conditions state that if \( \phi \) is a real-valued function on \( \mathbb{R}^{2d} \) such that the Weyl transform \( L \phi \in \mathcal{T}^1 \), then the operator \( L \phi \) is positive if and only if \( \phi \) satisfies the two properties above [20 Prop 306 and Thm 309]. By proposition 7.3 \( Q \phi \) is positive if and only if \( L \phi \) is a positive operator. □

There are other, more recent results of this nature. Cordero, de Gosson and Nicola [15] have recently proved a version of the KLM-conditions that seems more tractable for numerical verification. In fact, their conditions characterize those \( \phi \in L^2(\mathbb{R}^{2d}) \) such that the Weyl transform \( L \phi \in \mathcal{T}^2 \) is a positive operator. In terms of Cohen’s class, their condition characterizes those \( \phi \in L^2(\mathbb{R}^{2d}) \) such that \( Q \phi \) is positive. The reader is referred to [15] for precise statements and proofs.

7.2. Cohen’s class distributions with the correct total energy property. Following Janssen [10], we say that a Cohen’s class distribution \( Q \phi \) has the correct total energy property if

\[
\int_{\mathbb{R}^{2d}} Q \phi(\psi)(z) \, dz = \| \psi \|^2_{L^2}
\]

for all \( \psi \in L^2(\mathbb{R}^d) \). One might think of \( Q \phi(\psi) \) as an energy distribution for the signal \( \psi \), and so one would hope that the total energy \( \| \psi \|^2_{L^2} \) equals the integral of the energy distribution \( Q \phi(\psi) \). We now show how this property of the distribution \( Q \phi \) is related to properties of the Weyl transform \( L \phi \).
Proposition 7.5. Let $Q_\phi$ be a Cohen’s class distribution, and let $L_\phi$ be the Weyl transform of $\phi$. If $L_\phi \in T^1$, then

$$\int_\mathbb{R}^d Q_\phi(\psi) \, dz = \|\psi\|^2_{L^2} \text{tr}(L_\phi)$$

for any $\psi \in L^2(\mathbb{R}^d)$. If in addition $\phi \in L^1(\mathbb{R}^{2d})$, then

$$\int_\mathbb{R}^d Q_\phi(\psi) \, dz = \|\psi\|^2_{L^2} \int_\mathbb{R}^d \phi(z) \, dz$$

Proof. By proposition 7.3

$$Q_\phi(\psi) = (\psi \otimes \psi) \ast L_\phi.$$

By the definition of the convolution of two operators, $(\psi \otimes \psi) \ast L_\phi = \text{tr}((\psi \otimes \psi)\alpha_z(PL_\phi P)) = (\psi \otimes \psi)\text{tr}(PL_\phi P) = \|\psi\|^2_{L^2} \text{tr}(L_\phi).$

Remark. There are many examples of Cohen’s class distributions $Q_\phi$ where $L_\phi \in T^1$ yet $\phi \notin L^1(\mathbb{R}^{2d})$, so that equation (8) does not apply. For instance, if $\phi = W(\hat{\varphi}, \varphi)$, we saw in example 7.1 that $Q_\phi$ is a spectrogram and $L_\phi = \hat{\varphi} \otimes \varphi \in T^1$. For $W(\hat{\varphi}, \varphi) \in L^1(\mathbb{R}^{2d})$ to hold, $\varphi$ must be an element of the so-called Feichtinger algebra [20, 24]. In particular $\varphi$ must be continuous. Hence equation (7) holds for a set of Cohen’s class distributions where equation (8) does not even make sense, and equation (7) and the connection to the trace of an operator is new to the best of our knowledge.

In the special case of $\phi \in S(\mathbb{R}^{2d})$, equation (8) is contained in section 2.4.2 of Janssen’s survey [40]. In this case both $L_\phi \in T^1$ and $\phi \in L^1(\mathbb{R}^{2d})$ are satisfied, so Janssen needed neither equation (7) nor the connection to trace class operators.

A recurring theme in Janssen’s thorough survey [40] is that positivity for a Cohen’s class distribution $Q_\phi$ is incompatible with many other desirable properties of $Q_\phi$. Proposition 7.5 shows that $Q_\phi$ may be both positive and have the correct total energy property if $L_\phi \in T^1$, but the next corollary shows that this fails spectacularly whenever $L_\phi \notin T^1$.

Corollary 7.5.1. Let $Q_\phi$ be a positive Cohen’s class distribution, and let $L_\phi$ be the Weyl transform of $\phi$. If $L_\phi \in B(L^2(\mathbb{R}^d)) \setminus T^1$, then

$$\int_\mathbb{R}^d Q_\phi(\psi) \, dz = \infty$$

for all $\psi \in L^2(\mathbb{R}^d)$.

Proof. A simple approximation argument shows that the relation $\int_\mathbb{R}^d Q_\phi(\psi) \, dz = \|\psi\|^2_{L^2} \text{tr}(L_\phi)$ actually holds when $L_\phi$ is any bounded positive operator on $L^2(\mathbb{R}^d)$, where $\text{tr}(L_\phi) = \infty$ if $L_\phi \notin T^1$. □
7.3. Characterization of positive Cohen’s class distributions with correct total energy property. The previous two subsections have introduced two desirable properties in a Cohen’s class distribution $Q_\phi$, namely positivity and $\int_{\mathbb{R}^d} Q_\phi(\psi)(z) \, dz = \|\psi\|_{L^2}^2$ for any $\psi \in L^2(\mathbb{R}^d)$. Using the results from these subsections, we may now characterize those Cohen’s class distributions with both these properties. In short, they are all given as linear combinations of the spectrogram.

**Theorem 7.6.** Let $Q_\phi$ be a Cohen’s class distribution. $Q_\phi$ is positive and has the correct total energy property if and only if the Weyl transform $L_\phi$ is a positive trace class operator with $\text{tr}(L_\phi) = 1$. If this is the case, there exists an orthonormal basis $\{\varphi_n\}_{n \in \mathbb{N}}$ in $L^2(\mathbb{R}^d)$ and a sequence $\{\lambda_n\}_{n \in \mathbb{N}}$ of positive numbers with $\sum_{n=1}^\infty \lambda_n = 1$ such that

$$Q_\phi(\psi)(z) = \sum_{n=1}^\infty \lambda_n |V_{\varphi_n}(\psi)|^2(z),$$

and this sum converges uniformly for each $\psi \in L^2(\mathbb{R}^d)$.

**Proof.** The main idea is to study $Q_\phi$ using the Weyl transform $L_\phi$, since $Q_\phi(\psi) = (\psi \otimes \psi) \ast L_\phi$. Since $Q_\phi$ is positive, proposition 7.3 gives that $L_\phi$ is a positive operator. As we remarked in the proof of corollary 7.5.1, we then have that

$$\int_{\mathbb{R}^d} Q_\phi(\psi) \, dz = \|\psi\|_{L^2}^2 \text{tr}(L_\phi),$$

for $\psi \in L^2(\mathbb{R}^d)$, where $\text{tr}(L_\phi) = \infty$ if $L_\phi$ is not trace class. We easily see from this expression that we need $L_\phi \in \mathcal{T}^1$ with $\text{tr}(L_\phi) = 1$ in order to have that $\int_{\mathbb{R}^d} Q_\phi(\psi)(z) \, dz = \|\psi\|_{L^2}^2$. Hence $L_\phi$ is a positive trace class operator, so we may use the singular value decomposition of $L_\phi$ to write

$$L_\phi = \sum_{n=1}^\infty \lambda_n \varphi_n \otimes \varphi_n'$$

where $\{\varphi_n\}_{n \in \mathbb{N}}$ is an orthonormal sequence in $L^2(\mathbb{R}^d)$ and $\{\lambda_n\}_{n \in \mathbb{N}}$ is a sequence of positive numbers with $\sum_{n=1}^\infty \lambda_n = \text{tr}(L_\phi) = 1$. This sum of operators converges to $L_\phi$ in the operator norm on $B(L^2(\mathbb{R}^d))$. In order to make the end results more aesthetic we define $\varphi_n = P \varphi_n$ for each $n \in \mathbb{N}$, so that $\varphi_n' = \varphi_n$. The sequence $\{\varphi_n\}_{n \in \mathbb{N}}$ is clearly also orthonormal, and we have that

$$L_\phi = \sum_{n=1}^\infty \lambda_n \varphi_n \otimes \varphi_n.$$

Now recall that $(\psi \otimes \psi) \ast (\varphi_n \otimes \varphi_n) = |V_{\varphi_n}(\psi)|^2$ by lemma 3.10. For each $\psi \in L^2(\mathbb{R}^d)$ the operator $\psi \otimes \psi$ is trace class, and since the convolution of operators is continuous $\mathcal{T}^1 \times B(L^2(\mathbb{R}^d)) \rightarrow L^\infty(\mathbb{R}^{2d})$ by proposition 5.6 we get that

$$Q_\phi(\psi) = L_\phi \ast (\psi \otimes \psi)$$

$$= \lim_{N \to \infty} \sum_{n=1}^N \lambda_n \varphi_n \otimes \varphi_n \ast (\psi \otimes \psi)$$

$$= \lim_{N \to \infty} \sum_{n=1}^N \lambda_n \varphi_n \otimes \varphi_n \ast (\psi \otimes \psi)$$

$$= \lim_{N \to \infty} \sum_{n=1}^N \lambda_n |V_{\varphi_n}(\psi)|^2$$

with convergence in the norm of $L^\infty(\mathbb{R}^{2d})$, i.e. uniform convergence. \qed
A restatement of the previous theorem is that the Cohen’s class distributions \( Q \) that are positive with the correct total energy property are exactly given by

\[
Q(\psi) = (\psi \otimes \psi) \ast S_Q
\]

for some positive operator \( S_Q \in T^1 \) with \( \text{tr}(S_Q) = 1 \). Operators of the form \( S_Q \) are also known as density operators and play a central role in quantum mechanics, see [22] for a modern and rigorous treatment.

**Example 7.2.**

1. The spectrogram \( |V_{\varphi}\psi(z)|^2 = (\psi \otimes \psi) \ast (\varphi \otimes \varphi) \) for \( \varphi \in L^2(\mathbb{R}^d) \) with \( \|\varphi\|_{L^2} = 1 \) is both positive and has the correct total energy property. This agrees with theorem [7.6] since the operator \( \varphi \otimes \varphi \) is positive and \( \text{tr}(\varphi \otimes \varphi) = \langle \varphi, \varphi \rangle = 1 \).

2. The Wigner distribution \( W(\psi) = (\psi \otimes \psi) \ast 2^d P \) is not positive by proposition [7.3] as \( P \) is not a positive operator. The correct total energy property holds for some, but not all \( \psi \in L^2(\mathbb{R}^d) \) [32].

3. Using a result due to Gracia-Bondía and Várilly [30], we may now give a characterization of the Gaussians that give positive Cohen’s class distributions with the correct total energy property. To make this precise, let \( \Phi_M \) be the normalized Gaussian

\[
\Phi_M(z) = \frac{1}{\det(M)^{1/4}} e^{-z \cdot M \cdot z} \quad \text{for } z \in \mathbb{R}^d,
\]

where \( M \) is a \( 2d \times 2d \)-matrix. The result of [30] states that the Weyl transform \( L_{\Phi_M} \) is a positive trace class operator if and only if

\[
M = S^T \Lambda S,
\]

where \( S \) is a symplectic matrix and \( \Lambda \) is diagonal matrix of the form

\[
\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_d, \lambda_1, \lambda_2, \ldots, \lambda_d)
\]

with \( 0 < \lambda_i \leq 1 \). Hence these Gaussians \( \Phi_M \) are exactly the Gaussians such that the Cohen’s class distribution \( Q_{\Phi_M} \) is positive with the correct total energy property. Note that this provides examples of positive Cohen’s class distributions with the correct total energy property that are not spectrograms, since some of the Gaussians above do not correspond to operators of the form \( \varphi \otimes \varphi \) under the Weyl transform [22,30]. These results are also linked with the symplectic structure of the phase space [18].

7.4. **Uncertainty principles for Cohen’s class.** By using the connection between Cohen’s class and convolutions of operators we obtain a weak uncertainty principle for Cohen’s class distributions. The result is modeled on uncertainty principles for the spectrogram and Wigner distribution [32].

**Proposition 7.7.** Let \( S \in B(L^2(\mathbb{R}^d)) \) and let \( Q_S \) be the Cohen’s class distribution determined by \( Q_S(\psi) = (\psi \otimes \psi) \ast S \) for \( \psi \in L^2(\mathbb{R}^d) \). If \( \Omega \subset \mathbb{R}^{2d} \) is a measurable subset such that

\[
\int_{\Omega} |Q_S(\psi)| \, dz \geq (1 - \varepsilon) \|S\|_{B(L^2(\mathbb{R}^d))}
\]

for some \( \psi \in L^2(\mathbb{R}^d) \) with \( \|\psi\|_{L^2} = 1 \) and \( \varepsilon \geq 0 \), then

\[
\mu(\Omega) \geq 1 - \varepsilon.
\]

**Proof.** By proposition [7.2] we know that \( Q_S(\psi) \in L^\infty(\mathbb{R}^{2d}) \) with \( \|Q_S(\psi)\|_{L^\infty} \leq \|\psi\|_{L^2}^2 \|S\|_{B(L^2(\mathbb{R}^d))} \). It follows that

\[
\int_{\Omega} |Q_S(\psi)| \, dz \leq \|\psi\|_{L^2}^2 \|S\|_{B(L^2(\mathbb{R}^d))} \int_{\Omega} dz = \|\psi\|_{L^2}^2 \|S\|_{B(L^2(\mathbb{R}^d))} \mu(\Omega).
\]
Corollary 7.8.1. Let \( \phi \) be a function such that the Weyl transform \( L_\phi \) is trace class. Assume that the set \( \{ z \in \mathbb{R}^2 : \mathcal{F}_\sigma \phi(z) = 0 \} \) has dense complement in \( \mathbb{R}^2d \). If \( \mathcal{F}_\sigma \phi(\psi_1) = \mathcal{F}_\sigma \phi(\psi_2) \) for \( \psi_1, \psi_2 \in L^2(\mathbb{R}^d) \), then \( \psi_1 = e^{i\alpha} \psi_2 \) for some constant \( \alpha \in \mathbb{R} \).

Proof. By proposition 7.1 we know that \( \mathcal{F}_\sigma \phi(\psi) = (\psi \otimes \psi) \ast L_\phi \). If the set \( \{ z \in \mathbb{R}^2d : \mathcal{F}_W L_\phi(z) = 0 \} \) has dense complement in \( \mathbb{R}^2d \), we get from theorem 7.15 that the mapping \( \psi \otimes \psi \mapsto (\psi \otimes \psi) \ast L_\phi = \mathcal{F}_\sigma \phi(\psi) \) is injective. Hence, if \( \mathcal{F}_\sigma \phi(\psi_1) = \mathcal{F}_\sigma \phi(\psi_2) \), then \( \psi_1 \otimes \psi_1 = \psi_2 \otimes \psi_2 \). By the discussion preceding the proposition this implies that \( \psi_1 = e^{i\alpha} \psi_2 \) for some constant \( \alpha \in \mathbb{R} \). Furthermore, we know by proposition 7.14 that \( \phi = \mathcal{F}_\sigma \mathcal{F}_W(L_\phi) \), and applying \( \mathcal{F}_\sigma \) to this equation we obtain \( \mathcal{F}_\sigma \phi = \mathcal{F}_W(L_\phi) \), so the sets \( \{ z \in \mathbb{R}^2d : \mathcal{F}_W L_\phi(z) = 0 \} \) and \( \{ z \in \mathbb{R}^2d : \mathcal{F}_\sigma \phi(z) = 0 \} \) are equal. \( \square \)

When \( \phi = W(\varphi, \varphi) \) for some \( \varphi \in L^2(\mathbb{R}^d) \), the previous result gives a condition on the window \( \varphi \in L^2(\mathbb{R}^d) \) to ensure that any \( \psi \in L^2(\mathbb{R}^d) \) is determined by its spectrogram \( |V_\varphi \psi|^2 \) up to a phase \( e^{i\alpha} \) for \( \alpha \in \mathbb{R} \). This is the problem of phase retrieval for the spectrogram \( 33 \).

Corollary 7.8.1. If \( \varphi \in L^2(\mathbb{R}^d) \) and the set \( \{ z \in \mathbb{R}^2d : A(\varphi, \varphi)(z) = 0 \} \) has dense complement in \( \mathbb{R}^2d \) and \( |V_\varphi \psi_1| = |V_\varphi \psi_2| \), then \( \psi_1 = e^{i\alpha} \psi_2 \) for some constant \( \alpha \in \mathbb{R} \).

Proof. Let \( \phi = W(\varphi, \varphi) \). As we saw in example 7.11, we then have

\[
\mathcal{F}_\sigma \phi(\psi) = |V_\varphi \psi|^2.
\]

The result now follows from proposition 7.8 by noting that \( \mathcal{F}_\sigma W(\varphi, \varphi) = A(\varphi, \varphi) = A(\varphi, \varphi) \), where the last equality follows from the definition of \( A(\varphi, \varphi) \). \( \square \)

Remark. This corollary appears in \( 33 \) Remark A.4 under the stronger assumption that the set of zeros of the ambiguity function has Lebesgue measure 0. The same paper also proves that when \( \varphi \in \mathcal{S}(\mathbb{R}^2d) \) and its ambiguity function has no zeros, then the same result holds for \( \psi_1, \psi_2 \in \mathcal{S}'(\mathbb{R}^2d) \) \( 33 \) Thm. 2.3 – a result that is referred to as “folklore” by \( 33 \).

8. Multichannel STFTs and Cohen’s class

In sections 5 and 6 we saw that an operator \( S \) can be used to assign to a function \( f \) on \( \mathbb{R}^{2d} \) a multichannel STFT-filter \( f \ast S \). On the other hand we saw in section 17 that \( S \) defines a Cohen’s class distribution \( Q_S \) by \( Q_S(\psi)(z) = (\psi \otimes \psi) \ast \hat{S}(z) \). In fact, there is a close connection between operators \( f \ast S \) and Cohen class distribution \( Q_S \).
Proposition 8.1. Let $S \in \mathcal{T}^{1}$, $f \in L^{\infty}(\mathbb{R}^{d})$ and $\psi \in L^{2}(\mathbb{R}^{d})$. Let $Q_{S}$ be the Cohen’s class distribution $Q_{S}(\psi) = (\psi \otimes \psi) \ast \hat{S}$. Then

\begin{equation}
\langle f \ast S, \psi \otimes \psi \rangle_{B(L^{2}), \mathcal{T}^{1}} = \{ f, Q_{S}(\psi) \}_{L^{\infty}, L^{1}}.
\end{equation}

More explicitly

\begin{equation}
\langle (f \ast S)\psi, \psi \rangle = \int_{\mathbb{R}^{d}} f(z)Q_{S}(\psi)(z) \, dz.
\end{equation}

Proof. When $f \in L^{\infty}(\mathbb{R}^{d})$, the operator $f \ast S$ is defined by the relation

\begin{equation}
\langle f \ast S, T \rangle_{B(L^{2}), \mathcal{T}^{1}} = \{ f, \hat{S} \ast T \}_{L^{\infty}, L^{1}}
\end{equation}

for any $T \in \mathcal{T}^{1}$, as we noted in equation (2). In particular this must hold for $T = \psi \otimes \psi$. Since $Q_{S}(\psi) = \hat{S} \ast (\psi \otimes \psi)$, we get that

\begin{equation}
\langle f \ast S, \psi \otimes \psi \rangle_{B(L^{2}), \mathcal{T}^{1}} = \langle f, \hat{S} \ast (\psi \otimes \psi) \rangle_{L^{\infty}, L^{1}} = \{ f, Q_{S}(\psi) \}_{L^{\infty}, L^{1}}.
\end{equation}

To prove equation (10) we recall that the duality action of $B(L^{2}(\mathbb{R}^{d}))$ on $\mathcal{T}^{1}$ is given by

\begin{equation}
\langle f \ast S, \psi \otimes \psi \rangle_{B(L^{2}), \mathcal{T}^{1}} = \mathrm{tr}(f \ast S(\psi \otimes \psi)).
\end{equation}

By picking an orthonormal basis $\{ e_{n} \}_{n \in \mathbb{N}}$ for $L^{2}(\mathbb{R}^{d})$ we calculate that

\begin{equation}
\mathrm{tr}((f \ast S)(\psi \otimes \psi)) = \sum_{n \in \mathbb{N}} \langle (f \ast S)(\psi \otimes \psi)e_{n}, e_{n} \rangle = \sum_{n \in \mathbb{N}} \langle e_{n}, \psi \rangle \langle (f \ast S)\psi, e_{n} \rangle = \langle (f \ast S)\psi, \psi \rangle,
\end{equation}

where we have used Parseval’s equality to remove the sum. \hfill \Box

Remark. The same result holds whenever $f \ast S$ is defined in proposition 3.6 and the brackets in equation (9) may be interpreted as duality. In the most general case we have $S \in \mathcal{S}'$, and we then have for $f \in \mathcal{S}(\mathbb{R}^{d})$ and $\psi \in \mathcal{S}(\mathbb{R}^{d})$ that

\begin{equation}
\langle (f \ast S)\psi, \psi \rangle = \langle f, Q_{S}(\psi) \rangle_{\mathcal{S}', \mathcal{S}}
\end{equation}

where $Q_{S}$ is given by $Q_{S}(\psi) = (\psi \otimes \psi) \ast \hat{S}$.

The proposition shows that the Cohen’s class distribution $Q_{S}$ has a naturally associated operator $f \ast S$ for any $f \in L^{\infty}(\mathbb{R}^{d})$. The idea of associating operators to Cohen’s class distributions has also been considered previously, but in this context it seems to be a novel insight that both the Cohen’s class distribution and the associated operators are given by convolutions with a fixed operator $S$ (and $\hat{S}$). Previous discussions of such results appear in [10, 60], and more recently in [89] where the operators $f \ast S$ are called Cohen operators. In these references a Cohen’s class distribution $Q$ was taken as a starting point, and it was shown that one could associate operators to $Q$ using a version of equation (10).

Proposition 8.1 generalizes several known relations between pseudodifferential operators and Cohen’s class distributions.

Example 8.1. (1) If we pick $S = \varphi \otimes \varphi$ for $\varphi \in L^{2}(\mathbb{R}^{d})$, then $S \in \mathcal{T}^{1}$ and $\hat{S} = \varphi \otimes \varphi$. For $f \in L^{\infty}(\mathbb{R}^{2d})$ the operator $f \ast S$ is the localization operator $A_{\varphi}^{f}$ by proposition 3.9. The Cohen’s class distribution determined by $S$ is the spectrogram by example 7.1

\begin{equation}
Q_{S}(\psi)(z) = (\psi \otimes \psi) \ast (\varphi \otimes \varphi)(z) = |V_{\varphi}\psi(z)|^{2}.
\end{equation}
Equation (10) states the familiar relation
\[ \langle A^*_f \psi, \psi \rangle = \int_{\mathbb{R}^{2d}} f(z)|V(z)|^2 \, dz. \]

(2) For \( S = 2^d P \) the proposition describes the Weyl calculus. As we observed in example 7.1 the Cohen’s class distribution associated to \( 2^d P = (2^d P) \) is the Wigner distribution
\[ Q_{2^d P} (\psi) = (\psi \otimes \psi) \ast 2^d P (z) = W(\psi)(z). \]

For a function \( f \in L^1(\mathbb{R}^{2d}) \) the operator \( f \ast 2^d P \) is the Weyl transform \( L_f \) of \( f \): the Weyl symbol of \( 2^d P \) is \( \delta_0 \) and hence the Weyl symbol of \( f \ast 2^d P \) is \( f \) by proposition 5.2. Equation (10) becomes
\[ \langle L_f \psi, \psi \rangle = \int_{\mathbb{R}^{2d}} f(z)W(\psi)(z) \, dz \]
which is the equation we used to define the Weyl transform \( L_f \).

(3) When \( \phi = F_{\pi} \Theta \), where \( \Theta(z) = \frac{\sin(\pi z)}{\pi z} \), the Cohen’s class distribution \( Q_\phi \) is closely related to Born-Jordan quantization. By proposition 7.1 we may write \( Q_\phi (\psi) = (\psi \otimes \psi) \ast L_\phi \), where \( L_\phi \) is the Weyl transform of \( \phi \).

For \( f \in S(\mathbb{R}^{2d}) \) we get the associated operators \( f \ast L_\phi \). In fact, \( f \ast L_\phi \) is the Born-Jordan quantization of the function \( f \). To prove this, we note that in [15] the Born-Jordan quantization of \( f \) is defined to be the operator with Weyl symbol \( f \ast \phi \). By proposition 5.2 the Weyl symbol of \( f \ast L_\phi \) is \( f \ast \phi \), so \( f \ast L_\phi \) really is the Born-Jordan quantization of \( f \).

Equation (9) is a well-known relation between Born-Jordan quantization and the Cohen’s class distribution determined by \( \phi \), in fact this is used to define Born-Jordan quantization in [21].

8.1. The localization problem for Cohen’s class. The previous section showed that an operator \( S \) allows the construction of operators \( f \ast S \) and a Cohen’s class distribution \( Q_\phi (\psi) = (\psi \otimes \psi) \ast S \), and that the operators \( f \ast S \) are related to \( Q_\phi (\psi) \) in a natural way. We will now consider this relationship when \( f \) is the characteristic function \( \chi_\Omega \) of some domain \( \Omega \subset \mathbb{R}^{2d} \). In this case equation (10) from the previous section becomes
\[ \langle \chi_\Omega \ast S \psi, \psi \rangle = \int_{\Omega} Q_\psi (\psi)(z) \, dz. \]

The right hand side of this equation may be interpreted as a measure of the concentration of the energy of \( \psi \) in the region \( \Omega \) of the time-frequency plane, and leads to a natural localization problem for Cohen’s class [28,52,59]: for a Cohen’s class distribution \( Q \) and a measurable \( \Omega \subset \mathbb{R}^{2d} \). Find the signal \( \psi \in L^2(\mathbb{R}^d) \) with \( \|\psi\|_{L^2} = 1 \) that maximizes
\[ \int_{\Omega} Q(\psi)(z) \, dz. \]

Equation (11) implies that the problem is solved by considering the eigenfunctions of the operator \( \chi_\Omega \ast S \) by Courant’s min-max principle [50] Thm. 28.4, as the next proposition makes formal.

**Proposition 8.2.** Let \( \Omega \subset \mathbb{R}^{2d} \) be a measurable subset, let \( S \in B(L^2(\mathbb{R}^d)) \) be a selfadjoint operator and let \( Q_S \) be the associated Cohen’s class distribution \( Q_S (\psi) = (\psi \otimes \psi) \ast S \). Assume that \( \chi_\Omega \ast S \) is a compact operator. Let \( \lambda_1 \geq \lambda_2, \ldots \) be the positive eigenvalues of \( \chi_\Omega \ast S \) (counted with multiplicities) and let \( \phi_i \) be the eigenvector corresponding to \( \lambda_i \) for \( i \in \mathbb{N} \). Then
\[ \int_{\Omega} Q_S (\phi_i)(z) \, dz = \max \left\{ \int_{\Omega} Q_S (\psi)(z) \, dz : \|\psi\|_{L^2} = 1, \psi \perp \phi_1, \phi_2, \ldots, \phi_{i-1} \right\}. \]
Proof. By the min-max principle [59, Thm. 28.4] we know that
\begin{equation}
\lambda_n = \min_{\psi_1, \ldots, \psi_{n-1}} \max_{\|\psi\|_{L^2} = 1} \langle (\chi_{\Omega} * S) \psi, \psi \rangle,
\end{equation}
where $\psi_1, \psi_2, \ldots, \psi_{n-1}$ is any set of linearly independent vectors in $L^2(\mathbb{R}^d)$. Since $\lambda_n = \langle (\chi_{\Omega} * S) \phi_n, \phi_n \rangle$ and $\phi_n \perp \phi_1, \ldots, \phi_{n-1}$, the minimum in equation (12) is achieved when $\psi_1 = \phi_1, \psi_2 = \phi_2, \ldots, \psi_{n-1} = \phi_{n-1}$, hence
\begin{equation}
\lambda_n = \max_{\psi_1, \ldots, \psi_{n-1}} \|\psi\|_{L^2} = 1 \langle (\chi_{\Omega} * S) \psi, \psi \rangle.
\end{equation}

By equation (11) we know that
\begin{equation}
\int_{\Omega} Q_S(\psi)(z) \, dz = \max \left\{ \int_{\Omega} Q_S(\psi)(z) \, dz : \|\psi\|_{L^2} = 1, \psi \perp \phi_1, \phi_2, \ldots, \phi_{n-1} \right\}.
\end{equation}

Remark. We have formulated the result by requiring that $\chi_{\Omega} * S$ is compact. It is easy to find conditions making this true; by proposition 3.6 it will be true if $\mu(\Omega) < \infty$ and $S \in \mathcal{T}^p$ for some $p < \infty$. However, $\chi_{\Omega} * S$ may well be compact in other cases too.

This idea of solving the localization problem by considering eigenfunctions of operators goes back to the work of Flandrin [28] for the Wigner distribution. Ramanathan and Topiwala [60] later showed that similar techniques were possible for other Cohen’s class distributions, by defining the operators $\chi_{\Omega} * S$ in equation (11) using the Weyl calculus. Recently Boggia et. al have considered the same problem in [8] using methods very similar to those we consider, but without the convolutions of operators and functions.

Example 8.2. (1) If $S = \varphi \otimes \varphi$ for $\varphi \in L^2(\mathbb{R}^d)$, then we know from examples [71] and [57] that $Q_S(\psi) = |V_\varphi \psi|^2$, the spectrogram, and $\chi_{\Omega} * S$ is the localization operator $A_{\Omega}^\varphi$. Proposition [8,2] says that the functions $\psi$ that minimize
\begin{equation}
\int_{\Omega} |V_\varphi \psi|^2(z) \, dz
\end{equation}
are the eigenfunctions of the operator $A_{\Omega}^\varphi$. This relation is well known [61], and exploited in the recent work of Abreu et al. on accumulated spectrograms [11,2].

(2) When $S = 2^d P$, we have seen in examples [7,1] and [8,1] that $\chi_{\Omega} * 2^d P$ is the Weyl transform $L_{\chi_{\Omega}}$ and that $Q_S(\psi) = W(\psi)$ - the Wigner distribution of $\psi$. If we wish to find the functions $\psi \in L^2(\mathbb{R}^d)$ whose Wigner distributions is maximally concentrated in a domain $\Omega \subset \mathbb{R}^{2d}$, proposition [8,2] reduces the problem to finding the eigenfunctions of the Weyl transform $L_{\chi_{\Omega}}$. This insight was first formulated in Flandrin’s paper [28], and extensions of his results include [59] and [52].

Although proposition [8,2] only assumes that $\chi_{\Omega} * S$ is compact and selfadjoint, the interpretation of
\begin{equation}
\int_{\Omega} Q_S(\psi)(z) \, dz
\end{equation}
\footnote{The proposition requires that $\chi_{\Omega} * 2^d P = L_{\chi_{\Omega}}$ is compact. Even though $P$ is not a compact operator, the operator $L_{\chi_{\Omega}}$ is compact whenever $\mu(\Omega) < \infty$, since $\chi_{\Omega} \in L^2(\mathbb{R}^{2d})$ in this case and $L_f \in \mathcal{T}^2$ whenever $f \in L^2(\mathbb{R}^{2d})$ by Poisson’s theorem [55].}
as the energy concentration of $\psi$ in $\Omega$ is more natural when $Q_S$ is positive and normalized in the sense that
\[
\int_{\mathbb{R}^{d^2}} Q(\psi)(z) \, dz = \|\psi\|_{L^2}^2.
\]
As we observed in section 7.3, this is satisfied exactly when $S \in T^1$ is a positive operator with $\text{tr}(S) = 1$. In this case the operators $\chi_\Omega \ast S$ are the mixed-state localization operators introduced in section 6 using different arguments, and the next section considers this special case in detail.

9. Localization operators and Positive Operator Valued Measures

In this section we will approach the mixed-state localization operators $\chi_\Omega \ast S$ from another perspective, namely that of covariant positive operator valued measures (POVMs). This perspective has been ever-present when the convolutions of operators have been introduced and discussed in quantum physics [33,41,45,60], and we wish to show that it may be of interest also in time-frequency analysis. A POVM $F$ gives two possible measures of the time-frequency content of a signal $\psi$ in a domain $\Omega$ in the the time-frequency plane. On the one hand, the signal $F(\Omega)\psi$ may be interpreted as the component of $\psi$ with time-frequency components in $\Omega$. On the other hand, we know from section 6 that $\chi_\Omega \ast S$ measures the time-frequency content of $\psi$ in $\Omega$.

Given a signal $\psi \in L^2(\mathbb{R}^d)$, we wish to show that these two ways of measuring the time-frequency content of $\psi$ in a domain $\Omega$ lead to the study of mixed-state localization operators and Cohen’s class distributions, respectively. The first step in this direction is to note that mixed-state localization operators define POVMs.

Proposition 9.1. Let $S \in T^1$ be a positive operator with $\text{tr}(S) = 1$. Then $S$ defines a covariant POVM $F$ by
\[
F(\Omega) = \chi_\Omega \ast S
\]
for any measurable $\Omega \subset \mathbb{R}^{2d}$.

Proof. We get from proposition 6.4 that $F(\Omega) \geq 0$ and $F(\mathbb{R}^{2d}) = I$. The covariance of $F$ follows from the relation $\alpha_z(f \ast S) = (T_z f) \ast S$ for $f \in L^\infty(\mathbb{R}^d)$ [64], since $\alpha_z(F(\Omega)) = \alpha_z(\chi_\Omega \ast S) = (T_z \chi_\Omega) \ast S = \chi_{\Omega+z} \ast S = F(\Omega + z)$. If $\{\Omega_i\}_{i \in \mathbb{N}}$ is a collection of disjoint, measurable subsets of $\mathbb{R}^d$ and $\Omega := \bigcup_{i \in \mathbb{N}} \Omega_i$, then $\chi_\Omega = \sum_{i=1}^{\infty} \chi_{\Omega_i}$, where the sum converges pointwise. We need to show that $\chi_\Omega \ast S = \sum_{i=1}^{\infty} \chi_{\Omega_i} \ast S$ with convergence in the weak operator topology, i.e. $\sum_{i=1}^{\infty} \langle \chi_{\Omega_i} \ast S \phi, \psi \rangle = \langle \chi_\Omega \ast S \phi, \psi \rangle$ for all $\phi, \psi \in L^2(\mathbb{R}^d)$. Since $\chi_\Omega \in L^\infty(\mathbb{R}^{2d})$, we know from equation 13 in section 5.4 that the operator $\chi_\Omega \ast S \in B(L^2(\mathbb{R}^d))$ is defined by the duality relation
\[
\text{tr}(T(\chi_\Omega \ast S)) = \int_{\mathbb{R}^{2d}} \chi_\Omega(z) S \ast T(z) \, dz
\]
for any $T \in T^1$. In particular, with $T = \phi \otimes \psi$ with $\phi, \psi \in L^2(\mathbb{R}^d)$ we get that
\[
\langle \chi_\Omega \ast S \phi, \psi \rangle = \int_{\mathbb{R}^{2d}} \chi_\Omega(z)(S \ast (\phi \otimes \psi))(z) \, dz.
\]
This implies that
\[
\sum_{i=1}^{\infty} \langle \chi_{\Omega_i} \ast S \phi, \psi \rangle = \sum_{i=1}^{\infty} \int_{\mathbb{R}^{2d}} \chi_{\Omega_i}(z)(S \ast (\phi \otimes \psi))(z) \, dz.
\]
Since $\sum_{i=1}^{\infty} \chi_{\Omega_i} = \chi_{\Omega}$ and $\hat{S} \ast (\phi \otimes \psi) \in L^1(\mathbb{R}^d)$ by proposition 8.6, we may use Fubini’s theorem to change the order of integration, and we obtain that

$$\sum_{i=1}^{\infty} \langle \chi_{\Omega_i} \ast \hat{S} \phi, \psi \rangle = \int \int_{\mathbb{R}^d} \sum_{i=1}^{\infty} \chi_{\Omega_i}(z) (\hat{S} \ast (\phi \otimes \psi))(z) \, dz = \int \int_{\mathbb{R}^d} \chi_{\Omega}(z) (\hat{S} \ast (\phi \otimes \psi))(z) \, dz = \langle \chi_{\Omega} \ast \hat{S} \phi, \psi \rangle,$$

where the final line follows from equation (14).

In particular, this result implies that the localization operators $A_{\Omega}^F$ may be interpreted as POVMs.

**Corollary 9.1.** Let $\varphi \in L^2(\mathbb{R}^d)$ be a window with $\|\varphi\|_2 = 1$. Then $\varphi$ defines a POVM $F$ by

$$F(\Omega) = A_{\Omega}^\varphi.$$

**Proof.** Follows from lemma 3.9 and the previous proposition with $S = \varphi \otimes \varphi$. □

**Remark.** The fact that a localization operator determines a POVM has been remarked by other authors, such as [3].

### 9.1. Cohen’s class and POVMs.

By proposition 8.1 a positive operator $S \in T^1$ with $\text{tr}(S) = 1$ defines a POVM $F$ via the mixed-state localization operators $F(\Omega) = \chi_{\Omega} \ast S$. Once we have a POVM $F$, we know from section 5.8 that we obtain a probability measure $\mu_F^\psi$ for each $\psi \in L^2(\mathbb{R}^d)$. As we mentioned at the start of the section, the time-frequency content of $\psi$ in $\Omega$ may be measured either by $F(\Omega)\psi$, or by the induced probability measure $\mu_F^\psi$. When the POVM $F$ is of the form in proposition 9.1, the measures $\mu_F^\psi$ are given by the positive Cohen’s class distribution induced by $S$ as in proposition 8.1.

**Lemma 9.2.** Let $S \in T^1$ be a positive operator with $\text{tr}(S) = 1$, and consider the POVM $F(\Omega) = \chi_{\Omega} \ast S$. For $\psi \in L^2(\mathbb{R}^d)$, the induced probability measure $\mu_F^\psi$ on $\mathbb{R}^d$ is given by

$$\mu_F^\psi(\Omega) = \int \int_{\Omega} ((\psi \otimes \psi) \ast \hat{S})(z) \, dz.$$

In other words, the Radon-Nikodym derivative of $\mu_F^\psi$ w.r.t. Lebesgue measure $dz$ is the Cohen class distribution

$$Q_S(\psi)(\varphi \otimes \varphi) = (\varphi \otimes \varphi) \ast \hat{S}.$$

**Proof.** This is merely a restatement of proposition 8.1 in the terminology of POVMs, since $\mu_F^\psi$ is defined by $\mu_F^\psi(\Omega) = \langle F(\Omega)\psi, \psi \rangle = \langle (\chi_{\Omega} \ast S)\psi, \psi \rangle$. □

Since $S$ is assumed to be a positive operator with $\text{tr}(S) = 1$, we know that the Cohen’s class distribution $Q_S$ in lemma 9.2 is positive and has the correct total energy property by theorem 7.4. This is exactly what we need to get that $\mu_F^\psi$ is a probability measure.

**Example 9.1.** Let $S = \varphi \otimes \varphi$ for $\varphi \in L^2(\mathbb{R}^d)$ with $\|\varphi\|_2 = 1$. As we have seen in example 8.1 the POVM $F(\Omega) = \chi_{\Omega} \ast S$ is given by the localization operators $F(\Omega) = A_{\Omega}^\varphi$, and the associated Cohen’s class distribution is the spectrogram: $Q_S(\psi) = |V_{\varphi}\psi|^2$. By lemma 9.2 the induced probability measures $\mu_F^\psi$ are given by

$$\mu_F^\psi(\Omega) = \int \int_{\Omega} |V_{\varphi}\psi(z)|^2 \, dz,$$
hence the Radon-Nikodym derivatives of the probability measures induced by localization operators are spectrograms.

Another way of stating the relation between the mixed-state localization operators and the POVM $F$ that they induce, is to express the localization operators as an integral over the POVM.

**Proposition 9.3.** Let $F$ be a POVM given by $F(\Omega) = \chi_\Omega \ast S$ for some positive $S \in \mathcal{T}^1$ with $\text{tr}(S) = 1$. Then

$$f \ast S = \int_{\mathbb{R}^{2d}} f dF.$$ 

In particular, the mixed-state localization operators $\chi_\Omega \ast S$ may be expressed as

$$\chi_\Omega \ast S = \int_{\Omega} dF.$$

**Proof.** The operator $\int_{\mathbb{R}^{2d}} f dF$ is by definition the unique operator satisfying

$$\langle \int_{\mathbb{R}^{2d}} f dF \psi, \psi \rangle = \int_{\mathbb{R}^{2d}} f d\mu^F$$

for each $\psi \in L^2(\mathbb{R}^d)$. We need to show that $f \ast S$ satisfies this condition.

$$\langle f \ast S \psi, \psi \rangle = \langle \int_{\mathbb{R}^{2d}} f(z) \alpha_z(S) \, dz \, \psi, \psi \rangle$$

$$= \int_{\mathbb{R}^{2d}} f(z) \langle \alpha_z(S) \psi, \psi \rangle \, dz$$

$$= \int_{\mathbb{R}^{2d}} f(z) \left( (\psi \otimes \psi) \ast \hat{S} \right)(z) \, dz$$

$$= \int_{\mathbb{R}^{2d}} f d\mu^F \psi.$$ 

In the calculation we have moved the inner product inside the integral. This is an instance of the definition of $f \ast S$ in equation (3), when $T = \psi \otimes \psi$. We have also used the equality $\langle \alpha_z(S) \psi, \psi \rangle = \langle (\psi \otimes \psi) \ast \hat{S} \rangle(z)$, which follows from the definition of the convolution of two operators. In the last line we used lemma 9.2. \qed

**Corollary 9.3.1.** Let $F$ be a POVM given by $F(\Omega) = A_{\Omega}^\varphi$ for some window $\varphi \in L^2(\mathbb{R}^d)$ with $\|\varphi\|_2 = 1$. Then

$$A_{\Omega}^\varphi = \int_{\mathbb{R}^{2d}} f dF.$$ 

In particular, the localization operators $A_{\Omega}^\varphi$ may be expressed as

$$A_{\Omega}^\varphi = \int_{\Omega} dF.$$

A much deeper result than proposition 9.1 is that the converse is also true: any covariant POVM $F$ is of the form in proposition 9.1 [38, 44, 66]. We provide the proof in our terminology for completeness.

**Proposition 9.4.** Let $F$ be a covariant POVM. There exists some positive $S \in \mathcal{T}^1$ with $\text{tr}(S) = 1$ such that

$$F(\Omega) = \chi_\Omega \ast S$$

for all $\Omega \subset \mathbb{R}^{2d}$. 
Proof. We will show that the map $\Gamma : L^\infty(\mathbb{R}^{2d}) \to B(L^2(\mathbb{R}^d))$ defined by

$$\Gamma(f) = \int \int_{\mathbb{R}^{2d}} f dF$$

satisfies the conditions of theorem 6.2. By that theorem we could then conclude that there is some positive $S \in \mathcal{T}^1$ with $\text{tr}(S) = 1$ such that

$$\int \int_{\mathbb{R}^{2d}} f dF = f \ast S$$

for any $f \in L^\infty(\mathbb{R}^{2d})$, and in particular $F(\Omega) = \int \int_{\mathbb{R}^{2d}} \chi_\Omega dF = \chi_\Omega \ast S$. We check that the conditions in theorem 6.2 are satisfied.

1. $\Gamma(\chi_{\mathbb{R}^{2d}}) = \int \int_{\mathbb{R}^{2d}} \chi_{\mathbb{R}^{2d}} dF = F(\mathbb{R}^{2d}) = I$, by the definition of a POVM.

2. Fix $z' \in \mathbb{R}^{2d}$ and $f \in L^\infty(\mathbb{R}^{2d})$. We need to show that $\Gamma(T_{z'} f) = \alpha_{z'}(\Gamma(f))$, and by the uniqueness part of lemma 3.17 it suffices to show that

$$(15) \quad \int \int_{\mathbb{R}^{2d}} T_{z'} f d\mu^F_{\psi} = \langle \alpha_{z'}(\Gamma(f)) \psi, \psi \rangle.$$

Note that

$$\langle \alpha_{z'}(\Gamma(f)) \psi, \psi \rangle = \langle \pi(z') \Gamma(f) \pi(z')^* \psi, \psi \rangle = \langle \Gamma(f) \pi(z')^* \psi, \pi(z')^* \psi \rangle = \int \int_{\mathbb{R}^{2d}} f d\mu^F_{\pi(z')^* \psi}$$

by lemma 3.17. From the definition of the probability measure $\mu^F_{\pi(z')^* \psi}$ and the covariance of $F$ we find that

$$\mu^F_{\pi(z')^* \psi}(\Omega) = \langle F(\Omega) \pi(z')^* \psi, \pi(z')^* \psi \rangle = \langle \alpha_{z'}(F(\Omega)) \psi, \psi \rangle = \langle (F(\Omega + z')) \psi, \psi \rangle = \mu^F_{\psi}(\Omega + z').$$

Hence

$$\int \int_{\mathbb{R}^{2d}} f d\mu^F_{(z')^* \psi} = \int \int_{\mathbb{R}^{2d}} T_{z'} f d\mu^F_{\psi}$$

by a change of variable, which proves equation (15).

3. By lemma 3.17 the operator $\Gamma(f) = \int \int_{\mathbb{R}^{2d}} f dF$ satisfies

$$\langle \Gamma(f) \psi, \psi \rangle = \int \int_{\mathbb{R}^{2d}} f(z) d\mu^F_{\psi}.$$
for each $f \in L^\infty(\mathbb{R}^d)$, see the proof of lemma 6 in [13]. Furthermore, one can show [13, Lemma 6(b)] that the covariance of $F$ implies that the measures $\mu_S^F$ are all absolutely continuous with respect to Lebesgue measure $\mu$. Hence $\mu_S^F$ has a Radon-Nikodym derivative $g_S \in L^1(\mathbb{R}^d)$ such that $d\mu_S^F = g_S d\mu$. Using these facts we find that
\[
\text{tr}(S\Gamma(f)) = \text{tr}\left( S \int_{\mathbb{R}^d} f_n \, dF \right) = \int_{\mathbb{R}^d} f_n d\mu_S^F = \int_{\mathbb{R}^d} f_n g_S d\mu \rightarrow \int_{\mathbb{R}^d} f g_S d\mu = \text{tr}(S\Gamma(f))
\]
by the weak*-convergence of $\{f_n\}_{n \in \mathbb{N}}$.

Remark. If $S \in \mathcal{T}^1$ is positive with $\text{tr}(S) = 1$, then $F(\Omega) = \chi_{\Omega} \ast S$ for $\Omega \subset \mathbb{R}^d$ defines a covariant POVM $F$ by proposition 9.1 and $\int_{\mathbb{R}^d} f \, dF = f \ast S$ for $f \in L^\infty(\mathbb{R}^d)$ by proposition 9.3. The proof of proposition 9.4 shows that $f \mapsto \int_{\mathbb{R}^d} f \, dF = f \ast S$ satisfies the four axioms of theorem 6.2, as we claimed in section 6.

In our terminology this means that any covariant POVM $F$ is given by mixed-state localization operators: $F(\Omega) = \chi_{\Omega} \ast S$ for some positive $S \in \mathcal{T}^1$ with $\text{tr}(S) = 1$. In particular, the induced probability measures $\mu^F_\psi$ for $\psi \in L^2(\mathbb{R}^d)$ must be given by positive Cohen’s class distributions with the correct total energy property, by lemma 6.2.
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