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Abstract

We propose an integral representation for the higher-order Fréchet derivative of analytic matrix functions $f(A)$ which unifies known results for the first-order Fréchet derivative of general analytic matrix functions and for higher-order Fréchet derivatives of $A^{-1}$. We highlight two applications of this integral representation: On the one hand, it allows to find the exact value of the level-2 condition number (i.e., the condition number of the condition number) of $f(A)$ for a large class of functions $f$ when $A$ is Hermitian. On the other hand, it also allows to use numerical quadrature methods to approximate higher-order Fréchet derivatives. We demonstrate that in certain situations—in particular when the derivative order $k$ is moderate and the direction terms in the derivative have low-rank structure—the resulting algorithm can outperform established methods from the literature by a large margin.
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1. Introduction

Matrix functions $f: \mathbb{C}^{n \times n} \to \mathbb{C}^{n \times n}$ play an important role in many areas of applied mathematics. Among many other applications, the matrix exponential, $f(A) = e^A$, arises in network analysis [1] and exponential integrators [2, 3, 4], while inverse fractional powers occur in lattice quantum chromodynamics [5, 6] and statistical sampling [7].

The Fréchet derivative of a matrix function is defined as the unique operator $L_f(A, \cdot): \mathbb{C}^{n \times n} \to \mathbb{C}^{n \times n}$ that is linear in its second argument and, for any matrix $E \in \mathbb{C}^{n \times n}$, satisfies

$$f(A + E) - f(A) - L_f(A, E) = o(\|E\|),$$

where $\| \cdot \|$ denotes any matrix norm and the remainder term $o(\|E\|)$, when divided by $\|E\|$, tends to zero as $\|E\| \to 0$. Based on (1), the $k$th Fréchet derivative of $f$ at $A$ can be recursively defined as the unique multilinear function $L_f^{(k)}(A, \cdot, \ldots, \cdot)$ of the matrices $E_i, i = 1, \ldots, k$ that satisfies

$$L_f^{(k-1)}(A + E_k, E_1, \ldots, E_{k-1}) - L_f^{(k-1)}(A, E_1, \ldots, E_{k-1}) - L_f^{(k)}(A, E_1, \ldots, E_k) = o(\|E_k\|),$$

where $L_f^{(1)}(A, E) := L_f(A, E)$ is the usual (first-order) Fréchet derivative defined in (1); see [8].
An important application of the Fréchet derivative is calculating the condition number of computing \( f(A) \). Precisely, denoting by \( \text{cond}_{\text{abs}}(f, A) \) the absolute condition number of computing \( f(A) \), we have

\[
\text{cond}_{\text{abs}}(f, A) = \lim_{\varepsilon \to 0} \sup_{\|E\| \leq \varepsilon} \frac{\|f(A + E) - f(A)\|}{\varepsilon} = \max_{\|E\|=1} \|L_f(A, E)\|;
\]

see [9, Chapter 3]. In turn, the second-order Fréchet derivative can be used to compute the \textit{level-two condition number} of a matrix function, i.e., the condition number of the condition number. In particular, the absolute level-two condition number is given by

\[
\text{cond}_{\text{abs}}^{(2)}(f, A) := \lim_{\varepsilon \to 0} \sup_{\|Z\| \leq \varepsilon} \frac{|\text{cond}_{\text{abs}}(f, A + Z) - \text{cond}_{\text{abs}}(f, A)|}{\varepsilon}.
\]

In [8], Higham and Relton relate the level-two condition number (with respect to the Frobenius matrix norm) to the second order Fréchet derivative, using the relation

\[
\text{cond}_{\text{abs}}^{(2)}(f, A) \leq \max_{\|E_2\|_F=1} \max_{\|E_1\|_F=1} \|L_f^{(2)}(A, E_1, E_2)\|_F = \|K_f^{(2)}(A)\|_2,
\]

where \( \cdot \) \( _F \) and \( \cdot \) \( _2 \) denote the Frobenius and spectral matrix norm, respectively, and \( K_f^{(2)}(A) \) is the \textit{Kronecker matrix}, a representation of the second-order Fréchet derivative as an \( n^4 \times n^2 \) matrix; see [8, Section 4 & 5]. In addition to this application, higher-order Fréchet derivatives also have uses in the solution of nonlinear equations on Banach spaces; see [10].

The remainder of this paper is organized as follows. In Section 2, we derive an integral representation for the higher-order Fréchet derivative of analytic functions. Section 3 then deals with finding the level-2 condition number of \( f(A) \): We first recap some known formulas and bounds from the literature and then discuss how the integral representation derived in Section 2 can be used to extend and improve these results. Section 4 is devoted to computational methods for the higher-order Fréchet derivative: We review some established algorithms for this task and then propose to use our new integral representation as the basis of a quadrature method and assess the computational complexity of the resulting algorithm. Numerical experiments are reported in Section 5. Some concluding remarks and directions for future research are given in Section 6.

2. An integral representation for the higher-order Fréchet derivative

In this section, we derive new integral representations for the higher-order Fréchet derivative which form the basis of the new results and algorithms that are covered in Section 3 and 4. We begin by considering analytic functions represented by the Cauchy integral formula and then comment on several related integral representations.

2.1. Analytic functions represented by the Cauchy integral formula

Assume that \( f \) is analytic on and inside a contour \( \Gamma \) that winds around \text{spec}(A), the spectrum of \( A \), exactly once. Then, using the Cauchy integral formula, we have

\[
f(A) = \frac{1}{2\pi i} \int_{\Gamma} f(\zeta)((\zeta I - A)^{-1} d\zeta,
\]

where \( I \) denotes the \( n \times n \) identity matrix. It is known [9, 11, 12] that in this case, the first-order Fréchet derivative is given by

\[
L_f(A, E) = \frac{1}{2\pi i} \int_{\Gamma} f(\zeta)((\zeta I - A)^{-1} E(\zeta I - A)^{-1} d\zeta.
\]

We now derive a generalization of formula 4 for arbitrary derivative order \( k \). This derivation is based on the following basic result on the \( k \)th order Fréchet derivative of the resolvent.
Lemma 1. Let \( \zeta \notin \text{spec}(A) \). Then

\[
L_{(\zeta-z)-1}^{(k)}(A, E_1, \ldots, E_k) = \sum_{\pi \in S_k} (\zeta I - A)^{-1} E_{\pi(1)}(\zeta I - A)^{-1} E_{\pi(2)}(\zeta I - A)^{-1} \cdots E_{\pi(k)}(\zeta I - A)^{-1},
\]

where \( S_k \) denotes the symmetric group of degree \( k \), i.e., the set of all permutations of \( \{1, \ldots, k\} \).

**Proof.** We prove the statement by induction. Using the Neumann series, for \( ||E_1|| \) small enough, we have

\[
(\zeta I - (A + E_1))^{-1} = (\zeta I - A)^{-1}(I - E_1(\zeta I - A)^{-1})^{-1} = (\zeta I - A)^{-1} \sum_{\ell=0}^{\infty} (E_1(\zeta I - A)^{-1})^\ell
\]

which implies

\[
L_{(\zeta-z)-1}^{(1)}(A, E_1) = (\zeta I - A)^{-1} E_1(\zeta I - A)^{-1},
\]

so that the assertion of the lemma is valid for \( k = 1 \). Now, for \( k > 1 \), we inductively have

\[
L_{(\zeta-z)-1}^{(k-1)}(A + E_k, E_1, \ldots, E_{k-1}) = \sum_{\pi \in S_{k-1}} (\zeta I - (A + E_k))^{-1} E_{\pi(1)}(\zeta I - (A + E_k))^{-1} E_{\pi(2)}(\zeta I - (A + E_k))^{-1} \cdots E_{\pi(k-1)}(\zeta I - (A + E_k))^{-1}
\]

Inserting \( (\zeta I - (A + E_k))^{-1} \) into \( (6) \) and collecting terms up to first order in \( E_k \) gives

\[
L_{(\zeta-z)-1}^{(k-1)}(A + E_k, E_1, \ldots, E_{k-1}) = \sum_{\pi \in S_{k-1}} (\zeta I - A)^{-1} E_{\pi(1)}(\zeta I - A)^{-1} E_{\pi(2)}(\zeta I - A)^{-1} \cdots E_{\pi(k-1)}(\zeta I - A)^{-1}
\]

Inserting relation \( \Box \) into the recursive definition \( \Box \) completes the proof of the lemma. \( \square \)

From Lemma \( \square \) we directly obtain an integral representation for the Fréchet derivative of an analytic function.

**Theorem 2.** Let \( f \) be analytic on and inside a contour \( \Gamma \) that winds around \( \text{spec}(A) \) exactly once. Then

\[
L_f^{(k)}(A, E_1, \ldots, E_k) = \frac{1}{2\pi i} \int_{\Gamma} \sum_{\pi \in S_k} f(\zeta) M_{\pi}(\zeta; A, E_1, \ldots, E_k) d\zeta,
\]

where

\[
M_{\pi}(\zeta; A, E_1, \ldots, E_k) = (\zeta I - A)^{-1} E_{\pi(1)}(\zeta I - A)^{-1} E_{\pi(2)}(\zeta I - A)^{-1} \cdots E_{\pi(k)}(\zeta I - A)^{-1}.
\]

**Proof.** The assertion of the theorem follows directly from Lemma \( \Box \) upon noting that the relation

\[
L_f^{(k)}(A, E_1, \ldots, E_k) = \frac{1}{2\pi i} \int_{\Gamma} f(\zeta) L_{(\zeta-z)-1}^{(k)}(A, E_1, \ldots, E_k) d\zeta.
\]

holds. \( \square \)
2.2. Related integral representations

There are several important classes of functions which have similar integral representations involving resolvents. Of particular importance is the class of Stieltjes functions. A Stieltjes function is a function that can be represented as

\[ f(z) = \int_{0}^{\infty} \frac{d\mu(t)}{t+z}, \]

where \( d\mu(t) \) is a nonnegative measure on \([0, \infty)\). Important examples of Stieltjes functions appearing in applications are inverse fractional powers \( f(z) = z^{-\alpha}, \alpha \in (0, 1) \) or \( f(z) = \log(1+z)/z \). For further examples and an overview of theoretical properties of Stieltjes functions, we refer the reader to [13, 14, 15] and the references therein.

When \( f \) is a Stieltjes function, its (higher-order) Fréchet derivatives also admit integral representations.

**Corollary 3.** Let \( f \) be a Stieltjes function and let \( \text{spec}(A) \cap (-\infty, 0] = \emptyset \). Then

\[ L_f^{(k)}(A, E_1, \ldots, E_k) = -\int_{0}^{\infty} \sum_{\pi \in S_k} M_{\pi}(-t; A, E_1, \ldots, E_k) \, d\mu(t) \]

where \( M_{\pi}(\cdot; A, E_1, \ldots, E_k) \) is defined in (9).

**Proof.** The formula (11) can be found by essentially repeating all the steps in the proofs of Lemma 2 and Theorem 2 adapted to the integral representation (10). To avoid unnecessary repetition, we instead sketch how one can find (11) starting from (9). Any Stieltjes function is analytic outside \((0, \infty)\), so we can find a contour \( \Gamma \) that allows to represent \( f(A) \) and thus \( L_f^{(k)}(A, E_1, \ldots, E_k) \) by the Cauchy integral formula. Then, inserting the Stieltjes representation (10) of \( f \) yields

\[
L_f^{(k)}(A, E_1, \ldots, E_k) = \frac{1}{2\pi i} \int_{\Gamma} \sum_{\pi \in S_k} f(\zeta)M_{\pi}(\zeta; A, E_1, \ldots, E_k) \, d\zeta
\]

\[
= \frac{1}{2\pi i} \int_{\Gamma} \sum_{\pi \in S_k} \int_{0}^{\infty} \frac{d\mu(t)}{t+\zeta}M_{\pi}(\zeta; A, E_1, \ldots, E_k) \, d\zeta
\]

\[
= \int_{0}^{\infty} \sum_{\pi \in S_k} \frac{1}{2\pi i} \int_{\Gamma} \frac{1}{t+\zeta}M_{\pi}(\zeta; A, E_1, \ldots, E_k) \, d\zeta \, d\mu(t)
\]

\[
= -\int_{0}^{\infty} \sum_{\pi \in S_k} M_{\pi}(-t; A, E_1, \ldots, E_k) \, d\mu(t).
\]

The last equality follows from the residue theorem upon noting that the integrand has a single pole at \( \zeta = -t \). \( \square \)

Another highly related class of functions consists of those functions which can be written as \( f(z) = zg(z) \) with \( g \) a Stieltjes function. According to the examples for Stieltjes functions we have given above, we have that \( f(z) = z^\sigma = zz^{1-\sigma}, \sigma \in (0, 1) \) or \( f(z) = \log(1+z) = z \log(1+z)/z \) belong to this class. Another example is \( W_0(z) \), the primary branch of the Lambert W function; see [16]. As matrix square roots and logarithms as well as the Lambert W function play an important role in many applications, this class of functions warrants a detailed study.

**Theorem 4.** Let \( f(z) = zg(z) \), where \( g \) is a Stieltjes function (10) and let \( \text{spec}(A) \cap (-\infty, 0] = \emptyset \). Then

\[
L_f^{(k)}(A, E_1, \ldots, E_k) = \int_{0}^{\infty} t \cdot \sum_{\pi \in S_k} M_{\pi}(-t; A, E_1, \ldots, E_k) \, d\mu(t)
\]

where \( M_{\pi}(\cdot; A, E_1, \ldots, E_k) \) is defined in (10).
Moreover, if the maximum in (13) is attained for a unique \( i, \) say \( i = k, \) then
\[
\text{cond}^{[2]}_{\text{abs}}(f, A, E, Z) \geq |f''(\lambda_k)|.
\]
Note that when \( f \) is a Stieltjes function \( (10) \), its derivatives are given by

\[
f^{(k)}(z) = (-1)^k k! \int_0^\infty \frac{d\mu(t)}{(z + t)^{k+1}}.
\]  

(15)

and when \( f(z) = zg(z), \) where \( g \) is a Stieltjes function \( (10) \), its derivatives are given by

\[
f^{(k)}(z) = (-1)^k 1! \int_0^\infty \frac{t \, d\mu(t)}{(z + t)^{k+1}}.
\]

(16)

From these equations, one can easily deduce that both of these function classes have strictly completely monotonic derivatives, so that Theorem 6 is applicable to them. The following result shows that it is also possible to obtain an upper bound on the level-2 condition number.

**Theorem 7.** Let \( f \) be a Stieltjes function or a function of the form \( f(z) = zg(z), \) where \( g \) is a Stieltjes function and let \( A \) be Hermitian positive definite with smallest eigenvalue \( \lambda_{\text{min}} \). Then

\[
\text{cond}_{\text{abs}}^2(f, A) \leq |f''(\lambda_{\text{min}})|.
\]

(17)

**Proof.** We begin with the case that \( f \) is a Stieltjes function. Then, according to Corollary 3, its second-order Fréchet derivative is given by

\[
L_f^{(2)}(A, E, Z) = \int_0^\infty (A + tI)^{-1} E(A + tI)^{-1} Z(A + tI)^{-1} + (A + tI)^{-1}Z(A + tI)^{-1}E(A + tI)^{-1} \, d\mu(t). 
\]  

(18)

Taking the Frobenius norm in \( (18) \) and inserting into \( (12) \) gives

\[
\text{cond}_{\text{abs}}^2(f, A) \leq \max \max \int_0^\infty \| (A + tI)^{-1} E(A + tI)^{-1} Z(A + tI)^{-1} \|_F + \| (A + tI)^{-1} Z(A + tI)^{-1} E(A + tI)^{-1} \|_F \, d\mu(t).
\]

(19)

As the Frobenius norm is unitarily invariant, the inequality \( \|BCD\|_F \leq \|B\|_F \|C\|_F \|D\|_F \) holds for any three matrices \( B, C, D \) of compatible sizes; see [18, Corollary 3.5.10]. Applying this inequality in \( (19) \) and noting that \( \|B\|_2 \leq \|B\|_F \) for any matrix \( B \), we arrive at

\[
\text{cond}_{\text{abs}}^2(f, A) \leq 2 \int_0^\infty \| (A + tI)^{-1} \|_2^3 \, d\mu(t).
\]

(20)

As \( A \) is Hermitian positive definite, we have \( \| (A + tI)^{-1} \|_2^3 = \frac{1}{(\lambda_{\text{min}} + t)^3} \). Thus, \( (20) \) reduces to

\[
\text{cond}_{\text{abs}}^2(f, A) \leq 2 \int_0^\infty \frac{1}{(\lambda_{\text{min}} + t)^3} \, d\mu(t) = f''(\lambda_{\text{min}}),
\]

where we have used \( (15) \) with \( k = 2 \) for the second equality. This proves \( (17) \) for the case that \( f \) is a Stieltjes function. When \( f(z) = zg(z) \) with \( g \) a Stieltjes function, following the same steps as above after using Theorem 4 to represent the second-order Fréchet derivative yields

\[
\text{cond}_{\text{abs}}^2(f, A) \leq 2 \int_0^\infty t \| (A + tI)^{-1} \|_2^3 \, d\mu(t).
\]

From \( (16) \), we then find

\[
\text{cond}_{\text{abs}}^2(f, A) \leq 2 \int_0^\infty \frac{t}{(\lambda_{\text{min}} + t)^3} \, d\mu(t) = |f''(\lambda_{\text{min}})|,
\]

which concludes the proof of the theorem. □
Corollary 8. Let the assumptions of Theorem 7 hold and assume further that $\lambda_{\text{min}}$ is a simple eigenvalue of $A$. Then

$$\text{cond}_{\text{abs}}^{[2]}(f, A) = |f''(\lambda_{\text{min}})|. \tag{21}$$

Proof. When $f$ is a Stieltjes function, $f'$ is negative and strictly monotonically increasing on $(0, \infty)$. Therefore, the maximum in (13) is attained for $\lambda_{\text{min}}$ and if $\lambda_{\text{min}}$ is a simple eigenvalue of $A$, we get from (14) in Theorem 6 that $\text{cond}_{\text{abs}}^{[2]}(f, A) \geq |f''(\lambda_{\text{min}})|$. Both inequalities together imply (21). The case $f(z) = zg(z)$ follows analogously, noting that in this case $f'$ is positive and strictly monotonically decreasing on $(0, \infty)$, so that the maximum in (13) is again attained for $\lambda_{\text{min}}$. \(\square\)

Remark 9. The function $f(z) = z^{-1}$ is a Stieltjes function, so for a matrix that fulfills the assumptions of Corollary 8 we have that

$$\text{cond}_{\text{abs}}^{[2]}(z^{-1}, A) = \frac{2}{\lambda_{\text{min}}} = 2\|A^{-1}\|^3_2,$$

which exactly agrees with the formula given for the level-2 condition number of the inverse in [8, Eq. (5.13)]. Note, however, that the formula for the inverse from [8] holds for any nonsingular $A$, not necessarily Hermitian or positive definite. \(\diamond\)

Experiment 10. Corollary 8 gives an exact expression for the level-two condition number in cases where previously only bounds where available. While our exact expression in fact agrees with the lower bound that was previously available, it is instructive to compare it to the upper bounds (12): Whenever it is of interest to use the condition number in order to obtain accuracy guarantees for a computed result, upper bounds are of much more use than lower bounds. In this experiment, we compare (12) and (21) for matrices from the anymatrix collection [19]. Specifically, we select all matrices which …

a) … are Hermitian positive definite (where we also exclude matrices that are numerically singular, i.e., have a positive smallest eigenvalue in the order of the unit roundoff),

b) … have a smallest eigenvalue with multiplicity one, …

c) have a size of $n \leq 10$ or are scalable in size.

While conditions a) and b) are clearly necessary for Theorem 7 and Corollary 8 to hold, condition c) is included due to the very high cost of $O(n^7)$ required for computing the Kronecker form of the second-order Fréchet derivative using [8, Algorithm 4.2]. In Figure 1, we plot the ratio between the upper bound (12) and the exact value (21) for all matrices fulfilling a)-c). We can observe that our new result actually does not improve over the upper bound by too much in most cases: The largest improvement is by a factor of about 1.9, while for many matrices, the two values more or less agree. However, we want to stress that the main benefit of our result is that it gives a very concise, closed form of the level-two condition number and that it can be computed very efficiently. It only requires finding the smallest eigenvalue of $A$, while naively evaluating the upper bound (12) has complexity $O(n^7)$ and requires $O(n^6)$ storage. \(\diamond\)

4. Computational methods for higher-order Fréchet derivatives

This section is devoted to computational methods for approximating $L^{(k)}_f(A, E_1, \ldots, E_k)$. In particular, we discuss how the integral representations that we have derived in Section 2 can be used in the context of numerical quadrature methods. Before that, we briefly recap some methods proposed in the literature for approximating the higher-order Fréchet derivative.
Comparison of exact level-two condition number and upper bound

Figure 1: Ratio between upper bound (12) and exact level-two condition number (21) for \( f(z) = z^{-1/2} \) and various Hermitian positive definite matrices from the anymatrix collection.

4.1. Established methods for approximating the higher-order Fréchet derivative

In [8], Higham and Relton prove the following theorem which relates the higher-order Fréchet derivative to the result of evaluating \( f \) at a large, Kronecker-structured matrix.

**Theorem 11 (Theorem 3.5 in [8]).** Let the largest Jordan block of \( A \in \mathbb{C}^{n \times n} \) be of size \( p \times p \) and let \( \text{spec}(A) \subseteq \mathcal{D} \) where \( \mathcal{D} \) is an open subset of the complex plane. If \( f : \mathcal{D} \rightarrow \mathbb{C} \) is \( 2^{k-1}p-1 \) times continuously differentiable on \( \mathcal{D} \), then

(i) the \( k \)th-order Fréchet derivative \( L_f^{(k)}(A, E_1, \ldots, E_k) \) exists and is continuous in \( A, E_1, \ldots, E_k \),

(ii) \( L_f^{(k)}(A, E_1, \ldots, E_k) \) is equal to the upper right \( n \times n \) block of \( f(X_k) \), where

\[
X_k = \begin{cases} \ A \\ I_{2 \times 2} \otimes X_{k-1} + \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \otimes I_{2^{k-1} \times 2^{k-1}} \otimes E_k & k = 0 \\ \end{cases} \quad k \geq 1, \tag{22}
\]

and \( \otimes \) denotes the Kronecker product.

Based on Theorem 11, Higham and Relton [8 Algorithm 3.6] propose to compute \( f(X_k) \), with \( X_k \) defined in (22), and then extract its upper-right \( n \times n \) block in order to obtain \( L_f^{(k)}(A, E_1, \ldots, E_k) \). As the matrix \( X_k \) is of size \( 2^k n \times 2^k n \), this approach quickly becomes prohibitively expensive for growing \( n \) and/or \( k \). Assuming that an algorithm is available for evaluating \( f \) at a matrix argument with complexity \( \mathcal{O}(n^3) \) (as is the case for many important matrix functions), evaluating \( f(X_k) \) has complexity \( \mathcal{O}(8^k n^3) \).

Recently, Al-Mohy and Arslan [20] have investigated the use of the complex-step approximation for the higher-order Fréchet derivative; see also [21] for related work by Werner. In particular, they show that if \( f \) is an analytic function that takes real values at real arguments,

\[
L_f^{(k)}(A, E_1, \ldots, E_k) = \frac{1}{ih} \Im \left( L_f^{(k-1)}(A + ih E_k, E_1, \ldots, E_k) \right) + \mathcal{O}(h^2), \tag{23}
\]
where \( \Im(M) \) denotes the (entrywise) imaginary part of a matrix \( M \). Thus, defining \( X_{k-1}(h) \) according to (22), starting with \( X_0 = A + ihE_k \) instead of \( X_0 = A \), the upper right \( n \times n \) block of \( \frac{1}{2\pi i} \Im(f(X_{k-1}(h))) \) is an approximation for \( L_f^{(k)}(A, E_1, \ldots, E_k) \). Using this approach, \( f \) needs to be evaluated at a square matrix of size \( 2^{k-1}n \) instead of \( 2^k n \), thus reducing the computational complexity by a factor of 8. This comes at the cost of introducing complex arithmetic even if \( A \) is real, though, which increases complexity by a factor of roughly 4. Thus, for real \( A \), this approach reduces the cost to about 50% compared to the algorithm of Higham and Relton. By using a mixed derivative approach, Al-Mohy and Arslan are able to further reduce the cost by a factor of 4, i.e., to about 12.5% of the cost of \( \text{[8, Algorithm 3.6]} \). Using this approach requires choosing a second step size parameter though, and in \( \text{[20, Experiment 2]} \), it is demonstrated that the quality of the approximation is quite sensitive to the choice of this second parameter and that substantial subtractive cancellation might occur, leading to numerical instabilities; the use of this approximation is thus not advocated in general.

A further noteworthy observation in \( \text{[20]} \) is that it is actually unnecessary to compute the whole matrix \( f(X_k) \) in all of the mentioned algorithms. Instead, defining the block-vector

\[
B = [0, \ldots, 0, I]^T \in \mathbb{R}^{2^k n \times n},
\]

where 0 and \( I \) denote the zero and identity matrix of size \( n \times n \), respectively, it suffices to compute \( f(X_k)B \) and extract its top \( n \times n \) block. In cases were an efficient routine for approximating the action of \( f(X_k) \) on a (block) vector is available (as is the case, e.g., for the exponential, using the algorithm by Al-Mohy and Higham \( \text{[22, Algorithm 3.2]} \)), this can lead to huge speed-ups for the computation of the higher-order Fréchet derivative—at least for large derivative order \( k \)—as demonstrated in \( \text{[24, Experiment 1]} \).

### 4.2. Approximating the higher-order Fréchet derivative by numerical quadrature

Using quadrature rules for approximating matrix functions or their action on vectors is a well-established and widely used technique; see, e.g., \( \text{[17, 22, 24, 25, 26, 27]} \) and the references therein. Thus, in light of the integral representations found in Section 2, it is a natural approach to also try to approximate the higher-order Fréchet derivative by quadrature rules. In the following, we briefly outline this approach and highlight a few computational aspects. In order to avoid unnecessary repetitions, we explain most concepts only for the Cauchy integral formula (3), as all formulas hold for Stieltjes and related representations with obvious modifications.

Applying an \( m \)-node integral rule with nodes \( \zeta_j, j = 1, \ldots, m \) and weights \( w_j, j = 1, \ldots, m \) to approximate the integral (23) yields an approximation

\[
L_f^{(k)}(A, E_1, \ldots, E_k) \approx \tilde{L}_m(A, E_1, \ldots, E_k) := \sum_{j=1}^m w_j f(\zeta_j) M_\pi(\zeta_j; A, E_1, \ldots, E_k), \tag{24}
\]

where the matrices \( M_\pi(\zeta_j; A, E_1, \ldots, E_k) \) are defined according to (23). In contrast to the approaches of \( \text{[8, 20]} \), only matrices of size \( n \times n \) appear in (24), irrespective of the order \( k \) of the Fréchet derivative. However, the number of terms in the inner sum is \( |S_k| = k! \), which grows rapidly with \( k \), suggesting that the use of (24) might be particularly attractive for moderate values of \( k \).

To obtain an actual algorithm for a specific function \( f \), it is necessary to choose the nodes \( \zeta_j \) and weights \( w_j \) of the quadrature rule. Fortunately, we can use the same quadrature rules in our setting as one would also use in algorithms for approximating \( f(A) \) or \( f(A)b \) \( \text{[24, 25, 27]} \), as the following result guarantees. For brevity, we state it only for functions represented by the Cauchy integral formula and note that it holds in the same way for, e.g., Stieltjes functions.

**Proposition 12.** Let \( f \) be representable by the Cauchy integral formula (3), let \( \zeta_j, w_j, j = 1, \ldots, m \) be the nodes and weights of an \( m \)-point quadrature rule for \( f(A) \) and assume that for \( \text{spec}(A) \subseteq \Omega \), this quadrature rule converges as

\[
\left\| f(A) - \frac{1}{2\pi i} \sum_{j=1}^m w_j f(\zeta_j)(\zeta_j I - A)^{-1} \right\| = O(q_{f,\Omega}(m)),
\]

where \( \Omega \) is a sufficiently large disk containing the spectrum of \( A \). Then, the error bounds found in the literature for approximating \( f(A) \) or \( f(A)b \) \( \text{[24, 25, 27]} \) also hold for approximating (24), provided that the quadrature rule is exact for \( f(\zeta_j) \) and \( \zeta_j \) is chosen sufficiently close to the spectrum of \( A \).

}\}
where \( q_{f,\Omega}(m) \) is such that \( \lim_{m \to \infty} q_{f,\Omega}(m) = 0 \). Then the quadrature approximation \( \tilde{L}_m(A, E_1, \ldots, E_k) \) defined in (24) also fulfills
\[
\|L_f^{(k)}(A, E_1, \ldots, E_k) - \tilde{L}_m(A, E_1, \ldots, E_k)\| = O(q_{f,\Omega}(m)) \tag{25}
\]
when \( \text{spec}(A) \subseteq \Omega \).

**Proof.** Let \( \text{spec}(A) \subseteq \Omega \) and let \( X_k \) be the matrix defined in (22). The matrix \( X_k \) is block upper triangular with all diagonal blocks equal to \( A \), so that \( \text{spec}(X_k) \subseteq \Omega \) and therefore, by the assumption (12), we have
\[
\left\| f(X_k) - \frac{1}{2\pi i} \sum_{j=1}^{m} w_j f(\zeta_j)(\zeta_j I - X_k)^{-1} \right\| = O(q_{f,\Omega}(m)). \tag{26}
\]
Clearly, as (26) holds for the complete matrix \( f(X_k) \), it holds in particular for any sub-block. According to Theorem 11 the upper right \( n \times n \) block of \( f(X_k) \) is exactly equal to \( L_f(A, E_1, \ldots, E_k) \). In the same way, the upper right \( n \times n \) block of \( (\zeta_j I - X_k)^{-1} \) equals \( L_{(\zeta_j I - X_k)^{-1}}(A, E_1, \ldots, E_k) \). Thus, from Lemma 4 we can conclude that the upper right block of \( \frac{1}{2\pi i} \sum_{j=1}^{m} w_j f(\zeta_j)(\zeta_j I - X_k)^{-1} \) agrees with \( \tilde{L}_m(A, E_1, \ldots, E_k) \). Therefore, by restricting (26) to the upper right \( n \times n \) block, the assertion follows. \( \square \)

**Remark 13.** Often, quadrature rules for matrix functions converge geometrically. For example, for \( f(z) = \exp(z), \Omega = (-\infty, 0] \) and quadrature nodes and weights on an optimized parabolic contour as considered in [22] yields \( q_{f,\Omega}(m) = 2.85^{-m} \), while for \( f(z) = \sqrt{z}, \Omega = [\alpha, \beta] \subseteq (0, \infty) \) one obtains \( q_{f,\Omega}(m) = e^{-\pi^2m/(\log(\beta/\alpha)+3)} \) by using the quadrature rule labeled “Method 1” in [24].

In order to not make this section too unfocused, a discussion of important matrix function quadrature rules (and in particular the rules used in our numerical experiments) can be found in Appendix A.

### 4.3. Efficiently implementing the quadrature approximation

How to evaluate (24) most efficiently depends on the properties of the matrix \( A \) and the direction terms \( E_1, \ldots, E_k \) (and of course also on other factors like the hardware architecture, a topic that is well beyond the scope of this manuscript). In cases where maximum efficiency is important, the implementation can and should therefore be specifically optimized with regard to the circumstances. In the following, we exemplarily cover two important situations.

When \( A \) and \( E_1, \ldots, E_k \) are dense and unstructured. The first situation we consider is that both \( A \) and \( E_1, \ldots, E_k \) do not have any structure that can be exploited, i.e., we assume that they are dense, of (almost) full rank and possibly non-Hermitian. Still, by exploiting the structure of the terms \( M_{\pi}(\zeta_j; A, E_1, \ldots, E_k) \) occurring in the quadrature rule, we can save computational effort over a naive implementation, in particular concerning the repeated application of the resolvents \( (\zeta_j I - A)^{-1} \). To do so, for each node \( \zeta_j \), we compute an LU decomposition (with partial pivoting)
\[
P_j(\zeta_j I - A) = L_j U_j,
\]
upfront and then form the auxiliary matrices
\[
\tilde{E}^{(j)}_j = L^{-1}_j P_j E_j U_j^{-1}, \quad i = 1, \ldots, k.
\]
We then have
\[
M_{\pi}(\zeta_j; A, E_1, \ldots, E_k) = (\zeta_j I - A)^{-1} E_{\pi(1)}(\zeta_j I - A)^{-1} E_{\pi(2)}(\zeta_j I - A)^{-1} \cdots E_{\pi(k)}(\zeta_j I - A)^{-1}
\]
\[
= U_j^{-1} L_j^{-1} P_j E_{\pi(1)} U_j^{-1} L_j^{-1} P_j E_{\pi(2)} \cdots L_j^{-1} P_j E_{\pi(k)} U_j^{-1} L_j^{-1} P_j
\]
\[
= U_j^{-1} \tilde{E}^{(j)}_{\pi(1)} \tilde{E}^{(j)}_{\pi(2)} \cdots \tilde{E}^{(j)}_{\pi(k)} L_j^{-1} P_j.
\]
Remark 14. Of course, in the approach outlined above, intermediate matrix products $\tilde{E}^{(j)}_{\pi^{(1)}}, \tilde{E}^{(j)}_{\pi^{(2)}}, \ldots, \tilde{E}^{(j)}_{\pi^{(l)}}$ of length $\ell < k$ are required several times in the computation of all terms in the inner sum in (24). Depending on the available memory and the values of $n$ and $k$, one can compute all of these intermediate products just once, store them, and reuse them in a dynamic programming fashion. However, as the number of intermediate terms grows rapidly with $k$, this approach can only be used for moderate values of $k$ and we do not pursue this further here. One could also think of only partially using this approach, e.g., precomputing and reusing only the $k(k - 1)$ products of length $\ell = 2$.

Rank-one direction terms. Another very important special case is that the direction matrices $E_1, \ldots, E_k$ have rank one, or, even more specifically, that the direction terms are outer products of canonical unit vectors, $E_i = e_{\alpha_i} e^T_{\beta_i}$ for some indices $\alpha_i, \beta_i, i = 1, \ldots, k$. This situation occurs, e.g., when computing the Kronecker form of the $k$th Fréchet derivative; see [8, Algorithm 4.2]. Let us denote

$$a_i = (\zeta_j I - A)^{-1} e_{\alpha_i}, \quad b_i = (\zeta_j I - A)^{-H} e_{\beta_i}, \quad i = 1, \ldots, k.\quad (27)$$

Then, by writing

$$M_\pi(\zeta; A, E_1, \ldots, E_k) = (\zeta I - A)^{-1} e_{\alpha_{\pi(1)}} e^T_{\beta_{\pi(1)}} (\zeta I - A)^{-1} e_{\alpha_{\pi(2)}} e^T_{\beta_{\pi(2)}} (\zeta I - A)^{-1} \cdots e_{\alpha_{\pi(k)}} e^T_{\beta_{\pi(k)}} (\zeta I - A)^{-1}\nonumber$$

$$= \left( (b_{\pi(1)}^H e_{\sigma(2)}) \cdot (b_{\pi(2)}^H e_{\sigma(3)}) \cdot \ldots \cdot (b_{\pi(k-1)}^H e_{\sigma(k)}) \right) \cdot a_{\pi(1)} b_{\pi(k)}^H,\quad (28)$$

one sees that $M_\pi(\zeta; A, E_1, \ldots, E_k)$ is also a rank-one matrix. Computing the product in the form (27) would not fully exploit this structure. Instead, it is preferable to precompute the vectors $a_1, \ldots, a_k$ and $b_1, \ldots, b_k$ from (27) and then use those to form $M_\pi(\zeta; A, E_1, \ldots, E_k)$. Having already solved the linear systems, the additional work needed to form a single matrix $M_\pi(\zeta; A, E_1, \ldots, E_k)$ then amounts to computing $k - 1$ inner products and one outer product, yielding a computational complexity of roughly $n^2 + 2(k - 1)n$ operations. The overall complexity (ignoring lower order terms) of the resulting method is then given by

$$m \cdot (2k \cdot \text{solve}(n) + n^2 k!),\quad (29)$$

where $\text{solve}(n)$ denotes the complexity of solving a linear system with (a shifted version of) $A$ or $A^H$. If $\text{solve}(n) = O(n^3)$, the overall algorithm then scales as $n^2$ for fixed $k$ and $m$. A typical situation for which this is the case is if $A$ is banded (with bandwidth $\gamma$ independent of $n$), so that the linear systems (27) can be solved with complexity $O(\gamma^2 n)$ by a sparse direct solver.

5. Numerical experiments

In this section, we compare the quadrature-based algorithm proposed in Section 4.2 to the algorithms from [3] which were briefly discussed in Section 1.3. All experiments are carried out in MATLAB R2021b on a PC with an AMD Ryzen 7 3700X 8-core CPU and 32 GB RAM. To make run time comparisons more reliable, we use the option $\text{maxNumCompThreads} = 1$ so that MATLAB is limited to a single computational thread. The algorithms that we compare are listed in the following.

- **HR**: The original algorithm by Higham and Relton from [3], based on Theorem 11(ii).
- **AA**: The complex-step approximation algorithm by Arslan and Al-Mohy [20], based on [20].
- **Q**: The approximation based on the numerical quadrature formula (24).
In our first two experiments, we choose \( f(z) = \exp(z) \), which allows us to use the efficient method \( \text{expmv} \) \(^2\) to compute the action of the matrix exponential on a (block) vector in the algorithms HR and \( \text{AA} \) that we compare against. In the quadrature based algorithm \( Q \) we choose \( \Gamma \) as the parabolic contour \( \Delta \).

**Experiment 15.** In this first experiment, we use a similar setup to that of \(^{20}\), Experiment 1: We generate \( A \in \mathbb{R}^{n \times n} \) by the MATLAB command \( A = \text{gallery}(\text{'lesp'},n) \), which results in a tridiagonal matrix with smoothly distributed eigenvalues in the interval \([-3.5+2n, -4.5]\). The matrices \( E_i \) are chosen each as outer product of two canonical unit vectors, i.e., \( E_i = e_{\alpha_i} e_{\beta_i}^T \) for random \( \alpha_i, \beta_i \in \{1, \ldots, n\} \). We are therefore in the situation outlined in the paragraph “Rank-one direction terms” of Section 4.3 and accordingly evaluate \( M_{\pi}(\zeta; A, E_1, \ldots, E_k) \) using (27)–(28).

We perform two series of experiments. First we fix the matrix size \( n = 50 \) and compute the \( k \)th order Fréchet derivative for \( k = 2, \ldots, 9 \), then we fix \( k = 4 \) and compute the fourth-order Fréchet derivative for matrices with sizes ranging from \( n = 50 \) to \( n = 350 \). We always use \( m = 40 \) quadrature nodes in method \( Q \), which is sufficient to reach a relative approximation error in the order of machine precision for all considered problem sizes. When fixing \( n \) and increasing \( k \), we use \( \text{expmv} \) in algorithms HR and \( \text{AA} \), while for moderate \( k \) and increasing \( n \), we compute the full matrix function \( \exp(X_k) \) using the built-in MATLAB function \( \expm \), which turns out to be more efficient (see also \(^{20}\), where the same observation was made).

Results for varying \( k \) are reported on the left-hand side of Figure 2. We observe that for \( k = 2, \ldots, 8 \), \( Q \) shows the best performance, but also that it shows the worst scaling behavior, clearly illustrating the influence of the factorial term in the complexity bound, making it the worst performing method for \( k = 9 \). The algorithms HR and \( \text{AA} \) show comparable performance, with \( \text{AA} \) being slightly faster for larger values of \( k \). The results for varying \( n \) and fixed \( k \) are depicted on the right-hand side of Figure 2. Here, \( Q \) is the fastest algorithm in all cases, showing that it scales best with increasing \( n \) when the value of \( k \) is moderate. As in the first part of the experiment, HR and \( \text{AA} \) show comparable performance (again with a slight advantage for \( \text{AA} \)). Linear systems with \( A \) can be solved with complexity \( O(n) \), as \( A \) is tridiagonal, so we expect the complexity of \( Q \) to scale as \( O(n^2) \) for fixed \( k \); cf. \(^{20}\), while the complexity of HR and \( \text{AA} \) scales as \( O(n^3) \). These theoretical considerations are clearly confirmed by the result of the experiment, also illustrated by the dotted and dashed lines indicating quadratic and cubic scaling, respectively.

\(^2\)available at https://github.com/higham/expmv

---

Figure 2: Results of Experiment 15. Comparison of run-time of the different algorithms for \( n = 50 \) and varying \( k \) (left) and for \( k = 4 \) and varying \( n \) (right). In both cases, the matrix \( A \in \mathbb{R}^{n \times n} \) is the tridiagonal matrix generated by the command \( A = \text{gallery}(\text{'lesp'},n) \) and the matrices \( E_1, \ldots, E_k \) are outer products of canonical unit vectors. The dotted and dashed line in the right plot indicate quadratic and cubic scaling with respect to \( n \), respectively.
Experiment 16. In our second experiment, we test the algorithms in a situation where both $A$ and $E_i$, $i = 1, \ldots, k$ are dense and unstructured. To make the results easily comparable to those of Experiment 15, we choose $A$ such that it has the same eigenvalues as the matrix generated by the MATLAB command $A = \text{gallery}(\text{\textquoteleft}lesp\textquoteright,n)$. To so, we apply a random orthogonal similarity transformation to this matrix, which results in a completely unstructured matrix. The matrices $E_i$ are dense matrices with normally distributed random entries, generated by the MATLAB command $E = \text{randn}(n)$.

Apart from the choice of $A$ and $E_i$, the experimental setup is exactly the same as in Experiment 15, i.e., we again perform two series of experiments, one for fixed $n$ and one for fixed $k$. The results of this experiment are reported in Figure 3. For varying $k$, the observations are very similar to those from the previous experiment, as the cost of the algorithms is dominated by the scaling with respect to $k$, so that the structural differences in $A$ and $E_i$, do not heavily influence the results. Starting from $k = 7$, the quadrature based algorithm $Q$ is again the least efficient, and $\text{AA}$ turns out to be slightly more efficient than $\text{HR}$. For varying $n$, $\text{HR}$ and $\text{AA}$ behave very similarly to what we have observed in the previous experiment, as they do not exploit structure in $A$ or $E_i$, in any way. In contrast, our new algorithm $Q$ performs much worse than before. This is in line with the analysis performed in Section 4.3: As predicted there, the algorithm also scales cubically with respect to $n$ when there is no exploitable structure in the matrices. Still, it is the most efficient of the methods for all considered problem sizes, being about 6 times faster than $\text{HR}$ and about 2.5 times faster than $\text{AA}$.

Experiment 17. In our last experiment, we test the accuracy of our method on a wide variety of matrices from the anymatrix collection [19], many of which are non-Hermitian and non-normal. See Appendix B for details on the data set that is used.

The function we are interested in is $f(z) = z^{-1/2}$ and in the quadrature-based algorithm, we use Gauss-Jacobi quadrature applied to the Stieltjes representation of $z^{-1/2}$ after applying a variable transformation that maps the positive real axis to $[-1,1]$; see Appendix A for details. In the first part of the experiment, we use $k = 4$ and construct $E_1, \ldots, E_k$ as matrices with normally distributed random entries. For matrices with scalable sizes, we choose $n = 300$. Details on the exact matrix sizes can be found in Table B.1. To also illustrate how the number of quadrature nodes influences performance, we test our quadrature algorithm with two different numbers of quadrature nodes, $m = 32$ and $m = 96$. The results of this experiment are
Figure 4: Accuracy and run time comparison for different, matrices from the anymatrix collection, many of which are non-normal. We approximate $L_{-1/2}(A, E_1, \ldots, E_k)$ with $k = 4$ and $n = 300$ (for those matrices which are freely scalable in size). Details on the test matrices are reported in Appendix B.
summarized in Figure 4. The top plot reports the relative accuracy
\[ \delta := \frac{\| L_{2^{1/2}}(A, E_1, \ldots, E_k) - \tilde{L} \|_F}{\| L_{2^{1/2}}(A, E_1, \ldots, E_k) \|_F}, \]
where \( \tilde{L} \) can either be the approximation from the \( AA \) algorithm or from our quadrature-based algorithm. We use the result returned by the algorithm \( HR \) as ground truth solution \( L_{2^{1/2}}(A, E_1, \ldots, E_k) \). To be able to do this, we removed some highly ill-conditioned matrices from the data set for which it also does not produce an accurate solution, see Appendix B for details. We can observe that for \( m = 32 \) quadrature nodes, our algorithm reaches—on average—a comparable accuracy to \( AA \). For some matrices, it produces much better results, while it is also sometimes worse by several orders of magnitude. With \( m = 96 \) quadrature nodes, the results are much more accurate than those of \( AA \) for most matrices, except for a few rather ill-conditioned matrices (for which \( AA \) also reaches lower accuracy than for the other examples). The run times of the different algorithms (now also including \( HR \)) are depicted in the bottom plot of Figure 4. We can observe results that are very similar to those of previous experiments. Algorithm \( HR \) requires the most time, while our quadrature algorithm outperforms \( AA \) by factors of about 2-3 (for \( m = 96 \)) or about 5-6 (for \( m = 32 \)). Note that three test matrices have a very small size (and are not scalable), explaining the very low run times reported for them.

As the most important practical application of higher-order Fréchet derivatives is bounding the level-2 condition number, we now turn to the specifics of this application in the second part of this experiment. Bounding the level-2 condition number via \( (2) \) requires computing the Kronecker form of the second-order Fréchet derivative, which is possible by [8, Algorithm 4.2]. This algorithm requires repeatedly evaluating \( L_f^{(2)}(A, E_1, E_2) \) with \( E_1 \) and \( E_2 \) chosen as outer products of all possible combinations of canonical unit vectors. Thus, for simulating one substep of this computation, for the following experiment, we set \( k = 2 \) and choose \( E_i = e_{\alpha_i} e_{\beta_i}^T \), for random \( \alpha_i, \beta_i \in \{1, \ldots, n\} \). As Theorem 7 gives an explicit formula for the level-2 condition number of the inverse square root of Hermitian positive definite matrices (and it is therefore not necessary to use the bound \( (2) \) based on the Kronecker form), we only use the non-Hermitian matrices from our test set in this second part of the experiment.

Apart from the adaptions mentioned above, we use the same experimental setup as before and report the same performance indicators. Results are depicted in Figure 5. The results are quite similar to before in the sense that we again observe that \( HR \) has the highest run time and that the quadrature algorithm is (almost) always faster than \( AA \), while mostly reaching a comparable (or better) accuracy. What has significantly changed in comparison to the first part of the experiment is the margin by which our new algorithm outperforms \( AA \). While the run time of the different algorithms was very similar for most matrices in the test set before, there is a lot more variety now, especially for the quadrature algorithms. This is due to the fact that the run time of the method largely depends on how efficiently linear systems with \( A \) can be solved; see also the discussion in Section 4.3. For the test matrices considered in this experiment, algorithm \( Q \) with \( m = 32 \) needs between a factor of 2 and 40 less computation time than \( AA \). Let us also note that for condition number estimation, one does typically not require a high relative accuracy (in particular as the computed quantity is only a bound for the actual level-2 condition number anyway), so that accuracy to one or two significant digits is often enough and one could also use significantly fewer quadrature nodes, further speeding up the computation.

6. Conclusions

We have derived new integral representations for the higher-order Fréchet derivatives of several classes of matrix functions. This integral representation allowed to find an exact formula for the level-2 condition number of \( f(A) \) for Hermitian \( A \) and a large class of functions \( f \) with strictly monotonic derivative. Further, we used the integral representation to devise a computational method for approximating the higher-order Fréchet derivative based on numerical quadrature. In numerical experiments, we have demonstrated that for moderate derivative orders \( k \), our algorithm improves upon the algorithms available in the literature.
Comparison of accuracy of different algorithms

Comparison of run time of different algorithms

Figure 5: Accuracy and run time comparison for different, non-symmetric matrices from the anmatrix collection. We approximate $L_{2-1/2}(A, E_1, E_2)$, where $E_1, E_2$ are outer products of randomly chosen canonical unit vectors and $n = 300$. Details on the test matrices are reported in Appendix B.
so far. In particular for the important special case of rank-one direction terms—which, e.g., occurs when computing the Kronecker form of the higher-order Fréchet derivative—we obtain significant savings.

There are several directions for future research. On the one hand, the generalization of Krylov subspace methods for the first-order Fréchet derivative with low-rank direction term to the higher-order case would be interesting to further reduce computational complexity in this setting. On the other hand, it is worth investigating whether the proposed integral representations of the second-order Fréchet derivative also allow to find formulas or at least bounds for level-2 condition numbers of other classes of functions and/or matrices then what we have considered in the present work.
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Appendix A. Quadrature rules

In this section, we briefly discuss important matrix function quadrature rules and how they are applicable in our setting. We also report the results of small numerical experiments that confirm that one can expect about the same accuracy for approximating $L_f(A,E_1,\ldots,E_k)$ as for approximating $f(A)b$.

**Exponential function on the negative real axis.** When approximating the exponential of a matrix $A$ with eigenvalues on (or close to) the nonpositive real axis $(-\infty,0]$, a popular choice is to use the trapezoidal (or midpoint) rule on a parabolic, hyperbolic or cotangent contour [30, 26, 25].

Using an optimized parabolic contour leads to the nodes and weights

$$
\begin{align*}
\zeta_j &= m \cdot (0.1309 - 0.1194\theta_j^2 + 0.25i\theta_j), \\
w_j &= -\exp(\zeta_j) \cdot (0.2388i\theta_j + 0.25),
\end{align*}
$$

(A.1)

where $\theta_j, j = 1,\ldots,m$ are equispaced points in $[-\pi,\pi]$. This quadrature rule achieves a convergence rate of $O(2.85^{-m})$. Similarly, a quadrature rule on an optimized hyperbolic contour that achieves a convergence rate of $O(3.2^{-m})$ is given by

$$
\begin{align*}
\zeta_j &= 2.246m \cdot (1 - \sin(1.1721 - 0.3443i\theta_j)), \\
w_j &= -0.7733\exp(\zeta_j) \cos(1.1721 - 0.3443i\theta_j),
\end{align*}
$$

(A.2)
Accuracy of quadrature rules from [24] for $L_{z^{1/2}}(A, \cdot, \ldots, \cdot)$
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Figure A.7: Relative error of approximation (24) for $L_{z^{1/2}}(A, \cdot, \ldots, \cdot)$ for varying number $m$ of quadrature nodes and the three quadrature rules from [24]. The derivative order is chosen as $k = 4$, the matrix $A \in \mathbb{R}^{25 \times 25}$ is generated by the Matlab command $A = -\text{gallery}('\text{lesp}',25)$ and the matrices $E_1, \ldots, E_4$ have normally distributed random entries. For comparison purposes, the dashed lines show the relative error norms for approximating $A^{1/2}b$ by the same quadrature rules, where $b \in \mathbb{R}^{25}$ is a vector with normally distributed random entries.

and a rule on a cotangent contour that yields a convergence rate of $O(3.89^{-m})$ is given by

$$
\zeta_j = m \cdot (0.5017 t_j \cot(0.6407 t_j) - 0.6122 + 0.2645 i t_j),
$$

$$
w_j = \exp(\zeta_j) \left(0.5017 i \cot(0.6407 t_j) - 0.3214 i t_j \csc(0.6407 t_j)^2 - 0.2645\right). \tag{A.3}
$$

When $A$ is real, by symmetry it is sufficient to evaluate only half of the $m$ quadrature points for all of the above quadrature rules [24].

We investigate the accuracy of the approximations resulting from these three choices of quadrature rules in a small numerical experiment, where we use the same matrices as in Experiment 16: We generate $A \in \mathbb{R}^{25 \times 25}$ by the MATLAB command $A = \text{gallery}('\text{lesp}',25)$, which results in a tridiagonal matrix with smoothly distributed eigenvalues in the interval $[-53.5, -4.5]$, and the matrices $E_1, \ldots, E_4$ are chosen to be dense matrices with normally distributed random entries. Figure A.6 depicts the relative error norm for the approximation (24) when using the nodes and weights (A.1), (A.2) or (A.3). The reference solution is computed using [8, Algorithm 3.6] employing the built-in MATLAB function $\text{expm}$. We observe that both the hyperbolic contour (A.2) and the cotangent contour (A.3) show signs of instability starting at around $m = 16$ quadrature nodes and do not manage to reach high accuracy. Using the parabolic contour, an approximation error close to the order of machine precision can be reached. To investigate whether the observed instabilities are an inherent drawback of the proposed integral representation of $L_{\exp}(A, \cdot, \ldots, \cdot)$, we also report the relative errors reached by the same quadrature rules when approximating $\exp(A)b$, where $b \in \mathbb{R}^{25}$ is a vector with normally distributed random entries. These are depicted by dashed lines. One can clearly observe that the behavior is strikingly similar, i.e., the instabilities seem to be inherent to the quadrature rule and not related to the specific nature of the integral [8] we want to approximate. Similar observations concerning the accuracy of the rules (A.1)–(A.3) for increasing number of quadrature nodes have been reported in [23, Section 4.3]. In summary, this example illustrates that we can expect a similar performance as in quadrature rules for $\exp(A)b$, which also means that sometimes the obtainable accuracy might be limited if a suboptimal choice of quadrature rule is made.

Square root of matrices with positive eigenvalues. Another matrix function of very high practical importance is the matrix square root $f(A) = A^{1/2}$. In [24], different quadrature approximations for $A^{1/2}$ (among other functions) are discussed, based on conformal mappings involving Jacobi elliptic functions.
Accuracy of quadrature rule from [27] for $L_{z^{-1/2}}(A,\ldots,\cdot)$

Figure A.8: Relative error of approximation (24) for $L_{z^{-1/2}}(A,\cdot,\ldots,\cdot)$ for varying number $m$ of quadrature nodes and the quadrature rule (A.8). The derivative order is chosen as $k=4$, the matrix $A \in \mathbb{R}^{25 \times 25}$ is generated by the Matlab command $A = \text{gallery}('lesp',25)$ and the matrices $E_1,\ldots,E_4$ have normally distributed random entries. For comparison purposes, the dashed line shows the relative error norms for approximating $A^{-1/2}b$ by the same quadrature rule, where $b \in \mathbb{R}^{25}$ is a vector with normally distributed random entries.

combined with the trapezoidal rule (or the midpoint rule). These rules (referred to simply as “Method 1”, “Method 2” and “Method 3” in [24]) converge with geometric rates of $O(e^{-\pi^2 m/(\log(\lambda_{\text{max}}/\lambda_{\text{min}})+3)})$, $O(e^{-2\pi^2 m/(\log(\lambda_{\text{max}}/\lambda_{\text{min}})+3)})$ and $O(e^{-2\pi^2 m/(\log(\lambda_{\text{max}}/\lambda_{\text{min}})+3)})$, respectively. We do not discuss the rules or their derivations in detail here, but just briefly explain why they are directly applicable in our setting and then illustrate by a small experiment that one can again expect performance to be similar to that of approximating $A^{1/2}$ or $A^{1/2}b$. The first step in the derivation of the quadrature rules in [24] consists of rewriting the Cauchy integral representation of the square root as

$$A^{1/2} = \frac{A}{2\pi i} \int_{\Gamma} \zeta^{-1/2}(\zeta I - A) \, d\zeta.$$  \hspace{1cm} (A.4)

By considerations similar to those in Theorem [4] this leads to the representation

$$L_f^{(k)}(A,E_1,\ldots,E_k) = \frac{1}{2\pi i} \int_{\Gamma} \sum_{\pi \in S_k} \zeta \cdot \zeta^{-1/2} M_{\pi}(\zeta; A, E_1, \ldots, E_k) \, d\zeta = \frac{1}{2\pi i} \int_{\Gamma} \sum_{\pi \in S_k} \zeta^{1/2} M_{\pi}(\zeta; A, E_1, \ldots, E_k) \, d\zeta.$$ \hspace{1cm} (A.5)

Thus, the representation of the higher-order Fréchet derivative is not changed at all by this transformation, so that no special techniques or transformations are necessary to apply the corresponding quadrature rules. We now test the three methods using the same experimental setup as for the exponential in the preceding paragraph, just with $f(z) = z^{1/2}$ instead of $f(z) = \exp(z)$ and replacing $A$ by $-A$ to obtain a positive definite matrix. The results are reported in Figure [A.7]. The dashed lines again correspond to the accuracy of the same quadrature rules when applied for approximating $A^{1/2}b$, where $b$ is a vector with normally distributed random entries. We again observe that the behavior when approximating the higher-order Fréchet derivative is very similar to that when approximating the action of a matrix function on a vector, as we already noted for the exponential. All three quadrature rules allow to find approximations near the order of machine precision.

**Inverse square root.** The last example we consider in this section is the inverse square root $f(z) = z^{-1/2}$. A particular convenient way of approximating it by numerical quadrature arises from its Stieltjes representation

$$z^{-1/2} = \frac{1}{\pi} \int_0^\infty \frac{1}{\sqrt{t}} \frac{1}{z + t} \, dt.$$  \hspace{1cm} (A.6)
The big advantage of this representation compared to other integral representations of $z^{-1/2}$ is that the path of integration is always the positive real axis and thus, in the context of approximating $f(A)$ or its Fréchet derivative, in particular independent of the spectrum of $A$. This way, it is also applicable if spectral information on $A$ is not available or very costly to compute. In [27], it is proposed to apply the Cayley transform $t = \frac{1 + x}{1 - x}$ to the integral (A.6), which yields

$$f(z) = \frac{2}{\pi} \int_{-1}^{1} \frac{(1 - x)^{-1/2}(1 + x)^{-1/2}}{1 + x + z(1 - x)} \, dt.$$

(A.7)

The integral (A.7) over the finite interval $[-1, 1]$ can be approximated efficiently using Gauss–Jacobi quadrature which allows to resolve the weight function $(1 - x)^{-1/2}(1 + x)^{-1/2}$ exactly. In our setting, utilizing this approach leads to a representation

$$L_f^{(k)}(A, E_1, \ldots, E_k) = \frac{2}{\pi} \int_{-1}^{1} \sum_{\pi \in S_k} (1 - x)^{-1/2}(1 + x)^{-1/2} \frac{1}{1 - x} \cdot M_{\pi} \left( \frac{1 - x}{1 + x}; A, E_1, \ldots, E_k \right) \, dt \approx \frac{2}{\pi} \sum_{i=1}^{m} \sum_{\pi \in S_k} \omega_i \cdot \frac{1}{1 - x_i} \cdot M_{\pi} \left( \frac{1 - x_i}{1 + x_i}; A, E_1, \ldots, E_k \right) \, dt,$$

(A.8)

where $x_i$ and $\omega_i$ denote the nodes and weights of an $m$-point Gauss–Jacobi quadrature rule with $\alpha = \beta = -\frac{1}{2}$.

To illustrate the performance of this quadrature rule, we again consider the exact same experimental setup as in the previous example, just changing the function $f$. The results of this experiment are presented in Figure A.8. The Gauss–Jacobi quadrature rule (A.8) rule produces an approximation with error near the order of machine precision for $m = 32$ quadrature nodes. Interestingly, in this experiment, the approximation for the higher-order Fréchet derivative actually converges faster than that for $A^{-1/2}b$.

**Appendix B. Test matrices from anymatrix collection**

In this section, we give details on the set of test matrices used in Experiment 17. The data set was assembled as follows:

1. We selected all matrices with properties square and not rank-deficient from the anymatrix collection [19].
2. We checked which of these matrices have eigenvalues on the negative real axis. For each such matrix $A$ we either . . .
   - . . . replaced it with $-A$ in our test set if it had no eigenvalues on the positive real axis,
   - . . . or removed it from the test set otherwise.
3. For all remaining matrices, we computed and compared approximations with algorithm HR in double and quadruple precision, using the small value $n = 25$ (or a value as close as possible to 25 if the matrix was not freely scalable) due to the very high run time of the algorithm in quadruple precision.

We then removed all matrices for which HR in double precision failed to produce an accurate enough result. This typically happened for matrices which were “numerically singular”, i.e., whose smallest eigenvalue was near the order of unit roundoff.

Table B.1 contains an overview of the resulting test set, together with the relative accuracy that the different algorithms reached in Experiment 17. For matrices which required additional parameters in their construction, we chose the default parameters unless explicitly noted otherwise in the table. For the contest matrices which are based upon an input adjacency matrix, we used the tridiagonal adjacency matrix of a one-dimensional chain as input. In the second part of the experiment, only the nonsymmetric matrices from the test set were used. Those are marked by an asterisk in Table B.1.
### Table B.1: Overview of the test set used in Experiment 17.

Matrices whose name is marked with an asterisk are also used in the second part of the experiment. For these matrices, the accuracies reached in the second part of the experiment are also depicted, marked with an asterisk as well.

| Matrix name       | size n | Relative accuracy | Properties & Comments                                      |
|-------------------|--------|-------------------|-----------------------------------------------------------|
| gallery/wathen    | 8      | 0.0004168         | symmetric, constructed with parameters | anmatrix('gallery/wathen', 1, 1); | non-normal                      |
| gallery/jordbloc' | 300    | 6.5124e-08        | non-normal                                      |
| gallery/kms       | 300    | 3.7323e-10        | symmetric                                      |
| gallery/parter'   | 300    | 2.3496e-09        | non-normal                                      |
| contest/pagerank' | 300    | 6.1561e-10        | non-normal, constructed based on 1D chain       |
| core/rschur'      | 300    | 4.2621e-09        | non-normal                                      |
| core/kms_nonsym' | 300    | 7.3768e-08        | non-normal                                      |
| gallery/condex    | 300    | 1.3952e-09        | symmetric                                      |
| gallery/grcar'    | 300    | 5.3571e-10        | symmetric                                      |
| core/hessmaxdet' | 300    | 1.1233e-09        | non-normal                                      |
| gallery/pe1       | 300    | 7.0728e-10        | symmetric                                      |
| gallery/poisson   | 289    | 9.5543e-10        | symmetric                                      |
| core/wilson       | 4      | 4.7603e-09        | symmetric                                      |
| gallery/hanowa'   | 300    | 1.3245e-08        | non-symmetric, normal                        |
| gallery/invhess'  | 300    | 7.4889e-09        | non-symmetric, normal                        |
| gallery/gcdmat    | 300    | 1.0726e-09        | symmetric                                      |
| gallery/minij     | 300    | 3.8326e-09        | symmetric                                      |
| gallery/lesp      | 300    | 2.1202e-07        | symmetric                                      |
| core/symmstoch    | 300    | 2.0727e-07        | symmetric                                      |
| gallery/lehrer    | 300    | 2.9657e-05        | symmetric                                      |
| gallery/randcorr  | 300    | 2.3464e-06        | symmetric                                      |
| gallery/tridiag   | 300    | 0.00021749        | symmetric                                      |
| gallery/dorr'     | 300    | 0.017097          | non-normal                                      |
| contest/mht'      | 300    | 0.01854           | non-normal, constructed based on 1D chain       |
| regtools/deriv2   | 300    | 3.6029            | symmetric                                      |
| gallery/kahan'    | 300    | 9.6115e-16        | non-normal                                      |
| gallery/wilk      | 5      | 0.1559            | symmetric                                      |