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ABSTRACT

While recent research advances in speaker diarization mostly focus on improving the quality of diarization results, there is also an increasing interest in improving the efficiency of diarization systems. In this paper, we demonstrate that a multi-stage clustering strategy that uses different clustering algorithms for input of different lengths can address multi-faceted challenges of on-device speaker diarization applications. Specifically, a fallback clusterer is used to handle short-form inputs; a main clusterer is used to handle medium-length inputs; and a pre-clusterer is used to compress long-form inputs before they are processed by the main clusterer. Both the main clusterer and the pre-clusterer can be configured with an upper bound of the computational complexity to adapt to devices with different resource constraints. This multi-stage clustering strategy is critical for streaming on-device speaker diarization systems, where the budgets of CPU, memory and battery are tight.

1 INTRODUCTION

Research advances in the speaker diarization community have been tackling various challenges in the past decade. Different clustering algorithms including agglomerative hierarchical clustering (AHC) [1], K-means [2] and spectral clustering [3] had been explored. Specifically, many works had been proposed to further improve the spectral clustering algorithms for speaker diarization, such as auto-tune [4], speaker turn constraints [5], and multi-scale segmentation [6]. To better leverage training datasets that are annotated with timestamped speaker labels, supervised diarization approaches have been explored, including UIS-RNN [7], DNC [8], and EEND [9, 10]. Approaches such as TS-VAD [11] and EEND-SS [12] had been proposed to solve the speech separation and diarization problems jointly [13, 14]. Various other advances are described and discussed in literature reviews and tutorials [15, 16].

Despite these advances, another challenge that prevents speaker diarization systems from being widely used in production environments is the efficiency of the system, which is also a relatively less discussed topic in the speaker diarization community. In this paper, we are particularly interested in streaming on-device speaker diarization for mobile phones, such as annotating speaker labels in a recording session [17]. The requirements for such applications are multi-faceted:

1. The diarization system must perform well on audio data from multiple domains. Since supervised diarization algorithms such as UIS-RNN [7] and EEND [9] are highly dependent on the domain of the training data, and often suffer from insufficient training data, we prefer to use unsupervised clustering algorithms in such applications.
2. The diarization system must perform well on input audio of variable lengths, from a few seconds to a few hours.
3. The system must work in a streaming fashion, producing real-time speaker labels while audio being recorded by the microphone on the device.
4. The diarization system must be optimized to be highly efficient, to work within the limited budget of CPU, memory and power. Particularly, the computational cost of the clustering
algorithm must be upper bounded to avoid out-of-memory (OOM) or excessive battery drain issues on mobile devices, even if the input audio is hours long.

To meet these requirements, we propose a multi-stage clustering strategy that combines AHC and spectral clustering, and leverages the strength of both algorithms. Based on our experiments, with a pre-define threshold, AHC is good at identifying single speaker versus multiple speakers for short-form audio, but often ends up with too many small clusters, especially for long-form speech. Spectral clustering is great at estimating the number of speakers with the eigen-gap approach, but usually under the assumptions that there are at least two different speakers, and there are sufficient data points to be clustered. At the same time, the computational cost of spectral clustering is too expensive for long-form speech, mostly due to the calculation and eigen decomposition of the Laplacian matrix. Based on the above observations, we use different clustering algorithms for inputs of different lengths. When input audio is short, we use AHC to avoid the insufficient data problem of spectral clustering; when input audio is of medium length, we use spectral clustering for better speaker count estimate, and eliminate dependency on a pre-defined AHC threshold; when input audio is long, we first use AHC as a pre-clusterer to compress the inputs to hierarchical cluster centroids, then use spectral clustering to further cluster these centroids. We enforce an upper bound on the number of inputs to the AHC pre-clusterer by caching and re-using previous AHC centroids, such that the overall computational cost of the entire diarization system is always bounded.

2 BASELINE SYSTEM

Our speaker diarization system is largely built on top of the Turn-to-Diarize system described in [5], which consists of a speaker turn detection model, a speaker encoder model, and unsupervised clustering.

2.1 FEATURE FRONTEND

We used a shared feature frontend for the speaker turn detection model and the speaker encoder model. This frontend first applies automatic gain control [18] to the input audio, then extracts 32ms-long Hanning-windowed frames with a step of 10ms. For each frame, 128-dimensional log Mel-filterbank energies (LFBE) are computed in the range between 125Hz and 7500Hz. These filterbank energies are then stacked by 4 frames and subsampled by 3 frames, resulting in final features of 512 dimensions with a frame rate of 30ms. These features are then filtered by a CLDNN based Voice Activity Detection (VAD) model [19] before fed into the speaker turn detection and the speaker encoder models.

2.2 SPEAKER TURN DETECTION

2.2.1 MODEL ARCHITECTURE

The speaker turn detection model is a Transformer Transducer (T-T) [20] trained to output automatic speech recognition (ASR) transcripts augmented with a special token <st> to represent a speaker turn. The Transformer Transducer architecture includes an audio encoder, a label encoder, and a joint network that produces the final output distribution over all possible tokens.

The audio encoder has 15 layers of Transformer blocks. Each block has 32 left context and no right context. The hyper-parameters for each repeated block can be found in Table 1. We also use a stacking layer after the second transformer block to change the frame rate from 30ms to 90ms, and an unstacking layer after the 13th transformer block to change the frame rate from 90ms back to 30ms, to speed up the audio encoder as proposed in [21].

We use a LSTM-based label encoder that has a single layer of 128 dimensions.

For the joint network, we have a projection layer that projects the audio encoder output to 256 dimensions. At the output of the joint network, it produces a distribution over 75 possible graphemes\(^1\) with a softmax layer. For optimization, we follow the same hyper-parameters described in [20].

\(^1\)https://github.com/google/speaker-id/blob/master/publications/Multi-stage/graphemes.syms
Table 1: Hyper-parameters of a Transformer block for the audio encoder of the speaker turn detection model.

| Hyper-parameter                      | Value  |
|--------------------------------------|--------|
| Input feature projection             | 256    |
| Dense layer 1                        | 1024   |
| Dense layer 2                        | 256    |
| Number attention heads               | 8      |
| Head dimension                       | 64     |
| Dropout ratio                        | 0.1    |

This T-T model has \(~\sim\) 13M parameters in total, and is trained with the token-level loss that is introduced in [22], with these hyper-parameters of the loss function: weight for word errors \(\alpha = 1\); weight for speaker turn false accepts \(\beta = 100\); weight for speaker turn false rejects \(\gamma = 100\); weight for RNN-T loss \(\lambda = 0.03\); and weight for customized minimum edit distance alignment \(k = 1.1\).

2.2.2 TRAINING DATA

The training data for the speaker turn detection model include Fisher [23] training subset, Callhome American English [24] training subset, AMI training subset, ICSI training subset, 4545 hours of internal long-form videos, and 80 hours of internal simulated business meeting recordings.

2.3 SPEAKER ENCODER

2.3.1 MODEL ARCHITECTURE

The speaker encoder is a text-independent speaker recognition model trained with the generalized end-to-end extended-set softmax (GE2E-XS) loss [25, 26], which consists of 12 conformer [27] layers each of 144-dim, followed by an attentive temporal pooling module [28]. The speaker encoder model has \(~\sim\) 7.4M parameters in total, and the architecture is illustrated in Fig. 1.

To reduce the length of the sequence to be clustered, the speaker encoder produces only one embedding (i.e. d-vector) for each speaker turn, or every 6 seconds if a single turn is longer than that. To achieve great performance and streaming diarization at the same time, we run spectral clustering in an online fashion: every time when we have a new speaker embedding, we run spectral clustering on the entire sequence of all existing embeddings. This means it’s possible to correct previously predicted speaker labels in a later clustering step.

2.3.2 TRAINING DATA

The training data for the speaker encoder model are the same as the data used in [29] and [30]. It is a mixture [31] consisting mostly of vendor-collected speech queries from different language varieties using devices such as laptops and cell phones, as well as public training datasets including LibriVox [32], CN-Celeb [33] and LDC sourced data (i.e. Fisher [34], Mixer 4/5 [35], and TIMIT [36]). The language distribution is shown in Table 2.3.2.

During training, we apply data augmentation techniques based on noise and room simulation effects [37, 38, 39]. Similar augmentation techniques [40, 41, 42, 43, 44] were previously used for speaker recognition. Noise is added to the training utterances with an SNR ranging from 3dB to 15dB. The signal amplitude is also varied from a scale of 0.01x to 1.2x.

2https://github.com/kaldi-asr/kaldi/tree/master/egs/icsi

72 languages in the training data include: Afrikaans, Akan, Albanian, Arabic, Assamese, Basque, Bengali, Bulgarian, Cantonese, Catalan, Croatian, Czech, Danish, Dutch, English, Estonian, Filipino, Finnish, French, Galician, German, Greek, Gujarati, Haitian, Hausa, Hebrew, Hindi, Hungarian, Icelandic, Igbo, Indonesian, Italian, Japanese, Kannada, Kazakh, Kinyarwanda, Korean, Lithuanian, Macedonian, Malagasy, Malay, Malayalam, Mandarin Chinese (Simplified), Mandarin Chinese (Traditional), Marathi, Mongolian, Norwegian, Odia, Oromo, Polish, Portuguese, Punjabi, Romanian, Russian, Samoan, Serbian, Sesotho, Sindhi, Slovak, Spanish, Swedish, Tamil, Telugu, Thai, Tibetan, Turkish, Ukrainian, Urdu, Uzbek, Vietnamese, Yoruba, Zulu.
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Figure 1: Architecture of the speaker encoder model.

Table 2: Training data of the speaker encoder model across languages. The first 9 rows correspond to the major language varieties of vendor collected data, while the last row includes both vendor collected data of minor languages, and public datasets such as LibriVox, CN-Celeb, and LDC sourced data. All numbers are indicated in thousands (as indicated by [k]).

| Data source                                | Number of speakers [k] | Number of utterances [k] |
|---------------------------------------------|------------------------|--------------------------|
| Vendor data: English (India)                | 6.0                    | 2900                     |
| Vendor data: English (US)                   | 46.7                   | 3329                     |
| Vendor data: French                         | 5.8                    | 2458                     |
| Vendor data: Hindi                          | 8.3                    | 1642                     |
| Vendor data: Italian                        | 5.2                    | 2251                     |
| Vendor data: Japanese                       | 6.2                    | 2048                     |
| Vendor data: Korean                         | 5.4                    | 1407                     |
| Vendor data: Portuguese (Brazil)            | 5.8                    | 1675                     |
| Vendor data: Spanish                        | 4.6                    | 2189                     |
| Public datasets + Vendor data: other languages | 139.8                | 54499                    |
2.4 Constraints of the baseline system

This baseline system has shown great potential in many applications, but still have several constraints when deploying to mobile applications:

1. Spectral clustering uses the eigen-gap criterion to estimate the number of speakers. But this approach usually assumes there are at least two speakers. It often fails to distinguish single speaker versus multiple speakers.

2. Spectral clustering works best when there are sufficient inputs to be clustered. This means for the first few minutes during the streaming diarization, the quality of the streaming outputs can be significantly lower, resulting in low user retention.

3. The computational cost of spectral clustering on \( N \) embeddings is \( O(N^\omega) \), where \( \omega \) depends on the specific implementation and the desired precision [45]. Similar to matrix multiplication, \( \omega \) has a theoretical lower bound of \( \omega \geq 2.37 \) [46]. The high cost will result in huge latency when the input is long-form, e.g. when user attempts to diarize hours-long recordings, thus is not acceptable for streaming applications.

3 Multi-stage clustering

A high-level diagram of the multi-stage clustering strategy is illustrated in Fig. 2. Assume the input sequence consists of \( N \) speaker embeddings from the speaker encoder model. The clustering algorithm being used will vary based on different values of \( N \), as described below.

3.1 Speaker turn based decision

The speaker encoder model will produce a new speaker embedding both at detected speaker turns and when reaching a maximal length of a segment (i.e. 6 seconds). If no speaker turn token \(<st>\) was detected for the \( N \) speaker embeddings, we directly output a single speaker without running any clustering algorithm.

3.2 Fallback clusterer

Since spectral clustering cannot handle small inputs very well, we could use a different fallback clustering algorithm when \( N < L \), where \( L \) is the lower bound of the number of inputs to spectral clustering. In this paper, we use AHC with the average linkage type as our fallback clusterer. The stopping criterion of the AHC is based on a threshold pre-determined on dev datasets.

3.3 Main clusterer

If the input size \( N \) is between the lower and upper bounds of the spectral clustering algorithm, i.e. \( L \leq N < U_1 \), the main clusterer (i.e. spectral clustering) is used to cluster the inputs directly. With
this upper bound, the computational cost of spectral clustering will not exceed $O(U_1^\omega)$ \cite{45}. Since auto-tune \cite{4,5} is used to improve the quality of spectral clustering results, the computational cost needs to be multiplied by the number of search steps.

### 3.4 Pre-clusterer

If $U_1 \leq N < U_2$, we use a pre-clusterer to reduce the size of the clustering inputs first. Here we use AHC with the complete linkage (a.k.a. farthest neighbor) type as our pre-clusterer. When the number of clusters reduces to $U_1$, the AHC pre-clusterer will stop, and we compute the centroids of these $U_1$ pre-clusters. Then we feed these $U_1$ centroids as the input to the main clusterer to get the final speaker labels of all original inputs.

### 3.5 Dynamic Compression

With the pre-clusterer, we upper bounded the cost of spectral clustering to $O(U_1^\omega)$. However, the AHC pre-clusterer itself has a computational cost of $O(N^2)$ or larger, depending on implementation. When the input audio is very long, this cost will still be unacceptable. Thus we propose a dynamic compression approach to also enforce an upper bound $U_2$ for the AHC pre-clusterer.

During the streaming diarization process, when $N = U_2$, we trigger the AHC pre-clusterer, and compress the $U_2$ inputs to $U_1$ pre-cluster centroids. We store these $U_1$ centroids and the mapping between these centroids to original inputs in an internal cache. For future clustering steps when $N > U_2$, the first $U_2$ inputs are replaced by the cached $U_1$ centroids, and the AHC pre-clusterer will only run on $N' = U_1 + (N - U_2)$ inputs.

As $N$ increases, $N'$ will hit the upper bound $U_2$ again. Thus we need to update the cached centroids and the centroid-to-input mapping every $U_2 - U_1$ steps. The number of cached centroids is always $U_1$, and it maps to $U_2 + (K - 1) \cdot (U_2 - U_1)$ original inputs, where $K$ is the number of times that the input to AHC clusterer reached $U_2$ previously. For each individual step, the cost of AHC pre-clusterer is upper bounded to $O(U_2^2)$.

#### 3.5.1 Cost Analysis

With the multi-stage clustering strategy described above, the input size to the spectral clustering algorithm is upper bounded to $U_1$, and the input size to the AHC algorithm is upper bounded to $U_2$. Thus the overall computational cost of an individual clustering step is upper bounded to $O(U_1^\omega) + O(U_2^2)$, where $2.37 \leq \omega \leq 3$ depends on the specific implementation. At the same time, due to the dynamic compression, we only need to store at most $U_2$ embeddings/centroids in memory, instead of all the previous $N$ embeddings. Thus both the time complexity and space complexity of the clustering algorithm are upper bounded to a configurable constant.

### 4 Experiment Settings

#### 4.1 Quality Metrics

To evaluate the impact of different components that we proposed in the multi-stage clustering strategy, we perform a careful ablation study, and report the Diarization Error Rate (DER) of different setups on various evaluation datasets. When computing DER, we tolerate a collar value of 250ms before and after each reference speaker segment boundary.

For AMI, Callhome, Fisher, and ICSI, we convert their customized annotations into the Rich Transcription Time Marked (RTTM) format. DIHARD1 is already using the RTTM format and therefore no conversion is required. We then use the non-overlapping union of the RTTM segments as the final Un-partitioned Evaluation Map (UEM), except for DIHARD1 which provides its own UEM files.

Due to the scale of the evaluations, we use an internal MapReduce \cite{47} based C++ implementation to calculate the Diarization Error Rate (DER) reported in Section 5. Thus the DER numbers reported in this paper may have some discrepancies with numbers computed with other libraries such as pyannote.metrics \cite{48}. 

6
4.2 Efficiency Metrics

To estimate the long-form efficiency, we report the total number of floating point operations (FLOPs) required to perform one individual clustering step for a specific value of $N$.

The FLOPs estimation (e.g. in Table 6) is based on PyPAPI$^4$ by counting PAPI_FP_OPS, using the AHC implementation from scikit-learn$^5$ and Python spectral clustering from [3]$^6$. Note that the FLOPs of the feature frontend and neural network models are excluded in Table 6 as they are constant.

The original script that we used to estimate FLOPs of multi-stage clustering and the FLOPs results for more values of $N$ are open sourced on GitHub$^7$.

4.3 Evaluation Data

Our evaluation datasets are listed in Table 3. Some additional details are listed below:

1. For AMI [49], we use the official “Full-corpus-ASR partition”$^8$ test subset. The speaker label ground truth was obtained based on the word-level annotations in the v1.6.2 AMI manual annotation release.

2. For Callhome American English Speech [24], we only evaluate on the official evaluation subset, as the training subset is used for training the speaker turn detection model.

3. For DIHARD1 [50], we use the eval subsets from 9 sources, but remove all YouTube-based data. We use the original UEM files from the challenge to make our results comparable to Track 2 results$^9$. Since the original UEM include overlapping speech which is not handled by our system, we expect the DER numbers to be high on this dataset.

4. For Fisher [23], we use a test subset of 172 utterances.$^{10}$

5. For ICSI [51], we use a test subset that is segmented to shorter utterances of less than 30 min$^{11}$.

6. “Outbound” and “Inbound” are vendor-provided call center telephone conversations between call center attendants and customers, initiated by the call center and by customers, respectively. These had also been used in [5].

As discussed in Sec 1, short-form performance is also critical for on-device streaming applications. To measure the quality of short-form inputs, we created segmented versions of the above mentioned datasets, where each utterance is approximately only 30, 60 or 120 seconds.

When preparing the datasets for evaluation, we notice that different data sources have different representation of speaker label annotations. For example, the AMI dataset annotation is almost on a word-level basis, where most of the RTTM segments are extremely short. As mentioned in Section 4.1, during the evaluation, we extrude a collar value of 250ms centered around each reference speaker segment boundary. This leads to potential excessive removal of the audio from the original UEM. In order to mitigate this issue, we include an additional step in our data processing pipeline which merges neighboring RTTM segments that are from the same speaker and are close to each other. For our experiments, we specifically consider any gap smaller than 0.01 second to be close enough for RTTM merging.

$^4$https://flozz.github.io/pypapi
$^5$https://scikit-learn.org/stable/modules/generated/sklearn.cluster.AgglomerativeClustering.html
$^6$https://github.com/wq2012/SpectralCluster
$^7$https://github.com/google/speaker-id/blob/master/publications/Multi-stage/flops
$^8$https://groups.inf.ed.ac.uk/ami/corpus/datasets.shtml
$^9$https://dihardchallenge.github.io/dihard1/results.html#track2
$^{10}$https://github.com/google/speaker-id/blob/master/publications/Multi-stage/evaluation/Fisher/eval_whiteelist.txt
$^{11}$https://github.com/google/speaker-id/blob/master/publications/Multi-stage/evaluation/ICSI/eval_segmentation.csv
### Table 3: A list of our evaluation datasets. Some of the datasets had been filtered or processed due to license issues.

| Dataset | Domain   | Num. utt | Num. hours | Avg. spk/utt | Avg. length |
|---------|----------|----------|------------|--------------|-------------|
| AMI     | Meeting  | 16       | 9.1        | 4            | 34min       |
| Callhome| Telephone| 20       | 1.7        | 2            | 5min        |
| DIHARD1 | Mixed    | 114      | 16.2       | 3.3          | 8.5min      |
| Fisher  | Telephone| 172      | 28.7       | 2            | 10min       |
| ICSI    | Meeting  | 13       | 5          | 6.4          | 23min       |
| Inbound | Telephone| 250      | 21         | 4.3          | 5min        |
| Outbound| Telephone| 450      | 45.6       | 2            | 6.1min      |

### Table 4: Speaker count errors and breakdown. We show the Mean Absolute Error (MAE) of speaker count for each dataset, along with the breakdown numbers in the parentheses: (percentage of utterances with correct number of speakers, percentage of utterances with overestimated number of speakers, percentage of utterances with underestimated number of speakers).

| System      | AMI          | Callhome     | DIHARD1     | Fisher       | ICSI         | Inbound      | Outbound     | Average     |
|-------------|--------------|--------------|-------------|--------------|--------------|--------------|--------------|-------------|
| Main cluster| 0.94 (19,50,31) | 0.2 (80,15,5) | 1.43 (32,33,35) | 0.05 (95,5,0) | 2.38 (15,8,77) | 1.68 (20,9,71) | 0.34 (72,28,0) | **1.0 (48,21,31)** |
| Fallback cluster | 12.19 (0,100,0) | 0.85 (30,60,10) | 3.94 (4,89,7) | 2.46 (3,97,0) | 11.62 (0,100,0) | 2.22 (8,87,5) | 3.37 (3,97,0) | **5.24 (7,90,3)** |

### 5 Experimental Results

#### 5.1 Short-form results

First, the DER results on short-form segmented versions of the evaluation datasets are shown in Table 5. We can clearly see that the DER on all of the 30s, 60s, and 120s segmented datasets are pretty bad when there is no fallback clusterer, *i.e.* only main clusterer is used. By introducing the AHC fallback clusterer, the DER is significantly reduced on these short-form datasets. Specifically, with a larger $L$, the fallback clusterer is capable to handle longer audio. This validates our hypothesis that spectral clustering does not work well given insufficient input data points.

On the other hand, we still prefer spectral clustering as our main clusterer. As shown in Table 4, with threshold tuning, the AHC clusterer can be configured to produce decent DER across our testsets, but inevitably has the tendency to overestimate the number of clusters. This gets much worse when the audio is longer (*e.g.* AMI and ICSI both have unacceptably big speaker count errors). As a resolution, we find $L = 50$ to be a sweet point between short-form and long-form quality, which uses AHC fallback clusterer long enough while yielding not-too-far-off number of speakers.

#### 5.2 Long-form results

Table 6 shows the diarization evaluation results from different multi-stage clustering setups on various test datasets. For the system (1) where no spectral clustering is used and AHC is directly used to produce final results, we find the performance is significantly worse than a system like (2) or (3) with $L = 0$ or $L = 50$ on datasets with only 2 speakers (*i.e.* Callhome, Fisher and Outbound). This is because AHC tends to over-estimate the number of clusters, and spectral clustering is better at finding the correct number of clusters via the eigen-gap criterion. This echoes the observation from Sec 5.1 regarding overestimation.

With the introduction of pre-clustering and dynamic compression, experiments (3) vs (4) vs (5), (4) vs (6) and (7) vs (8) present expected degradation in diarization quality. Specifically, the degradation is more significant when we use a small value for $U_2$, and more significant on AMI and ICSI datasets, as the utterances in these datasets are much longer in average than other datasets. As a trade-off, the long-form computational cost is remarkably reduced when we set an finite number of $U_1$ and $U_2$, according to the FLOPs of the clustering when $N = 2000$ (corresponding to $\sim 2$ hours of audio).
Table 5: DER (%) on short-form segmented versions of the evaluation datasets for different setups of the fallback clusterer. \(L\) is the lower bound of the main clusterer.

| Datasets | Length | No fallback | \(L = 25\) | \(L = 50\) |
|----------|--------|-------------|-------------|-------------|
| AMI      | 30s    | 13.25       | 6.73        | 6.64        |
| Callhome |        | 12.34       | 6.8         | 6.8         |
| DIHARD1  |        | 33.04       | 26.47       | 26.39       |
| Fisher   |        | 12.84       | 4.08        | 4.08        |
| ICSI     |        | 17.96       | 5.35        | 5.35        |
| Inbound  |        | 13.8        | 5.36        | 4.96        |
| Outbound |        | 17.91       | 9.39        | 9.22        |
| **Average** | 30s | **17.31** | **9.17** | **9.06** |

| Datasets | Length | No fallback | \(L = 25\) | \(L = 50\) |
|----------|--------|-------------|-------------|-------------|
| AMI      | 60s    | 16.81       | 8.48        | 6.95        |
| Callhome |        | 12.11       | 5.74        | 6.06        |
| DIHARD1  |        | 35.85       | 26.9        | 27.03       |
| Fisher   |        | 8.6         | 3.59        | 3.25        |
| ICSI     |        | 20.99       | 7.24        | 6.16        |
| Inbound  |        | 13.76       | 6.02        | 5.1         |
| Outbound |        | 14.48       | 9.38        | 8.66        |
| **Average** | 60s | **17.51** | **9.62** | **9.03** |

| Datasets | Length | No fallback | \(L = 25\) | \(L = 50\) |
|----------|--------|-------------|-------------|-------------|
| AMI      | 120s   | 14.74       | 14.06       | 8.04        |
| Callhome |        | 6.56        | 6.16        | 6.44        |
| DIHARD1  |        | 33.34       | 32.27       | 27.19       |
| Fisher   |        | 2.43        | 2.41        | 2.54        |
| ICSI     |        | 13.35       | 12.98       | 7.06        |
| Inbound  |        | 10.02       | 9.22        | 5.49        |
| Outbound |        | 7.55        | 7.36        | 7.94        |
| **Average** | 120s | **12.57** | **12.07** | **9.24** |

Table 6: DER (%) on different evaluation datasets for different setups of multi-stage clustering. We also report FLOPs of performing one individual clustering step when \(N = 2000\).

| Exp | Fallback | System cluster | Pre-clusterer | AMI | Callhome | DIHARD1 | Fisher | ICSI | Inbound | Outbound | Average | FLOPs \(N = 2000\) |
|-----|----------|----------------|---------------|-----|----------|---------|--------|------|---------|----------|---------|------------------|
| 1   | Yes      | -              | -             | 6.09| **6.8** | 29.22   | **2.54**| 7.18 | 5.76    | **9.26** | 9.55   | 2.6 \times 10^6 |
| 2   | -        | Yes            | -             | 7.81| 2.71    | 34.09   | 1.58   | 12.41| 9.77    | 6.83     | 10.74  | 7.7 \times 10^6  |
| 3   | \(L = 50\) | \(U_1 = \text{inf}\) | \(U_2 = \text{inf}\) | 7.8 | 2.71    | 34.33   | 1.58   | 11.98| 9.19    | 6.98     | 10.65  | 7.7 \times 10^6  |
| 4   | \(L = 50\) | \(U_1 = 300\) | \(U_2 = \text{inf}\) | 9.88| 2.7     | 34.27   | 1.58   | 11.12| 9.2     | 6.93     | 10.81  | 2.1 \times 10^8  |
| 5   | \(L = 50\) | \(U_1 = 100\) | \(U_2 = \text{inf}\) | 15.29| 2.69    | 33.12   | 1.57   | 18.37| 9.79    | 5.98     | 12.40  | 6.4 \times 10^7  |
| 6   | \(L = 50\) | \(U_1 = 300\) | \(U_2 = 600\) | 17.55| 2.7     | 34.24   | 1.58   | 13.1 | 9.13    | 6.89     | 12.17  | 1.8 \times 10^8  |
| 7   | \(L = 50\) | \(U_1 = 100\) | \(U_2 = 600\) | 18.01| 2.7     | 33.38   | 1.57   | 17.97| 9.8     | 5.98     | 12.77  | 3.9 \times 10^7  |
| 8   | \(L = 50\) | \(U_1 = 100\) | \(U_2 = 300\) | 24.94| 2.7     | 33.24   | 1.57   | 30.79| 9.59    | 6.22     | 15.58  | 3.5 \times 10^7  |
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Figure 3: Plot of the multi-stage clustering runtime cost on a Pixel 4 mobile device. L and U₁ are the lower bound and upper bound of the main clusterer, respectively; U₂ is the upper bound of the pre-clusterer. Roughly speaking, 100 inputs correspond to over 6 minutes, and 300 inputs correspond to approximately 20 minutes.

5.3 **On-device CPU runtime benchmarking**

To visualize the computational cost of multi-stage clustering for different values of N, we performed on-device benchmarking of our diarization system on a Pixel 4 mobile device, and logged the CPU runtime of each clustering step while N increases during the streaming, as shown in Fig. 3.

When the number of input embeddings N increases, the slope is flattest in the interval [0, L] corresponding to the fallback AHC clusterer. The slope is steepest in the interval [L, U₁], corresponding to the main spectral clusterer. The interval [U₁, U₂] is a mixture of AHC pre-clusterer and main spectral clusterer, so its slope is intermediate. Once past U₂, the computational cost follows a periodic pattern due to the upper bound and dynamic compression. Note that clustering generally runs slowly on mobile devices than on Linux workstations due to less available and less powerful computational resources.

5.4 **Discussions**

From the above results, we can see that an optimal value of L can usually be found via evaluating the quality trade-off (both DER and speaker count errors) between short-form and long-form data using AHC and spectral clustering. However, for U₁ and U₂, there is usually no optimal value. For offline systems which have unlimited computational resources and no latency requirements, we can set both U₁ and U₂ to infinity to achieve the best long-form quality. However, for a realistic on-device application, the system must work reliably with a very limited budget of resources including CPU, memory, and battery. Thus U₁ and U₂ need to be carefully tuned based on these requirements, for a balance between computational cost and quality.

In addition, we also experimented the idea of reducing the AHC pre-clusterer computational cost with the canopy approach [52]. However, this approach is very data-dependent due to the fact that it is built upon hashing, which does not guarantee an upper bound of the computational cost, thus is infeasible for on-device applications.

We would like to highlight that the DER numbers presented in this section are not directly comparable to state-of-the-art approaches due to different assumptions and experiment setups. Specifically, we enforce various constraints such as portable model sizes and streaming latency to our setups, while state-of-the-art models usually assume unlimited resources, and do not discuss short-form performance. To the best of our knowledge, no prior work in the literature addresses the same set of challenges at the same time.

Although the evaluation results presented in this section used a specific combination of algorithms (i.e. AHC as fallback clusterer, and spectral as main clusterer) as an example to demonstrate the effectiveness of this practical solution. We would like to point out that the general idea of the proposed
multi-stage framework is not tied to using specific algorithms to specific stages. In general, the fallback cluster is designed to better detect single-vs-multiple speakers for short-form inputs; the main clusterer is designed to accurately estimate the speaker count; and the pre-clusterer is designed to enforce an upper bound to the overall computational cost.

6 CONCLUSIONS

In this paper, we described a multi-stage clustering strategy for streaming on-device speaker diarization which consists of an AHC fallback clusterer, a main spectral clusterer, and an AHC pre-clusterer with dynamic compression. This strategy leverages the benefits of different unsupervised clustering algorithms. It helps us build a speaker diarization system that is capable of producing high quality results for inputs of variable lengths, with an upper bounded time and space complexity that is easy to deploy to on-device environments such as mobile phones. This system can also be easily configured to balance between computational cost and quality, in order to fit hardware constraints of different devices.
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