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Optical quantum circuits can be optimized using gradient descent methods, as the gates in a circuit can be parametrized by continuous parameters. However, the parameter space as seen by the cost function is not Euclidean, which means that the Euclidean gradient does not generally point in the direction of steepest ascent. In order to retrieve the steepest ascent direction, it is possible to take into account the local metric in the space parameters in what is known as the Natural Gradient (NG) method. In this work we implement the Natural Gradient (NG) for optical quantum circuits.

In particular, we adapt the NG approach to a complex-valued parameter space. We then compare the NG approach to vanilla gradient descent and to Adam over two state preparation tasks: a single-photon source and a Gottesman-Kitaev-Preskill state source. We observe that the NG approach converges faster (due in part to the possibility of using larger learning rates) and with a significantly smoother decay of the cost function throughout the optimization.

1. INTRODUCTION

Optical quantum circuits are at the basis of continuous-variable (CV) quantum computation. Instead of qubits, which are defined in a two-dimensional Hilbert space, CV circuits work with optical modes, which are defined in an infinite-dimensional Hilbert space. For instance, a particular class of CV circuits has a layered architecture inspired by classical neural networks, where the layers alternate between Gaussian (akin to an affine linear transformation) and non-Gaussian (akin to an activation function). Gaussian layers can be implemented by combining building blocks such as beam-splitters, phase-shifters (which are parametrized by real parameters), single-mode squeezers and single-mode displacements (which are parametrized by complex parameters). The non-Gaussian layers can be implemented by any non-linear gate such as the Kerr interaction (which is parametrized by a real parameter), although purely optical cubic or higher-order nonlinear optical interactions are being developed. We should point out that non-linear gates are extremely challenging to implement in practice, and that alternatively one could use Gaussian operations with non-Gaussian resource states or non-Gaussian measurements as a source of non-linearity.

CV circuits may be used to prepare target states (state synthesis) or to approximate given quantum gates (gate synthesis). One can then set up a variational procedure to find the best set of parameters for the circuit to perform as well as possible with respect to a given cost function. Several optimization algorithms can be used to perform cost function minimization, among which we find gradient-based optimizers.

The Natural Gradient (NG) has long been established as an approach to learning tasks that outperforms vanilla gradient descent, at the expense of needing a matrix inversion of an \( n \times n \) matrix at each step, where \( n \) is the number of parameters being updated during that step. Such matrix represents the metric tensor of the parameter space as seen by the cost function, and its purpose is to find the steepest descent direction while taking into account the local geometry. The NG approach has also been proposed as part of variational quantum algorithms.

In the context of parametrized quantum systems, the metric tensor for pure states is the Fubini-Study metric tensor, which can then be adapted for density matrices. The quantum NG has proven successful in boosting hybrid quantum-classical algorithms such as Variational Quantum Eigensolvers (VQE) for qubit-systems outperforming other optimization methods. In fact, the quantum NG yields stable results for various system sizes and it achieves convergence in fewer epochs than Euclidean gradient approaches. In the VQE scenario, the metric tensor may be evaluated with the gradient directly on quantum hardware and then inverted classically.

The quantum NG looks also promising in the Noisy Intermediate-Scale Quantum (NISQ) computing paradigm, as it helps with noisy measurement situations. Furthermore, some block-diagonal approximations have been introduced for layered quantum circuits, which can reduce the computational load without excessively compromising the advantages. Note however that the metric tensor used for quantum states can be non-invertible or ill-conditioned. This corresponds to cases where one or more parameters become redundant, which means that a single quantum state corresponds to multiple parameter values. To avoid this, one can introduce regularizations and use the Penrose pseudo-inverse rather than the inverse of the metric.

In the case of qubit-based circuits, the gates are parametrized by real parameters. In contrast, CV circ-
cuits are more naturally parametrized by a combination of real and complex parameters. In our work we propose an implementation of QNG for optical quantum circuits that can involve complex parameters. We present numerical simulations to compare our implementation of QNG to SGD and Adam, while making use of a recent algorithm to recursively compute gradients in optical circuits in order to bypass some dimension cutoff issues.

This article is organized as follows:

- In section [11] we recall how the Natural Gradient is introduced on Riemannian manifolds and we describe the Fubini-Study metric tensor.
- In section [111] we derive the metric tensor with respect to complex parameters and state our main results.
- In section [1111] we present and discuss some numerical simulations.

II. REVIEW OF NATURAL GRADIENT

A. Steepest descent on Riemannian manifolds

Let us define a differentiable loss function $L : \mathbb{R}^n \rightarrow \mathbb{R}$ which maps a vector of real parameters $\theta = [\theta_1, \ldots, \theta_n]^T \in \mathbb{R}^n$ to a value in $\mathbb{R}$. One may want to minimize $L(\theta)$ with respect to $\theta$. For this purpose, a simple optimization algorithm is gradient descent, which is based on a first order expansion of $L$ (throughout our manuscript we use the Einstein summation convention, i.e. repeated indices are summed over):

$$L(\theta + d\theta) \approx L(\theta) + \frac{\partial L(\theta)}{\partial \theta_i} d\theta_i.$$  

(1)

Therefore, a simple minimization algorithm is given by the update rule [2], where $\eta_t \in \mathbb{R}$ is called the learning rate and may depend on the step $t$:

$$\theta_{t+1} = \theta_t - \eta_t \partial_\theta L_t,$$  

(2)

where we defined $\partial_\theta L_t = \frac{\partial L(\theta_t)}{\partial \theta}$. In Eq. (2), each direction is weighted equally by a uniform learning rate $\epsilon_t$, which is fine if infinitesimal distances are computed in a Euclidean way:

$$d_E(\theta, \theta + d\theta) = \sqrt{d\theta_i d\theta_i}.$$  

(3)

However, if distances are computed using a different metric, the gradient computed from the loss function as in Eq. (2) does no longer point in the optimal direction anymore. Let us then endow the parameter space with a metric tensor $g(\theta)$ such that an infinitesimal length at the point $\theta$ is computed as:

$$d(\theta, \theta + d\theta) = \sqrt{g(\theta)_{ij} d\theta_i d\theta_j}.$$  

(4)

(Eq. (2) corresponds to $g(\theta) = 1$). We now have a Riemannian structure on the parameter space, characterized by the metric tensor $g(\theta)$ that warps the space. From an infinitesimal perspective, the steepest ascent/descent direction is going to be adjusted by $g$. From a macroscopic perspective, distances between points must be computed by integrating along a geodesic, with the consequence that the shortest path between two points is generally no longer a straight line as in Euclidean space. Note that from now on we will omit the dependence on $\theta$ when writing $g$, but we stress that $g$ is generally a local quantity.

It can then be shown using Lagrange multipliers [4] that the steepest descent direction on a Riemannian manifold is given by the so-called Natural Gradient, defined as:

$$\nabla_\theta L := g^{-1} \partial_\theta L$$  

(5)

This leads to a new parameter update rule:

$$\theta_{t+1} = \theta_t - \eta_t \nabla_\theta L_t$$  

(6)

$$= \theta_t - \eta_t g^{-1} \partial_\theta L_t$$  

(7)

Note that the metric tensor $g$ may happen to be non-invertible at some values of $\theta$. This corresponds to singular points in the parameter space and will be discussed briefly later on.

As an example we can present polar coordinates for the two-dimensional plane [7]. When using $(r, \phi) \in \mathbb{R}_+ \times [0, 2\pi]$ to identify points, one must remember that $\phi$ represents an angle, and therefore not a distance per se. Thus, if one moves away from the point $(r, \phi)$ with infinitesimal shifts $dr$ and $d\phi$, the infinitesimal distance will not be computed as:

$$ds = \sqrt{dr^2 + d\phi^2}$$  

(8)

but as:

$$ds = \sqrt{dr^2 + r^2 d\phi^2}$$  

(9)

Thus, the metric tensor for polar coordinates is:

$$g = \begin{pmatrix} 1 & 0 \\ 0 & r^2 \end{pmatrix}$$  

(10)

The metric is singular at the origin, where it becomes non-invertible. This does not mean that infinitesimal distances from the origin cannot be calculated, it simply means that at least one parameter becomes redundant (in fact at the origin the second term in Eq. (9) goes to zero and $ds = dr$), which justifies the use of pseudo-inverses.

The natural gradient for a loss function defined on polar coordinates then becomes:

$$\nabla_{(r,\phi)} L = \begin{pmatrix} \frac{\partial L}{\partial r} \\ \frac{1}{r^2} \frac{\partial L}{\partial \phi} \end{pmatrix}$$  

(11)
B. The Fubini-Study metric tensor

Let us consider a parametrized quantum state \( \psi_\theta \) where the parameters are real, i.e. \( \theta \in \mathbb{R}^n \):

\[
\psi_\theta = U(\theta) \psi_0
\]

where \( U(\theta) \) denotes a parametrized unitary transformation, and \( \psi_0 \) a fixed initial state. Typically, such a state can be used to describe an ansatz prepared by a parametrized quantum circuit [11, 17].

In a VQE context, a Hamiltonian \( \mathcal{H} \) is eventually measured. In this case, the loss function represents the energy, which one aims at minimizing:

\[
L(\theta) := \langle \psi_\theta, \mathcal{H} \psi_\theta \rangle
\]

Otherwise, one could use quantum fidelity for the purpose of state preparation or gate synthesis, which one seeks to maximize [2, 19, 20]. Fidelity is a measure of similarity between the current output state, \( \psi_\theta \), and a target state \( \psi_{\text{target}} \). If the states are both pure, then quantum fidelity is the square of the overlap between the two states and the loss function therefore is:

\[
L(\theta) = -|\langle \psi_{\text{target}}, \psi_\theta \rangle|^2
\]

Note that minimization of this loss function is equivalent to a minimization of energy where the Hamiltonian is \( \mathcal{H} = -\langle \psi_{\text{target}} | \psi_{\text{target}} \rangle \). Rather conveniently, fidelity is not sensitive to the global phase of \( \psi_\theta \) or \( \psi_{\text{target}} \), which is a useful feature, given that global phase is physically unobservable. Sensitivity to global phase (as we will see shortly) would be an issue of using Euclidean distance as a loss, such as \( \| \psi_{\text{target}} - \psi_\theta \| \).

Following the approach of Provost and Vallee [21], we consider the infinitesimal Euclidean distance between two states and then we adjust it to be insensitive to global phase. We start from a first order expansion of \( \psi_\theta \) around \( \theta \):

\[
\psi_{\theta + \delta \theta} \approx \psi_\theta + \frac{\partial \psi_\theta}{\partial \theta_i} d\theta_i
\]

where we introduced the simplified notation \( \partial_i = \frac{\partial}{\partial \theta_i} \). Therefore the Euclidean distance between \( \psi_\theta \) and \( \psi_{\theta + \delta \theta} \) is

\[
ds^2 = \| \psi_\theta - \psi_{\theta + \delta \theta} \|^2 = \langle \partial_i \psi_\theta, \partial_j \psi_\theta \rangle d\theta_i d\theta_j
\]

Separating the real and imaginary parts of the Hermitian tensor we can write

\[
\langle \partial_i \psi_\theta, \partial_j \psi_\theta \rangle = \gamma_{ij} + i \sigma_{ij}
\]

where \( \gamma_{ij} = \gamma_{ji} \) and \( \sigma_{ij} = -\sigma_{ji} \) due to the inner product having to satisfy \( \langle a, b \rangle = \langle b, a \rangle^* \). This implies that effectively only the real part matters (as the full contraction of a symmetric tensor with an antisymmetric one yields zero), i.e.

\[
\| \psi_\theta - \psi_{\theta + \delta \theta} \|^2 = \gamma_{ij} d\theta_i d\theta_j
\]

The antisymmetric part \( \sigma_{ij} = \text{Im}[\langle \partial_i \psi_\theta, \partial_j \psi_\theta \rangle] \) is known as the Berry connection [22], and its significance is beyond the scope of this work.

At this point, we cannot interpret \( \gamma_{ij} \) as a metric tensor on the space of physical quantum states because it is sensitive to global phase: had we used the physically identical state \( \psi'_\theta = e^{i\alpha(\theta)} \psi_\theta \) for some real function \( \alpha(\theta) \), the tensor \( \gamma_{ij} \) would have been

\[
\gamma'_{ij} = \text{Re}[\langle \partial_i \psi_\theta, \partial_j \psi_\theta \rangle]\]

\[
= \gamma_{ij} + (\partial_i \alpha) \beta_j + (\partial_j \alpha) \beta_i + (\partial_i \alpha)(\partial_j \alpha)
\]

with \( \beta_j = -i \langle \psi_\theta, \partial_j \psi_\theta \rangle \). Note that \( \beta_j \in \mathbb{R} \) due to the norm of \( \psi_\theta \) being a constant:

\[
0 = \frac{\partial}{\partial \theta_j} \langle \psi_\theta, \psi_\theta \rangle = \langle \psi_\theta, \partial_j \psi_\theta \rangle + \langle \partial_j \psi_\theta, \psi_\theta \rangle = -\langle \psi_\theta, \partial_j \psi_\theta \rangle^*
\]

Under a change in global phase, we have \( \beta_j \rightarrow \beta_j + \partial_j \alpha \), which together with Eq. (21) implies that the real, symmetric, positive definite tensor

\[
g_{ij} = \gamma_{ij} - \beta_i \beta_j
\]

\[
= \text{Re}[\langle \partial_i \psi_\theta, \partial_j \psi_\theta \rangle] - \langle \partial_i \psi_\theta, \psi_\theta \rangle \langle \psi_\theta, \partial_j \psi_\theta \rangle
\]

is invariant under changes in global phase. The tensor \( g_{ij} \) is known as the Fubini-Study (FS) metric.

An alternative way of obtaining the FS metric is to start from a distance measure that is already invariant under a change in global phase, such as 1 minus the fidelity:

\[
ds^2 = 1 - |\langle \psi_\theta, \psi_{\theta + \delta \theta} \rangle|^2
\]

\[
= 1 - |1 + \langle \psi_\theta, \partial_i \psi_\theta \rangle d\theta_i + \frac{1}{2} \langle \psi_\theta, \partial_i \partial_j \psi_\theta \rangle d\theta_i d\theta_j|^2
\]

\[
= - \left( \frac{1}{2} \langle \psi_\theta, \partial_i \psi_\theta \rangle + \frac{1}{2} \langle \partial_i \psi_\theta, \partial_j \psi_\theta \rangle \right) d\theta_i d\theta_j
\]

\[
= \left( \text{Re}[\langle \partial_i \psi_\theta, \partial_j \psi_\theta \rangle] - \langle \partial_i \psi_\theta, \partial_j \psi_\theta \rangle \langle \psi_\theta, \partial_j \psi_\theta \rangle \right) d\theta_i d\theta_j
\]

Where we used a second order expansion, and where the last step is due to the identities

\[
\partial_i \langle \psi_\theta, \partial_j \psi_\theta \rangle = \langle \partial_i \psi_\theta, \partial_j \psi_\theta \rangle + \langle \psi_\theta, \partial_i \partial_j \psi_\theta \rangle
\]

\[
\partial_i \langle \partial_j \psi_\theta, \psi_\theta \rangle = \langle \partial_i \partial_j \psi_\theta, \psi_\theta \rangle + \langle \partial_j \psi_\theta, \partial_i \psi_\theta \rangle
\]

and therefore, given that \( \partial_i \langle \psi_\theta, \partial_j \psi_\theta \rangle = -\partial_i \langle \partial_j \psi_\theta, \psi_\theta \rangle \), if we sum (30) and (31) we obtain

\[
\langle \psi_\theta, \partial_i \partial_j \psi_\theta \rangle + \langle \partial_i \partial_j \psi_\theta, \psi_\theta \rangle = -\langle \partial_i \psi_\theta, \partial_j \partial_j \psi_\theta \rangle - \langle \partial_j \psi_\theta, \partial_i \psi_\theta \rangle = -2\text{Re}[\langle \partial_i \psi_\theta, \partial_j \psi_\theta \rangle] \]
III. COMPLEX NATURAL GRADIENT FOR QUANTUM OPTICAL CIRCUITS

We now generalize the FS metric to the case where the parametrization of \( \psi \) can involve a mix of real and complex parameters, and we apply it to the optimization of quantum optical circuits.

We will achieve our goal in two steps: first, we will convert complex parameters into their real and imaginary parts; second, we will reassemble the two parts by applying the rules of Wirtinger calculus \([23–25]\) to rewrite the Geometric tensor in terms of derivatives with respect to complex parameters and their conjugate as independent variables. This approach will make it straightforward to deal with non-holomorphic loss functions.

A. Real and complex parameters

A complex parameter \( z \) and its conjugate \( z^* \) are related to the real and imaginary parts of \( z \) by a linear transformation \( W \):

\[
\begin{pmatrix}
  z \\
  z^*
\end{pmatrix}
= \begin{pmatrix}
  1 & i \\
  1 & -i
\end{pmatrix}
\begin{pmatrix}
  z_R \\
  z_I
\end{pmatrix}
= W
\begin{pmatrix}
  z_R \\
  z_I
\end{pmatrix},
\]

\( z_R = \text{Re}(z) \) and \( z_I = \text{Im}(z) \). Similarly, the gradients with respect to \( z, z^* \) and the gradients with respect to \( z_R, z_I \) are related by a linear transformation \( V \), which we can find by applying the chain rule:

\[
\begin{align*}
\frac{\partial \psi}{\partial z_R} &= \frac{\partial \psi}{\partial z} \frac{\partial z}{\partial z_R} + \frac{\partial \psi}{\partial z^*} \frac{\partial z^*}{\partial z_R} \\
\frac{\partial \psi}{\partial z_I} &= \frac{\partial \psi}{\partial z} \frac{\partial z}{\partial z_I} + \frac{\partial \psi}{\partial z^*} \frac{\partial z^*}{\partial z_I}
\end{align*}
\]

\[\begin{align*}
\frac{\partial \psi}{\partial z_I} &= \frac{\partial \psi}{\partial z} \frac{\partial z}{\partial z_I} + \frac{\partial \psi}{\partial z^*} \frac{\partial z^*}{\partial z_I} = i \left( \frac{\partial \psi}{\partial z} \frac{\partial z}{\partial z^*} \right),
\end{align*}\]

i.e. \( \frac{\partial z_R}{\partial z} = \frac{\partial z}{\partial z} + \frac{\partial z^*}{\partial z} \) and \( \frac{\partial z_I}{\partial z} = -i (\frac{\partial z}{\partial z} - \frac{\partial z^*}{\partial z}) \). Conversely, \( \frac{\partial z}{\partial z_R} = \frac{1}{2} (\frac{\partial z}{\partial z_R} - i \frac{\partial z_I}{\partial z_R}) \) and \( \frac{\partial z}{\partial z_I} = \frac{1}{2} (\frac{\partial z}{\partial z_R} + i \frac{\partial z_I}{\partial z_R}) \), which means

\[
\begin{align*}
\frac{\partial \psi}{\partial z_R} &= \frac{1}{2} \left( \frac{\partial \psi}{\partial z} - \frac{\partial \psi}{\partial z^*} \right) \\
\frac{\partial \psi}{\partial z_I} &= \frac{1}{2} \left( \frac{\partial \psi}{\partial z} + \frac{\partial \psi}{\partial z^*} \right)
\end{align*}
\]

In the subsection that follows, we will write \( V \) and \( W \) even for larger collections of parameters, with the understanding that \( V \) and \( W \) will be block-diagonal with \( 2 \times 2 \) blocks for complex parameters and if a parameter is real its block will be \( 1 \times 1 \) with value 1.

B. The FS metric with respect to parameters of any type

In this section, we will derive an expression of the hermitian FS metric \( f \) for parameters of any type.

Instead of writing the FS metric tensor using the real part function (which is not holomorphic), we write it using the fact that the FS metric is the symmetric part of the Geometric tensor \( G_{ij} \):

\[
g = \frac{G + G^T}{2},
\]

where

\[
G = \left\langle \frac{\partial \psi}{\partial \theta_i}, \frac{\partial \psi}{\partial \theta_j} \right\rangle - \left\langle \frac{\partial \psi}{\partial \theta_i}, \psi \right\rangle \left\langle \psi, \frac{\partial \psi}{\partial \theta_j} \right\rangle.
\]

Using such linear relation between \( g \) and \( G \), we can write the FS metric with respect to a mixture of real and complex parameters. Define \( \xi \) as our parameter vector, containing real parameters and complex parameters with the provision that for each complex parameter we also include its complex conjugate. In this way, the all-real Natural Gradient update rule

\[
\theta \leftarrow \theta - g^{-1} \frac{\partial L}{\partial \theta}
\]

turns into the more general update rule

\[
\xi \leftarrow \xi - f^{-1} \frac{\partial L}{\partial \xi^*},
\]

which works for any type of parameter, real or complex.

Note that the gradient in the update rule for a complex parameter \( \xi_i \) is written with respect to the conjugate of the parameter \( \xi_i \). Such update obviously falls back to the usual one in case \( \xi_i \) is real.

We derive the FS metric \( f \) in two steps. First, we write

\[
\frac{\partial L}{\partial \theta} = V^{-1} \frac{\partial L}{\partial \xi^*} = W^\dagger \frac{\partial L}{\partial \xi^*},
\]

where we used the functional relation \( V^{-1} = W^T \). Second, we transform the basis from \( \theta \) to \( \xi \) in Eq. \[41\] using Eq. \[33\] to obtain the gradient updates for \( \xi \):

\[
\xi \leftarrow \xi - f W g^{-1} W^\dagger \frac{\partial L}{\partial \xi^*}.
\]

In the section that follows, we will find \( f \) for parameters of any type.
Eq. [40] into Eq. [47]

\[ f_{mn} = \frac{1}{2} \left( V_{mi} \frac{\partial \psi}{\partial \theta_j} V_{nj} \frac{\partial \psi}{\partial \psi} - \frac{1}{2} \left( V_{mi} \frac{\partial \psi}{\partial \theta_j} + V_{nj} \frac{\partial \psi}{\partial \theta_j} \right) \right) \left( \psi, V_{nj} \frac{\partial \psi}{\partial \theta_j} \right) + \frac{1}{2} \left( V_{mi} \frac{\partial \psi}{\partial \theta_j} + V_{nj} \frac{\partial \psi}{\partial \theta_j} \right) \left( \psi, V_{mj} \frac{\partial \psi}{\partial \theta_j} \right) \]

\[ = \frac{1}{2} \left( \frac{\partial \psi}{\partial \xi_n}, \frac{\partial \psi}{\partial \xi_n} \right) - \frac{1}{2} \left( \frac{\partial \psi}{\partial \xi_m}, \frac{\partial \psi}{\partial \xi_n} \right) + \frac{1}{2} \left( \frac{\partial \psi}{\partial \xi_n}, \frac{\partial \psi}{\partial \xi_n} \right) \right) = \frac{1}{2} \left( \frac{\partial \psi}{\partial \xi_n}, \frac{\partial \psi}{\partial \xi_n} \right) + \frac{1}{2} \left( \frac{\partial \psi}{\partial \xi_n}, \frac{\partial \psi}{\partial \xi_n} \right). \] (48)

Note that for real parameters, the expression for \( f \) in Eq. (49) falls back to the usual FS metric in [26]. Also note that the tensor \( f \) is hermitian rather than symmetric (i.e. \( f^T = f^* \)), which is to be expected, as the metric tensor of a complex manifold is hermitian.

IV. APPLICATION TO QUANTUM STATE PREPARATION

We implemented the Natural Gradient descent algorithm in our differentiable simulator of quantum optical circuits poenta [19,20], and used it to train a single-mode quantum circuit for generating a single-photon state and a Hex-GKP state.

Our circuit architecture is made of \( N \) layers, each implementing a generic Gaussian transformation \( G \) followed by a non-Gaussian transformation \( K \):

\[ U = K_N G_N K_{N-1} G_{N-1} \ldots K_1 G_1 \] (50)

In particular, a single-mode generic Gaussian transformation can be parametrized as \( G(\gamma, \phi, \zeta) = D(\gamma) R(\phi) S(\zeta), \) i.e. as a squeezing gate \( S(\zeta) = e^{\frac{\zeta}{2} a^2 - \frac{\zeta}{2} a^2} \) followed by a phase rotation gate \( R(\phi) = e^{i\phi a^\dagger a} \) and a displacement gate \( D(\gamma) = e^{i\gamma a^\dagger a} \), where \( a^\dagger \) and \( a \) denote the annihilation operator and creation operator. Such parametrization can be generalized to generic multi-mode Gaussian gates by employing beam-splitter gates as elements that couple pairs of modes (more details in Ref. [19]). The non-Gaussian transformation is a Kerr interaction \( K(\kappa) = e^{i\kappa(a^\dagger a)^2} \). Note that \( \zeta \) and \( \gamma \) are complex parameters, while \( \phi \) and \( \kappa \) are real. Our circuit therefore is parametrized by a mix of real and complex parameters.

We set up a state preparation task where we initialize the circuit parameters randomly and we evaluate the output of the circuit via the fidelity to a target state. The task is then expressed as a minimization of a loss function:

\[ \min_{\xi} L(\xi) \] (51)

where \( L(\xi) = 1 - |\langle \psi_{\text{target}} | U_\xi | 0 \rangle|^2 \) and where \( \xi \) represents the entire collection of real and complex parameters of the circuit.

There are two ways to compute the Natural Gradient: the first is with respect to all the parameters in the entire circuit at once, the second is with respect to the parameters of the layer being updated. In the first case we compute the gradient of the loss function with respect to the entire collection of parameters of the circuit, then we compute the full Hermitian metric tensor, we invert it and finally we apply it to the full gradient vector before performing a single gradient descent step. This can be very costly if the number of layers is large, as the effective number of parameters (i.e. counting double for complex ones) in each \( N \)-mode layer is \( n = 2N^2 + 4N \), and the metric tensor is \( n \times n \). This gives an estimate on the cost of matrix inversion as \( O(n^3) = O(N^6) \). In the second case, we compute the Hermitian metric in block-diagonal form, where we only include in each block the parameters that belong to the same layer. This technique has been studied in [15], where it was shown that using the block-diagonal metric is in practice just as good as using the full metric while sparing a significant amount of computation. Finally, we note that before the (pseudo)inversion step we add a constant regularization term, as we observed that the metric is often singular [8]:

\[ \tilde{f}^+ = (f + \lambda I^+) \] (52)

where we set an empirical value of \( \lambda \approx 0.1 \) after assessing the results of numerical experiments. As mentioned in Sec. II A the singularities in the metric correspond to points in parameter space where at least one of the parameters cannot influence the quantum state (as an intuitive analogy, compare a qubit in the state \( |0 \rangle \) (on the north pole) with a qubit in the state \( |+ \rangle = (|0 \rangle + |1 \rangle)/\sqrt{2} \) (on the equator): the \( |+ \rangle \) state is going to be very sensitive to a rotation around the \( z \) axis, but the \( |0 \rangle \) state is completely insensitive to it).

In the following experiments we compare SGD, Adam and NGD using the optimal learning rate for each (see appendix for more details on choosing the optimal learning rate).

A. Single-photon source

The first target that we choose is a single-photon state \( |\psi_{\text{target}} \rangle = |1 \rangle \). We employ an 8-layer circuit with a total of \( 8 \times 6 = 48 \) parameters and a Fock-space cutoff of 100. We report the results of the optimization in Fig. 1 where one should notice that even for a simple task such as generating a single-photon, the NGD converges significantly faster than Adam.

B. Hex-GKP source

The second target that we picked is the Hex-GKP state as defined in [2] with \( d = 2, \mu = 1, \delta = 0.3 \). We use a 25-layer circuit with a total of 150 parameters and a Fock-space cutoff of 50. The results are shown in Fig. 2.
FIG. 1. Learning a single-photon preparation circuit (8 layers, cutoff dimension of 100). The Natural Gradient converges faster than Adam and SGD, all the while following a smooth decay of the cost function. As this is a single-mode block-diagonal implementation, the dimension of the blocks is at most $6 \times 6$, which is so fast to compute that the NG steps have the same runtime as those of Adam and SGD.

This is a much harder task than the previous one and the cost landscape is much more rugged, as it can be seen from the behaviour of the vanilla GD curve. Adam also seems to suffer from the rugged landscape albeit by a much smaller extent. In contrast, the NGD curve is smoother even at a learning rate of 0.02, which allows it to converge very quickly to a high fidelity output.

V. CONCLUSIONS

In this work we have derived a complex version of the Fubini-Study metric. The resulting Hermitian metric tensor allows us to perform Natural Gradient optimization in a manifold of complex parameters.

We applied this technique to the optimization of quantum optical circuits, showing that it outperforms vanilla gradient descent and Adam, by reaching the minimum of the cost function in fewer steps and in a smoother fashion.

In particular, using NGD we optimized a circuit that produces single photons and a circuit that produces Hex-GKP states in fewer update steps than with other optimization methods, thanks to the fact that inverting the local metric allows us to take steps in a better direction, which in turn allows us to increase the learning rate and therefore take larger steps in the parameter space. Despite taking such large steps, the decay of the cost function is smooth, which indicates that the parameter space itself seen through the inverted metric is itself smoother.

In a future work we will look at pairing the NG with other gradient descent techniques, in particular geodesic optimizations in Riemannian and Hermitian manifolds.
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Appendix A: Optimal learning rate

In order to compare the gradient descent algorithms fairly, we cannot use the same learning rate, as it means different things for different algorithms. Moreover, in Adam the learning rate evolves over time.

To determine the best learning rate for each algorithm, we search for it by trial and error as the one that allows the optimizer to reach the lowest value of the cost function quickly and without incurring in excessive oscillations or without blowing up if we let it run. We run tests separately with the three different algorithms (vanilla GD / SGD, NGD, and Adam) to train the single-mode quantum circuit for generating a single-photon state and a Hex-GKP state.

For each algorithm, we use 20 random seeds to generate the initial parameters in the circuit and test for a range of learning rates from 0.0001 to 0.5. We present in Fig. 3 and 4 a few typical curves around the optimal learning rate to show how we choose it for each of them.
Searching the optimal learning rate for vanilla GD

(a) single-photon circuit: Optimal learning rate for vanilla GD is 0.02

(b) single-photon circuit: Optimal learning rate for NGD is 0.02

(c) single-photon circuit: Optimal learning rate for Adam is 0.01

FIG. 3. Single-photon preparation circuit. We look for the learning rate that allows the optimizer to reach the lowest value of the cost function quickly and without incurring in excessive oscillations or without blowing up if we let it run.

Searching the optimal learning rate for NGD

(a) Hex-GKP circuit: Optimal learning rate for vanilla GD is 0.001

(b) Hex-GKP circuit: Optimal learning rate for NGD is 0.02

(c) Hex-GKP circuit: Optimal learning rate for Adam is 0.001

FIG. 4. Hex-GKP preparation circuit. We look for the learning rate that allows the optimizer to reach the lowest value of the cost function quickly and without incurring in excessive oscillations or without blowing up if we let it run.