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Geometric Control of Frequency Modulation of cAMP Oscillations due to Calcium in Dendritic Spines

Donya Ohadi1 and Padmini Rangamani1,*
1Department of Mechanical and Aerospace Engineering, University of California, San Diego, La Jolla, California

ABSTRACT The spatiotemporal regulation of cyclic adenosine monophosphate (cAMP) and its dynamic interactions with other second messengers such as calcium are critical features of signaling specificity required for neuronal development and connectivity. cAMP is known to contribute to long-term potentiation and memory formation by controlling the formation and regulation of dendritic spines. Despite the recent advances in biosensing techniques for monitoring spatiotemporal cAMP dynamics, the underlying molecular mechanisms that attribute to the subcellular modulation of cAMP remain unknown. In this work, we model the spatiotemporal dynamics of calcium-induced cAMP signaling pathway in dendritic spines. Using a three-dimensional reaction-diffusion model, we investigate the effect of different spatial characteristics of cAMP dynamics that may be responsible for subcellular regulation of cAMP concentrations. Our model predicts that the volume/surface ratio of the spine, regulated through the spine head size, spine neck size, and the presence of physical barriers (spine apparatus), is an important regulator of cAMP dynamics. Furthermore, localization of the enzymes responsible for the synthesis and degradation of cAMP in different compartments also modulates the oscillatory patterns of cAMP through exponential relationships. Our findings shed light on the significance of complex geometric and localization relationships for cAMP dynamics in dendritic spines.

INTRODUCTION

Dendritic spines, small bulbous protrusions from the dendrites of neurons, are the main excitatory synaptic sites that compartmentalize postsynaptic responses. Spine dynamics are intimately associated with long-term potentiation (LTP), long-term depression, and synaptic plasticity (1,2). The influx of calcium due to neurotransmitter release and the associated gating of ion channels is universally accepted as the first step toward these processes (3,4). However, spines are more than hotbeds of electrical activity; recent studies have shown that dendritic spines are subcompartments of signaling and biochemical activity downstream of calcium influx (5,6), and there is a tight coupling between electrical and chemical activity in spines (7). In particular, the connection between calcium dynamics and cyclic adenosine monophosphate (cAMP)/protein kinase A (PKA) activation is one of the key elements for connecting the short-timescale events associated with calcium influx to the longer timescale of structural plasticity (8–10). In response to calcium influx, cAMP transients have been reported in neurons (11), and cAMP/PKA dynamics are tightly coupled to that of calcium (12–14). In a companion study, we developed a computational model for calcium-induced cAMP/PKA activity in neurons (15) and predicted that the cAMP/PKA pathway acts as a leaky integrator of calcium signals. We also experimentally showed that calcium spontaneously oscillates in dendritic spines of hippocampal subregional volumes, Cornu Ammonis 1 (CA1) neurons (15).

SIGNIFICANCE

Dendritic spines are small signaling subcompartments along dendrites in neurons. They are the primary sites of postsynaptic activity. Here, we investigate how spine size and spatial organization of enzymes can change the dynamics of cyclic adenosine monophosphate, a second messenger interacting with calcium. The findings from our study have implications for structural plasticity, learning, and memory formation.
One of the interesting features of cAMP signaling is its spatial localization. It is well documented that the spatial localization of cAMP-regulating molecules and spatial aspects of signaling can govern its dynamics (16–18). Ca²⁺/calmodulin-stimulated adenyl cyclase 1 (AC1), an enzyme that catalyzes the synthesis of cAMP from ATP, is highly expressed in the postsynaptic density (PSD) and extrasynaptic regions (19,20), and its activity is required for both pre- and postsynaptic LTP (21,22). Adenylyl cyclases (ACs) can also be colocalized with other components of the pathway and synthesize cAMP locally (12,23–26). Phosphodiesterases (PDEs), which catalyze the hydrolysis of cAMP to AMP, are another group of enzymes that are believed to be responsible for cAMP subcellular compartmentalization. They act as sinks and diffusion barriers that enable the formation of cAMP microdomains (27–29). A-kinase anchoring proteins (AKAPs) are capable of directly and/or indirectly interacting with proteins that either regulate the cellular content of cAMP, such as ACs and PDEs, or are regulated by cAMP such as PKA (30). All of the different AC isoforms bind some selection of AKAPs, allowing colocalization of the source and the target of cAMP (31). PDE4 isoforms can also form a complex with PKA and AKAPs and generate negative feedback for cAMP (32–34). Experimental observations demonstrate the localization of these key proteins in dendritic spines of neurons. Paspalas et al. (35) have shown the localization of PDE4 in the spine neck and spine head, Di Biase et al. (36) have shown the localization of AKAP 79/150 in spine heads, and Sanderson et al. (37) have shown the colocalization of PKA and AKAP 79/150 in dendritic spines (Fig. 1 A). These data suggest that localization of different cAMP-regulating proteins is an important aspect of signaling in dendritic spines.

Another key factor that regulates LTP is the geometry of dendritic spines (38–40). Spine morphology can affect synaptic potential integration in dendrites (41), and their variety of shapes and sizes provide high functional diversity (42). The head shape, neck length, and neck diameter in spines can change during the synaptic plasticity (43); changes in spine morphology and spine density are associated with learning and memory (43). Because spatial organization and cAMP signaling are tightly coupled, many computational models have been developed to explain cAMP compartmentation mechanisms. The most studied effects on cAMP compartmentalization are localized cAMP synthesis (44,45), localized cAMP degradation (27,46–48), cell shape (49,50), restricted diffusion (46,48,51), and cAMP buffering (46,51). Iancu et al. (44) have developed a model that shows that in comparison to bulk cytosolic cAMP concentration, cAMP concentration in submembrane domains provides better regulation of PKA in cardiac ventricular myocytes. On the other hand, Chen et al. (47) have mathematically shown that phosphodiesterases need to be localized in the vicinity of the cAMP sources to ensure tight control of the spatial regulation of the cAMP. Furthermore, using analytical and numerical techniques, studies have shown that cAMP microdomains in hippocampal neurons can form for small width of the dendrite/soma radius ratio (50), and surface/volume ratio effect can change the dynamics of cAMP microdomains substantially (49). However, to date, how the spatial organization of the key signaling molecules in dendritic spines along with spine geometry, may affect the temporal behavior of calcium-induced cAMP oscillations, particularly the frequency response, has not been investigated.

These observations led us to the following questions: can geometric and spatial features of spines regulate the periodically forced cAMP/PKA oscillations due to oscillating calcium dynamics? If so, how? To answer these questions, we developed a three-dimensional (3D) reaction-diffusion model of calcium-induced cAMP/PKA dynamics in dendritic spines and focused on how two critical spatial aspects—spine geometry and enzyme localization—change cAMP/PKA dynamics. We studied the effect of features that regulate volume/surface ratio and spine head size and neck size along with the presence or absence of the spine apparatus as a physical barrier for molecular diffusion. Because we know that many of these enzymes are not uniformly distributed, we also investigated the role of localization of AC1 and PDE4 based on experimental observations of (Fig. 1 A; (19,35)). Our results show that spatial localization of enzymes on the spine membrane and in the cytoplasm can alter the temporal response of cAMP to induced calcium transients. Thus, in addition to kinetic properties as shown previously (15), we predict that the spatial organization of molecules in the dendritic spine can affect how cAMP/PKA dynamics respond to calcium input.

**MODEL DEVELOPMENT**

**Model assumptions**

To simulate the spatiotemporal dynamics of cAMP dendritic spines, we developed a reaction-diffusion model that accounts for the different biochemical species (see Tables S1 and S2 for the list of reactions and the list of parameters) and their localization on the plasma membrane or in the cytosol and boundary fluxes (Fig. 1). We briefly discuss the assumptions made in developing this model and outline the key equations below.

**Timescales**

We focus on cAMP/PKA dynamics at timescales of tens of minutes. Calcium dynamics are modeled as sinusoidal oscillations with exponential decays based on the experimental observations on the second and minute timescales. The second-scale oscillations (0.5 Hz) were set up based on experimental observations in our companion study (15), and minute-scale oscillations (0.003 Hz) were inspired by Gorbunova and Spitzer’s (11) observations.
**Spine head**

Spine volumes range from 0.003 to 0.55 μm³, spine neck diameters are within a range of 0.04 to 0.5 μm, and the total length of spines are between 0.2 and 2 μm (52) in the hippocampal CA1 region. Based on the head and neck shape, spines are classified as stubby, thin (<0.6 μm in diameter), and mushroom spines (>0.6 μm in diameter) (52). Here, we study two spherical heads with two different spine head volumes (0.065 and 0.268 μm³), which are within the range of experimentally measured spine head volumes (Fig. 1 C).

**Spine neck**

The spine neck is modeled as a cylinder with a diameter of 0.1, 0.2, and 0.4 μm and a length of 1.32, 0.66, and 0.33 μm representing a thin, an average, and a thick neck, respectively. Thin spines are known as small head spines with a thin and long neck. Mushroom spines are spines with a large mushroom-shaped head with a thick and short neck. The geometric specifications of the studied spine geometries are shown in Table 1 and in Fig. 1 C.

**Postsynaptic density**

The PSD area in hippocampal CA1 region ranges from 0.008 to 0.54 μm² (52). We chose the size of the PSD based on the correlation between the head volume and PSD area reported by Allerano et al. (53) to localize cAMP synthesis on the spine head surface. Calcium enters the spine through N-methyl-D-aspartate glutamate receptors (NMDAR) influx. Postsynaptic calcium is released by presynaptic glutamate binding to NMDAR and removal of Mg²⁺ block as a result of postsynaptic


**TABLE 1 Geometric Specifications of the Different Spines Considered in This Study**

| Spine Name        | Head Diameter (μm) | Neck Diameter (μm) | Neck Length (μm) | Spine Surface (μm²) | Spine Volume (μm³) | Volume/Surface (μm) |
|-------------------|-------------------|-------------------|-----------------|---------------------|-------------------|---------------------|
| 1a: Spines with Different Head Sizes            |                   |                   |                 |                     |                   |                     |
| Control           | 0.5               | 0.2               | 0.66            | 1.174              | 0.086             | 0.073              |
| L.Avg Avg         | 0.8               | 0.2               | 0.66            | 2.400              | 0.288             | 0.120              |
| 1b: Spines with Different Neck Sizes            |                   |                   |                 |                     |                   |                     |
| S.Tn.Ln           | 0.5               | 0.1               | 1.32            | 1.194              | 0.076             | 0.064              |
| S.Tn.Avg          | 0.5               | 0.1               | 0.66            | 0.986              | 0.070             | 0.071              |
| Control           | 0.5               | 0.2               | 0.66            | 1.174              | 0.086             | 0.073              |
| L.Avg Avg         | 0.8               | 0.2               | 0.66            | 2.400              | 0.288             | 0.120              |
| L.Tc.Avg          | 0.8               | 0.4               | 0.66            | 2.732              | 0.347             | 0.127              |
| L.Tc.Sh           | 0.8               | 0.4               | 0.33            | 2.317              | 0.305             | 0.132              |

| 1c: Spines with or without Spine Apparatus       |                   |                   |                 |                     |                   |                     |
| L.Avg Avg       | 0.8               | 0.2               | 0.66            | 2.400              | 0.288             | 0.120              |
| L.Avg Avg Sa     | 0.8               | 0.2               | 0.66            | 2.400              | 0.244             | 0.102              |
| **1d: Spine Apparatus Geometry**                |                   |                   |                 |                     |                   |                     |
| spheroid         | a = 0.225         | 0.05              | 0.823           | 0.044              | 0.719             |                     |
|                  | b = 0.225         |                   |                 |                     |                   |                     |
|                  | c = 0.200         |                   |                 |                     |                   |                     |

*The first letter in the spine name represents the size of the spine head (S: small; L: large). The second part of the spine name represents its neck diameter (Tn: thin; Avg: average; Tc: thick). The third part of the spine name represents its neck length (L: long; Avg: average; Sh: short). The fourth part of the spine name represents the spine apparatus (Sa: with spine apparatus). Spine names without the fourth part do not have a spine apparatus.

Depolarization (54). The input calcium function (see Fig. S1 and corresponding details in Supporting Materials and Methods) enters the spine head from the PSD area (Fig. 1 A). The resting cytosolic calcium is 0.1 μM, and it can rise up to 1 μM (55). Calcium oscillations for the model have been designed based on the concentration range and timescale of calcium oscillations in neurons (11,15).

**Spine apparatus**

To investigate the effect of physical barriers such as spine apparatus, we modeled large spines with spine apparatus. The size of the spine apparatus is a spheroid head with \(a = 0.225\), \(b = 0.225\), \(c = 0.200\) μm and a cylindrical neck with \(D = 0.05\) μm and \(L = 0.823\) μm \((V_{SA} = 0.044\) μm³) (Table 1). The size of the spine apparatus is taken from image constructions of the spines by Wu et al. (56) (Table 1). In this model, the membrane of the spine apparatus acts as a reflective barrier for cAMP/PKA without any sink or source terms.

**Plasma membrane fluxes**

In our model, AC1, AC1 • Ca₂⁺ • CaM, and AC1 • Ca₄ • CaM are localized on the plasma membrane, whereas all other species are in the spine volume. We do not explicitly include the various calcium channels and pumps on the PSD but rather prescribe the calcium profile in the spine.

**Ca²⁺ buffers**

We include two types of calcium buffers in this model: mobile buffers and immobile buffers (57). In the spines of hippocampal neurons, calbindin is known as the major mobile buffer (58). The reported concentration of calbindin in the CA1 region of pyramidal neurons is 45 μM (59) with a diffusion constant of 9.3 μm²/s (60) and \(K_D = 0.7\) μM (\(k_f = 28\) μM/s, \(k_b = 19.6\) 1/s) (60). A single immobile buffer has also been considered in this model at a concentration of 78.7 μM (58), with a diffusion constant of zero and \(K_D = 2.1\) μM (\(k_f = 247\) μM/s, \(k_b = 524\) 1/s) (58). We used the reactions from (58,60) to simulate the action of calcium buffers, and they are reproduced in Table S1.

**Deterministic approach**

We assume that all molecules in the model have large molecular concentration and model the reaction-diffusion equations using deterministic approaches.

Based on these assumptions, we constructed a 3D spatial model of calcium-induced cAMP/PKA pathway in dendritic spines. Our control geometry is a small-sized spine with an average neck and a total volume of ~0.086 μm³ without a spine apparatus. Although all the simulations are conducted in 3D (Fig. 1 C), results from the simulations are shown for a two-dimensional cross-section for simplicity and ease of interpretation.
### Governing equations

The spatiotemporal dynamics of each species, \( c_i \), in the volume is given by a reaction-diffusion equation as follows:

\[
\frac{\partial c_i}{\partial t} = D_i \nabla^2 c_i + R_i,
\]

where \( c_i, i \in \{1, 2, \ldots, 21\} \), represents the concentration of the \( i^{th} \) species as a function of time and space, \( D_i \) is the diffusion coefficient, \( \nabla^2 \) represents the Laplacian operator in 3D, and \( R_i \) is the net reaction flux for the \( i^{th} \) species. The diffusion coefficients of different species and the initial concentration of the different species are shown in Table S3. For membrane-bound species, the volume concentrations are converted to surface concentrations by multiplying them by the volume/surface ratio.

### Boundary condition at the Plasma Membrane (PM)

Flux boundary conditions that balance diffusive flux with reaction rate are used to represent reactions that take place at the plasma membrane between molecules on the membrane and in the volume. There are four species for which these boundary conditions apply. Specifically, in this case, \( \text{Ca}^{2+} \) and \( \text{CaM} \) binding with AC1 and the enzymatic conversion of ATP to cAMP due to the action of PM-bound AC1 becomes a time-dependent flux boundary condition for both cAMP and ATP, which can be written as follows:

\[
-D_{\text{Ca}^{2+}} \cdot \text{CaM} (\mathbf{n} \cdot \nabla \text{Ca}^{2+} \cdot \text{CaM}) \big|_{\text{PM}} = -R_3,  \\
-D_{\text{Ca}^{2+}} (\mathbf{n} \cdot \nabla \text{Ca}^{2+}) \big|_{\text{PM}} = -2R_4,  \\
-D_{\text{AMP}} (\mathbf{n} \cdot \nabla \text{cAMP}) \big|_{\text{PM}} = R_9,  \\
-D_{\text{ATP}} (\mathbf{n} \cdot \nabla \text{ATP}) \big|_{\text{PM}} = -R_9.
\]

Here, \( \mathbf{n} \) represents the normal to the surface. These time-dependent fluxes in the boundary conditions closely couple the temporal responses encoded in the reaction terms, and the curvature response encoded in the normal vector in the diffusive flux term (61).

### Boundary condition at the spine apparatus membrane

We assume that the spine apparatus is purely a diffusive barrier and does not play an active role in modulating any of the biochemical dynamics. Therefore, for all the species, the boundary condition at the spine apparatus, SA, is a Neumann boundary condition, given as follows:

\[
-D(\mathbf{n} \cdot \nabla c_i) \big|_{\text{SA}} = 0.
\]

### Geometries used in the model

We modeled the dendritic spines using simplified geometries of spheres. Dendritic spines consist of a spine head attached to a neck, with a similarly structured spine apparatus within the spine (Fig. 1 C). The different geometries used in the model are shown in Tables 1 and 2.

### Numerical methods

Simulations were conducted using the commercially available finite-element software COMSOL Multiphysics 5.3 (62). To solve our system of partial differential equations, we used time-dependent general partial differential equations and general boundary partial differential equations modules (62). Starting with a coarse and unstructured mesh, we decreased the mesh size until we obtained the same results when using the maximum mesh size. COMSOL was allowed to optimize the element sizes through the “physics-controlled mesh” option. The linear system was solved directly by using the MUMPS solver. Newton’s method (nonlinear method) was used to linearize the system. Time integration was performed using a

---

**TABLE 2 Parameters for Fractional Area Localization of AC1**

|                       | Head Size (\( \mu \text{m} \)) | Neck Diameter (\( \mu \text{m} \)) | Neck Length (\( \mu \text{m} \)) | Spine Surface (\( \mu \text{m}^2 \)) | Localization Surface (\( \mu \text{m}^2 \)) | Fractional Surface |
|-----------------------|---------------------------------|-------------------------------------|----------------------------------|--------------------------------------|---------------------------------|-------------------|
| **2a: Spine with Localized AC1** |                                |                                     |                                  |                                       |                                 |                   |
| L.Avg.Avg             | 0.8                             | 0.2                                 | 0.66                             | 2.400                                | 0.268                           | 0.112             |
|                       | Head Diameter (\( \mu \text{m} \)) | Neck Diameter (\( \mu \text{m} \)) | Neck Length (\( \mu \text{m} \)) | Spine Volume (\( \mu \text{m}^3 \)) | Localization Volume (\( \mu \text{m}^3 \)) | Fractional Volume |
| **2b: Spine with Localized PDE4** |                                |                                     |                                  |                                       |                                 |                   |
| L.Avg.Avg             | 0.8                             | 0.2                                 | 0.66                             | 0.288                                | 0.011                           | 0.038             |
|                       | Head Diameter (\( \mu \text{m} \)) | Neck Diameter (\( \mu \text{m} \)) | Neck Length (\( \mu \text{m} \)) | Spine Surface (\( \mu \text{m}^2 \)) | Localization Surface (\( \mu \text{m}^2 \)) | Fractional Surface |
| **2c: Spines with Different AC1 Localization Surface** |                                |                                     |                                  |                                       |                                 |                   |
| L.Avg.Avg             | 0.8                             | 0.2                                 | 0.66                             | 2.400                                | 0.134                           | 0.056             |
| L.Avg.Avg             | 0.8                             | 0.2                                 | 0.66                             | 2.400                                | 0.268                           | 0.112             |
| L.Avg.Avg             | 0.8                             | 0.2                                 | 0.66                             | 2.400                                | 0.540                           | 0.225             |
| L.Avg.Avg             | 0.8                             | 0.2                                 | 0.66                             | 2.400                                | 1.005                           | 0.419             |

Avg, average; L, long.
backward differentiation formula with both adaptive order and adaptive step sizes. The mesh statistics are shown in Table 3. The link to the model is available on https://github.com/donya26/cAMP-PKA-spatial.

### Metrics for cAMP/PKA dynamics

To compare cAMP concentration across different spine geometries shown in Table 1, we normalized the cAMP concentrations in each case with respect to the cAMP concentration in the control spine to compare across different geometries. We multiplied cAMP concentration by \((S/SCtrl)/(V/VCtrl)\), in which \(SCtrl\) and \(VCtrl\) are total surface area and total volume of the control geometry, and \(S\) and \(V\) are the total surface area and the total volume of the geometry under consideration. In addition to studying the spatiotemporal dynamics of cAMP in spines of different geometries, we also compare the peak time for each period, the peak concentration, and the area under the curve (AUC) for each period. These metrics allow us to compare the oscillatory behaviors of cAMP in dendritic spines (63,64).

### RESULTS

**Spatiotemporal dynamics of cAMP/PKA in dendritic spines**

We studied the spatiotemporal dynamics of cAMP and PKA in response to \(Ca^{2+}\) influx in a dendritic spine. The \(Ca^{2+}\) input, effective \(Ca^{2+}\) after the action of buffers, and the resulting CAMP dynamics in the control spine are shown in Fig. 2. The calcium stimulation patterns are based on a sinusoidal function with 0.5-Hz pulses and 5-min separation between bursts and an exponential decay along each burst (15). In-phase oscillations of calcium and cAMP have been reported in neurons (11) and other cell types (32), and the oscillation timescales are based on the suggested oscillation period for cAMP and \(Ca^{2+}\) in the literature (11,65). \(Ca^{2+}\) buffers limit \(Ca^{2+}\) availability; however, they do not change the oscillation patterns of \(Ca^{2+}\) (Fig. 2 A) or cAMP (Fig. S2). Both mobile and immobile buffers oscillate in sync with \(Ca^{2+}\) (Fig. 2 B). Activation of G-protein subtype (G_s) does not show oscillations because it is not activated by \(Ca^{2+}\) (Fig. 2 C). AC1 is stimulated by \(G_s\)-coupled receptors when it is activated by intracellular

---

**TABLE 3** Mesh Statistics for the Control Spine (Spherical Spine with Small Head and Average Neck)

| Element Type | Number of Elements | Min Element Quality | Avg Element Quality | Element Volume Ratio | Mesh Volume (m^3) |
|--------------|--------------------|---------------------|---------------------|----------------------|------------------|
| Tetrahedron  | 6006               | 0.2229              | 0.6423              | 4.921E⁻⁴             | 8.32E⁻²          |
| Triangle     | Number of Elements | Min Element Quality | Avg Element Quality | Element Area Ratio   | Mesh Face Area (m²) |
|              | 1638               | 0.3982              | 0.8263              | 0.004638             | 1.177E⁻¹          |
| Edge element | Number of Elements | Element Length Ratio| Mesh Edge Length (m) |                      |                  |
|              | 278                | 0.1238              | 9.944E⁻⁶            |                      |                  |
| Vertex element | Number of Elements |                      |                    |                      |                  |
|              | 31                 |                      |                    |                      |                  |

Avg, average; Min, minimal.
Ca\(^{2+}\) (66). Therefore, AC1 that has been activated by Ca\(^{2+}\)/calmodulin complex (AC1 \(\cdot\) CaM) binds to G\(_s\)GTP and forms AC1 \(\cdot\) G\(_s\)GTP that oscillates with Ca\(^{2+}\) (Fig. 2 C). Both AC1 and PDE1 enzymes that are activated by Ca\(^{2+}\)/calmodulin complex oscillate with Ca\(^{2+}\); however, unlike AC1 \(\cdot\) CaM and PDE1 \(\cdot\) CaM, cAMP barely shows oscillations on the shorter timescale (seconds) and only oscillates with Ca\(^{2+}\) spikes every 5 min (Fig. 2 D). It should be pointed out that there is no discernible gradient of cAMP in these spines (Fig. 2 E).

### cAMP dynamics are affected by modulating spine volume/surface ratio

The volume/surface area ratio is an important characteristic of spine geometry and organization because it accounts for the effect of both volume and membrane reaction fluxes. Volume/surface ratio can be modified in multiple ways by changing the spine head size, spine neck size, and by the presence or absence of a spine apparatus. We investigated the effect of volume/surface ratio on cAMP dynamics in our model by systematically varying these geometric features (Table 1).

#### Effect of spine head size

To study the effect of the spine head size, we considered two spherical heads with different sizes \((D_1 = 0.5 \, \mu\text{m}, D_2 = 0.8 \, \mu\text{m})\), while maintaining the same neck diameter and neck length (Table 1) resulting in different volume/surface ratios. We observed that for the same calcium input, the head size plays a significant role in defining the oscillatory pattern of cAMP dynamics (Fig. 3 A). These temporal patterns map to the spatial patterns shown in Fig. 3 B. As the volume/surface area ratio of the spine decreases, cAMP concentration increases, as expected. A spine with a smaller head, which has lower volume/surface ratio shows not just a higher but also a broader range of concentrations from the peak to the base (from \(t = 11\) to 15 min). The cAMP concentration in all different cases in this study is normalized with respect to the control spine. No discernible difference was observed between cAMP concentrations at different points inside a given geometry. Furthermore, we noticed that the change in spine head size not just changed the concentration of cAMP but also altered the oscillatory dynamics as characterized by the peak time, AUC, and the peak amplitude (Fig. 3 C). Increasing the volume/surface ratio of the spine by modulating the spine head size results in lower peak amplitude of cAMP concentration, lower area under the curve, and a delay in the peak time. This is because the change in the volume/surface area ratio affects the time-dependent flux boundary conditions shown in Eq. 2.

#### Effect of spine neck size

Small, thin spines \((D < 0.6 \, \mu\text{m})\) are usually associated with a thin and long neck, and mushroom spines \((D > 0.6 \, \mu\text{m})\) usually have a thicker and shorter neck in comparison to thin spines (67). We investigated how changes to spine neck size, which affect the volume/surface ratio of spines affect cAMP dynamics (Fig. 4). We constructed geometries that reflect different combinations of spine head and neck sizes (Table 1). These neck sizes are in the range of experimentally measured spines for each of these two thin and mushroom categories (53,67). Decreasing the neck diameter from 0.2 to 0.1 \(\mu\text{m}\) and increasing the neck length from 0.66 to 1.32 \(\mu\text{m}\) increases the cAMP concentration (Fig. 4 A). In other words, by decreasing the volume/surface area ratio of the spines, the cAMP concentration increases (Fig. 4 B), and

![Figure 3](https://example.com/figure3.png)  
**FIGURE 3** The effect of the spine head size on the cAMP dynamics. (A) The effect of spine head size on the cAMP concentration profile. (B) Spatial maps of cAMP concentration profile in spines with different head sizes shown in (A) during one oscillation of cAMP show that decreasing the volume/surface area can increase the cAMP concentration substantially. (C) The effect of spine head size on the peak time (second peak shown in A), peak amplitude, and area under the curve (AUC) (during one oscillation period). The spine with a larger head shows a lower peak amplitude, a lower AUC, and a (16-s) delay in the peak time compared to that of the smaller spine, reflecting the coupling between boundary conditions due to membrane-bound species. To see this figure in color, go online.
the spine with small neck diameter and long neck length shows the highest peak amplitude, the highest area under the curve, and earliest peak time (Fig. 4 E). For mushroom-like spines, by increasing the neck length from 0.33 to 0.66 μm and decreasing the neck diameter from 0.4 to 0.2 μm, the cAMP concentration in spines with large heads increases (Fig. 4 C). Similar to small head spines, in spines with large heads, by decreasing the volume/surface ratio, cAMP concentration increases (Fig. 4 D), and the thinnest and the longest neck shows the highest peak amplitude and area under the curve with earliest peak time (Fig. 4 E).

**Effect of spine apparatus**

An additional geometric feature of dendritic spines is their internal organization; roughly more than 80% of the large mushroom spines in hippocampal CA1 dendrites of adult rats have a specialized endoplasmic reticulum called the spine apparatus (68). To understand the role of internal organelles such as spine apparatus that can act as a physical barrier, especially in spines with larger heads (D > 0.6 μm), we modeled the cAMP pathway in a spine with a large head (D = 0.8 μm) and a spine apparatus. The spine apparatus was modeled as a spheroid with a = 0.225, b = 0.225, c = 0.200 μm and a cylindrical neck with D = 0.05 μm and L = 0.823 μm (Table 1). Presence of the spine apparatus decreases the volume/surface ratio and thereby increases cAMP concentrations (Fig. 5, A and B). As a result, we predict that the presence of the spine apparatus as a physical barrier to diffusion decreases the volume/surface area and increases the peak amplitude and the area under the curve and expedites the peak time (Fig. 5 C).
cAMP dynamics are modulated by localized synthesis and degradation through enzyme localization

One of the key features of cAMP dynamics is the localization of the cyclase and PDEs (17,28,69). The coupling between enzyme localization and cAMP microdomains has been hinted at in the literature but has not been explicitly considered in our model so far. To investigate how localization of these molecules affects cAMP dynamics, we considered the following scenarios: localization of membrane-bound molecules (AC1 • Ca2 • CaM and AC1 • CaM) to the head surface, localization of PDE4 in the spine head, and localization of both AC1 and PDE4 (Fig. 6 A; Table 2). We set the size of the AC1 localization area to be 0.268 μm^2 based on the head volume/PSD area correlation reported by (53). Interestingly, we observed that by localizing AC1 on the head surface in a large head, the oscillation amplitude of cAMP increases by almost 10-fold (Fig. 6 B). Localization of PDE inside of the head volume, on the other hand, only has a negligible effect on cAMP concentration. However, localization of both

![Spatial Dynamics of cAMP in Spines](image)

**FIGURE 5** The effect of spine apparatus (SA) as a diffusion physical barrier on cAMP concentration in spines with large heads. (A) The effect of SA on cAMP concentration in large heads (D = 0.8 μm). (B) cAMP concentration maps of the spine with a large head with and without SA during one oscillation period. (C) The effect of SA on peak time, peak amplitude, and AUC. The spine with SA shows a higher peak amplitude and a higher AUC, and its peak time precedes the spine without the SA. To see this figure in color, go online.

**FIGURE 6** The effect of enzyme localization on cAMP dynamics in dendritic spines with a large head (D = 0.8 μm) and average neck size (D = 0.2 μm, L = 0.66 μm). (A) A schematic of AC1 localization on the spine head surface and PDE4 localization in the spine head volume in the large head. (B) The effect of AC1 and PDE4 localization in the large head on cAMP dynamics. (C) The effect of enzyme localization on the peak time, peak amplitude, and AUC for one oscillation period. AC1 localization increases the peak amplitude and AUC substantially and causes a delay in the peak time, whereas PDE4 localization shifts the peak time backward and expedites the peak time. (D) A comparison of spatial maps of AC1 localization and both AC1 and PDE4 localization in the large head. (E) The effect of PDE4 localization on spatial maps of cAMP in the large head. To see this figure in color, go online.
AC1 and PDE further increases the cAMP concentration relative to the nonlocalized case (Fig. 6 B). Fig. 6 C shows the cAMP concentration profile characteristics for nonlocalized, localized AC1, localized PDE4, and localized AC1 and PDE4. AC1 localization seems to increase the peak amplitude and the area under the curve substantially and cause a significant delay relative to the nonlocalized case (almost 40 s). The spatial maps of AC1 localization show a delay in the peak time occurrence (Fig. 6 D). However, PDE4 localization with much lower cAMP concentration does not show this delay (Fig. 6 E).

Because localization of AC1 seems to affect the temporal response of cAMP through membrane fluxes (boundary conditions), we next asked if the fractional area of localization could tune the temporal dynamics in a deterministic manner. To investigate how the area of AC1 localization on the spine head can shift the cAMP concentration peak time, peak amplitude, and area under the curve, we studied the AC1 localization effect in four different localization surface areas (Table 2). We found that decreasing the localization area size shifts the peak time further forward relative to the nonlocalized case and increases the peak amplitude and the area under the curve (Fig. 7 A). We observed that the shift in peak time, peak amplitude increase, and area under the curve increase showed an exponential relationship with the fractional area of localization (Fig. 7 B). These exponential relationships hint at well-defined size-shape relationships between spine size and function.

DISCUSSION

In neurons, cAMP oscillations are thought to have an important role in regulating the pulsatile release of hormones, such as gonadotropin-releasing hormone (70,71), and axon guidance (72,73). It is also well known that calcium spikes are necessary for changes in cAMP concentrations, but only certain bursts of calcium spikes increase cAMP levels in neurons (11). The dynamics of calcium-induced cAMP has been modeled by us and others (15,27,48,74) with a focus on identifying the mechanisms underlying interdependent oscillations. We showed that cAMP is primarily sensitive to the longer timescale effects of calcium rather than the shorter timescales (15). Here, we investigated how spatial features of dendritic spines such as spine size and ultrastructure and localization of enzymes can impact the dynamics of cAMP. We expected that spatial aspects of cAMP dynamics would simply reflect the temporal behavior of cAMP as observed in a well-mixed model (15). However, we found that geometric factors can have unexpected effects on the temporal dynamics of cAMP. Our findings and model predictions can be summarized as follows: first, spine volume/surface ratio, which can be modulated through spine head size, spine neck geometry, and by the presence or absence of the spine apparatus, affects the temporal dynamics of cAMP. Furthermore, we found that increasing volume/surface ratio increases the peak time, decreases...
the peak amplitude, and decreases the AUC of cAMP exponentially (Figs. 3, 4, and 5). Second, spatial localization of cAMP-producing enzymes (AC1) and cAMP-degrading enzymes (PDE1) also impacts the temporal response of cAMP in response to calcium oscillations (Fig. 6). The temporal dynamics of cAMP oscillations depend then not only on the calcium influx but also on the fractional area of localization of these enzymes (Fig. 7).

The first prediction is particularly relevant in the context of spine size and shape variation during development and disease (75–77). In the adult human hippocampus, almost 65% of spines are thin spines (small bulbous-shaped head with a diameter smaller than 0.6 μm), 25% are mushroom spines (mushroom-shaped head with a diameter larger than 0.6 μm), and the rest are stubby, multisynaptic, filopodial, or branched (67,78). Furthermore, spine geometry is thought to restrict the diffusion of both cytosolic and membrane-bound molecules (79). In general, a low volume/surface area ratio in different parts of a cell has been suggested to be responsible for generating cAMP gradients in finer structures (49,50,80,81). We have found that different ways of modulating the volume/surface area ratio alter cAMP response predictably and point to the role of both spine membrane surface area and spine volume. These geometric characteristics are important in considering how the complex geometry of a spine can affect the dynamics of these different molecules.

The second prediction on how protein localization can impact the temporal dynamics of cAMP is based on some classical partial differential equation analysis. Indeed, the representation of all the surface reactions on the boundaries of the geometry results in a system of partial differential equations spanning two compartments (the membrane and the cytosol) coupled with time-dependent Robin boundary conditions (82). Recently, in a theoretical study, we conducted extensive analyses for such equations and showed that indeed boundary conditions by themselves can alter the spatiotemporal profiles of second messengers (61). Here, we apply a similar mathematical construction, informed by experimental observations of protein localization, and show that localization of different molecules can alter the temporal response of cAMP oscillations. We found that localization of AC1 and PDE1 can substantially change the cAMP concentration level, oscillation amplitude, and peak time (Fig. 6), and these features depend on the fractional area of localization (Fig. 7). Other important factors responsible for compartmentalization of cAMP include colocalization of key components of the pathway by scaffold proteins, such as AKAP 79 (83,84). AKAPs are known to tether PKAs to specific sites to phosphorylate Glutamate Receptor 1 (GluR1) receptors or facilitate AC action specificity (45,85–87).

Our model predictions on geometric regulation of cAMP dynamics in dendritic spines have implications for spatial control of information processing in spines and size-function relationships in structural plasticity (88–90). We predict that frequency control of cAMP dynamics in response to calcium influx occurs not only through kinetic mechanisms (15) but also through spatial regulation of volume/surface area globally and locally. These results also point toward the need to study the role of local volume/surface ratios in realistic geometries such as those developed by Wu et al. (56). There may also be extensive spatial feedback mechanisms that can further affect the dynamics of calcium and cAMP in the long timescale. For example, it is well known that insertion of channels on the spine head, such as NMDAR and the α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPA R) (91–93), and their activity (94,95) are functions of downstream effects of calcium and its effectors (91,93,96). Although this area of research is still under active investigation, it is likely that these studies will shed light into localized feedback loops between protein or channel localization and spatial effects and provide further means to tune the frequency effects we predict here.

Despite our model predictions, there are a few limitations of our work that must be acknowledged. Our model assumes a uniform diffusion coefficient of cAMP, which may not be the case in the crowded environment of the spine head (38,98,99) (see Fig. S3 for the effect of diffusion coefficient of cAMP and Ca2+). We further assume that ATP is available in large quantities and is not rate limiting (see Fig. S4 for ATP dynamics). However, we know that mitochondria are positioned at the base of the dendrite, and their size can scale with synaptic plasticity (100–102). Therefore, the role of ATP availability in the spine head and diffusion of ATP through the neck and the crowded head remains to be explored. Furthermore, in this model, we have assumed that the spine apparatus is simply acting as a diffusion barrier for cAMP and have ignored stochastic effects. However, in longer timescales, both mitochondria and spine apparatus couple cAMP, calcium, and ATP dynamics, and these effects will need to be included. These and other effects are the focus of current and future studies in our group.

SUPPORTING MATERIAL
Supporting Material can be found online at https://doi.org/10.1016/j.bpj.2019.10.004.

AUTHOR CONTRIBUTIONS
D.O. and P.R. conceived the study, analyzed the data, and wrote the manuscript. D.O. performed the simulations.

ACKNOWLEDGMENTS
The authors thank Dr. Danielle L. Schmitt, Miriam Bell, Justin Laughlin, and Allen Leung for their valuable comments. The authors also thank Dr. Thomas M. Bartol for insightful discussions.
REFERENCES

1. Engert, F., and T. Bonhoeffer. 1999. Dendritic spine changes associated with hippocampal long-term synaptic plasticity. *Nature*. 399:66–70.

2. Bear, M. F., and R. C. Malenka. 1994. Synaptic plasticity: LTP and LTD. *Curr. Opin. Neurobiol.* 4:389–399.

3. Higley, M. J., and B. L. Sabatini. 2012. Calcium signaling in dendritic spines. *Cold Spring Harb. Perspect. Biol.* 4:a005686.

4. Augustine, G. J., F. Santamaria, and K. Tanaka. 2003. Local calcium signaling in neurons. *Neuron*. 40:331–346.

5. Franks, K. M., and T. J. Sejnowski. 2002. Complexity of calcium signaling in synaptic spines. *BioEssays*. 24:1130–1144.

6. Raghuram, V., Y. Sharma, and M. R. Kreutz. 2012. Ca(2+) sensor proteins in dendritic spines: a race for Ca(2+). *Front. Mol. Neurosci.* 5:61.

7. Tønnesen, J., and U. V. Nägerl. 2016. Dendritic spines as tunable regulators of synaptic signals. *Front. Psychiatry*. 7:101.

8. Waltereit, R., and M. Weller. 2003. Signaling from cAMP/PKA to MAPK and synaptic plasticity. *Mol. Neurobiol.* 27:99–115.

9. Lee, D. 2015. Global and local missions of cAMP signaling in neural plasticity, learning, and memory. *Front. Pharmacol.* 6:161.

10. Abel, T., and P. V. Nguyen. 2008. Regulation of hippocampus-dependent memory by cyclic AMP-dependent protein kinase. *Prog. Brain Res.* 169:97–115.

11. Gorbunova, Y. V., and N. C. Spitzer. 2002. Dynamic interactions of cyclic AMP transients and spontaneous Ca(2+) spikes. *Nature*. 418:93–96.

12. Cooper, D. M., N. Mons, and J. W. Karpen. 1995. Adenylyl cyclases and the interaction between calcium and cAMP signalling. *Nature*. 374:421–424.

13. Bugrim, A. E. 1999. Regulation of Ca2+ release by cAMP-dependent protein kinase. A mechanism for agonist-specific calcium signaling? *Cell Calcium*. 25:219–226.

14. Dunn, T. A., D. R. Storm, and M. B. Feller. 2009. Calcium-dependent increases in protein kinase-A activity in mouse retinal ganglion cells are mediated by multiple adenylyl cyclases. *PLoS One*. 4:e7877.

15. Ohadi, D. D. L., Schmitt, ...., P. Rangamani. 2019. Computational modeling reveals frequency modulation of calcium-cAMP/PKA pathway in dendritic spines. *bioRxiv* https://doi.org/10.1101/521740.

16. DiPilato, L. M., X. Cheng, and J. Zhang. 2004. Fluorescent indicators of cAMP and Epac activation reveal differential dynamics of cAMP signaling within discrete subcellular compartments. *Proc. Natl. Acad. Sci. USA*. 101:16513–16518.

17. Lefkimmiatis, K., and M. Zaccolo. 2014. cAMP signaling in subcellular compartments. *Pharmacol. Ther.* 143:295–304.

18. Koschinski, A., and M. Zaccolo. 2017. Activation of PKA in cell requires higher concentration of cAMP than in vitro: implications for compartmentalization of cAMP signaling. *Sci. Rep.* 7:14090.

19. Conti, A. C., J. W. Maas, Jr., ...., L. J. Mугlia. 2007. Distinct regional and subcellular localization of adenylyl cyclases type 1 and 8 in mouse brain. *Neuroscience*. 146:713–729.

20. Mons, N., A. Harry, ...., D. M. Cooper. 1995. Immunohistochemical localization of adenylyl cyclase in rat brain indicates a highly selective localization at synapses. *Proc. Natl. Acad. Sci. USA*. 92:8473–8477.

21. Villacres, E. C., S. T. Wong, ...., D. R. Storm. 1998. Type I adenylyl cyclase mutant mice have impaired mossy fiber long-term potentiation. *J. Neurosci*. 18:3186–3194.

22. Wong, S. T. J., Athos, ...., D. R. Storm. 1999. Calcium-stimulated adenylyl cyclase activity is critical for hippocampus-dependent long-term memory and late phase LTP. *Neuron*. 23:787–798.

23. Rich, T. C., K. A. Fagan, ...., J. W. Karpen. 2000. Cyclic nucleotide-gated channels colocalize with adenylyl cyclase in regions of restricted cAMP diffusion. *J. Gen. Physiol*. 116:147–161.

24. Kapliffo, M. S., L. A. Piggott, ...., C. W. Dessauer. 2009. An adenylyl cyclase-mAKAPbeta signaling complex regulates cAMP levels in cardiac myocytes. *J. Biol. Chem*. 284:23540–23546.

25. Johnstone, T. B., S. R. Agarwal, ...., R. S. Ostrom. 2018. cAMP signaling compartmentation: adenylyl cyclases as anchors of dynamic signaling complexes. *Mol. Pharmacol*. 93:270–276.

26. Bauman, A. L., J. Soughayer, ...., J. D. Scott. 2006. Dynamic regulation of cAMP synthesis through anchored PKA-adenylyl cyclase V/VI complexes. *Mol. Cell*. 23:925–931.

27. Oliveira, R. A., T. Perrin, ...., K. T. Blackwell. 2010. The role of type 4 phosphodiesterases in generating microdomains of cAMP: large scale stochastic simulations. *PLoS One*. 5:e11725.

28. Conti, M., D. Mika, and W. Richter. 2014. Cyclic AMP compartments and signaling specificity: role of cyclic nucleotide phosphodiesterases. *J. Gen. Physiol*. 143:29–38.

29. Stangherlin, A., and M. Zaccolo. 2012. Phosphodiesterases and subcellular compartmentalized cAMP signaling in the cardiovascular system. *Am. J. Physiol. Heart Circ. Physiol*. 302:H379–H390.

30. Poppinga, W. J., P. Muñoz-Llanca, ...., M. Schmidt. 2014. A-kinase anchoring proteins: cAMP compartmentalization in neurodegenerative and obstructive pulmonary diseases. *Br. J. Pharmacol*. 171:5603–5623.

31. Cooper, D. M., and V. G. Tabasum. 2014. Adenylate cyclase-centred microdomains. *Biochem. J.* 462:199–213.

32. Willoughby, D., W. Wong, ...., D. M. Cooper. 2006. An anchored PKA and PDE4 complex regulates subplasmalemmal cAMP dynamics. *EMBO J*. 25:2051–2061.

33. Dodge, K. L., S. Khouangsathiene, ...., J. D. Scott. 2001. mAKAP assembles a protein kinase A/PDE4 phosphodiesterase cAMP signaling module. *EMBO J*. 20:1921–1930.

34. Conti, M., W. Richter, ...., C. Jin. 2003. Cyclic AMP-specific PDE4 phosphodiesterases as critical components of cyclic AMP signaling. *J. Biol. Chem*. 278:5493–5496.

35. Paspalas, C. D., M. Wang, and A. F. Arnsten. 2013. Constellation of HCN channels and cAMP regulating proteins in dendritic spines of the primate prefrontal cortex: potential substrate for working memory deficits in schizophrenia. *Cereb. Cortex*. 23:1643–1654.

36. Di Biase, V., G. J. Obermair, ...., R. S. Ostrom. 2018. cAMP signaling complexes. *Expert Rev. Mol. Med*. 20:1–29.

37. Scamardella, J. L., and M. Dell’Acqua. 2011. AKAP signaling complexes in regulation of excitatory synaptic plasticity. *Neuroscientist*. 17:321–336.

38. Adrian, M., R. Kusters, ...., L. C. Kapitein. 2014. Barriers in the brain: resolving dendritic spine morphology and compartmentalization. *Front. Neuroanat*. 8:142.

39. Bartol, T. M., C. Bromer, ...., L. J. Mугlia. 2007. Distinct regional and subcellular localization of adenylyl cyclases type 1 and 8 in mouse brain. *Neuroscience*. 146:713–729.

40. Mons, N., A. Harry, ...., D. M. Cooper. 1995. Immunohistochemical localization of adenylyl cyclase in rat brain indicates a highly selective localization at synapses. *Proc. Natl. Acad. Sci. USA*. 92:8473–8477.

41. Villacres, E. C., S. T. Wong, ...., D. R. Storm. 1998. Type I adenylyl cyclase mutant mice have impaired mossy fiber long-term potentiation. *J. Neurosci*. 18:3186–3194.
Spatial dynamics of cAMP in spines

43. Chapleau, C. A., J. L. Larimore, …, L. Pozzo-Miller. 2009. Modulation of dendritic spine development and plasticity by BDNF and vascular trafficking: fundamental roles in neurodevelopmental disorders associated with mental retardation and autism. *J. Neurodev. Disord.* 1:185–196.

44. Iancu, R. V., S. W. Jones, and R. D. Harvey. 2007. Compartmentation of cAMP signaling in cardiac myocytes: a computational study. *Biophys. J.* 92:3317–3331.

45. Kim, M., A. J. Park, …, K. T. Blackwell. 2011. Colocalization of protein kinase A with adenyl cyclase enhances protein kinase A activity during induction of long-lasting long-term potentiation. *PLoS Comput. Biol.* 7:e1002084.

46. Saucerman, J. J., J. Zhang, …, A. D. McCulloch. 2006. Systems analysis of PKA-mediated phosphorylation gradients in live cardiac myocytes. *Proc. Natl. Acad. Sci. USA.* 103:12923–12928.

47. Chen, W., H. Levine, and W. J. Rappel. 2008. A mathematical analysis of second messenger compartmentalization. *Phys. Biol.* 5:046006.

48. Yang, P. C., B. W. Boras, …, C. E. Clancy. 2016. A computational modeling and simulation approach to investigate mechanisms of subcellular cAMP compartmentation. *PLoS Comput. Biol.* 12:e1005005.

49. Neves, S. R., P. Tsokas, …, R. Iyengar. 2008. Cell shape and negative links in regulatory motifs together control spatial information flow in signaling networks. *Cell.* 133:666–680.

50. Chen, W., H. Levine, and W. J. Rappel. 2009. Compartmentalization of second messengers in neurons: a mathematical analysis. *Phys. Rev. E Stat. Nonlin. Soft Matter Phys.* 80:041901.

51. Feinstein, W. P., B. Zhu, …, T. C. Rich. 2012. Assessment of cellular mechanisms contributing to cAMP compartmentalization in pulmonary microvascular endothelial cells. *Am. J. Physiol. Cell Physiol.* 302:C839–C852.

52. Sorra, K. E., and K. M. Harris. 2000. Overview on the structure, composition, function, development, and plasticity of hippocampal dendritic spines. *Hippocampus.* 10:501–511.

53. Arellano, J. I., R. Benavides-Piccione, …, R. Yuste. 2007. Ultrastructure of dendritic spines: correlation between synaptic and spine morphologies. *Front. Neurosci.* 1:131–143.

54. Crump, F. T., K. S. Dillman, and A. M. Craig. 2001. cAMP-dependent protein kinase mediates activity-regulated synaptic targeting of NMDA receptors. *J. Neurosci.* 21:5079–5088.

55. Willoughby, D., and D. M. Cooper. 2007. Organization and Ca2+ regulation of adenyl cyclases in cAMP microdomains. *Physiol. Rev.* 87:965–1010.

56. Wu, Y., C. Whiteus, …, P. De Camilli. 2017. Contacts between the endoplasmic reticulum and other membranes in neurons. *Proc. Natl. Acad. Sci. USA.* 114:E4859–E4867.

57. Schwaller, B. 2010. Cytosolic Ca2+ buffers. *Cold Spring Harb. Perspect. Biol.* 2:a004051.

58. Bartol, T. M., D. X. Keller, …, M. B. Kennedy. 2015. Computational reconstitution of spine calcium transients from individual proteins. *Front. Synaptic Neurosci.* 7:17.

59. Müller, A., M. Kukley, …, D. Dietrich. 2005. Endogenous Ca2+ buffer concentration and Ca2+ microdomains in hippocampal neurons. *J. Neurosci.* 25:558–565.

60. Chay, A., I. Zamparo, …, K. T. Blackwell. 2016. Control of βAR- and N-methyl-D-aspartate (NMDA) receptor-dependent cAMP dynamics in hippocampal neurons. *PLoS Comput. Biol.* 12:e1004735.

61. Cugno, A., T. M. Bartol, …, P. Rangamani. 2018. Geometric principles of second messenger dynamics in dendritic spines. *bioRxiv* https://doi.org/10.1101/444489.

62. COMSOL. 2013. COMSOL Multiphysics Reference Manual. COMSOL, Massachusetts.

63. Bell, M., T. Bartol, …, P. Rangamani. 2018. Dendritic spine geometry and spine apparatus organization govern the spatiotemporal dynamics of calcium. *bioRxiv* https://doi.org/10.1101/386367.

64. Getz, M., L. Swanson, …, P. Rangamani. 2018. Guanine-nucleotide exchange modulator, GIV/Girdin, serves as a tunable valve for growth factor-stimulated cyclic AMP signals. *bioRxiv* https://doi.org/10.1101/49781.

65. Novák, B., and J. J. Tyson. 2008. Design principles of biochemical oscillators. *Nat. Rev. Mol. Cell Biol.* 9:981–991.

66. Wayman, G. A., S. Impey, …, D. R. Storm. 1994. Synergistic activation of the type I adenyl cyclase by Ca2+ and Gs-coupled receptors in vivo. *J. Biol. Chem.* 269:25400–25405.

67. Harris, K. M., F. E. Jensen, and B. Tsao. 1992. Three-dimensional structure of dendritic spines and synapses in rat hippocampus (CA1) at postnatal day 15 and adult ages: implications for the maturation of synaptic physiology and long-term potentiation. *J. Neurosci.* 12:2685–2705.

68. Spaceck, J., and K. M. Harris. 1997. Three-dimensional organization of smooth endoplasmic reticulum in hippocampal CA1 dendrites and dendritic spines of the immature and mature rat. *J. Neurosci.* 17:190–203.

69. Agarwal, S. R., P. C. Yang, …, R. D. Harvey. 2014. Role of membrane microdomains in compartmentation of cAMP signaling. *PLoS One.* 9:e95835.

70. Weiner, R. I., and A. Charles. 2001. Regulation of gonadotropin-releasing hormone release by cyclic AMP signalling pathways. *Growth Horm. IGF Res.* 11 (Suppl A):S9–S15.

71. Vitalis, E. A., J. L. Costantin, …, R. I. Weiner. 2000. Role of the cAMP signaling pathway in the regulation of gonadotropin-releasing hormone secretion in GT1 cells. *Proc. Natl. Acad. Sci. USA.* 97:1861–1866.

72. Sutherland, D. J., and G. J. Goodhill. 2015. The interdependent roles of Ca(2+) and cAMP in axon guidance. *Dev. Neurobiol.* 75:402–410.

73. Averaimo, S., and X. Nicol. 2014. Intermingled cAMP, cGMP and calcium spatiotemporal dynamics in developing neuronal circuits. *Front. Cell. Neurosci.* 8:376.

74. Yu, X., J. H. Byrne, and D. A. Baxter. 2004. Modeling interactions between electrical activity and second-messenger cascades in Aplysia neuron R15. *J. Neurophysiol.* 91:2297–2311.

75. Smith, D. L., I. Pozueta, …, M. Shelanski. 2009. Reversal of long-term dendritic spine alterations in Alzheimer disease models. *Proc. Natl. Acad. Sci. USA.* 106:16877–16882.

76. Spires, T. L., H. E. Grote, …, A. J. Hannan. 2004. Dendritic spine pathology and deficits in experience-dependent dendritic plasticity in R6/1 Huntington’s disease transgenic mice. *Eur. J. Neurosci.* 19:2799–2807.

77. Penzes, P., M. E. Cahill, …, K. M. Woolfrey. 2011. Dendritic spine pathology in neuropsychiatric disorders. *Nat. Neuroscience.* 14:285–293.

78. Bourne, J., and K. M. Harris. 2007. Do thin spines learn to be mushroom spines that remember? *Curr. Opin. Neurobiol.* 17:381–386.

79. Ramírez, S. A., S. Raghavachari, and D. J. Lew. 2015. Dendritic spine geometry can localize GTPase signaling in neurons. *Mol. Biol. Cell.* 26:4171–4181.

80. Bacskai, B. J., B. Hochner, …, R. Y. Tsien. 1993. Spatially resolved dynamics of cAMP and protein kinase A subunits in Aplysia sensory neurons. *Science.* 260:222–226.

81. Rangamani, P., A. Lipshtat, …, R. Iyengar. 2013. Decoding information in cell shape. *Cell.* 154:1356–1369.

82. Chau, K. T. 2017. Theory of Differential Equations in Engineering and Mechanics. CRC Press, Florida.

83. Molecules, N., M. J. Lobo, …, M. Zaccolo. 2018. Targeting FRET-based reporters for cAMP and PKA activity using AKAP 79. *Sensors (Basel).* 18:2164.

84. Dodge, K., and J. D. Scott. 2000. AKAP 79 and the evolution of the AKAP model. *FEBS Lett.* 476:58–61.

85. Dell’Acqua, M. L., K. E. Smith, …, L. L. Gomez. 2006. Regulation of neuronal PKA signaling through AKAP targeting dynamics. *Eur. J. Cell Biol.* 85:627–633.
86. Gomez, L. L., S. Alam, ...., M. L. Dell’Acqua. 2002. Regulation of A-kinase anchoring protein 79/150-cAMP-dependent protein kinase postsynaptic targeting by NMDA receptor activation of calcineurin and remodeling of dendritic actin. J. Neurosci. 22:7027–7044.

87. Oliveira, R. F., M. Kim, and K. T. Blackwell. 2012. Subcellular location of PKA controls striatal plasticity: stochastic simulations in spiny dendrites. PLoS Comput. Biol. 8:e1002383.

88. Hayashi, Y., and A. K. Majewska. 2005. Dendritic spine geometry: functional implication and regulation. Neuron. 46:529–532.

89. Noguchi, J., M. Matsuzaki, ..., H. Kasai. 2005. Spine-neck geometry determines NMDA receptor-dependent Ca2+ signaling in dendrites. Neuron. 46:609–622.

90. Matsuzaki, M., G. C. Ellis-Davies, ..., H. Kasai. 2001. Dendritic spine geometry is critical for AMPA receptor expression in hippocampal CA1 pyramidal neurons. Nat. Neurosci. 4:1086–1092.

91. Fortin, D. A., M. A. Davare, ..., T. R. Soderling. 2010. Long-term potentiation-dependent spine enlargement requires synaptic Ca2+-permeable AMPA receptors recruited by CaM-kinase I. J. Neurosci. 30:11565–11575.

92. Patterson, M. A., E. M. Szatmari, and R. Yasuda. 2010. AMPA receptors are exocytosed in stimulated spines and adjacent dendrites in a Ras-ERK-dependent manner during long-term potentiation. Proc. Natl. Acad. Sci. USA. 107:15951–15956.

93. Groc, L., and D. Choquet. 2006. AMPA and NMDA glutamate receptor trafficking: multiple roads for reaching and leaving the synapse. Cell Tissue Res. 326:423–438.

94. Chater, T. E., and Y. Goda. 2014. The role of AMPA receptors in postsynaptic mechanisms of synaptic plasticity. Front. Cell. Neurosci. 8:401.

95. Hiester, B. G., A. M. Bourke, ...., M. J. Kennedy. 2017. L-type voltage-gated Ca2+ channels regulate synaptic-activity-triggered recycling endosome fusion in neuronal dendrites. Cell Rep. 21:2134–2146.

96. Fan, X., W. Y. Jin, and Y. T. Wang. 2014. The NMDA receptor complex: a multifunctional machine at the glutamatergic synapse. Front. Cell. Neurosci. 8:160.

97. Liu, Y. T., C. L. Tao, ...., G. Q. Bi. 2019. Postsynaptic protein organization revealed by electron microscopy. Curr. Opin. Struct. Biol. 54:152–160.

98. Biess, A., E. Korkotian, and D. Holcman. 2011. Barriers to diffusion in dendrites and estimation of calcium spread following synaptic inputs. PLoS Comput. Biol. 7:e1002182.

99. Holcman, D., and Z. Schuss. 2011. Diffusion laws in dendritic spines. J. Math. Neurosci. 1:10.

100. Schwarz, T. L. 2013. Mitochondrial trafficking in neurons. Cold Spring Harb. Perspect. Biol. 5:a011304.

101. Faits, M. C., C. Zhang, ...., D. Kerschensteiner. 2016. Dendritic mitochondria reach stable positions during circuit development. eLife. 5:e11583.

102. Li, Z., K. Okamoto, ...., M. Sheng. 2004. The importance of dendritic mitochondria in the morphogenesis and plasticity of spines and synapses. Cell. 119:873–887.

103. Tillo, S. E., W. H. Xiong, ...., H. Zhong. 2017. Liberated PKA catalytic subunits associate with the membrane via myristoylation to preferentially phosphorylate membrane substrates. Cell Rep. 19:617–629.