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Abstract
This article describes our system for task DravidianLangTech - EACL2021: Meme classification for Tamil. In recent years, we have witnessed the rapid development of the Internet and social media. Compared with traditional TV and radio media platforms, there are not so many restrictions on the use of online social media for individuals and many functions of online social media platforms are free. Based on this feature of social media, it is difficult for people’s posts/comments on social media to be strictly and effectively controlled like TV and radio content. Therefore, the detection of negative information in social media has attracted attention from academic and industrial fields in recent years. The task of classifying memes is also driven by offensive posts/comments prevalent on social media. The data of the meme classification task is the fusion data of text and image information. To identify the content expressed by the meme, we develop a system that combines BiGRU and CNN. It can fuse visual features and text features to achieve the purpose of using multi-modal information from memetic data. In this article, we discuss our methods, models, experiments, and results.

1 Introduction and Background
The meme is a kind of multimedia document based on image level, which is a picture containing text. Netizens can express their feelings, opinions, interests, and so on through it (Yus, 2018a). The meme is an image with some kind of subtitle text embedded in the image pixels. In the past few years, emoticons have become very popular and used in many different contexts, especially young people (Oriol Sabat et al., 2019). However, this form is also used to produce and spread hate speech in the form of black humor. The meme is a term proposed by biologist Richard Dawkins. It was used to describe the flow, flow, mutation, and evolution of culture and is a means of cultural resistance to genes (Milner, 2012). But the meaning of this term has changed in our public life. In social media, Meme is a kind of self-media work, which is produced and spread by the majority of Internet users through social media networks (Castaño Díaz, 2013). Negative information detection on the Internet has become a core social challenge. Nowadays, the detection of negative information in social media has become more and more intelligent (Chatzakou et al., 2017; Pfeffer et al., 2014).

However, due to the multimodal nature of memes, it is difficult to be intelligently identified whether it is aggressive (Suryawanshi et al., 2020a). Especially in India, some recent memes containing hate messages have threatened people’s lives several times (Suryawanshi et al., 2020b). Due to the large population and the mixing of multiple languages, a large number of Indian memes are difficult to monitor due to the lack of intelligent systems for specific languages. This adds another serious challenge to the problem of memetic classification. In this work, we participated in the shared task of memetic classification in Tamil (Suryawanshi and Chakravarthi, 2021). The Indian state of Tamil Nadu, as well as two independent countries, Singapore and Sri Lanka, speak Tamil as their official language. Tamil was the first Indian classical language to be listed as such, and it is still one of the world’s oldest classical languages. Dravidian civilisations are believed to have flourished in the Indus Valley civilization (3,300–1,900 BCE), which was situated in the Northwestern Indian subcontinent, this period is considered as second Sangam period in Tamil. Tamil is India’s oldest language. Tamil, Pali, and Prakrit all added words, texts, and grammar to Sanskrit. We are committed to making our contribution to the identification of Tamil memetic classification.
2 Related Work

In theory, a meme is an example of a large number of humorous words on the Internet, copied or modified, and then spread to other users. But sometimes some information in Internet memes can bring a negative impact (Yus, 2018b). Compared with the propagation speed of memes on the Internet, the research progress of memes is much slower. The work of Wang et al. showed us that the combination of text and vision can help identify popular memetic descriptions (Wang and Wen, 2015). The automatic meme generation system implemented by Vyalla et al. based on the transformer model can allow users to generate memes of their choice (Vyalla and Udandarao, 2020). Compared with the text field, there is less research on sentiment analysis on memetic data. In recent years, deep learning technology has attracted the attention of researchers, especially in sentiment analysis tasks that are significantly better than traditional methods. Zhang et al. used deep learning techniques for sentiment analysis on text datasets (Zhang et al., 2018) and Poria et al. used deep learning models for sentiment analysis on image and video datasets (Poria et al., 2017a). The work of Sabat found that visual modalities provide more information in hate memetic detection than language modalities (Sabat et al., 2019). Suryawanshi and others shared with us their data sets and methods for detecting offensive content in multimodal memetic data sets (Suryawanshi et al., 2020a). Kumar et al. (Kumar et al., 2020) used a multimodal approach to determine the sentiment of a meme.

The method of using both text and visual information to improve performance has also proven to be effective (Guillaumin et al., 2010; Zahavy et al., 2016). Generally speaking, the fusion strategy of text information and visual information can be divided into two methods (Corchs et al., 2019). On the one hand, some models use feature-level fusion methods, where text input sources or image input sources are processed to extract a set of features. Then, the feature set is put together for the final decision (Atrey et al., 2007; Wang et al., 2018). On the other hand, other models perform complete processing of each input source and perform fusion at the decision-making level (Atreya V et al., 2013; Poria et al., 2017b). The result we submitted was predicted using the second strategy.

3 Data And Methods

3.1 Data Description and Analysis

The training set provided by the task organizer is mainly divided into two types of data, one is a text data set, and the other is a picture data set. There are 2300 pieces of text data in the text data set. The proportion of “Not Troll” text data and “Troll” text data to the total data volume are 44% and 56%, respectively. The text content of some of the text data is “No Captions”. This situation means that no text annotations in the Tamil language appear on the meme picture corresponding to this text data. Such meme pictures without text annotations are not many in the dataset. The other text data is the text appearing on the corresponding meme picture. We present the text data set in the training set provided by the task organizer in a word cloud diagram. It is not difficult to see that in these text data, the most frequent words are mainly demonstrative pronouns and some modal particles.

The work of Suryawanshi et al. on the task data set shows us the source of the training set of 2969 meme images that we used in the training phase (Suryawanshi et al., 2020b; Suryawanshi and Chakravarthi, 2021). The proportions of the number of pictures marked as “Not Troll” and the number of pictures marked as “Troll” in the total number of meme picture datasets are 0.66 and 0.34 respectively. Regardless of whether there are texts in the meme pictures, the content of these meme pictures can also express the information of “Troll” and “Not Troll”. These meme pictures mainly come from many popular social media platforms (such as YouTube, Facebook, WhatsApp, Instagram, etc.). So the size and style of the pictures are also different. From the comparison between the entire text data and the meme picture data, the relationship between them is not one-to-one. It is not difficult to find that their numbers are not equal. This data distribution feature is not good information for us.

3.2 Methods

Combine our analysis and understanding of task description and data set. Our system must process text data while also processing meme image data. Therefore, we choose to use the BiGRU artificial neural network and CNN artificial neural network capable of processing text data as the basic components of our system model. BiGRU can learn the contextual semantic information in the
Figure 1: Labels distribution of Tamil training set and validation set. In the training set, Troll: 55.7%, Not troll: 44.3%. In the validation set, Troll: 55.94%, Not troll: 44.06%.

Figure 2: No text annotations in the Tamil language appear on the meme picture.

Figure 3: The word cloud image of the text training set is provided by the task organizer. The word “Caption” can not be used as reference information, because it mainly comes from the annotation of the text data, not the text content that appears in the meme picture.

text through the encoded-word vectors. CNN can learn the information in the picture through convolution operation and pooling operation. We use stacking to combine BiGRU and CNN blocks to form the overall architecture of our system.

The CNN block is mainly composed of three two-dimensional convolutional layers and three maximum pooling layers. The size of the convolution kernel is selected as 2. After getting the image processed by the third convolutional layer(Conv2d_2) and the third pooling layer(MaxPooling2D_2), the multi-dimensional tensor is converted into a low-latitude tensor through a straightening(Flatten) operation. Then, the result obtained in the previous step is used as the input of the two dense layers(Dense_0, Dense_1). Finally, the output result of the CNN block is obtained.

Text data We use the Tamil pre-training language vector provided by fasttext\(^1\) to encode the text data (Grave et al., 2018). Then input the encoded text vector into the BiGRU network to obtain the output result of the BiGRU network. Next, input the BiGRU result from the previous step into the Dense layer to get the final output of the BiGRU block. Connect the output result of the CNN block and the output result of the BiGRU block to obtain a new tensor. Finally, input this new tensor into the Dense layer to get the final result of the model. The final effect that our system model needs to achieve is to merge text and image data information. We

\(^1\)https://fasttext.cc/docs/en/crawl-vectors.html
provide the code implementation of our system².

4 Experiment and Results

4.1 Data Preprocessing

The work in the data preprocessing stage is mainly for text data. We split the text training set released by the task organizer into a new text training set and a text verification set under the premise of ensuring the same data distribution. The text data is divided by spaces to get each word, and then encoded using the fasttext we mentioned in the Methods section. Use the results predicted by the model on the validation set to evaluate our model system and adjust the parameters of the model system. For meme image data, we set their size uniformly to (300, 300).

4.2 Experiment setting

In our experiment, the optimizer uniformly uses Adam optimizer. Because Adam uses momentum and adaptive learning rate to speed up convergence. The number of BiGRU layers is set to 2, and the word embedding vector uses 300 dimensions. epoch, learning rate, and batch seize are set to 10, 0.003, and 32 respectively. The activation function used between the three layers in the CNN block is Relu. The activation function used by the dense layer in BiGRU is Softmax. Connect the results in the CNN block and the BiGRU block as the input of the classifier (Dense layer). Use the classifier to get the output result. Figure 6 shows the architecture of our system.

4.3 Analysis of Results

The leaderboard results announced by the task organizer are ranked using the weighted average F1 score. At the same time, the Precision and Recall scores of all participants’ submission results will be announced on the leaderboard. Table 1 shows the final result of our system model on the test set, the result score of the top1 team’s system on the test set, and the result score of our model on the validation set. Comparing the scores in the table, the results of my system on the validation set are quite different from the results on the test set. There is also a gap between the result score of my system on the test set and the top1 result score. Our team solution ranked 9th in the final leaderboard. The number of data sets we can use is not large, and we

²https://github.com/Hub-Lucas/hub-at-meme
randomly select a part of them as the verification set. The result of this is that there are fewer data sets that can be used to train the model. There is no restriction on overfitting in our model. These are the shortcomings of our system.

5 Conclusion

This article introduces the method and model system used by our team in the Meme classification for the Tamil shared task. We use a text and image fusion scheme to detect memetic categories in the Tamil language environment. We analyzed the deficiencies of our system. These shortcomings are what we need to improve in our future work. We also have a lot of room for improvement in methods and systems. For example, in image processing, we can try some other network models such as MobileNet (Howard et al., 2017), ResNext(He et al., 2016), etc. Some pre-trained language models in text processing.

Considering that meme pictures can quickly spread on Internet social media and can express negative information across languages, we determined that dealing with similar issues in social media is very valuable and meaningful. Similar issues that exist in social media in some small-language communities should also deserve our attention and study. In addition to improving our models and methods in future work, we will continue to pay attention to the research and development of memetic analysis.
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