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Abstract. In this paper, necessary and sufficient conditions are given for the existence of Moore-Penrose inverse of a product of two matrices in an indefinite inner product space (IIPS) in which reverse order law holds good. Rank equivalence formulas with respect to IIPS are provided and an open problem is given at the end.

1. Introduction

The reverse order law for generalized inverse plays an important role in the theoretic research and numerical computations in many areas, including the singular matrix problems, ill-posed problems, optimization problems, and statistics problems (see, for instance, [1, 4, 7, 10, 9, 13, 6]). A classical result of Greville [12] gives necessary and sufficient conditions for the two term reverse order law for the Moore-Penrose inverse in the Euclidean space. It is known that the reverse order law does not hold for various classes of generalized inverses [2, 5]. Hence, a significant number of papers treat the sufficient or equivalent conditions such that the reverse order law holds in some sense. Sun and Wei established some sufficient and necessary conditions for inverse order rule for weighted generalized inverses with positive definite weights [14, 15]. The concept of the Moore-Penrose inverse between indefinite inner product spaces has been introduced and mentioned in [8] that if the weights are positive definite, then the weighted generalized inverse and the Moore-Penrose inverse between indefinite inner product spaces are the same. In this paper, we give some necessary and sufficient conditions for the existence of Moore-Penrose inverse of a product of two matrices and to hold reverse order law in an IIPS. Also, we claim that our results are more general than the existing ones for weighted Moore-Penrose inverse.

2. Preliminaries

We consider matrices on the field $\mathbb{C}$ of complex numbers and denote the space of complex matrices of order $m \times n$ by $\mathbb{C}^{m \times n}$. The range and the rank of $A \in \mathbb{C}^{m \times n}$ are denoted by $R(A)$ and $\text{rank}(A)$ respectively. The index of $A \in \mathbb{C}^{n \times n}$ is the least positive integer $p$ such that $\text{rank}(A^p) = \text{rank}(A^{p+1})$ and it is denoted by $\text{ind}(A)$.

For a complex square matrix $A$, we call it Hermitian if $A = A^*$, where $A^*$ denotes the adjoint of $A$ with respect to the Hermitian inner product $\langle \cdot, \cdot \rangle$ on $\mathbb{C}^n$ (i.e., complex conjugate transpose). Let $N$ be an invertible Hermitian matrix of order $n$. An indefinite inner product in $\mathbb{C}^n$ is defined by an equation

$$ [x, y] = \langle x, Ny \rangle $$

where $x, y \in \mathbb{C}^n$. Such a matrix $N$ is called a weight. A space with an indefinite inner product is called an indefinite inner product space (IIPS). Let $M$ and $N$ be weights of order $m$ and $n$, respectively. The $MN$-adjoint of an $m \times n$ matrix $A$ denoted $A^{[s]}$ is defined by

$$ A^{[s]} = N^{-1} A^* M. $$

Sun and Wei [14] used the terminology weighted conjugate transpose for $MN$-adjoint. In an IIPS, by considering the same weights $M = N$, a complex square matrix $A$ is called $N$-Hermitian if $A^{[s]} = A$; it is called $N$-range Hermitian if $R(A) = R(A^{[s]})$. If the IIPS is understood from the context, then
The Moore-Penrose inverse of weights of positive definite Hermitian matrices $A$ and $B$ hold:

1. Necessary and sufficient condition for the existence of Moore-Penrose inverse between IIPSs.

For the sake of clarity as well as for easier reference we mention the following properties of Moore-Penrose inverse between IIPSs.

**Theorem 2.1** ([8], Theorem 1). Let $A \in \mathbb{C}^{m \times n}$. Then $A^\dagger$ exists iff $\text{rank}(A) = \text{rank}(A^*A) = \text{rank}(A^*A^\dagger)$.

For the sake of clarity as well as for easier reference we mention the following properties of Moore-Penrose inverse between IIPSs.

**Theorem 2.2** ([8], Section 4). Let $A \in \mathbb{C}^{m \times n}$ be such that $A^\dagger$ exists. Then the following statements hold:

1. $(A^*)^\dagger = A^*A^\dagger = A^\dagger A^*$.
2. $(A^\dagger)^\dagger = (A^\dagger)^\dagger$.
3. $(AA^*)^\dagger$ and $(A^*A)^\dagger$ exist. In this case, $(AA^*)^\dagger = (A^*)^\dagger A^\dagger$ and $(A^*A)^\dagger = A^\dagger (A^*)^\dagger$.
4. $(AA^*)^\dagger = (A^*A)^\dagger = (A^*A)^\dagger A^\dagger = (AA^*)^\dagger A$.
5. $(AA^*)^\dagger (A^*A)^\dagger = (AA^*)^\dagger (AA^*)^\dagger$.

This section is ended with some known results which will be used in the sequel.

**Lemma 2.3** ([1], p.173). Let $A$ be a square matrix of order $n$ with $\text{ind}(A) = 1$. Let $B \in \mathbb{C}^{n \times \ell}$ be a matrix such that $R(AB) \subseteq R(B)$. Then

$$R(AB) = R(A) \cap R(B).$$

**Lemma 2.4** ([15], Lemma 2.1). Let $A$, $B$, $C$ and $D$ be matrices with suitable orders. Then

$$\text{rank} \left( \begin{array}{cc} A & AB \\ CA & D \end{array} \right) = \text{rank}(A) + \text{rank}(D - CAB).$$

**Lemma 2.5** ([17], Theorem 2.7). Let $P$ and $Q$ are two idempotent matrices of suitable orders. Then

$$\text{rank}(PQ - QP) = \text{rank}(P) + \text{rank}(Q) + \text{rank}(PQ) + \text{rank}(Q) - \text{rank}(PQ).$$

**Lemma 2.6** ([3], Corollary). Let $M = \left( \begin{array}{cc} A & B \\ C & D \end{array} \right)$. Then $\text{rank}(M) = \text{rank}(A)$ if and only if $D - CA^\dagger B = 0$, $N(A) \subseteq N(C)$ and $N((A^*)^\dagger) \subseteq N(B)^*$.  

**Lemma 2.7** ([16], Theorem 1.2). Let $A$, $B$, $C$ and $D$ be matrices with suitable orders. Then

$$\text{rank} \left( \begin{array}{cc} A^*AA^* & A^*B \\ CA^* & D \end{array} \right) = \text{rank}(A) + \text{rank}(D - CA^\dagger B).$$
3. Reverse Order Law

We start the section with examples which illustrate that between IIPSs, \((AB)[]\) may not exist although \(A[]\) and \(B[]\) exist, and even though Moore-Penrose inverses of \(A, B\) and \(AB\) exist, the reverse order law \((AB)[] = B[]A[]\) does not hold.

**Example 3.1.** Let \(A = \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}\), \(B = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}\) and \(M = N = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\). Clearly, \(B[] = \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix}\) and \((AB)[] = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}\). Then \(A\) is non-singular and \(\text{rank}(B) = \text{rank}(BB[])\) = \(\text{rank}(B[A]B)\), so both \(A[]\) and \(B[]\) exist. Also, \(AB = \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix}\) and \(\text{rank}(AB) \neq \text{rank}((AB)[]AB)\), hence \((AB)[]\) does not exist.

**Example 3.2.** Let \(A = \begin{pmatrix} 1 & 2 \\ 0 & 0 \end{pmatrix}\), \(B = \begin{pmatrix} 2 & 1 \\ 0 & 0 \end{pmatrix}\) and \(M = N = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\). Clearly, \(A[] = \begin{pmatrix} 1 & 0 \\ -2 & 0 \end{pmatrix}\) and \(B[] = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix}\). Then \(AA[] = \begin{pmatrix} -3 & 0 \\ 0 & 0 \end{pmatrix}\), \(A[A]A = \begin{pmatrix} 1 & 2 \\ -2 & -4 \end{pmatrix}\), \(BB[] = \begin{pmatrix} 3 & 0 \\ 0 & 0 \end{pmatrix}\) and \(B[A]B = \begin{pmatrix} 4 & 2 \\ -2 & -1 \end{pmatrix}\). Hence \(A[] = \begin{pmatrix} -1 & 0 \\ -2 & 0 \end{pmatrix}\) and \(B[] = \begin{pmatrix} 2 & 0 \\ -1 & 0 \end{pmatrix}\).

Moreover, \((AB)[] = \frac{1}{3} \begin{pmatrix} 2 & 0 \\ -1 & 0 \end{pmatrix}\) and \(B[]A[] = \begin{pmatrix} -1 & 0 \\ -3 & 0 \end{pmatrix}\). Thus \((AB)[] \neq B[]A[]\).

Motivated by the above examples, we show when the reverse order law holds good in an indefinite inner product space. Before presenting the main results, we collect some basic results.

**Lemma 3.3.** Let \(A, B, C\) and \(D\) be matrices with suitable orders. If

\[
\text{rank} \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \text{rank}(A) = \text{rank}(B) = \text{rank}(C),
\]

then \(\text{rank}(A) = \text{rank}(D)\).

**Proof.** Let \(M = \begin{pmatrix} A & B \\ C & D \end{pmatrix}\). It is given that \(\text{rank}(M) = \text{rank}(A)\). Then by Lemma 2.6, we have \(D - CA = 0\), \(R(C[]) \subseteq R(A[])\) and \(R(B) \subseteq R(A)\). This implies \(D = CA\) \(\implies \text{rank}(D) \leq \text{rank}(C) = \text{rank}(A)\).

Now to prove the reverse inequality, \(\text{rank}(A) = \text{rank}(B) = \text{rank}(C) \implies R(A) = R(B)\) and \(R(A[]) = R(C[])\). Since \(D = CA\) we get \(C[]D = C[]CA[] = C[](CA)[]\). Now, \(R(A[]) = R(C[]) \implies R(A[]) = R(C[])\). Using the fact that if \(R(E) \subseteq R(F)\) then \(FF[]E = E\), we get \(C[](CA)[] = A[]\). This implies \(C[]D = A[]B \implies C[]DB[] = A[]BB[] = A[](B[])[]\). Now, \(R(A) = R(B) \implies R((A[])[]) = R((B[])[])\) and using the fact that if \(R(E[]) \subseteq R(F[])\) then \(EF[]F = E\) we get, \(C[]DB[] = A[] \implies \text{rank}(A[]) \leq \text{rank}(D) \implies \text{rank}(A) \leq \text{rank}(D)\). This completes the proof. \(\square\)

Next we prove the indefinite version of Lemma 2.7.

**Theorem 3.4.** Let \(A, B, C\) and \(D\) be matrices with suitable orders. If \(A[]\) exists, then

\[
\text{rank} \begin{pmatrix} A[[]] & A[[]]B \\ CA[[]] & D \end{pmatrix} = \text{rank} \begin{pmatrix} D & CA[[]] \\ A[[]]B & A[[]]A[[]] \end{pmatrix} = \text{rank}(A) + \text{rank}(D - CA[]B).
\]

**Proof.** By Theorem 2.2 we can easily verify the following relations.

\[
\begin{pmatrix} (A[])[] & 0 \\ 0 & I \end{pmatrix} \begin{pmatrix} A[[]] & A[[]]B \\ CA[[]] & D \end{pmatrix} \begin{pmatrix} (A[])[] & 0 \\ 0 & I \end{pmatrix} = \begin{pmatrix} A & AA[]B \\ CA[] & D \end{pmatrix}
\]

and
Thus
\[
\begin{bmatrix}
A^* & 0 \\
0 & I
\end{bmatrix}
\begin{bmatrix}
A & AA^*B \\
CA^*[I] & D
\end{bmatrix}
\begin{bmatrix}
A^* & 0 \\
0 & I
\end{bmatrix} =
\begin{bmatrix}
A^*A^* & A^*B \\
CA^*[I] & D
\end{bmatrix}.
\]

Similarly we can prove the other equality.

\[ \square \]

It is known in the Euclidean case that the single expression \(R(A^*ABB^*) = R(BB^*A^*A)\) is a necessary and sufficient condition for the reverse order law to hold ([1], p.161). This condition was later shown ([11], p.231) to hold in a more general setting. The main result and its proof closely follow those of Greville [12].

**Theorem 3.5.** Let \(A \in \mathbb{C}^{m \times n}\) and \(B \in \mathbb{C}^{n \times \ell}\). If \(A^\dagger\) and \(B^\dagger\) exist, then the following are equivalent:

1. \(A^*[\dagger]ABB^*[\dagger]\) is range Hermitian.
2. \(R(A^*[\dagger]AB) \subseteq R(B)\) and \(R(BB^*[\dagger]A^*[\dagger]) \subseteq R(A^*[\dagger])\).
3. \(BB^*[\dagger]A^*[\dagger]A^\dagger\) and \(A^\dagger ABB^*[\dagger]\) are range Hermitian.
4. \(BB^*[\dagger]A^*[\dagger]AB = A^*[\dagger]AB\) and \(A^\dagger ABB^*[\dagger]A^*[\dagger] = BB^*[\dagger]A^*[\dagger]\).

**Proof.** (i) \(\Rightarrow\) (ii): As \(B = BB^*[\dagger]B = BB^*[\dagger](B^\dagger)^*[\dagger]\), we have \(R(A^*[\dagger]ABB^*[\dagger]) = R(A^*[\dagger]AB)\). Suppose that \(A^*[\dagger]ABB^*[\dagger]\) is range Hermitian. Then
\[
R(A^*[\dagger]AB) = R(A^*[\dagger]ABB^*[\dagger]) = R(BB^*[\dagger]A^*[\dagger]A^\dagger) \subseteq R(B).
\]
The second part follows similarly.

(ii) \(\Rightarrow\) (i): Let \(C = A^*[\dagger]ABB^*[\dagger]\). Then \(C(B^\dagger)^*[\dagger] = A^*[\dagger]AB\). Hence \(R(C) = R(A^*[\dagger]ABB^*[\dagger]) \subseteq R(A^*[\dagger]AB) = R(C(B^\dagger)^*[\dagger]) \subseteq R(C)\). Thus \(R(C) = R(A^*[\dagger]AB)\). Similarly \(R(C^*[\dagger]) = R(BB^*[\dagger]A^*[\dagger])\). Thus \(A^*[\dagger]ABB^*[\dagger]\) is range Hermitian iff \(R(A^*[\dagger]AB) = R(BB^*[\dagger]A^*[\dagger])\). Suppose \(R(A^*[\dagger]AB) \subseteq R(B)\). It is a well-known fact that \(ind(A^*[\dagger]A) = 1\). Thus by Lemma 2.3, \(R(A^*[\dagger]AB) = R(A^*[\dagger]A) \cap R(B) = R(A^\dagger) \cap R(B)\). On the other hand, again by Lemma 2.3, \(R(BB^*[\dagger]A^*[\dagger]) \subseteq R(A^\dagger)\) and \(ind(BB^*[\dagger]) = 1\) give \(R(BB^*[\dagger]A^*[\dagger]) = R(BB^*[\dagger]) \cap R(A^*[\dagger]) = R(B) \cap R(A^*[\dagger])\). Thus \(R(BB^*[\dagger]A^*[\dagger]) = R(A^*[\dagger]AB)\). Therefore, \(A^*[\dagger]ABB^*[\dagger]\) is range Hermitian.

(ii) \(\Rightarrow\) (iii): Straight forward.

(iii) \(\Rightarrow\) (i): Suppose that \(R(A^*[\dagger]AB) \subseteq R(B)\). As \(R(A^*[\dagger]ABB^*[\dagger]) \subseteq R(A^*[\dagger]AB) \subseteq R(B)\), we get \(A^*[\dagger]ABB^*[\dagger] = BB^*[\dagger]A^*[\dagger]ABB^*[\dagger]\) and hence it can be shown that
\[
R(BB^*[\dagger]A^*[\dagger](A^*[\dagger])) = R(A^*[\dagger]ABB^*[\dagger]) = R(BB^*[\dagger]A^*[\dagger])A^\dagger.
\]
Thus \(BB^*[\dagger]A^*[\dagger]A^\dagger\) is range Hermitian. In a similar way, using the inclusion relation
\[
R(BB^*[\dagger]A^*[\dagger]) \subseteq R(A^*[\dagger]),
\]
we can prove that \(A^\dagger ABB^*[\dagger]\) is also range Hermitian.

(iii) \(\Rightarrow\) (ii): Suppose \(BB^*[\dagger]A^*[\dagger]\) is range Hermitian. Then \(R(BB^*[\dagger]A^*[\dagger]) = R(A^*[\dagger]ABB^*[\dagger])\). It clear that \(R(A^*[\dagger]AB) = R(A^*[\dagger]ABB^*[\dagger]) \subseteq R(A^*[\dagger]ABB^*[\dagger]) = R(BB^*[\dagger]A^*[\dagger])A^\dagger \subseteq R(B)\). Thus \(BB^*[\dagger]A^*[\dagger]AB = A^*[\dagger]AB\). Similarly, we can prove \(A^\dagger ABB^*[\dagger]A^*[\dagger] = BB^*[\dagger]A^*[\dagger]\).

\[ \square \]

**Theorem 3.6.** Let \(A \in \mathbb{C}^{m \times n}\), \(B \in \mathbb{C}^{n \times \ell}\) and \(D = AB\). If \(A^\dagger\) and \(B^\dagger\) exist, then the following are equivalent:
(i) \( \text{rank} \left( \begin{array}{cc} D & AA^{[s]}D \\ DB^{[s]}B & DD^{[s]}D \end{array} \right) = \text{rank}(D) \), where \( D = AB \).

(ii) \((AB)^{[t]}\) exists and \((AB)^{[t]} = B^{[t]}A^{[t]}\).

Proof. \((i) \Rightarrow (ii)\): First we prove the existence of Moore-Penrose inverse of \(AB\). For that, let \( E = AA^{[s]}D \). It is easy to observe that \( D = AB = (AA^{[s]})^{[t]}(AA^{[s]}AB = (AA^{[s]})^{[t]}E \). Thus \( \text{rank}(D) = \text{rank}((AA^{[s]})^{[t]}E) \leq \text{rank}(E) = \text{rank}(AA^{[s]}D) \leq \text{rank}(D) \). It shows that \( \text{rank}(D) = \text{rank}(AA^{[s]}D) \).

Similarly, we can prove that \( \text{rank}(D) = \text{rank}(DB^{[s]}B) \).

Suppose \( \text{rank} \left( \begin{array}{cc} D & AA^{[s]}D \\ DB^{[s]}B & DD^{[s]}D \end{array} \right) = \text{rank}(D) \). Then \( \text{rank}(D) = \text{rank}(DD^{[s]}D) \) by Lemma 3.3. It concludes that \( \text{rank}(D) = \text{rank}(DD^{[s]}D) = \text{rank}(D^{[s]}D) \). Thus \((AB)^{[t]}\) exists. By Theorem 3.4,

\[
\text{rank} \left( \begin{array}{cc} D & AA^{[s]}D \\ DB^{[s]}B & DD^{[s]}D \end{array} \right) = \text{rank}(D^{[s]}) + \text{rank}(D - AA^{[s]}(D^{[s]})^{[t]}B^{[s]}B) \\
= \text{rank}(D) + \text{rank}(D^{[s]} - B^{[s]}BD^{[t]}AA^{[s]}). 
\]

Hence, by the assumption \( \text{rank}(D^{[s]} - B^{[s]}BD^{[t]}AA^{[s]} = 0 \). Thus \( D^{[s]} = B^{[s]}BD^{[t]}AA^{[s]} \). Pre-multiplying by \((B^{[s]}B)^{[t]}\) and post-multiplying by \((AA^{[s]})^{[t]}\) we get

\[
(B^{[s]}B)^{[t]}B^{[s]}A^{[s]}(AA^{[s]})^{[t]} = (B^{[s]}B)^{[t]}B^{[s]}BD^{[t]}AA^{[s]}(AA^{[s]})^{[t]}.
\]

By Theorem 2.2 (v) and (vi),

\[
B^{[t]}A^{[t]} = (B^{[s]}B)^{[t]}B^{[s]}BB^{[s]}A^{[s]}(DD^{[s]}D)^{[t]}AA^{[s]}(AA^{[s]})^{[t]} \\
= B^{[s]}A^{[s]}(DD^{[s]}D)^{[t]}AA^{[s]}(AA^{[s]})^{[t]} \\
= D^{[t]}A^{[t]}(AA^{[s]})^{[t]} = (D^{[s]}D)^{[t]}D^{[s]}A^{[s]}(AA^{[s]})^{[t]} \\
= D^{[t]} = (AB)^{[t]}. 
\]

(ii) \Rightarrow (i): By Theorem 3.4,

\[
\text{rank} \left( \begin{array}{cc} D & AA^{[s]}D \\ DB^{[s]}B & DD^{[s]}D \end{array} \right) = \text{rank}(D) + \text{rank}(D - AA^{[s]}(D^{[s]})^{[t]}B^{[s]}B) \\
= \text{rank}(D) + \text{rank}(D - AA^{[s]}(B^{[t]}A^{[t]})^{[s]}B^{[s]}B) \\
= \text{rank}(D) + \text{rank}(D - AA^{[s]}(B^{[t]}A^{[t]})^{[s]}B^{[s]}B) \\
= \text{rank}(D) + \text{rank}(D - AB) \\
= \text{rank}(D). 
\]

\[\square\]

**Theorem 3.7.** Let \( A \in \mathbb{C}^{m \times n} \) and \( B \in \mathbb{C}^{n \times \ell} \) such that \( A^{[t]} \) and \( B^{[t]} \) exist. If any one of the conditions listed in Theorem 3.5 holds, then

\[
\text{rank} \left( \begin{array}{cc} D & A^{[s]}AD \\ DB^{[s]}B & DD^{[s]}D \end{array} \right) = \text{rank}(D). 
\]

**Proof.** Suppose that \( BB^{[t]}A^{[s]}AB = A^{[s]}AB \) and \( A^{[t]}ABB^{[s]}A^{[s]} = BB^{[s]}A^{[s]} \) hold. Then, we have

\[
\left( \begin{array}{cc} D & AA^{[s]}D \\ DB^{[s]}B & DD^{[s]}D \end{array} \right) = \left( \begin{array}{ccc} AB & ABB^{[t]}A^{[s]}AB \\ ABB^{[s]}A^{[t]}AB & AB(AB)^{[s]}AB \end{array} \right) \\
= \left( \begin{array}{cc} D & DB^{[s]}A^{[t]}D \\ DB^{[s]}A^{[t]}D & DD^{[s]}D \end{array} \right). 
\]
By Theorem 3.4,
\[
\begin{aligned}
\text{rank}
\begin{pmatrix}
D & AA^*[D]' & DB^*[B]' & DD^*[D]'
\end{pmatrix}
&= \text{rank}
\begin{pmatrix}
D & DB^*[A]' & DD^*[D]'
\end{pmatrix}
\\text{rank}(D) + \text{rank}(DB^*[A]'D) - \text{rank}(DB^*[A]'DD^*[D]')
&= \text{rank}(D) + \text{rank}(DB^*[A]'A[AB][D]')
&= \text{rank}(D) + \text{rank}(DB^*[A]'A[AB][D]')
&= \text{rank}(D) + \text{rank}(DB^*[A]'A[AB][D]')
&= \text{rank}(D).
\end{aligned}
\]

\[\square\]

**Corollary 3.8.** Let \(A \in \mathbb{C}^{m \times n}\) and \(B \in \mathbb{C}^{n \times \ell}\) such that \(A^*[A]\) and \(B^*[B]\) exist. If any one of the conditions listed in Theorem 3.5 holds, then \((AB)^*[AB] \) exists and \((AB)^*[AB] = B^*[B]A^*[A]\).

**Lemma 3.9.** Let \(A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{m \times \ell}\) and \(C \in \mathbb{C}^{\ell \times n}\). Then
\[
(i) \quad \text{rank}
\begin{pmatrix}
A & B
\end{pmatrix}
= \text{rank}
\begin{pmatrix}
A^*[A]
B^*[B]
\end{pmatrix}
\]
\[
(ii) \quad \text{rank}
\begin{pmatrix}
A & C
\end{pmatrix}
= \text{rank}
\begin{pmatrix}
A^*[A] & C^*[C]
\end{pmatrix}
\]

**Proof.**
\[
\begin{aligned}
\text{rank}
\begin{pmatrix}
A^*[A]
B^*[B]
\end{pmatrix}
&= \text{rank}
\begin{pmatrix}
N^{-1}A^*M
L^{-1}B^*M
\end{pmatrix}
&= \text{rank}
\begin{pmatrix}
N^{-1}A^*
L^{-1}B^*
\end{pmatrix}
&= \text{rank}
\begin{pmatrix}
AN^{-1}
BL^{-1}
\end{pmatrix}
&= \text{rank}
\begin{pmatrix}
A & B
\end{pmatrix}
&= \text{rank}
\begin{pmatrix}
A & B
\end{pmatrix}.
\end{aligned}
\]
Similarly we can prove (ii).

\[\square\]

**Lemma 3.10.** Let \(A \in \mathbb{C}^{m \times n}\) and \(B \in \mathbb{C}^{p \times h}\). If \(A^*[A]\) and \(B^*[B]\) exist, then
\[
(i) \quad \begin{pmatrix}
A & 0
\end{pmatrix}^*[A] = \begin{pmatrix}
A^*[A] & 0
\end{pmatrix}
\]
\[
(ii) \quad \begin{pmatrix}
A & 0
\end{pmatrix}^*[A] = \begin{pmatrix}
A^*[A] & 0
\end{pmatrix}
\]
\[
(iii) \quad \begin{pmatrix}
0 & A
\end{pmatrix}^*[A] = \begin{pmatrix}
0 & A^*[A]
\end{pmatrix}
\].
Proof. 

(i) Let \( K = \begin{pmatrix} M & 0 & 0 \\ 0 & G \end{pmatrix} \) and \( L = \begin{pmatrix} N & 0 & 0 \\ 0 & H \end{pmatrix} \). Without loss of generality we may assume that

\[ T^{[*]} = L^{-1} T^* K, \]

where \( T = \begin{pmatrix} A & 0 & 0 \\ 0 & B \end{pmatrix} \).

Then

\[
T^{[*]} = \begin{pmatrix} N^{-1} & 0 & 0 \\ 0 & H^{-1} \end{pmatrix} \begin{pmatrix} A^* & 0 & 0 \\ 0 & B^* \end{pmatrix} \begin{pmatrix} M & 0 \\ 0 & G \end{pmatrix} 
= \begin{pmatrix} N^{-1} A^* M & 0 \\ 0 & H^{-1} B^* G \end{pmatrix} 
= \begin{pmatrix} A^{[*]} & 0 \\ 0 & B^{[*]} \end{pmatrix}.
\]

(ii) Suppose \( A^{[i]} \) and \( B^{[i]} \) exist.

\[
T^{[i]} T = \begin{pmatrix} A^{[*]} A & 0 & 0 \\ 0 & B^{[*]} B \end{pmatrix} \text{ and } TT^{[*]} = \begin{pmatrix} A A^{[*]} & 0 \\ 0 & B B^{[*]} \end{pmatrix}.
\]

Thus \( \text{rank}(T^{[*]} T) = \text{rank}(A) + \text{rank}(B) = \text{rank}(T T^{[*]}) = \text{rank}(T) \), which implies \( T^{[i]} \) exists.

Also it is easy to verify that \( T^{[i]} = \begin{pmatrix} A^{[i]} & 0 \\ 0 & B^{[i]} \end{pmatrix} \) satisfies the Moore-Penrose equations.

(iii) is similar to (ii).

\( \square \)

**Theorem 3.11.** Let \( A, B, C, D, P \) and \( Q \) be matrices with suitable orders such that \( P^{[i]} \) and \( Q^{[i]} \) exist. Then

\[
\text{rank}(D - C P^{[i]} A Q^{[i]} B) = \text{rank} \begin{pmatrix} P^{[*]} A Q^{[*]} & P^{[*]} P P^{[*]} & 0 \\ Q^{[*]} Q Q^{[*]} & 0 & Q^{[*]} B \\ 0 & C P^{[*]} & -D \end{pmatrix} - \text{rank}(P) - \text{rank}(Q).
\]

**Proof.** It is observed that

\[
\begin{pmatrix} A & A Q^{[i]} B \\ C P^{[i]} A & D \end{pmatrix} = \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} + \begin{pmatrix} A & 0 \\ 0 & C \end{pmatrix} \begin{pmatrix} 0 & Q^{[i]} & 0 \\ P^{[i]} & 0 & 0 \end{pmatrix} \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}
= \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} + \begin{pmatrix} A & 0 \\ 0 & C \end{pmatrix} \begin{pmatrix} 0 & P^{[i]} & 0 \\ Q & 0 & 0 \end{pmatrix} \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}
\]

(by Lemma 3.10 (iii)).

Thus by Theorem 3.4,

\[
\text{rank} \begin{pmatrix} A & A Q^{[i]} B \\ C P^{[i]} A & D \end{pmatrix} = \text{rank} \begin{pmatrix} M^{[*]} M^{[*]} & M^{[*]} \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \\ A & 0 \end{pmatrix} M^{[*]} \begin{pmatrix} -A & 0 \\ 0 & -D \end{pmatrix} - \text{rank} \begin{pmatrix} 0 & P^{[i]} & 0 \\ Q & 0 & 0 \end{pmatrix},
\]

where \( M = \begin{pmatrix} 0 & P^{[i]} \\ Q & 0 \end{pmatrix} \). By Lemma 3.10 (ii),

\[
\text{rank} \begin{pmatrix} A & A Q^{[i]} B \\ C P^{[i]} A & D \end{pmatrix} = \text{rank} \begin{pmatrix} P^{[*]} P P^{[*]} & P^{[*]} A & 0 \\ 0 & Q^{[*]} Q Q^{[*]} & 0 \\ 0 & A Q^{[*]} & -A \end{pmatrix} - \text{rank}(P) - \text{rank}(Q).
\]
Thus
\[
\begin{pmatrix}
0 & I & P^{[*]} \\
I & 0 & 0 \\
0 & 0 & I \\
0 & 0 & I
\end{pmatrix}
\begin{pmatrix}
0 & P^{[*]}P^{[*]} \\
P^{[*]}P^{[*]} & 0 \\
0 & A^{[*]} \\
CP^{[*]} & 0
\end{pmatrix}
\begin{pmatrix}
Q^{[*]}Q^{[*]} & 0 & Q^{[*]}B \\
0 & P^{[*]}A & 0 \\
A^{[*]} & -A & 0 \\
0 & 0 & -D
\end{pmatrix}
\begin{pmatrix}
0 & I & 0 \\
I & 0 & 0 \\
0 & 0 & I \\
Q^{[*]} & 0 & 0 
\end{pmatrix}
= \begin{pmatrix}
P^{[*]}A^{[*]} & P^{[*]}P^{[*]} & 0 & 0 \\
Q^{[*]}Q^{[*]} & 0 & Q^{[*]}B & 0 \\
0 & CP^{[*]} & -D & 0 \\
0 & 0 & 0 & -A
\end{pmatrix}.
\]

Thus
\[
\text{rank}
\begin{pmatrix}
A & AQ^{[*]} \\
CP^{[*]} & D
\end{pmatrix}
= \text{rank}
\begin{pmatrix}
P^{[*]}A^{[*]} & P^{[*]}P^{[*]} & 0 & 0 \\
Q^{[*]}Q^{[*]} & 0 & Q^{[*]}B & 0 \\
0 & CP^{[*]} & -D & 0 \\
0 & 0 & 0 & -A
\end{pmatrix}
- \text{rank}(P) - \text{rank}(Q)
\]

But by Lemma 2.4,
\[
\text{rank}
\begin{pmatrix}
A & AQ^{[*]} \\
CP^{[*]} & D
\end{pmatrix}
= \text{rank}(A) + \text{rank}(D - CP^{[*]}AQ^{[*]}B).
\]

Thus
\[
\text{rank}(D - CP^{[*]}AQ^{[*]}B) = \text{rank}
\begin{pmatrix}
P^{[*]}A^{[*]} & P^{[*]}P^{[*]} & 0 \\
Q^{[*]}Q^{[*]} & 0 & Q^{[*]}B \\
0 & CP^{[*]} & -D
\end{pmatrix}
- \text{rank}(P) - \text{rank}(Q).
\]

\[\square\]

**Corollary 3.12.** Let \(A \in \mathbb{C}^{m \times n}\) and \(B \in \mathbb{C}^{n \times \ell}\) such that \(A^{[*]}\) and \(B^{[*]}\) exist. Then
\[
\text{rank}(AB - ABB^{[*]}A^{[*]}AB) = \text{rank}
\begin{pmatrix}
B^{[*]}A^{[*]} & B^{[*]}B^{[*]}A^{[*]} \\
AA^{[*]} & AB
\end{pmatrix}
+ \text{rank}(AB) - \text{rank}(A) - \text{rank}(B).
\]

**Proof.** Replace \(D\) by \(AB\), \(C\) by \(AB\), \(P\) by \(B\), \(A\) by \(I\), \(Q\) by \(A\) and \(B\) by \(AB\) in Theorem 3.11, we get
\[
\text{rank}(AB - ABB^{[*]}A^{[*]}AB) = \text{rank}
\begin{pmatrix}
B^{[*]}A^{[*]} & B^{[*]}B^{[*]}A^{[*]} \\
AA^{[*]} & AB
\end{pmatrix}
- \text{rank}(A) - \text{rank}(B).
\]

Also,
\[
\begin{pmatrix}
I & 0 & 0 \\
0 & I & A^{[*]} \\
0 & 0 & I
\end{pmatrix}
\begin{pmatrix}
B^{[*]}A^{[*]} & B^{[*]}B^{[*]}A^{[*]} \\
A^{[*]}A^{[*]} & 0 & A^{[*]}AB \\
0 & ABB^{[*]} & -AB
\end{pmatrix}
\begin{pmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & B^{[*]} & I
\end{pmatrix}
= \begin{pmatrix}
B^{[*]}A^{[*]} & B^{[*]}B^{[*]}A^{[*]} & 0 \\
A^{[*]}A^{[*]} & A^{[*]}A^{[*]}A^{[*]}AB & 0 \\
0 & 0 & -AB
\end{pmatrix}
\]
Therefore
\[
\text{rank}(AB - ABB^{[t]}A^{[t]}AB) = \text{rank}
\begin{pmatrix}
B^{[s]}A^{[s]} & B^{[s]}BB^{[s]} \\
A^{[s]}AA^{[s]} & A^{[s]}ABB^{[s]}
\end{pmatrix}
+ \text{rank}(AB) - \text{rank}(A) - \text{rank}(B).
\]

Moreover, by observing the following facts
\[
\begin{pmatrix}
I & 0 \\
0 & A^{[t][s]}
\end{pmatrix}
\begin{pmatrix}
B^{[s]}A^{[s]} & B^{[s]}BB^{[s]} \\
A^{[s]}AA^{[s]} & A^{[s]}ABB^{[s]}
\end{pmatrix}
\begin{pmatrix}
I & 0 \\
0 & B^{[t][s]}
\end{pmatrix}
= \begin{pmatrix}
B^{[s]}A^{[s]} & B^{[s]}B \\
A^{[s]} & AB
\end{pmatrix}
\]
and
\[
\begin{pmatrix}
I & 0 \\
0 & A^{[*]
}B^{[*]}
\end{pmatrix}
\begin{pmatrix}
B^{[s]}A^{[s]} & B^{[s]}B \\
A^{[s]}AA^{[s]} & A^{[s]}ABB^{[s]}
\end{pmatrix}
\begin{pmatrix}
I & 0 \\
0 & B^{[*]}
\end{pmatrix}
= \begin{pmatrix}
B^{[s]}A^{[s]} & B^{[s]}BB^{[s]} \\
A^{[s]}AA^{[s]} & A^{[s]}ABB^{[s]}
\end{pmatrix},
\]
we have
\[
\text{rank}
\begin{pmatrix}
B^{[s]}A^{[s]} & B^{[s]}B \\
A^{[s]} & AB
\end{pmatrix}
= \text{rank}
\begin{pmatrix}
B^{[s]}A^{[s]} & B^{[s]}BB^{[s]} \\
A^{[s]}AA^{[s]} & A^{[s]}ABB^{[s]}
\end{pmatrix}.
\]
Thus
\[
\text{rank}(AB - ABB^{[t]}A^{[t]}AB) = \text{rank}
\begin{pmatrix}
B^{[s]}A^{[s]} & B^{[s]}B \\
A^{[s]} & AB
\end{pmatrix}
+ \text{rank}(AB) - \text{rank}(A) - \text{rank}(B).
\]

Lemma 3.13. Let $P$ and $Q$ be two $N$-Hermitian idempotent matrices of suitable orders. Then
\[
\text{rank}(PQ - QP) = 2 \text{rank}
\begin{pmatrix}
P & Q
\end{pmatrix}
+ 2 \text{rank}(PQ) - 2 \text{rank}(P) - 2 \text{rank}(Q).
\]

Proof. Since $P$ and $Q$ are two idempotent matrices, by Lemma 2.5,
\[
\text{rank}(PQ - QP) = \text{rank}
\begin{pmatrix}
P & Q
\end{pmatrix}
+ \text{rank}(PQ) - 2 \text{rank}(P) - 2 \text{rank}(Q).
\]

By Lemma 3.9,
\[
\text{rank}(PQ - QP) = \text{rank}
\begin{pmatrix}
P & Q
\end{pmatrix}
+ \text{rank}(PQ) - 2 \text{rank}(P) - 2 \text{rank}(Q).
\]
Since $P$ and $Q$ are Hermitian we get,
\[
\text{rank}(PQ - QP) = 2 \text{rank}
\begin{pmatrix}
P & Q
\end{pmatrix}
+ 2 \text{rank}(PQ) - 2 \text{rank}(P) - 2 \text{rank}(Q).
\]

Lemma 3.14. If $A^{[t]}$ and $B^{[t]}$ exist, then
\[
\text{rank}
\begin{pmatrix}
BB^{[t]} & A^{[t]}A
\end{pmatrix}
= \text{rank}
\begin{pmatrix}
B & A^{[*]
}
\end{pmatrix}.
\]

Proof. The conclusion may be arrived easily by using the following two equations
\[
\begin{pmatrix}
BB^{[t]} & A^{[t]}A
\end{pmatrix}
\begin{pmatrix}
B & 0 \\
0 & A^{[*]
}
\end{pmatrix}
= \begin{pmatrix}
B & A^{[*]
}
\end{pmatrix}
\]
and
\[
\begin{pmatrix}
B & A^{[*]
}
\end{pmatrix}
\begin{pmatrix}
BB^{[t]} & 0 \\
0 & (A^{[t]}[s])
\end{pmatrix}
= \begin{pmatrix}
BB^{[t]} & A^{[t]}A
\end{pmatrix}.
\]

Theorem 3.15. Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times \ell}$. If $A^{[t]}$ and $B^{[t]}$ exist, then
\[
\text{rank}(BB^{[t]}A^{[t]}A - A^{[t]}ABB^{[t]}) = 2 \text{rank}
\begin{pmatrix}
A^{[*]
} & B
\end{pmatrix}
+ 2 \text{rank}(AB) - 2 \text{rank}(A) - 2 \text{rank}(B).
\]
Proof. Clearly $A^{[t]}A$ and $BB^{[t]}$ are Hermitian and idempotent, then by Lemma 3.13,

$$\text{rank}(BB^{[t]}A^{[t]}A - A^{[t]}ABB^{[t]}) = 2 \text{rank}(BB^{[t]}A^{[t]}A) + 2 \text{rank}(BB^{[t]}A^{[t]}A) - 2 \text{rank}(BB^{[t]}A^{[t]}A) - 2 \text{rank}(AB)$$

and

$$\text{rank}(AB) = \text{rank}(B^{[s]}A^{[s]}) \leq \text{rank}(BB^{[t]}A^{[t]}A^{[s]}A^{[s]}) \leq \text{rank}(BB^{[t]}A^{[t]}A).$$

Thus $\text{rank}(AB) = \text{rank}(BB^{[t]}A^{[t]}A).$

\[\square\]

Theorem 3.16. Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times \ell}$ such that $A^{[t]}$ and $B^{[t]}$ exist. If

$$\text{rank}\left(\begin{array}{cc}
B^{[s]}A^{[s]} & B^{[s]}B \\
AA^{[s]} & AB
\end{array}\right) = \text{rank}\left(\begin{array}{cc}
A^{[s]} & B
\end{array}\right),$$

then $(AB)^{[t]} = B^{[t]}A^{[t]}$ is equivalent to any one of the conditions given in Theorem 3.5.

Proof. Since

$$\text{rank}\left(\begin{array}{cc}
B^{[s]}A^{[s]} & B^{[s]}B \\
AA^{[s]} & AB
\end{array}\right) = \text{rank}\left(\begin{array}{cc}
A^{[s]} & B
\end{array}\right),$$

by Theorem 3.15 and Corollary 3.12,

$$2 \text{rank}(AB - ABB^{[t]}A^{[t]}AB) = \text{rank}(BB^{[t]}A^{[t]}A - A^{[t]}ABB^{[t]}).$$

Thus if $(AB)^{[t]} = B^{[t]}A^{[t]}$, then $BB^{[t]}A^{[t]}A = A^{[t]}ABB^{[t]}$. Therefore

$$BB^{[s]}A^{[s]} = BB^{[t]}A^{[t]}ABB^{[s]}B^{[s]}A^{[s]} = A^{[t]}ABB^{[t]}BB^{[s]}A^{[s]} = A^{[t]}ABB^{[s]}A^{[s]}.$$

Similarly, we prove $BB^{[t]}A^{[s]}AB = A^{[s]}AB$. Thus we obtain condition (iv) of Theorem 3.5.

\[\square\]

4. An Open Problem

We can observe from Theorem 3.16 that $(AB)^{[t]} = B^{[t]}A^{[t]}$ is equivalent to any one of the conditions given in Theorem 3.5 by assuming the rank equality

$$\text{rank}\left(\begin{array}{cc}
B^{[s]}A^{[s]} & B^{[s]}B \\
AA^{[s]} & AB
\end{array}\right) = \text{rank}\left(\begin{array}{cc}
A^{[s]} & B
\end{array}\right).$$

But in the Euclidean case such a rank equality assumption is not required. Thus it is an open question for giving proof for Theorem 3.16 without assuming the rank equality, or finding a counter example.
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