A Deep Reinforcement Learning Model for Predictive Maintenance Planning of Road Assets: Integrating LCA and LCCA
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Abstract. One of the main challenges in maintenance and rehabilitation (M&R) practices is to determine the type and timing of the maintenance actions. Determining the right maintenance time and type can result in saving a significant amount of budget. This paper proposes a framework using Reinforcement Learning (RL) to determine the optimum type and timing of M&R practices based on the Long-Term Pavement Performance (LTPP) data. A predictive Deep Neural Network (DNN) model is developed in the proposed algorithm, serving as the RL algorithm's Environment. For the policy estimation of the RL model, the efficacy of DQN and PPO models are evaluated. International Roughness Index (IRI) and Rutting Depth (RD) are used as pavement performance indicators. Economic and environmental impacts of M&R treatments are considered in reward (i.e., cost-effectiveness) calculations. Costs and environmental impacts are evaluated using paLATE 2.0 software. In order to verify model convergence, the sensitivity of the model with respect to different traffic volumes is tested. To cover both warm and wet climatic conditions, the proposed framework is applied to a case study located in the state of Texas; however, it is equally applicable to various transportation networks across the globe. The results offer a 20-year M&R plan, in which road condition remains in good and fair condition range. The proposed approach can be used by decision-makers and transportation agencies to plan efficient maintenance and rehabilitation actions that can save costs and minimize environmental impacts.
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1. Introduction:

The performance of all national economies is dependent on transportation infrastructure through a wide range of economic and social advantages. Additionally, the construction, maintenance, and use of transportation networks generally impose significant environmental impacts (Santero and Horvath, 2009). The need for sustainable infrastructure systems, such as transportation networks, is now widely acknowledged. In one of the most recent and most comprehensive studies, the UN's International panel on climate change (IPCC) reported for "code red" in its latest report (Cartwright, 2021). Accordingly, due to the high carbon footprint of construction industry, maintaining and repairing different components of the continually deteriorating transportation networks (e.g., pavements) with minimal greenhouse gas emissions, financial expenditure, and non-renewable materials consumption is now one of the most important priorities of infrastructure management authorities (Wang and Gangaram, 2014).

In this context, Pellicer et al. (2016) found that conventional methods of planning pavement maintenance alternatives concentrated on economic and technical parameters while ignored environmental impacts. Air pollution and climate change are two of the most pressing environmental issues facing the globe today. If temperature levels continue to rise owing to anthropogenic greenhouse gas (GHG) emissions into the atmosphere, global warming might cause severe environmental, social, and economic consequences across the world (Santos et al., 2020). Therefore, special attention must be paid to the transportation sector since it is responsible for spewing considerable amounts of pollutants and GHG up into the air (Watts et al., 2018). Moreover, in the presence of global warming, more M&R practices may be needed because of the increasing frequency and intensity of natural disasters (Khandel and Soliman, 2019). By conducting more number of M&R actions, even more pollutants will be released into the atmosphere (Santos et al., 2020). Accordingly, there is a need for comprehensive and efficient methods that can assist in planning optimal M&R plans that not only consider financial constraints but also cover environmental aspects.

Developing a practical long-term maintenance framework will not only help policymakers to achieve an acceptable level of service but enables them to avoid significant capital waste since there are budget limitations (France-Mensah and O'Brien, 2018). In recent years, many budget allocation models have been proposed to address this issue for various purposes on project and network levels (e.g., Yu et al., 2015). In this context, some of the studies in the field of pavement performance evaluation used local data sets (e.g., Yao et al., 2019) ans some other used the Long-Term Pavement Performance (LTPP) data (e.g., Piryonesi and El-Diraby 2020; Yamany et al., 2020).

To determine which maintenance technique results in best result, many researchers used the notion of “cost-effectiveness” to evaluate the efficiency of their methods. For instance, Torres-Machi et al. (2017) and Osorio et al. (2018) employed cost-effectiveness or cost-benefit techniques to consider performance and economy aspects in maintenance planning. Review of the available research (e.g., Alam et al., 2020; Hua et al., 2021; Irfan et al., 2012) in the area of pavement repair and maintenance also shows that combining treatments and developing more predictable schedules would considerably increase pavement service life and save a significant amount of capital. Additionally, to make better decisions that are cost-effective and more environmentally friendly, pavement repair must be planned over a lengthy period by considering the long-term pavement
Numerous researchers have attempted to utilize machine learning (ML) to tackle various engineering challenges, motivated by machine learning's incredible capacity to employ models built on data in order to replicate human intelligence activities (Neves et al., 2017; Chopra et al., 2018; Deka, 2019; Sheikh et al., 2021; Khandel et al., 2021a,b; Naranjo-Pérez et al., 2020). Among the available ML tools, deep learning is one the most prevalent which has been used in several applications including damage recognition, crack detection, and performance prediction in buildings (e.g., Cheng et al., 2021; Attari et al., 2017), bridges (e.g., Assaad and El-adaway, 2020a; Asghari and Hsu, 2022), roads (e.g., Donev and Hoffmann, 2020; Piryonesi and El-Diraby, 2020) sewer and power lines (e.g., Sabour et al., 2021; Wang et al., 2020), and dams (Assaad and El-adaway, 2020b).

Among different machine learning techniques, reinforcement learning (RL) has gained a lot of attention in recent years. RL can be used to provide efficient maintenance plans that can assist in long-term decision-making (Yao et al., 2020). Pavement authorities generally focus on the long-term cost-effectiveness of maintenance treatments which makes maintenance planning a sequential decision-making problem. However, by employing either professional expertise or mathematical programming approaches, long-term maintenance planning is still challenging. This is mainly due to the complex process of pavement deterioration, multiple alternative treatments, and various pavement performance indicators. RL is an excellent tool for simulating sequential decision-making situations on a big scale. It discovers the best approach by maximizing the agent's cumulative rewards from the environment. RL-based pavement management decision-making techniques can include sophisticated pavement performance prediction, more specific treatment techniques, and wide selection of materials in a long-term optimization through agent-action environment interactions, as opposed to traditional pavement management decision-making techniques (Liu et al., 2020, Han et al., 2021, Renard et al., 2021). Recently, some research has focused on finding the best treatment timing through maximizing cost-effectiveness using RL approaches.

Pavement designs and maintenance have historically used life cycle cost analysis (LCCA). The LCCA is a technique for calculating total cost based on various initial construction costs, maintenance costs, and vehicle fuel costs to achieve maximum net savings over the life cycle. This approach does not quantify the environmental impact across various stages of the life, but rather estimates the financial impact over the life of an investment. In contrast, life cycle assessment approach (LCA) is a tool for assessing the environmental implications of all phases of a product or process, from cradle to grave. LCA model is used to estimate the environmental damage cost (EDC) and construct life cycle inventories (LCIs). The inventory of material, energy, and environmental pollutant flows from and to nature are some of the most common LCIs. Additionally, different modules including material, transportation/distribution, construction, congestion due to M&R activities, usage, and end of life (EOL) modules are typical components of a comprehensive LCA model.

In this context, Labi and Sinha (2005) investigated the economic effectiveness of various degrees of life cycle preventive maintenance for three asphaltic concrete pavement functional class families and developed a generic framework for evaluating investment alternatives. Mandapaka et
al. (2012) created an integrated LCCA and California mechanistic-empirical design procedure model to analyze and select an effective M&R plan. Praticò et al. (2011) created an LCCA model based on a conceptual engineering economic tool to handle agency, user, and externality costs for solutions to stabilize unstable subgrade soils for low-volume highways. The previously created LCCA models take several pathways to account for the economic features of pavements, with an emphasis on the agency and user costs. Several other researchers focused on quantifying environmental impacts using LCA approach. For instance, Keoleian et al. (2005) calculated the environmental implications of two bridge deck systems considering material manufacturing, transportation, building and maintenance procedures, congestion impact, and EOL treatment. Huang et al. (2009) developed a system for constructing and maintaining asphalt pavements using an LCA model that is fully characterized in terms of material and construction modules. Santero and Horvath (2009) devised a life cycle assessment technique to assess the effect of global warming on the key components of pavements over their life cycle. Wang et al. (2012) assessed the energy consumption and greenhouse gas (GHG) emissions of several pavement rehabilitation options for material manufacture, construction, and usage, with a specific emphasis on the impacts of pavement rolling resistance on vehicle fuel consumption.

To benefit from the advantages of both LCCA and LCA approaches in pavement M&R planning, the environmental aspects can be addressed by LCA while the LCCA approach can cover the economic aspects. An integrated LCA–LCCA model can be significantly beneficial in developing an efficient cost evaluation system with improved pavement design and maintenance techniques. Accordingly, in this paper, an RL-based framework which integrates LCA and LCCA is developed to determine the optimum type and timing of M&R practices based on the LTPP data. The aim of the proposed framework is to find a cost and environmentally-effective sequence of maintenance actions to provide the most budget-efficient set of maintenance actions and contribute to a more sustainable maintenance management system. The significant contribution of this paper may be summarized as follows: (a) for the first time, this paper is developing an RL framework that considers costs and environmental effects at the same time, and (b) developing an RL framework based on a public database (LTPP) is the first one in its kind.

2. Deep Reinforcement Learning

Reinforcement learning is a branch of machine learning specialized in solving sequential decision-making problems to allow software-defined agents (algorithms) to learn the optimum behaviors in a virtual environment to achieve their objectives (Barto, 2014). The main difference of RL compared to other machine learning tools is the type of feedback (reward) that the agent receives after making a decision. In supervised learning, the agent simply understands how good it was in predicting (doing an action) by immediately comparing its result with the label (Cunningham et al., 2008). The agent then uses this comparison to improve its next prediction (action). For unsupervised learning, there is no feedback as the data is unlabeled (Ghahramani, 2003). Reinforcement learning uses an alternative method which works with delayed rewards. In this method, agents are learning through a trial-and-error procedure of interacting with the environment. The method starts with an initial state, and every time the agent makes a decision, it receives a reward and updates the state. The goal of the agent is to find a Policy that leads to the maximum reward. RL works on the Markov Decision Process (MDP) principles which can be shown as a tuple $\mathcal{M} = (S, A, T, d_0, r, \gamma)$, where $S$ is a set of states $s \in S$, $A$ is a set of actions that
can be discrete or continuous $a \in A$, $T$ is conditional probability distribution of the form $T(s_{t+1} \mid s_t, a_t)$ that describes the dynamics of the system, $d_0$ is the initial state distribution $d_0(s_0)$, $r : S \times A \rightarrow R$ is the reward function, and $\gamma \in (0, 1]$ is the scalar discount factor. Figure 1 shows the schematic view of a RL system. In a model-free prediction, $T$ is always unknown and is thus omitted afterwards in this paper.

![RL System Diagram](image)

**Figure 1. The schema of the flow in an RL system**

The best (optimal) policy for RL is one that maximizes the cumulative reward. At each step in policy $\pi$ the agent at one specific state $s_t$ takes an action $a_t$ to observe the next resulting state $s_{t+1}$ and obtains a reward $r_{t+1}$. The final cumulative reward in step $t$ is defined by $G_t$ and can be defined as follow:

$$G_t = \gamma^0 r_{t+1} + \gamma^1 r_{t+1} + \ldots + \gamma^{n-1} r_n$$

where $n$ is the number of steps. As mentioned above, $\gamma$ is discount factor, and it plays a key role in “delayed reward” phenomenon. The more $\gamma$ is closed to 0, the less important are future rewards, and the agent focuses on immediate rewards (Sutton 1992). Achieving an optimal policy $\pi_*$ means that the agent has succeeded in finding the optimal sequence of actions in each time step which maximizes $G_t$.

### 3. Proximal Policy Optimization (PPO)

PPO is an on-policy method that uses policy gradient approaches to estimate the optimum policy. It makes the use of importance sampling and tends to increase the probability of sampled actions through a gradient ascent approach. PPO make adaptive updates with its clipped surrogate objective. It also ensures that the deviation from the previous policy is relatively small. The objective is as follows:

$$Loss_{CLIP}(\theta) = E_i[\min(\frac{\pi_\theta(a_i \mid s_i)}{\pi_{\theta, old}(a_i \mid s_i)} Adv_i, \ \text{clip}(\frac{\pi_\theta(a_i \mid s_i)}{\pi_{\theta, old}(a_i \mid s_i)}, 1-\alpha, 1+\alpha)Adv_i)]$$
Where $\pi_{\theta}$ is the updated policy that derives from the old policy $\pi_{\theta_{old}}$ and $\alpha$ is a hyperparameter that ranges between 0 and 1. The clipping removes the incentive for moving $\frac{\pi_{\theta}(a_t | s_t)}{\pi_{\theta_{old}}(a_t | s_t)}$ outside of the interval $[1 - \alpha, 1 + \alpha]$ and penalizes the objective for having too large of a policy update. $\text{Adv}$ is the Advantage function which represents a measure of acceptability, in a certain state.

The pseudo-code of PPO is as follows:

**Algorithm 2** Proximal Policy Optimization

```plaintext
for episode = 1, M do
    for executor 1, N do
        run policy $\pi_{\theta_{old}}$ in environment for $t$ time steps and calculate $\text{Adv}_t$ in each time step
    end for
    calculate $\text{Loss}^{\text{CLIP}}(\theta)$ with K epochs on a samples mini batch and update $\theta$
end for
```

4. Environment

The Environment is the world that the agent moves and interacts with. The Environment receives the agent's current state and action as inputs and delivers the reward and the agent's future state as output.

In this sustainable maintenance planning system, the Environment acts as a place that simulates the initial road condition and then determines the following condition of the road based on the chosen action. In a perfect world, the agent can perform its action on an actual road segment and quickly evaluate the post-action condition of the road to evaluate the effectiveness of the action. However, due to the complexity and required effort, employing such method in real-world applications and even their laboratory simulations may not be practical. To overcome this problem, Machine Learning models are used to simulate the Environment and estimate future road conditions. In this paper, a Deep Artificial Neural Network (DANN) is employed to estimate the following condition of a road section based on some initial (input) features. The DANN model is then used to play the role of the Environment for RL. Figure 2 depicts the structure of the employed DANN. As shown, the DANN model comprise of one input layer, three blocks and an output layer. Each block is a sequence of a dense layer (fully connected layer), a Parametric Rectified Linear Unit (PRelu) activation function, and a Dropout layer. The PRelu layer is responsible for activating or deactivating Neurons while a Dropout layer randomly deletes the connection of some neurons (Dropout 0.3 deletes the connection for 30 percent of neurons).
5. Data

Factors related to road structure features, traffic conditions, weather conditions, initial performance, interval between two evaluations, maintenance types and time are used as the input of for the DANNs. Two indicators are considered in the Sustainable Maintenance Planning Model, two individual DANNs are used to separately predict each indicator. Long-term pavement performance (LTPP) data are adopted in this paper. LTPP contains several indicators related to flexible pavements (e.g., International Roughness Index (IRI), Rutting Depth (RD), Cracking Metric (CM), and Faulting (F)). LTPP database is recognized as one of the most comprehensive dataset of road assets. However, this dataset still has deficiencies such as missing and/or conflicting data. To deal with these shortcomings, several approaches have been employed to improve the quality of the data set. Additionally, several studies proposed methods to develop secondary indicators based on the indicators that are already included in the LTPP database (e.g., Piryonesi and El-Diraby, 2020). In addition, Based on the research conducted by (Lupia and Alter 2014), the transparency of the data is important; thus, it is worth mentioning that the research in this paper is conducted based on an open-source dataset (as opposed to previous similar work), that may enhance the validity of the proposed methods.

6. Indicator Selection

Choosing the right indicator has a significant impact on the outcome and may turn a credible, extensive, and complete maintenance system into a meaningless one. Furthermore, selecting a single indicator can result in inaccuracies since it may not offer a comprehensive picture of road condition. As a result, a collection of indicators can assist in accurately reflecting the road condition. Based on the review of different selection criteria proposed in the literature (e.g., Domitrović et al., 2018; Marcelino et al., 2018; Visintine et al., 2018; Fakhri and Dezfoolian, 2019;
A reliable performance indicators should be comprehensive, balanced, capable of showing trends, economical to measure, and appropriate. Table 2 presents the definition of each of those criteria.

| Criteria                  | Definition                                                                 |
|---------------------------|-----------------------------------------------------------------------------|
| Comprehensive             | Includes all key aspects of performance (addresses both functional and structural performance) |
| Balanced                  | Includes several types of metrics                                           |
| Able to show trends       | Can be used to analyze the performance over time                            |
| Economical to measure     | Does not increase burden on a State to collect/measure                     |
| Appropriateness           | Is suitable as a measure at the national level (including accuracy, timeliness, consistency, and precision) |

Among the available indicators, RD is main driver of the overall road condition in wet and non-freeze climate conditions (Visintine, Simpson et al. 2017). Moreover, IRI has continuously been chosen as the main indicator of road and highway condition by different studies. Therefore, IRI and RD are selected as the two indicators in this paper. Table 3 presents condition thresholds for these two indicators.

| Condition Metric | Performance Level | Thresholds |
|------------------|-------------------|------------|
| IRI              | Good              | <95        |
| IRI              | Fair              | 95–170     |
| IRI              | Poor              | >170       |
| RD               | Good              | <0.20      |
| RD               | Fair              | 0.20–0.40  |
| RD               | Poor              | >0.40      |

7. States

A state is a situation that the agent evaluates itself in the environment. The initial state updates itself to a new state by performing a series of actions. In this paper, 19 features combined (representing structural, traffic, and climate conditions) with the two performance indicators (I.e., IRI and RD) form the state space. Table 4 shows the features and their categories. This set of features reflect the road attributes that will change during the maintenance horizon.

| Category of Feature | Features (states) |
|---------------------|-------------------|
| Structure           |                   |
|                     | Original surface type |
|                     | Original surface thickness |
|                     | Original surface material |
|                     | Binder type       |
|                     | Binder thickness |
|                     | Binder material |
|                     | Base type         |
|                     | Base thickness    |
8. Actions

All motions that the agent can take are known as Actions (A). Although an Action is relatively self-explanatory, agents typically pick from a list of discrete and viable acts. Table shows Action type, thickness and material types that the agent considers. These action types represent more than 70% of the action types practiced in the LTPP data set. “Do-nothing” is also considered to be an action type. Different combinations of types, thickness, and materials are then used to generate individual Actions that form the Action space. This helps to reach highly accurate results with the minimal computational effort.

Table 5. Possible Actions for the agent

| Type of Action                                             | Thickness | Material       |
|------------------------------------------------------------|-----------|----------------|
| Asphalt concrete overlay                                   | 25.4      | AC-20          |
|                                                            | 50.8      | AC-30          |
|                                                            | 76.2      | AC-20          |
|                                                            | 101.6     | AC-30          |
| Hot-Mix Recycled Asphalt Concrete Overlay                  | 38.1      | AC-20          |
|                                                            | 50.8      | AC-30          |
|                                                            | 76.2      | AC-20          |
| Mill Off AC and Overlay with AC                            | 38.1      | AC-20          |
|                                                            | 50.8      | AC-30          |
|                                                            | 76.2      | AC-20          |
|                                                            | 101.6     | AC-30          |
| Mill Existing Pavement and Overlay with hot-Mix Recycled AC| 50.8      | AC-20          |
|                                                            | 76.2      | AC-30          |
|                                                            | 101.6     | AC-30          |
| Aggregate Seal Coat                                        | N/A       | Asphalt Cements AC-20 |
| Fog Seal Coat                                              | N/A       | HFRS-2P (POLYMERIZED) |
| Crack sealing and Patching                                | N/A       | AC-20          |
| Do-nothing                                                 | N/A       | N/A            |

9. Reward

A reward is feedback that is utilized to determine if an agent's activities in a particular state were successful or unsuccessful. The purpose of incentives is to offer feedback on an RL model's actions' performance. As a result, it is critical to define the reward accurately to direct the learning
process properly. The reward in this paper is proposed based on the idea in a previous research (Yao, Dong et al. 2020). However, the reward function differs from the previous work in several terms, including the environmental cost. Figure 3 represents the calculation of actions’ performance on an indicator, in which the initial point is the first year of planning. The purple curve shows the indicator performance after taking an action. The blue dotted area is the area that is used in the reward calculation formula, and the black curve is a hypothetical curve of not doing an action at all during the planning horizon. When the planning starts, the indicator is in an initial state. However, each year it decreases if no maintenance action is performed on the road, and it follows the black curve. The first time an action is performed (purple curve), it increases and separates from the non-action curve. Generally, the performance will decrease between two maintenance actions (time $t$ and $t+1$). It is worth noting that for the sake of simplicity, Figure 3 shows a decreasing performance indicator, while the proposed ones (IRI and RD) are inherently increasing.

**Figure 3. The mechanism of calculating the effectiveness of actions for an indicator**

The proposed reward function is as follows: In each time step, firstly, the cumulative area bounded with non-action curve, Action curve, current time $t$ and the next time $t+1$ is calculated for each indicator (eq 1). In eq1, $i$ indicates the indicator.

$$total\_area_i = \sum_{t=t_0}^{t} area_i^{t} \quad eq\ 1$$

In addition, the total cumulative cost is calculated as in eq 2. In this paper, as the maintenance system is considered to be both environmentally and economically effective, the total cost is the sum of action cost and environmental cost. In eq2, 1.04 is for 4% discount rate as it has been largely used in the previous research. Furthermore, the environmental cost of each action is calculated based on eq 3, in which $\rho_{action}$ and $\zeta$ show the equal amount of CO2 (metric ton) (Table and Figure 7) and marginal cost of carbon dioxide (Tol 2005) respectively.

$$total\_cost_i = \sum_{t=t_0}^{t} \left( \frac{cost_{action_i} + env\_cost_{action_i}}{1.04^t} \right) \quad eq\ 2$$
\[
env\_cost\_{\text{action}} = G_{\text{action}} \cdot \zeta \quad eq\ 3
\]

In the next step, the effective cost is calculated based on \( eq\ 4 \), which is the effectiveness of applying an action (including non-action) so far in the system.

\[
eff\_cost_i = \frac{\text{total\_area}_i}{\text{total\_cost}_i} \quad \text{if} \quad \text{total\_cost}_i \neq 0 \quad \text{else} \quad 0 \quad eq\ 4
\]

The effective cost for each indicator is then combined into a single term, as shown in \( eq\ 5 \).

\[
\text{final\_eff\_cost}_i = \omega_{\text{IRI}} \times \text{eff\_cost}_i^{\text{IRI}} + \omega_{\text{RD}} \times \text{eff\_cost}_i^{\text{RD}} \quad eq\ 5
\]

\( \omega_{\text{IRI}} \) and \( \omega_{\text{RD}} \) are considered 55 and 45 percent, respectively. Finally, the reward is defined in \( eq\ 6 \).

\[
\text{reward}_{t+1} = \text{final\_eff\_cost}_{t+1} - \text{final\_eff\_cost}_t \quad eq\ 6
\]

10. Case Study and Results

![Diagram of the proposed sustainable maintenance planning system]

\( Figure\ 4.\ the\ schema\ of\ the\ proposed\ sustainable\ maintenance\ planning\ system\)

In this section the overall Flowchart of the proposed research has been explained. As illustrated in \( Figure\ 4 \), the RL controller passes the selected action based on the state and reward which were calculated in the Environment. Consequently, the selected action is used again in the Environment to calculate the Reward and next state. As mentioned in the previous section, a DNN is used as the
main part of the Environment. With this DNN, the Reward and next states can be calculated. The architecture of the proposed DNN was explained in the previous section. However, in order to prepare the data to be used in this architecture, some data analysis techniques must be employed on the data.

**Data Preparation.**

There are 40 factors used as the inputs for the ANN model, which are related to road structure features (24 factors), traffic conditions (6 factors), weather conditions (4 factors), initial performance indicator (1 factor), the interval between two indicator evaluations (1 factor), maintenance type (3 factors) and maintenance date (1 factor).

A major and time-consuming task for academic research papers dealing with big databases is the data preparation part (García, Luengo et al. 2015). As the required dataset for training the next-condition predictor model described in the above section is based on some separate data sources (LTPP database and climate module MERRA provided by NASA), these data need to be first merged into a single one. Data preprocessing is also a must-do for the neural network prediction model (Environment). Without preprocessing of raw data, the neural network will not produce accurate forecasts.

The main tasks of the preprocessing part are as follows: First, the categorical data (e.g., road function class, Surface type, etc.) are converted into numerical ones, using the one-hot encoding method. One-hot encoding is a way to assign a numerical representation to categorical data in order to make them feasible to participate in mathematical models. Second, a Min-Max Normalizer is applied to the data for faster convergence and higher proficiency (Patro and Sahu 2015). Furthermore, considering traffic and weather data, there are some missing data, which can be handled by interpolation, *fillna* methods and deletion. In addition, because of some illogical cases in the dataset, IRI and RD might have decreased over time without any actions taken. To overcome this problem, a calibration method has been applied on those data points that have decreased between two action-performed dates (if two maintenance actions have been done on a single road segment, its indicator performance must increase gradually in this interval. Otherwise, it is erroneous and must be calibrated). The calibration process is illustrated in Figure 5, in which The blue squares are actual data. The red vertical lines show the time when a maintenance action has been done. In a rational situation, the performance indicator like RD decreases right after a maintenance action but then increases. Thus, those data points that decrease without performing maintenance action are wrong and must be calibrated. In this figure, the calibrated data points are indicated with green cross-shapes.
**DNN Results.** After preparing the data, it is then fed into two DNN models to produce the outputs. The outputs (IRI and RD) are the predicted performance indicators which are calculated based on the current features of the road and a maintenance action. The performance of this DNNs are shown in Figure 6, which represents the real data with red and the predicted data with blue lines for 50 random samples.

![Figure 5. The calibration process of the data.](image1)

![Figure 6. The performance of the prediction model in predicting the performance indicators](image2)

### 1. PPO Hyper Parameters
It can be observed that PPO provides a better convergence and performance rate than other techniques but is sensitive to changes. On the other hand, DQN alone is unstable and gives poor convergence, hence requiring several add-ons.

The obtained hyperparameters are shown in Table .
2. Integrating LCA and LCCA

To calculate the cost-effectiveness of the actions, first, the cost and environmental impact of treatments should be calculated. The environmental damage cost (EDC) has generally been overlooked when calculating pavement costs. To consider EDC alongside economic cost, there should be an integration between LCA and LCCA. A model provided by Tol (Tol 2005) has been utilized for the integration. The model takes the price of capturing a ton of CO2 as the environmental cost. However, there are wealth of literature that calculates this cost and it varies between 5 $/tC and 1667 $/tC. The authors of this paper are not experts in this field and considered the mean value in the investigated literature as a basis for the study. After this step, the cost and environmental impact (as marginal costs) of the M&R actions are integrated. In the following paragraphs, a discussion about the implemented approaches is presented.

3. LCA and LCCA

For the LCA, a tool developed by a consortium on green design and manufacturing in the University of California, Berkeley (paLATE 2.0) (Figure 7) is used with some modifications. The tool takes user input for the design, initial construction, maintenance, equipment use, and costs for a roadway, and provides outputs for the life-cycle environmental effects and costs. In this research, only production of material, transportation and construction have been considered. Other parts are simply beyond the scope of this research. Environmental effects investigated include CO2, CH4, N2O, PM2.5, SO2, CO and NOx. All of these pollutants have been considered in LCA as an equal amount of CO2, based on the global warming potential (GWP). In Table 7, Factors for different pollutants are provided (Jing, Bai et al. 2012). In the following parts, more details will be discussed:

| Pollutants | GWP (CO2-eq) | AP (SO2-eq) | REP (PM2.5-eq) |
|------------|--------------|-------------|----------------|
| SO2        | -            | 1           | 1.9            |
| CO2        | 1            | -           | -              |
| NOx        | -            | 0.7         | 0.3            |
| PM2.5      | -            | -           | 1              |

Table 6 – Model Hyperparameters for the PPO algorithm

| Parameters                          | Values  |
|-------------------------------------|---------|
| Planning horizon                    | 20 years|
| Beginning year                      | 2021    |
| Number of steps M                   | 128     |
| Number of Executors N               | 4       |
| Learning rate                       | 0.00025 |
| Discount factor                     | 0.99    |
| Entropy coefficient for the loss calculation | 0.04     |
| Value function coefficient for the loss calculation | 0.5      |
| Clip range $\alpha$                | 0.2     |
To calculate economic and environmental impact of M&R practices, paLATE tool is used. As it’s demonstrated in figure 7, the user can input the details about different layers of pavement and the tool provides the cost and produced pollution during three phases of production, transportation, and construction. The results then, compared to other research and were in a reasonable range.

### Production
Pavement material manufacturing emits a lot of pollutants into the atmosphere. For the estimation of the environmental impact of the material production process, research by European Bitumen Association is used (Euro bitumen 2012).

### Transportation
The transportation module tracks the movement of paving materials from the plant to the construction site, as well as the recycled pavement materials to the recycling plant as they reach the end of their useful lives. The air emissions for material transportation were modeled using the (GREET, 2010) model.

### Construction
Construction equipment emits pollutants during maintenance and rehabilitation. The model provided by The NONROAD model (U.S. EPA, 2008) has been used to estimate the emissions based on hourly consumption of equipment.

It is important to note that the social impacts of the road maintenance and rehabilitation were not included in this paper because they were out of the scope of this study.

### 4. Case study
The case study is a hypothetical 6 lane (3 lanes in each direction) highway located in Texas. The highway is set to be in a warm and wet climate. Daily traffic conditions (AADT, ESAL, different axle counts, Truck ration) are compatible with the road structure. The highway is composed of 46 sections and a total length of 23 kilometers for ease of calculation, all road segments are considered.
to be 500 meters in length (the length of the road segments are similar to the case study in Yao et al. study (Yao, Dong et al. 2020)), and the width of all lanes is 3.66 meters (46 segments in total). The reason for selecting a hypothetical case study is to implement a comprehensive set of characteristics in the case study to compare the performance of the model under different conditions. Different conditions for the case study are defined within the limits of similar highways in the same region. Road sections were classified as “wet” because the average site precipitation was greater than 20 inches/yr. Moreover, they are classified as “freeze” since the average site freeze index was greater than 46 °C – degree days.

Figure 8 denotes the learning process for the agent, which takes thousands of iterations. Each iteration or round is a set of 20 years of performing action on a road segment. As it can be seen the model converges after iteration 7000.

Figure 8. Episode reward of each round during PPO training

Figure 9 shows the projected maintenance and rehabilitation costs of all segments between 2022 and 2041. It is important to note that more budget is needed in some years. This is because the road is in an excellent overall condition in the early years, and thus, there is no need for heavy M&R practices. After several years that the road has been subjected to heavy traffics, the need for heavy M&R practices increased. Since after the heavy M&R, the condition of the road improves, there is a sharp decline in budget allocation. In Figure 10, which is only for a single road segment, it is obvious that in some years, there is no M&R, which happens after heavy rehabilitation practices. This means that the model can decide that there is no need for more M&R practices after recent rehabilitation.
Table shows the percent of actions for each year. Since the road is in good condition at the start of 2022 (the beginning of the 20-year period), 60 percent of the first year's actions are non-actions. Moreover, the other 40 percent is a slight maintenance practice (aggregate seal coat). After the first year, the road will be subjected to heavy traffic, and the need for heavy M&R practices is necessary.

In order to see if the model responds logically to different conditions, a sensitivity analysis has been conducted. Figure 11 shows that as the traffic volume increases (by 50, 100, 150, 200, and 250 percent), the need for maintenance and rehabilitation increases, which results in a drop in the cost-effectiveness of the model. It can be concluded that the developed model responds logically.
### Table 8– Percent of road M&R practices per year

| Time (year) | Asphalt Concrete Overlay | Hot-Mix Recycled Asphalt Concrete Overlay | Mill Off AC & Overlay w/ AC | Mill Existing Pavement & Overlay w/ Hot-mix Recycled AC | Aggregate Seal Coat | Fog Seal Coat | No Action |
|-------------|--------------------------|------------------------------------------|----------------------------|--------------------------------------------------------|--------------------|--------------|-----------|
| 2022        | 0                        | 0                                        | 0                          | 40                                                     | 0                  | 60           |           |
| 2023        | 85                       | 0                                        | 0                          | 15                                                     | 0                  | 0            |           |
| 2024        | 0                        | 27                                       | 0                          | 21                                                     | 0                  | 46           |           |
| 2025        | 35                       | 25                                       | 0                          | 21                                                     | 0                  | 19           |           |
| 2026        | 29                       | 54                                       | 15                         | 2                                                      | 0                  | 0            |           |
| 2027        | 65                       | 23                                       | 6                          | 0                                                      | 0                  | 4            | 2         |
| 2028        | 0                        | 8                                        | 46                         | 6                                                      | 0                  | 40           |           |
| 2029        | 0                        | 27                                       | 52                         | 6                                                      | 2                  | 12           |           |
| 2030        | 8                        | 48                                       | 8                          | 19                                                     | 2                  | 15           |           |
| 2031        | 31                       | 4                                        | 2                          | 40                                                     | 0                  | 21           |           |
| 2032        | 21                       | 0                                        | 4                          | 38                                                     | 0                  | 38           |           |
| 2033        | 0                        | 4                                        | 19                         | 48                                                     | 0                  | 29           |           |
| 2034        | 0                        | 6                                        | 12                         | 50                                                     | 0                  | 31           |           |
| 2035        | 31                       | 15                                       | 29                         | 10                                                     | 15                 | 0            |           |
| 2036        | 31                       | 10                                       | 29                         | 6                                                      | 23                 | 0            |           |
| 2037        | 56                       | 0                                        | 27                         | 17                                                     | 0                  | 0            |           |
| 2038        | 83                       | 0                                        | 0                          | 17                                                     | 0                  | 0            |           |
| 2039        | 77                       | 0                                        | 0                          | 23                                                     | 0                  | 0            |           |
| 2040        | 77                       | 0                                        | 0                          | 6                                                      | 0                  | 0            |           |
| 2041        | 67                       | 0                                        | 0                          | 33                                                     | 0                  | 0            |           |

*Figure 11. Sensitivity Analysis of cost-effectiveness due to increase in Traffic volume*

### 11. CONCLUSION

This study introduced a new framework for long-term rehabilitation and road maintenance strategies. A PPO model has been utilized to maximize the cost-effectiveness of actions. This tool can provide a basis to help decision-makers. The result shows that the proposed framework can successfully produce promising results. A DQN model is also tested, but PPO results were more
accurate and logical. After each intervention, all lanes must reach the same elevation. Since the real-time practice for measuring the impact of traffic and M&R practices is not achievable, an ANN model to simulate the real-world condition is used. The environment comprises 40 parameters divided into four subcategories of 1) Structure, 2) Traffic, 3) PIs and, 4) Climate. The action space is made up of 32 actions (including do-nothing) which only 16 of them are taken by the agent. The main features of the study are as follows: 1) The proposed framework solves the problem of conflicting data by correcting the false data. 2) A neural network model specifically created to simulate the environment. 3) A sensitivity analysis was conducted to evaluate the proposed model's behavior. 4) The model integrates the environmental and economic impact of M&R practices to produce a more comprehensive basis for decision-makers. 5) the outcome of the research is a decision support tool for organizations to go towards M&R strategies that align with sustainable development goals.

Future studies could address the impact of climate change and evaluate how different climate change scenarios can affect the M&R strategies. Another direction can be pushing models toward a network of roads instead of considering one segment of road. Incorporating budget restrictions into the model will lead to more realistic results since there are always funding restrictions on the side of organizations responsible for M&R practices in the real condition. Finally, implementing the performance indicators in the reward calculation, so that different service levels have different values in the reward will lead to a more logical behavior of the model.
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