Algebraic and differential-geometric constructions of set-theoretical solutions to the Zamolodchikov tetrahedron equation

Sergei Igonin\textsuperscript{*} and Sotiris Konstantinou-Rizos\textsuperscript{©}

Centre of Integrable Systems, P.G. Demidov Yaroslavl State University, Yaroslavl, Russia

E-mail: s-igonin@yandex.ru and skonstantin84@gmail.com

Received 11 March 2022, revised 30 August 2022
Accepted for publication 9 September 2022
Published 29 September 2022

Abstract
We present several algebraic and differential-geometric constructions of tetrahedron maps, which are set-theoretical solutions to the Zamolodchikov tetrahedron equation. In particular, we obtain a family of new (nonlinear) polynomial tetrahedron maps on the space of square matrices of arbitrary size, using a matrix refactorisation equation, which does not coincide with the standard local Yang–Baxter equation. Liouville integrability is established for some of these maps. Also, we show how to derive linear tetrahedron maps as linear approximations of nonlinear ones, using Lax representations and the differentials of nonlinear tetrahedron maps on manifolds. We apply this construction to two nonlinear maps: a tetrahedron map obtained in Dimakis and Müller-Hoissen (2019 \textit{Lett. Math. Phys.} 109 799–827) in a study of soliton solutions of vector Kadomtsev–Petviashvili equations and a tetrahedron map obtained in Konstantinou-Rizos (2020 \textit{Nucl. Phys. B} 960 115207) in a study of a matrix trifactorisation problem related to a Darboux matrix associated with a Lax operator for the nonlinear Schrödinger equation. We derive parametric families of new linear tetrahedron maps (with nonlinear dependence on parameters), which are linear approximations for these nonlinear ones. Furthermore, we present (nonlinear) matrix generalisations of a tetrahedron map from Sergeev’s classification (1998 \textit{Lett. Math. Phys.} 45 113–9). These matrix generalisations can be regarded as tetrahedron maps in noncommutative variables. Besides, several tetrahedron maps on arbitrary groups are constructed.
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1. Introduction

The Zamolodchikov tetrahedron equation [41, 42] is a higher-dimensional analogue of the well-celebrated quantum Yang–Baxter equation. They belong to the most fundamental equations in mathematical physics and have applications in many diverse branches of physics and mathematics, including statistical mechanics, quantum field theories, algebraic topology, and the theory of integrable systems. The Yang–Baxter and tetrahedron equations are members of the family of $n$-simplex equations [4, 11, 16, 30, 32, 33], where they correspond to the cases of two-simplex and three-simplex, respectively. Some applications of the tetrahedron equation can be found in [5, 6, 11, 12, 15, 21, 22, 25, 32, 33, 38, 40] and references therein.

This paper is devoted to tetrahedron maps and their relations with Yang–Baxter maps, which are set-theoretical solutions to the tetrahedron equation and the Yang–Baxter equation, respectively. Set-theoretical solutions of the Yang–Baxter equation have been intensively studied by many authors after the work of Drinfeld [13]. Even before that, examples of such solutions were constructed by Sklyanin [36]. A quite general construction for tetrahedron maps first appeared in works of Korepanov (see [28, 29] and references therein) in connection with integrable dynamical systems in discrete time. Presently, the relations of tetrahedron maps and Yang–Baxter maps with integrable systems (including PDEs and lattice equations) and with algebraic structures (including groups and rings) are very active areas of research (see, e.g. [1–3, 8–10, 12, 20, 22, 25–27, 31, 34, 38, 40]). In this paper we present several algebraic and differential-geometric constructions of tetrahedron maps. Some of our constructions of tetrahedron maps use Yang–Baxter maps as an auxiliary tool. The paper is organised as follows.

Section 2 contains the definitions of Yang–Baxter and tetrahedron maps and recalls some basic properties of them. Section 3.1 recalls the well-known method to construct tetrahedron maps by means of the matrix local Yang–Baxter equation written as a matrix refactorisation [12, 22, 26, 35]. In section 3.2 we present a modification of this method. Namely, in section 3.2 we find new tetrahedron maps by means of other matrix refactorisations, which are similar to the local Yang–Baxter equation, but do not coincide with it. The following notation is used.

- $\mathbb{K}$ is a field. Usually, $\mathbb{K}$ is either $\mathbb{R}$ or $\mathbb{C}$, but one can consider also arbitrary fields.
- $\mathbb{Z}_{>0}$ is the set of positive integers.
- $I_n$ is the $n \times n$ identity matrix for $n \in \mathbb{Z}_{>0}$.
- $\text{Mat}_n(\mathbb{K})$ is the set of $n \times n$ matrices with entries from $\mathbb{K}$.

For any $n, m \in \mathbb{Z}_{>0}$ we consider the matrix refactorisation equation (23) with (22), where $A_n, B_n, C_n, D_n$ are $n \times n$ matrix-functions on a set $W$. (That is, $A_n, B_n, C_n, D_n$ are maps from $W$ to $\text{Mat}_n(\mathbb{K})$.) In the case $m \neq n$ the matrices (22) are different from (8), and, therefore, equation (23) does not coincide with the standard matrix local Yang–Baxter equation (9).

Using equation (23) with (22) in the case when $W = \text{Mat}_n(\mathbb{K})$ and

\[
A_n(X) = I_n, \\
B_n(X) = X, \\
C_n(X) = 0, \\
D_n(X) = I_n,
\]

we obtain the following new polynomial tetrahedron maps:
In our opinion, it is interesting to see that such a nonstandard matrix refactorisation equation gives tetrahedron maps. The recent paper [18] (which was written later than the first version of this paper) presents an algebraic explanation of the fact that the maps (28) and (29) satisfy the tetrahedron equation.

In section 3.3 we prove Liouville integrability

- for the map (28) in the case $1 \leq m \leq n/2$ in theorem 3.4.
- For the map (29) in the case $3n/2 \leq m \leq 2n - 1$ in theorem 3.7.

Examples 3.5, 3.6, 3.8 and 3.9 clarify these results for small values of $n, m$.

We use the standard notion of Liouville integrability for maps on manifolds (see, e.g. [14, 27, 39] and references therein). This notion is presented in definition 3.3. Recall that Liouville integrability plays essential roles in classical mechanics and in the theory of integrable maps (see, e.g. [14, 17, 23, 27, 39]). We think that new examples of Liouville integrable maps satisfying the tetrahedron equation make valuable contribution in clarifying the interplay between the classical Liouville integrability and the three-dimensional discrete integrability encoded in the tetrahedron equation.

In section 3.1 we construct also new tetrahedron maps (13) and (15), which are matrix generalisations of the map (11) from Sergeev’s classification [35]. As shown in proposition 3.2, in (13) and (15) one can replace $\text{Mat}_n(\mathbb{C})$ by an arbitrary associative ring $\mathcal{A}$ with a unit. As a result, we get the maps (17) and (19), which can be regarded as tetrahedron maps in noncommutative variables.

It is known that the local Yang–Baxter equation [32] can be viewed as a ‘Lax equation’ or ‘Lax system’ for the tetrahedron equation (see, e.g. [11], and references therein). This allows one to introduce the notion of Lax representations for tetrahedron maps, see remark 5.10 for details.

In section 5 we show how to derive linear tetrahedron maps as linear approximations of nonlinear ones, using Lax representations and results of [19] on the differentials of nonlinear tetrahedron maps on manifolds. In our opinion, this connection between Lax representations and the construction of linear tetrahedron maps as linear approximations of nonlinear ones is interesting and deserves attention. (As discussed in remark 5.13, Lax representations were not considered in [19].) In examples 5.11 and 5.12 we apply this construction to two nonlinear maps:

- a tetrahedron map obtained in [10] in a study of soliton solutions of vector Kadomtsev–Petviashvili (KP) equations;
- a tetrahedron map obtained in [26] in a study of a matrix trifactorisation problem related to a Darboux matrix associated with a Lax operator for the nonlinear Schrödinger equation.

As a result, one derives parametric families of new linear tetrahedron maps (77), (84) and (85), which are linear approximations for these nonlinear ones. The obtained parametric families of linear tetrahedron maps (77), (84) and (85) depend nonlinearly on the parameters $q, q_1, q_2$. 

3
Relations with results of [19] are discussed in remark 5.13. Note that linear approximations of nonlinear Yang–Baxter maps were considered in [7, 27].

In section 4 we construct new tetrahedron maps (47) on an arbitrary group $G$. Section 6 concludes the paper with suggestions on how the results of this paper can be extended.

2. Preliminaries

For any set $S$ and $n \in \mathbb{Z}_{>0}$, we use the notation $S^n = S \times S \times \ldots \times S$. Also, we denote by $\text{Id}_S : S \to S$ the identity map.

Let $W$ be a set. A Yang–Baxter map is a map

$$Y : W \times W \to W \times W, \quad Y(x, y) = (u(x, y), v(x, y)), \quad x, y \in W,$$

satisfying the Yang–Baxter equation

$$Y^{12} \circ Y^{13} \circ Y^{23} = Y^{23} \circ Y^{13} \circ Y^{12}. \quad (2)$$

The terms $Y^{12}, Y^{13}, Y^{23}$ in (2) are maps $W^3 \to W^3$ defined as follows

$$Y^{12}(x, y, z) = (u(x, y), v(x, y), z),$$
$$Y^{23}(x, y, z) = (x, u(y, z), v(y, z)),$$
$$Y^{13}(x, y, z) = (u(x, z), y, v(x, z)), \quad x, y, z \in W.$$

A tetrahedron map is a map

$$T : W^3 \to W^3, \quad T(x, y, z) = (f(x, y, z), g(x, y, z), h(x, y, z)), \quad x, y, z \in W,$$

satisfying the (Zamolodchikov) tetrahedron equation

$$T^{123} \circ T^{145} \circ T^{246} \circ T^{356} = T^{356} \circ T^{246} \circ T^{145} \circ T^{123}. \quad (3)$$

Here $T^{ijk} : W^6 \to W^6$ for $i, j, k = 1, \ldots, 6, i < j < k$, is the map acting as $T$ on the $i$th, $j$th, $k$th factors of the Cartesian product $W^6$ and acting as identity on the remaining factors. For instance,

$$T^{246}(x, y, z, r, s, t) = (x, f(y, r, t), z, g(y, r, t), s, h(y, r, t)), \quad x, y, z, r, s, t \in W.$$

Sometimes we write $T((x, y, z))$ instead of $T(x, y, z)$, in order to emphasise that we apply $T$ to a given point $(x, y, z) \in W^3$.

**Proposition 2.1. ([25]).** Consider the permutation map

$$p^{13} : W^3 \to W^3, \quad p^{13}(a_1, a_2, a_3) = (a_3, a_2, a_1), \quad a_i \in W.$$

If a map $T : W^3 \to W^3$ satisfies the tetrahedron equation (3) then $\tilde{T} = p^{13} \circ T \circ p^{13}$ obeys this equation as well.
Proposition 2.2. ([25]). Let $T : W^3 \to W^3$ be a tetrahedron map. Suppose that a map $\sigma : W \to W$ satisfies
\[(\sigma \times \sigma \times \sigma) \circ T \circ (\sigma \times \sigma \times \sigma) = T, \quad \sigma \circ \sigma = \text{Id}_W.\] Note that, since $\sigma \circ \sigma = \text{Id}_W$, the relation $(\sigma \times \sigma \times \sigma) \circ T \circ (\sigma \times \sigma \times \sigma) = T$ is equivalent to $(\sigma \times \sigma \times \sigma) \circ T = T \circ (\sigma \times \sigma \times \sigma)$, hence (4) means that $\sigma$ is an involutive symmetry of $T$.

Then\[\tilde{T} = (\sigma \times \text{Id}_W \times \sigma) \circ T \circ (\text{Id}_W \times \sigma \times \text{Id}_W), \quad \tilde{T} = (\text{Id}_W \times \sigma \times \text{Id}_W) \circ T \circ (\sigma \times \text{Id}_W \times \sigma)\]are tetrahedron maps.

The statement of proposition 2.3 is well known. A proof can be found, e.g., in [19].

Proposition 2.3. Let $Y : W^2 \to W^2$ be a Yang–Baxter map. Then the maps $Y^{12} = Y \times \text{Id}_W : W^3 \to W^3$, $Y^{23} = \text{Id}_W \times Y : W^3 \to W^3$ are tetrahedron maps.

The result of proposition 2.4 is also well known, but for completeness we present a proof for it.

Proposition 2.4. Let $T : W^3 \to W^3$ be an invertible map satisfying the tetrahedron equation (3). Then the inverse map $T^{-1} : W^3 \to W^3$ obeys this equation as well.

Proof. We set $\tilde{T} = T^{-1}$. It is easily seen that
\[
\begin{align*}
\tilde{T}^{123} &= (T^{123})^{-1}, \\
\tilde{T}^{145} &= (T^{145})^{-1}, \\
\tilde{T}^{246} &= (T^{246})^{-1}, \\
\tilde{T}^{356} &= (T^{356})^{-1}.
\end{align*}
\]
Using (5), one obtains
\[
(T^{123} \circ T^{145} \circ T^{246} \circ T^{356})^{-1} = (T^{356})^{-1}(T^{246})^{-1}(T^{145})^{-1}(T^{123})^{-1} = \tilde{T}^{356} \circ \tilde{T}^{246} \circ \tilde{T}^{145} \circ \tilde{T}^{123},
\]
\[
(T^{356} \circ T^{246} \circ T^{145} \circ T^{123})^{-1} = (T^{123})^{-1}(T^{145})^{-1}(T^{246})^{-1}(T^{356})^{-1} = \tilde{T}^{123} \circ \tilde{T}^{145} \circ \tilde{T}^{246} \circ \tilde{T}^{356}.
\]
From (3), (6) and (7) we derive $\tilde{T}^{123} \circ \tilde{T}^{145} \circ \tilde{T}^{246} \circ \tilde{T}^{356} = \tilde{T}^{356} \circ \tilde{T}^{246} \circ \tilde{T}^{145} \circ \tilde{T}^{123}$, which means that the map $\tilde{T} = T^{-1}$ satisfies the tetrahedron equation. \(\square\)

3. Tetrahedron maps related to matrix refactorisations

3.1. Tetrahedron maps associated with the matrix local Yang–Baxter equation

In this subsection we construct new tetrahedron maps by means of the well-known method based on the matrix local Yang–Baxter equation written as a matrix refactorisation [12, 22, 26, 27].
In subsection 3.2 we find new tetrahedron maps by means of other matrix refactorisations, which are similar to the local Yang–Baxter equation, but do not coincide with it.

Let $K$ be a field. For any $n \in \mathbb{Z}_{>0}$ we denote by $\text{Mat}_n(K)$ the set of $n \times n$ matrices with entries from $K$. Let $I_n$ be the $n \times n$ identity matrix.

Consider a set $W$ and maps $A_n, B_n, C_n, D_n : W \rightarrow \text{Mat}_n(K)$ for some $n \in \mathbb{Z}_{>0}$. That is, $A_n, B_n, C_n, D_n$ are $n \times n$ matrix-functions on the set $W$. Then we have the corresponding $2n \times 2n$ matrix-function

$$L = \begin{pmatrix} A_n & B_n \\ C_n & D_n \end{pmatrix} : W \rightarrow \text{Mat}_{2n}(K)$$

and the $3n \times 3n$ matrix-functions $L^{12}, L^{13}, L^{23} : W \rightarrow \text{Mat}_{3n}(K)$

$$L^{12} = \begin{pmatrix} A_n & B_n \\ C_n & D_n \\ 0 & 0 & I_n \end{pmatrix}, \quad L^{13} = \begin{pmatrix} A_n & 0 & B_n \\ 0 & I_n & 0 \\ C_n & 0 & D_n \end{pmatrix}, \quad L^{23} = \begin{pmatrix} I_n & 0 & 0 \\ 0 & A_n & B_n \\ 0 & C_n & D_n \end{pmatrix}. \quad (8)$$

Consider the corresponding local Yang–Baxter equation

$$L^{12}(x) \cdot L^{13}(y) \cdot L^{23}(z) = L^{23}(\hat{z}) \cdot L^{13}(\hat{y}) \cdot L^{12}(\hat{x}), \quad x, y, z, \hat{x}, \hat{y}, \hat{z} \in W. \quad (9)$$

To our knowledge, in all available examples the following property is valid: Suppose that equation (9) determines a map

$$T : W \times W \times W \rightarrow W \times W \times W, \quad T((x, y, z)) = (\hat{x}, \hat{y}, \hat{z}), \quad (10)$$

in the sense that equation (9) is equivalent to the relation $(\hat{x}, \hat{y}, \hat{z}) = T((x, y, z))$. Then the map (10) satisfies the tetrahedron equation (3).

One can expect that this property holds in general under some non-degeneracy conditions, but we do not find a detailed general proof in the available literature. When we get a map (10) arising from (9), we check separately that the map satisfies the tetrahedron equation.

**Example 3.1.** Let $n = 1$ and $W = K$. Following [35], fix a constant $k \in K$ and consider the $2 \times 2$ matrix-function

$$L : K \rightarrow \text{Mat}_2(K), \quad L(x) = \begin{pmatrix} 1 & x \\ 0 & k \end{pmatrix}, \quad x \in K.$$

As shown in [35], the corresponding local Yang–Baxter equation (9) determines the tetrahedron map.
As noticed in [35], if $k \neq 0$, then the map (11) is invertible, and the inverse map

$$(T')^{-1} : \mathbb{K}^3 \to \mathbb{K}^3, \quad (x, y, z) \mapsto (\hat{x}, \hat{y}, \hat{z}) = \left(\frac{1}{k}(\hat{y} - \hat{x}z), \hat{x}, \hat{z}\right),$$

(12)

satisfies the tetrahedron equation as well.

Now let $n \in \mathbb{Z}_{>0}$ and $W = \text{Mat}_n(\mathbb{K})$. To construct matrix generalisations of the map (11), fix a nondegenerate $n \times n$ matrix $K \in \text{Mat}_n(\mathbb{K})$ and consider the $2n \times 2n$ matrix-function

$$\mathbf{L}_K : \text{Mat}_n(\mathbb{K}) \to \text{Mat}_{2n}(\mathbb{K}), \quad \mathbf{L}_K(X) = \begin{pmatrix} I_n & X \\ 0 & K \end{pmatrix}, \quad X \in \text{Mat}_n(\mathbb{K}).$$

We have

$$\mathbf{L}_K^{12}(X) \cdot \mathbf{L}_K^{13}(Y) \cdot \mathbf{L}_K^{23}(Z) = \begin{pmatrix} 1_n & X \\ 0 & K \end{pmatrix} \begin{pmatrix} 1_n & 0 \\ 0 & 1_n \end{pmatrix} \begin{pmatrix} 1_n & 0 \\ 0 & K \end{pmatrix} = \begin{pmatrix} 1_n & XZ + YK \\ 0 & K \end{pmatrix}.$$

Similarly,

$$\mathbf{L}_K^{23}(\hat{Z}) \cdot \mathbf{L}_K^{13}(\hat{Y}) \cdot \mathbf{L}_K^{12}(\hat{X}) = \begin{pmatrix} 1_n & 0 \\ 0 & K \end{pmatrix} \begin{pmatrix} 1_n & 0 \\ 0 & 1_n \end{pmatrix} \begin{pmatrix} 1_n & 0 \\ 0 & K \end{pmatrix} = \begin{pmatrix} 1_n & \hat{X} \\ 0 & K \end{pmatrix}.$$

$$X, Y, Z, \hat{X}, \hat{Y}, \hat{Z} \in \text{Mat}_n(\mathbb{K}).$$

The local Yang–Baxter equation $\mathbf{L}_K^{12}(X) \cdot \mathbf{L}_K^{13}(Y) \cdot \mathbf{L}_K^{23}(Z) = \mathbf{L}_K^{23}(\hat{Z}) \cdot \mathbf{L}_K^{13}(\hat{Y}) \cdot \mathbf{L}_K^{12}(\hat{X})$ gives the map

$$\mathcal{T}_K : (\text{Mat}_n(\mathbb{K}))^3 \to (\text{Mat}_n(\mathbb{K}))^3,$$

$$(X, Y, Z) \mapsto (\hat{X}, \hat{Y}, \hat{Z}) = (X, YK + XZ, KZK^{-1}).$$

(13)

It is easy to verify that the map (13) satisfies the tetrahedron equation. By proposition 2.4, the inverse map

$$(\mathcal{T}_K)^{-1} : (\text{Mat}_n(\mathbb{K}))^3 \to (\text{Mat}_n(\mathbb{K}))^3,$$

$$(\hat{X}, \hat{Y}, \hat{Z}) \mapsto (X, Y, Z) = (\hat{X}, \hat{Y}K^{-1} - \hat{X}K^{-1}\hat{Z}, K^{-1}\hat{Z}K),$$

(14)

obey the tetrahedron equation as well.

Now consider the permutation map $P^{13} : (\text{Mat}_n(\mathbb{K}))^3 \to (\text{Mat}_n(\mathbb{K}))^3$, $(X, Y, Z) \mapsto (Z, Y, X)$. Applying proposition 2.1 to (13), we see that the map

$$\mathcal{T}_K^{p^{13}} = P^{13} \circ \mathcal{T}_K \circ P^{13} : (\text{Mat}_n(\mathbb{K}))^3 \to (\text{Mat}_n(\mathbb{K}))^3,$$

$$(X, Y, Z) \mapsto (\hat{X}, \hat{Y}, \hat{Z}) = (KXK^{-1}, YK + ZX, Z),$$

(15)
also satisfies the tetrahedron equation. By proposition 2.4, the inverse map

\[(\mathbb{T}^{-1}_K)^{-1} : (\text{Mat}_n(\mathbb{K}))^3 \to (\text{Mat}_n(\mathbb{K}))^3,\]

\[(\tilde{X}, \tilde{Y}, \tilde{Z}) \mapsto (X, Y, Z) = (K^{-1}XK, YK^{-1} - \bar{Z}K^{-1}\tilde{X}, \tilde{Z}),\]

(16)

obeys the tetrahedron equation as well. The maps (13) and (15) are matrix generalisations of (11).

Let \(A\) be an associative ring with a unit. Let \(K \in A\) be an invertible element. Replacing \(\text{Mat}_n(\mathbb{K})\) by \(A\) in (13)–(16), we obtain the following result.

**Proposition 3.2.** For any associative ring \(A\) with a unit and any invertible element \(K \in A\), we have the tetrahedron maps

\[\mathbb{T}_K : (A)^3 \to (A)^3, \quad (X, Y, Z) \mapsto (\tilde{X}, \tilde{Y}, \tilde{Z}) = (X, YK + XZ, KZK^{-1}),\]

(17)

\[\left(\mathbb{T}_K^{-1}\right)^{-1} : (A)^3 \to (A)^3, \quad (\tilde{X}, \tilde{Y}, \tilde{Z}) \mapsto (X, Y, Z) = (\tilde{X}, \bar{Y}K^{-1} - \bar{X}K^{-1}\tilde{Z}, K^{-1}\tilde{Z}K),\]

(18)

\[\mathbb{\tilde{T}}_K : (A)^3 \to (A)^3, \quad (X, Y, Z) \mapsto (\tilde{X}, \tilde{Y}, \tilde{Z}) = (KXK^{-1}, YK + XZ, Z),\]

(19)

\[\left(\mathbb{\tilde{T}}_K^{-1}\right)^{-1} : (A)^3 \to (A)^3, \quad (\tilde{X}, \tilde{Y}, \tilde{Z}) \mapsto (X, Y, Z) = (K^{-1}\tilde{X}K, \bar{Y}K^{-1} - \bar{Z}K^{-1}\tilde{X}, \tilde{Z}).\]

(20)

One can say that (17)–(20) are tetrahedron maps in noncommuting variables \(X, Y, Z, \tilde{X}, \tilde{Y}, \tilde{Z}\).

### 3.2. Tetrahedron maps associated with other matrix refactorisations

Let \(n, m \in \mathbb{Z}_{>0}\). Consider a set \(W\) and maps \(A_n, B_n, C_n, D_n : W \to \text{Mat}_n(\mathbb{K})\). One has the corresponding map

\[L_n : W \to \text{Mat}_n(\mathbb{K}), \quad L_n(x) = \begin{pmatrix} A_n(x) & B_n(x) \\ C_n(x) & D_n(x) \end{pmatrix}, \quad x \in W.\]

(21)

Now we introduce the maps \(L_{12}^{n,m}, L_{13}^{n,m}, L_{23}^{n,m} : W \to \text{Mat}_{2n+m}(\mathbb{K})\) given by

\[L_{12}^{n,m} = \begin{pmatrix} A_n & B_n \\ C_n & D_n \end{pmatrix}, \quad L_{13}^{n,m} = \begin{pmatrix} A_n & 0 \\ 0 & L_m \end{pmatrix}, \quad L_{23}^{n,m} = \begin{pmatrix} 0 & A_n \\ C_n & D_n \end{pmatrix}.\]

(22)

Consider the following matrix refactorisation equation

\[L_{12}^{n,m}(x) \cdot L_{13}^{n,m}(y) \cdot L_{23}^{n,m}(z) = L_{12}^{n,m}(\bar{x}) \cdot L_{13}^{n,m}(\bar{y}) \cdot L_{23}^{n,m}(\bar{z}), \quad x, y, z, \tilde{x}, \tilde{y}, \tilde{z} \in W.\]

(23)

In the case \(m \neq n\) the matrices (22) are different from (8), and, therefore, the matrix refactorisation equation (23) does not coincide with the matrix local Yang–Baxter equation (9). Below we present new tetrahedron maps arising from equation (23).
Let $W = \text{Mat}_n(\mathbb{K})$. We consider the map

$$
I_n : \text{Mat}_n(\mathbb{K}) \rightarrow \text{Mat}_{2n}(\mathbb{K}), \quad I_n(X) = \begin{pmatrix} I_n & X \\ 0 & I_n \end{pmatrix}, \quad X \in \text{Mat}_n(\mathbb{K}),
$$

(24)

which is of the form (21) with $A_n, B_n, C_n, D_n$ given by (1). Taking the corresponding matrices (22), we see that in the case (24) equation (23) reads

$$
\begin{pmatrix} I_n & X \\ 0 & I_n \end{pmatrix} = \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix} \begin{pmatrix} I_n & Y \\ 0 & I_n \end{pmatrix} \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix},
$$

$$
\begin{pmatrix} I_n & X \\ 0 & I_n \end{pmatrix} \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix} \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix} = \begin{pmatrix} I_n & X \\ 0 & I_n \end{pmatrix} \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix} \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix},
$$

(25)

For given $n \times n$ matrices $X, Y, Z$, equation (25) does not determine $n \times n$ matrices $\hat{X}, \hat{Y}, \hat{Z}$ uniquely. In order to get a map of the form $(X, Y, Z) \mapsto (\hat{X}, \hat{Y}, \hat{Z})$, we need to add some extra equations to (25).

For example, as shown below, one can get a map of the form $(X, Y, Z) \mapsto (\hat{X}, \hat{Y}, \hat{Z})$, if one adds the equations $\hat{X} = X, \hat{Z} = Z$ to (25). Substituting $\hat{X} = X, \hat{Z} = Z$ in (25), we obtain

$$
\begin{pmatrix} I_n & X \\ 0 & I_n \end{pmatrix} = \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix} \begin{pmatrix} I_n & Y \\ 0 & I_n \end{pmatrix} \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix},
$$

(26)

Now we need to consider three cases:

(a) $m \in \{1, \ldots, n\}$,
(b) $m \in \{n + 1, \ldots, 2n - 1\}$,
(c) $m \geq 2n$.

Below the elements of matrices $X, Z$ are denoted by $x_{i,l}, z_{j,l}$ for $k, l = 1, \ldots, n$, and we use the multiplication of a column by a row

$$
\begin{pmatrix} x_{1,i} \\ x_{2,i} \\ \vdots \\ x_{n,i} \end{pmatrix} (z_{j,1} \ z_{j,2} \ \ldots \ \ z_{j,n}) = \begin{pmatrix} x_{1,j} \ z_{j,1} \ \ldots \ \ z_{j,n} \\ x_{2,j} \ z_{j,2} \ \ldots \ \ z_{j,n} \\ \vdots \\ x_{n,j} \ z_{j,1} \ \ldots \ \ z_{j,n} \end{pmatrix},
$$

$$
i, j \in \{1, \ldots, n\}.$$

(j.theta: 96x761 to 468x761)
Let \( m \in \{1, \ldots, n\} \). Then equation (26) is equivalent to

\[
\hat{Y} = Y + \sum_{i=1}^{m} \begin{pmatrix} x_{1,i} \\ x_{2,i} \\ \vdots \\ x_{n,i} \end{pmatrix} (z_{n-m+i,1} z_{n-m+i,2} \ldots z_{n-m+i,n}).
\] (27)

Therefore, we obtain the following map

\[
\mathcal{T}_{n,m} : (\text{Mat}_n(K))^3 \rightarrow (\text{Mat}_n(K))^3, \quad m \in \{1, \ldots, n\},
\]

\[
(X, Y, Z) \mapsto (\hat{X}, \hat{Y}, \hat{Z}) = \begin{pmatrix} X \\ Y + \sum_{i=1}^{m} \begin{pmatrix} x_{1,i} \\ x_{2,i} \\ \vdots \\ x_{n,i} \end{pmatrix} (z_{n-m+i,1} z_{n-m+i,2} \ldots z_{n-m+i,n}), \end{pmatrix} Z,
\] (28)

\[
X, Y, Z \in \text{Mat}_n(K).
\]

Now let \( m \in \{n+1, \ldots, 2n-1\} \). Then (26) is equivalent to

\[
\hat{Y} = Y + \sum_{i=1}^{2n-m} \begin{pmatrix} x_{1,m-n+i} \\ x_{2,m-n+i} \\ \vdots \\ x_{n,m-n+i} \end{pmatrix} (z_{i,1} z_{i,2} \ldots z_{i,n}),
\]

and we get the map

\[
\bar{T}_{n,m} : (\text{Mat}_n(K))^3 \rightarrow (\text{Mat}_n(K))^3, \quad m \in \{n+1, \ldots, 2n-1\},
\]

\[
(X, Y, Z) \mapsto (\hat{X}, \hat{Y}, \hat{Z}) = \begin{pmatrix} X \\ Y + \sum_{i=1}^{2n-m} \begin{pmatrix} x_{1,m-n+i} \\ x_{2,m-n+i} \\ \vdots \\ x_{n,m-n+i} \end{pmatrix} (z_{i,1} z_{i,2} \ldots z_{i,n}), \end{pmatrix} Z,
\] (29)

\[
X, Y, Z \in \text{Mat}_n(K).
\]

In the case \( m \geq 2n \) equation (26) is equivalent to \( \hat{Y} = Y \), and one obtains the identity map \((X, Y, Z) \mapsto (X, Y, Z) = (X, Y, Z)\). One can verify by a straightforward computation that the maps (28) and (29) satisfy the tetrahedron equation.

### 3.3. Liouville integrability

In definition 3.3 we recall the standard notion of Liouville integrability for maps on manifolds (see, e.g. [14, 27, 39], and references therein).
**Definition 3.3.** Let $k \in \mathbb{Z}_{>0}$. Let $M$ be a $k$-dimensional manifold with (local) coordinates $x_1, \ldots, x_k$. A (smooth or analytic) map $F : M \to M$ is said to be **Liouville integrable** (or completely integrable) if one has the following objects on the manifold $M$.

- A Poisson bracket $\{,\}$ which is invariant under the map $F$ and is of constant rank $2r$ for some positive integer $r \leq k/2$ (i.e., the $k \times k$ matrix with the entries $\{x_i, x_j\}$ is of constant rank $2r$). The invariance of the bracket means the following. For any functions $g, h$ on $M$ one has
  \[ \{g, h\} \circ F = \{g \circ F, h \circ F\}. \]  (30)

To prove that the bracket is invariant, it is sufficient to check property (30) for $g = x_i$, $h = x_j$, $i, j = 1, \ldots, k$.

- If $2r < k$ then one needs also $k - 2r$ functions
  \[ C_s, \quad s = 1, \ldots, k - 2r, \]  (31)
  which are invariant under $F$ (i.e., $C_s \circ F = C_s$) and are Casimir functions (i.e., $\{C_s, g\} = 0$ for any function $g$).
- One has $r$ functions
  \[ I_l, \quad l = 1, \ldots, r, \]  (32)
  which are invariant under $F$ and are in involution with respect to the Poisson bracket (i.e., $\{I_l, I_{l'}\} = 0$ for all $I_l, I_{l'} = 1, \ldots, r$).
- The functions (31) and (32) must be functionally independent.

In this subsection we assume that $\mathbb{K}$ is either $\mathbb{R}$ or $\mathbb{C}$. Then the set $(\text{Mat}_n(\mathbb{K}))^3$ is a manifold. Below the elements of matrices $X, Y, Z \in (\text{Mat}_n(\mathbb{K}))^3$ are denoted by $x_{i,j}$, $y_{i,j}$, $z_{i,j}$ for $i, j = 1, \ldots, n$. Then

\[ x_{i,j}, \quad y_{i,j}, \quad z_{i,j}, \quad i, j = 1, \ldots, n, \]  (33)

can be regarded as coordinates on the $3n^2$-dimensional manifold $(\text{Mat}_n(\mathbb{K}))^3$. Clearly, the functions $x_{i,j}$, $z_{i,j}$ are invariant under the maps (28) and (29).

**Theorem 3.4.** Let $n, m \in \mathbb{Z}_{>0}$ such that $1 \leq m \leq n/2$. Then the map (28) is Liouville integrable.

**Proof.** On the manifold $(\text{Mat}_n(\mathbb{K}))^3$ we consider the Poisson bracket defined as follows. The bracket of two coordinates from the list (33) is nonzero only for

\[ \{y_{p,j}, z_{p,j}\} = -\{z_{p,j}, y_{p,j}\} = 1, \quad p = 1, \ldots, n, \quad j = 1, \ldots, n, \]  (34)

\[ \{y_{n-m+q,j}, x_{j,m+q}\} = -\{x_{j,m+q}, y_{n-m+q,j}\} = 1, \quad q = 1, \ldots, m, \quad j = 1, \ldots, n. \]
This Poisson bracket is of rank $2n^2$. The $n^2$ functions
\begin{equation}
    z_{a-m+q,j}, \quad x_{j,q}, \quad x_{j2m+s}, \quad q = 1, \ldots, m, \quad s = 1, \ldots, n-2m, \quad j = 1, \ldots, n, \tag{35}
\end{equation}
are Casimir functions, since they do not appear in (34). The rank of the bracket plus the number of the Casimir functions (35) equals the dimension of the manifold.

The $n^2$ functions
\begin{equation}
    z_p,j, \quad x_{j m+q}, \quad p = 1, \ldots, n-m, \quad q = 1, \ldots, m, \quad j = 1, \ldots, n, \tag{36}
\end{equation}
are in involution with respect to the Poisson bracket, as one has $\{x_{i,j}, x_{j',j}\} = \{z_{i,j}, z_{j',j}\} = 0$ for all $i, j, j', j' = 1, \ldots, n$. The functions (35) and (36) are functionally independent and are invariant under the map (28).

Let us show that the bracket (34) is invariant as well. In (28) we have
\begin{equation}
    \hat{X} = X, \quad \hat{Y} = Y + \sum_{j=1}^{m} \left( x_{1,j} \begin{pmatrix} x_{z_{n-m+i,1}} & x_{n-m+i,2} & \ldots & x_{n-m+i,n} \end{pmatrix} \right), \quad \hat{Z} = Z. \tag{37}
\end{equation}

The elements of matrices $\hat{X}, \hat{Y}, \hat{Z} \in (\text{Mat}_n(K))^3$ are denoted by $\hat{x}_{i,j}, \hat{y}_{i,j}, \hat{z}_{i,j}$ for $i, j = 1, \ldots, n$. The functions
\begin{equation}
    x_{1,j}, \quad x_{2,i}, \ldots, x_{n,i}, \quad z_{n-m+i,1}, \quad z_{n-m+i,2}, \ldots, z_{n-m+i,n}, \quad i = 1, \ldots, m, \tag{38}
\end{equation}
which appear in (37), belong to the list of the Casimir functions (35). Therefore, formulas (34) and (37) yield
\begin{align*}
    \{\hat{x}_{i,j}, \hat{x}_{i',j'}\} &= \{x_{i,j}, x_{i',j'}\}, \quad \{\hat{y}_{i,j}, \hat{y}_{i',j'}\} = \{y_{i,j}, y_{i',j'}\}, \\
    \{\hat{z}_{i,j}, \hat{z}_{i',j'}\} &= \{z_{i,j}, z_{i',j'}\}, \quad \{\hat{z}_{i,j}, \hat{y}_{i',j'}\} = \{x_{i,j}, y_{i',j'}\}, \\
    \{\hat{x}_{i,j}, \hat{z}_{i',j'}\} &= \{x_{i,j}, z_{i',j'}\}, \quad \{\hat{y}_{i,j}, \hat{z}_{i',j'}\} = \{y_{i,j}, z_{i',j'}\}, \\
    i, j, i', j' &= 1, \ldots, n,
\end{align*}
which implies that the Poisson bracket is invariant under the map (28).

Therefore, the map (28) in the case $1 \leq m \leq n/2$ is Liouville integrable. \qed

**Example 3.5.** Let $n = 2$ and $m = 1$. Then the map (28) reads
\begin{equation}
    T_{2,1} : (\text{Mat}_2(K))^3 \rightarrow (\text{Mat}_2(K))^3,
\end{equation}
\begin{equation}
    (X, Y, Z) \mapsto (\hat{X}, \hat{Y}, \hat{Z}) = \left( X, Y + \begin{pmatrix} x_{11}z_{21} & x_{11}z_{22} \\ x_{21}z_{21} & x_{21}z_{22} \end{pmatrix}, Z \right), \tag{39}
\end{equation}
\begin{equation}
    X = \begin{pmatrix} x_{11} & x_{12} \\ x_{21} & x_{22} \end{pmatrix}, \quad Y = \begin{pmatrix} y_{11} & y_{12} \\ y_{21} & y_{22} \end{pmatrix}, \quad Z = \begin{pmatrix} z_{11} & z_{12} \\ z_{21} & z_{22} \end{pmatrix}.
\end{equation}
One has the coordinates $x_{i,j}, y_{i,j}, z_{i,j}, i, j \in \{1, 2\}$, on the 12-dimensional manifold $(\text{Mat}_2(K))^3$. 

The Poisson bracket (34) reads
\[
\{y_{11}, z_{11}\} = -\{z_{11}, y_{11}\} = 1, \quad \{y_{12}, z_{11}\} = -\{z_{12}, y_{12}\} = 1, \\
\{y_{21}, x_{12}\} = -\{x_{12}, y_{21}\} = 1, \quad \{y_{22}, x_{12}\} = -\{x_{12}, y_{22}\} = 1,
\]
and is of rank 8. The Casimir functions (35) are \(z_{21}, z_{22}, x_{11}, x_{21}\). The functions (36) are \(z_{11}, z_{12}, x_{12}, x_{22}\), and they are in involution with respect to the bracket (39).

**Example 3.6.** Now let \(n = 5\) and \(m = 2\). Then the map (28) is
\[
T_{5,2} : (\text{Mat}_5(\mathbb{K}))^3 \rightarrow (\text{Mat}_5(\mathbb{K}))^3,
\]
\[
(X, Y, Z) \mapsto (\hat{X}, \hat{Y}, \hat{Z}),
\]
\[
\hat{X} = \begin{pmatrix} x_{11} & \cdots & x_{15} \\ \vdots & \ddots & \vdots \\ x_{51} & \cdots & x_{55} \end{pmatrix}, \quad \hat{Y} = \begin{pmatrix} y_{11} & \cdots & y_{15} \\ \vdots & \ddots & \vdots \\ y_{51} & \cdots & y_{55} \end{pmatrix},
\]
\[
\hat{Z} = \begin{pmatrix} z_{11} & \cdots & z_{15} \\ \vdots & \ddots & \vdots \\ z_{51} & \cdots & z_{55} \end{pmatrix}.
\]

One has the coordinates \(x_{ij}, y_{ij}, z_{ij}, i, j \in \{1, \ldots, 5\}\), on the 75-dimensional manifold \((\text{Mat}_5(\mathbb{K}))^3\).

The Poisson bracket (34) reads
\[
\{y_{1j}, z_{1j}\} = -\{z_{1j}, y_{1j}\} = \{y_{2j}, z_{2j}\} = -\{z_{2j}, y_{2j}\} = \{y_{3j}, z_{3j}\} = -\{z_{3j}, y_{3j}\} = 1, \\
\{y_{4j}, x_{3j}\} = -\{x_{3j}, y_{4j}\} = \{y_{5j}, x_{4j}\} = -\{x_{4j}, y_{5j}\} = 1, \quad j = 1, \ldots, 5,
\]
and is of rank 50. The Casimir functions (35) are \(z_{4j}, z_{5j}, x_{j1}, x_{j2}, j = 1, \ldots, 5\). The functions (36) are \(z_{1j}, z_{2j}, z_{3j}, x_{j3}, x_{j4}, j = 1, \ldots, 5\), and they are in involution with respect to the bracket (40).

**Theorem 3.7.** Let \(n, m \in \mathbb{Z}_{>0}\) such that \(3n/2 \leq m \leq 2n - 1\). Then the map (29) is Liouville integrable.

**Proof.** Now on the manifold \((\text{Mat}_n(\mathbb{K}))^3\) we consider the following Poisson bracket. The bracket of two coordinates from the list (33) is nonzero only for
\{y_{p,j}, z_{2n-m+p,j}\} = -\{z_{2n-m+p,j}, y_{p,j}\} = 1, \quad p = 1, \ldots, m-n, \quad j = 1, \ldots, n, \\
\{y_{m-n+q,j}, z_{j}\} = -\{z_{j}, y_{m-n+q,j}\} = 1, \quad q = 1, \ldots, 2n-m, \quad j = 1, \ldots, n. \tag{41}

This bracket is of rank $2n^2$. The $n^2$ functions
\[ z_{q,i}, \quad x_{j,2n-m+p}, \quad q = 1, \ldots, 2n-m, \quad p = 1, \ldots, m-n, \quad j = 1, \ldots, n, \tag{42} \]
are Casimir functions, as they do not appear in (41). The rank of the bracket plus the number of the Casimir functions (42) equals the dimension of the manifold.

The $n^2$ functions
\[ z_{2n-m+p,j}, \quad x_{j,q}, \quad p = 1, \ldots, m-n, \quad q = 1, \ldots, 2n-m, \quad j = 1, \ldots, n, \tag{43} \]
are in involution with respect to the bracket, since we have
\[ \{x_{i,j}, z_{j,q}\} = \{z_{j,q}, x_{i,j}\} = \{x_{i,j}, z_{j,q}'\} = 0 \quad \text{for all} \quad i, j, j', q = 1, \ldots, n. \] The functions (42) and (43) are functionally independent and are invariant under the map (29).

Similarly to the proof of theorem 3.4, one shows that the bracket (41) is invariant as well. Hence the map (29) in the case $3n/2 \leq m \leq 2n-1$ is Liouville integrable. \quad \Box

**Example 3.8.** Let $n = 2$ and $m = 3$. Then the map (29) reads
\[ \tilde{T}_{2,3} : (\text{Mat}_2(\mathbb{K}))^3 \rightarrow (\text{Mat}_2(\mathbb{K}))^3, \]
\[ (X, Y, Z) \mapsto (X, \hat{Y}, \hat{Z}) = \left( X, Y + \begin{pmatrix} x_{12}z_{11} & x_{12}z_{12} \\ x_{22}z_{11} & x_{22}z_{12} \end{pmatrix}, Z \right), \]
\[ X = \begin{pmatrix} x_{11} & x_{12} \\ x_{21} & x_{22} \end{pmatrix}, \quad Y = \begin{pmatrix} y_{11} & y_{12} \\ y_{21} & y_{22} \end{pmatrix}, \]
\[ Z = \begin{pmatrix} z_{11} & z_{12} \\ z_{21} & z_{22} \end{pmatrix}. \]

One has the coordinates $x_{i,j}, y_{i,j}, z_{i,j}, i, j \in \{1, 2\}$, on the 12-dimensional manifold $(\text{Mat}_2(\mathbb{K}))^3$.

The Poisson bracket (41) reads
\[ \{y_{11}, z_{21}\} = -\{z_{21}, y_{11}\} = 1, \quad \{y_{12}, z_{22}\} = -\{z_{22}, y_{12}\} = 1, \quad \{y_{21}, x_{11}\} = -\{x_{11}, y_{21}\} = 1, \quad \{y_{22}, x_{21}\} = -\{x_{21}, y_{22}\} = 1, \tag{44} \]
and is of rank 8. The Casimir functions (42) are $z_{11}, z_{12}, x_{12}, x_{22}$. The functions (43) are $z_{21}, z_{22}, x_{11}, x_{21}$, and they are in involution with respect to the bracket (44).
Example 3.9. Now let \( n = 5 \) and \( m = 8 \). Then the map (29) is

\[
\tilde{\psi}_{5,8} : (\text{Mat}_5(\mathbb{K}))^3 \to (\text{Mat}_5(\mathbb{K}))^3,
\]

\[
(X, Y, Z) \mapsto (\hat{X}, \hat{Y}, \hat{Z}) = \left( X, Y + \begin{pmatrix}
  x_{14} z_{11} + x_{15} z_{21} & \cdots & x_{14} z_{15} + x_{15} z_{25} \\
  \vdots & \ddots & \vdots \\
  x_{54} z_{11} + x_{55} z_{21} & \cdots & x_{55} z_{15} + x_{55} z_{25}
\end{pmatrix}, Z \right),
\]

\[
X = \begin{pmatrix}
  x_{11} & \cdots & x_{15} \\
  \vdots & \ddots & \vdots \\
  x_{51} & \cdots & x_{55}
\end{pmatrix}, \quad Y = \begin{pmatrix}
  y_{11} & \cdots & y_{15} \\
  \vdots & \ddots & \vdots \\
  y_{51} & \cdots & y_{55}
\end{pmatrix}, \quad Z = \begin{pmatrix}
  z_{11} & \cdots & z_{15} \\
  \vdots & \ddots & \vdots \\
  z_{51} & \cdots & z_{55}
\end{pmatrix}.
\]

One has the coordinates \( x_{ij}, y_{ij}, z_{ij}, i, j \in \{1, \ldots, 5\} \), on the 75-dimensional manifold \((\text{Mat}_5(\mathbb{K}))^3\). The Poisson bracket (41) reads

\[
\{y_{1,j}, z_{3,j}\} = -\{z_{3,j}, y_{1,j}\} = \{y_{2,j}, z_{4,j}\} = -\{z_{4,j}, y_{2,j}\} = \{y_{3,j}, z_{5,j}\} = -\{z_{5,j}, y_{3,j}\} = 1,
\]

\[
\{y_{4,j}, x_{j,1}\} = -\{x_{j,1}, y_{4,j}\} = \{y_{5,j}, x_{j,2}\} = -\{x_{j,2}, y_{5,j}\} = 1, \quad j = 1, \ldots, 5,
\]

(45)

and is of rank 50. The Casimir functions (42) are \( z_{1,j}, z_{2,j}, x_{j,3}, x_{j,4}, x_{j,5}, j = 1, \ldots, 5 \). The functions (43) are \( z_{3,j}, z_{4,j}, z_{5,j}, x_{j,1}, x_{j,2}, x_{j,1}, x_{j,2}, \) and they are in involution with respect to the bracket (45).

4. Tetrahedron maps on groups

Let \( G \) be a group. It is known that one has the following Yang–Baxter maps

\[
\Psi_1 : G \times G \to G \times G, \quad \Psi_1(x, y) = (xy, y^{-1}), \tag{46a}
\]

\[
\Psi_2 : G \times G \to G \times G, \quad \Psi_2(x, y) = (x^{-1}, x y), \tag{46b}
\]

\[
\Psi_3 : G \times G \to G \times G, \quad \Psi_3(x, y) = (y x^{-1}, y), \tag{46c}
\]

\[
\Psi_4 : G \times G \to G \times G, \quad \Psi_4(x, y) = (x, x y^{-1}), \tag{46d}
\]

(see, e.g. [9, 20], and references therein). In theorem 4.1 we present tetrahedron maps of similar type.
Theorem 4.1. For any group $G$, one has the following tetrahedron maps

\[ T_1 : G^3 \to G^3, \quad T_1(x, y, z) = (xy, y^{-1}, z), \]  
\[ T_2 : G^3 \to G^3, \quad T_2(x, y, z) = (x^{-1}, yz, z^{-1}), \]  
\[ T_3 : G^3 \to G^3, \quad T_3(x, y, z) = (yx^{-1}y, y, z), \]  
\[ T_4 : G^3 \to G^3, \quad T_4(x, y, z) = (x, yz^{-1}z, y). \]  

(47a)  
(47b)  
(47c)  
(47d)  
(47e)  
(47f)  
(47g)  
(47h)

Proof. Applying proposition 2.3 to the Yang–Baxter map (46a), we obtain the following tetrahedron maps

\[ T = \mathbb{Y}_1 \times \text{Id}_G : G^3 \to G^3, \quad T(x, y, z) = (xy, y^{-1}, z), \]  
\[ \bar{T} = \text{Id}_G \times \mathbb{Y}_1 : G^3 \to G^3, \quad \bar{T}(x, y, z) = (x, yz, z^{-1}). \]  

(48)  
(49)

Consider

\[ \sigma : G \to G, \quad \sigma(x) = x^{-1}. \]  

(50)

For (50), (48) and (49) one has

\[ \sigma \circ \sigma = \text{Id}_G, \]  
\[ (\sigma \times \sigma \times \sigma) \circ T \circ (\sigma \times \sigma \times \sigma) = T, \]  
\[ (\sigma \times \sigma \times \sigma) \circ \bar{T} \circ (\sigma \times \sigma \times \sigma) = \bar{T}. \]

Therefore, we can apply proposition 2.2 to the tetrahedron maps (48) and (49), which gives the maps (47e) and (47f). Indeed, for any $x, y, z \in G$ one has

\[ ((\sigma \times \text{Id}_G \times \sigma) \circ T \circ (\text{Id}_G \times \sigma \times \text{Id}_G))(x, y, z) = (yx^{-1}y, y, z^{-1}) = T_3(x, y, z), \]  
\[ ((\sigma \times \text{Id}_G \times \sigma) \circ \bar{T} \circ (\text{Id}_G \times \sigma \times \text{Id}_G))(x, y, z) = (x^{-1}, yz^{-1}z, y) = \bar{T}_3(x, y, z). \]

Therefore, by proposition 2.2, the maps (47e) and (47f) satisfy the tetrahedron equation.

Similarly, applying proposition 2.3 to the Yang–Baxter maps (46), one obtains the tetrahedron maps

\[ \mathbb{Y}_i \times \text{Id}_G : G^3 \to G^3, \quad \text{Id}_G \times \mathbb{Y}_i : G^3 \to G^3, \quad i = 1, 2, 3, 4. \]  

(51)

Applying proposition 2.2 to the tetrahedron maps (51) with $\sigma$ given by (50), one obtains all the maps (47). Therefore, the maps (47) satisfy the tetrahedron equation. \qed
Remark 4.2. Using (50) and the Yang–Baxter maps (46) for a group $G$, one can rewrite the tetrahedron maps (47) as follows

$$T_i = Y_i \times \sigma,$$

$$\tilde{T}_i = \sigma \times Y_i,$$

for $i = 1, 2, 3, 4$.

Note that not for every Yang–Baxter map $Y : G \times G \rightarrow G \times G$ the maps $Y \times \sigma$ and $\sigma \times Y$ satisfy the tetrahedron equation. For example, consider the well-known Yang–Baxter map

$$\hat{Y} : G \times G \rightarrow G \times G,$$

which appeared in [13]. The corresponding maps

$$\hat{Y} \times \sigma : G^3 \rightarrow G^3,$$

$$\sigma \times \hat{Y} : G^3 \rightarrow G^3,$$

do not satisfy the tetrahedron equation.

Remark 4.3. For a group $G$, consider

$$P^{13} : G^3 \rightarrow G^3,$$

$$P^{13}(a_1, a_2, a_3) = (a_3, a_2, a_1), \quad a_i \in G.$$

According to proposition 2.1, for any tetrahedron map $T : G^3 \rightarrow G^3$, the map $\tilde{T} = P^{13}TP^{13}$ obeys the tetrahedron equation as well. For the maps (47) one has

$$P^{13}T_1P^{13} = T_2,$$

$$P^{13}T_2P^{13} = T_1,$$

$$P^{13}T_3P^{13} = T_4,$$

$$P^{13}T_4P^{13} = T_3.$$

5. Differentials and linear approximations of tetrahedron maps

In this section, when we consider maps of manifolds, we assume that they are either smooth, or complex-analytic, or rational, so that the differential is defined for such a map.

Let $W$ be a manifold. Consider the tangent bundle $\tau : TW \rightarrow W$. Then the bundle

$$\tau \times \tau \times \tau : TW \times TW \times TW \rightarrow W \times W \times W$$

can be identified with the tangent bundle of the manifold $W \times W \times W$. Using this identification and the general procedure to define the differential of a map of manifolds, for any map

$$\mathbb{T} : W \times W \times W \rightarrow W \times W \times W$$

we obtain the differential $d\mathbb{T} : TW \times TW \times TW \rightarrow TW \times TW \times TW$. Proposition 5.1 is proved in [19].

Proposition 5.1 ([19]). Let $W$ be a manifold. For any tetrahedron map $T : W \times W \times W \rightarrow W \times W \times W$, the differential

$$d\mathbb{T} : TW \times TW \times TW \rightarrow TW \times TW \times TW$$

is a tetrahedron map of the manifold $TW \times TW \times TW$. 
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A similar result on the differentials of Yang–Baxter maps was used in [7] without proof and is proved in [19]. Corollary 5.2 is proved in [19] as well. For completeness we present the proof from [19], since it clarifies some notions which we use in this paper.

**Corollary 5.2. ([19]).** Consider a manifold \( W \), a tetrahedron map \( T : W \times W \times W \to W \times W \times W \), and its differential

\[
dT : T W \times T W \times T W \to T W \times T W \times T W.
\]

Let \( p \in W \) such that \( T((p, p, p)) = (p, p, p) \). Consider the tangent space \( T_p W \subset T W \) at the point \( p \in W \). Then we have

\[
dT(T_pW \times T_pW \times T_pW) \subset T_pW \times T_pW \times T_pW \subset T W \times T W \times T W,
\]

(52)

and the map

\[
dT|_{T(p,p,p)} : T_pW \times T_pW \times T_pW \to T_pW \times T_pW \times T_pW
\]

(53)

is a linear tetrahedron map. Here \( dT|_{T(p,p,p)} \) is the restriction of the map \( dT \) to \( T_pW \times T_pW \times T_pW \).

**Proof.** The property \( T((p, p, p)) = (p, p, p) \) and the definition of the differential imply (52) and the fact that the map (53) is linear. By Proposition 5.1, the differential \( dT \) is a tetrahedron map. Therefore, its restriction \( dT|_{T(p,p,p)} \) to \( T_pW \times T_pW \times T_pW \) is a tetrahedron map as well. \( \square \)

**Remark 5.3.** As noticed in [19], the definition of the differential implies that the linear tetrahedron map \( dT|_{T(p,p,p)} \) described in Corollary 5.2 can be regarded as a linear approximation of the nonlinear tetrahedron map \( T \) at the point \( (p, p, p) \in W \times W \times W \). Explicit examples of \( dT|_{T(p,p,p)} \) are presented in Examples 5.4, 5.11 and 5.12.

Let \( N \in \mathbb{Z}_{>0} \). Let \( W \) be an \( N \)-dimensional manifold with (local) coordinates \( x_1, \ldots, x_N \). Then \( \dim T W = 2N \), and we have the (local) coordinates \( x_1, \ldots, x_N, X_1, \ldots, X_N \) on the manifold \( T W \), where \( X_i \) corresponds to the differential \( dx_i \), which can be regarded as a function on \( T W \). (Thus, the functions \( X_1, \ldots, X_N \) are linear along the fibres of the bundle \( T W \to W \).)

Following [19], to study maps of the form

\[
W \times W \times W \to W \times W \times W, \quad T W \times T W \times T W \to T W \times T W \times T W,
\]

we consider

- six copies of the manifold \( W \) with coordinate systems
  \[
  (x_1, \ldots, x_N), \quad (y_1, \ldots, y_N), \quad (z_1, \ldots, z_N), \quad (\tilde{x}_1, \ldots, \tilde{x}_N), \quad (\tilde{y}_1, \ldots, \tilde{y}_N), \quad (\tilde{z}_1, \ldots, \tilde{z}_N),
  \]

- six copies of the manifold \( T W \) with coordinate systems
  \[
  (x_1, \ldots, x_N, X_1, \ldots, X_N), \quad (y_1, \ldots, y_N, Y_1, \ldots, Y_N), \quad (z_1, \ldots, z_N, Z_1, \ldots, Z_N), \quad (\tilde{x}_1, \ldots, \tilde{x}_N, \tilde{X}_1, \ldots, \tilde{X}_N), \quad (\tilde{y}_1, \ldots, \tilde{y}_N, \tilde{Y}_1, \ldots, \tilde{Y}_N), \quad (\tilde{z}_1, \ldots, \tilde{z}_N, \tilde{Z}_1, \ldots, \tilde{Z}_N).
  \]
Here, for each $i = 1, \ldots, N$, the functions $X_i, Y_i, Z_i, \tilde{X}_i, \tilde{Y}_i, \tilde{Z}_i$ correspond to the differentials $dx_i, dy_i, dz_i, d\tilde{x}_i, d\tilde{y}_i, d\tilde{z}_i$. Below we use the following notation

$$x = (x_1, \ldots, x_N), \quad y = (y_1, \ldots, y_N), \quad z = (z_1, \ldots, z_N),$$

$$X = (X_1, \ldots, X_N), \quad Y = (Y_1, \ldots, Y_N), \quad Z = (Z_1, \ldots, Z_N),$$

$$\tilde{x} = (\tilde{x}_1, \ldots, \tilde{x}_N), \quad \tilde{y} = (\tilde{y}_1, \ldots, \tilde{y}_N), \quad \tilde{z} = (\tilde{z}_1, \ldots, \tilde{z}_N),$$

$$\tilde{X} = (\tilde{X}_1, \ldots, \tilde{X}_N), \quad \tilde{Y} = (\tilde{Y}_1, \ldots, \tilde{Y}_N), \quad \tilde{Z} = (\tilde{Z}_1, \ldots, \tilde{Z}_N).$$

Consider a tetrahedron map

$$T : W \times W \times W \to W \times W \times W, \quad (x, y, z) \mapsto (\tilde{x}, \tilde{y}, \tilde{z}),$$

$$\tilde{x}_i = f_i(x, y, z), \quad \tilde{y}_i = g_i(x, y, z),$$

$$\tilde{z}_i = h_i(x, y, z), \quad i = 1, \ldots, N,$$

its differential is the following tetrahedron map

$$dT : T W \times T W \times T W \to T W \times T W \times T W,$$

$$(x, X, y, Y, z, Z) \mapsto (\tilde{x}, \tilde{X}, \tilde{y}, \tilde{Y}, \tilde{z}, \tilde{Z}),$$

$$\tilde{x}_i = f_i(x, y, z), \quad \tilde{y}_i = g_i(x, y, z),$$

$$\tilde{z}_i = h_i(x, y, z), \quad i = 1, \ldots, N,$$

$$\tilde{X}_i = \sum_{j=1}^{N} \left( \frac{\partial f_i(x, y, z)}{\partial x_j} X_j + \frac{\partial f_i(x, y, z)}{\partial y_j} Y_j + \frac{\partial f_i(x, y, z)}{\partial z_j} Z_j \right),$$

$$\tilde{Y}_i = \sum_{j=1}^{N} \left( \frac{\partial g_i(x, y, z)}{\partial x_j} X_j + \frac{\partial g_i(x, y, z)}{\partial y_j} Y_j + \frac{\partial g_i(x, y, z)}{\partial z_j} Z_j \right),$$

$$\tilde{Z}_i = \sum_{j=1}^{N} \left( \frac{\partial h_i(x, y, z)}{\partial x_j} X_j + \frac{\partial h_i(x, y, z)}{\partial y_j} Y_j + \frac{\partial h_i(x, y, z)}{\partial z_j} Z_j \right).$$

Example 5.4 is taken from [19].

**Example 5.4.** Let $N = \dim W = 1$. Consider the well-known electric network transformation

$$T : W \times W \times W \to W \times W \times W, \quad (x, y, z) \mapsto (\tilde{x}, \tilde{y}, \tilde{z}),$$

$$\tilde{x} = \frac{xy}{x + z + xyz}, \quad \tilde{y} = x + z + xyz, \quad \tilde{z} = \frac{yz}{xyz + x + z},$$

which is a tetrahedron map [22, 35]. As shown in [19], its differential is the following tetrahedron map

$$dT : T W \times T W \times T W \to T W \times T W \times T W,$$

$$(x, X, y, Y, z, Z) \mapsto (\tilde{x}, \tilde{X}, \tilde{y}, \tilde{Y}, \tilde{z}, \tilde{Z}),$$

$$\tilde{x}_i = \frac{x_i y_i}{x_i + z_i + x_i y_i z_i}, \quad \tilde{y}_i = x_i + z_i + x_i y_i z_i, \quad \tilde{z}_i = \frac{y_i z_i}{x_i y_i z_i + x_i + z_i},$$

$$\tilde{X}_i = \sum_{j=1}^{N} \left( \frac{\partial f_i(x_i, y_i, z_i)}{\partial x_j} X_j + \frac{\partial f_i(x_i, y_i, z_i)}{\partial y_j} Y_j + \frac{\partial f_i(x_i, y_i, z_i)}{\partial z_j} Z_j \right),$$

$$\tilde{Y}_i = \sum_{j=1}^{N} \left( \frac{\partial g_i(x_i, y_i, z_i)}{\partial x_j} X_j + \frac{\partial g_i(x_i, y_i, z_i)}{\partial y_j} Y_j + \frac{\partial g_i(x_i, y_i, z_i)}{\partial z_j} Z_j \right),$$

$$\tilde{Z}_i = \sum_{j=1}^{N} \left( \frac{\partial h_i(x_i, y_i, z_i)}{\partial x_j} X_j + \frac{\partial h_i(x_i, y_i, z_i)}{\partial y_j} Y_j + \frac{\partial h_i(x_i, y_i, z_i)}{\partial z_j} Z_j \right).$$
Proposition 5.6. Consider a set $W$ and a map $T(i,i,i)$ at the point $(i,i,i)$ in the following sense. We have

\[ \tilde{x} = \frac{xy}{x + z + xyz}, \]
\[ \tilde{y} = x + z + xyz, \quad \tilde{z} = \frac{yz}{xyz + x + z}, \]
\[ \tilde{X} = \frac{-xy(1 + xy)Z + yzX + x(x + z)Y}{(xyz + x + z)^2}, \]
\[ \tilde{Y} = X + Z + xyZ + xzY + yzX, \]
\[ \tilde{Z} = \frac{-yz(yz + 1)X + z(x + z)Y + yzZ}{(xyz + x + z)^2}. \]

We assume that $x, y, z, \tilde{x}, \tilde{y}, \tilde{z}$ take values in $\mathbb{C}$, so $W$ is a complex manifold. Consider $i \in \mathbb{C}$ satisfying $i^2 = -1$. Formulas (54) and (55) imply $T((i, i, i)) = (i, i, i)$.

Let $p = i$. The coordinate system on $W$ gives the isomorphism $T_p W \cong \mathbb{C}$. By corollary 5.2, we obtain the linear tetrahedron map $dT|_{(i,i,i)}: \mathbb{C}^3 \to \mathbb{C}^3$. To compute it, we substitute $x = y = z = i$ in (57) and (58) and derive the linear map

\[ \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} \mapsto \begin{pmatrix} \tilde{X} \\ \tilde{Y} \\ \tilde{Z} \end{pmatrix} = \begin{pmatrix} X + 2Y \\ -Y \\ 2Y + Z \end{pmatrix}. \]

The linear tetrahedron map (59) is a linear approximation of the nonlinear map (54) and (55) at the point $(i, i, i)$ in the following sense. We have

\[ T((i + \varepsilon X, i + \varepsilon Y, i + \varepsilon Z)) = (i + \varepsilon(X + 2Y) + O(\varepsilon^2), i - \varepsilon Y + O(\varepsilon^2), i + \varepsilon (2Y + Z) + O(\varepsilon^2)). \]

**Remark 5.5.** Results of Hietarinta [16] imply that for any field $\mathbb{K}$ and any $a, b, c \in \mathbb{K}$ the linear map

\[ T: \mathbb{K}^3 \to \mathbb{K}^3, \quad \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} \mapsto \begin{pmatrix} X + (1 - ab)Y \\ -bY \\ (1 - bc)Y + cZ \end{pmatrix}, \]

is tetrahedron map. The map (59) is of the form (60) for $a = 1, b = -1, c = 1$.

**Proposition 5.6.** Consider a set $W$ and a map $T: W^3 \to W^3$. Suppose that for some $n \in \mathbb{Z}_{>0}$ there are maps $A_n, B_n, C_n, D_n: W \to \text{Mat}_n(\mathbb{K})$ such that for the corresponding map

\[ L_n = \begin{pmatrix} A_n & B_n \\ C_n & D_n \end{pmatrix}: W \to \text{Mat}_{2n}(\mathbb{K}) \]

we have the following property:

The local Yang–Baxter equation

\[ L_{12}^3(x) \cdot L_{13}^3(y) \cdot L_{23}^3(z) = L_{23}^3(\tilde{z}) \cdot L_{13}^3(\tilde{y}) \cdot L_{12}^3(\tilde{x}), \quad x, y, z, \tilde{x}, \tilde{y}, \tilde{z} \in W, \]

is equivalent to the relation

\[ (\tilde{x}, \tilde{y}, \tilde{z}) = T((x, y, z)), \quad x, y, z, \tilde{x}, \tilde{y}, \tilde{z} \in W. \]
Here $L^{12}, L^{13}, L^{23} : W \to \text{Mat}_n(K)$ are given by (8).

Then a point $p \in W$ satisfies

$$T((p, p, p)) = (p, p, p)$$

if and only if the linear map

$$L(p) = \left( \begin{array}{cc} A_n(p) & B_n(p) \\ C_n(p) & D_n(p) \end{array} \right) : K^{2n} \to K^{2n}$$

obeys the Yang–Baxter equation, that is,

$$L^{12}(p) \cdot L^{13}(p) \cdot L^{23}(p) = L^{23}(p) \cdot L^{13}(p) \cdot L^{12}(p).$$

Proof. By assumption, (62) is equivalent to (63). Substituting $x = y = z = p$ and $\hat{x} = \hat{y} = \hat{z} = p$ in (62) and (63), we derive that (66) is equivalent to (64). \qed

Remark 5.7. In proposition 5.6 equation (62) can be replaced by the equation

$$L^{23}(z) \cdot L^{13}(y) \cdot L^{12}(x) = L^{12}(\hat{x}) \cdot L^{13}(\hat{y}) \cdot L^{23}(\hat{z}), \quad x, y, z, \hat{x}, \hat{y}, \hat{z} \in W.$$  

That is, if equation (67) is equivalent to relation (63) then the conclusion of proposition 5.6 remains valid.

Remark 5.8. Let $W$ be an algebraic variety and $T : W^3 \to W^3$ be a rational map defined on an open dense subset of $W^3$. Proposition 5.6 remains valid in this situation, provided that we restrict considerations to the open dense subset of $W^3$ on which the map $T$ is defined.

When we consider the expressions $T((x, y, z))$ and $T((p, p, p))$ for such a rational map $T : W^3 \to W^3$, we always assume that $x, y, z, p \in W$ are such that $T$ is defined at $(x, y, z) \in W^3$ and at $(p, p, p) \in W^3$.

Remark 5.9. Results of [16] imply the following classification of linear Yang–Baxter maps $Y : K \times K \to K \times K$.

A linear map $Y : K \times K \to K \times K$ can be identified with a $2 \times 2$ matrix $Y = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right).$ 
$a, b, c, d \in K$. Then the maps $Y^{12}, Y^{13}, Y^{23} : K^3 \to K^3$ are given by the matrices

$$Y^{12} = \left( \begin{array}{ccc} a & b & 0 \\ c & d & 0 \\ 0 & 0 & 1 \end{array} \right), \quad Y^{13} = \left( \begin{array}{ccc} a & 0 & b \\ 0 & 1 & 0 \\ c & 0 & d \end{array} \right), \quad Y^{23} = \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & a & b \\ 0 & c & d \end{array} \right).$$

The Yang–Baxter equation (2) reads

$$\left( \begin{array}{ccc} a & b & 0 \\ c & d & 0 \\ 0 & 0 & 1 \end{array} \right) \left( \begin{array}{ccc} a & 0 & b \\ 0 & 1 & 0 \\ c & 0 & d \end{array} \right) \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & a & b \\ 0 & c & d \end{array} \right) = \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & a & b \\ 0 & c & d \end{array} \right) \left( \begin{array}{ccc} a & 0 & b \\ 0 & 1 & 0 \\ c & 0 & d \end{array} \right) \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & a & b \\ 0 & c & d \end{array} \right).$$  

(68)
As shown in [16], a matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) obeys (68) if and only if one has
\[
abc = 0, \quad bcd = 0, \quad bc(b - c) = 0, \quad b(ad + b - 1) = 0, \quad c(ad + c - 1) = 0.
\] (69)

As noticed in [16], it is easy to show that a matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) satisfies (69) if and only if this matrix belongs to one of the following classes
\[
\begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix}, \quad \begin{pmatrix} a & 1 - ad \\ 0 & d \end{pmatrix}, \quad \begin{pmatrix} a & 0 \\ 1 - ad & d \end{pmatrix}, \quad \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad a, d \in K.
\] (70)

**Remark 5.10.** It is known that the local Yang–Baxter equation [32] can be regarded as a ‘Lax equation’ or ‘Lax system’ for the tetrahedron equation (see, e.g. [11], and references therein). By analogy with the notions of Lax matrices, Lax representations, and strong Lax matrices for Yang–Baxter maps [31, 37], one can use the following ‘Lax terminology’ for tetrahedron maps.

Suppose that we have a tetrahedron map \( T : W^3 \rightarrow W^3 \) and a matrix-function \( L \) of the form (61) such that relation (63) implies the local Yang–Baxter equation (62). Then \( L \) can be called a Lax matrix (or Lax representation) for the map \( T \). If \( L \) is such that relation (63) is equivalent to equation (67) then \( L \) can be called a strong Lax matrix (or strong Lax representation) for \( T \).

Using this terminology, one can say that in proposition 5.6 we consider a map \( T \) with a strong Lax representation.

Note that the paper [26] uses the term ‘Lax representation’ in a slightly different sense. Namely, if a tetrahedron map \( T : W^3 \rightarrow W^3 \) and a matrix-function \( L \) of the form (61) are such that relation (63) is equivalent to equation (67) then the paper [26] says that equation (67) is a Lax representation for the map \( T \).

**Example 5.11.** Dimakis and Müller-Hoissen [10] constructed the rational tetrahedron map
\[
T : C^2 \times C^2 \times C^2 \rightarrow C^2 \times C^2 \times C^2,
\]
\[
((x_1, x_2), (y_1, y_2), (z_1, z_2)) \mapsto (\tilde{x}_1, \tilde{x}_2), (\tilde{y}_1, \tilde{y}_2), (\tilde{z}_1, \tilde{z}_2)),
\] (71)

\[
\tilde{x}_1 = y_1 C, \quad \tilde{x}_2 = \left( y_1 - \frac{A}{x_1} \right) C, \quad \tilde{y}_1 = \frac{x_1}{C}, \quad \tilde{y}_2 = 1 - B,
\]
\[
\tilde{z}_1 = \frac{z_1 y_1 (x_1 - x_2)}{A}, \quad \tilde{z}_2 = 1 - \frac{(1 - y_2)(1 - z_2)}{B},
\]
\[
A = y_2 z_1 x_1 - y_2 x_1 - z_1 x_2 + x_1 y_1, \quad B = y_2 z_2 x_1 - y_2 x_1 - z_2 x_2 + 1,
\]
\[
C = \frac{AB - A(1 - y_2)(1 - z_2)x_1 - Bz_1 (x_1 - x_2)}{AB - A(1 - y_2)(1 - z_2) - Bz_1 y_1 (x_1 - x_2)}
\]

Let \( W = C^2 \) and \( n = 1 \). Following [10, section 10], we consider the \( 2 \times 2 \) matrix-function
\[ \mathbf{L} : \mathbb{C}^2 \to \text{Mat}_2(\mathbb{C}), \quad \mathbf{L}(x) = \begin{pmatrix} x_1 & x_2 \\ 1 - x_1 & 1 - x_2 \end{pmatrix}, \quad x = (x_1, x_2) \in \mathbb{C}^2. \]

As shown in [10, section 10], for this \( \mathbf{L} \) and \( W = \mathbb{C}^2 \) equation (62) is equivalent to relation (63) for the map (71). (This equivalence holds on the open dense subset of \( \mathbb{C}^2 \times \mathbb{C}^2 \times \mathbb{C}^2 \) on which the rational map (71) is defined.) Hence \( \mathbf{L} \) is a strong Lax representation for (71) in the sense of remark 5.10.

Using proposition 5.6, we are going to find points \( p \in W \) satisfying \( T((p,p,p)) = (p,p,p) \). According to proposition 5.6 and remarks 5.8 and 5.9, it is sufficient to find points \( p = (x_1, x_2) \in \mathbb{C}^2 \) satisfying the following conditions:

1. the \( 2 \times 2 \) matrix \( \mathbf{L}(p) \) belongs to one of the classes (70), (72)\( \) (73)
2. the rational map (71) is defined at the point \( (p,p,p) \).

Condition (73) means that the denominators of the rational functions in the formula for the map (71) must not vanish at the point \( (p,p,p) \).

Conditions (72) and (73) are valid in the following cases

\[ p = (c,0), \quad \mathbf{L}(p) = \begin{pmatrix} c & 0 \\ 1 - c & 1 \end{pmatrix}, \quad c \in \mathbb{C}, \quad c \neq 0, \quad (74) \]
\[ p = (1,q), \quad \mathbf{L}(p) = \begin{pmatrix} 1 & q \\ 0 & 1 - q \end{pmatrix}, \quad q \in \mathbb{C}, \quad q \neq 1. \quad (75) \]

Therefore, in the cases (74) and (75) we have \( T(p,p,p) = (p,p,p) \). Since \( W = \mathbb{C}^2 \), one has \( T|_W \simeq \mathbb{C}^2 \). Hence, by corollary 5.2, we obtain the linear tetrahedron map

\[ dT|_{(p,p,p)} : \mathbb{C}^2 \times \mathbb{C}^2 \times \mathbb{C}^2 \to \mathbb{C}^2 \times \mathbb{C}^2 \times \mathbb{C}^2. \]

Computing \( dT \) and \( dT|_{(p,p,p)} \) in the case (74), one derives that \( dT|_{(p,p,p)} \) is given by

\[ dT|_{(p,p,p)} : \mathbb{C}^2 \times \mathbb{C}^2 \times \mathbb{C}^2 \to \mathbb{C}^2 \times \mathbb{C}^2 \times \mathbb{C}^2, \]
\[ p = (c,0), \quad c \in \mathbb{C}, \quad c \neq 0, \]
\[ ((X_1,X_2), (Y_1,Y_2), (Z_1,Z_2)) \mapsto ((\tilde{X}_1, \tilde{X}_2), (\tilde{Y}_1, \tilde{Y}_2), (\tilde{Y}_1, \tilde{Y}_2)), \]
\[ \tilde{X}_1 = X_1 + \frac{(c - 1)}{c} Y_1 + \frac{(c + 1)(c - 1)^2}{c} Y_2 = \frac{(c - 1)}{c} Z_1 + (1 - c) Z_2, \]
\[ \tilde{X}_2 = X_2 + (1 - c) Y_2, \]
\[ \tilde{Y}_1 = \frac{1}{c} Y_1 - \frac{(c + 1)(c - 1)^2}{c} Y_2 + \frac{(c - 1)}{c} Z_1 + (c - 1) Z_2, \]
\[ \tilde{Y}_2 = c Y_2, \quad \tilde{Z}_1 = (1 - c) Y_2 + Z_1, \quad \tilde{Z}_2 = (1 - c) Y_2 + Z_2. \]

In the case (75) one obtains
but, in this case, (67) is not equivalent to (63). Hence

\[ (x_1, x_2, (Y_1, Y_2), (Z_1, Z_2)) \mapsto ((\tilde{x}_1, \tilde{x}_2), (\tilde{Y}_1, \tilde{Y}_2), (\tilde{Z}_1, \tilde{Z}_2)), \]

\[ \tilde{x}_1 = x_1 + \frac{q}{q-1} Y_1, \quad \tilde{x}_2 = x_2 + \frac{q}{q-1} Y_1, \quad \tilde{Y}_1 = \frac{1}{1-q} Y_1, \]

\[ \tilde{Y}_2 = (1-q) q X_1 + q X_2 + (1-q) Y_2, \]

\[ \tilde{Z}_1 = \frac{q}{q-1} Y_1 + Z_1, \quad \tilde{Z}_2 = (q-1) q X_1 - q X_2 + q Y_2 + Z_2. \]

Example 5.12. One of us [26] constructed the rational tetrahedron map

\[ T : C^3 \times C^3 \rightarrow C^3 \times C^3 \times C^3, \]

\[ ((x_1, x_2, y_1, y_2, y_3), (z_1, z_2, z_3)) \mapsto ((\tilde{x}_1, \tilde{x}_2, \tilde{x}_3), (\tilde{y}_1, \tilde{y}_2, \tilde{y}_3), (\tilde{z}_1, \tilde{z}_2, \tilde{z}_3)), \]

\[ \tilde{x}_1 = \frac{y_3 x_1 - y_1 z_2}{z_3}, \quad \tilde{x}_2 = \frac{x_3 z_3 (x_2 z_3 + z_4 z_2) + y_2 z_1 (x_3 + x_1 z_2)}{x_3 y_3 z_3 - (x_2 z_2 + y_2 x_3 + x_1 z_2) (y_3 x_3 z_3 - y_1 (z_3 + z_1 z_2))}, \quad \tilde{x}_3 = x_3, \]

\[ \tilde{y}_1 = \frac{y_1 (z_3 + z_1 z_2) - y_3 x_1 z_1}{x_3 z_3}, \quad \tilde{y}_2 = x_2 z_2 + y_2 (x_3 + x_1 z_2), \quad \tilde{y}_3 = y_3, \]

\[ \tilde{z}_1 = \frac{z_3 (y_3 z_1 (x_3 + x_1 z_2) - y_2 y_1 (z_3 + z_1 z_2))}{x_3 y_3 z_3 - (x_2 z_2 + y_2 x_3 + x_1 z_2) (y_3 x_3 z_3 - y_1 (z_3 + z_1 z_2))}, \quad \tilde{z}_2 = x_1 y_2 + z_2, \quad \tilde{z}_3 = z_3. \]

(These formulas appear in [26] in different notation: \( x_3, y_3, z_3 \) are denoted by \( a, b, c \) in [26].)

Let \( W = C^3 \) and \( n = 1 \). Following [26, section 4], we consider the \( 2 \times 2 \) matrix-function

\[ L : C^3 \rightarrow \text{Mat}_2(\mathbb{C}), \quad L(x) = \left( \begin{array}{c} x_3 + x_1 x_2 \\ x_2 \end{array} \right), \quad x = (x_1, x_2, x_3) \in C^3. \]

For this \( L \) and \( W = C^3 \) equation (67) holds as a consequence of relation (63) for the map (78), but, in this case, (67) is not equivalent to (63). Hence \( L \) is a Lax representation for the map inverse to (78), but this Lax representation is not strong.

Therefore, in this case, remark 5.7 and proposition 5.6 cannot be applied immediately. However, the idea of proposition 5.6 can be applied here with the following slight modifications.

Below we use the notation

\[ x = (x_1, x_2, x_3), \quad y = (y_1, y_2, y_3), \quad z = (z_1, z_2, z_3), \]

\[ \tilde{x} = (\tilde{x}_1, \tilde{x}_2, \tilde{x}_3), \quad \tilde{y} = (\tilde{y}_1, \tilde{y}_2, \tilde{y}_3), \quad \tilde{z} = (\tilde{z}_1, \tilde{z}_2, \tilde{z}_3), \]

\[ x_j, y_j, z_j, \tilde{x}_j, \tilde{y}_j, \tilde{z}_j \in \mathbb{C}, \quad j = 1, 2, 3. \]

It is easy to check that, for the map (78), the relation

\[ (x, y, z) = T((x, y, z), \quad x, y, z, \tilde{x}, \tilde{y}, \tilde{z} \in C^3, \]
is equivalent to the system
\[ L^{23}(z) \cdot L^{13}(y) \cdot L^{12}(x) = L^{12}(\tilde{x}) \cdot L^{13}(\tilde{y}) \cdot L^{23}(\tilde{z}), \quad x, y, z, \tilde{x}, \tilde{y}, \tilde{z} \in \mathbb{C}^3, \]
\[ \tilde{x}_3 = x_3, \quad \tilde{y}_3 = y_3, \quad \tilde{z}_3 = z_3. \]
(This equivalence holds on the open dense subset of \( \mathbb{C}^3 \times \mathbb{C}^3 \times \mathbb{C}^3 \) on which the rational map (78) is defined.)

Therefore, if a point \( p = (x_1, x_2, x_3) \in \mathbb{C}^3 \) satisfies the following conditions:

the 2 \times 2 matrix \( L(p) \) belongs to one of the classes (70), \( (79) \)

the rational map (78) is defined at the point \( (p, p, p) \), \( (80) \)

then we have \( L^{23}(p) \cdot L^{13}(p) \cdot L^{12}(p) = L^{12}(p) \cdot L^{13}(p) \cdot L^{23}(p) \) and \( \mathcal{T}((p, p, p)) = (p, p, p) \).

Condition (80) means that the denominators of the rational functions in the formula for the map (78) must not vanish at the point \( (p, p, p) \).

Conditions (79) and (80) are valid in the following cases

\[ p = (0, 1 - q_1, q_1), \quad L(p) = \left( \begin{array}{c} q_1 \\ 1 - q_1 \\ 1 \end{array} \right), \quad q_1 \in \mathbb{C}, \quad q_1 \neq 0, \quad (81) \]
\[ p = (1 - q_2, 0, q_2), \quad L(p) = \left( \begin{array}{c} q_2 \\ 0 \\ 1 - q_2 \end{array} \right), \quad q_2 \in \mathbb{C}, \quad q_2 \neq 0, \quad (82) \]
\[ p = (0, 0, q_3), \quad L(p) = \left( \begin{array}{c} q_3 \\ 0 \\ 1 \end{array} \right), \quad q_3 \in \mathbb{C}, \quad q_3 \neq 0. \quad (83) \]

Therefore, in the cases (81)–(83) we have \( \mathcal{T}((p, p, p)) = (p, p, p) \). Since \( W = \mathbb{C}^3 \), one has \( \mathcal{T}_p W \equiv \mathbb{C}^3 \). Hence, by corollary 5.2, we obtain the linear tetrahedron map

\[ d\mathcal{T}_{(p,p,p)} : \mathbb{C}^3 \times \mathbb{C}^3 \times \mathbb{C}^3 \to \mathbb{C}^3 \times \mathbb{C}^3 \times \mathbb{C}^3. \]

Computing \( d\mathcal{T} \) and \( d\mathcal{T}_{(p,p,p)} \) in the case (81), one derives that \( d\mathcal{T}_{(p,p,p)} \) is given by

\[ d\mathcal{T}_{(p,p,p)} : \mathbb{C}^3 \times \mathbb{C}^3 \times \mathbb{C}^3 \to \mathbb{C}^3 \times \mathbb{C}^3 \times \mathbb{C}^3, \]
\[ p = (0, 1 - q_1, q_1), \quad q_1 \in \mathbb{C}, \quad q_1 \neq 0, \quad (84) \]

\[ ((X_1, X_2, X_3), (Y_1, Y_2, Y_3), (Z_1, Z_2, Z_3)) \mapsto ((\tilde{X}_1, \tilde{X}_2, \tilde{X}_3), (\tilde{Y}_1, \tilde{Y}_2, \tilde{Y}_3), (\tilde{Z}_1, \tilde{Z}_2, \tilde{Z}_3)), \]
\[ \tilde{X}_1 = X_1 + \frac{(q_1 - 1)}{q_1} Y_1, \]
\[ \tilde{X}_2 = X_2 - \frac{(q_1 - 1)^2}{(q_1)^2} Y_1 + \frac{(q_1 - 1)}{q_1} Y_3 - \frac{(q_1 - 1)}{q_1} Z_1 - \frac{(q_1 - 1)}{q_1} Z_3, \]
\[ \tilde{X}_3 = X_3, \quad \tilde{Y}_1 = \frac{1}{q_1} Y_1, \]
\[ \tilde{Y}_2 = (q_1 - 1)^2 X_1 + (1 - q_1)X_2 + (1 - q_1)X_3 + q_1 Y_2 + (1 - q_1)Z_2, \]
\[ \tilde{Y}_3 = Y_3, \quad \tilde{Z}_1 = \frac{(q_1 - 1)}{q_1} Y_1 + Z_1, \quad \tilde{Z}_2 = (1 - q_1)X_1 + Z_2, \quad \tilde{Z}_3 = Z_3. \]
Similarly, in the case (82) we obtain
\begin{equation}
\left. \frac{dT}{(p,p,p)} \right|_{(p,p,p)} : \mathbb{C}^3 \times \mathbb{C}^3 \times \mathbb{C}^3 \to \mathbb{C}^3 \times \mathbb{C}^3 \times \mathbb{C}^3,
\end{equation}
\begin{align*}
p & = (1 - q_2, 0, q_2), \quad q_2 \in \mathbb{C}, \quad q_2 \neq 0, \\
((X_1, X_2, X_3), (Y_1, Y_2, Y_3), (Z_1, Z_2, Z_3)) & \mapsto ((\tilde{X}_1, \tilde{X}_2, \tilde{X}_3), (\tilde{Y}_1, \tilde{Y}_2, \tilde{Y}_3), (\tilde{Y}_1, \tilde{Y}_2, \tilde{Y}_3)),
\end{align*}
\begin{align*}
\tilde{X}_1 & = X_1 - \frac{(q_2 - 1)}{q_2} Y_3 + \frac{(q_2 - 1)}{q_2} Z_2 + \frac{(q_2 - 1)}{q_2} Z_3, \\
\tilde{X}_2 & = X_2 + (1 - q_2) Y_2, \quad \tilde{X}_3 = X_3, \\
\tilde{Y}_1 & = \frac{(q_2 - 1)}{q_2} X_1 + \frac{(q_2 - 1)}{q_2} X_3 + \frac{1}{q_2} Y_1 - \frac{(q_2 - 1)^2}{(q_2)^2} Y_3 + \frac{(q_2 - 1)}{q_2} Z_1 \\
& \quad + \frac{(q_2 - 1)^2}{(q_2)^2} Z_2 + \frac{(q_2 - 1)^2}{(q_2)^2} Z_3, \\
\tilde{Y}_2 & = q_2 Y_2, \quad \tilde{Y}_3 = Y_3, \\
\tilde{Z}_1 & = (q_2 - 1) Y_2 - (q_2 - 1)^2 Y_2 + Z_1, \\
\tilde{Z}_2 & = (1 - q_2) Y_2 + Z_2, \quad \tilde{Z}_3 = Z_3.
\end{align*}
Finally, in the case (83) one gets a very simple map
\begin{equation}
\left. \frac{dT}{(p,p,p)} \right|_{(p,p,p)} : \mathbb{C}^3 \times \mathbb{C}^3 \times \mathbb{C}^3 \to \mathbb{C}^3 \times \mathbb{C}^3 \times \mathbb{C}^3,
\end{equation}
\begin{align*}
p & = (0, 0, q_3), \quad q_3 \in \mathbb{C}, \quad q_3 \neq 0, \\
((X_1, X_2, X_3), (Y_1, Y_2, Y_3), (Z_1, Z_2, Z_3)) & \mapsto ((\tilde{X}_1, \tilde{X}_2, \tilde{X}_3), (\tilde{Y}_1, \tilde{Y}_2, \tilde{Y}_3), (\tilde{Y}_1, \tilde{Y}_2, \tilde{Y}_3)),
\end{align*}
\begin{align*}
\tilde{X}_1 & = X_1, \quad \tilde{X}_2 = X_2, \quad \tilde{X}_3 = X_3, \tilde{Y}_1 = \frac{1}{q_3} Y_1, \\
\tilde{Y}_2 & = q_3 Y_2, \quad \tilde{Y}_3 = Y_3, \\
\tilde{Z}_1 & = Z_1, \quad \tilde{Z}_2 = Z_2, \quad \tilde{Z}_3 = Z_3.
\end{align*}

**Remark 5.13.** It was noticed in [19] that the linear tetrahedron map \( dT_{(p,p,p)} \) described in corollary 5.2 can be regarded as a linear approximation of a nonlinear tetrahedron map \( T : \mathbb{W}^3 \to \mathbb{W}^3 \) at a point \((p, p, p) \in \mathbb{W}^3 \) satisfying \( T((p, p, p)) = (p, p, p) \). Relations with the local Yang–Baxter equation and Lax representations, which we consider in this section, were not discussed in [19]. As shown in this section, a Lax representation (defined for \( T \) by means of the local Yang–Baxter equation) helps to find points \((p, p, p) \in \mathbb{W}^3 \) satisfying \( T((p, p, p)) = (p, p, p) \). The map (76) was obtained in [19]. The maps (77), (84) and (85) are new.
6. Conclusion

In this paper we have presented several constructions of tetrahedron maps, using algebraic and differential-geometric tools.

In particular, we have obtained the families of new nonlinear polynomial tetrahedron maps (28) and (29) on the space of square matrices, using a matrix refactorisation equation, which does not coincide with the standard local Yang–Baxter equation. In section 3.3 Liouville integrability has been proved for the map (28) in the case $1 \leq m \leq n/2$ and for (29) in the case $3n/2 \leq m \leq 2n - 1$.

Also, we have shown how to derive linear tetrahedron maps as linear approximations of nonlinear ones, using Lax representations and the differentials of nonlinear tetrahedron maps on manifolds. Applying this construction to nonlinear maps from [10, 26], we have obtained parametric families of new linear tetrahedron maps (77), (84) and (85) with nonlinear dependence on the parameters $q, q_1, q_2$.

Another result is the new nonlinear tetrahedron maps (13) and (15), which are matrix generalisations of the map (11) from Sergeev’s classification [35]. As shown in proposition 3.2, in (13)–(16) one can replace $\text{Mat}_n(\mathbb{K})$ by an arbitrary associative ring $\mathcal{A}$ with a unit. This gives the maps (17)–(20), which can be viewed as tetrahedron maps in noncommuting variables.

Furthermore, new tetrahedron maps (47) on an arbitrary group $\mathbf{G}$ have been presented.

Motivated by the results of this paper, we suggest the following directions for future research:

- As said above, we have proved Liouville integrability of (28) for $1 \leq m \leq n/2$ and of (29) for $3n/2 \leq m \leq 2n - 1$. One can try to prove Liouville integrability of the maps (28) and (29) for other values of $n, m$.

- We have obtained the tetrahedron maps (28) and (29), using the matrix refactorisation equation (23) with (22), which does not coincide with the matrix local Yang–Baxter equation (9).

To derive the maps (28) and (29), we have used in equation (23) with (22) the matrix-function (21) of the form (24). It would be interesting to obtain other tetrahedron maps from equation (23) with (22), using matrix-functions (21) of other forms.

- It is well known that Yang–Baxter and tetrahedron maps are closely related to integrable lattice equations (see, e.g. [23–25, 34]). As discussed above, in this paper we have constructed several families of new nonlinear tetrahedron maps, some of which are Liouville integrable, and also we have described a procedure to derive new linear tetrahedron maps as linear approximations of nonlinear ones. It would be interesting to study possible relations of the obtained tetrahedron maps with integrable lattice equations, using the methods described in [23–25, 34] and references therein. In particular, it would be interesting to understand whether the above-mentioned linear approximations of nonlinear tetrahedron maps correspond to some sort of linear approximations of nonlinear lattice equations.
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