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ABSTRACT
While Spiking Neural Networks (SNNs) have been gaining in popularity, it seems that the algorithms used to train them are not powerful enough to solve the same tasks as those tackled by classical Artificial Neural Networks (ANNs).

In this paper, we provide an extra tool to help us understand and train SNNs by using theory from the field of time encoding. Time encoding machines (TEMs) can be used to model integrate-and-fire neurons and have well-understood reconstruction properties.

We will see how one can take inspiration from the field of TEMs to interpret the spike times of SNNs as constraints on the SNNs' weight matrices. More specifically, we study how to train one-layer SNNs by solving a set of linear constraints, and how to train two-layer SNNs by leveraging the all-or-none and asynchronous properties of the spikes emitted by SNNs. These properties of spikes result in an alternative to backpropagation which is not possible in the case of simultaneous and graded activations as in classical ANNs.

Index Terms— Time encoding, spiking neural networks, learning.

1. INTRODUCTION

Spiking Neural Networks (SNNs) transform their input using nonlinearities that follow simple models of spiking neurons as depicted in Fig. 1. SNNs are gaining in popularity for a number of reasons. They can provide insight on information processing in the brain and can guide experimental studies to validate or refute this insight. They can inspire new learning algorithms for artificial neural networks (ANNs), as SNNs are often made to rely on local operations, thus reducing computational complexity and power load. The hardware needed to implement them can also be very power efficient thanks to the all-or-none nature of SNNs’ spiking output.

Despite these motivations, advances in SNNs are quite far from those achieved in the realm of ANNs. While neuromorphic hardware exists [6,7] and numerous learning algorithms have been developed [3,4,9], implemented on these chips and tested on various tasks [6,7], the tasks that SNNs are trained on are still much simpler than those tackled by ANNs [5,8,9], because training SNNs on more complex data seems prohibitively difficult. This implies that more progress needs to be made in understanding how to train them.

The difficulty in training SNNs lies in the discontinuity of the function applied by spiking neurons. These neurons fire spikes when their input reaches a threshold—a behavior which results in a discontinuity, posing problems when derivatives are required for backpropagation. Current approaches to training SNNs avoid this discontinuity in different ways, whether by using spike rates instead of times [10], using surrogate gradients [4], or using spike times as a continuous variable with respect to which differentiation is done when performing backpropagation [2,5,8].

An under-explored approach, however, comes from the theory behind time encoding machines (TEMs). This approach can provide a different perspective on learning SNNs which not only avoids the discontinuity mentioned above, but bypasses the backpropagation algorithm altogether. TEMs are devices that filter their input and fire spikes when this filtered version crosses a (potentially time-varying) threshold. These devices can mimic different neuron models, from integrate-and-fire to Hodgkin-Huxley neurons [11,12,13,14].

TEMs can encode and reconstruct spike streams that are passed through various filters [15,16,17], such as the alpha synaptic function which is often considered in simpler models of neurons [18]. TEMs can also be used to encode and decode weighted sums of input, following an architecture that is reminiscent of a layer of a feedforward network [19]. Many of these results are possible because the recovery from time encoding can be formulated as problem of linear constraint satisfaction [20].

In this paper, we start to bridge the gap between TEMs and SNNs by formulating the training problem of SNNs as a constraint satisfaction problem. This formulation allows us to understand the power of spikes compared to traditional ANN nonlinearities that are graded (i.e. have varying amplitudes) and synchronous.

We assume that we want an SNN to learn to associate certain inputs with corresponding output spike streams, a task which we further assume to be feasible for the particular network used. For a single-layer SNN, when using the TEM formulation, we will see that the SNN’s weights can be learnt by solving for one set of linear equations. We can then build on this result to train two-layer SNNs using the TEM formulation. In the latter scenario, a key ingredient at play is the all-or-none and asynchronous nature of the spikes within an SNN, which will allow layers to be trained one after the other.

The work in this paper is a first attempt at training SNNs using the TEM paradigm, allowing one to bypass traditional backpropagation algorithms, and providing a new tool to tackle this problem.

2. BACKGROUND

2.1. Time encoding

In this paper, we consider integrate-and-fire time encoding machines (TEMs), as depicted in Fig. 2.

Such a TEM with integrator constant \( \kappa \), threshold \( \delta \), and bias \( \beta \) takes an input signal \( y(t) \), adds \( \beta \) to it and integrates the result, scaled by \( 1/\kappa \), until \( \delta \) is reached. Once this threshold is reached, the time \( t_\nu \) at which it is reached is recorded, the value of the integrator resets to \( -\delta \) and the mechanism restarts. We assume that the machine emits a Dirac delta at the integrator reset, and we call the

This work was supported by the Swiss National Science Foundation grant number 200021_181978/1, “SESAM - Sensing and Sampling: Theory and Algorithms”.

arXiv:2110.06735v1 [cs.NE] 13 Oct 2021
only the first layer of the SNN and obtain a single-layer SNN, where

\[
x_t(t) = \sum_{k=1}^{K} c_k \delta(t - t_k) - NT.
\]

Assume the amplitudes \(c_k\) and Dirac times \(t_k\) are unknown, it is possible to recover them by time encoding a filtered version of \(y(t)\).

First, we say that a filter \(h(t)\) satisfies the alias cancellation property, if its Fourier transform \(H(\omega)\) satisfies, for \(\omega_0 = 2\pi/T\),

\[
H(k\omega_0) = \begin{cases} 
  c_k \neq 0 & \text{if } k = \{-K, \cdots, K\}, \\
  0 & \text{otherwise}.
\end{cases}
\]

Assume a signal as in (2) is passed through a filter that satisfies the alias cancellation property as in (3) and is then sampled using a TEM. Lemma 4 in [17] indicates that the Fourier series coefficients \(Y(k\omega_0)\), \(k = -K, \cdots, K\) of the input can then be recovered from time encoding if more than \(2K + 2\) spikes are emitted.

Consequently, given that \(2K + 1\) Fourier series coefficients of the input can be recovered, one can find an annihilating filter for it [24], the roots \(u_k\) of which will provide information about the timing of the Diracs: \(u_k = \exp(-j2\pi t_k/T)\). The Dirac amplitudes \(c_k\) are then estimated by simply solving a least squares problem.

Having summarized key technical results needed for this paper, we now move on to set the scene of training of SNNs.

2.3. Learning rules for SNN training

There is ongoing debate about the modality the brain uses to encode information: is it spike times or spike rates? Of course, this debate also extends to SNNs, where the question targets the quantity used to perform learning.

Evidence has been found for both spike rate and spike time coding in the brain, and the preference in coding scheme depends on the area in question. It is argued, for example, that some tasks are performed too quickly for them to depend on the computation of spike rates and rather rely on quantities such as the time to first spike [25].

Following these two schools of thought when it comes to brain activity, we also see two trends for learning rules of SNNs.

In the spike rate paradigm, a neuron is often assumed to emit spikes according to a Poisson process with a varying and information-carrying rate (which is its input) and operations are

\[
y(t) + \frac{1}{\pi} \int_{-\delta}^{\delta} \frac{\beta}{u} \sin(u) \, du = 2\alpha\delta - \beta(t_{c+1} - t_c).
\]
In the spike timing paradigm, there exist different training approaches to SNNs. For example, single-layered SNNs can be learned using \textit{spike timing dependent plasticity} \cite{26}. For learning rules for deeper SNNs, we point to the SpikeProp algorithm which computes gradients with respect to the timing of spikes \cite{3}. A similar line of work was also explored by Comsa \textit{et al.} \cite{5} and Wunderlich \textit{et al.} \cite{6}, often prioritizing quantities such as the \textit{time to first spike}, i.e. the timing of the first spike of an output neuron.

We will next see how results from time encoding can inspire learning algorithms of a different kind.

3. LEARNING A SINGLE-LAYER SNN

3.1. Problem setup

We would like to understand how to make an SNN learn a desired behavior, i.e. to learn to generate, for a set of inputs, corresponding output spike streams.

To begin tackling this problem, we first consider the case of a single-layered SNN, i.e. we focus on the first layer in Fig. 1. The SNN has nonlinearities which are modeled by integrate-and-fire neurons, i.e. TEMs as depicted in Fig. 2 and are assumed to have a known set of parameters $\kappa$, $\delta$ and $\beta$.

We would like to recover an unknown weight matrix $W^{(1)}$ and to do so, we are given a set of examples. Each of these examples is composed of an input $x(t) = \left[ x^{(0)}_1(t), \ldots, x^{(0)}_n(t) \right]^T$ which is a collection of $n^{(0)}$ signals, and of the corresponding target output spike streams $\{t^{(1)}_{i,\ell}\}_\ell$ for each of the $n^{(1)}$ neurons TEM\(^{(1)}\).

Given the known input and output of each example, we would like to find the weights $W^{(1)}$ such that the SNN generates the correct output for each input of the examples.

3.2. From spikes to linear constraints

The recovery of the weights $W^{(1)}$ can be performed in a row by row fashion. In fact, the timing of the spikes $\{t^{(1)}_{i,\ell}\}_\ell$ of TEM\(^{(1)}\) provide linear constraints on the input $\sum_{j} w_{i,j} x^{(0)}_j(t)$ to TEM\(^{(1)}\) and therefore on the weight matrix row $w_{i,:}$

$$b^{(1)}_t = \sum_{j} w_{i,j} x^{(0)}_j(t) = \sum_{j} w_{i,j} \int_{t^{(1)}_{i,j}}^{t^{(1)}_{i,j+1}} x^{(0)}_j(t) \, dt,$$

where $b^{(1)}_t = 2\pi\delta - \beta(t^{(1)}_{i,j} - t^{(1)}_{i,j+1})$ as mentioned in (1).

Given that the inputs $x(t)$ are known, their integrals needed for (4) are also known. It is also possible to further show that the spike times will almost surely (a.s.) provide constraints that are linearly independent, if one assumes, for instance, that the $x(t)$ are periodic bandlimited signals and have their coefficients drawn from a Lipschitz-continuous probability distribution \cite{27}.

Notice that, in (4), we assume we have one example with corresponding input and output spike stream, but this can be extended to include multiple examples, by concatenating the constraints from each example on $W^{(1)}$ into a single measurement matrix and vector.

3.3. Simulations

We assume that we would like to train an SNN that has $n^{(0)} = 20$ inputs and $n^{(1)} = 5$ outputs, using a varying number of examples.

To do so, we create a \textit{Simulator SNN} with weights $W^{(1)}$ drawn uniformly at random and process a set of input signals through the Simulator SNN to obtain our \textit{ground truth} output spike streams. The input signals are here assumed to be periodic bandlimited, with Fourier series coefficients drawn uniformly at random.

Then, we learn the weights $W^{(1)}$ of a \textit{Learned SNN} that match these examples, by finding the least squares solution to (4), which can either be done in one shot or through gradient descent.

Note that the Learned SNN has the exact same architecture as the Simulator SNN, and only the weights $W^{(1)}$ are being learned, so that we are essentially simulating a teacher-student setup where teacher and student are single-layer SNNs.

To evaluate the success of our learning, we look at the mean squared error of our estimate of the weights $W^{(1)}$. This is not the standard evaluation metric when training neural networks, but it is a pertinent measure here as the weights should be recoverable exactly.

We study the reconstruction error on the weights after training using a varying number of examples and varying exposure duration per example, in Fig. 3. By exposure duration, we mean the time over which the Simulator SNN is exposed to the input and allowed to spike. The higher the exposure duration, the more spikes (and constraints) are generated.

Then, in Fig. 4, we provide simulations where we introduce uniform noise on the spike times, varying the signal-to-noise ratio (SNR) of the spike times, and evaluate the reconstruction error on the weights after learning. Notice how increasing the number of examples can partly compensate for higher noise levels.
A set of examples, each of which is composed of an input \( x \), outputs are streams of Diracs, as described in (2), but with \( \{ \text{TEM}_i \} \). To do so, we have a set of examples, each of which is composed of an input \( x(t) \)—a collection of \( n^{(0)} \) signals \( x^{(0)}_i(t) \)—and of the corresponding target output spike streams \( \{ t^{(2)}_{i,j} \} \), for each of the \( n^{(2)} \) output neurons \( \text{TEM}^{(2)}_i \), \( i = 1, \cdots, n^{(2)} \). We further assume that the filters that are used between the first and second layers of TEMs satisfy the alias cancellation property as defined in Section 2.2.

Following a similar approach to the one in Section 3, we use the examples to constrain the weight matrices \( \mathbf{W}^{(1)} \) and \( \mathbf{W}^{(2)} \). Of course, this does not result in linear constraints on \( \mathbf{W}^{(1)} \) and \( \mathbf{W}^{(2)} \). Therefore, we propose an approach which performs a layer by layer recovery of the weight matrices, starting with \( \mathbf{W}^{(2)} \).

4. Learning a Two-Layer SNN

4.1. Problem formulation

We have seen that we can train a single-layer SNN in a one-shot inversion of linear equations (4), and now consider the case where we have two layers of neurons or TEMs as depicted by Fig. 1.

For a certain input \( x(t) \) to the network, this input is passed through a weight matrix \( \mathbf{W}^{(1)} \), through a layer of nonlinearities \( \text{TEM}_i^{(1)} \), \( i = 1, \cdots, n^{(1)} \), that output streams of spikes \( \{ x^{(1)}_i(t) \} \), which are passed through a second weight matrix \( \mathbf{W}^{(2)} \), through a filter (which can be likened to synaptic filters in real neurons), and then through the second layer of nonlinearities \( \text{TEM}_i^{(2)} \), \( i = 1, \cdots, n^{(2)} \), each of which outputs a stream of spikes \( \{ t^{(2)}_{i,j} \} \).

As before, we assume that we would like to train the network, i.e. find the weight matrices \( \mathbf{W}^{(1)} \) and \( \mathbf{W}^{(2)} \). To do so, we form a set of examples, each of which is composed of an input \( x^{(0)} \)—a collection of \( n^{(0)} \) signals \( x^{(0)}_i(t) \)—and of the corresponding target output spike streams \( \{ t^{(2)}_{i,j} \} \), for each of the \( n^{(2)} \) output neurons \( \text{TEM}^{(2)}_i \), \( i = 1, \cdots, n^{(2)} \). We further assume that the filters that are used between the first and second layers of TEMs satisfy the alias cancellation property as defined in Section 2.2.

Following a similar approach to the one in Section 3, we use the examples to constrain the weight matrices \( \mathbf{W}^{(1)} \) and \( \mathbf{W}^{(2)} \). Of course, this does not result in linear constraints on \( \mathbf{W}^{(1)} \) and \( \mathbf{W}^{(2)} \). Therefore, we propose an approach which performs a layer by layer recovery of the weight matrices, starting with \( \mathbf{W}^{(2)} \).

4.2. Proposed solution

Learning both weight matrices \( \mathbf{W}^{(1)} \) and \( \mathbf{W}^{(2)} \) would be straightforward if the output of the hidden layer \( \{ \text{TEM}_i^{(1)} \} \) were known. As this is not the case, we look to recover it. The trick we use lies in the all-or-none nature of the spikes output by the \( \{ \text{TEM}_i^{(1)} \} \). These outputs are streams of Diracs, as described in (2), but with \( c_k = 1 \), given that a TEM encodes its input using spike times only.

Therefore, the inputs to the second layer \( \{ \text{TEM}_i^{(2)} \} \) will also be streams of Diracs, the times of which are dictated by the outputs of \( \{ \text{TEM}_i^{(1)} \} \), and the weights of which are dictated by \( \mathbf{W}^{(2)} \).

Consequently, if the \( \{ \text{TEM}_i^{(2)} \} \) spikes often enough (and we will clarify this shortly), the Fourier series coefficients of the inputs to the \( \{ \text{TEM}_i^{(2)} \} \) can be recovered, and a joint annihilating filter can be found for all of these inputs. It is then easy to recover the locations of the Diracs, then assign them to different TEMs of \( \{ \text{TEM}_i^{(1)} \} \), while recovering \( \mathbf{W}^{(2)} \) (up to a permutation) simply by using a k-means algorithm. Note that this is only possible because of the all-or-none and asynchronous nature of the spikes. This is not possible with classical nonlinearities that are graded and simultaneous. Once the outputs of \( \{ \text{TEM}_i^{(1)} \} \) are known, it is easy to recover the weights \( \mathbf{W}^{(1)} \) as we did in Section 3.

Let us now specify how many spikes at the output of \( \{ \text{TEM}_i^{(2)} \} \) are needed in order for the output of \( \{ \text{TEM}_i^{(1)} \} \) and for \( \mathbf{W}^{(2)} \) to be recoverable. Following the result in (2) and reformulated in 2.2, we need every TEM at the output to generate \( (2L + 2)n^{(1)} \) spikes if each of the TEMs in the hidden layer fires \( L \) spikes. We will discuss the implications of this in the conclusion.

4.3. Simulations

To provide a proof of concept, we design simulations where we again work with a Simulator SNN and a Learned SNN. Both SNNs are assumed to have \( n^{(0)} = n^{(1)} = 2 \) input and hidden nodes and \( n^{(2)} = 4 \) output nodes.

The Simulator SNN has its weight matrices \( \mathbf{W}^{(1)} \) and \( \mathbf{W}^{(2)} \) drawn uniformly at random and is used to obtain the spike stream outputs for the inputs of (in this case) two examples. Then, the Learned SNN “learns” the appropriate weight matrices \( \hat{\mathbf{W}}^{(1)} \) and \( \hat{\mathbf{W}}^{(2)} \) to reproduce the examples using our described approach.

We show the reconstruction error of the weight matrices as the duration of exposure increases. As before, the longer the duration of the exposure, the more spikes the SNN can generate at the output.

5. Conclusion

We have suggested an approach that learns the weights of SNNs in a layer-by-layer approach, leveraging the all-or-none and asynchronous nature of the spikes. In fact, these properties of spikes allow the recovery of weight matrices up to permutations, whereas a similar approach applied to ANNs, for example, would never allow recovery beyond Hermitian transformations.

It is clear, however, that there remains sub-problems to be solved for this approach to be actionable in reality. First, our approach currently only deals with the case where the desired task is perfectly learnable. Second, we currently assume that we know what output spike stream to associate with input examples, which is not applicable in every situation. Such a setup can be conceived when training denoising autoencoders, for example, but it should be clarified how one can translate generic loss functions to corresponding spike streams that minimize them.

Moreover, while our approach can technically be extended to more layers, we currently require that the number of spikes at the output of any layer scale as the total number of spikes in the previous layer, multiplied by the number of nodes in the given layer. As a result, the number of spikes required scales badly with the number of layers. We hope that this requirement can be optimized by leveraging the joint annihilation property of the outputs of each layer.

Finally, note that our results assume that the output spike stream of \( \{ \text{TEM}_i^{(1)} \} \), is periodic, which we can enforce in our simulations but is, in reality, more difficult to ensure.

While these questions remain unsolved, they motivate different research directions, each of which is worthy of attention for its own sake.
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