A PERTURBATION THEOREM FOR LINEAR HAMILTONIAN SYSTEMS WITH BOUNDED ORBITS
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Abstract. This paper concerns the Sacker-Sell spectral decomposition of a one-parametric perturbation of a non-autonomous linear Hamiltonian system with bounded solutions. Conditions ensuring the continuous variation with respect to the parameter of the spectral intervals and subbundles are established. These conditions depend on the perturbation direction and are closely related to the topological structure of the flows induced by the initial system on the real and complex Lagrange bundles.

1. Introduction and preliminaries. Let us consider a recurrent linear Hamiltonian system, as well as the skew-product flow that it induces on the trivial bundle over the hull of the initial matrix. Assume that all the orbits of this flow are bounded. Results by Cameron [2] and Ellis and Johnson [4] ensure the existence of a change of variables which is continuous on the hull and takes such a system to a skew-symmetric form. Nevertheless, in spite of this strong simplification, the ergodic and topological structures of the corresponding flow over the Lagrange bundle are far away from being completely classified in the general dimension case, and the aspects of the dynamics which remain dark are rather numerous.

On the contrary, in the two-dimensional case, a complete classification of recurrent linear systems is known and, taking it as a starting point, different properties of the solutions have been described (see Novo and Obaya [12, 13] and references
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therein). In particular, Núñez and Obaya [13] develop a one-parametric perturbation theory of these two-dimensional Hamiltonian systems, which is based on the connection between the ergodic and topological structures of the Lagrange (projective) bundle. This theory extends part of the classical perturbative results of Moser and Pöschel [10] (see also Eliasson [3]) for the quasi-periodic Schrödinger equation to a more general setting.

The main objective of this paper is to extend these two-dimensional properties to the general dimension case: we establish conditions on the perturbation directions of the initial (elliptic) family ensuring a) the exponential dichotomy (hyperbolicity) of the perturbed systems and b) the continuous variation of the Sacker and Sell spectral decomposition [16]. In addition, we analyze the limiting behavior of the corresponding subbundles as the perturbation parameter goes to zero, showing that the limits are uniform on the base and can be previously determined from the initial non-perturbed system. These results have a direct application to the study of the measurable and topological structures of the phase space of the systems considered: each perturbation direction determines a pair of Lagrange planes which are measurable (topological, if they are closed) components of the (unperturbed) limit flow. In this way, to understand their behavior contributes to understand the global ergodic and topological structures, in the line of the results of Novo and Obaya [12] and Arnold, Cong and Oseledets [1].

The results contained here are strongly based on those of Novo et al. [11], where one can find an ergodic and topological analysis of the qualitative behavior of the solutions of those Hamiltonian systems admitting a square-integrable change of variables taking them to a skew-symmetric form (a condition satisfied in the case considered here).

We conclude this section by explaining with some detail the setting of the problem and recalling some basic definitions and properties required in Section 2.

Let Ω be a compact metric space and \( \sigma : \mathbb{R} \times \Omega \to \Omega \), \( (t, \omega) \mapsto \omega \cdot t \) a minimal continuous flow. We consider the family of linear Hamiltonian systems

\[
\dot{z} = H(\omega \cdot t) z, \quad \omega \in \Omega, \quad (1.1)
\]

where \( H \) is a continuous real \( 2n \times 2n \) matrix-valued function belonging to the Lie-algebra of the infinitesimally symplectic \( 2n \times 2n \) matrices \( \text{sp}(n, \mathbb{R}) \); that is, \( JH + H^T J = 0 \), where \( J = \begin{bmatrix} 0 & -I_n \\ I_n & 0 \end{bmatrix} \). Equivalently, \( H = \begin{bmatrix} H_1 & H_2 \\ H_3 & -H_1^T \end{bmatrix} \), where \( H_2 \) and \( H_3 \) are continuous symmetric \( n \times n \) matrix-valued functions.

This setting includes non-autonomous linear Hamiltonian systems with a wide class of coefficient functions: \( \Omega \) can be taken as the hull of a bounded and uniformly continuous matrix-valued function \( \hat{H}(t) \); i.e. as the closure on the compact-open topology of the set of time-translated functions \( \hat{H}_s(t) := \hat{H}(t + s) \). The flow \( \sigma \) is then given by translation, and is minimal for a large set of initial systems (commonly called recurrent), including quasi-periodic, almost-periodic (for which the base flow is, in addition, uniquely ergodic) and almost-automorphic potentials (see Shen and Yi [18]). It is well-known that this collective formulation has the important advantage of allowing us to identify the solutions with the orbits of a linear, skew-product continuous flow also in the non-autonomous case, as we explain in next paragraph. In addition, the connection between the systems of the family often causes the properties of the solutions of one of them to be transmitted (along
the trajectories of the base flow) to all the remaining ones; or, at least, to almost all, once an \((\Omega, \sigma)-\text{ergodic measure has been fixed.}\)

The mentioned skew-product flow is induced in a natural way by the family of systems \((1.1)\) on \(\Omega \times \mathbb{C}^{2n}\) and \(\Omega \times \mathbb{R}^{2n}\): if \(U(t, \omega)\) represents the fundamental matrix solution of equation \((1.1)\) for \(\omega \in \Omega\) with \(U(0, \omega) = I_{2n}\), the orbit or trajectory of \((\omega, z_0)\) is given by \(\{(\omega, t, U(t, \omega)z_0) | t \in \mathbb{R}\}\). In addition, the Hamiltonian character of the systems \((1.1)\) ensures that \(U(t, \omega)\) lies in the symplectic group \(Sp(n, \mathbb{R}) = \{G \in M_{2n}(\mathbb{R}) | G^T J G = J\}\). Consequently, the family of systems also induces a linear skew-product flow on the complex and real Lagrange bundles.

Recall that an \(n\)-dimensional vector subspace \(l\) of \(\mathbb{C}^{2n}(\mathbb{R}^{2n})\) is called a complex (real) Lagrange plane if \(x^T J y = 0\) for all \(x, y \in l\). One of these planes can be represented by a \(2n \times n\) complex (real) matrix \([F_1 F_2]\) of range \(n\) with \(F_1^T F_2 = F_2^T F_1\).

The column vectors form the basis of the Lagrange subspace; so two matrices \([F_1 F_2]\) and \([G_1 G_2]\) represent the same Lagrange plane if and only if there is a non-singular \(n \times n\) matrix \(P\) such that \(F_1 = G_1 P\) and \(F_2 = G_2 P\).

The set \(S_{\mathbb{C}}(n)\) of symmetric \(n \times n\) complex matrices parametrizes an open dense subset of the set of complex Lagrange planes, \(\mathcal{D} := \{[F_1^n M] | M \in S_{\mathbb{C}}(n)\}\). Taking these coordinates in \((1.1)\), we obtain the Riccati equations

\[
M' = -MH_2(\omega t) M - MH_1(\omega t) - H_1^T(\omega t) M + H_3(\omega t), \quad \omega \in \Omega. \tag{1.2}
\]

The flow on \(\Omega \times \mathcal{D}\) is then given by \((\omega, M_0) t = (\omega t, M(t, \omega, M_0))\), where \(M(t, \omega, M_0)\) is the solution of \((1.2)\) with initial data \(M(0, \omega, M_0) = M_0\).

The reader can find in \([1]\) many more details concerning the flow on the Lagrange bundles.

**Definition 1.1.** A family of (complex) Hamiltonian systems \((1.1)\) is said to have an exponential dichotomy (ED for short) over \(\Omega\) if there exist two positive constants \(C, \gamma\) and a splitting of the complex bundle into a Whitney sum of two invariant closed subbundles, \(\Omega \times \mathbb{C}^{2n} = L^+ \oplus L^-\), in such a way that

\[
\begin{align*}
(\text{i}) \quad \|U(t, \omega) z_0\| &\leq Ce^{-\gamma t}\|z_0\| \quad \text{for every } t \geq 0 \text{ and } (\omega, z_0) \in L^+, \\
(\text{ii}) \quad \|U(t, \omega) z_0\| &\leq Ce^{\gamma t}\|z_0\| \quad \text{for every } t \leq 0 \text{ and } (\omega, z_0) \in L^-.
\end{align*}
\]

The symplectic character of \(U(t, \omega)\) and the behavior of the solutions when \(|t| \to \infty\) provide an immediate proof of the fact that the sections of the stable and unstable subbundles,

\[
l^\pm(\omega) = L^\pm \cap (\{\omega\} \times \mathbb{C}^{2n}), \tag{1.3}
\]

are complex Lagrange planes; in particular the subbundles are always \(n\)-dimensional in the Hamiltonian case.

According to the results of \([15]\), the minimal character of the base flow ensures the equivalence of the ED of the whole family \((1.1)\) over \(\Omega\) and the ED (hyperbolicity) of a particular system. This result is fundamental to our purposes and, in particular, shows that the following definition is correct.

**Definition 1.2.** The Sacker-Sell spectrum of \((1.1), \Sigma(H)\), is the set of \(\lambda \in \mathbb{R}\) such that the family

\[
z' = (H(\omega t) - \lambda I_{2n}) z, \quad \omega \in \Omega
\]

does not have an ED over \(\Omega\).

In particular, the presence of an ED for the system \((1.1)\) can be characterized by \(0 \notin \Sigma(H)\). The Sacker-Sell spectral theorem \([16]\) asserts that \(\Sigma(H)\) is the union
of \( d \leq 2n \) non-overlapping closed intervals. In addition, there exist closed invariant subbundles \( Z_1, \ldots, Z_d \) such that \( \Omega \times \mathbb{C}^{2n} = Z_1 \oplus \cdots \oplus Z_d \) as Whitney sum. Each one of these subbundles is composed by those orbits corresponding to solutions whose characteristic exponents belong to each one of the spectral intervals. Recall that the four characteristic exponents of a pair \((\omega, z_0)\) are the values of the limits

\[
\limsup_{t \to \pm \infty} \frac{1}{t} \log \|U(t, \omega) z_0\|, \quad \liminf_{t \to \pm \infty} \frac{1}{t} \log \|U(t, \omega) z_0\|
\]

which are invariant along the trajectories.

In the case in which the four limits (1.4) agree, their value is one of the Lyapunov exponents of the system. It is known that there exist \( 2n \) Lyapunov exponents, equal or distinct, and that due to the Hamiltonian character of the system, \( n \) of them are the opposite of the other \( n: \pm \gamma_1, \ldots, \pm \gamma_n \).

A careful analysis of the relation between the spectral decomposition, the Lyapunov exponents and the characteristic exponents is made by Johnson, Palmer and Sell in [9]. A more specific analysis for the Hamiltonian case can be found in Johnson [7] and Novo et al. [11], as well as in the references therein.

Those spectral intervals and subbundles are the objects whose evolution we analyze in Section 2. As said before, we study one-parametric perturbations of (1.1) and establish conditions ensuring the uniform convergence of the spectral decomposition. This uniform convergence of subbundles means convergence of the fibers (i.e. convergence of linear spaces, equivalent to convergence of conveniently chosen bases), with the additional requirement of uniformity of the convergence with respect to the base space \( \Omega \).

2. Perturbation theorems. As said in the introduction, the analysis of the variation of the Sacker-Sell spectral decomposition carried out in this section is based on previous results concerning the ergodic and topological structures of the space of trajectories. We begin this section by summarizing the required properties.

From now on, we will assume that all the solutions of (1.1) are bounded. As said before, this condition ensures the existence of a continuous change of variables \( \tilde{z} = C(\omega \cdot t) z \) taking the initial family of systems (1.1) to

\[
\tilde{z}' = \tilde{H}(\omega \cdot t) \tilde{z}, \quad \omega \in \Omega,
\]

with \( \tilde{H} \) skew-symmetric (see [2] and [3]). Let \( m_0 \) be a \( \sigma \)-ergodic measure on \( \Omega \), and let \( \Gamma \) be a symmetric continuous matrix-valued function on \( \Omega \). This \( \Gamma \) will play the role of the perturbation direction we referred to in the introduction. The following result is proved in [11].

**Theorem 2.1.** The limits

\[
A \Gamma(\omega) = \lim_{t \to \infty} \frac{1}{2t} \int_{-t}^{t} U^T(s, \omega) \Gamma(\omega \cdot s) U(s, \omega) ds
\]

exist \( m_0 \)-a.e., and the symmetric matrix-valued function \( A \Gamma \) belongs to \( L^1(\Omega, m_0) \). In addition, the eigenvalues of the matrix-valued function \( J^{-1} A \Gamma(\omega) \) are constant \( m_0 \)-a.e. and the corresponding eigenspaces are invariant for the flow induced on \( \Omega \times \mathbb{C}^{2n} \) by (1.1).

Recall that \( U(t, \omega) \) represents the fundamental matrix solution of (1.1) with \( U(0, \omega) = I_{2n} \). In fact the existence \( m_0 \)-a.e. of the limit \( A \Gamma \in L^1(\Omega, m_0) \) can be guaranteed from the existence of a square-integrable (not necessarily continuous)
change of variables taking \((1,1)\) to skew-symmetric form. Conditions ensuring this existence, based on Kotani’s theory, are summarized in \([5]\). Results of \([11]\) and \([8]\) concerning the properties of differentiability of the rotation number and the evolution of the Weyl \(M\)-matrices (determined by the stable and unstable subbundles in the case of an ED) for the one-parametric perturbations of \((1,1)\) given by

\[
\mathbf{u}' = (H(\omega t) + \lambda J^{-1}(\omega t)) \mathbf{u}, \quad \omega \in \Omega,
\]

are strongly based on the existence and characteristics of these functions \(A_\Gamma\). In particular, if the perturbation \(\Gamma\) is \textit{positive definite} (i.e. if \(x^T \Gamma x > 0\) for all \(x \in \mathbb{R}^{2n} - \{0\}\)), the radial limit over the real axis of the Weyl \(M\)-matrices exists in the \(L^1(\Omega, m_0)\)-topology, and it is determined by the eigenspaces of the matrix \(J^{-1}A_\Gamma\).

Our results concerning the uniform variation with respect to \(\lambda\) of the Sacker-Sell spectral decomposition of these systems require, however, stronger hypotheses: we only consider perturbation directions \(\Gamma\) belonging to the following set.

**Definition 2.2.** Let \(\Gamma\) be a continuous \(2n \times 2n\) matrix-valued function on \(\Omega\). We say that \(\Gamma\) belongs to the set \(\mathcal{C}\) if the limit \((2.2)\) exists for every \(\omega \in \Omega\).

**Remarks 2.3.** 1. It can be shown (although the proof is not trivial) that, if the base flow is uniquely ergodic, there exists a perturbation direction \(\Gamma \in \mathcal{C}\) such that \(A_\Gamma\) exists everywhere and agrees with \(C^2 C\), where \(C\) is the continuous change of variables taking our system to skew-symmetric form whose existence is ensured by our hypotheses. In other words, the set \(\mathcal{C}\) is not empty. Recall that this base flow is known to be uniquely ergodic in the case that \(\Omega\) is the hull of an almost-periodic function. The reader is referred to \([14]\) for a more exhaustive analysis of the structure and properties of the set \(\mathcal{C}\) in the two-dimensional case: the conditions ensuring that it is not empty do not require ergodic uniqueness of the base flow; and there are cases in which it coincides with the whole set of continuous matrix-valued functions \(\Gamma\) on \(\Omega\).

2. A similar argument to the one used for \(q_\Gamma\) in \([14]\), Section 6, based on Theorem 3.1 of Furstenberg \([3]\), shows that, if \(\Gamma \in \mathcal{C}\), then the function \(A_\Gamma\) is continuous on \(\Omega\). Consequently, the invariant subbundles of \(\Omega \times \mathbb{C}^{2n}\) determined by the eigenspaces of \(J^{-1}A_\Gamma(\omega)\) are closed. We will refer to them as \textit{subbundles associated with} \(\Gamma\).

These facts will be fundamental to our purposes.

We will consider either complex perturbations for \(\Gamma \in \mathcal{C}\) with positive definite \(A_\Gamma\) or real perturbations for \(\Gamma \in \mathcal{C}\) such that \(J^{-1}A_\Gamma\) is non-singular and can be taken to real diagonal form. Both results are based on technical lemmas, non-trivial consequences of the Sacker-Sell perturbation theorem. To state the first one, we need to recall some basic algebraic facts.

**Remark 2.4.** Let \(D\) be a symmetric matrix. It is immediate to check that \(n\) of the eigenvalues of \(J^{-1}D\) are the opposite of the other \(n\). It is also possible to show that a symmetric matrix \(D\) is positive definite if and only if: a) the matrix \(J^{-1}D\) has purely imaginary eigenvalues and can be diagonalized; and b) the sums of eigenspaces of \(J^{-1}D\) corresponding to eigenvalues with either positive or negative imaginary parts are complex Lagrange planes which can be respectively represented as \(\frac{I_n}{N^+}\) and \(\frac{I_n}{N^-}\), with \(N^- = \overline{N^+}\) (complex conjugate) and \(\pm \Im N^\pm > 0\).

**Lemma 2.5.** Let \(D\) be a constant real positive definite (symmetric) \(2n \times 2n\) matrix. Given a continuous map \([0, \varepsilon_1] \to C(\Omega, M_\Omega(2n)), \varepsilon \mapsto T(\omega, \varepsilon)\) with \(T(\omega, 0) = 0,\)
we consider the families of linear systems
\[ z' = i\varepsilon J^{-1} (D + T(\omega, t, \varepsilon)) z, \quad \omega \in \Omega, \]  
for \( \varepsilon \in [0, \varepsilon_1] \). Let \( \pm i\mu_1, \ldots, \pm i\mu_s \) be the different eigenvalues of \( J^{-1} D \) with multiplicities \( m_1, \ldots, m_s \) respectively, ordered to get \( 0 < \mu_1 < \cdots < \mu_s \), and set
\[ \beta_0 = \frac{1}{2} \min (2\mu_1, \mu_2 - \mu_1, \ldots, \mu_s - \mu_{s-1}). \]

For each \( \beta \in (0, \beta_0) \) there exists \( \varepsilon(\beta) > 0 \) such that, if \( \varepsilon \in (0, \varepsilon(\beta)) \), then
(i) the Sacker-Sell spectrum of \((2.3)_{\varepsilon}\) is contained in the set
\[ \bigcup_{j=1}^{s} [\pm \varepsilon \mu_j - \varepsilon \beta, \pm \varepsilon \mu_j + \varepsilon \beta], \]
and each one of the \( 2s \) (disjoint) intervals of this union contains at least one spectral interval;
(ii) the sum of the spectral subbundles of \((2.3)_{\varepsilon}\) corresponding to the intervals contained in \([\pm \varepsilon \mu_j - \varepsilon \beta, \pm \varepsilon \mu_j + \varepsilon \beta]\) has dimension \( m_j \), varies continuously with \( \varepsilon \), and converges (uniformly on \( \Omega \)) as \( \varepsilon \to 0^+ \) to the constant subbundle given on each fiber by the eigenspace of \( J^{-1} D \) associated with \( \pm i\mu_j \);
(iii) if \( \tilde{\gamma}_{\varepsilon}^\pm(\omega) \) represents the sum of the Lyapunov exponents (equal or distinct) of \((2.3)_{\varepsilon}\) corresponding to the interval \([\pm \varepsilon \mu_j - \varepsilon \beta, \pm \varepsilon \mu_j + \varepsilon \beta]\), then
\[ \lim_{\varepsilon \to 0^+} \frac{\tilde{\gamma}_{\varepsilon}^\pm(\omega)}{\varepsilon} = \pm m_j \mu_j. \]

In particular, the families of systems corresponding to these values of \( \varepsilon \) admit an ED. For \( \varepsilon \) small enough, the complex Lagrange planes given by the stable and unstable subbundles can be represented by \( \left[ \begin{array}{c} I_n \\ M^\pm(\omega, \varepsilon) \end{array} \right] \), and the corresponding Weyl M-functions satisfy
\[ \lim_{\varepsilon \to 0^+} M^\pm(\omega, \varepsilon) = \mathbb{N}^\pm \]
uniformly on \( \Omega \), where \( \left[ \begin{array}{c} I_n \\ N^\pm \end{array} \right] \) represent respectively the complex Lagrange planes generated by the eigenvectors associated with the eigenvalues \( \pm i\mu_1, \ldots, \pm i\mu_s \) of \( J^{-1} D \).

**Proof.** We follow a standard argument based on the Sacker-Sell perturbation theorem. First we need to establish some notation. Consider the metric space \( \mathcal{M} \) of the uniformly continuous and bounded complex \( 2n \times 2n \) matrix-valued functions with the compact-open topology, and the real flow \( \sigma : \mathcal{M} \times \mathbb{R} \to \mathcal{M}, (L, t) \mapsto L_t \), where \( L_t(s) = L(t + s) \). Let \( U(t, L) \) be the fundamental matrix solution of
\[ w' = L(t) w \]  
with \( U(0, L) = I_{2n} \). The real skew-symmetric flow given on \( \mathcal{M} \times \mathbb{C}^{2n} \) by
\[ \tilde{\sigma} : \mathcal{M} \times \mathbb{C}^{2n} \times \mathbb{R} \to \mathcal{M} \times \mathbb{C}^{2n}, (L, w, t) \mapsto (L_t, U(t, L) w), \]
admits a restriction to each set \( \mathcal{K} \times \mathbb{C}^{2n} \), where \( \mathcal{K} \) is a compact \( \sigma \)-invariant subset of \( \mathcal{M} \). Denote by \( \Sigma(L) \) the Sacker-Sell spectrum of \((2.4)\), i.e. the set of \( \lambda \in \mathbb{R} \) such that \( w' = (L(t) - \lambda I_{2n}) w \) does not have an exponential dichotomy. Let
\[ \rho(L) = \mathbb{R} - \Sigma(L) \] is its resolvent. Denote also \( \Sigma(K) := \bigcup_{L \in K} \Sigma(L) \) and \( \rho(K) := \mathbb{R} - \Sigma(K) \cap \rho(L) \). For \( \lambda \in \rho(K) \), the sets
\[
S_\lambda(K) := \{(L, w) \in \mathbb{K} \times \mathbb{C}^2n \mid \| e^{-\lambda t} U(t, L)w \| \to 0 \text{ as } t \to \infty \},
\]
\[
U_\lambda(K) := \{(L, w) \in \mathbb{K} \times \mathbb{C}^2n \mid \| e^{-\lambda t} U(t, L)w \| \to 0 \text{ as } t \to -\infty \},
\]
are complementary \( \sigma \)-invariant closed subbundles of \( \mathbb{K} \times \mathbb{C}^2n \). We represent by \( S_\lambda(L) \) and \( U_\lambda(L) \) the sections of these subbundles for \( L \in \mathbb{K} \) (complex linear spaces). Recall that, according to the results of [10], given \( \lambda_1, \lambda_2 \in \rho(K) \) with \( \lambda_1 < \lambda_2 \), the following statements are equivalent:

a) there exists \( \mu \in (\lambda_1, \lambda_2) \cap \Sigma(K) \),

b) \( S_\lambda(K) \cap U_\lambda(K) \neq \mathbb{K} \times \{0\} \).

Furthermore, \( U_\lambda(K) \cap S_\lambda(K) \) is the sum of the spectral subbundles of \( \mathbb{K} \times \mathbb{C}^2n \) associated with the intervals of \( \Sigma(K) \) contained in \( (\lambda_1, \lambda_2) \).

Now we consider the family of systems (2.3). Taking \( w(t) = z(t/\varepsilon) \) we obtain
\[
w' = iJ^{-1}(D + T(\omega \cdot t/\varepsilon, \varepsilon))w, \quad \omega \in \Omega. \tag{2.5}_\varepsilon
\]
For each pair \((\omega, \varepsilon)\) we write \( T_{\omega,\varepsilon}(t) = T(\omega \cdot t/\varepsilon, \varepsilon) \) if \( \varepsilon > 0 \), and \( T_{\omega,0}(t) = 0 \). It is not difficult to check that our hypotheses guarantee that the map \( \Omega \times [0, \varepsilon_1] \to \mathcal{M}, \ (\omega, \varepsilon) \mapsto iJ^{-1}(D + T_{\omega,\varepsilon}) \) is continuous. Hence, if \( 0 \leq \varepsilon \leq \varepsilon_0 \leq \varepsilon_1 \), the sets
\[
\mathcal{K}(\varepsilon) := \{iJ^{-1}(D + T_{\omega,\varepsilon}) \mid \omega \in \Omega\},
\]
\[
\mathcal{K}_{\varepsilon_0} := \bigcup_{\varepsilon \in [\varepsilon_0, \varepsilon_1]} \mathcal{K}(\varepsilon) \cap \{iJ^{-1}(D + T_{\omega,\varepsilon}) \mid \omega \in \Omega, \varepsilon \in [0, \varepsilon_0]\}
\]
are connected compact invariant subsets of \( \mathcal{M} \). Besides, every neighborhood of \( \{iJ^{-1}D\} \) contains a set \( \mathcal{K}_{\varepsilon_0} \) for \( \varepsilon_0 > 0 \) small enough. It is clear that

c) the Sacker-Sell spectrum of the family of systems (2.3) coincides with \( \varepsilon \cdot \Sigma(\mathcal{K}(\varepsilon)) \);

d) the change of variables does not affect the spectral subbundles. More precisely, the section for \( iJ^{-1}(D + T_{\omega,\varepsilon}) \) of the spectral subbundle of \( \mathcal{K}(\varepsilon) \times \mathbb{C}^2n \) associated with the interval \([\lambda_1, \lambda_2]\) of its Sacker-Sell spectrum, coincides with the section for \( \omega \) of the spectral subbundle of \( \Omega \times \mathbb{C}^2n \) associated with the interval \([\varepsilon \lambda_1, \varepsilon \lambda_2]\) of the Sacker-Sell spectrum of (2.3).

Consider now the constant coefficients system
\[
w' = iJ^{-1}Dw. \tag{2.6}
\]
It is known that \( \Sigma(\mathcal{K}_0) = \Sigma(iJ^{-1}D) = \{-\mu_1, \ldots, -\mu_1, \mu_1, \ldots, \mu_s\} \), and the respective eigenspaces (with dimensions \( m_s, \ldots, m_1, m_1, \ldots, m_s \)) provide precisely the corresponding spectral subbundles of \( \mathcal{K}_0 \times \mathbb{C}^2n \). We take \( \beta \in (0, \beta_0) \), consider the neighborhood of \( \Sigma(iJ^{-1}D) \) given by
\[
V(\beta) := \bigcup_{j=1}^s [\pm \mu_j - \beta, \pm \mu_j + \beta],
\]
and choose \( \lambda_0 = 0, \lambda_1, \ldots, \lambda_s \) with
\[
\lambda_0 < \mu_1 - \beta, \quad \mu_j + \beta < \lambda_j < \mu_{j+1} - \beta \quad \text{for } j = 1, \ldots, s - 1, \quad \mu_s + \beta < \lambda_s.
\]
The perturbation theorem ([10], Theorem 6) ensures the existence of a constant \( \varepsilon(\beta) > 0 \) such that, if \( \varepsilon \in [0, \varepsilon(\beta)] \),
\[
\Sigma(\mathcal{K}(\varepsilon)) \subset V(\beta),
\]
and hence
\[ \Sigma(iJ^{-1}D) \subset \Sigma(K_{\varepsilon(\beta)}) \subset V(\beta). \]
Thus, \( \pm \lambda_j \in \rho(L) \) for every \( L \in K_{\varepsilon(\beta)}. \) Besides, \( S_{\pm \lambda_j}(L) \) and \( U_{\pm \lambda_j}(L) \) vary continuously with respect to \( L \in K_{\varepsilon(\beta)}, \) and therefore so do \( U_{\lambda_j}(L) \cap S_{\lambda_j+1}(L) \) and \( U_{-\lambda_j+1}(L) \cap S_{-\lambda_j}(L). \) In particular, this implies that the dimensions of all these vector subbundles are constant on \( K_{\varepsilon(\beta)}. \) Moreover, \( \dim(U_{\lambda_j}(L) \cap S_{\lambda_j+1}(L)) = \dim(U_{-\lambda_j+1}(L) \cap S_{-\lambda_j}(L)) = m_j, \) since this one is precisely the dimension of the spectral subbundle of \((2.6)\) associated with \( \pm \mu_j. \) In addition, the equivalence between the above properties a) and b), the fact that \( \dim S_{\lambda_j}(iJ^{-1}D) < \dim U_{\lambda_j}(iJ^{-1}D) \) (resp. \( \dim S_{-\lambda_j+1}(iJ^{-1}D) < \dim U_{-\lambda_j+1}(iJ^{-1}D) \)) for \( j = 0, \ldots, s - 1, \) and the invariance of these dimensions on \( K_{\varepsilon(\beta)}, \) guarantee that each one of the intervals of \( V(\beta) \) contains at least one interval of \( \Sigma(K(\varepsilon)) \) for every \( \varepsilon \in [0, \varepsilon(\beta)]. \)

This and equality c) above prove (i) for \( \varepsilon \in [0, \varepsilon(\beta)]. \) The continuous variation with respect to \( \varepsilon \in [0, \varepsilon(\beta)] \) of the sum of the spectral subbundles of \( K(\varepsilon) \times C^{\infty_n} \) corresponding to each interval of \( V(\beta) \) (which has dimension \( m_j \)) is deduced from the continuous variation on \( K_{\varepsilon(\beta)}; \) and this continuity guarantees the uniform convergence as \( \varepsilon \to 0 \) to the spectral subbundles of the limit system \((2.6). \) These facts and property d) provide the proof of (ii). Furthermore, \( \gamma_j^\infty(\varepsilon)/\varepsilon \) is not but the sum of the \( m_j \) Lyapunov exponents (equal or distinct) of \((2.5)_\varepsilon \) contained in the interval \([\pm \mu_j - \beta, \pm \mu_j + \beta], \) and this sum converges as \( \varepsilon \to 0 \) to the corresponding one for the limit system \((2.6); \) that is, to \( \pm \mu_j \mu_j. \) Hence (iii) is also proved.

Exponential dichotomy for systems \((2.3)\) with \( L \in K_{\varepsilon(\beta)} \) follows from the fact that \( \lambda_0 = 0 \notin V(\beta). \) According to (ii), the stable and unstable subbundles of \((2.3)_\varepsilon \) converge uniformly as \( \varepsilon \to 0 \) to the subbundles corresponding to \((2.6), \) that is, to the Lagrange planes \( \left[ \lambda_n^{2\infty_\varepsilon} \right] \) of the statement. Hence, for \( \varepsilon \) small enough, we can represent the stable and unstable subbundles (which are complex Lagrange planes) as \( \left[ \lambda_n^{2\infty(\omega;\varepsilon)} \right]. \) This completes the proof of the lemma.

As said before, our first result refers to the parametric variation of the perturbed family

\[ z' = \left( H(\omega\cdot t) + i\varepsilon J^{-1}\Gamma(\omega\cdot t) \right) z, \quad \omega \in \Omega, \quad (2.7) \]

with real \( \varepsilon, \) in the case in which \( \Gamma \) belongs to the set \( C \) and defines a positive definite finite limit \( A_\Gamma. \) (This last property holds not only for positive definite \( \Gamma \) but also for a wider class of perturbations: those satisfying an Atkinson definiteness condition; see [111].) We denote by \( \pm i\mu_{\Gamma,1}, \ldots, \pm i\mu_{\Gamma,s} \) the different eigenvalues of \( J^{-1}A_\Gamma \) with multiplicities \( m_{\Gamma,1}, \ldots, m_{\Gamma,s} \) respectively (see Theorem 2.1 and Remark 2.4), ordered to get \( \mu_{\Gamma,1} < \cdots < \mu_{\Gamma,s}, \) and set

\[ \beta_\Gamma := \frac{1}{2} \min \left( 2\mu_{\Gamma,1}, \mu_{\Gamma,2} - \mu_{\Gamma,1}, \ldots, \mu_{\Gamma,s} - \mu_{\Gamma,s-1} \right). \quad (2.8) \]

We also represent by \( \left[ \lambda_n^{2\infty_\varepsilon(\omega)} \right] \) and \( \left[ \lambda_n^{2\infty(\omega)} \right] \) the complex Lagrange planes respectively generated by the eigenvalues with positive and negative imaginary parts of \( J^{-1}A_\Gamma \) (see Remark 2.3), which are closed by continuity (see Remark 2.3). Then, as a consequence of the invariance of the eigenspaces, the symmetric \( n \times n \) matrix-valued functions \( N^\infty_\varepsilon \) are continuous solutions along the flow of the equation \((1.2). \) Besides,
Let us consider a perturbation corresponding to the interval \( \omega, i \varepsilon \) contained in the set \( \Omega \). In order to find a continuous change of variables taking the unperturbed system of \( (2.7) \) to a skew-symmetric family (2.1) (see Theorem 4.5 of [11]).

The continuous variation of the Sacker-Sell spectral decomposition is stated in the following theorem. (Clearly, a symmetric result can be stated for a negative definite limit \( A_R \).)

**Theorem 2.6.** Let us consider a perturbation \( \Gamma \in C \) with positive definite \( A_R \), and define \( \beta_R \) by (2.8). For every \( \beta \in (0, \beta_R) \) there exists \( \varepsilon(\beta) > 0 \) such that, if \( \varepsilon \in (0, \varepsilon(\beta)) \), then

(i) the Sacker-Sell spectrum of \((2.7)_{\varepsilon}\) is contained in the set

\[
\bigcup_{j=1}^s [\pm \varepsilon \mu_{\Gamma, j} - \varepsilon \beta, \pm \varepsilon \mu_{\Gamma, j} + \varepsilon \beta],
\]

and each one of the \( 2s \) (disjoint) intervals of this union contains at least one spectral interval;

(ii) the sum of the spectral subbundles of \((2.7)_{\varepsilon}\) corresponding to the interval \([\pm \varepsilon \mu_{\Gamma, j} - \varepsilon \beta, \pm \varepsilon \mu_{\Gamma, j} + \varepsilon \beta]\) varies continuously with \( \varepsilon \), has dimension \( m_{\Gamma, j} \), and converges (uniformly on \( \Omega \)) as \( \varepsilon \to 0^+ \) to the subbundle associated with \( \Gamma \) corresponding to \( \pm \varepsilon \mu_{\Gamma, j} \);

(iii) if \( \tilde{\gamma}_{\Gamma, j}(\varepsilon) \) represents the sum of the Lyapunov exponents of \((2.7)_{\varepsilon}\) corresponding to the interval \([\pm \varepsilon \mu_{\Gamma, j} - \varepsilon \beta, \pm \varepsilon \mu_{\Gamma, j} + \varepsilon \beta]\), then

\[
\lim_{\varepsilon \to 0^+} \frac{\tilde{\gamma}_{\Gamma, j}(\varepsilon)}{\varepsilon} = \pm m_{\Gamma, j} \mu_{\Gamma, j}.
\]

In particular, the families of systems corresponding to these values of \( \varepsilon \) admit an ED. For \( \varepsilon \) small enough, the stable and unstable subbundles can be represented by

\[
\left[ I_n \atop M_{\Gamma}(\omega, i \varepsilon) \right], \text{ and the corresponding Weyl } M\text{-functions satisfy}
\]

\[
\lim_{\varepsilon \to 0^+} M_{\Gamma}^\pm(\omega, i \varepsilon) = N_{\Gamma}^\pm(\omega)
\]

uniformly on \( \Omega \).

**Proof.** We denote by \( U(\varepsilon)(t, \omega) \) the fundamental matrix solution of \((2.7)_{\varepsilon}\) satisfying \( U(\varepsilon)(0, \omega) = I_2n \). The subindex will be omitted for \( \varepsilon = 0 \).

The proof, which follows the same scheme as the one of Theorem 6.3 of [11], is divided in two steps. In the first one, we reformulate \((2.7)_{\varepsilon}\) in a new base \( (\Omega^1, \sigma^1) \), in order to find a continuous change of variables taking the unperturbed system of the family to \( \omega' = 0 \). To this end, we transform (1.1) to (2.1) by means of the change of variables \( \tilde{z} = C_\Gamma(\omega-t)z \). Then the compact metric space \( \Omega \times \mathcal{G} \), where

\[
\mathcal{G} := \left\{ \begin{bmatrix} \Phi \\ \Psi \end{bmatrix} \mid \Phi^T \Phi + \Psi^T \Psi = I_n, \Phi^T \Psi = \Psi^T \Phi \right\} \simeq Sp(n, \mathbb{R}) \cap SO(2n, \mathbb{R})
\]

is invariant for the continuous flow induced by (2.1) (see [11]); we choose a minimal subset \( \Omega^1 \), and represent by \( \sigma^1 \) the restriction to \( \Omega^1 \) of the flow, by \( \omega^1 = (\omega, [\varepsilon]) \) the elements of \( \Omega^1 \) and by \( \Pi : \Omega^1 \to \Omega, \omega^1 \mapsto \omega \) the projection over the first component.
Next we define \( \tilde{H}^1(\omega^1) = \tilde{H}(\Pi(\omega^1)) \) (see equation (2.11)) and consider the family of equations
\[
\tilde{\tilde{z}}' = \tilde{H}^1(\omega^1, t) \tilde{z}, \quad \omega^1 \in \Omega^1.
\]
As proved in [11], the function \( \tilde{V}^1(\omega^1, t) \), where
\[
\tilde{V}^1(\omega^1) = \begin{bmatrix} \Phi - \Psi \\ \Psi \end{bmatrix} \quad \text{for} \quad \omega^1 \in \left( \omega, \begin{bmatrix} \Phi \\ \Psi \end{bmatrix} \right),
\]
is a symplectic fundamental matrix solution of systems (2.10) evaluated along the trajectories of \((\Omega^1, \sigma^1)\). Consequently, the change of variables \( \tilde{z} = \tilde{V}^1(\omega^1, t) \mathbf{w} \) takes (2.10) to \( \mathbf{w}' = 0 \).

Setting \( C^1_2(\omega^1) = C^1_2(\Pi(\omega^1)) \) and \( H^1(\omega^1) = H(\Pi(\omega^1)) \) we observe that \( V^1(\omega^1) = (C^1_2)^{-1}(\omega^1) \tilde{V}^1(\omega^1) \) defines a fundamental matrix solution of
\[
\mathbf{z}' = H^1(\omega^1, t) \mathbf{z},
\]
also evaluated along the trajectories of \((\Omega^1, \sigma^1)\). Besides, \( V^1 \in L^2(\Omega^1, m^1_0) \). Clearly, the fundamental matrix solution \( U^1(t, \omega^1) \) of (2.11) with \( U^1(0, \omega^1) = I_{2n} \) (which is obviously given by \( U^1(t, \omega^1) = U(t, \Pi(\omega^1)) \)) is related to \( V^1 \) by
\[
U^1(t, \omega^1) = V^1(\omega^1, t) (V^1)^{-1}(\omega^1).
\]

Now we define \( H^1(\omega^1) = H(\Pi(\omega^1)) \) and \( \Gamma^1(\omega^1) = \Gamma(\Pi(\omega^1)) \) for \( \omega^1 \in \Omega^1 \), and consider the new extended family
\[
\mathbf{z}' = (H^1(\omega^1, t) + i\varepsilon J^{-1} \Gamma^1(\omega^1, t)) \mathbf{z}, \quad \omega^1 \in \Omega^1.
\]
Let \( U^1_\varepsilon(t, \omega^1) \) be the fundamental matrix solution of this system with \( U^1_\varepsilon(0, \omega) = I_{2n} \). It is obvious that \( U^1_\varepsilon(t, \omega^1) = U_\varepsilon(t, \Pi(\omega^1)) \) for every \( \omega^1 \in \Omega^1 \). Consequently, the Sacker-Sell spectrum and the Lyapunov exponents of (2.7) and (2.13) coincide, and the spectral decomposition of (2.13) can be obtained from that of (2.7) in a trivial way.

To end this first step, we take \( C^1_2(\omega^1) = C^1_2(\omega) \) and \( V^1_\varepsilon(\omega^1) = (C^1_2)^{-1}(\omega^1) \tilde{V}^1(\omega^1) \) and observe that the continuous and symplectic change of variables \( \mathbf{z} = V^1_\varepsilon(\omega^1, t) \mathbf{w} \) takes (2.13) to
\[
\mathbf{w}' = i\varepsilon J^{-1} W^1(\omega^1, t) \mathbf{w}, \quad \omega^1 \in \Omega^1,
\]
with \( W^1(\omega^1) = (V^1_\varepsilon)^T(\omega^1) \) and symmetric with \( \Gamma^1(\omega^1) \).

In the second part of the proof, as in [14], we follow a perturbation theory argument (see [10]) to transform (2.14) in a new family of linear systems satisfying the hypotheses of Lemma 2.5.

Note that, since \( U^1_0(t, \omega^1) = V^1_2(\omega^1, t) (V^1_2)^{-1}(\omega^1) \), we get
\[
W^1(\omega^1, t) = (V^1_2)^T(\omega^1) (U^1)^T(t, \omega) \Gamma^1(\omega^1, t) U^1(t, \omega) V^1_2(\omega^1).
\]

Consequently, the limit
\[
\lim_{t \to \infty} \frac{1}{2\varepsilon} \int_{-t}^{t} W^1(\omega^1, s) ds = (V^1_2)^T(\omega^1) A_T^1(\omega^1) V^1_2(\omega^1) = D_T(\omega)
\]
exists for every \( \omega^1 \in \Omega^1 \), since the fact that \( \Gamma \in C \) ensures that
\[
A_T^1(\omega) := \lim_{t \to \infty} \frac{1}{2\varepsilon} \int_{-t}^{t} U_T(\omega^1, s) \Gamma^1(\omega^1, s) U^1(\omega^1, s) ds = A_T(\Pi(\omega^1))
\]
exists for every \( \omega^1 \in \Omega^1 \). Moreover, the positive definite limit matrix \( D_T \) is constant on \( \Omega \). In particular, this implies that for every \( \sigma^1 \)-invariant measure \( \mu \) on \( \Omega^1 \),

\[
\int_{\Omega^1} (W_{T^1}(\omega^1) - D_T) \, d\mu = 0.
\]  

(2.15)

Note also that the eigenvalues of \( J^{-1} D_T \) agree with those of \( J^{-1} A_1(\omega^1) \), and the respective eigenspaces of both matrices are related by the symplectic matrix \( V^1_1(\omega^1) \).

Let \( (\kappa_j)_{j \in \mathbb{N}} \) be a decreasing sequence of positive real numbers with limit 0. The density of the set

\[
\{ f \in C(\Omega^1) \mid \text{there exists } g \in C(\Omega^1) \text{ with } g'(\omega^1) = f(\omega^1) \}
\]

(where \( g'(\omega^1) \) represents \( (d/dt)g(\omega^1 \cdot t)|_{t=0} \)) in

\[
\left\{ f \in C(\Omega^1) \mid \int_{\Omega^1} f \, d\mu = 0 \quad \text{for every } \sigma^1 \text{-invariant measure } \mu \text{ on } \Omega^1 \right\},
\]

(see Schwartzman [17], and property (2.13), allow us to choose a sequence of matrix functions \( (R_j)_{j \in \mathbb{N}} \) in \( C(\Omega^1, M_k(2n)) \), whose continuous derivatives along the flow satisfy

\[
\| R_j' - (W_{T^1} - D_T) \|_\infty < \kappa_j
\]

for every \( j \in \mathbb{N} \). (As usual, \( \| \cdot \|_\infty \) represents the supremum norm of a matrix-valued function on \( \Omega \), associated to a previously fixed matrix norm.) Let us denote \( r_j = \| R_j \|_\infty \). Given any constant \( r > 0 \) we can take a decreasing sequence \( (\varepsilon_j)_{j \in \mathbb{N}} \) of positive numbers with \( \lim_{j \to \infty} \varepsilon_j = 0 \) and \( \varepsilon_j (r_j + r_{j+1}) \leq r \) for every \( j \in \mathbb{N} \). We define

\[
R(\omega^1, \varepsilon) = \left( \frac{\varepsilon - \varepsilon_{j+1}}{\varepsilon_j - \varepsilon_{j+1}} R_j(\omega^1) + \frac{\varepsilon_j - \varepsilon}{\varepsilon_j - \varepsilon_{j+1}} R_{j+1}(\omega^1) \right) \quad \text{if } \varepsilon_j + 1 \leq \varepsilon \leq \varepsilon_j.
\]

Then \( R \) is a continuous function on \( \Omega^1 \times (0, \varepsilon_1] \). By choosing \( r \) small enough we can assure that

1) \( \det (I_{2n} + i\varepsilon J^{-1} R(\omega^1, \varepsilon)) \neq 0 \) for every \( \omega^1 \in \Omega^1 \);

2) the continuous linear change of variables \( w = (I_{2n} + i\varepsilon J^{-1} R(\omega^1, \varepsilon)) w^* \) takes

\[
(2.14)
\]

for \( \varepsilon \in (0, \varepsilon_1] \) to

\[
(w^*)' = i\varepsilon J^{-1} \left( D_T + W_{T^1}^*(\omega^1, t, \varepsilon) \right) w^*, \quad \omega^1 \in \Omega^1,
\]

(2.16)\( \varepsilon \)

with \( \| W_{T^1}^*(\omega^1, \varepsilon) \|_\infty \leq 2\kappa_1 \) if \( \varepsilon_{j+1} \leq \varepsilon \leq \varepsilon_j \); in particular, we can assure that \( \lim_{\varepsilon \to 0^+} W_{T^1}^*(\omega^1, \varepsilon) = 0 \) uniformly on \( \Omega \).

We define \( W^*_T(\omega^1, 0) = 0 \) and observe that (2.16)\( \varepsilon \) satisfies all the hypotheses of Lemma 2.3. Since the continuous transformation

\[
z = V^1_1(\omega^1 \cdot t) \left( I_{2n} + i\varepsilon J^{-1} R(\omega^1, t, \varepsilon) \right) \tilde{w}^*
\]

preserves the Sacker-Sell spectrum and the Lyapunov exponents of (2.16)\( \varepsilon \) and takes the spectral subbundles of this family to those of (2.13)\( \varepsilon \), in a continuous way, we obtain the desired conclusions for the extended family. Note that the constant subbundle determined by the eigenspaces of \( J^{-1} D_T \) for \( \pm i\mu_{T^1,j} \) is taken by the transformation \( z = V^1_1(\omega^1 \cdot t) \tilde{w}^* \) to the subbundle associated with \( \Gamma_j \) and \( \pm i\mu_{T^1,j} \). Our previous remark about the relation between the spectral decompositions of (2.13)\( \varepsilon \) and (2.7)\( \varepsilon \) completes the proof of (i), (ii) and (iii).

In particular, the initial family of systems has an ED for \( \varepsilon > 0 \) small enough, and the corresponding subbundles converge uniformly on \( \Omega \) as \( \varepsilon \to 0 \) to the Lagrange planes \( V^1(\omega^1) \left[ \frac{I_n}{\lambda} \right] \), where \( \left[ \frac{I_n}{\lambda} \right] \) are the complex Lagrange planes generated by
Let us consider a perturbation corresponding to the interval \( J \) is not completely described. The topological structure has not been so far completely described. and Pöschel \[ }\]

Theorem 2.7. Let us consider a perturbation \( \Gamma \in \mathcal{C} \) such that
- the different eigenvalues of \( J^{-1}A_{\Gamma}(\omega) \) are ±\( \mu_{\Gamma,1}, \ldots, \pm \mu_{\Gamma,s} \in \mathbb{R} \setminus \{0\} \),
- \( J^{-1}A_{\Gamma}(\omega) \) can be diagonalized,

and define \( \beta \) by (2.8). For every \( \beta \in (0, \beta_{\Gamma}) \) there exists \( \varepsilon(\beta) > 0 \) such that, if \( \varepsilon \in (0, \varepsilon(\beta)) \), then
(i) the Sacker-Sell spectrum of (2.17) is contained in the set
\[
\bigcup_{j=1}^{s} \left[ \pm \varepsilon \mu_{\Gamma,j} - \varepsilon \beta, \pm \varepsilon \mu_{\Gamma,j} + \varepsilon \beta \right],
\]
and each one of the 2s (disjoint) intervals of this union contains at least one spectral interval;
(ii) the sum of the spectral subbundles of (2.17) corresponding to the interval \( [\pm \varepsilon \mu_{\Gamma,j} - \varepsilon \beta, \pm \varepsilon \mu_{\Gamma,j} + \varepsilon \beta] \) varies continuously with \( \varepsilon \), has dimension \( m_{\Gamma,j} \), and converges as \( \varepsilon \to 0^+ \) to the subbundle associated with \( \Gamma \) corresponding to \( \pm \mu_{\Gamma,j} \);
(iii) if \( \gamma_{\Gamma,j}^\varepsilon(\varepsilon) \) represents the sum of the Lyapunov exponents of (2.17) corresponding to the interval \( [\pm \varepsilon \mu_{\Gamma,j} - \varepsilon \beta, \pm \varepsilon \mu_{\Gamma,j} + \varepsilon \beta] \), then
\[
\lim_{\varepsilon \to 0^+} \frac{\gamma_{\Gamma,j}^\varepsilon(\varepsilon)}{\varepsilon} = \pm m_{\Gamma,j} \mu_{\Gamma,j}.
\]

The proof of this result follows the same scheme as the one of Theorem 2.6 and lies in a technical result similar to Lemma 2.5. Note that Theorem 2.7 is an extension to the ergodic Hamiltonian context of part of the results of Moser and Pöschel [10] in the two-dimensional case. It is also possible to show that the required hypotheses are equivalent to the appearance of two closed real Lagrange bundles \( F_1 \) and \( F_2 \) with \( \Omega \times \mathbb{R}^{2n} = F_1 \oplus F_2 \). The hypotheses assumed on the initial Hamiltonian system do not suffice to guarantee this property. A more exhaustive analysis is possible in the two-dimensional case: this occurrence is equivalent to the topological decomposition of the projective flow in a family of closed minimal sets, given by copies of the base flow (see [12] and [14]). But to obtain a similar characterization in the higher dimension case is far away from trivial, as far as the topological structure has not been so far completely described.
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