SUMMARY With our ever increasing dependence on computers, many governments around the world have started to investigate strengthening the regulations on vulnerabilities and their lifecycle management. Although many previous works have studied this problem space for mainstream software packages and web applications, relatively few have studied this for consumer IoT devices. As our first step towards filling this void, this paper presents a pilot study on the vulnerability disclosures and patch releases of three prominent consumer IoT vendors in Japan and three in the United States. Our goals include (i) characterizing the trends and risks in the vulnerability lifecycle management of consumer IoT devices using accurate long-term data, and (ii) identifying problems, challenges, and potential approaches for future studies of this problem space. To this end, we collected all published vulnerabilities and patches related to the consumer IoT products by the included vendors between 2006 and 2017; then, we analyzed our dataset from multiple perspectives, such as the severity of the included vulnerabilities and the timing of the included patch releases with respect to the corresponding disclosures and exploits. Our work has uncovered several important findings that may inform future studies. These findings include (i) a stark contrast between how the vulnerabilities in our dataset were disclosed in the two markets, (ii) three alarming practices by the included vendors that may significantly increase the risk of 1-day exploits for customers, and (iii) challenges in data collection including crawling automation and long-term data availability. For each finding, we also provide discussions on its consequences and/or potential migrations or suggestions.
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1. Introduction

As our society continues to increase its reliance on computers large and small, vulnerabilities and their lifecycle management are gradually becoming a matter of public safety. In response, many governments around the world have started to investigate regulating and improving computer security through legislation and standards setting. For example, the National Telecommunications and Information Administration in the United States has started a multistakeholder process since 2015 in regards to Internet of Things (IoT) security upgradability and patching [2]; similarly, the Ministry of Internal Affairs and Communications in Japan has also initiated a task force in 2017 aimed to study and improve the IoT security posture of Japan [3]. As we may expect, understanding the past and current practices of the stakeholders in IoT vulnerability lifecycle management and identifying potential improvements in these practices are both important steps towards improving computer security and public policies.

Existing work on vulnerability lifecycle management can be classified into two groups based on where it falls with respect to the time of discovery of a vulnerability. At a high level, work in the pre-discovery group focuses on the prevention and discovery of vulnerabilities, whereas work in the post-discovery group focuses on the disclosure and notification of vulnerabilities as well as mitigations. In large part due to the myriad of ways and places for vulnerabilities to creep in and the depth and breadth of vulnerability prevention and discovery techniques, the literature in the pre-discovery group is vast and continues to expand rapidly**. In comparison, the literature in the post-discovery group is considerably smaller and it contains two lines of work that are particularly relevant to this paper. The first line studies the patch release behavior of commercial and/or open-source developers (collectively referred to as “vendors” in this paper). For example, previous studies have investigated the timeliness and prioritization of patch releases, behavioral differences between commercial and open-source vendors, and external factors that may improve their behaviors [7]–[13]. The second line studies the characteristics of patches and vulnerabilities. This includes the measurements of diverse properties such as the number of exploitations, the longevity of vulnerabilities, the size and complexity of their patches, and the rate of patch deployments [14]–[19].

Incidentally, the overwhelming majority of the aforementioned studies were dominated by mainstream software packages and web-based applications. Based on our literature search, we are not aware of any prior work that focused on consumer IoT devices, many of which are products by vendors that have a small or even non-existent representation in the datasets used by previous studies. With the rapid rise of consumer IoT devices in recent years, we believe it is high time to expand our knowledge in vulnerability lifecycle management in regards to these devices and their vendors.

**As examples, the reader may refer to relevant surveys on vulnerability discovery techniques (e.g., [4]–[6]) and recent conference proceedings in the fields of computer security and software engineering.
As our first step towards filling this void, this paper presents a pilot study on the vulnerability disclosures and patch releases of prominent consumer IoT vendors. A key novelty in our study is the recognition that, even though we are in a global economy, consumer purchase decisions in different countries are heavily localized. Therefore, individual markets may show entirely different trends and risks, and yet these trends and risks may also be correlated across markets due to global trade. To cater for these possibilities, we have thus decided to allocate our effort by markets and analyze them accordingly. In this paper, we will present our study using data covering three prominent consumer IoT vendors in Japan and three in the United States as well as their geographical subsidiaries in Australia, China, and Germany (Table 1).

As we will explain in Sect. 3, we selected the included vendors by approximating consumer perception of prominence in the two markets. Specifically, our procedure prioritized vendors with the most number of results when searching for the phrase “wireless routers” at a popular shopping website in each market. Since our preliminary data analysis indicated the need for manual investigations to fill in missing data fields, we ended up selecting three out of the top four vendors in each site due to the reasons given in Sect. 3.2.

After the vendor list was fixed, we collected the vulnerability disclosures of all consumer IoT devices by the included vendors. This involves retrieving all CVE entries [20] of these vendors from the National Vulnerability Database (NVD) [21] and keeping only those that are about consumer IoT devices. In addition, we also heavily depended upon the Japan Vulnerability Notes (JVN) iPedia [22]. For example, the NVD does not provide the public disclosure date of a vulnerability; however, perhaps a little-known fact outside of Japan, the JVN analysts have determined this information in a best-effort manner for each vulnerability in the JVN. By combining these two sources, public exploit databases, and other sources such as vendor security advisories, release notes, and mailing list discussions, we were able to complete each included CVE entry to contain (i) affected product name, (ii) affected version, (iii) patched version, (iv) disclosure date, (v) exploit release date, and (vi) patch release date (Fig. 3). Our effort has resulted in 53 and 230 completed CVE entries for respectively Japan (JP) and the United States (US), covering the 12 years from 2006 to 2017.

In Sect. 4, we will see that our inclusion criteria yielded surprising insights that may likely be missed if we did not include vendors from multiple markets and stratify our analyses accordingly. For example, we found that 86.8% of the vulnerability disclosures in our JP dataset were coordinated disclosures. Not only is this percentage astonishingly high, but it is also significantly higher than the corresponding US figure of 20.1%. We will drill into this difference and offer our observations about it in Sect. 4.3.

While analyzing the collected release notes and completing the missing information about the included vulnerabilities, we also uncovered three alarming vendor practices that may significantly increase the risk of 1-day exploits for customers due to patch-based exploit generation. First, we discovered all six vendors practiced incremental patch release, which refers to releasing a series of similar patches over time where each patch addresses the same vulnerability but in different device(s). This means a device patched later in a series would face an increased risk of 1-day exploits (Sect. 4.2.3). Second, we noticed that some vendors would release a patch in one geographic region earlier than in other regions. This leaves ample opportunities for what we dubbed geographical arbitrage—the potential to generate 1-day exploits by using a patch that was already released in another region (Sect. 5.1). Third, we observed that some vendors would seemingly stop releasing patches to a device in one region without making any End-of-Support announcement but continue to do so in other regions. This also leads to a security risk similar to that of geographical arbitrage (Sect. 5.2). For all three practices, we will provide examples either in the form of a known exploit or a vulnerability analysis to show that their risks can become real.

In summary, the major contributions of this paper are:

1. We selected three prominent consumer IoT device vendors in Japan and three in the United States and collected information on the vulnerabilities and the patches of their consumer IoT devices between 2006 and 2017. To ensure our data has high quality, we completed each of the 283 included CVE entries by cross-referencing the NVD, JVN, security advisories, release notes, and search engine results.
2. We characterized the vulnerability disclosures related to the included devices and the patch release behaviors of the included vendors. Our bi-country dataset enabled us to look for significant differences using both the inter-vendor and inter-market perspectives. The latter has revealed a stark contrast between how the vulnerabilities in our dataset were disclosed in the two markets.
3. Our study uncovered three alarming vendor practices that may significantly increase the risk of 1-day exploits for customers. For each practice, we demonstrate that its risk can become real either by identifying a known exploit or by providing our own vulnerability analysis to a relevant vulnerability.

2. Background

In this section, we will briefly review the concept of vulnerability lifecycles and its associated terminology. We will define the roles involved in the lifecycle events, the events themselves, and the classification of exploits based on the event ordering. Since we have chosen to use a terminology consistent with [23], we acknowledge that some of the definitions below contain clearly-marked quotes from [23].

2.1 Roles

Figure 1 illustrates the roles involved in the events on a vulnerability lifecycle and the relationships between these
roles.

**Vendor** is an individual or an organization that created or maintains a product. When a vulnerability is discovered in a product, the vendor is “the party responsible for updating the product containing the vulnerability” [23, §3.3]. This generally entails releasing a new firmware of the product either in whole or as a patch. For simplicity, we call both a patch release.

**Coordinator** is an individual or an organization that “acts as a relay or information broker between other stakeholders” [23, §3.5]. Nowadays, coordinators come in many forms, including Computer Security Incident Response Teams (CSIRTs), Product Security Incident Response Teams (PSIRTs), commercial brokers, third-party bug bounty programs, etc. A well-known coordinator is the CERT Coordination Center (CERT/CC) [24].

**Finder** is “an individual or an organization that identifies a potential vulnerability in a product or online service” [23, §3.1]. In general, a finder can be anyone, including users, vendor developers, third-party researchers, etc. When a finder is not internal to the vendor, this finder gets to decide whether to disclose the vulnerability, and if so, when and to whom. Specifically, a finder can decide to not disclose the vulnerability, or to privately disclose it to the vendor or a coordinator, or to publicly disclose it. Note that these three possibilities are not mutually exclusive because the decision of a finder may change over time.

**Deployer** is an individual or an organization that is “responsible for the fielded systems that uses or otherwise depend on products with vulnerabilities” [23, §3.4]. For example, the deployer can be a user of the product or a system administrator in a corporation.

**Attacker** is an individual or an organization that leverages a vulnerability in a product to perform malicious activities. Note that an attacker needs not be a finder of a vulnerability due to the availability of commercial or open-source exploit kits.

2.2 Events

Figure 2 depicts one possible timeline of a vulnerability lifecycle, on which there are six events: (i) the vulnerability is introduced by the vendor, (ii) the vulnerability is discovered by a finder, (iii) the vulnerability is publicly disclosed by a finder, a coordinator, or the vendor, (iv) the corresponding exploit is released, (v) the corresponding patch is released, and (vi) the patch reaches complete deployment. Note that while the first two events on any timeline are always (i) and (ii), the remaining four can happen in any order so long as (v) happens before (vi). In addition, there may also be multiple finders, further complicating the timeline.

In this paper, we denote the public disclosure date by \( t_d \), the patch release date by \( t_p \), and the exploit release date by \( t_e \). The time difference \( (t_p - t_d) \) is the patch availability delay and ideally it should be small or even negative. Similarly, \( (t_p - t_e) \) is the minimum exploit window, which measures the time between patch availability and the release of the earliest exploit known to us. Note that the actual exploit window may be bigger than \( (t_p - t_e) \) because an exploit unknown to us could have been available at a time before \( t_e \).

2.3 Exploit Classification and 1-Day Exploits

Using the event time points as defined above, a “0-day exploit” is an exploit for which \( t_e \) is before \( t_d \). Such exploits are often considered to be the most dangerous because they can be extremely difficult to detect and prevent. In contrast, a “1-day exploit” is an exploit for which \( t_e \) is on or after \( t_d \). In practice, attackers often actively seek such exploits post-disclosure in the hope to launch attacks before deployers deploy the corresponding patches.

Naturally, this latter type of attackers will be greatly assisted if an actual exploit or a full analysis of a vulnerability has been published. However, even the release of a patch by a vendor carries a significant risk of assisting such attackers because they may be able to reverse-engineer the details of a vulnerability from its patch. This technique is called patch-based exploit generation and it may even be automated in some case (e.g., [25]). As we will see in this paper, certain forms of patch release behavior exhibited by the included vendors may end up giving attackers more time to exercise this technique, which in turns increases the risk of 1-day exploits faced by customers.
3. Data Collection Methodology

Since a primary objective of our study is to characterize the trends and risks in the vulnerability lifecycle management of consumer IoT devices, a significant portion of our effort was spent in collecting accurate information on the vulnerability disclosures and patch releases related to the included products. To this end, we started by automated crawling and cross-referencing of multiple sources, including the NVD, JVN, security advisories, patches, and release notes. Afterwards, we inspected every remaining empty field and filled in the missing information using manual investigations. The end result is a dataset where every included CVE entry has been completed with the six pieces of crucial information described below. In this section, we will detail our data collection process and justify our choices throughout. Our overall data collection methodology is depicted in Fig. 3.

3.1 Identify Target Countries

Our study initially did not distinguish among countries and our plan was to include as many vendors as our budget allowed by selecting vendors with the most number of consumer IoT products. However, we quickly noticed that the vendors selected by this method were strongly US-centric and this raised questions regarding the applicability of our findings to non-US markets. For example, although Netgear ranked 2nd in the US using our procedure described in Sect. 3.2, it ranked only 8th in Japan and was preceded by prominent Japanese vendors such as Buffalo and IO-DATA. This gave us the inspiration to conduct a novel study that explores individual markets separately and look for differences. In the end, we settled on the markets of Japan (JP) and the United States (US) because of the following factors.

First, JP and US are large economies—both are in the top five in every list of countries ranked by the Gross Domestic Product (GDP), whether nominally or after adjustments for purchasing power parity. This means they are both important markets to study in regards to consumer IoT devices. Second, they have two of the oldest national CSIRTs, namely CERT/CC (est. 1988) and JPCERT/CC (est. 1996). This means we may reasonably expect them to have the most mature vulnerability coordination among all markets. Third, our team is highly familiar with both JP and US and we have members who are fluent in the languages of these markets. Thus, we were able to leverage our language skills to perform in-depth studies of the consumer IoT devices in these markets even when some of the relevant information was available only in the local language.

From this point on, “our dataset” in this paper refers to our combined dataset and we will call out a specific subset when needed, e.g., “the JP dataset”.

3.2 Identify Target Vendors

Early on in our study, we were already aware that we did not have enough resource to include every consumer IoT vendor in these markets. Not only were there a large number of them given the broad interpretation of “consumer IoT devices”, but we also noticed the crawled data contained a non-trivial number of missing fields that required manual investigations. Therefore, we decided to prioritize prominent vendors and included as many of them as our budget allowed. To this end, we used the number of wireless routers offered by a vendor to approximate its prominence and included every consumer IoT devices by these vendors in our study.

While not perfect, we believe this procedure is sufficiently justified. First, since consumers tend to buy from familiar brands and consumers are already familiar with wireless routers due to their ubiquity, we believe vendors with a large number of wireless routers are prominent. Second, we recognize that vendors offering wireless routers also tend to offer many other consumer IoT devices. Indeed, over 29% of the 450 products in our final dataset comprises products in other categories. These include networked surveillance cameras (e.g., Buffalo WNC01WH), NAS (e.g., IO-DATA HDL-F160), smart plugs (e.g., D-Link DSP-W215), smart switches (e.g., D-Link DGS-1500), and VPN appliances (e.g., Netgear SSL312). Thus, we believe our dataset well-approximates a large portion of consumer IoT devices.
Our actual vendor selection procedure is as follows. First, using our understanding of the two markets, we decided to use Kakaku.com and Amazon.com as a representative shopping site for JP and US respectively. Then, we ranked the vendors using the number of products returned to the query “wireless routers” on the two sites. Table 1 shows the top four vendors in our search conducted in April 2018.

Our original plan was to include the top three vendors in each market. However, we ended up selecting three out of the top four vendors in both. In JP, the 2nd-ranked vendor was ELECOM, which is indeed a well-known consumer device vendor in Japan. However, we discovered that ELECOM (surprisingly) did not have any CVE entry. Therefore, we extended the JP dataset to include the 4th-ranked vendor NEC. In US, the top-ranked vendor was Synergy Digital. However, this vendor also did not have any CVE entry because it mainly sells batteries for other devices and many of its product listings happened to include the phrase “wireless routers”. Therefore, we excluded this vendor and extended the US dataset to include the 4th-ranked vendor D-Link.

We note that our data collection effort also included a few geographical subsidiaries of the included vendors. The data from these subsidiaries will be explained and used in Sect. 5.

3.3 Identify Target Vulnerabilities

Having selected the vendors, we used the NVD to identify all CVE entries related to the consumer IoT devices of these vendors in three steps. First, we retrieved all CVE entries involving these vendors from the NVD. While this step is straightforward in principle, in practice we had to screen for orthographical variants of vendor names. Using the vendor I-O DATA as an example, we were able to discover three different spellings in the NVD vendor list: “i-o-data”, “i-o-data”, and “i-o-data_device”. Table A-1 in Appendix A shows our best-effort screening result of the name variants of the included vendors. Second, we manually excluded non-consumer-IoT entries, which explains the drop in #CVE-IDs between Tables 1 and 2. For example, we excluded CVE-2017-2137, which pertains to an access restriction bypass in Netgear ProSAFE Plus Configuration Utility and is not related to a vulnerability in a consumer IoT device. Third, we restricted our dataset to CVE entries in the 12 years 2006–2017 due to a data availability issue. Specifically, as we will explain below, we relied on the Japan Vulnerability Notes (JVN) iPedia for several pieces of crucial information related to each included CVE ID. However, the JVN feed appears to be curated since 2006 only and thus we were not able to include any earlier year.

3.4 Collect Vulnerability & Patch Information

After obtaining all CVE entries related to the consumer IoT products of the included vendors, we proceeded to collect the following six pieces of information about each included vulnerability.

(1) Affected Products and (2) Versions. Starting with a CVE entry from the NVD, we extracted the affected product names and versions from respectively the product_name and version_value fields. Although we were always able to extract the former from the NVD, we encountered a number of empty fields for the latter, which mirrors a similar experience reported in [26]. To combat this, we cross-referenced every included CVE entry from the NVD with its corresponding entry in the JVN and extracted the missing information from the latter, if available.

In addition, we also extracted affected product names and versions from vendor security advisories, which were published by the vendors to inform their customers regarding product vulnerabilities. We obtained these advisories by searching for the CVE IDs on search engines and retrieving from the vendor websites, or from the Internet Archive if a desired page was no longer available. In the cases where the information extracted from these advisories differed from that in the NVD and JVN, we employed the former because we believe the vendor is better-positioned to provide the most accurate information. Finally, in the rare cases where we did not obtain any version information from any of the above sources, we relied on search engines to identify external references such as blog posts and mailing list archives for manual extraction.

(3) Patched Versions. The procedure to collect patched versions started off similarly to that of (1) and (2), i.e., we first extracted from the NVD, JVN, and vendor security advisories. Then, we performed further extraction from the release notes in the patches released by the vendors and, in a few cases, resorted to manual investigations using search engines.

(4) Public Disclosure Date. The public disclosure date of a

---

Table 1: Summary statistics of the included vendors. The #CVE-IDs column counts all 2006–2017 CVE entries that involve the indicated vendor and not just its consumer IoT devices.

| Country   | Vendor     | Ranking | #CVE-IDs | Inclusion |
|-----------|------------|---------|----------|-----------|
| Japan     | Buffalo    | #1      | 22       | ✓         |
|           | ELECOM     | #2      | 0        | ✓         |
|           | IO-DATA    | #3      | 29       | ✓         |
|           | NEC (Aterm††) | #4   | 3        | ✓         |
| United States | Synergy Digital | #1 | 0     | ✓         |
|           | Netgear    | #2      | 56       | ✓         |
|           | Linksys    | #3      | 56       | ✓         |
|           | D-Link     | #4      | 142      | ✓         |

††Aterm is the brand name of wireless routers by the vendor NEC.

†††JVN is a national vulnerability database in Japan, which is organized by JPCERT/CC and Information-technology Promotion Agency (IPA). The JVN website contains multiple data feeds. In this paper, “the JVN feed” to refer to the JVN iPedia feed.
vulnerability, denoted $t_d$, is the earliest date when the vulnerability was disclosed in a publicly-accessible resource such as vulnerability databases, blog posts, or public mailing lists. Unfortunately, the NVD does not contain this information. However, perhaps a little-known fact outside of Japan, JPCERT/CC and Information-technology Promotion Agency (IPA) have dedicated resource to curate this information for every entry in the JVN [28]. Thus, we relied on the JVN for the public disclosure date of the included vulnerabilities.

(5) Exploit Release Date. For each included vulnerability, we also attempted to collect the earliest release date of a publicly-known exploit if one was available in either Exploit Database (EDB) [29] or Metasploit [30]. We denote this date by $t_e$ in this paper and it is our best-effort estimation of the exploit release date. EDB is an archive site of public exploits and can be searched using CVE ID. For this source, we used a tool called cve_searchsploit [31] to search and collect the exploit release dates from EDB. Metasploit is a penetration testing platform which includes exploit code for many known vulnerabilities. For this source, we collected exploit release dates from the public database organized by Rapid7 [32].

(6) Patch Release Date. During the extraction of patched versions in (3), we also collected the patch release date $t_p$ and one of our sources was release notes. To our surprise, some release notes either did not contain a date, or in the case of Buffalo US, contained dates of the source documents from which the notes were translated. In these cases, we resorted to using the first date among the following as a best-effort estimation: (i) the release date listed by the vendor website, or the Internet Archive if a desired page was no longer available, (ii) the file date of the release note if it was in an archive, (iii) the file date of the archive itself, and (iv) the latest date of the other files in the same archive, unpacked recursively using binwalk [33].

3.5 Limitations

Before we continue to our data analysis in Sect. 4, we will discuss several known limitations to our dataset here.

Public Data Only. We are aware that our data contains only publicly-available vulnerabilities and that when a vendor fixes a vulnerability that was found internally, the vendor is not required to create a CVE entry nor to mention there was a vulnerability in any document. In addition, at the time of data collection, some vulnerabilities might be under embargo or in the backlog due to limited analyst resource. Thus, the number of CVE entries in our dataset is only a lowerbound on the number of vulnerabilities that had been found at the time of data collection. Similarly, we depended upon Exploit Database and Metasploit to collect the exploit release dates. Our reliance on these public databases means (i) we likely have collected fewer exploit release dates because these two databases are not exhaustive, (ii) our exploit release dates can be later than actual even considering only public sources, e.g., an exploit could be released in a mail-list before making its way into a database, and (iii) our exploit data may contain regional bias due to the English-dominance in the databases we used.

Data Quality. Although we have dedicated much effort to ensure data quality through cross-referencing and in some cases manual investigations, our extracted data can only be as accurate as its sources. For example, if a release note contained a typographical error in its date, our data would inherit that error. In addition, as explained in Sect. 3.4, we have resorted to estimating the patch release date using file dates for release notes that do not contain a date.

Vendor and Product Bias. Our vendor selection method favors vendors with many wireless router products. Although our personal experience informs us that the vendors included in our study are indeed prominent consumer IoT vendors, nowadays the consumer IoT markets are filled with many niche but by no means uncommon products such as smart light-bulbs, smart refrigerators, etc. We are aware that niche vendors focusing on these products were not selected, and that these products are not well-represented in our dataset because the included vendors do not offer these products.

4. Analysis of Patch Release Behavior

In this section, we will start with an overview of our dataset and provide statistics for it (Sect. 4.1). Then, we will analyze the timing of the included patch releases and characterize the included vendors based on their patch release behaviors (Sect. 4.2). Finally, we will investigate the differences between the JP and US statistics in our study by demonstrating a stark contrast between how the vulnerabilities in our dataset were disclosed in the two markets (Sect. 4.3).

4.1 Dataset Overview

As explained in Sect. 3, we selected three prominent consumer IoT device vendors in Japan and three in the United States and collected information on the vulnerabilities affecting their consumer IoT devices and the corresponding patches. Table 2 summarizes our dataset. In total, our dataset contains 283 CVE entries spanning 2006–2017. Compared with Table 1, we dropped (i) 15 entries that are unrelated to consumer IoT devices and (ii) 10 entries that are not in the JVN and that we are unable to determine their disclosure dates using other sources. The included vulnerabilities affect 450 products and the vendors released 551

| Country | Vendor        | CVE-IDs | #Products | #Patches | #Exploits | #Notes |
|---------|---------------|---------|-----------|----------|-----------|--------|
| JP      | D-Link        | 280     | 913       | 1070     | 287       | 229    |
|         | NEC (Aterm)   | 302     | 913       | 1070     | 287       | 229    |
|         | Netgear       | 182     | 913       | 1070     | 287       | 229    |
|         | TP-Link       | 5998    | 913       | 1070     | 287       | 229    |
| US      | Buell         | 162     | 913       | 1070     | 287       | 229    |
|         | Linksys       | 115     | 913       | 1070     | 287       | 229    |
|         | Stination     | 212     | 913       | 1070     | 287       | 229    |
|         | Netgear       | 308     | 913       | 1070     | 287       | 229    |
|         | TP-Link       | 5998    | 913       | 1070     | 287       | 229    |
|         | US Total      | 280188  | 913       | 1070     | 287       | 229    |
| Total   |               | 30817   | 913       | 1070     | 287       | 229    |
patches against them. We also collected 68 exploits against these vulnerabilities from Exploit-DB and Metasploit.

In addition, we also classified the included CVE IDs using the Common Vulnerability Scoring System (CVSS), a de facto standard in measuring the severity of software vulnerabilities using a score between 0 (least severe) and 10 (most severe). Although the current version of CVSS is v3 released in 2015, our study employed CVSS v2 because CVE entries before 2015 do not contain CVSS v3 scores. Based on CVSS v2, the severity of vulnerabilities can be classified in three categories: Low (0.0–3.9), Medium (4.0–6.9), and High (7.0–10.0). The number of included CVE IDs in each category is shown in columns 4 to 6 of Table 2. We see that vulnerabilities of medium severity form the majority in both our JP (62%) and US (47%) datasets. In addition, high-severity vulnerabilities also accounted for a significant percentage in both datasets (26% and 47%, respectively).

4.2 Characterizing Patch Releases and Vendor Behaviors

In this subsection, we will analyze the patch releases and characterize the vendor behaviors in our dataset by focusing on the 150 CVE IDs of which we have collected at least one patch release date (see Table 2). Throughout this subsection, we will pay special attention to identify differences between the JP and US datasets. In Sect. 4.3, we will provide our explanation for several of the identified differences.

4.2.1 Patch Availability Delay

Figure 4 shows the patch availability delay \((t_p - t_d)\) of each included vendor as a box-plot, produced with matplotlib.pyplot.boxplot in Python Matplotlib 2.0.0 using the default settings\(^1\). Using Fig. 4, we classify the vendors into three categories based on when a vendor tends to release security patches: (1) around, (2) before, and (3) after the public disclosure date. First, we classify IO-DATA and D-Link as (1) because their boxes are small and tightly concentrated around \(y = 0\). In our dataset, the median patch availability delay of IO-DATA and D-Link are respectively \(-5\) and 4 days. Second, we classify Buffalo, NEC (Aterm), and Linksys as (2) because their boxes are located underneath \(y = 0\). Incidentally, the median delay for these three vendors are all close to \(-100\) days in our dataset. Finally, we classify Netgear as (3) because its box is located above \(y = 0\). The median delay for Netgear in our dataset is 23 days.

4.2.2 Minimum Exploit Window

Closely related to the above is the minimum exploit window \((t_p - t_e)\) of the included vulnerabilities. In our dataset, we found seven exploits that were released before their corresponding patches. Although these seven exploits are all in the US dataset, we remark that this may be because the two exploit databases we used are international and thus may have regional bias in their exploits. (We are not aware of any JP-focused exploit database.)

4.2.3 Incremental Patch Release

Our study of the included patch releases indicates that all six vendors practiced incremental patch release, which refers to the release of a series of patches over time where each patch addresses the same vulnerability but in different device(s). This reflects a common phenomenon where many consumer IoT devices share similar software components and thus also vulnerabilities. In our dataset, 62.4% of the patches were released incrementally in a series and they were associated with 40 CVE IDs.

Unfortunately, this vendor behavior carries an inherent security risk. Specifically, whenever a vendor engages in incremental patch release (whether knowingly or unknowingly), attackers may race to discover the vulnerability in similar devices and exploit it before the vendor releases patches for those devices—effectively a form of 1-day exploitation. To characterize this risk, we first measured the number of days between the last and the first patch release \((t_{pf} - t_{pl})\) for each CVE ID that exhibits incremental patch release in our dataset. These numbers are visualized as the gray bars in Fig. 5. Our measurement shows that the aver-
In addition, for each of these CVE IDs, if the last patch in the series was released after an exploit for the vulnerability appeared, i.e., there was an exploit window \( t_{pl} > t_e \), we also show a black bar for the CVE ID in Fig. 5 to visualize the length of this time gap. In total, we identified nine exploit windows among these CVE IDs and two of these windows started during an incremental patch release \( t_{pf} < t_e < t_{pl} \). The latter means that the 1-day risk had materialized and corresponds to the two CVE IDs where the black bar is shorter than the corresponding gray bar. (While the nine exploit windows identified all reside in the US dataset, please see our remark on potential regional bias in Sect. 4.2.2.)

4.2.4 Patch Release Timeliness

Following [13], we have also attempted to detect any temporal trend in the timeliness of patch releases for vulnerabilities of each CVSS severity (L/M/H). Here we categorize the patch release timings into three categories: (1) pre-disclosure \( t_p < t_d \), (2) concurrent with disclosure \( t_p = t_d \), and (3) post-disclosure \( t_p > t_d \).

Figure 6 (a) shows the trend in our dataset. We see that the post-disclosure patches (colored in black) account for a large portion across all three categories in our dataset. Even more troubling, we see no sign of reduction of them over time, suggesting that the vendors had been unable to improve their ability to release patches in advance of disclosures. Interestingly, once we break down our dataset by markets, Fig. 6 (b) and 6 (c) show that the timings of category (3) are largely due to the US dataset. This was what sparked our inter-market investigation in Sect. 4.3.

4.2.5 Patch Release Timing

In addition to investigating patch release timeliness by proportion as we did in Fig. 6, we can also do this by number. Using the same classification as in Sect. 4.2.4, Fig. 7 visualizes our dataset on the left, followed by the break-downs for JP and US. Focusing on the former, we are encouraged to see that more than 1/2 of the included patches were released before the corresponding vulnerabilities were disclosed. Unfortunately, we also see that about 1/3 of the included patches were released after disclosure. Again, if we break down by markets, we see a stark contrast where the overwhelming majority of the included patches in the JP dataset were released before disclosure.

4.2.6 Fix Prioritization

Finally, we have also investigated whether high severity vulnerabilities get patched more promptly. This question was addressed in [19] for open-source software. Our finding is shown in Fig. 8 (a), which shows the cumulative distribution functions (CDFs) of the patch availability delay \( t_p - t_d \) for each severity category (L/M/H) in our dataset. We see that there does not seem to be any prioritization at all. Specifically, the CDF of the delay for high-severity vulnerabilities (red) remains around 0.9 well into one year post-disclosure, while the CDFs of the other two categories have already reached 1.0 at that time. As an extreme example of this lack of prioritization, Netgear took 1247 days to release the patch for CVE-2013-4775 even though its severity score was 7.8 (High). In addition, we also provide a breakdown by markets in Figs. 6 (b) and 6 (c), although we note that the low number of post-disclosure patches in the JP dataset would not allow us to discern any pattern.
4.3 Contrasting Between Our JP and US Datasets

In Sect. 4.2, we witnessed that the overwhelming majority of the patches in our JP dataset were released either concurrently or before public disclosures, whether in relative proportion (Fig. 6) or in absolute number (Fig. 7). That strongly hinted us to discover one of the unexpected findings of this study. Specifically, given the similar technological maturity of the two countries, how did the included JP vendors attain such marvelous statistics? Inspecting our JP dataset, we found that only 3 of the 53 included CVE IDs were filed by a vendor. This ruled out the possible explanation that the three included JP vendors tended to disclose internally-discovered vulnerabilities after releasing the corresponding patches, which would have tilted the statistics in favor of them over their US counterparts. Therefore, we were left with the hypothesis that somehow the finders in our JP dataset tended to perform coordinated disclosures. To check this hypothesis, we have thus classified every disclosure in our dataset using the following procedure.

4.3.1 Classification Categories

As a first step, we have decided to classify the vulnerability disclosure process of each of the 283 included CVE entries into the following three categories:

(1) **Coordinated Disclosure.** This is when we have evidence that the detail of the vulnerability was publicly disclosed on or after a patch of it was released.

(2) **Full Disclosure.** This is when we have evidence that the detail of the vulnerability was publicly disclosed before a patch of it was released.

(3) **Unknown.** This is when we were unable to identify any patch release date \( t_p \) for the vulnerability, or when we do not have evidence of whether the disclosure was in one of the two categories above.

4.3.2 Classification Method

Since we were unable to identify a reliable source to obtain disclosure classifications, we had chosen to perform this step by ourselves via the following steps.

**Step 1.** For a CVE ID related to a JP vendor (a “JP CVE ID” for short), we started with its JVN entry, which may contain information about whether the vulnerability was coordinated or not. Specifically, if the sentences "{(Finder)} reported this vulnerability to IPA. JPCERT/CC coordinated with the developer under Information Security Early Warning Partnership." or similar are present in a JVN entry, then we have evidence that this disclosure was coordinated by the JPCERT/CC.

For a JP CVE ID whose JVN entry did not contain such sentences or for an US CVE ID, we turned to the external references listed in the corresponding NVD entry. In many cases, it would list the vulnerability report written by a finder, which we then looked through and determined whether the report was publicized before the patch release. In particular, reports in the form of blog posts or mailing list posts would often list the disclosure date, and many would further contain explicit wordings to indicate the nature of the disclosure. For example, Listing 1 shows a partial timeline contained in the report for CVE-2016–1017{4, 5, 6}, which clearly shows it was a Full Disclosure.

| 26.09.2016: Email sent to NETGEAR (security () netgear com) asking for PGP key, no response. |
| --- |
| 28.12.2016: Public disclosure. |

Listing 1: Partial timeline of CVE-2016–1017{4, 5, 6} as reported by the finder [34].

**Step 2.** If we could not classify a disclosure after Step 1, we would further looked into the relevant patch release notes and vendor security advisories to check for finder acknowledgement and report date. For example, for CVE-2017–15999, D-Link acknowledged a finder on its patch release notes by including “Reported: September 6, 2017 by: {{Finder}}”. This provided us with the confidence that this was a Coordinated Disclosure.

**Step 3.** Lastly, for a disclosure that had not been classified in above steps, we classified it as Unknown.

4.3.3 Classification Result and Further Analysis

Figure 9 depicts our classification result. Confirming our
hypothesis that the finders in our JP dataset tended to perform coordinated disclosures, our classification puts over 86% of the vulnerabilities in our JP dataset in the Coordinated Disclosure category and none in the Full Disclosure category. In contrast, the former category accounts for only 20.1% in our US dataset and the latter category is at a sizable 13.8%.

Although we have confirmed our hypothesis, we do not have any explanation on why the finders in our JP and US datasets exhibited different tendencies. However, upon studying the identities of these finders, we did notice that the finders of 30 of the 53 JP CVE IDs declared an affiliation with a local IT security company. We have since then managed to contact one of the finders from this company to inquire about their practice. We have learned that they perform security audits either due to a client contract or as part of their own research. If a vulnerability is discovered under a contract where the client is not the vendor and the client agrees, or if it is discovered during their own research, they would report the vulnerability to IPA and JPCERT/CC, which would result in a coordinated disclosure. Therefore, given the distribution of finders in our JP dataset, the vulnerability disclosure practice of this one company would have yielded a high percentage of coordinated disclosures in our current study.

As for the finders of the 20 JP CVE IDs that were not reported by a vendor itself, we observed that each of them was responsible for at most 2 JP CVE IDs in our dataset. Unfortunately, we have not contacted them to learn about their practice. We believe a fruitful future study on the vulnerability disclosure practice of the two markets might be to conduct a survey among a broadened set of finders in these markets. For example, among other questions, we may ask the finders whether they acted in their personal or professional capacity when they disclosed a vulnerability and whether they were following a company policy if the latter. We anticipate that one potential obstacle to overcome might be on how to derive a contact email address for each finder since this information is generally not published in the data feeds.

5. Significant 1-Day Risks Uncovered

Throughout our data collection effort as described in Sect. 3, we had often leveraged search engines to retrieve documents related to the included vulnerabilities. For example, we would search for a CVE ID or an affected product name and extract information from the search results. This process had led us to uncover three alarming vendor practices that may significantly increase the risk of 1-day exploits for customers due to patch-based exploit generation.

The first practice is incremental patch release, which has already been presented in Sect. 4.2.3. While potentially dangerous, it is debatable whether this risk is avoidable because of the immense difficulty in identifying and patching all affected products at once. However, for the two other practices we present below, we believe they can be avoided with moderate investment by the vendors.

5.1 Unsynchronized Patch Release

For many consumer IoT vendors that supply their products globally, a common practice is to establish regional subsidiaries to market and support products in the targeted regions. These subsidiaries usually provide product information, which includes security patches, via a regional website available in a local language. For example, Netgear China provides security patches via its regional support site http://support.netgear.cn/, which is published in Chinese. Since information such as CVE IDs and the model number in product names are not localizable, we encountered these sites regularly in our searches.

Unfortunately, we quickly noticed that different regional websites of the same vendor would often release a patch against the same vulnerability on different days. Since the knowledge of exploit generation from patches is now wide-spread and may even be automated in some cases (e.g., [25]), this behavior of unsynchronized patch release by regional subsidiaries likely increases the risk of 1-day exploits for customers in regions that receive the patch late. We dub this risk “geographical arbitrage”—the potential to generate 1-day exploits by using a patch that was released earlier in a different region.

To characterize this risk, we extended our dataset to include a few regional subsidiaries of the included vendors. These include the US subsidiary of Buffalo, the Germany (DE) and Australia (AU) subsidiaries of D-Link, and the China (CN) subsidiary of Netgear. We remark that this list is not meant to be exhaustive and merely reflects the subsidiaries that we had encountered often during our searches.

5.1.1 Patch Availability Delay

Table 3 summarizes the patch release behaviors of the included subsidiaries. For each subsidiary, column 3 shows the number of patches we collected from it and columns 4 and 5 show, respectively, its average and median patch availability delay ($t_d$). We see that the US subsidiaries of Buffalo, D-Link, and Netgear all lagged behind their peers by having the largest average delays. As for the median, D-Link US led its DE and AU peers by 5 and 8 days, whereas...
5.1.3 Inter-Subsidiary Patch Release Gap

Aside from the relative timing of the patch releases by different subsidiaries, we have also computed the patch release gaps among them. More precisely, for each shared patch, we computed the difference between the release date by the US subsidiary and that by the corresponding non-US subsidiary (e.g., \( t_p - t_P \)). This statistics is shown in Table 4.

Table 3  Statistics of patch release behaviors of the included subsidiaries and #patches shared with the US subsidiaries.

| Vendor | Region | # of Patches | Average \((t_p - t_P)\) | Median \((t_p - t_P)\) | # of Patches shared w/ US |
|--------|--------|--------------|----------------|----------------|--------------------------|
| Buffalo | US | 13 | -95.9 days | -77 days | 12 |
| D-Link | US | 177 | -276.4 days | -109 days | 103 |
| D-Link | DE | 120 | -38 days | 9 days | - |
| D-Link | AU | 65 | -40 days | 12 days | 62 |
| Netgear | US | 106 | 174 days | 23 days | - |
| Netgear | CN | 53 | 91 days | 15 days | 51 |

Buffalo US and Netgear US were 32 and 8 days slower than their CN and JP peers, respectively.

5.1.4 Exploit Release Time

Finally, we have also investigated the exploit availability of the included vulnerabilities using the exploit information in our dataset. In total, we found nine exploits that were released before any of the included subsidiaries released a patch and five exploits that were released in a gap, i.e., when one subsidiary had released a patch but at least one other had not. Although we do not have any evidence to believe that any of these five exploits was a result of geographical arbitrage, we have chosen CVE-2017-5521 as an example in which a patch was released by Netgear CN before Netgear US and attached its analysis in Appendix C. We believe the simplicity shown in the analysis demonstrates that the risk of geographical arbitrage is very real.

5.2 Implicit End-of-Support

We see that the average patch release gaps were negative for Buffalo and positive for D-Link and Netgear. For the latter two, this means D-Link US and Netgear US on average lagged behind their included peers when releasing patches. For Buffalo, our data shows that Buffalo JP was only 0.58 days late compared to Buffalo US. However, when interpreting this gap, we must note that a patch that was released simultaneously in Japan and the United States would be counted as one day late in Japan due to their time zone difference.

Turning to columns 4 and 5, while the former paints a relatively assuring picture with small medians, the latter is truly alarming—against all three of the included non-US subsidiaries of D-Link and Netgear, we are able to identify a shared patch where the corresponding US subsidiary was well over 200 days behind. To show concrete examples of the patch release gaps and give a sense of the breadth of products affected, Table 5 lists the vulnerabilities and the corresponding products where the patch release gap is at least 30 days. We believe this table shows that the practice of unsynchronized patch release was indeed very common.

5.1.3 Inter-Subsidiary Patch Release Gap

Aside from the relative timing of the patch releases by different subsidiaries, we have also computed the patch release gaps among them. More precisely, for each shared patch, we computed the difference between the release date by the US subsidiary and that by the corresponding non-US subsidiary (e.g., \( t_p - t_P \)). This statistics is shown in Table 4.

Table 4  Statistics of patch release gaps between the US subsidiaries and other included subsidiaries. A positive value means the US subsidiary lagged behind.

| Vendor | Region | Average \((t_p - t_P)\) | Median \((t_p - t_P)\) | Maximum \((t_p - t_P)\) |
|--------|--------|----------------|----------------|-----------------|
| Buffalo | Japan | -0.58 days | 0.5 days | 1 day |
| D-Link | Germany | 23.7 days | 2 days | 366 days |
| D-Link | Australia | 2.5 days | -1 day | 218 days |
| Netgear | China | 31 days | 8 days | 346 days |

Finally, we have also investigated the exploit availability of the included vulnerabilities using the exploit information in our dataset. In total, we found nine exploits that were released before any of the included subsidiaries released a patch and five exploits that were released in a gap, i.e., when one subsidiary had released a patch but at least one other had not. Although we do not have any evidence to believe that any of these five exploits was a result of geographical arbitrage, we have chosen CVE-2017-5521 as an example in which a patch was released by Netgear CN before Netgear US and attached its analysis in Appendix C. We believe the simplicity shown in the analysis demonstrates that the risk of geographical arbitrage is very real.
released on 2013/06/13—a whooping 3+ years before. Although we believe this is a strong indication that Netgear CN had already stopped supporting this product in its region, we were unable to discover any documentation by Netgear CN to this effect. We call this phenomenon implicit End-of-Support (implicit EoS), meaning a vendor effectively ends the support of a product without publishing this information.

Unfortunately, our investigation shows that implicit EoS appeared to occur in many markets. Among the seven regional subsidiaries discussed in this paper, we were unable to discover EoS information from Buffalo US, D-Link AU, Netgear US, and Netgear CN. We believe implicit EoS poses a serious security risk to the end users in a manner similar to geographical arbitrage. In Appendix C, we will demonstrate this risk is also very real with a simple vulnerability analysis of CVE–2016–1555, which is a case where Netgear CN seemed to stop releasing patches for a product when Netgear US had continued.

6. Related Work

Many previous studies have leveraged information on vulnerabilities and patches to study various aspects of the vulnerability lifecycle and its management. Here we will discuss a few lines of these related works, grouped by the target of the studies.

The first and most-related line of work aims to study the vendor patch release behavior. In their landmark study, Frei et al. [7] performed a large-scale study using over 80,000 security advisories published between 1995 and 2006 to analyze the temporal relations among vulnerability discoveries, disclosures, and patch releases. A follow-up study was published in 2008 [8], which specifically focused on contrasting between Apple and Microsoft. In 2010, a large-scale study leveraging 420 vulnerabilities was published by Arora et al. [11]. However, the vulnerabilities were sampled from the period of 2000/09 to 2003/08, which was ~7 years old at the time of its publication. In 2012, Shahzad et al. [13] published another large-scale study using 46,310 vulnerabilities disclosed between 1988 and 2011. Their focus included seven major software vendors and eleven of their products. In comparison, our study focused on consumer IoT vendors and our dataset has the natural benefit of being able to cover more recent vulnerabilities. A notable finding of our work is that we do not observe any improvement by our included vendors in terms of patch avail-

| Vendor | CVE ID | Public Disclosure Date (t_p) | Exploit Release Date (t_e) | Δt | Δt | Δt |
|--------|--------|-------------------------------|---------------------------|----|----|----|
| D-Link | CVE-2016-6563 | 2016-11-07 | DIR-890L RevA | 2016-11-09 | 63 | -2 | 61 |
|        |        |      | DIR-868L RevA | 2016-12-29 | 98 | -52 | 46 |
|        |        |      | DIR-869 RevA | 2016-12-07 | 168 | -30 | 138 |
|        | CVE-2016-5681 | 2016-08-11 | DIR-868L RevB1 | 2016-04-29 | 366 | 104 | 470 |
|        |        |      | DIR-868L RevC1 | 2016-07-01 | 366 | 41 | 407 |
|        | CVE-2015-1187 | 2015-03-02 | DIR-620L RevA | 2015-03-09 | 38 | -7 | 35 |
|        |        |      | DIR-862L RevB | 2015-04-09 | 185 | -10 | 175 |
|        | CVE-2014-100005 | 2013-10-17 | DIR-100 | 2013-02-09 | 31 | -46 | -15 |
|        |        |      | DAP-3662 RevA | 2013-03-01 | 306 | -10 | 296 |
|        | CVE-2013-6027 | 2006-11-21 | DWL-G132 | 2006-11-16 | 132 | 5 | 137 |
|        | CVE-2016-6563 | 2016-11-07 | DIR-895L | 2016-11-11 | 132 | 5 | 137 |
|        | CVE-2016-5681 | 2016-08-11 | DIR-850L RevB1 | 2016-05-01 | 132 | 5 | 137 |
|        |        |      | DIR-868L RevB1 | 2016-04-29 | 132 | 5 | 137 |
|        | CVE-2017-5521 | 2017-01-16 | R6300v2 | 2016-09-07 | 65 | 131 | 196 |
|        | CVE-2013-3069 | 2013-07-16 | R6200 | 2013-12-26 | 346 | -163 | 183 |
|        |        |      | WNDR3400v3 | 2014-05-13 | 279 | -30 | -22 |
|        |        |      | WNR1000v3 | 2014-06-19 | 113 | -33 | -18 |
|        |        |      | WNDR3700v2 | 2014-02-19 | 113 | -33 | -18 |
|        |        |      | WNDR37AV2 | 2014-02-19 | 113 | -33 | -18 |
|        |        |      | WNDR4500v2 | 2014-02-23 | 113 | -33 | -18 |

Table 5: Vulnerabilities and corresponding products where the patch released by the US subsidiary was at least 30 days behind a non-US subsidiary.
ability delay over the covered period, whereas [13, Fig. 9] showed a marked improvement by the software vendors in that study starting around 2006.

Another line of related work focused on characterizing patches and vulnerabilities. Leveraging the WINE dataset and public data, Bilge and Tudor[16] identified 18 zero-day vulnerabilities, of which 11 were not previously known to have been used in zero-day attacks. Similarly, Nappa et al. [26] characterized patch deployments of 10 popular client software packages and their vulnerabilities due to shared code. In contrast to these two studies, several previous works relied on only public data. In addition to the aforementioned study by Shahzad et al., we are also aware of [14], [15], [18], which all focused on individual open-source projects. Most recently, Li and Paxson [19] published a large-scale study on 682 open-source projects, characterizing over 4000 bug fixes for over 3000 vulnerabilities. Shar-

Table 6 Vulnerable products where the indicated regional subsidiary had seemingly stopped posting patches without any EoS announcement even though at least one other subsidiary had continued.

| CVE ID       | Affected Product | Patched Version | Latest Version at Subsidiary Shown |
|--------------|------------------|----------------|-------------------------------------|
| CVE-2016-10106| WNR2000v4        | 1.03.06         | WNR2000v4                           |
| CVE-2017-7852| DCS-2510L RevA   | 1.08.03         | WNR2000v4                           |
| CVE-2017-6565| DSR-880L         | 1.08.04         | WNR2000v4                           |
| CVE-2015-2052| DSR-64S RevA     | 1.08.05         | WNR2000v4                           |
| CVE-2015-2051| DSR-64S RevA     | 1.08.05         | WNR2000v4                           |
| CVE-2014-10000| DSR-500 revB    | 2.12.00         | WNR2000v4                           |
| CVE-2014-9518| DSR-65S RevB     | 2.13.00         | WNR2000v4                           |
| CVE-2013-7389| DSR-65S RevAT    | 1.06.01         | WNR2000v4                           |

7. Discussions

Data Quality. First, we sincerely thank the JVN for providing curated public disclosure dates. Although some previous works used the entry creation dates in the NVD as their best-effort estimation of the public disclosure dates (e.g., [13] and [26]), we are aware that these two dates may differ greatly. For example, CVE-2016-1558 is a buffer overflow vulnerability found in D-Link wireless routers. A vendor security advisory of it was published on 2016/03/16 and this date was correctly noted in the JVN. However, the NVD entry for this CVE ID created on 2017/04/21, which was over a year later the former. Thus, we believe future studies should consider using the JVN feed as a more accurate source of public disclosure dates.

Aside from vulnerability databases such as the NVD and JVN, patch release notes are arguably the most important information source in vulnerability lifecycle management. Unfortunately, we encountered much irregularity in this source during our study. While some release notes do not contain a date (Sect. 3.4), some others do not mention the CVE ID of the vulnerability being fixed even when the patch is for a published CVE ID. For example, we identified the patched version for CVE-2008-6122 as 1.2.6 because the release note in version 1.2.6 of the firmware contains similar keywords as the CVE entry. The high similarity between the two is shown in Table A-2 in Appendix B. We believe future studies may consider automating this matching process by leveraging natural language processing techniques.

Data Size. During our study, we had on multiple occasions received feedback that the number of included CVE entries “seemed low”. These were often accompanied by expressions of surprise and also suggestions to include more vendors. However, we believe we have already hit a dimin-

Another line of related work focused on characterizing patches and vulnerabilities. Leveraging the WINE dataset and public data, Bilge and Tudor [16] identified 18 zero-day vulnerabilities, of which 11 were not previously known to have been used in zero-day attacks. Similarly, Nappa et al. [26] characterized patch deployments of 10 popular client software packages and their vulnerabilities due to shared code. In contrast to these two studies, several previous works relied on only public data. In addition to the aforementioned study by Shahzad et al., we are also aware of [14], [15], [18], which all focused on individual open-source projects. Most recently, Li and Paxson [19] published a large-scale study on 682 open-source projects, characterizing over 4000 bug fixes for over 3000 vulnerabilities. Sharing a similarity with our study, their study also revealed a significant security-sensitive information leak. In particular, the authors observed that the patches to many vulnerabilities in open-source projects were publicly visible before disclosure, thus posing a significant risk of 1-day exploits.

Finally, we note that there has been a long line of work on notification, which is related to our study because a natural next step to our study would be to investigate the mechanisms and the effectiveness of notifying consumers in regards to vulnerable devices. For this direction, we refer the interested readers to five most recent works that we are aware of and the references therein: [35]–[39].
able to simply install a firmware from another region onto their devices due to region-specific configurations such as the choice of wireless frequencies. Although these practices likely require additional investments in software engineering and business operations, we believe they are much-needed improvements—indeed, many mainstream software and smartphone vendors have long adopted these best practices and consumers would (rightly) expect them from every vendor.

Finally, we recommend vendors to consider maintaining permanent machine-readable security feeds, such as release notes with JSON/XML metadata and advisories in RSS. Together with adequate disclosures suggested above, we believe these feeds would create values for participating vendors by, e.g., enabling researchers to create better tools to help the customers of participating vendors to scan and defend their networks after a vulnerability has been discovered.

8. Conclusion

In this paper, we have studied the vulnerability disclosures and patch release behaviors of three prominent consumer IoT device vendors in Japan and three in the United States. Our dataset spans the 12 years from 2006 to 2017, covering 283 CVE entries and 450 products. To ensure the accuracy and completeness of our data, we cross-referenced a large set of data sources, including the NVD, JVN, security advisories mentioning an included device, and release notes in the patches to an included device after its first affected version.

Viewing our dataset as a whole, we are encouraged to see that five out of the six included vendors had been releasing patches in a timely manner (Fig. 4). However, our dataset also reveals several less-desirable behaviors of the included vendors, such as (i) their patch release delay did not show significant improvement over the 12 covered years, and (ii) they did not appear to prioritize releasing patches to vulnerabilities that had been classified as more severe.

One interesting investigation enabled by our bi-country inclusion criteria is to look for differences between markets. In particular, we noted major differences between our data on the two markets in our stratified analyses in Sect. 4.2. We explained these differences in Sect. 4.3, where we showed that 86.8% of the vulnerability disclosures involving the included JP vendors were coordinated, which is in stark contrast with the corresponding figure of 20.1% for the included US vendors. We have further identified that the finders of the majority of our JP dataset were affiliated with a Japanese IT security company and we have learned through one of the finders in this company that they would coordinate with IPA and JP/CERT when they publicly disclose a vulnerability.

Finally, our investigation has also uncovered three alarming vendor practices that may significantly increase the risk of 1-day exploits for customers. First, all six included vendors practiced incremental patch release. This practice means attackers may use a patch released for one device to discover and exploit the same vulnerability in other devices for which the vendor has yet to release patches. Second, several geographic subsidiaries of two of the included US vendors practiced unsynchronized patch release. This practice gives rise to ample opportunities of geographical arbitrage of 1-day exploits. Third, four of the included subsidiaries appeared to practice implicit End-of-Support. This practice also poses a significant security risk in a manner similar to geographical arbitrage.
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Appendix A: Vendor Name Variants

Table A-1 shows the orthographical variants of vendor names we have identified for each included vendor. It was referred to in Sect. 3.3.

| Vendor | Name Variants |
|--------|---------------|
| Buffalo | buffalo, buffalotech, buffalo.inc |
| IO-DATA | iodata, i-o_data, i-o_data_device |
| NEC (Atom) | nec, atorn |
| D-Link | dlink, d-link |
| Linksys | linksys, cisco |
| Netgear | netgear |

Appendix B: Example of Manual Matching between CVE Entries and Release Notes

Table A-2 shows an example where we were able to identify that CVE-2008–6122 was fixed in firmware release 1.2.6 of
the Netgear WGR614v9 wireless router. Even though the included release note did not mention the CVE ID, we were able to match it using the vulnerability description. The table was referred to in Sect. 3.4.

Appendix C: Vulnerability Analyses

In this appendix, we provide the vulnerability analyses of two CVE entries to demonstrate the relatively-low complexity to reify the 1-day risks presented in Sect. 5.1 and Sect. 5.2.

1. Unsynchronized Patch Release

\textbf{CVE-2017-5521} is a vulnerability which affects many Netgear routers, potentially allowing an attacker to obtain the administrator password for the Web console. This is one of the cases where a patched firmware was released in the US later than in China. When an unauthorized user accesses the Web console, it leaks a token which can be reused as a parameter for another query to display the admin password [40]. In this vulnerability analysis, we examine the product R6300v2, which is one of the affected routers.

Comparing the unpatched (V1.0.4.2_10.0.74) and the patched (V1.0.4.6.10.0.76) versions of its firmware released for the US, we have identified some changes which we believe are relevant to the vulnerability. In what follows, we will analyze the \texttt{httpd} binary (ARM ELF) in the firmware, focusing on the function that generates the content of the HTTP body using the status code and other variables.

In the unpatched binary, the 401 content is generated using the format string shown in Listing 2 in order to redirect the user to \texttt{unauth.cgi}. As shown in the decompiled code snipped in Listing 4, the parameter \texttt{id} is appended to the redirect URL. This is the token that can be reused to leak the password.

\begin{verbatim}
HTTP/1.0 401 Unauthorized
WWW-Authenticate: Basic realm="xs"
Content-type: text/html
<html><head><meta http-equiv='Content-Type' content='text/html; charset=\u0068-
utf-8'>
<title>xs</title>
</head>
<body onload="document.aForm.submit()"><h1>xs</h1>
</body></html>

Listing 2: Format string leaking id (FMTSTR_A).

In the patched version, the control flow has been modified as shown in Listing 5. Instead of using the format string in Listing 2, it uses the one in Listing 3, which has been added to the patched binary and does not leak the parameter \texttt{id}. Although it still uses Listing 2 when the NVRAM config parameter enable.password_recovery is set, this should be safe because in that case the attacker will be asked to answer a security question first instead of seeing the password [40].

\begin{verbatim}
if ( status_code == 401 )
    <snip>
    sprintf(v16, ".?id=%lu", dword_TOKEN);
    v11 = (const char *)FMTSTR_A;
    <snip>
    return (void *)sprintf(buf, v11, v5, v12, v13, v14, v16);

Listing 3: Format string added in patched (FMTSTR_B).

if ( status_code == 401 )
    { if ( acsNvrRamConfig_match((int)"enable_password_recovery", (int)
        "1") ) { sprintf(v25, ".?id=%lu", dword_TOKEN);
                    v11 = (const char *)FMTSTR_A;
                    <snip>
                    result = (void *)sprintf(buf, v11, v15, v16, v17, v18);
                } else {
                    v15 = (const char *)FMTSTR_B;
                    <snip>
                    result = (void *)sprintf(buf, v15, v16, v17, v18);
                }

Listing 5: Code in patched firmware.

2. Implicit End-of-Support

\textbf{CVE-2016-1555} is a command injection vulnerability that was found in Netgear wireless access point models WN604, WN802Tv2, WNA210, WNAP320, WDAP350, and WDAP360. This vulnerability resides in the device settings page, which allows the user to input a MAC address into a text field. This user-controlled string is then passed as the parameter macAddress without sanitization and used as one of the arguments to the \texttt{exec()} call in PHP. The vulnerable code in version 3.3.2 is shown in Listing 6, and the patched version is shown in Listing 7. We see that the vendor has fixed this vulnerability by applying the sanitization function \texttt{escapeshellcmd()}.

According to Netgear, this vulnerability has been fixed in version 3.3.3. However, the latest version listed by Netgear CN was 3.0.2 when we collected our data, which is far behind from the patched version that was already released by Netgear US at the time. To confirm the vulnerability, we have inspected version 3.0.2 downloaded from Netgear CN and the source code is vulnerable because it is the same as in version 3.3.2, which we show in Listing 8.
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