The conformational phase diagram of neutral polymers in the presence of attractive crowders
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Extensive coarse grained molecular dynamics simulations are performed to investigate the conformational phase diagram of a neutral polymer in the presence of attractive crowders. We show that, for low crowder densities, the polymer predominantly shows three phases as a function of both intra polymer and polymer-crowder interactions: (1) weak intra polymer and weak polymer-crowder attractive interactions induce extended or coil polymer conformations (phase E) (2) strong intra polymer and relatively weak polymer-crowder attractive interactions induce collapsed or globular conformations (phase CI) and (3) strong polymer-crowder attractive interactions, regardless of intra polymer interactions, induce a second collapsed or globular conformation that encloses bridging crowders (phase CB). The detailed phase diagram is obtained by determining the phase boundaries delineating the different phases based on an analysis of the radius of gyration as well as bridging crowders. The dependence of the phase diagram on strength of crowder-crowder attractive interactions and crowder density is clarified. We also show that when the crowder density is increased, a third collapsed phase of the polymer emerges for weak intra polymer attractive interactions. This crowder density induced compaction is shown to be enhanced by stronger crowder-crowder attraction and is different from the depletion induced collapse mechanism which is primarily driven by repulsive interactions. We also provide a unified explanation of the observed reentrant swollen/extended conformations of earlier simulations of weak and strongly self interacting polymers in terms of crowder-crowder attractive interactions.

I. INTRODUCTION

Polymers are known to undergo extended to collapsed (or coil to globule) transition under a variety of conditions. The simplest of these conditions is the nature of the solvent: good solvents promote extended structures of polymers to maximize the polymer-solvent interactions while poor solvents induce collapsed structures to maximize intra polymer interactions. Polymers can also undergo collapse transition as the temperature is lowered or increased, depending on whether polymers exhibit an upper critical solution temperature (UCST) or lower critical solution temperature, (LCST) behavior. Further, mixtures of solvents can have significant and often counter intuitive effects which are exemplified in phenomena of cosolvency and cononsolvency exhibited by mixed solvents. Polymers can also collapse due to entropic effects. Even in a system with purely repulsive interactions, an increase in solvent density can lead to a collapsed phase due to depletion induced attraction between the monomers. Charged polymers have also been shown to undergo counterintuitive extended to collapse transition as the polymer charge density is increased, in the presence of oppositely charged counterions, regardless of solvent conditions.

For neutral polymers, while the polymer configurations are determined largely by the nature of the solvent, it has been shown that the presence of crowder molecules can complicate this simple picture. Understanding the role of crowders on the conformation of polymers is of particular importance as biological polymers are often found in crowded environments filled with crowders of different sizes and shapes. Earlier studies have shown that the onset of collapsed conformations of neutral polymers with repulsive interactions in the presence of high density of crowders is a function of the size of the crowder particles.

Counter to the simple view that strong attractive interaction between polymer and the solvent/crowder molecules (mimicking good solvent conditions) extends the polymer, recent studies have observed a counterintuitive collapse transition driven by increasing polymer-crowder attraction. Crowder particles have been suggested to act as bridges/glue between distant monomers along the polymer backbone, inducing collapse via increased effective intra polymer attractive interactions even in polymers with repulsive bare intra polymer interactions. An experimental realization of such bridging induced collapse can be seen in poly(N-isopropylacrylamide) PNIpAM polymers. In the presence of urea molecules, these polymers have been shown to undergo collapse transition, possibly due to the direct interaction of urea with the polymer via hydrogen bonds, inducing effective short range intra polymer attraction.

The conformation of a neutral polymer is primarily determined by three competing interactions: intra polymer, polymer-crowder and crowd-crowder. In addition, the crowder density also plays an important role. The role of attractive crowders on the conformational
landscape of a polymer has been explored using coarse grained models for specific crowder densities and specific crowder-crowder attraction strengths. In an early study, based on simulations of lattice and off lattice models of a short polymer chain, it was shown that increasing polymer-crowder attractive interaction leads to a decrease in the radius of gyration, provided the density of the solvent is not too high. These results were obtained for repulsive intra polymer and repulsive crowder-crowder interactions. Heyda et al studied the polymer conformations for a range of attractive intra polymer and polymer-crowder interactions. For weak intra polymer interaction, it was shown that increasing polymer-crowder interactions drives a collapse transition due to bridging interactions. In contrast, for strong intra polymer attraction the configuration was shown to be independent of the polymer-crowder attraction, and no transition from a collapsed state dominated by intra polymer strength to a collapsed state dominated by bridging crowders was reported. For intra polymer interactions, comparable to \( \theta \) solvent conditions, it was shown that the polymer initially swells before collapsing due to increased polymer-crowder bridging attraction. These results were obtained for a fixed crowder-crowder interaction, corresponding to \( \theta \) solvent conditions, and also for a fixed crowder density. More recently, Huang et al showed for a single value of strong intra polymer attraction, that the polymer undergoes a collapsed to extended transition followed by an extended to collapsed transition with increasing strength of polymer-crowder attraction. This result is different from earlier obtained results of Heyda et al. It is to be noted that the simulations of Huang et al were done for a stronger crowder-crowder attraction and higher crowder density as compared to the study by Heyda et al.

Though the polymer conformations have been explored for some conditions earlier, several issues remain to be clarified. (1) No unified conformational phase diagram in terms of intra polymer and polymer-crowder interaction exists. (2) The role of crowder density and crowder-crowder attraction on such a phase diagram is not known. (3) Though the concept of bridging crowders has been used to explain the non intuitive collapse of polymer in the presence of attractive crowders, a quantitative definition of the same and using it as an order parameter to delineate phases has not been attempted. (4) In the study by Heyda et al, there was no transition to a bridging induced collapse phase for a polymer with strong intra polymer interaction, while Huang et al shows such a transition via an intermediate extended phase. It is not clear whether a direct transition between the two collapsed phases is possible. (5) The observed swelling of the polymer for a certain intra polymer attraction before bridging induced collapse conformation in the study of Heyda et al was attributed to the \( \theta \) solvent conditions. However, a much larger extended conformation was observed by Huang et al for solvent conditions far away from \( \theta \) solvent conditions. From these observations, it is not clear whether the observed differences in polymer conformational landscape for strong intra polymer interactions have their origin in the differences in crowder-crowder interactions or increased crowder density employed in the earlier studies.

In this paper, we obtain the conformational phase diagram of a neutral polymer in the intra polymer attraction, crowder polymer attraction phase space. We identify three phases: CI, collapsed phase due to strong intra polymer attraction, with no crowders inside, \( E \), the extended phase of the polymer and \( CB \), a second collapse phase primarily driven by attractive bridging crowders with significant crowders inside the collapsed phase. The phase diagram is obtained by an analysis of the radius of gyration as well as the number of bridging crowders. The dependence of the phase boundaries on crowder density as well as the crowder-crowder attraction is clarified. We also show that, in the limit when depletion interactions are dominant, crowder-crowder attractive interactions can be used to enhance depletion interactions. A discussion is developed to explain the results of earlier work in the context of the phase diagram that is obtained in this paper.

II. METHODS

We consider a coarse grained bead spring model for a linear, flexible, homopolymer consisting of \( N_m \) identical monomers in a box of volume \( V = L^3 \), in the presence of \( N_c \) crowder particles. The neighboring monomers are connected by harmonic springs. A pair of non bonded particles at distance \( r \) interact through the Lennard Jones (LJ) potential

\[
V_{LJ}(r) = 4\epsilon_{ij} \left[ \left( \frac{r_{ij}}{\sigma_{ij}} \right)^{12} - \left( \frac{r_{ij}}{\sigma_{ij}} \right)^6 \right],
\]

where \( ij \) can be \( mm \), \( cc \) and \( mc \) depending on whether the pair is monomer-monomer, crowder-crowder or monomer-crowder. We truncate the LJ potential at \( r = 3\sigma_{ij} \) for all pairs. The size of monomers and crowders are taken to be equal \( (\sigma_{mm} = \sigma_{cc} = \sigma_{mc}) \).

The monomers of the linear polymer are connected via harmonic springs

\[
V_{bond}(r) = \frac{1}{2} k (r - b)^2,
\]

where \( b \) is the equilibrium bond length, \( r \) the separation between the bonded particles, and \( k \) is the stiffness constant \( k = 500k_B T/\sigma_{mm}^2 \). We set \( b = 1.12 \sigma_{mm} \). The bonded neighbors of the polymer are excluded from LJ interactions. We simulate polymers of length \( N_m = 50, 100, 150 \) though most of the results that are reported are for \( N_m = 100 \), unless otherwise stated. We simulate systems with different interaction strengths ranging from \( \epsilon_{mm} = 0.1–1.0 \) and \( \epsilon_{mc}=0.1–4.0 \). For all these systems we simulate two crowder-crowder interaction strengths:
\(\epsilon_{mc} = 1.0\) and 0.3. Most of the results are described with \(\epsilon_{mc} = 1.0\), unless otherwise stated.

The crowder number density, \(\rho_c\), is defined as the ratio of number of crowders to the simulation box volume. Most of the simulation results are for crowder number density \(\rho_c = 0.047\). Higher values of \(\rho_c\) are explored to understand the role of crowder density on the conformational phase diagram. The equations of motion are integrated using the MD LAMMPS software package \(^{31}\), and visualization of images and trajectories has been done in visual molecular dynamics (VMD) package\(^{42}\). Various analyses have been performed with in house codes. All the systems are simulated for \(2 \times 10^7\) steps using a velocity Verlet algorithm with time step \(\delta t = 0.001\tau\). The initial configurations were obtained by setting up a dilute system of neutral polymer simulated in NPT ensemble for \(10^7\) time step to obtain desired density. Subsequently, simulations are performed under constant volume and temperature condition \((T = 1.0)\) using Nose Hoover thermostat. Block average over last 9000 frames is calculated to get the average of each parameter in each simulation. We check that the system reaches equilibrium by doing simulations with both extended and collapsed initial conditions and verify that the equilibrium configurations are independent of the initial conditions.

### III. RESULTS

#### A. Conformational phase diagram with attractive crowders

In this section, we explore the conformations of a neutral polymer in the \(\epsilon_{mm}-\epsilon_{mc}\) plane. For all the simulations in this section, crowder number density \(\rho_c = 0.047\) and crowder-crowder interaction \(\epsilon_{cc} = 1.0\). The conformations of the polymer are characterized via its radius of gyration, \(R_g\):

\[
R_g^2 = \frac{1}{N} \sum_{i=1}^{N} (\mathbf{r}_i - \mathbf{r}_{cm})^2,
\]

where \(\mathbf{r}_i\) is the position vector of the \(i\)-th monomer and \(\mathbf{r}_{cm}\) is the position of center of mass of the polymer.

Figure 1 shows the variation of \(R_g\) with monomer-crowder interaction, \(\epsilon_{mc}\), for different values of monomer-monomer interactions, \(\epsilon_{mm}\). For small values of \(\epsilon_{mc}\), the polymer is extended for weak monomer-monomer interactions \((\epsilon_{mm} \lesssim 0.5)\) and collapsed for higher values of \(\epsilon_{mm}\). When \(\epsilon_{mc}\) is increased, for weak monomer-monomer interactions, the polymer undergoes a transition from an extended phase to a collapsed phase around \(\epsilon_{mc} \approx 1.0\) and remains in a collapsed conformation up to the largest \(\epsilon_{mc}\) that we have studied. For intermediate \(\epsilon_{mm}, R_g\) increases slightly with \(\epsilon_{mc}\) before decreasing to a collapsed phase. For large \(\epsilon_{mc}\), regardless of the \(\epsilon_{mm}\) values, the polymer is in a collapsed phase. These features, up to \(\epsilon_{mc} = 1.0\), are as reported in Ref.\(^{33}\). However, in our simulations, we show a second transition from a collapsed phase induced by strong intra polymer attraction to a collapsed phase induced by bridging crowders, when \(\epsilon_{mc}\) is increased. We will show that these two collapsed phases differ in their \(R_g\) and their structure, aspects that were not explored earlier.

From these observations, we identify three predominant phases in the conformational phase diagram of neutral polymers with attractive crowders: (1) extended phase, \(E\), in which both intra polymer and polymer-crowder interactions are weak (2) collapsed phase, \(CI\), which is characterized by strong intra polymer attraction and (3) collapsed phase, \(CB\), which is characterized by bridging interactions due to strong polymer-crowder interactions. We now explore the complete conformational \(\epsilon_{mm}-\epsilon_{mc}\) phase diagram and identify the nature of the three phase lines, \(E-CB\), \(CI-CB\) and \(E-CI\).

To obtain the phase diagram, we proceed as follows. We identify the transition points between different phases as those values of \(\epsilon_{mm}\) and \(\epsilon_{mc}\) at which the radius of gyration \(R_g\) changes most rapidly, i.e., \(dR_g/d\epsilon_{mc}\) or \(dR_g/d\epsilon_{mm}\) is maximum. To obtain these gradients, we fit the region near the transition, in Fig. 1 to a hyperbolic tangent function. The phase diagram, thus obtained, is shown in Fig. 2. The three phases extended \(E\), collapsed due to intra polymer attraction \(CI\), and collapsed due to bridging crowders \(CB\), are shown in three different colors. We now examine the polymer conformations and crowder distributions in these three phases to rationalize the phase lines.

For relatively smaller values of \(\epsilon_{mc}\) and moving along
FIG. 2. Conformational phase diagram of neutral polymers with attractive crowders in the $\epsilon_{mm}$-$\epsilon_{mc}$ plane. The simulated systems corresponding to extended phase ($E$), strong intra polymer interaction induced collapsed phase ($CI$) and bridging crowder induced collapsed phase ($CB$) are colored in red, yellow and blue respectively. The data are for $\epsilon_{cc} = 1.0$ and $\rho_c = 0.047$.

We now quantitatively differentiate between the two collapsed phases $CI$ and $CB$. To do so, we compare the increasing $\epsilon_{mm}$ values, there is a phase transition from extended phase, $E$, to intra polymer attraction dominated collapsed phase, $CI$ at a value of $\epsilon_{mm}^* \approx 0.4$, which is consistent with the transition point found in Ref.\textsuperscript{33}. We find that the $\epsilon_{mm}^*$ is utmost weakly dependent on $\epsilon_{mc}$, which may be understood as follows. For the low value of crowder density simulated, the typical monomer-crowder separation ($r_c^{-1/3} \approx 2.77$) being larger than the LJ cutoff, the $E$–$CI$ transition is largely independent of $\epsilon_{mc}$.

For $\epsilon_{mm} = 0.1$, the $E$–$CB$ transition occurs at $\epsilon_{mc}^* \approx 0.77$. For higher values of $\epsilon_{mm}$, the phase line slopes slightly to the left (the slope being larger when $\epsilon_{cc}$ is lowered, as in Sec. III B) showing that bridging interactions start dominating at a smaller value of $\epsilon_{mc}$. The decrease of $\epsilon_{mc}^*$ with increasing $\epsilon_{mm}$ can be rationalized as follows. Since the intra polymer interactions are attractive, an increase in $\epsilon_{mm}$ enhances the propensity to collapse. An additional inclusion of bridging crowder interaction ($\epsilon_{mc}$) only further stabilizes the $CB$ phase and hence lowers the critical value of $\epsilon_{mc}^*$ needed for the transition.

In contrast, beyond $\epsilon_{mm} \approx 0.6$, when the polymer is in $CI$ phase for small $\epsilon_{mc}$, $\epsilon_{mc}^*$ increases with $\epsilon_{mm}$ for the $CI$–$CB$ transition. This can be rationalized as follows. In the $CI$ phase, every non-bonded monomer-monomer interaction lowers energy by $\epsilon_{mm}$. The $CI$–$CB$ transition requires the replacement of a strong monomer-monomer interaction by at least an equivalent monomer-crowder interaction, resulting in higher $\epsilon_{mc}$ values for larger $\epsilon_{mm}$.

The data are for $\epsilon_{cc} = 1.0$ and $\rho_c = 0.047$. The contributions from the bonded monomers is excluded. Snapshots of the polymer in $CI$ and $CB$ phases are shown in red with bridging crowders (shown in yellow).
the concept of attractive crowders acting as bridges or glue between distant monomers has been invoked in earlier works\textsuperscript{33,34,36–39}, a quantitative definition of the same is lacking. We define a crowder as a bridging crowder if it interacts with at least \( k \) monomers. It is apriori not clear what the optimal value of \( k \) should be. If \( k \) is too small, the crowders that are adsorbed on the surface of the collapsed polymer will be incorrectly counted as bridging crowders. On the other hand, if \( k \) is too large, very few crowders will satisfy the bridging criterion. We determine the optimal value of \( k \) as follows. Let \( n_k \) denote the number of crowders that have exactly \( k \) monomers within a sphere of radius 1.5\( \sigma \) centered about the crowder. We choose 1.5\( \sigma \) as it is larger than the LJ minimum of 2\( ^{1/6} \sigma \) and smaller than the position of the second peak seen in the monomer-crowder pair correlation function (see Fig. 3). The variation of \( n_k \) with \( k \) is shown in Fig. 4(a) for parameter values corresponding to both \( CI \) and \( CB \) phases. We find that for the \( CI \) phase, \( n_k \) is nearly zero for \( k \geq 2 \). On the other hand, for the \( CB \) phase, we find that \( n_k \) is comparable to the length of the polymer for small values of \( k \) and decreases to zero for \( k > 10 \). To distinguish surface adsorbed crowders from bridging crowders, we calculate \( n_k \) for three different values of polymer length \( N_m \). We find that the data for small \( k \) and different \( N_m \) collapse onto one curve when \( n_k \) is scaled by \( N_m^{2/3} \) [see inset of Fig. 4(a)]. Since the surface area of a collapsed polymer scales as \( N_m^{2/3} \), crowders with small values of \( k \) correspond to surface adsorbed crowders. This puts a lower bound \((k \geq 3)\) for the value of \( k \) for defining a bridging crowder.

We select \( k = 6 \) as the definition of a bridging crowder (also see argument below), i.e., a crowder which is within 1.5\( \sigma \) distance from at least 6 monomers. The number of such bridging crowders, \( N_{bc} \), is then calculated from the data in Fig. 4(a) as

\[
N_{bc} = \sum_{k=0}^{\infty} n_k. \tag{4}
\]

The variation of \( N_{bc} \) with \( \epsilon_{mc} \) is shown in Fig. 4(b) for different values of \( \epsilon_{mm} \). Around the value of \( \epsilon_{mc}^* \), as calculated in Fig. 2, \( N_{bc} \) increases sharply from zero to non-zero value and thus can be used as an order parameter to distinguish phases with and without bridging crowders. We calculate \( \epsilon_{mc}^* \) from the \( N_{bc} \) data following the same procedure as was done with \( R_g \) data, and the phase diagram, thus obtained, is shown in Fig. S2 (see Supp Info). We find the phase diagram obtained using \( R_g \) and \( N_{bc} \) are qualitatively the same, thus under scoring the robustness of the identification of the phases and the phase diagram in Fig. 2. We have constructed the phase diagram for \( k = 4–7 \) and we find the phase diagram with \( k = 6 \) to be the closest to the one obtained from the analysis of \( R_g \).

**B. Effect of crowder-crowder interaction \( \epsilon_{cc} \) on the conformational phase diagram**

In this section we ask how the conformational phase diagram obtained in Fig. 2 is affected by the crowder-crowder attractive interactions, \( \epsilon_{cc} \). Towards this, we obtain the conformational phase diagram for a lower value of \( \epsilon_{cc} = 0.3 \), as chosen in Heyda et al\textsuperscript{33}. The crowder density is kept fixed at \( \rho_c = 0.047 \).

Figure 5 shows the variation of \( R_g \) with monomer-crowder interaction, \( \epsilon_{mc} \), for different values of monomer-monomer interactions, \( \epsilon_{mm} \) and for \( \epsilon_{cc} = 0.3 \). Though the qualitative features of \( R_g \) are similar for both \( \epsilon_{cc} = 0.3 \) and \( \epsilon_{cc} = 1.0 \) (see Fig. 1), there is a dependence of the transition points as well as the collapsed polymer size on \( \epsilon_{cc} \). We follow the same procedure, as described in Sec. III A to identify the phase diagram. The phase diagrams for the two values of \( \epsilon_{cc} \) are compared in Fig. 6. The \( E–CI \) phase line is not affected by \( \epsilon_{cc} \). This is be-
FIG. 6. The conformational phase diagram of the polymer in the \( \epsilon_{mm}-\epsilon_{mc} \) plane for \( \epsilon_{cc} = 0.3, 1.0 \). The data are for \( \rho_c = 0.047 \).

C. Effect of crowder density on neutral polymer conformational phase diagram

The density of the crowders can have strong effects on the polymer conformation. In the well known example of depletion-induced interactions, following the pioneering work of Asakura and Oosawa,\textsuperscript{29,43,44} it is known that purely repulsive interactions between the polymer and crowders can drive the collapse of the polymer. The depletion interactions are enhanced by increasing crowder density as well as decreasing crowder size. It is, thus, reasonable to expect that density will play an important role in bridging interactions resulting from attractive crowder-polymer and crowder-crowder interactions, as studied here.

To probe the role of crowder density \( \rho_c \), we do simulations for a different crowder density \( \rho_c = 0.116 \). This value of crowder density coincides with that in Heyda et al\textsuperscript{13}. The phase diagram obtained for this density, following the same procedure as described in Sec. III.A, is compared to that for \( \rho_c = 0.047 \) in Fig. 7.

Changing \( \rho_c \) has a strong effect on the phase boundaries. When \( \rho_c \) is increased, the \( E-CI \) phase boundary slopes upwards more with increasing \( \epsilon_{mc} \). This should be contrasted with the insignificant role played by \( \epsilon_{cc} \) on
the $E$–$CI$ phase boundary [see Fig. 6]. The $E$–$CB$ phase boundary shifts to the right with increasing $\rho_c$, while the $CI$–$CB$ shifts to the left with increasing $\rho_c$. These opposing effects at small and large $\epsilon_{mm}$ result in a crossover of the phase lines. Further evidence of these shifts of the $E$–$CI$ and $E$–$CB$ phase boundaries can be seen in Fig. S4 (see Supp Info), where the variation of $R_g$ with $\epsilon_{mc}$ is compared for different $\rho_c$ for weak intra polymer interaction ($\epsilon_{mm} = 0.1$) and strong intra polymer interaction ($\epsilon_{mm} = 1.0$). When $\epsilon_{mm} = 0.1$, $R_g$ decreases sharply at a lower value of $\epsilon_{mc}$ for $\rho_c = 0.047$, consistent with the phase diagram in Fig. 7. However, for $\epsilon_{mm} = 1.0$, $R_g$ increases sharply at a smaller value of $\epsilon_{mc}$ for $\rho_c = 0.116$, again consistent with the phase diagram in Fig. 7.

The effect of $\rho_c$ on the phase boundaries can be rationalized, based on one key observation. At intermediate values of $\epsilon_{mc}$, increasing $\rho_c$ enhances the effective good solvent nature, due to increase in number of crowders in the vicinity of the polymer. Applying this observation to the $E$ phase, in which the polymer is in an effectively good solvent condition, we conclude that the polymer prefers more to be in $E$ phase when $\rho_c$ is increased at intermediate $\epsilon_{mc}$. This implies that a larger value of $\epsilon_{mm}$ is needed at intermediate $\epsilon_{mc}$ to induce the $CI$ phase, thus explaining the shift in the $E$–$CI$ phase boundary. The same preference of the polymer to be in $E$ phase also implies that a larger value of $\epsilon_{mc}$ is required to induce the $CB$ phase, explaining the shift in the $E$–$CB$ phase boundary with changing $\rho_c$. To understand the leftward shift in the $CI$–$CB$ with increasing $\rho_c$, we proceed as follows. In the $CI$ phase, the polymer is in an effective poor solvent condition characterized by high values of $\epsilon_{mm}$. When $\rho_c$ is increased, based on the above observation, the effective poor solvent condition is weakened. Thus, the system has an effectively lower $\epsilon_{mm}$, and since $\epsilon_{mc}^\ast$ decreases with $\epsilon_{mm}$, we obtain that a smaller value of $\epsilon_{mc}^\ast$ is needed for the eventual $CI$–$CB$ transition. These arguments also explains the cross over of the phase lines seen in Fig. 7.

In addition, when crowder density $\rho_c$ is increased, there is a significant difference in the $R_g$ values in the $CB$ phase (see Fig. S4 in Supp Info), likely due to increased number of bridging crowders present inside the collapsed phase. Only when $\epsilon_{mc}$ is significantly increased, the $R_g$ at $\rho_c = 0.116$ approaches the limiting value of $R_g$ at $\rho_c = 0.047$. Though the crowder density $\rho_c = 0.116$ is same as that of Ref.\textsuperscript{33}, the sharp increase of $R_g$ value for $CI$ phase seen here was not observed in the earlier study. This is likely due to smaller value of $\epsilon_{cc} = 0.3$ used in that study. Huang et al\textsuperscript{36} observed a $CI$–$E$–$CB$ phase, which we do not see in our study. Though the $\epsilon_{cc} = 1.0$ used in this study is same, a much higher density of $\rho_c = 0.64$ was used in that study. From the results seen in Fig. S4 (see Supp Info), we can extrapolate that a further increase in $\rho_c$ would likely show the same result as that of Huang et al\textsuperscript{36}. These results demonstrate conclusively that the apparently inconsistent results in the polymer conformation in the previous simulation\textsuperscript{33,36} can be explained in terms of crowder density and crowder-crowder interactions. The results also show that the conformational landscape of neutral polymer is significantly more nuanced in the presence of crowders (especially attractive crowders) than a simple binary picture of good/bad solvent conditions leading to extended/collapsed conformations.

We now further explore the interplay between crowder density, $\rho_c$, and crowder-crowder interactions, $\epsilon_{cc}$. Results in Sec. III B show that when $\epsilon_{cc}$ is increased, the effective poor solvent condition is enhanced. In contrast, increasing $\rho_c$ (in the range where inter particle separation is much larger that LJ minimum) results in an enhanced effective good solvent conditions. We now probe the combined effect on the polymer conformations at larger values of $\rho_c$ than considered in Fig. 7. We use the extended structure (seen for $\epsilon_{mm} = 0.1$ and $\epsilon_{mc} = 0.1$) as the starting configuration for these simulations and the results are shown in Fig. 8. For $\epsilon_{cc} = 1.0$, we see a sharp transition from extended to a collapsed phase as $\rho_c$ is increased beyond $\rho_c = 0.6$. In contrast, for smaller value of $\epsilon_{cc} = 0.3$ the polymer remains in an extended state with slight reduction of $R_g$ as $\rho_c$ is increased beyond $\rho_c = 0.6$. These results should be compared with the compaction achieved by purely repulsive crowders in depletion induced collapse transition\textsuperscript{29,31,43,44}, unlike the attractive crowders used in this study. Further, it has been shown that the size of the crowders can enhance such depletion induced collapse. To achieve a compaction of $\approx 66\%$, a crowder size of $1/10$th the monomer size was required\textsuperscript{31}. Here we show that the same compaction can be achieved with the crowder size same as the monomer size but with enhanced crowder-crowder attraction. These results also suggest that in addition to the two collapsed phases discussed in this study, $CI$ (strong intra polymer attrac-
and weak polymer-crowder interaction $\epsilon_{cc}$ actions, we conclusively show the existence of a wide range of intra polymer and polymer-crowder interaction $R$. The data for the radius of gyration, $R_g$, driven primarily by bridging induced attraction for large $\epsilon_{cc}$, and weak polymer-crowder interaction $\epsilon_{mc} = 0.1$. Snapshots of typical configurations of the polymer are also shown for different crowder densities.

IV. SUMMARY AND DISCUSSION

In this paper, we determine the phase diagram in the intra polymer attraction ($\epsilon_{mm}$) and polymer-crowder attraction ($\epsilon_{mc}$) phase space, and show explicitly the existence of three distinct phases: collapsed phase $CI$, primarily driven by large $\epsilon_{mm}$, extended phase $E$ for small $\epsilon_{mm}$ and $\epsilon_{mc}$, and a second collapsed phase $CB$, driven primarily by bridging induced attraction for large $\epsilon_{mc}$. The phase boundaries delineating the three different phases are obtained by identifying the inflection point in the data for the radius of gyration, $R_g$. By exploring a wide range of intra polymer and polymer-crowder interactions, we conclusively show the existence of a $CI-CB$ phase transition, which was hitherto unexplored. This is in addition to the $E-CB$ and $E-CI$ transitions, which were known earlier. The measured $R_g$ values, along with the structurally informative pair correlation functions suggest that the bridging induced collapsed phase $CB$ is characterized purely by polymer-crowder interaction and is insensitive to intra polymer interaction strength. We also quantify the definition of a bridging crowder by computing the number of monomers within a cutoff radius of a crowder. We show that the number of bridging crowders can be used as an order parameter to differentiate the bridging induced phase $CB$ from the $E$ and the $CI$ phases. The conformational phase diagram constructed using this order parameter is shown to be similar to the phase diagram obtained via analysis of $R_g$. The effect of crowder density $\rho_c$ and polymer-crowder interaction, $\epsilon_{cc}$, on the phase boundaries between different phases is also explored. In particular the $E-CB$ transition occurs at a larger value of $\epsilon_{mc}$ with increasing $\rho_c$ and at a smaller value of $\epsilon_{mc}$ with increasing $\epsilon_{cc}$. On the other hand, the effect is the opposite for the $CI-CB$ transition. The $CI-CB$ transition occurs at a smaller value of $\epsilon_{mc}$ with increasing $\rho_c$ and at a larger value of $\epsilon_{mc}$ with increasing $\epsilon_{cc}$. We provide rationalizations for these effects in the paper.

Our result for the phase diagram encompasses known earlier results for bridging interactions by attractive crowders$^{33,36}$, and accounts for the difference in polymer conformations seen in these works. When $\epsilon_{mm}$ and $\epsilon_{mc}$ are comparable, the polymer adopts a slightly swollen phase (not extended) before undergoing a collapse transition at higher $\epsilon_{mc}$ in Heyda et al$^{33}$, whereas the polymer adopts a fully extended state before the bridging-induced collapse with increasing $\epsilon_{mc}$ in Huang et al$^{36}$. It is to be noted that the crowder density $\rho_c$ and polymer-crowder interaction $\epsilon_{cc}$ are both different in the two studies. While Heyda et al$^{33}$ use a lower density ($\rho_c = 0.116$) and smaller $\epsilon_{cc} = 0.3$, Huang et al$^{36}$ does simulations at significantly higher crowder density ($\rho_c = 0.64$) and larger $\epsilon_{cc} = 1.0$. In our phase diagram, as $\rho_c$ is increased, the $E-CI$ phase boundary starts developing an upward slope, i.e., when $\epsilon_{mc}$ is increased the $E-CI$ transition occurs at a larger value of $\epsilon_{mm}$. This effect is more pronounced at higher crowder densities like $\rho_c = 0.64$ in Huang et al$^{36}$, which can also be extrapolated from our data. In such a situation when $\epsilon_{mc}$ is increased, there is a range of $\epsilon_{mm}$ for which an extended phase can appear between the $CI$ and $CB$ phases, leading to $CI-E-CB$ sequence of transitions as seen in Huang et al$^{36}$.

Our results strongly indicate that the interplay between crowder-crowder interactions and crowder density can have non-intuitive consequences to the neutral polymer conformational phase diagram. The usual understanding of the role of crowders on the conformations of a neutral polymer has been through the lens of entropic volume exclusion$^{27,45,46}$. It is to be noted that in the much celebrated Asakura-Oosawa model$^{29}$, which is the basis for such volume exclusion dominated macro-molecular collapsed conformations, the core assumption is that the crowders and macromolecule interact via only purely steric or repulsive interactions. In our study, we explore the role of crowder density on the polymer conformations with two important differences with depletion model: crowders have attractive interactions with polymer and with other crowders. Our results show that neutral polymers with weak intra polymer attraction can also undergo a strong extended to collapse transition with attractive crowder density and this can be modulated by crowder-crowder attraction. This result can have significant relevance for studies which suggest that depletion induced stability picture ignores the enthalpic consider-
lations via direct interactions between the crowders and the macromolecules\textsuperscript{7,37–54}. There have also been studies which seek to explain genome organization and biological condensates via simple polymer models\textsuperscript{7,37–40,55}, both lattice and continuum. Many of these studies do not take into account the crowder-crowder attractive interactions which are very relevant in the crowded cellular environment and the results obtained here could have implications in reinterpreting the results of such models. There are also several studies which suggest that the depletion induced collapse mechanism is enhanced with crowders of sizes much smaller than monomers of the polymer\textsuperscript{18,31,56–59}. Our results show that for crowders with attractive interactions, a similar degree of compaction can be achieved with the crowder size same as that of monomers with tuneable crowder-crowder interactions.

In addition, our results can also have relevance for phenomena of cosolvency and cononsolvency exhibited by mixed solvents\textsuperscript{7–9}. Mixtures of solvents can have significant and often counterintuitive effects on the polymer conformation. For instance, a mixture of two good solvents can act as an effective poor solvent as in the phenomenon of cosolvency. There are aspects about these counterintuitive phenomenon which are still controversial\textsuperscript{60–63}: whether a generic nonspecific attraction between polymer and cosolvent or preferential adsorption of cosolvent can explain the cononsolvency phenomenon. The problem of a polymer with attractive crowders can be recast as one of a polymer with two solvents where one of the solvent in treated implicitly, via intra polymer attractive interaction, as considered in this paper. By varying $\epsilon_{nm}$, $\epsilon_{mc}$ and $\epsilon_{cc}$ independently along with varying $\rho_c$, some of these aspects can be explored. Understanding this mapping better is a promising area for future study.
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Supporting Information

In Fig. S1, the monomer-monomer radial distribution function is shown for $\epsilon_{mc} = 0.1$ and $\epsilon_{mc} = 4.0$ for different values of $\epsilon_{mm}$. In the CI phase (Fig. S1(a)), $g(r)$ is strongly dependent on $\epsilon_{mm}$ and has a sharp peak at $r \approx 1.1$. In the CB phase the first peak is absent and in addition $g_{mm}(r)$ is largely independent of $\epsilon_{mm}$.

In Fig. S3, we show the effect of $\epsilon_{cc}$ on the $E$-$CB$ and $CI$-$CB$ transition lines. The $E$-$CB$ transition occurs at a larger value of $\epsilon_{mc}$ when $\epsilon_{cc}$ is decreased while the $CI$-$CB$ transition occurs at a smaller value of $\epsilon_{mc}$ when $\epsilon_{cc}$ is decreased.

When crowder density $\phi_c$ is increased, there is a significant difference in the $R_g$ values in the CB phase (see Fig. S4), likely due to increased number of bridging crowders present inside the collapsed phase. Only when $\epsilon_{mc}$ is significantly increased, the $R_g$ at $\phi_c = 0.116$ approaches the limiting value of $R_g$ at $\phi_c = 0.047$.

We calculate $\epsilon^*_mc$ from the $N_{bc}$ data following the same procedure as was done with $R_g$ data and the phase diagram, thus obtained, is shown in Fig. S2. We find the phase diagram obtained using $R_g$ and $N_{bc}$ are qualitatively the same, thus underscoring the robustness of the identification of the phases and the phase diagram in Fig. 2 (see main text).s.

FIG. S1. Monomer-monomer radial distribution function for (a) $\epsilon_{mc} = 0.1$ and (b) $\epsilon_{mc} = 4.0$ for different values of $\epsilon_{mm}$. The nearest bonded monomer contribution is excluded. The data are for $\phi_c = 0.047$ and $\epsilon_{cc} = 1.0$.

FIG. S4. Comparison of the conformational phase diagram of the polymer in the $\epsilon_{mm}$-$\epsilon_{mc}$ plane obtained from analyses of $R_g$ and bridging crowder data. The data are for $\phi_c = 0.047$ and $\epsilon_{cc} = 1.0$.

FIG. S2. Comparison of the variation of $R_g$ with $\epsilon_{mc}$ for $\epsilon_{cc} = 0.3, 1.0$ when (a) $\epsilon_{mm} = 0.1$ and (b) $\epsilon_{mm} = 1.0$. The data are for $\phi_c = 0.047$.

FIG. S3. Comparison of the variation of $R_g$ with $\epsilon_{mc}$ for $\epsilon_{cc} = 0.3, 1.0$ when (a) $\epsilon_{mm} = 0.1$ and (b) $\epsilon_{mm} = 1.0$. The data are for $\phi_c = 0.047$.

In Fig. S2, we show the effect of $\epsilon_{mc}$ on $R_g$ and $N_{bc}$ data following the same procedure as was done with $R_g$ data and the phase diagram, thus obtained, is shown in Fig. S2. We find the phase diagram obtained using $R_g$ and $N_{bc}$ are qualitatively the same, thus underscoring the robustness of the identification of the phases and the phase diagram in Fig. 2 (see main text).s.
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