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Abstract

This paper aims to motivate Bell’s notion of local causality by means of Bayesian networks. In a locally causal theory any superluminal correlation should be screened off by atomic events localized in any so-called shielder-off region in the past of one of the correlating events. In a Bayesian network any correlation between non-descendant random variables are screened off by any so-called d-separating set of variables. We will argue that the shielder-off regions in the definition of local causality conform in a well defined sense to the d-separating sets in Bayesian networks.
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1 Introduction

John Bell’s notion of local causality is one of the central notions in the foundations of relativistic quantum physics. Bell himself has returned to the notion of local causality from time to time providing a more and more refined formulation for it. The final formulation stems from Bell’s posthumously published paper “La nouvelle cuisine.” It reads as follows.

“A theory will be said to be locally causal if the probabilities attached to values of local beables in a space-time region $V_A$ are unaltered by specification of values of local beables in a space-like separated region $V_B$, when what happens in the backward light cone of $V_A$ is already sufficiently specified, for example by a full specification of local beables in a space-time region $V_C$.” (Bell, 1990/2004, p. 239-240)

The figure Bell is attaching to his formulation of local causality is reproduced in Fig.1 with Bell’s original caption. In a rough translation, a theory is locally causal if any superluminal correlation can be screened-off by a “full specification of local beables in a space-time region” in the past of one of the correlating events.

The terms in quotation marks, however, need clarification. What are “local beables”? What is “full specification” and why is it important? Which are those regions in spacetime which, if fully specified, render superluminally correlating events probabilistically independent? The first two questions have attracted much interest among philosophers of science. As Bell puts it, “beables of the theory are those entities in it which are, at least tentatively, to be taken seriously, as corresponding to something real” (Bell, 1990/2004, p. 234). Furthermore, “it is important that events in $V_C$ be specified completely. Otherwise the traces in region $V_B$ of causes of events
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1For the sake of uniformity we slightly changed Bell’s notation and figure.
Figure 1: Full specification of what happens in $V_C$ makes events in $V_B$ irrelevant for predictions about $V_A$ in a locally causal theory.

in $V_A$ could well supplement whatever else was being used for calculating probabilities about $V_A$” (Bell, 1990/2004, p. 240).

The third question, however, concerning the localization of the screener-off regions has gained much less attention in the literature. How to characterize the regions which region $V_C$ in Fig. 1 is an example of? Bell’s answer is instructive but brief: “It is important that region $V_C$ completely shields off from $V_A$ the overlap of the backward light cones of $V_A$ and $V_B$.” (Bell, 1990/2004, p. 240) But why to shield off the common past of the correlating events? Why the region $V_C$ cannot be in the remote past of $V_A$ as for example in Figure 2? Well, intuition dictates that in this latter case some event might occur above the shielder-off region but still within the common past establishing a correlation between events in $V_A$ and $V_B$. This intuition is correct. The aim of this paper, however, is to provide a more precise explanation for the localization of the shielder-off regions in spacetime. This explanation will consists in drawing a parallel between local physical theories and Bayesian networks. It will turn out that the shielder-off regions in the definition of local causality play an analogous role to the so-called d-separating sets of random variables in Bayesian networks.

There is a renewed interest in Bell’s notion of local causality (Norsen, 2009, 2011; Maudlin 2014), its relation to separability (Henson, 2013b); the role of full specification in local causality
(Seevinck and Uffink, 2011; Hofer-Szabó 2015a); its role in relativistic causality (Butterfield 2007; Earman and Valente, 2014; Rédei 2014); its status as a local causality principle (Henson, 2005; Rédei and San Pedro, 2012; Henson 2013a). A similar closely related topic, the Common Cause Principle is also given much attention (Rédei 1997; Rédei and Summers 2002; Hofer-Szabó and Vécsernyés 2012a, 2013a). On the other hand, there is also an intensive discussion on the applicability of the Causal Markov Condition in the EPR scenario (Glymour, 2006; Suárez and Iniaki, 2011; Hausman and Woodward, 1999; Suárez, 2013; Hofer-Szabó, Rédei and Szabó, 2013). Despite the rich and growing literature on the topic I am unaware of any work relating Bayesian networks and especially d-separation directly to local causality. This paper intends to fill this gap. For a precursor of this paper investigating Causal Markov Condition in a specific local physical theory see (Hofer-Szabó, 2015b).

In the paper we will proceed as follows. In Section 2 we introduce the basics of the theory of Bayesian networks and the notion of d-separation and m-separation. In Section 3 we define the notion of a local physical theory and formulate Bell’s notion of local causality within this framework. We prove our main claim in Section 4 and conclude in Section 5.

2 Bayesian networks and d-separation

A Bayesian network (Pearl, 2000; Glymour, Scheines and Spirtes, 2000) is a pair \((\mathcal{G}, \mathcal{V})\) where \(\mathcal{G}\) is a directed acyclic graph and \(\mathcal{V}\) is a set of random variables on a classical probability space \((X, \Sigma, p)\) such that the elements \(A, B \ldots\) of \(\mathcal{V}\) are represented by the vertices of \(\mathcal{G}\) and the arrows (directed edges) \(A \to B\) on the graph represent that \(A\) is causally relevant for \(B\). Two vertices are called adjacent if they are connected by an arrow. For a given \(A \in \mathcal{V}\), the set of vertices that have directed edges in \(A\) is called the parents of \(A\), denoted by \(\text{Par}(A)\); the set of vertices from which a directed paths is leading to \(A\) is called the ancestors of \(A\), denoted by \(\text{Anc}(A)\); and finally the set of vertices that are endpoints of a directed paths from \(A\) is called the descendants of \(A\), denoted by \(\text{Des}(A)\). For a set \(C\) of vertices \(\text{Par}(C)\), \(\text{Anc}(C)\) and \(\text{Des}(C)\) are defined similarly.

The set \(\mathcal{V}\) is said to satisfy the Causal Markov Condition relative to the graph \(\mathcal{G}\) if for any \(A \in \mathcal{V}\) and any \(B \notin \text{Des}(A)\) the following is true:

\[
p(A \mid \text{Par}(A) \land B) = p(A \mid \text{Par}(A))
\]

or equivalently

\[
p(A \land B \mid \text{Par}(A)) = p(A \mid \text{Par}(A))p(B \mid \text{Par}(A))
\]

That is conditioning on its parents any random variable will be probabilistically independent from any of its non-descendant. Non-descendants can be of two types: either ancestors or collaterals (non-descendants and non-ancestors). As we will see, being independent of collaterals is what relates the Causal Markov Condition to Bell’s local causality.

Causal Markov Condition establishes a special conditional independence relation between some random variables of \(\mathcal{V}\). But there are many other conditional independences. In a faithful Bayesian network these other conditional independences are all implied by the Causal Markov Condition by means of the so-called d-separation criterion. Let \(\mathcal{P}\) be a path in \(\mathcal{G}\), that is a sequence of adjacent vertices. A variable \(E\) on \(\mathcal{P}\) is a collider if there are arrows to \(E\) from both its neighbors on \(\mathcal{P}\) \((D \rightarrow E \leftarrow F)\). Now, let \(\mathcal{C}\) be a set of vertices and let \(A\) and \(B\) two different vertices not in \(\mathcal{C}\). The vertices \(A\) and \(B\) are said to be d-connected by \(\mathcal{C}\) in \(\mathcal{G}\) iff there exists a...
path \( P \) between \( A \) and \( B \) such that every non-collider on \( P \) is not in \( \mathcal{C} \) and every collider is in \( \text{Anc}(\mathcal{C}) \). \( A \) and \( B \) are said to be \emph{d-separated} by \( \mathcal{C} \) in \( \mathcal{G} \), iff they are not d-connected by \( \mathcal{C} \) in \( \mathcal{G} \).

The intuition behind d-separation is the following. A vertex \( E \) on a path (not at the endpoints) can be either a \emph{collider} \((D \rightarrow E \leftarrow F)\), an \emph{intermediary cause} \((D \rightarrow E \rightarrow F)\) or a \emph{common cause} \((D \leftarrow E \rightarrow F)\). The idea here is that only intermediary and common causes (together called \emph{non-colliders}) can transmit causal dependence and hence establish probabilistic dependence. This dependence can be \emph{blocked} by conditioning on the non-collider. Colliders behave just the opposite way. They represent two events causing a common effect. These two causes are causally and probabilistically independent, but become dependent upon conditioning on their common effect. Moreover, they also become dependent upon conditioning on any of the descendants of the effect. Putting these together, the causal dependence on a path \( P \) connecting two vertices is blocked by a set \( \mathcal{C} \) if either there is at least one non-collider on \( P \) which is in \( \mathcal{C} \) or there is at least one collider \( E \) on \( P \) such that either \( E \) or a descendant of \( E \) is not in \( \mathcal{C} \). The two vertices are d-separated by \( \mathcal{C} \) if causal dependence is blocked on every path connecting them.

As an example for d-connection and d-separation consider the causal graph in Fig. 3. (The arrows are directed to up, left up and right up.) Let \( A \) be the left “peak” and \( B \) the right “peak” in the graph and let \( \mathcal{C} \), \( \mathcal{C}' \) and \( \mathcal{C}'' \) be the sets shown in the figure containing 3, 5 and 7 vertices, respectively. Then \( A \) and \( B \) are d-separated by \( \mathcal{C} \) since the parents are always d-separating due to the Causal Markov Condition. \( A \) and \( B \) are d-separated also by \( \mathcal{C}' \) since for every path connecting the peaks there is a non-collider in \( \mathcal{C}' \). However, \( A \) and \( B \) are d-connected by \( \mathcal{C}'' \) since there is a path (denoted by a broken line in Fig. 3) connecting the peaks which contains only non-colliders outside \( \mathcal{C}'' \). Consequently, the following probabilistic relations hold:

\[
\begin{align*}
p(A \land B \mid \mathcal{C}) &= p(A \mid \mathcal{C}) p(B \mid \mathcal{C}) \\
p(A \land B \mid \mathcal{C}') &= p(A \mid \mathcal{C}') p(B \mid \mathcal{C}') \\
p(A \land B \mid \mathcal{C}'') &\neq p(A \mid \mathcal{C}'') p(B \mid \mathcal{C}'')
\end{align*}
\]

Looking at in Fig. 3 what stands out immediately is that a set which is too far in the causal past of \( A \) cannot d-separate \( A \) from a collateral event since there might be paths connecting them “above” the set. As we will see, a similar moral will be valid in case of local causality: regions
with are too far in the causal past of an event cannot screen it off from a spacelike separated event since there might be events “above” the region which can establish correlation between them.

In analyzing local causality sometimes we need to go beyond directed acyclic graphs. A graph which may contain both directed \((A \rightarrow B)\) and bi-directed \((A \leftrightarrow B)\) edges is called \textit{mixed}. The d-separation criterion extended to mixed acyclic graphs is called \textit{m-separation}. (Richardson and Spirtes, 2002; Sadeghi and Lauritzen, 2014) Two vertices \(A\) and \(B\) are said to be \textit{m-connected} by \(C\) in a mixed acyclic graph \(G\) iff there exists a path \(P\) between \(A\) and \(B\) such that every non-collider on \(P\) is not in \(C\) and every collider is in \(\text{Anc}(C)\). \(A\) and \(B\) are said to be \textit{m-separated} by \(C\) in \(G\), iff they are not m-connected by \(C\) in \(G\). In a directed acyclic graph m-separation reduces to d-separation.

An example for a mixed acyclic graph is depicted in Fig. 4. Here the bi-directed edges are represented by dotted lines. Again, let \(A\) be the left “peak” and \(B\) the right “peak” in the graph and let \(C\), \(C'\) and \(C''\) be the sets shown in the figure containing 3, 5 and 7 vertices, respectively. Then \(A\) and \(B\) are m-separated by \(C\) but m-connected by both \(C'\) and \(C''\). The connecting path is the shortest path connecting \(A\) and \(B\).

Now, let us connect the terminology of Bayesian networks to that of standard physics. A random variable is a real-valued Borel-measurable function on \(X\). Each random variable \(A \in V\) generates a sub-\(\sigma\)-algebra of \(\Sigma\) by the inverse image of the Borel sets:

\[
\sigma(A) := \{A^{-1}(b) \mid b \in B(\mathbb{R})\} \tag{6}
\]

Similarly, each set \(C\) of \(n\) random variables generates a sub-\(\sigma\)-algebra of \(\Sigma\) by the inverse image of the \(n\)-dimensional Borel sets:

\[
\sigma(C) := \{(C_1, C_2, \ldots, C_n)^{-1}(b) \mid C_i \in C, \ b \in B(\mathbb{R}^n)\} \tag{7}
\]

From this perspective d-separation tells us which sub-\(\sigma\)-algebras are probabilistically independent conditioned on which other sub-\(\sigma\)-algebras of \(\Sigma\).

Now, instead of using \(\sigma\)-algebras it is more instructive to use a richer structure in physics, namely \textit{von Neumann algebras}. Consider the characteristic functions on \(X\) projecting on the

![Figure 4: A and B are m-separated by C but m-connected by both C' and C''](image-url)
elements of $\Sigma$, called events. The set $\{\chi_S \mid S \in \Sigma\}$ of characteristic functions generates an abelian von Neumann algebra, namely $L^\infty(X, \Sigma, p)$, the space of essentially bounded complex-valued functions on $X$. Starting from the characteristic functions of the sub-$\sigma$-algebra $\sigma(A)$, one arrives at a subalgebra of $L^\infty(X, \Sigma, p)$. Denote this abelian von Neumann algebra determined by the random variable $A$ by $N_A$. Similarly, denote by $N_C$ the von Neumann algebra determined by a set $C$ of random variables.

Instead of using a probability measure on $\Sigma$ or on a sub-$\sigma$-algebra $\sigma(A)$, one can also use a state on the corresponding von Neumann algebra $N_A$. A state $\phi$ is a positive linear functional of norm 1 on a von Neumann algebra. States on $N_A$ and probability measures on $\sigma(A)$ mutually determine one another: a state restricted to the characteristic functions in $N_A$ is a probability measure on $\sigma(A)$; and vice versa, integrating elements of $N_A$ according to a probability measure on $\sigma(A)$ yields a state on $N_A$.

Therefore, a conditional independence between random variables $A$ and $B$ given the set $C$

$$p(A \land B \mid C) = p(A \mid C) p(B \mid C)$$

(8)

can be rewritten as follows: for any projection $A \in N_A$, $B \in N_B$ and $C \in N_C$:

$$\frac{\phi(A \land B \land C)}{\phi(C)} = \frac{\phi(A \land C)}{\phi(C)} \frac{\phi(B \land C)}{\phi(C)}$$

(9)

Although in this paper we stay at the classical level, the theory of von Neumann algebras is wide enough to incorporate also quantum physics. In this case the von Neumann algebras are nonabelian. The events, just like in the classical case, are represented by projections of the von Neumann algebras. In the quantum case conditional independence between the projection $A \in N_A$ and $B \in N_B$ given $C \in N_C$ reads as follows:

$$\frac{\phi(CABC)}{\phi(C)} = \frac{\phi(CAC)}{\phi(C)} \frac{\phi(CBC)}{\phi(C)}$$

(10)

which in the classical case reduces to (8).

The last point in converting the formalism of Bayesian networks into physics, is to swap the causal graph for spacetime. We can then replace the causal relations embodied in the causal graph by spatiotemporal relations of a given spacetime. Instead of saying that a random variable is the ancestor of another variable we will then say that an event is in the past of the other. But to do so first we need to localize events in spacetime that is we need to have an association of algebras of events to spacetime regions. Such a principled association is offered by the formalism of algebraic quantum field theory. Hence, in the next section we will introduce some elements of algebraic quantum field theory which is indispensable for our purpose which is to come up with a mathematically precise definition of Bell’s notion of local causality.

3 Bell’s local causality in a local physical theory

Let $M$ be a globally hyperbolic spacetime and let $K$ be a covering collection of bounded, globally hyperbolic subspace-time regions of $M$ such that $(K, \subseteq)$ is a directed poset under inclusion $\subseteq$. A local physical theory is a net $\{A(V), V \in K\}$ associating algebras of events to spacetime regions which satisfies isotony and microcausality defined as follows (Haag, 1992; Halvorson 2007; Hofer-Szabó and Vécsey 2015, 2016):
Isotony. The net of local observables is given by the isotone map $K \ni V \mapsto \mathcal{A}(V)$ to unital $C^*$-algebras, that is $V_1 \subseteq V_2$ implies that $\mathcal{A}(V_1)$ is a unital $C^*$-subalgebra of $\mathcal{A}(V_2)$. The quasilocal algebra $\mathcal{A}$ is defined to be the inductive limit $C^*$-algebra of the net $\{\mathcal{A}(V), V \in K\}$ of local $C^*$-algebras.

Microcausality: $\mathcal{A}(V')' \cap \mathcal{A} \supseteq \mathcal{A}(V), V \in K$, where primes denote spacelike complement and algebra commutant, respectively.

If the quasilocal algebra $\mathcal{A}$ of the local physical theory is commutative, we speak about a local classical theory; if $\mathcal{A}$ is noncommutative, we speak about a local quantum theory. For local classical theories microcausality fulfills trivially.

Given a state $\phi$ on the quasilocal algebra $\mathcal{A}$, the corresponding GNS representation $\pi_\phi: \mathcal{A} \to B(\mathcal{H}_\phi)$ converts the net of $C^*$-algebras into a net of $C^*$-subalgebras of $B(\mathcal{H}_\phi)$. Closing these subalgebras in the weak topology one arrives at a net of local von Neumann observable algebras: $\mathcal{N}(V) := \pi_\phi(\mathcal{A}(V))''$, $V \in K$. The net $\{\mathcal{N}(V), V \in K\}$ of local von Neumann algebras also obeys isotony and microcausality, hence we can also refer to it as a local physical theory.

Given a local physical theory, we can turn now to the definition of Bell’s notion of local causality. Recall that according to Bell a theory is locally causal if any superluminal correlation is screened-off by a “full specification of local beables in a space-time region $V_C$” as shown in Fig. 1. As indicated in the Introduction we need to address three questions. What are “local beables” and “full specification”? Which are the shielder-off regions? The brief answer to the first two questions is the following. In a local physical theory a “local beable” in a region $V$ is an element of the local von Neumann algebra $\mathcal{N}(V)$. A “full specification” of local beables in region $V$ is an atomic element of the local von Neumann algebra $\mathcal{N}(V)$. In this paper we do not comment on these two answers. For a more thoroughgoing discussion on why we think this to be the correct translation of Bell’s intuition into our framework see (Hofer-Szabó and Vecséry, 2015, 2016).

To the third question, which is the topic of our paper, the answer is this: a shielder-off region $V_C$ is a region in the causal past of $V_A$ which can block any causal influence on $V_A$ arriving from the common past of $V_A$ and $V_B$. But there is an ambiguity in this answer. Bell’s Fig. 1 suggests that a shielder-off region should not intersect with the common past. Whereas the requirement of simply blocking causal influences from the past allows for also regions depicted in Fig. 5 intersecting with the common past. This means that one can define a shielder-off region

![Figure 5: A completely shielding-off region $V_C$ intersecting with the common past of $V_A$ and $V_B$.](image-url)
of $V_A$ relative to $V_B$ either as a region $V_C$ satisfying:

- $L_1 : V_C \subset J_-(V_A)$ (if $V_C$ is in the causal past of $V_A$),
- $L_2 : V_A \subset V_C''$ (if $V_C$ is wide enough such that its causal shadow contains $V_A$),
- $L_3^Q : V_C \subset V_B'$ (if $V_C$ is spacelike separated from $V_B$)

in tune with Bell’s Fig. 11 or one can replace $L_3^Q$ by the weaker requirement

- $L_3^C : J_-(V_C) \supset J_-(V_A) \cap J_-(V_B)$ (The causal past of $V_C$ contains the common past of $V_A$ and $V_B$)

allowing for regions such as in Fig. 2. It turns out that (with respect to the Bell inequalities, see (Hofer-Szabó and Vecsernyés, 2012b, 2013b)) it is more appropriate to demand $L_3^Q$ in case of a local quantum theory and $L_3^C$ in case of a local classical theory (hence the superscripts). But note that as the covering regions become infinitely thin shrinking down to a Cauchy surface, requirement $L_3^C$ coincides with requirement $L_3^Q$.

With all these considerations in mind Bell’s notion of local causality in the framework of a local physical theory will be the following:

**Definition 1.** A local physical theory represented by a net $\{\mathcal{N}(V), V \in \mathcal{K}\}$ of von Neumann algebras is called *locally causal* (in Bell’s sense), if

(i) for any pair $A \in \mathcal{N}(V_A)$ and $B \in \mathcal{N}(V_B)$ of events represented by projections in spacelike separated regions $V_A, V_B \in \mathcal{K}$,

(ii) for every locally normal and faithful state $\phi$ establishing a correlation $\phi(AB) \neq \phi(A)\phi(B)$ between $A$ and $B$,

(iii) for any spacetime shielder-off region $V_C$ defined by requirements $L_1, L_2$ and $L_3^Q/L_3^C$,

(iv) for any event $C$ in the set $\mathcal{C}$ of atomic events in $\mathcal{A}(V_C)$,

the following screening-off condition holds:

$$\frac{\phi(CABC)}{\phi(C)} = \frac{\phi(CAC)\phi(CBC)}{\phi(C)}$$

(11)

which for a local classical theory is equivalent to

$$p(A \land B \mid \mathcal{C}) = p(A \mid \mathcal{C})p(B \mid \mathcal{C})$$

(12)

In short, a local physical theory is locally causal in Bell’s sense if every superluminal correlation is screened off by all atomic events in all shielder-off region. (For many delicate questions such as what if the algebras are non-atomic, how this definition of local causality relates to the Common Cause Principle and the Bell inequalities see again (Hofer-Szabó and Vecsernyés, 2015, 2016).)

The question left is, however: why shielder-off regions are characterized by requirements $L_1, L_2$ and $L_3^Q/L_3^C$? To this we turn in the next Section.
4 Shielder-off regions are d-separating

The point we are going to make in this Section is that shielder-off regions in the definition of local causality conform to d-separating sets in directed acyclic graphs and to m-separating sets in mixed acyclic graphs.

First we show how a local physical theory gives rise to a causal graph. Consider a local classical theory \( \mathcal{N}(V), V \in \mathcal{K} \) where the covering collection is induced by a partition \( \mathcal{T} \) of a spacetime \( \mathcal{M} \). By partition we mean a countable set of disjoint, bounded spacetime regions such that their union is \( \mathcal{M} \). Whether we demand global hyperbolicity from the elements of the partition will turn out to play an important role in the type of the graph we can construct. For some specific globally hyperbolic coverings we will get directed acyclic graphs, otherwise only a mixed graph.

Let the vertices of the \( \mathcal{G} \) be the regions in the partition, \( \{V \in \mathcal{T}\} \). Denote the vertex corresponding to the region \( V \in \mathcal{T} \) by \( A_{V} \) and the region corresponding to a vertex \( A \) by \( V_{A} \). Similarly, denote the set of vertices corresponding to the region \( V \in \mathcal{K} \) by \( C_{V} \) and the region corresponding to a set of vertices \( C \) by \( V_{C} \). Define the ancestors of a vertex \( B \) as:

\[
\text{Anc}(B) := \{A \in V | A \neq B, V_{A} \cap J^{-}(V_{B}) \neq \emptyset\}
\]

and the parents of \( B \), \( \text{Par}(B) \), as those elements in \( \text{Anc}(B) \) for which there is a causal curve connecting \( V_{A} \) and \( V_{B} \) directly (that is without entering a third region between them). Now, let there be an arrow \( A \rightarrow B \) between vertex \( A \) and \( B \) in \( \mathcal{T} \) if and only if \( A \in \text{Par}(B) \). It will turn out that the type of the graph we obtain is crucially depending on the partition \( \mathcal{T} \) of the spacetime. Let us see the different cases.

If \( \mathcal{M} \) is the 1+1 dimensional Minkowski spacetime, then it can be covered by double cones of equal size. (See Fig. 6) Double cones are globally hyperbolic. (For the details of this example see (Hofer-Szabó, 2015b).) The causal graph corresponding to this covering emerges simply by connecting the midpoints of those adjacent double cones which lie in the causal past of one another. What we get is just the directed acyclic graph depicted in Fig. 3 in Section 2.

![Figure 6: The directed acyclic graph generated by double cones of equal size covering the 1+1 dimensional Minkowski spacetime.](image)
Fig. 6 is a kind of “superposition” of a spacetime diagram and a Bayesian network. Consider for example region \( V_C' \). Reading Fig. 6 as a spacetime diagram, one sees that \( V_C' \) is a shielder-off region (similar to the one depicted in Fig. 5). Reading Fig. 6 as a causal graph, one observes that the set \( C' \) corresponding to \( V_C' \) (depicted in Fig. 3) is a \textit{d-separating set}. Similarly, one can check that the region associated to the d-separating set \( C \) in Fig. 3 is a shielder-off region and the region associated to the d-connecting set \( C'' \) is not a shielder-off region.

A general spacetime \( \mathcal{M} \) cannot be partitioned to globally hyperbolic regions, let alone to double cones. Still one can construct the causal graph corresponding to a partition \( \mathcal{T} \). In Fig. 7 we illustrate such a construction where a 1+1 dimensional Minkowski spacetime is covered by boxes of equals size. (This example, in contrast to the previous one, can be generalized for a 3+1-dimensional Minkowski spacetime covered by 3+1-dimensional boxes of equals size.) The causal graph emerging from this construction is not a directed acyclic graph since it contains bi-directed edges: spacelike neighboring boxes will be \textit{spouses}. What we get is a mixed acyclic graph depicted in Fig. 4. Again, confronting Fig. 4 and Fig. 7 one can see that the set \( C' \) is \textit{not} an m-separating set and at the same time the corresponding region \( V_C' \) is \textit{not} a shielder-off region of \( V_A \) relative to \( V_B \).

The exact characterization of the graphs emerging from a different coverings of a given spacetime is a subtle question which we do not go into here. Instead we turn now to the construction of random variables. Let \( \mathcal{N}(V) \) be the local von Neumann algebra associated to the spacetime region \( V \in \mathcal{T} \). Denote by \( \sigma(V) \) the sigma-algebra of the projections of \( \mathcal{N}(V) \). Let the random variable (also denoted by) \( A_V \) associated to \( V \) be any Borel-measurable function from \( \sigma(V) \) to \( \mathcal{B} (\mathbb{R}) \). Any state \( \phi \) will then define a probability measure \( p \) on \( \sigma(V) \) for any \( V \in \mathcal{T} \) and, due to isotony of the net, also for any \( V \) which is a finite union of regions in \( \mathcal{T} \). (Note that \( \sigma(\mathcal{M}) \) may not be a sigma-algebra since the quasilocal algebra \( \mathcal{A} \) is not necessarily a von Neumann algebra, so it may not contain projections.)

In sum, any finite set of regions of a local classical theory \( \{ \mathcal{N}(V), V \in \mathcal{K} \} \) generated by a globally hyperbolic partition of \( \mathcal{M} \) defines a Bayesian network \( (\mathcal{G}, \mathcal{V}) \). If global hyperbolicity is not required, then \( \mathcal{G} \) is not a directed acyclic but only a mixed graph.

Now, we state and prove the main claim of the paper.
Proposition 1. Let $G$ be a directed/mixed acyclic graph constructed from a local classical theory \{${\mathcal N}(V), V \in \mathcal K$\} where $\mathcal K$ is generated by a partition $\mathcal T$ of $\mathcal M$. Suppose that \{${\mathcal N}(V), V \in \mathcal K$\} is locally causal in the sense of Definition\[1\] Then for any shielder-off region $V$ defined by $L_1$, $L_2$ and $L_3^C$, the corresponding set $C_V$ is $d$-separating/m-separating.

Proof. Let $A$ and $B$ two collateral vertices in $G$ corresponding to two spacelike separated regions $V_A$ and $V_B$, respectively ($V_A, V_B \in \mathcal T$). Call a set $C$ of random variables a shielder-off set (for $A$ relative to $B$), if $V_C$ is a shielder-off region (for $V_A$ relative to $V_B$). Shielder-off sets block every directed path from $\text{Anc}(A) \land \text{Anc}(B)$, the set of common ancestors of $A$ and $B$, to $A$ (that is every directed path has to pass through $C$).

We show that shielder-off sets are $d$-separating/m-separating. Let $C$ be a shielder-off set for $A$ relative to $B$. We have to show that $C$ blocks every path connecting $A$ and $B$. First consider those paths that contain no colliders. These paths need to pass through the set of common ancestors of $A$ and $B$, $\text{Anc}(A) \land \text{Anc}(B)$. Hence, the shielder-off set $C$ blocks them. So there remain only those paths to be blocked which contain at least one collider. It is easy to see that these latter paths need to contain at least one collider $E$ such that $E \notin \text{Anc}(A)$. But then neither $E$ nor any descendant of $E$ is in $C$, hence $C$ blocks also these paths. ■

The converse of Proposition\[1\] is not true: $d$-separating sets are not necessarily shielder-off sets. Tian, Paz, and Pearl (1998) list algorithms to find the so-called minimal $d$-separating sets for two random variables $A$ and $B$, that is sets that are $d$-separating but taking away any vertex from the set they will cease to be $d$-separating. It turns out that any minimal $d$-separating set is sitting in the union of the ancestors of $A$ and $B$ (including also $A$ and $B$), $\text{Anc}(A) \lor \text{Anc}(B) \lor A \lor B$. However, a minimal $d$-separating set need not satisfy relations $L_1$, $L_2$ and $L_3^C$. For example the sets $D$, $D'$ and $D''$ in Fig. 8 are all minimal $d$-separating sets but not shielder-off regions for $A$ relative to $B$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Minimal d-separating but not shielder-off regions.}
\end{figure}

At any event, shielder-off regions are $d$-separating, and this was to be shown in this paper.
5 Conclusions

The aim of the paper was to motivate Bell’s definition of local causality by means of Bayesian networks. To this aim, first we constructed a causal graph from the covering collection of a spacetime. In certain cases the graph was a directed acyclic graph, in other cases only a mixed acyclic graph. Similarly, we have associated random variables to the local algebras of a local physical theory. By this move shielder-off regions turned out be specific d-separation (m-separating) sets on the causal graph. Hence, Bell’s definition of local causality requiring that spacelike separated events should be screened-off by events in a shielder-off region turned out to be a d-separation criterion.
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