Camera Fingerprint: A New Perspective for Identifying User’s Identity
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Abstract—Identifying user’s identity is a key problem in many data mining applications, such as product recommendation, customized content delivery and criminal identification. Given a set of accounts from the same or different social network platforms, user identification attempts to identify all accounts belonging to the same person. A commonly used solution is to build the relationship among different accounts by exploring their collective patterns, e.g., user profile, writing style, similar comments. However, this kind of method doesn’t work well in many practical scenarios, since the information posted explicitly by users may be false due to various reasons. In this paper, we re-inspect the user identification problem from a novel perspective, i.e., identifying user’s identity by matching his/her cameras. The underlying assumption is that multiple accounts belonging to the same person contain the same or similar camera fingerprint information. The proposed framework, called User Camera Identification (UCI), is based on camera fingerprints, which takes fully into account the problems of multiple cameras and reposting behaviors. To facilitate the assessment of the proposed framework, we generate a new benchmark called UID-BJTU. Extensive experiments on this benchmark show that the proposed framework is quite effective for identifying the user’s identity, especially on the case with multiple cameras and reposted images.

I. INTRODUCTION

Online social networks are becoming more and more popular. According the related report [1], the number of registered accounts on online social networks has exceeded 3 billion, and it continues to grow routinely. However, each account doesn’t exclusively correspond to a person. Generally, the average number of social media accounts is about 6 for an individual. The main reason lies in that people usually register multiple accounts on several platforms for different social needs. For example, people always communicate with workmates on LinkedIn, maintain the friend contact on Facebook, and follow the celebrities on Twitter, etc. Therefore, analyzing social behaviors from a single account is partial for characterizing a user. Towards constructing a relatively complete user profile, we need to identify all the accounts belonging to the same individual.

In recent years, the studies of user identification have drawn more attention, since it is beneficial to many practical applications [2], [3], [4], [5], [6]. First, we can build a more complete user profile by fully exploiting behavior patterns converged from multiple accounts, which can be used to provide personalized network services, such as customized content delivery or friend recommendation. In addition, having comprehensive view of users would make it easier to determine user’s identity in real world, which is very helpful to fight against the Internet criminal, terrorism, Internet porn and other social problems [7], [8], [9], [10].

The core problem of user identification is how to correctly estimate similarity between two different accounts by employing some discriminative user patterns. However, the problem is very challenging since it is difficult to discover a kind of universal pattern for an individual with diverse accounts. Traditionally, user patterns are extracted from either the user’s public profiles (e.g., username, geography location and E-mail address) [11] or activity characters (e.g., linguistic stylistics, writing styles) [12], [13]. In fact, these patterns are not always reliable enough to identify user’s real identity, since all of them can be easily faked. Therefore, discovering a universal and reliable user pattern is the fundamental step of user identification.

In this paper, we aim to re-inspect the user identification problem from a totally different perspective, i.e., identifying users by matching their photography devices. The basis idea is based on a generally existing finding that most of photos published in different accounts by the same person are captured by several frequently used photography devices. That
is, different accounts belonging to the same person include the same implicit fingerprint information of these cameras. Camera fingerprint is a kind of discriminative and reliable feature extracted from images, which is traditionally used for digital camera identification. Totally different from the explicitly published information, camera fingerprint is mainly dependent on the light sensitivity of different camera sensors, which is unique for each camera and difficult to forge [14]. The basic idea is illustrated in Fig.1 where accounts 1 and 4 are asserted to belong to the individual A since all images in these accounts are from the same camera source.

Intuitively, we can individually extract camera fingerprints for all accounts and identify users by directly estimating the similarity of camera fingerprints. However, the online social networks are far more complex than what we think, and the relationship among individuals, accounts and cameras are also complex and uncertain. To make our exposition more clear, we first illustrate some difficulties when identifying users from the new perspective.

- **Multiple camera problem.** As shown in Fig.2a, a person commonly owns more than one camera. That is, it is possible that the images in an account are from more than one camera source. If we estimate only a single camera fingerprint for the account, both its discriminative capability and reliability will inevitably decreased. Therefore, it is vital to distinguish the camera sources of images in the same account in an explicit or implicit manner.

- **Reposted image problem.** As shown in Fig.2b, two different users may repost some popular images from the same camera source (called Reposted camera). If the reposted images are not removed before estimating camera fingerprints, two different users may not be clearly distinguished by the confused user patterns. Therefore, it is necessary to eliminate the effect of reposted images.

- **Single camera sharing problem.** As shown in Fig.2c, two different individuals share the same camera source. In this case, it is extremely difficult to distinguish two users by using only camera fingerprints.

- **Multiple camera sharing problem.** As shown in Fig.2d, multiple individuals share multiple camera sources. In this case, the relationship between users and cameras is more complex, and some new strategies should be taken into account.

However, it is very challenging to address all these problems in a single scheme. Therefore, we focus mainly on first two problems in this paper and propose a camera fingerprint based user identification framework, called *User Camera Identification* (UCI) to address them. To the best of our knowledge, it is the first time to re-inspect the social network reconciliation problem from the perspective of camera fingerprint. The main contributions can be summarized as follows:

- A new perspective is proposed to tackle the user identification problem. Totally different from previous methods, the proposed approach explores camera fingerprints to identify user's identity, which is more reliable and difficult to forge. In addition, the new perspective makes it possible to meet the requirements of many practical applications, such as criminal detection.

- A novel estimation approach of camera fingerprints is proposed to incrementally extract multiple camera fingerprints in an account. Different from existing methods, the proposed approach can significantly deal with the confused problem caused by multiple cameras and reposed images, which is beneficial to both user identification and camera identification areas.

- A new dataset is constructed to benchmark camera fingerprint based user identification framework. We will release this dataset so as to provide a benchmark for evaluating new approaches.
The first is multiple camera problem. In real world, people generally own more than one photography device, e.g., cellphone camera, SLR camera. That is, the images in $I$ may not be always captured by a unique camera. If we extract only one camera fingerprint to represent a user, it will cause some extra error. Therefore, it is necessary to model the user’s camera feature by employing several camera fingerprints.

The second is reposting problem. Generally, some popular photos in an account are frequently reposted by other users. As shown in Fig.3, for example, users 1 and 2 don’t belong to the same individual, but both of them repost the images from user 3. Without tackling this issue, users 1 and 2 will be incorrectly asserted to belong to the same individual, since reposted images have high probability to be captured by the same camera.

To clearly illustrate the feasibility of the new perspective and the key issues to be addressed, we conduct a series of experiments on a dataset with 1,576 images captured by 11 cameras. For each camera, all its images are randomly divided into two groups. Firstly, we verify whether camera fingerprints have the capability to reconcile the accounts belonging to the same individual. To this end, we simulate each group of images as the album of a user, and the groups (or users) deriving from the same camera are treated as positive pairs and others are negative pairs. After estimating the camera fingerprint for each simulated user, the correlation values between any two users are calculated by using Eq.3. The statistical results are illustrated in Fig.4b, where red points indicate the correlation values between positive pairs and blue points are for negative pairs. Clearly, positive pairs can be easily distinguished from negative ones. That is, camera fingerprint is indeed a kind of discriminative feature for distinguishing camera sources. However, an underlying assumption in this experiment is that the album in each account only contains images from a single camera. In more practicable scenarios, this assumption does not always hold, since people generally have more than one camera and frequently repost popular images from other cameras. Therefore, it is necessary to evaluate the effect of these confused factors. To construct a proper dataset, we combine any two groups from different cameras to simulate a user, and two users who share one or two camera sources are treated as a positive pair and otherwise a negative pair. For each user, all the images from two cameras are used to estimate a unique camera fingerprint by using Eq.2. The statistical results on correlation values are illustrated in Fig.4b, where many red points are mixed with blue points. That is, positive pairs cannot be clearly distinguished from negative ones. The reason lies in that using a unique camera fingerprint to represent two cameras will unavoidably lead to confusion. Therefore, the discriminative capability of camera fingerprints are remarkably decreased. This is so-called multiple camera problem. If we can identify camera sources of images in an account and individually estimate camera fingerprints for different camera sources, it is possible to avoid the multiple camera problem. To verify this conclusion, we directly use the prior information of camera sources and estimate two

![Fig. 3: Confusion problem of reposted images. Users 1 and 2 don’t belong to the same individual, but both of them repost the images from user 3. Without tackling this issue, users 1 and 2 will be incorrectly asserted to belong to the same individual, since reposted images are captured by the same camera.](image-url)
camera fingerprints for each user. To calculate the correlation value between any two users, we first calculate correlation values between any two camera fingerprints in two users, and select the maximum value as the final correlation value. The experimental results are shown in Fig. 4c. As expected, the positive pairs are clearly distinguished from negative ones. That is, it is feasible to solve the multiple camera problem by estimating multiple camera fingerprints. However, introducing reposted images into album in an account will also lead to some confusion, Fig. 4d illustrates this conclusion.

In brief, it is feasible to reconcile multiple users belonging to the same individual from the camera fingerprint perspective, and the key problems to be addressed are how to correctly extract multiple camera fingerprints and how to alleviate the effect of reposted images.

### III. Methodology

As discussed above, the key problem to be addressed is to overcome the confusion problem caused by the multiple cameras and reposted images. An intuitive solution is to first cluster images in an account into different groups according to their camera source information, and then individually estimate camera fingerprints for all groups. However, the camera source of each image in an account is unknown beforehand. Therefore, we must design a method to avoid extracting multiple camera fingerprints in batch. In this section, we propose an incremental estimation approach of multiple camera fingerprints. The system framework is illustrated in Fig. 6, which includes four key components: seed selection, incremental estimation, reposted image removing, and account matching.

#### A. Seed Selection

In essence, the proposed estimation approach is a tailored clustering method. Different from the scenarios of classic clustering methods, the multiple camera fingerprint estimation case requires accurate initial seeds (or initial camera fingerprints). To obtain several accurate initial seeds, a pair correlation based method is proposed, which selects initial seeds by thresholding the pair correlation of residual noises of any two images.

Specially, given an images set \( \mathcal{I}_i = \{I_{i;1}, \ldots, I_{i;m}\} \), its noise pattern set \( \mathcal{R}_i = \{R_{i;1}, \ldots, R_{i;m}\} \) can be obtained correspondingly by Eq. (2), and the correlation values between any two images’ residual noises are calculated by Eq. (3).
For any correlation value that is greater than a predefined threshold, the corresponding two images are grouped together, and a camera fingerprint is estimated as a seed for further steps. In fact, the seed selecting method is based on the following assumption:

**Assumption 1**: If the correlation of two images’ residual noises is high enough, the two images have high probability to be captured by the same camera.

To verify this assumption, a database containing 1,576 images captured by 11 cameras is used. For any image pair from the database, if two images are captured by the same camera, we call it a positive pair, otherwise a negative pair. The correlation value of two images in any pair is separately calculated by using their residual noises, and their results are illustrated in Fig. 5. As we can see, the correlation distribution of negative pairs are limited to a low and narrow range, while positive pairs are scattered in a higher but larger range. In addition, there is a narrow but dense overlap for negative and positive image pairs, as indicated by two blue dot lines.

In a sense, it seems to be conflict with the conclusion in Fig. 4a. In fact, the positive or negative pairs in this case are quite different from those in Fig. 4. In Fig. 4, a pair is consist of two groups of images from two cameras, and a camera fingerprint is estimated from each group by using Eq. 2. Since the noise component, which is Gaussian white noise in essence [15], can be smoothed during the averaging procedure, stable and reliable camera fingerprints can be achieved. In contrast, a pair contains only two images here. In this way, the camera fingerprints here are essentially the residual noises of the images and Gaussian white noises are not removed. Therefore, the correlation between two images in a pair cannot be estimated correctly. That is, employing only residual noise cannot completely distinguish images coming from different cameras. Fortunately, we can also observe that a pair of images has a high probability to be captured by the same camera if their pair correlation value is high enough, as indicated by the points above the red dot line in Fig. 5. These observations support our assumption.

In brief, we can choose some stable and reliable seeds from images in an account by using the residual noises and setting a high threshold value. It should be noticed that setting high threshold value will lead to high false rejection problem, i.e., many positive image pairs are treated as negative ones. We will leave this problem to the next sub-section.

**B. Incremental Estimation of Multiple Camera Fingerprints**

Our goal is to put all images captured by the same camera into a group so as to estimate a reliable camera fingerprint. To do that, we propose an incremental camera fingerprint estimation method, which includes three key steps: initializing camera fingerprints, merging consistent groups, and estimating new camera fingerprints.

**Initializing camera fingerprints**

Using the above-mentioned seed selecting method, a number of positive image pairs are chosen and each image pair is separately treated as a group. As shown in the step 1 in Fig. 6, four positive image pairs are selected as seeds. That is, the user is initially assumed to have four different cameras and each camera has only captured two images in corresponding group. More formally, let $C_i$ denote the set of all different groups (or Clusters) in $i^{th}$ user and $C_{i,j}$ represents $j^{th}$ group. Then, the set of camera fingerprints $\{S_{i,j}\}$ can be estimated individually from these groups by Eq. 4.

$$S_{i,j} = \frac{\sum I_{i,t} \cdot R_{i,t}}{\sum T_{i,t}^2}, \quad l : I_{i,t} \in C_{i,j}, \quad \text{(4)}$$

Here, we denote $S_i$ as the set of camera fingerprints $\{S_{i,j}\}$.

Initially, all positive image pairs are treated individually as groups, and one camera fingerprint is estimated from each group. In this way, total $|C_i|$ camera fingerprints are obtained, which are used as initial seeds.

**Merging consistent groups**

As discussed above, all positive pairs are selected by thresholding the correlation value of residual noises of two images. Although the two images belonging to the same pair have high probability to be captured by the same camera, we...
cannot ensure that any two pairs of images are captured by totally different two cameras. In other words, some image pairs may share the same camera source. Therefore, it is necessary to merge these groups. Toward this end, a similar strategy to seed selection is employed here to merge consistent groups. In particular, given any two groups $C_{i,j}, C_{i,k} (j < k)$, we merge them into one cluster if correlation value of their corresponding camera fingerprints $S_{i,j}, S_{i,k}$ is greater than a pre-defined threshold $\alpha$. Formally, the updating procedure can be formulated as

$$C_{i,j} = C_{i,j} \cup C_{i,k}, \text{ if } \text{corr}(S_{i,j}, S_{i,k}) > \alpha,$$  

(5)

where $C_{i,j}$ is the merged image set. That is, any image pair which correlation is greater than $\alpha$ will be merged into the same group.

After group merging, a new set $C_i$ of groups is generated, and an updated camera fingerprint set $S_i$ can be estimated. In fact, group merging will lead to two benefits. First, some redundant camera fingerprints are removed, which will result in a more compact set of feature patterns. Second, a more reliable camera fingerprint for a unique camera can be estimated, since more samples are collected individually for cameras and used to smooth Gaussian white noise. Therefore, using group merging procedure will lead to more reliable user identification.

**Estimating new camera fingerprints**

In order to obtain reliable and stable seeds, $\alpha$ is generally set to a high value. In this way, many images that are captured by one of cameras associated with $C_{i,j}$ will be rejected, while the selected image pairs are guaranteed to be true positives. It is useful for generating accurate camera fingerprints to correctly reassign these rejected images into correct groups. An intuitive and straightforward solution is to assign each rejected image to the most similar group by estimating the correlation values between the residual noise of rejected image and all groups’ camera fingerprints. However, if some rejected images are incorrectly assigned to one group, it will result in some false acceptance. In this case, images from different cameras will be in the same group, which leads to unreliable camera fingerprints. To avoid incorrect acceptance, we further pre-define a threshold $\beta$ to determine whether we assign a rejected image into a group. Formally, given any rejected image’s residual noise $R_{i,k}$, we assign the image $I_{i,k}$ into the group $C_{i,j}$ if the maximum correlation value achieved between $R_{i,k}$ and $S_{i,j}$ is greater than $\beta$.

Once the reject image $I_{i,k}$ is assigned to the group $C_{i,j}$, $S_{i,j}$ will be updated by using the new image set $C_{i,j}$. Repeating these steps will assign most of rejected images to corresponding groups, and more accurate camera fingerprints will be estimated incrementally for these groups.

**Complete Algorithm**

The complete algorithm of multiple camera feature estimation is listed in Algorithm 1. Generally, there are an initialization step and an iterative step. In the first step, possible positive image pairs are selected to individually form a set of groups $C_i = \{C_{i,j}\}$, and the corresponding camera fingerprints $S_i = \{S_{i,j}\}$ are extracted as seeds. Then, both group merging and rejected image reassigning steps are iteratively performed to incrementally improve the reliability of camera fingerprints.

Algorithm 1 User Camera Fingerprint Estimation

**Input:** Given an images set $I_i$ of user $i$, thresholds $\alpha, \beta$;

1. Get residual noise set $R_i$ by Eq. 1;
2. Calculate $\text{corr}(R_{i,j}, R_{i,k})$, where $R_{i,j}, R_{i,k} \in R_i$;
3. Initializing the number of camera fingerprints $J = 0$,
   set $C_i = \{\}$ and camera fingerprint set $S_i = \{\}$;
4. for all $\text{corr}(R_{i,j}, R_{i,k})$ do
   5. if $\text{corr}(R_{i,j}, R_{i,k}) \geq \alpha$ then
      6. $J \leftarrow J + 1$;
      7. $C_i \leftarrow C_i, J = \{I_{i,j}, I_{i,k}\}$;
      8. $I_i \leftarrow I_i - \{I_{i,j}, I_{i,k}\}$;
      9. $S_i \leftarrow S_i, j$, where $S_{i,j}$ is estimated by Eq. 4;
   end if
5. end for
6. Set $\Delta = 1$;
7. while $\Delta$ do
   8. Merge consistent groups $C_i$ by Eq. 5;
   9. Calculate $\rho = \max(\text{corr}(R_{i,j}, S_{i,k}))$, where $j : I_{i,j} \in I_i, k : C_{i,k} \in C_i$;
   10. if $\rho \geq \beta$ and $I_i \neq \emptyset$ then
      11. $C_{i,k} \leftarrow C_{i,k} \cup \{I_{i,j}\}$;
      12. $I_i \leftarrow I_i - \{I_{i,j}\}$;
      13. Update $S_{i,k}$ by Eq. 4;
   14. else
      15. $\Delta = 0$;
   16. end if
   17. end while

**Output:** Camera fingerprints set $S_i$

C. Dealing with Reposted Images

As we mentioned before, reposted images may cause remarkable confusion. Therefore, it is necessary to take reposted images into account when extracting multiple feature patterns to represent a user. However, reposting behaviors are quite complex and it is difficult to distinguish them from normal images. Therefore, we attempt to address the problem by investigating the reposting behaviors.

However, the reposting behaviors are both complex and uncertain due to the diversity of users. In order to simplify the difficulty of modeling, we consider only two common reposting behaviors. First, users repost many images, and these images come from different sources (e.g., from several different accounts). In this case, the number of reposted images from a specific camera source are far less than user’s own images. Second, users repost multiple images from a single source (e.g., an account). In this case, the reposted images from a specific camera source are still scarce, since the reposted images are more likely be captured by different cameras of original user. In brief, we assume that the reposted
Fig. 6: The framework overview of our approach (UCI).

images are from different cameras and the number of reposted images captured by the same camera are scarce. Based on this assumption, we can efficiently suppress the confusion of reposted images.

In fact, the algorithm of multiple camera feature estimation discussed above has already had a certain capability of eliminating reposted images, since it can directly reject the reposted images who don’t meet the condition of positive image pair. For example, when people repost only a single image from other user’s album, it can neither be chosen as a seed nor be assigned into a group by the proposed algorithm. Therefore, this kind of reposted image has no effect on the estimation of users’ camera features. However, when more than one reposted image is captured by the same camera, it will lead to some mistakes. For these reposted images, they may be chosen as seeds at the initial step, and most of them are grouped into the same group after several iterations. To address this issue, we adopt a simple but effective post-processing step to alleviate their effect. According to the observation on users’ reposting behaviors, the number of reposted images are generally scarce for a specific camera. Therefore, the camera fingerprint set $S_i$ achieved by incremental estimation steps can be refined as follows

$$S_i = \{S_{i;j} \mid j : |C_{i;j}| \geq \lambda\},$$

where $|C_{i;j}|$ means the number of images in class $C_{i;j}$, and $S_i$ can be taken as the set of camera fingerprints of user $i$.

For any pairwise of social users, we assert them to belong to a single individual if their feature correlation is greater than a predefined threshold. In this way, the groups with few images are treated as reposted image sets and filtered out.

D. Similarity Estimation

In this section, we mainly discuss about how to identify multiple accounts belonging to the same individual by estimating their similarity based on their camera features. Using multiple camera fingerprint estimation algorithm, a camera feature set $S_i$ is obtained, and element $S_{i;j} \in S_i$ denotes one camera fingerprint. As we mentioned above, we consider two users belong to a single individual if they share at least one camera. Therefore, the problem is changed to determine whether two users have similar members of their camera features. Formally, the problem can be represented as follows. For any two users $U_x$ and $U_y$, their camera features $S_x = \{S_{x;1}, ..., S_{x;m}\}$ and $S_y = \{S_{y;1}, ..., S_{y;n}\}$ are obtained. We estimate their similarity by using the maximum correlation value between two camera fingerprints in $S_x$ and $S_y$, which can formulated as follows:

$$d(U_x, U_y) = \max_{i,j} \{ \text{corr}(S_{x;i}, S_{y;j}) \},$$

where $d(U_x, U_y)$ denotes the similarity between $U_x$ and $U_y$.

IV. UID-BJTU: A DATASET FOR USER IDENTIFICATION BASED ON CAMERA FINGERPRINT

To the best of our knowledge, it is the first time to re-inspect the user identification problem from the perspective of camera
fingerprint. Therefore, no public dataset is available for testing. In order to evaluate the performance of proposed scheme, we collect and construct a new benchmark, named UID-BJTU. This benchmark is consist of two different collections, i.e., simulated user dataset and online social user dataset. The images in former dataset are acquired from multiple cameras directly, which have clear information of camera sources. This dataset is mainly used to clearly evaluate the effectiveness of each stage in our approach. Instead, the images in the latter one are crawled from online social networks, which come from real online users. Details about the benchmark is described in this section.

A. Simulated User Datasets

In order to comprehensively evaluate effectiveness of the proposed approach, we need know the accurate information about users, such as the relationship among users, the number of cameras, the number of images captured by any camera. However, it is not an easy task to obtain an ideal evaluation benchmark by crawling the data of online users. Generally speaking, an image’s camera source can be determined by the information provided by Exchangeable image file format (Exif), which contains camera series number, brand and model information. Unfortunately, most of these images’ Exif files are incompletely due to various reasons such as privacy, post-processing, so it is impossible to construct a reliable camera source groundtruth from online user dataset. Therefore, in order to evaluate the performance of proposed incremental estimation scheme, we directly acquire a set of images by using multiple pre-selected cameras to simulate the data of online users. Specially, total 11 cameras are collected and 1,576 images with clear camera source information are acquired.

To guarantee data diversity and avoid potential confusion of camera brand and model, we take camera brand and model into account when choosing cameras. Table I lists the details of cameras’ brands and the number of images from each camera.

| Camera Source     | Offline₁ | Offline₂ | Offline₃ |
|-------------------|----------|----------|----------|
| NIKON D7000       | 125      | 112      | 112      |
| DVTs              | 117      | 250      | 266      |
| HUAWEI            | 200      | 146      | 109      |
| iPhone6 Plus      | 106      | 109      | -        |
| NIKON D7000       | 112      | 22       | 2.20     |
| iPhone6           | 250      | 110      | 55       |
| Canon 900Ti       | 146      | 55       | -        |
| Canon 650D        | 109      | 110      | -        |
| HM-NOTE           | 139      | 3,960    | 2,060    |
| NIKON D7000       | 278      | 192      | 18,240   |
| PENTAX K-50       | 266      | 96       | -        |

A summary about these datasets is listed in Table II.

| Camera Source     | Offline₁ | Offline₂ | Offline₃ | Online |
|-------------------|----------|----------|----------|--------|
| Generated user    | 22       | 110      | 110      | 192    |
| Positive pairs    | 11       | 55       | 55       | 96     |
| Negative pairs    | 2.20     | 3,960    | 2,060    | 18,240 |
| Sum of Reposted   | 110      | 550      | 550      | 960    |

B. Online Social User Dataset

The final goal of proposed identification method is to identify online user's identity by employing camera fingerprints, so it is necessary to evaluate the performance on real online data. However, it is difficult to construct a reliable groundtruth for online users’ identity. Therefore, we attempt to construct a simulated network with controllable data.

Toward this end, we first crawled 15,328 images from 96 Flickr users’ albums, and the image number of users are varied from 82 to 250. Although the simulated network with 96 users is far from a large-scale dataset, we can manually ensure that any pair of these users don’t belong to the same individual and no any reposted images are included in these albums. That is, one original user corresponds to a single individual. To construct positive pair of users belonging to a single individual, we randomly divide the images in its original user into two groups, where each group is treated as a new user. In this way, each individual corresponds to two users, which are treated as a positive pair. Totally, 192 users, 96 positive pairs and 18,240
negative pairs are constructed. In addition, 107 images from an independent user are treated as reposted images and randomly added to 192 users.

V. EXPERIMENTAL EVALUATION

In this section, we conduct several experiments to evaluate the proposed user identifying methods. In particular, the grouping performance of the proposed method on **offline** datasets are first evaluated, and then the reposted image problem is verified. Finally, we test our algorithm on **online** benchmark and give some useful conclusions. It is worth noting that the perspective of the proposed framework is totally different from the traditional user identification frameworks. Therefore, we cannot compare the proposed approach with previous works due to the lack of testing database containing both camera fingerprint and user public profiles or activity characters.

A. Metrics and Baseline

Before we present our experimental results, we first introduce several metrics to evaluate the algorithm’s performance. In the proposed approach, the incremental grouping method plays very important role. Therefore, in addition to evaluate the final identification, we should also fully evaluate the grouping effectiveness. The grouping is the foundation of the proposed method, which aims to identify the camera sources of images. Although the proposed grouping algorithm is quite different from classical clustering algorithm, we can still employ the evaluation metrics of classical clustering methods. Here, we employ purity, precision and recall to evaluate the grouping performance.

Purity is a simple and transparent measure for evaluating the performance of clustering. Given the incremental estimation grouping result \(C = \{C_{i, 1}, C_{i, 2}, \ldots, C_{i, J}\}\) and the groundtruth of camera source \(C' = \{C'_{i, 1}, C'_{i, 2}, \ldots, C'_{i, K}\}\), purity is defined as follows

\[
\text{purity}(C, C') = \frac{1}{N} \sum_{j} \max_{k} |C_{i, j} \cap C'_{i, k}|,
\]

where \(N\) denotes the number of images in user \(i\). It should be noticed that high purity is easy to achieve when the number of clusters is large enough (for example, purity is to 1 if each image is grouped a single group). To address this problem, we employ precision and recall as the additional measures to further evaluate the performance. Formally,

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN},
\]

where \(TP\) (true positive) decision assigns two images from the same camera to the same group, \(FN\) (false negative) decision assigns two images from the same camera to different groups, and \(FP\) (false positive) decision assigns two images from different cameras to same group. More details can be found in [16]. Briefly, a high precision means that images are mostly assigned to the true group, and high recall reflects that most images are grouped. In our scenario, we mainly pursuit a high precision so as to guarantee that estimated camera fingerprint is not influenced by multiple camera sources. After that, we allow recall to be a little lower, since not every image is necessarily grouped.

To evaluate the user identification performance, we employ true positive rate and false positive rate. Furthermore, we also take user identification problem as a user retrieval problem, and employ Mean Average Precision (MAP) to evaluate the identification performance.

To fully show the feasibility of the proposed framework, we design three schemes for comparisons.

- **SCF** (Single Camera Fingerprint): It assumes that all images in a user’s album are captured by the same camera. Under this assumption, each user is represented by only one camera fingerprint estimated from all images. By estimating the similarity among different users, we can determine whether two users belong to the same individual or not. Compared with the proposed approach, this method take neither the multiple camera problem nor reposting behaviors into account.

- **MCF** (Multiple Camera Fingerprint): This scheme incrementally divides images of a user into several groups, and individually estimates camera fingerprints for groups by using Eq. 4. Then, the groups that meet the threshold \(\gamma\) are removed, and all the other groups’ camera fingerprints are treated as the user’s camera feature. MCF takes only multiple camera problem into account.

- **UCI** (User Camera Identification): In this scheme, both multi-camera problem and reposting behaviors are taken into account.

B. Grouping Performance Evaluation

| TABLE III: Clustering Performance Evaluation. |
|---------------------------------------------|
|                                 | Offline\(_1\) | Offline\(_2\) | Offline\(_3\) |
|---------------------------------------------|
| Purity                                      | 0.76 (0.91)  | 0.54 (0.76)  | 0.45 (0.48)  |
| Precision                                   | 0.91 (0.83)  | 0.90 (0.62)  | 0.85 (0.35)  |
| Recall                                      | 0.72 (1.00)  | 0.50 (1.00)  | 0.42 (1.00)  |

The purpose of grouping is to accurately divide all images in a user into different groups according to their camera sources. In this way, a camera fingerprint can be estimated for each camera source and multiple camera problem can be alleviated significantly. In fact, high precision of clustering is more important than purity and recall in our case, since high precision means that there are less confusing images in a group belonging to a single camera source. In this section, we conduct a series of experiments to verify the effectiveness of the proposed incremental clustering method, and the experimental results are listed in Table III. To clearly show the advantage of the proposed method, we also provide a baseline. In this baseline, we assume that all images of one user belong to the same camera source. That is, all images of
one user is treated as a unique group. The statistical results of baseline on purity, precision and recall are associated with the results of the proposed method in brackets for comparisons. Clearly, for the Offline1 dataset, all the indicators of baseline outperform the proposed method, since each user in this dataset has only a camera source. When more cameras are introduced into users, the recall of the baseline keeps perfect one, which obviously better than the proposed method. We also notice that the purity of the proposed method is also worse than the baseline. However, it does not prove that the performance of the baseline is better. As we mentioned before, not all images are assigned to one of groups during the incremental clustering procedure, since some images whose correlations to any group centroid are lower than iteration terminal criterion \( \beta \) are filtered out. Therefore, the recall and purity will be inevitably decreased when we calculate them by taking all image into account. If the rejected images are not counted in, high recall and precision can be obtained. For example, when we remove these rejected images from users, and the recalculated recall values are 0.9524, 0.9136, 0.9197, respectively. In our scenario, however, how to alleviate the mutual confusion among multiple cameras is more important than providing high recall. Therefore, the key of a good grouping method is to ensure that the images in a group are accurately derived from the same camera. That is, the precision should be high. As expected, the proposed method outperforms the baseline in clustering precision in all datasets and varied camera amounts. In brief, using the proposed incremental grouping method, most of images coming from the same camera are returned in the same group, and confusion is significantly alleviated.

C. Evaluation on Reposted Image Removing

TABLE IV: The Ratios of Removed Reposted Image Number and False Rejected Image Number

|          | Offline1 | Offline2 | Offline3 | Online |
|----------|----------|----------|----------|--------|
| Reposted | 49.7%    | 69.0%    | 77.8%    | 57.8%  |
| False Rejected | 15.2% | 36.6% | 46.4% | 26.8% |

In order to alleviate the effect of the reposted images, we perform a post-processing step to automatically remove the possible groups with reposted images. In this step, the groups whose sizes are lower than a predefined threshold \( \lambda \) are filtered out. However, in addition to the post-processing step, the incremental clustering procedure also rejects many reposted images. Therefore, we evaluate the effectiveness of
reposted image removing by taking both steps into account. In addition to ratio of correctly rejected reposted images, we also make a statistic on false rejected images. The statistical results are shown in Table V. As shown in Table V, the ratios of correctly rejected reposted images are always remarkably higher than the ratios of false rejected images in all the cases. That is, the proposed method indeed removes reposted images but preserves positive images as well, which can remarkably contribute to the estimation of multiple camera fingerprints. Meanwhile, we can also observe that the ratios for both cases are remarkably increased with the growth of camera number, from Offline1 (one camera) to Offline3 (three cameras). In fact, it is reasonable. When the number of cameras increases, the probability that the reposted images are selected as seeds will increased. In this way, more reposted images will be clustered into the same group and be filtered out in group filtering. Meanwhile, more positive images also be rejected, since the error between image and group centroids are more larger.

D. User Identification Evaluation

In this section, we investigate the performance of our identification schemes. In fact, to the best of our knowledge, it is the first time to re-inspect the user identification problem from the camera fingerprint view. Therefore, no previous works are available for peer comparisons. To fully show the feasibility of the proposed framework, only the schemes designed by us are used for comparisons.

In our experiments, we evaluate the identification performance from two aspects. First, we treat user identification problem as a user retrieval problem. That is, we take each user as a query and retrieve the users that belong to same individual with the query. We evaluate the performance by the MAP, and the results are listed in Table V.

|          | SCF | MCF | UCI |
|----------|-----|-----|-----|
| Offline1 | 0.3877 | 0.6140 | 0.6203 |
| Offline2 | 0.4365 | 0.8201 | 0.8340 |
| Offline3 | 0.8055 | 0.9870 | 0.9877 |
| Online   | 0.7790 | 0.8736 | 0.9013 |

As expected, all the camera fingerprints based user identification methods work well on all datasets. It means that re-inspecting the user identification problem from the camera fingerprint view is quite effective. In addition, after taking into account the multiple camera and image reposting problems, the user identification performance can be further improved clearly. Therefore, it is necessary to handle the multiple camera problem and reposting problem.

Secondly, we also employ ROC curves to further evaluate the performance of the proposed method. The experimental results are illustrated in Fig. 7. Clearly, for both online and offline datasets, UCI remarkably outperforms the single-clustering method, which is consistent with the MAP.

VI. RELATED WORK

The problem of user identification has been studied in different research communities [17], [18], [19], [20]. In essence, the core of the problem is to find a certain similarity measure to assess the relationships among accounts, i.e., account matching problem. More specifically, it is to extract some discriminative features from accounts so as to change the account identifying problem to the feature matching problem. Therefore, the key of account matching is to extract reliable and effective features of accounts.

A kind of commonly used method is to extract features from users’ public profiles, such as username, E-mail address, cellphone number. Based on these features, some simple but effective algorithms can be designed to identify multiple accounts across different platforms [13]. Several related works [21], [33] have been reported, and good performance on some datasets has been achieved. To further improve the reliability of account matching, more profile attributes (e.g., location [22], interaction activities [11], [23], friends [24]) are involved into the account matching process. An assumption underlying these methods is that people maintain the same or similar profiles in different accounts. However, the assumption does not always hold, since people frequently register different accounts with different profiles due to certain purposes (e.g., privacy concerns, fraud). Therefore, these identification methods cannot deal with such cases. In addition, information barriers among different social network platforms further limit their scope of applications.

To address the issues above, more attentions have been paid on matching accounts by exploiting the user’s behaviors in online social networks (e.g., linguistic stylistics, preferred geographic radius, hobbies and interests). The basic assumption is that the same person maintains similar behavior patterns among his/her multiple accounts. For example, some algorithms [25], [12], [26], [27] attempt to identify multiple accounts by matching linguistic stylistics of their posted content. In addition, due to the popularization of GPS and cellphone, geo-tagged information posted by online users also become an effective discrimination features [22], [28]. Although these user identification schemes achieve a good performance on some datasets, they still have some limitations. An obvious drawback is that these methods require massive training samples. Generally, long text and geo-information are always incomplete for most users, which will remarkably influence the identification effectiveness.

Another kind of method is to change user identifying problem into approximate graph isomorphism problem, which can identify more users when a few seed links are given [29]. In essence, these schemes [12], [30], [31], [32], [18], [33] identify users by matching accounts’ networks graph structure, i.e., they take users’ topology property as discrimination features. This kind of methods is suitable for large scale heterogeneous network reconciliation, however, they are limited to deal with...
the problem of identifying users on same social network platforms.

In this paper, we attempt to re-inspect the user identification problem from a new perspective, i.e., camera fingerprint. Camera fingerprint is a noise-like invisible component existed in digital images, and unique to each imaging equipment [14]. With this property, camera fingerprint can be used to determine image’s camera source [15], [34], [7], [35], [36], [37] and plenty of related researches have been proposed [38], [39], [40], [41], [36].

In fact, [34] and [42] are closely related with our work. The former proposes a picture-to-identity linking algorithm to investigate the owner of a particular image, the latter aims to find out the corresponding accounts of a specific camera. However, the problems to be addressed are quite different from the proposed scheme.

VII. CONCLUSION

In this paper, we attempt to address the problem of user identification from a new perspective. Instead of using the public information explicitly released by users, we attempt to employ a more reliable feature, i.e., camera fingerprint, to identify multiple accounts belonging to the same individual. To further alleviate the hard problems of multiple cameras and reposting, a novel incremental multi-camera fingerprint estimation algorithm is introduced into the identifying process. The experimental results show that using camera fingerprint information indeed effectively tackles the social media reconciliation problem and the proposed method indeed remarkably alleviates both the multiple cameras and reposting problems.
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