Dual-Teacher: Integrating Intra-domain and Inter-domain Teachers for Annotation-efficient Cardiac Segmentation
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Abstract. Medical image annotations are prohibitively time-consuming and expensive to obtain. To alleviate annotation scarcity, many approaches have been developed to efficiently utilize extra information, e.g., semi-supervised learning further exploring plentiful unlabeled data, domain adaptation including multi-modality learning and unsupervised domain adaptation resorting to the prior knowledge from additional modality. In this paper, we aim to investigate the feasibility of simultaneously leveraging abundant unlabeled data and well-established cross-modality data for annotation-efficient medical image segmentation. To this end, we propose a novel semi-supervised domain adaptation approach, namely Dual-Teacher, where the student model not only learns from labeled target data (e.g., CT), but also explores unlabeled target data and labeled source data (e.g., MR) by two teacher models. Specifically, the student model learns the knowledge of unlabeled target data from intra-domain teacher by encouraging prediction consistency, as well as the shape priors embedded in labeled source data from inter-domain teacher via knowledge distillation. Consequently, the student model can effectively exploit the information from all three data resources and comprehensively integrate them to achieve improved performance. We conduct extensive experiments on MM-WHS 2017 dataset and demonstrate that our approach is able to concurrently utilize unlabeled data and cross-modality data with superior performance, outperforming semi-supervised learning and domain adaptation methods with a large margin.
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1 Introduction

Deep convolutional neural networks (CNNs) have made great progress in various medical image segmentation applications [15, 19]. The success is partially
relied on massive datasets with abundant annotations. However, collecting and labeling such large-scaled dataset is prohibitively time-consuming and expensive, especially in medical area, since it requires diagnostic expertise and meticulous work [13]. Plenty of efforts have been devoted to alleviate annotation scarcity by utilizing extra supervision. Among them, semi-supervised learning and domain adaptation are two widely studied learning approaches and increasingly gain people’s interests.

Semi-supervised learning (SSL) aims to leverage unlabeled data to reduce the usage of manual annotations [11, 12, 20]. For example, Lee et al. [12] proposed to generate the pseudo labels of unlabeled data by a pretrained model, and utilize them to further finetune the training model for performance improvements. Recently, self-ensembling methods [11, 20] have achieved state-of-the-art performance in many semi-supervised learning benchmarks. Laine et al. [11] proposed the temporal ensembling method to encourage the consensus between the exponential moving average (EMA) predictions and current predictions for unlabeled data. Tarvainen et al. [20] proposed the mean-teacher framework to force prediction consistency between current training model and the corresponding EMA model. Although semi-supervised learning has made great progress on utilizing the unlabeled data within the same domain, it leaves rich cross-modality data unexploited. Considering that multi-modality data is widely available in medical imaging field, recent works have studied on domain adaptation (DA) to leverage the shape priors of another modality for enhanced segmentation performance [5, 8, 9, 18]. Among them, multi-modality learning (MML) exploits the labeled data from a related modality (i.e., source domain) to facilitate the segmentation on the modality of interest (i.e., target domain) [3, 10, 21, 22]. Valindria et al. [21] proposed a dual-stream approach to integrate the prior knowledge from unpaired multi-modality data for improved multi-organ segmentation, and suggested X-shape achieving the leading performance among all architectures. Since multi-modality learning requires annotations on two modality data, unsupervised domain adaptation (UDA) extends it with a broader application potential [2, 4, 16]. In UDA setting, source domain annotations are still required, while none target domain annotation is needed. Contemporary unsupervised domain adaptation methods attempt to extract domain-invariant representations, where Dou et al. [4] investigated in feature space and Chen et al. [2] explored both feature-level and image-level in a synergistic manner.

All approaches mentioned above have exhibited their feasibility in medical area. However, semi-supervised learning simply concentrates on leveraging the unlabeled data affiliated to the same domain as labeled ones, ignoring the rich prior knowledge (e.g., shape priors) cross modalities. While domain adaptation can utilize cross-modality prior knowledge, it still has considerable space for improvement. These motivate us to explore the feasibility of integrating the merits of both semi-supervised learning and domain adaptation by concurrently leveraging all available data resources, including limited labeled target data, abundant unlabeled target data and well-established labeled source data, to enhance the segmentation performance on target domain.
In this paper, we propose a novel semi-supervised domain adaptation framework, namely Dual-Teacher, to simultaneously leverage abundant unlabeled data and widely-available cross-modality data to mitigate the need for tedious medical annotations. We implement it with the teacher-student framework [14] and adopt two teacher models in the network training, where one teacher guides the student model with intra-domain knowledge embedded in unlabeled target domain (e.g., CT), while another teacher instructs the student model with inter-domain knowledge beneath labeled source domain (e.g., MR). To be specific, our Dual-Teacher framework consists of three components: (1) intra-domain teacher, which employs the self-ensembling model of the student network to leverage unlabeled target data and transfers the acquired knowledge to student model by forcing prediction consistency; (2) inter-domain teacher, which adopts an image translation model, i.e., CycleGAN [24], to narrow the appearance gap cross modalities and transfers the prior knowledge in the source domain to student model via knowledge distillation; and (3) student model, which not only directly learns from limited labeled target data, but also grasps auxiliary intra-domain and inter-domain knowledge transferred from two teachers. Our whole framework is trained in an end-to-end manner to seamlessly integrate the knowledge of all data resources into the student model. We extensively evaluated our approach on MM-WHS 2017 dataset [25], and achieved superior performance compared to semi-supervised learning methods and domain adaptation methods.
2 Methodology

In our problem setting, we are given a set of source images and their annotations in source domain (e.g., labeled MR data) as \( D_s = \{(x^s_i, y^s_i)\}_{i=1}^{m_s} \). In addition, we are also given a limited number of annotated target domain samples (e.g., labeled CT data) as \( D_t = \{(x^t_i, y^t_i)\}_{i=1}^{m_t} \), and abundant unlabeled target domain data (e.g., unlabeled CT data) as \( D_u = \{(x^u_i)\}_{i=1}^{m_u} \). Normally, we assume \( m_t \) is far less than \( m_u \). Our goal is to exploit \( D_s \), \( D_t \) and \( D_u \) to enhance the performance in target domain (e.g., CT). Fig. 1 overviews our proposed Dual-Teacher framework, which consists of an inter-domain teacher model, an intra-domain teacher model, and a student model. The inter-domain teacher model and intra-domain teacher model explore the knowledge beneath \( D_s \) and \( D_u \), respectively, and simultaneously transfer the knowledge to the student model for comprehensive integration and thorough exploitation.

2.1 Inter-domain Teacher

Despite the consistent shape priors shared between source domain (e.g., MR) and target domain (e.g., CT), they are distinct in many aspects like appearance and image distribution [7, 17]. Considering that, we attempt to reduce the appearance discrepancy first by using an appearance alignment module. Various image translation models can be adopted. Here we use CycleGAN [24] to translate source samples \( x^s \) to synthetic target-style samples \( x^s \rightarrow t \) for synthetic target set \( D_s \rightarrow t \). After appearance alignment, we input synthetic samples \( x^s \rightarrow t \) into the inter-domain teacher, which is implemented as a segmentation network. With the supervision of corresponding labels \( y^s \), the inter-domain teacher is able to learn the prior knowledge in source domain by \( \mathcal{L}_{\text{seg tea}} \) following

\[
\mathcal{L}_{\text{seg tea}} = \mathcal{L}_{\text{ce}}(y^s, p^{s \rightarrow t}_{\text{tea}}) + \mathcal{L}_{\text{dice}}(y^s, p^{s \rightarrow t}_{\text{tea}}),
\]

where \( \mathcal{L}_{\text{ce}} \) and \( \mathcal{L}_{\text{dice}} \) denote cross-entropy loss and dice loss, respectively, and \( p^{s \rightarrow t}_{\text{tea}} \) represents the inter-domain teacher predictions taking \( x^s \rightarrow t \) as inputs. To transfer the acquired knowledge from inter-domain teacher to the student, we further feed the same synthetic samples \( x^s \rightarrow t \) into both inter-domain teacher model and student model. Since the inter-domain teacher has acquired reliable source domain knowledge from its annotations, we encourage the student model to produce similar outputs as inter-domain teacher model via knowledge distillation loss \( \mathcal{L}_{\text{kd tea}} \). Following previous works [1,6], we formulate \( \mathcal{L}_{\text{kd tea}} \) as

\[
\mathcal{L}_{\text{kd tea}} = \mathcal{L}_{\text{ce}}(p^{s \rightarrow t}_{\text{tea}}, p^{s \rightarrow t}_{\text{stu}}),
\]

where \( p^{s \rightarrow t}_{\text{tea}} \) and \( p^{s \rightarrow t}_{\text{stu}} \) represent the predictions of inter-domain teacher model and student model, respectively.

2.2 Intra-domain Teacher

As \( D_u \) has no expert-annotated labels to directly guide network learning, recent works [20] propose to temporally ensemble the models in different training steps
for reliable predictions. Inspired by them, we design the intra-domain teacher model following the same network architecture as student model and its weights \( \theta' \) are updated as the exponential moving average (EMA) of the student model weights \( \theta \) in different training steps. Specifically, at training step \( t \), the weights of intra-domain teacher model \( \theta'_t \) are updated as

\[
\theta'_t = \alpha \theta'_{t-1} + (1 - \alpha) \theta_t,
\]

where \( \alpha \) is the EMA decay rate to control updating rate. To transfer the knowledge from intra-domain teacher to the student, we add different noise \( \xi \) and \( \xi' \) to the same unlabeled sample and feed them into intra-domain teacher model and student model, respectively. Given small perturbation operations, e.g., Gaussian noise, the outputs between the student model and the corresponding EMA model (i.e., the intra-domain teacher model) should be the same. Therefore, we encourage them to generate consistent predictions via consistency loss \( L_{\text{con}} \) as

\[
L_{\text{con}} = L_{\text{mse}}(f(x^u; \theta, \xi), f(x^u; \theta', \xi')) ,
\]

where \( L_{\text{mse}} \) denotes the mean squared error loss. \( f(x^u; \theta, \xi) \) and \( f(x^u; \theta', \xi') \) represent the outputs of the student model (with weight \( \theta \) and noise \( \xi \)) and intra-domain teacher model (with weight \( \theta' \) and noise \( \xi' \)), respectively.

### 2.3 Student Model and Overall Training Strategies

For the student model, it explicitly learns from \( D_t \) with the supervision of its labels via the segmentation loss \( L_{\text{seg}}^{\text{stu}} \). Meanwhile, it also concurrently acquires the knowledge of \( D_s \) and \( D_u \) from two teacher models and comprehensively integrates them as a united cohort. In particular, the student model attains inter-domain knowledge by knowledge distillation loss \( L_{\text{tea}}^{\text{kd}} \) as Eq. (2), and intra-domain knowledge by prediction consistency loss \( L_{\text{tea}}^{\text{con}} \) as Eq. (4). Overall, the training objective for the student model is formulated as

\[
L_{\text{stu}} = L_{\text{seg}}^{\text{stu}} + \lambda_{\text{kd}} L_{\text{tea}}^{\text{kd}} + \lambda_{\text{con}} L_{\text{tea}}^{\text{con}},
\]

where \( \lambda_{\text{kd}} \) and \( \lambda_{\text{con}} \) are hyperparameters to balance the weight of \( L_{\text{tea}}^{\text{kd}} \) and \( L_{\text{tea}}^{\text{con}} \).

Our whole framework is updated in an end-to-end manner. We first optimize the inter-domain teacher model, then update the intra-domain teacher model with the EMA parameters of the student network, and optimize the student model in the last. In this way, no pre-training stage would be required and the student model updates its parameters synchronously along with teacher models in an online manner.

### 3 Experiments

**Dataset and pre-processing** We evaluated our method in Multi-modality Whole Heart Segmentation (MM-WHS) 2017 dataset [25], which provided 20
Table 1. Comparison with other methods. The dice of all heart substructures and the average of them are reported here.

| Method          | Dice of heart substructures | Avg Dice of heart substructures |
|-----------------|-----------------------------|---------------------------------|
|                 | MYO | LA | LV | RA | RV | AA | PA |
| Supervised-only (D_t) | 0.7273 | 0.7113 | 0.7346 | 0.8086 | 0.7099 | 0.6524 | 0.8707 | 0.6037 |
| UDA (D_s, D_u)     | 0.6635 | 0.5664 | 0.7655 | 0.7654 | 0.6230 | 0.6600 | 0.7138 | 0.5505 |
| Chen et al. [2]    | 0.7138 | 0.6573 | 0.8290 | 0.8306 | 0.7804 | 0.7082 | 0.7089 | 0.4827 |
| MML (D_s, D_t)     | 0.7313 | 0.7533 | 0.8081 | 0.7825 | 0.6412 | 0.5928 | 0.8466 | 0.6943 |
| Dou et al. [4]     | 0.6635 | 0.5664 | 0.7655 | 0.7654 | 0.6230 | 0.6600 | 0.7138 | 0.5505 |
| Finetune          | 0.7875 | 0.7816 | 0.8312 | 0.8469 | 0.7699 | 0.7008 | 0.8802 | 0.7019 |
| Joint training X-shape [21] | 0.7643 | 0.7317 | 0.8361 | 0.8432 | 0.7259 | 0.7453 | 0.8968 | 0.5709 |
| SSL (D_s, D_t)     | 0.8165 | 0.7764 | 0.8712 | 0.8748 | 0.7930 | 0.7051 | 0.9274 | 0.7677 |
| MT [20]           | 0.8604 | 0.8143 | 0.8784 | 0.9054 | 0.8449 | 0.8342 | 0.9412 | 0.8043 |

Implementation details In our framework, the student model and two teacher models were implemented with the same network backbone, U-Net [19]. We empirically set $\lambda_{kd}$ as 0.1 for inter-domain teacher. For intra-domain teacher, we closely followed the experiment configurations in previous work [23], where the EMA decay rate $\alpha$ was set to 0.99 and the hyperparameter $\lambda_{con}$ was dynamically changed over time with the function $\lambda_{con}(t) = 0.1 \times e^{-5(1-t/t_{max})^2}$, where $t$ and $t_{max}$ denote the current and the last training epoch respectively and $t_{max}$ is set to 50. To optimize the appearance alignment module, we followed the setting in [24] and used Adam optimizer with learning rate 0.0001 to optimize the student model and two teacher models until the network converge.

Comparison with other methods To demonstrate the effectiveness of our proposed semi-supervised domain adaptation method (SSDA) for leveraging unlabeled data and cross-modality data, we compare with both semi-supervised learning methods and domain adaptation methods. We first compare with the
model trained with only limited labeled CT data $D_t$ (referred as Supervised-only), and take mean-teacher (MT) method [20] in semi-supervised learning (SSL) for comparison. For domain adaptation methods, besides straightforward methods like finetune and joint training, we also compare with X-shape model [21] in multi-modality learning (MML). Meanwhile, we consider two unsupervised domain adaptation methods (UDA) for comparisons, i.e., Dou et al. [4] and Chen et al. [2], which achieve the state-of-the-art performance in cardiac segmentation.

As presented in Table 1, the supervised-only model achieves 72.73% in mean dice by taking only limited labeled target data $D_t$ in network training. When two types of data resources are available, UDA methods achieve comparable mean dice to the supervised-only model by utilizing $D_s$ and $D_u$. Compared with supervised-only method, MML-based Joint training and SSL-based MT [20] methods further improve the segmentation performance with 6.02% and 8.92% in mean dice, respectively, demonstrating the effectiveness of leveraging cross-modality data $D_s$ and unlabeled data $D_u$ for improving segmentation performance. By simultaneously exploiting all of data resources, our Dual-Teacher outperforms the unsupervised domain adaptation, multi-modality learning and semi-supervised learning methods by a large margin, i.e., 14.66%, 7.29% and 4.39% increase in mean dice respectively, validating the feasibility of our proposed semi-supervised domain adaptation approach.

We also present visual comparisons in Fig. 2. Due to page limit, we only present the predictions of the methods with best mean dice in MML (i.e., Joint-training) and UDA (i.e., Chen et al. [2]). It is observed that our method better identifies heart substructures with clean and accurate boundary, and produces less false positive predictions and more similar results to the ground truth compared with other methods.
Table 2. Analysis of our method. We report the mean dice of all cardiac substructures.

| Methods          | Mean Dice |
|------------------|-----------|
| No-Teacher       | Baseline  | 0.7330 |
|                  | GAN-baseline | 0.7510 |
| One-Teacher      | W/o inter-domain teacher | 0.8477 |
|                  | W/o intra-domain teacher | 0.7984 |
| Dual-Teacher (Ours) |          | 0.8604 |

**Analysis of our method** We further compare with other methods, which also utilize all three types of data in SSDA, and analyze the key components of our method in Table 2. For $D_s$, $D_t$, $D_u$ in SSDA, one straightforward method is to train $D_s$ and $D_t$ jointly, and deploy Pseudo-label method [12] to utilize $D_u$, which is considered as our Baseline. A more effective version of baseline (referred as GAN-baseline) is using appearance alignment module (e.g., CycleGAN [24]) on $D_s$ to minimize appearance difference, and then following the previous routine by joint training synthetic target data $D_{s,t}$ along with $D_t$ and applying Pseudo-label method [12] for $D_u$. For the Baseline and GAN-baseline, no teacher-student scheme is applied. Moreover, we conduct other experiments: (i) without inter-domain teacher, where we substitute it as a joint-training network attached with appearance alignment module to tackle $D_s$ and $D_t$, and (ii) without intra-domain teacher, where we replace it with Pseudo-label method [12] to handle $D_u$. The results are shown in Table 2. Without any knowledge transfer from teacher models, neither the knowledge in $D_s$ or that in $D_u$ would be well-exploited. Since GAN-baseline adopts special treatments to narrow appearance gap, it performs better than the baseline model, but it still has large room for improvement compared to our method. Without the intra-domain teacher, the pseudo label bias will gradually accumulated and deteriorate the segmentation performance with 6.20% lower than our Dual-Teacher framework in mean dice. Without the inter-domain teacher, the performance is 1.27% lower than our method in mean dice, indicating that the prior knowledge of $D_s$ are not effectively utilized. These comparison results show that each teacher model plays a crucial role in our framework and further improvements could be achieved when combining them together.

4 Conclusion

We present a novel annotation-efficient semi-supervised domain adaptation framework for multi-modality cardiac segmentation. Our method integrates the inter-domain teacher model to leverage cross-modality priors from source domain, and the intra-domain teacher model to exploit the knowledge embedded in unlabeled target data. Both teacher models transfer the learnt knowledge into the student model, thereby seamlessly combining the merits of semi-supervised learning and domain adaptation. We extensively evaluated our method in MM-WHS 2017
dataset. Our method can simultaneously utilize cross-modality data and unla-
beled data, and outperforms state-of-the-art semi-supervised and domain adap-
tation methods.
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