Continuous electroosmotic sorting of particles in grooved microchannels
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We propose a novel microfluidic fractionation concept suitable for neutrally buoyant micron-sized particles. This approach takes advantage of the ability of grooved channel walls oriented at an angle to the direction of an external electric field to generate a transverse electroosmotic flow. Using computer simulations, we first demonstrate that the velocity of this secondary transverse flow depends on the distance from the wall, so neutrally buoyant particles, depending on their size and initial location, will experience different lateral displacements. We then optimize the geometry and orientation of the surface texture of the channel walls to maximize the efficiency of particle fractionation. Our method is illustrated in a full scale computer experiment where we mimic the typical microchannel with a bottom grooved wall and a source of polydisperse particles that are carried along the channel by the forward electroosmotic flow. Our simulations show that the particle dispersion can be efficiently separated by size even in a channel that is only a few texture periods long. These results can guide the design of novel microfluidic devices for efficient sorting of microparticles.

1 Introduction

Microfluidics is a recently emerged distinct field that requires manipulation of fluids in very thin channels, and has the potential to influence areas ranging from chemical synthesis to techniques for biological analysis. These novel opportunities have generated new challenges related to the design of devices that are capable of manipulating colloidal objects at the microscale, and also have raised fundamental issues of how to pump fluids at the micron scale, at which pressure-driven flows are suppressed by viscosity. Electroosmotic (EO) flows, which are established when an electric field forces the diffuse ionic cloud adjacent to a charged surface in an electrolyte solution into motion, offer unique advantages in microfluidics, such as low hydrodynamic dispersion and effortless pumping, as well as integration with microelectronics. However, EO flows normally cannot be used for a continuous separation of particles of different sizes since the “plug” EO velocity profile does not allow exploiting and adapting the well known principles of particle fractionation developed for pressure-driven flows (such as field-flow fractionation, deterministic lateral displacement or inertial sorting). We should also recall that the electrophoretic mobility of charged particles, which arises due to the EO flow around them, reflects only their zeta-potential, being independent of the size and shape of the particles. In efforts to separate and manipulate particles in electrolyte solutions, more complicated techniques, such as non-linear electrokinetic methods (e.g. induced-charge electroosmosis and dielectrophoresis) and diffusioosmosis have been suggested and used by several groups for over a decade.

Complex velocity profiles, which potentially can be suitable for particle separation, can be generated using a special channel geometry. The use of patterned surfaces can also induce novel flow properties that the microfluidic channels do not have when their walls are flat. In particular, highly anisotropic periodic grooves in the Cassie state, in which the texture is filled with gas, or the Wenzel state, when liquid follows the topological variations of the surface, generally generate secondary flows transverse to the direction of the applied force.

These textured walls have been already studied in combination with an electroosmotic flow when the grooves were perpendicular to the direction of an external field, and it has been shown that such a system demonstrates a rich set of properties that are determined by its geometry, or the charge of the texture regions. In addition to that, one can expect that inclination of the grooves at some angle relative to the direction of an external field ought to create a secondary transverse flow suitable for particle fractionation like in the case of pressure-driven flows.
In this paper, we propose a novel concept of particle fractionation based on the electroosmotic flow in a channel with grooved walls. We use the emerging anisotropy of the flow to divert particles of different sizes towards different streamlines, thus achieving a lateral segregation of a uniformly mixed colloidal suspension. To study this system, we employ a hybrid lattice Boltzmann–molecular dynamics simulation method suitable for both charged and uncharged systems. To avoid the explicit simulations of charged electrolyte species, we propose a continuous fractionation of a particle suspension in a grooved microchannel instead. This strategy critically reduces the numerical cost to apply a set of appropriate boundary conditions at the channel walls instead. This concept is illustrated via a full-scale computer experiment involving a continuous fractionation of a particle suspension in a grooved microchannel.

2 General idea and model

We first present the physical ideas underlying the approach for microparticle separation that we suggest here. We consider an electroosmotic flow between two homogeneously charged walls of a microchannel separated by a distance \( H \). The upper surface is a conventional flat one, but the lower surface is decorated by periodic rectangular grooves of period \( L \), spacing \( w \), and depth \( e \). The grooves are aligned along the \( x \)-axis and \( z = 0 \) is defined at the bottom of the texture (see Fig. 1). The bottom grooves should generate a secondary transverse flow, which would allow sorting of translated particles.

The channel is filled with a 1:1 electrolyte solution of concentration \( c_0 \) and solvent permittivity \( \varepsilon \), so its inverse Debye screening length is \( l_B^{-1} = (8\pi l_B c_0)^{1/2} \) being the Bjerrum length, where \( e_0 \) and \( k_B T \) denote the elementary charge and thermal energy. An electric field is tangent to the walls and applied at an angle \( \alpha \) relative to the grooves. The result of this convection (\( Pe \ll 1 \)) is that the distribution of the electrostatic potential is independent of the fluid flow. We also assume weak external fields (\( E \leq 50 \text{ V mm}^{-1} \)) and weakly charged surfaces with a low \( \zeta \)-potential (of the order of \(-50 \text{ mV} \) or smaller) to provide a linear response of electroosmotic flow with respect to the applied electric fields. Finally, we assume that the diffuse layer near the charged walls is thin, \( \lambda_d/\min[L,H,e] \ll 1 \), which is typical for microchannels. The application of a horizontal electric field \( \mathbf{E} \) will generate an outer (outside of the EDL) flow with the velocity \( \mathbf{u}_\text{EO} \), which can be expressed by the Smoluchowski equation:

\[
\mathbf{u}_\text{EO} = -\frac{\zeta \varepsilon}{4\pi\mu} \mathbf{E}.
\]

Here, \( \zeta \) is the zeta-potential of the wall and \( \mu \) is the solvent viscosity. This expression can be used as a boundary condition when one is calculating the velocity field in the channel. Since grooves are inclined relative to \( \mathbf{E} \), the flow will be twisted. Neutrally buoyant microparticles entering such a channel near the bottom wall will be translated along the streamlines of the flow, and particles of different radii \( R \) will follow different streamlines: the smaller particles will dive deeper into the grooves and will be strongly deflected by the transverse flow, but the larger particles will stay higher and move closer to the direction of an external field. To analyze the lateral particle deflection, we now use coordinates which correspond to longitudinal \( \xi \) and transverse \( \eta \) alignments with the applied electric field (see Fig. 1b):

\[
\xi = \frac{x \cos \alpha - y \sin \alpha}{L}, \quad \eta = \frac{x \sin \alpha + y \cos \alpha}{L}.
\]

and then the lateral shift of the particle can be expressed as \( \Delta \eta = \eta_{\text{end}} - \eta_{\text{start}} \), where start and end subindexes correspond to the channel inlet and outlet, respectively. Finally, we would like to stress that our approach assumes that particles always stay close to the grooved wall and that their surface potential is much lower than \( \zeta \) to neglect their own electrophoretic motion.

3 Simulation method

All simulations have been performed using the open-source package ESPResSo suitable for coarse-grained simulations of complex soft matter systems.

To simulate the system, we use a hybrid lattice Boltzmann (LB)–molecular dynamics (MD) method. The hydrodynamic flow induced by an apparent electrokinetic slip at the walls is simulated via the D3Q19 LB implementation. The unit length is set by the lattice step \( a = 1.0 \) and the timestep is defined by the dynamic viscosity \( \mu = 3.0 \) and mass density \( \rho = 1.0 \) as \( \tau = a^2 \rho / \mu \). In simulations, we reproduce the actual geometry described in the previous section: in the \( z \)-direction, the channel is confined between a plane upper wall (at \( z = H = 30a \)) and a bottom wall (at \( z = 0 \)) modified with a periodical array of...
rectangular grooves of period $L = 48a$, ridge width $w = 6a$ and groove depth $z = 7a$. Note that the ridge was placed in the middle of the periodic cell, so that the cell was symmetrical in $y$-direction. In the $x$- and $y$-directions, the simulation domain is limited by periodical boundaries. On the walls, we impose a constant electro-osmotic velocity boundary condition. Namely, on the upper wall and horizontal sides of the bottom texture we apply $u = (u_x, u_y, 0)$, and on the side walls of the grooves we set $u = (u_x, 0, 0)$. We thus simulate a horizontal electric field with its normal component, with respect to the plane of the channel, being strictly zero.

In our simulations, we vary velocities $u_{xy}$ in the range from $0.05 \frac{H}{\rho \alpha}$ to $0.5 \frac{H}{\rho \alpha}$, which gives the channel Reynolds number $Re_{ch} = 0.5$–5. Note that for a real microfluidic system with typical channel height of the order of 200 $\mu$m and above and surface zeta-potential of the order of $\sim 50$ mV, the employed simulation parameters would correspond to a velocity of 1 mm $s^{-1}$ at an applied electric field of 50 V mm$^{-1}$. We also stress that convective transport of ions in such systems can indeed be safely neglected, as the upper boundary for $Pe$ does not exceed $uL/D \sim 10^{-3}$ for typical values of ionic diffusion coefficient in water $D \approx 10^{-9}$ cm$^2$ $s^{-1}$.

The colloidal particles in our simulation model consist of MD beads, uniformly filling the sphere of radius $R$ according to the “raspberry” approach introduced earlier$^{33,35}$ and further developed in subsequent publications.$^{36,41,42}$ In this method, the hydrodynamic coupling to the LB subsystem$^{40}$ is introduced as a sum of frictional and random forces $F = -\gamma(u_{MD} - u_{LB}) + F_{e}$ acting on each MD bead, where $\gamma$ is a tunable coupling parameter and $u_{MD}, u_{LB}$ are the bead and fluid velocities, respectively, with the latter being extrapolated from 8 closest grid points to the MD bead position. The random term is a zero-mean white noise whose amplitude satisfies the fluctuation–dissipation theorem through $\langle F_{e}(t)F_{e}(t') \rangle = 2\delta(t - t') 2\eta_{s} k_{B} T \gamma$. The key concept of this coupling mechanism is that both frictional and random forces are strictly pairwise for the MD beads and LB fluid, thus the total momentum is always preserved; and this coupling also works as a thermostat. We used a very small value of $k_{B} T$, which was equal to $10^{-5}$ (in simulation units). This implies that the smallest Peclet number of particles in our simulations was $uL/D_{p} \approx 10^{3}$, where $D_{p}$ is the diffusion coefficient of the smallest particles. Therefore, the diffusion of particles is fully suppressed.

To simulate properly the no-slip boundary condition at the surface of a spherical particle implemented through the filled raspberry model,$^{36}$ we have used the friction coefficient $\gamma = 20 \mu a$. Further, in the study, we use particles whose radii lie in the range $2a$–$5a$. Their hydrodynamic radii have been validated by Stokes drag measurements, as well as translational and rotational diffusion measurements.$^{36}$ We note that regardless of the particle radii, the characteristic size of flow non-uniformities, generated by the wall texture, is negligible compared to the channel height $H$, so we can safely neglect the lift forces that might push the particles away from the bottom wall and thus affect the fractionation.

The simulations of motion of single particles have been performed in a periodic system consisting of two grooves, with the size of the simulation box being $N_{x} = 32a, N_{y} = 576a, N_{z} = 30a$. The locations of the centers of mass $(x_{0}, y_{0}, z_{0})$ of injected particles have been controlled as follows. We have randomly varied the value of $x_{0}$ from 12a to 16a, and that of $y_{0}$ from 0 to 2a. However, $z_{0}$ has been fixed and always equal to $R$. In other words, particles have always been injected at the bottom of the groove. For each particle of a given radius, we have conducted at least ten simulation runs with different injection positions. The direction of the field was always at an angle $\alpha = \pi/4$.

In order to simulate the fractionation of polydisperse suspensions of particles, we have used a simulation box of the size: $N_{x} = 32a, N_{y} = 576a, N_{z} = 30a$. The simulation system includes two buffer areas at the beginning and at the end of the channel $(y = 0 - 48a$ and $y = 480a - 528a)$, where both top and bottom walls are flat. The middle section of the channel $(y = 48a - 480a)$ includes 9 periodic cells of bottom grooves. We have continuously injected particles at the same $x_{0}$ and $z_{0}$ as in the computer experiment with single particles, but now $y_{0}$ varies from 48a to 50a. The time interval between the subsequent injections of particles has been randomly varied with a mean periodicity $3 \times 10^{-3}$ $s^{-1}$. In order to prevent the interpenetration of two neighboring particles, and also to simulate the mechanical interaction between the MD beads and LB walls we have implemented the Weeks–Chandler–Andersen$^{43}$ potential in the following form:

$$U_{WCA}(r) = \begin{cases} 4\varepsilon \left( \left( \frac{r}{\sigma} \right)^{12} - \left( \frac{r}{\sigma} \right)^{6} + \frac{1}{4} \right), & r < 2^{1/6} \sigma, \\ 0, & r \geq 2^{1/6} \sigma. \end{cases}$$

Here, $\sigma = 0.5$ is the characteristic size of a single MD bead and $\varepsilon = 10^{5} k_{B} T$ sets up the energy scale for the simulation. The implementation we use has ensured that MD and LB timesteps (in MD units) are 0.004 and 0.05, respectively, and thus we have formed a closed unit set for the whole computer experiment.

4 Results and discussion

In this section, we present our simulation data. We have first simulated the electroosmotic flow without any immersed particles to study the flow itself, and then investigated the motion of a single particle in such a flow. Finally, we have conducted a large-scale simulation of a particle suspension, i.e. a mixture of differently-sized particles pumped continuously into the simulated microchannel.

4.1 Liquid flow

We begin with the calculation of a stationary velocity field, which is illustrated in Fig. 2, where typical $x_{2}$- and $y_{2}$-projections of the simulated streamlines have been plotted. Prior work on the electroosmotic flow near transverse grooves$^{29,44}$ had shown that depending on the parameters of the system two scenarios could have been observed: one with and one without vortices inside the grooves. The vortices may appear in two cases: either if the zeta-potential of the walls is inhomogeneous$^{29,33}$ or when the thickness of the diffuse layer is comparable to the width.
of the groove.\textsuperscript{44} In our channel, the walls were uniformly charged and we modelled $\lambda_0 \ll L - w$, so the vortices are not expected to form. Note that in some prior work, the pressure-driven flow (which is absent in our case) has been applied together with the electroosmotic one, and that such a combination could promote the formation of vortices.\textsuperscript{44} The flow that we observed in our system has proved the validity of our choice of parameters, since the vortices did not form and the streamlines of our flow simply followed the texture by diving deeply into the grooves (Fig. 2(a)).

Near a grooved texture, the liquid deflects from the direction of the electric field $E$ (Fig. 2(b)). To quantify this deflection, we introduce an angle $\beta$, which defines the ratio of the velocity components, averaged over a period, so that $\tan \beta = u_y/u_z$ for each streamline with a fixed starting point $z$ above the center of the ridge. In Fig. 3(a), we plot the measured values of $\tan \beta$ as a function of the vertical coordinate $z$. We conclude that it decays nearly linearly, and vanishes completely at the upper flat wall. This suggests that a transverse shear flow has been generated in the channel. One can easily show that the ratio of transverse and forward flow rates is given by $Q_{\eta}/Q_{\zeta} = \left(\frac{d \tan \beta}{2d^2}ight)_z$, and the value of $Q_{\eta}/Q_{\zeta}$ can be deduced from the simulation data. Our aim is to optimize the angle $\alpha$ between the directions of the grooves and the external electric field, so that $Q_{\eta}/Q_{\zeta}$ is maximal, providing the strongest transverse flow. The simulation results shown in Fig. 3(b) indicate that the optimal angle is $\alpha \approx \pi/4$, and this value of $\alpha$ has been used in all the subsequent simulations throughout the paper.

We should also note that the value of $Q_{\eta}/Q_{\zeta}$ at a given $\alpha$ can be predicted theoretically. A precise discussion of the liquid flow rate in our microchannel (of a variable thickness) requires a complicated analysis. Here, we use an approach that is based on an approximate solution. To do so, we consider a plug forward flow with superimposed uniform transverse shear in a microchannel of a constant thickness. Such a simplification immediately leads to

$$Q_{\eta}/Q_{\zeta} \approx A \frac{Q^i \cos \alpha \sin \alpha Q \cos \alpha \sin \alpha}{Q^i \cos^2 \alpha + Q \sin^2 \alpha} \frac{1 - Q^i/Q^1}{\tan \alpha + Q^i/Q^1 \tan \alpha},$$

where $Q^i/Q^1$ denote the ratio of flow rates at $z = \pi/2$ and $z = 0$, and the prefactor $A$ is included here to account for the influence of surface topology on the flow rate. We have fitted simulation data to eqn (4) taking $A$ as a fitting parameter. The calculations are made using $Q^i/Q^1 = 0.72$ obtained from simulations.

The theoretical curve is included in Fig. 3(b), and the value of $A = 1.04$ has been obtained from fitting. A general conclusion from Fig. 3(b) is that the theoretical predictions are in good agreement with the simulation results confirming the validity of our simplified model. We also would like to stress that our theory provides a maximal value of $Q_{\eta}/Q_{\zeta}$ at $\alpha = 0.28\pi$, which is in agreement with the simulation data.

### 4.2 Motion of single particles

We now turn to the simulation of single particles in the generated flow field. Immediately after the injection, different particles of the same size follow slightly different streamlines, which is due some difference in their lateral injection position. However, upon reaching the first ridge, all particles of the same size begin to follow the same streamline. This is the consequence of their finite size as illustrated in Fig. 4. Note that despite this focusing of different particles at the same streamline, we have observed some widening of the particle distribution at the end of the channel. Since the calculated displacement of the particles due to diffusion does not exceed $10^{-5}a$ per period, the widening is likely caused by the initial lateral dispersion of particles.

In Fig. 5(a), we plot the $yz$-projections of the trajectories of the particle centers, which are periodical in the $y$-direction. One can see that the distance between the trajectories and the texture increase with the particle radius. We remark that particle trajectories (solid curves) slightly deviate from the streamlines (dotted curves), which is likely due to the finite size effects and non-uniformity of the flow near a grooved wall. Similar deviations in the lateral displacement of particles to the lateral displacement of streamlines have been found (Fig. 5(b)). We see a decay of lateral displacement of particles.
and streamlines with $z$, but $\tan \beta$ for particles is smaller. However, these differences are quite small, so we conclude that the fractionation of particles should be controlled by $Q_x/Q_z$.

In our computer experiment, we have also detected the rotation of particles near the edges of the grooved wall (Fig. 6). Namely, it has been found that particles located close to the corners of the grooves, where streamlines of the flow warp strongly, experience a significant torque. As a result, clockwise rotation near the upper corners (convex streamlines) and counter-clockwise rotation close to the lower corners (concave streamlines) of our rectangular grooves have been observed (Fig. 6(a)). Note that the absolute value of the angular velocity does not exceed $0.04 \pi / \tau$ (Fig. 6(b)). This implies that the rotation angles are $\pi/2$ and smaller. We can also conclude that smaller particles rotate faster since they move closer to the walls, where the curvature of streamlines is larger. The detected rotation does not strongly influence the translation of spherical particles. However, one can speculate that such a rotational motion could become important for the fractionation of non-spherical objects.

### 4.3 Continuous sorting of the particles

Finally, we perform a full-scale computer experiment using a polydisperse suspension of particles. Fig. 7(a) shows the lateral random distribution of the particles in the inlet. The injected particles are translated forward by the flow. They focus at the first ridge, and then follow the distinct streamlines, defined by their size (see the Supplementary Video, ESI†). After 9 periods of grooves, their distribution becomes different as seen in Fig. 7(b). We conclude that the generated transverse flow has led to the fractionation of particles of different sizes. Note that
in our computer experiment, we see some overlap between distributions of different size fractions at the outlet, but in a real experimental device, which would normally include dozens of texture periods, these fractions should be separated completely.

Generally, the sensitivity of our system, i.e. the minimal size difference for particles to be separated, depends strongly on the length of the channel. Therefore, it is possible to separate particles of any, however small, size difference provided the channel is long enough. Note that surprisingly, the electric field amplitude does not affect the efficiency of separation. This is likely because it does not increase the shear rate of the secondary transverse flow. Therefore, by increasing the electric field we could only accelerate the separation, but not its selectivity.

5 Conclusions

We have suggested a novel concept of a continuous fractionation of particles in the electroosmotic flow. Our strategy is to generate a secondary transverse flow by using the grooved bottom wall of the microchannel. We have quantified this flow theoretically, and provided a detailed computer simulation study of the behavior of spherical particles near a grooved wall. Our computer experiment has also shown that different lateral displacements of particles of different sizes allow one to fractionate them efficiently. These results may guide the design of microfluidic devices for particle sorting.
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