Abstract

Rapid growth in the field of quantitative digital image analysis is paving the way for researchers to make precise measurements about objects in an image. To compute quantities from an image such as the density of compressed materials or the velocity of a shockwave, object boundaries must first be determined, where images containing regions that each have a spatial trend in intensity are of particular interest here. We present a supervised, statistical image segmentation method that incorporates spatial information to locate boundaries between regions with overlapping intensity histograms. The segmentation of a pixel is determined by comparing its intensity to distributions from nearby pixel intensities. Because of the statistical nature of the algorithm, we use maximum likelihood estimation to quantify uncertainty about each boundary. We demonstrate the success of this algorithm at locating boundaries and providing uncertainty bands on a radiograph of a multicomponent cylinder and on an optical image of a laser-induced shockwave.
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1. Introduction

Quantitative digital image analysis goes beyond qualitatively discriminating between materials or phenomena in a scene and instead allows for precise measurements to be made about objects. Boundary detection is a vital part of extracting information encoded in images, allowing for the computation of quantities of interest including density, velocity, pressure, etc. For example, Moriwaki et al. (2014) calculates the volume of fruit by identifying fruit boundaries from magnetic resonance images and Byng et al. (1996) monitors changes in breast tissue location and density to infer breast cancer risk.

We present a supervised image segmentation method that is designed to identify boundaries for images with spatially varying intensity, including those with high noise and low contrast. As the purpose of this method is boundary identification, we assume that the user will provide training data for a majority of the image. To assign each pixel, our algorithm considers only locally occurring classes to build a statistical segmentation model. The user defines local with two parameters that reduce the amount of training data considered for the identification of the pixel’s class. Our algorithm determines the most probable class for each pixel by comparing its intensity with intensity distributions for each class present in the local training data.

To enhance its utility for applications, we combine our method for boundary identification with a statistical analysis to determine uncertainty bands about identified boundaries to provide additional quantitative information describing the objects in the image. In this work, we measure the uncertainty in the segmented boundary using two different spatially resolved metrics. Because of the statistical nature of our algorithm, we employ maximum likelihood estimation to quantify uncertainty about each boundary and analysis of variance to identify the separability of classes at the boundaries. Both analyses provide pixel-by-pixel tests that produce uncertainty (p-value) maps for the segmentation. The boundary uncertainties determined in this way can then be propagated through calculations, giving error bars on quantities. We provide a novel method to objectively obtain statistically justified error bars on image quantities that are measured by segmentation boundary identification.

1.1 Background

Computational boundary detection methods typically fall into two main categories: edge detection and segmentation. Classical edge detection methods include the Sobel edge detector (Kittler, 1983) and gradient methods (Haralick, 1984) and are often most successful when distinguishing between regions that have high contrast (Mansoor et al., 2015). Image segmentation determines boundaries between regions by partitioning an image into separate classes or materials (Hastie et al., 2001; Pal and Pal, 1993). Advancements in computing technology have enabled the development of many sophisticated segmentation and edge detection methods, ranging in computational and mathematical complexity, including statistical discriminant analysis models (Hastie et al., 2001), support vector machines that downselect training data (Bishop, 2006), fuzzy logic edge detection (Melin et al., 2014), gradient-based image segmentation (Hell et al., 2015), and deep convolutional neural networks (Xie and Tu, 2015).

Many advanced methods are developed to solve specific application problems, yet the value of each method lies within the particular data sets used and the experience of the
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analyst to extract the best performance from each method Hand (2006). In fact, to compute quantities from images, communities within medicine and remote sensing manually determine object boundaries due to image qualities such as low contrast, heteroskedasticity, and objects whose intensities vary spatially (Bazille et al., 1994; Plaza et al., 2012; Zha et al., 2003). Manual analysis is time consuming, and makes it difficult to determine mathematically justified errors and uncertainties on manual segmentations.

In addition to identifying class and boundary locations, applications benefit from understanding associated uncertainties, with typical measures of error including k-fold cross-validation, confusion matrices, and Kappa statistics. These statistical measures provide an overall assessment of the analysis, but recent literature highlights the need for methods that spatially identify uncertainty in image segmentation (Woodcock, 2002; Zhao et al., 2011). For neural networks, Carpenter et al. (1999) produces a confidence map that indicates the number of voting networks that agree on each pixel’s predicted label and McIver and Friedl (2001) presents a method for estimating a pixel-scale confidence map when using boosting. Work by Khatami et al. (2017) takes an alternative approach to developing uncertainty maps by using the spectral domain rather than the spatial domain. Bogaert et al. (2016) presents an information-based criterion for computing a thematic uncertainty measure that describes the overall spatial variation of the segmentation accuracy.

The paper is organized as follows. Our locally-adaptive image segmentation algorithm is detailed in Section 2, with corresponding uncertainty quantification for boundary identification in Section 3. Numerical results for two real world images are presented in Section 4, and the conclusions follow in Section 5.

2. Locally adaptive discriminant analysis

Global image segmentation methods do not account for spatial variation in intensity within a class. The mean and variance of a class may vary spatially within an image. By restricting our knowledge to local information about a pixel, we will have a better sense of the pixel’s true class, without being misled by information on the other side of the image. For example, Figure 1(a) is a radiograph from the Nevada National Security Site of a radially symmetric cylinder turned on its side, with a graphic representation given in Figure 1(b). The cylinder is hollow in its center (top of image (a)) with varying bore widths, and the adjacent concentric layers are copper, aluminum, and teflon, followed by air outside the cylinder (bottommost region in image (a)). The varying thicknesses of the materials affect the intensity on the radiograph as it is a function of areal density, and an objective in the quantitative analysis of this image is to identify boundaries between materials in order to compute material density (Howard et al., 2016). The purple, blue, teal, and green rectangles in image (a) all represent the air class, and the intensity of the pixels contained in those colored rectangles are shown in the respectively colored histograms given in Figure 1(c). While each of those regions of pixels come from the same class, they are completely separated in feature space, indicating a spatial relationship between intensity and class. Furthermore, the yellow rectangle in image (a) corresponds to a region of copper, and its corresponding intensity values are plotted in image (c). The copper intensities completely
Figure 1: (a) A radiograph of half of a radially symmetric cylinder calibration object, with the center of the cylinder at the top of the image. The cylinder is comprised of concentric materials: copper, aluminum, and teflon, with varying bore widths in its center (air) that are shown at the top of the image, as well as an area beyond the cylinder (air) at the bottom of the image. The purple, blue and green rectangles indicate areas that all belong to the same class: air, and the yellow rectangle indicates an area belonging to the copper class. (b) A graphic representation of the cylinder. (c) Histograms of the regions outlined in (a); note there is a break in the $x$-axis.

Overlap with two of the air intensity histograms, suggesting that a global approach to image segmentation may lead to issues with non-separable data.

We present our method, locally adaptive discriminant analysis (LADA), which restricts the training data for each pixel of interest to the locally-occurring classes based on two user-selected parameters and builds a trainer based on the Gaussian assumption of discriminant analysis. LADA is, therefore, a local implementation of discriminant analysis to adequately separate classes with spatially-varying intensities and is appropriate for images with shadows, with heterogeneous illumination, or of areal density, including those with
ow contrast and/or high noise. In addition to the user-defined classes, LADA allows for a *bonus class* to be selected for a pixel when there are not enough, or no, local training data to represent a class. The algorithm is described here, with pseudocode in Algorithm 1.

Given an image $X$, a pixel $x_{ij}$, and the set of training data $T \subset X$, we are interested in determining the most likely class to which $x_{ij}$ belongs, for each $x_{ij} \in X$. The classes, $\omega_c$, are defined by the training data, with $c = 1, \ldots, C$, for a total of $C$ known classes occurring in $X$. Let $T_{\omega_c} \subset T$ be the set of all training pixels for class $\omega_c$.

Rather than considering the entire set $T$ to build a trainer for $x_{ij}$, we reduce the training data via two user-selected parameters: $d$ and $n$. Given the distance parameter $d$, we define the subimage $S_{ij} \subset X$ about pixel $x_{ij}$ to be

$$S_{ij} = \{ x_{kl} \mid \sqrt{(i-k)^2 + (j-l)^2} \leq d \},$$

such that $S_{ij}$ is the set of all pixels within radius $d$ to pixel $x_{ij}$. All known regions (training data) outside $S_{ij}$ are temporarily ignored and will have no effect on the segmentation of $x_{ij}$. Further reducing the trainer’s view of *local*, for each class $\omega_c$, we define the local training data, $T_{\omega_c,ij} \subset S_{ij}$, to be the set of, at most, $n$ nearest (Euclidean distance) training pixels to $x_{ij}$, where ties are broken via lexicographical ordering. Together, $d$ and $n$ serve as our definition of *local* for LADA.

A simplified visual example of the restriction of the local training data for parameters $d = 3$ and $n = 4$ is given in Figure 2. The two training data classes that make up $T$ are shown in pink (class 1) and blue (class 2) colored pixels, with the center pixel identified as $x_{ij}$. All pixels in subimage $S_{ij}$ (within radius $d = 3$) are shaded, with elements of $T_{\omega_1,ij}$ being the pink, shaded pixels with demarcation of $n_4$ and elements of $T_{\omega_2,ij}$ being the shaded, blue pixels with demarcation of $n_4$. Notice this selection of four nearest training points for the blue class is not unique but obeys the lexicographical ordering of left to right, top to bottom.

Each class $\omega_c$ with $|T_{\omega_c,ij}| \geq 3$ is considered a potential class for $x_{ij}$ such that we can compute statistics on the locally occurring training data. A set with $|T_{\omega_c,ij}| < 3$ is possible even with $n \geq 3$ if not enough training pixels of class $c$ occur within $S_{ij}$, and, in such a case, that class is not considered within the computations for *local*. We assume the local training data for class $\omega_c$ are drawn from a Gaussian distribution, with mean $\mu_{\omega_c,ij}$ and standard deviation $\sigma_{\omega_c,ij}$. By restricting to local training data, a Gaussian distribution assumption is often more reasonable than on a global scale where the full training data set often violates such an assumption in images with spatially-varying intensities. This will be demonstrated in Section 4.

The class $\omega_c$ to which $x_{ij}$ most likely belongs, given these distributional assumptions, is defined to be

$$G(x_{ij}) = \arg \{ p(x_{ij} | \mu_{\omega_c,ij}, \sigma_{\omega_c,ij}) > p(x_{ij} | \mu_{\omega_b,ij}, \sigma_{\omega_b,ij}) \ \forall \ \omega_b \neq \omega_c \},$$

where, without loss of generality,

$$x_{ij} \sim N(\mu_{\omega_c,ij}, \sigma_{\omega_c,ij}),$$

and $G(\cdot)$ is the function mapping a pixel into its segmented class.
Figure 2: An example of defining local training data with $d = 3$ and $n = 4$. There are two classes with training data represented by pink and blue pixels. The pixels within $S_{ij}$ are indicated with diagonal gray lines, and the nearest four training points for each class are marked with $n_4$.

It is possible that, via choice of $d$, there are too few training points within subimage $S_{ij}$ to reliably compute a standard deviation (i.e., $|T_{ω_{c},ij}| \leq 2, \forall c$). In such a case, we place $x_{ij}$ into the bonus class,

$$G(x_{ij}) = C + 1,$$

indicating there was not enough local information to identify to which of the $C$ classes it belongs. In general, if a significant portion of the image is being placed into the bonus class, the analyst might consider choosing more training data if more are known or choosing a larger distance parameter $d$.

Furthermore, it should be noted that as $d$ approaches the bounds of the diagonal distance of the image and $n$ is increased to the magnitude of the training data sets for each class, the effect of looking at local training data diminishes and the focus becomes global. In such a case, this algorithm simply becomes quadratic discriminant analysis (Hastie et al., 2001). The algorithm may be restricted further to perform similarly to linear discriminant analysis if $σ_{ω_{c},ij} = σ_{ij}$ for all considered classes $ω_c$.

For images with strong spatial variation even in local regions, the values of $d$ and $n$ should be chosen with smaller magnitudes if significant training data can be provided to avoid abundant bonus class assignment. There can be a tradeoff between a priori knowledge and the selection of parameters $d$ and $n$. Since LADA is an edge detection method, we assume the majority of the image is known, sans the boundaries.
Algorithm 1 Locally adaptive discriminant analysis

Given image $X$, define training data $T$ with $C$ classes, and local parameters $d$ and $n$.
For each pixel $x_{ij} \in X$:

1. Define $S_{ij}$ to be the subimage of $X$ centered at $x_{ij}$ with radius $d$ such that
   \[ S_{ij} = \{ x_{kl} \mid \sqrt{(i-k)^2 + (j-l)^2} \leq d \} . \]

2. For $c = 1$ to $C$:
   a. Define the local training data $T_{\omega_cij}$ to be the set of the $n$ nearest training points to $x_{ij}$ within $S_{ij}$ that belong to class $\omega_c$, with ties broken via lexicographical order.
   b. Compute the mean $\mu_{\omega_cij}$ and standard deviation $\sigma_{\omega_cij}$ of $\{ T_{\omega_cij} \}$.

3. Place $x_{ij}$ into class $\omega_c$ for which
   \[ G(x_{ij}) = \begin{cases} \arg \max_c p(x_{ij} \mid \mu_{\omega_cij}, \sigma_{\omega_cij}) & \text{if } |T_{\omega_cij}| \geq 3 \\ C + 1 & \text{otherwise} \end{cases} , \]
   where $x_{ij} \sim \mathcal{N}(\mu_{\omega_cij}, \sigma_{\omega_cij})$.

3. Uncertainty on boundary detection

We build two uncertainty maps corresponding to the segmentation that describe, first, our confidence in the selected segmentation based on local information, and second, our ability to discriminate between classes at boundaries. For the former, we apply maximum likelihood estimation, and, for the latter, we apply a standard analysis of variance (ANOVA) test.

3.1 Maximum likelihood estimation p-value

Given a LADA segmentation for a pixel, we wish to quantify the probability that the pixel belongs to that class. Consider the example in Figure 3(a): given the Gaussian distributions for two, hypothetical local classes and the intensity observation marked by the black star, the pixel would be segmented into class 1, given by the blue line, since it has greater probability density at that observation. However, because the observation is on the tail of the class 1 distribution, it is not well represented by that class either.

The estimation method by which LADA determines the segmented class, $c$, is considered a maximum likelihood estimator (MLE). In terms of segmentation, MLE is a technique for determining the class that maximizes the probability distribution for an observed pixel intensity (DeGroot and Schervish, 2002). For a grayscale image, we assume the local population mean $\mu_{\omega_cij}$ and variance $\sigma_{\omega_cij}$ are known for the class $\omega_c$ to which pixel $x_{ij}$ is segmented, obtained via the local training data. The class was selected using the optimization

\[ \hat{\omega}_c = \arg \max_{\omega_c} \max \{ f(x \mid \mu_{\omega_cij}, \sigma_{\omega_cij}) \} , \]
Figure 3: (a) While every pixel is segmented as belonging to a class, the assigned class is not always particularly likely. For the observation (black star), neither class 1 nor class 2 is very probable, though it is more likely to belong to class 1 (blue line) based on probability density. (b) For a given class distribution (magenta line) and observation (black star), the p-value is computed as the probability of observing that value or something more extreme.

where

\[ x \sim \mathcal{N}(\mu_{\omega,c}, \sigma_{\omega,c}). \]

From this, we compute the p-value, the probability of observing the pixel \( x_{ij} \) or something more extreme, given the segmented class \( \omega_c \) and its associated parameters:

\[
p = \begin{cases} 
  P \left( X \geq x_{ij} \mid \mu_{\omega,c}, \sigma_{\omega,c} \right) & \text{if } x_{ij} > \mu_{\omega,c} \\
  P \left( X \leq x_{ij} \mid \mu_{\omega,c}, \sigma_{\omega,c} \right) & \text{otherwise}
\end{cases}.
\]

Assuming pixel \( x_{ij} \) had equal probability of having observed either positive or negative noise, we multiply the p-value by two, for a two-sided p-value, which is demonstrated visually in Figure 3(b) for a distribution with mean \( \mu_{\omega,c} = 0.5 \) and \( \sigma_{\omega,c} = 0.38 \), and observation \( x_{ij} = 0.8 \). For an image segmented by LADA, we can produce a corresponding image of p-values from the statistical inference given here. This concept can be extended to multibanded images (non-grayscale) using a multivariate normal distribution on the colored pixel \( x_{ij} \).

3.2 Analysis of variance p-value

Analysis of variance (ANOVA) provides a hypothesis test as to whether local classes are equal in mean intensity or not by analyzing the variance of the local classes (Casella and Berger, 2002). We model the random variable pixel intensity as

\[ X_{ij} = \mu_{\omega,c} + \epsilon_{\omega,c}, \]

where \( X_{ij} \) may be of any length. Thus each pixel from a given class has a known mean, \( \mu_{\omega,c} \), and some noise, \( \epsilon_{\omega,c} \), which makes up the observed intensity. Assuming the \( \epsilon_{\omega,c} \) are iid Gaussian with zero mean, equal variances, and zero covariances, the null hypothesis
states that all the class means are equal and the alternative states that at least one mean is different. Rather, we are interested in knowing if any two means of local classes are evidenced to be equal, so we perform multiple ANOVA’s to compare only two classes at a time. In our case, the hypotheses of interest are

\[ H_0 : \mu_{\omega_{c_{ij}}} = \mu_{\omega_{b_{ij}}}, \]
\[ H_a : \mu_{\omega_{c_{ij}}} \neq \mu_{\omega_{b_{ij}}}, \]

for all classes \( \omega_c \) and \( \omega_b \) local to pixel \( x_{ij} \).

The resulting p-value of the ANOVA test quantifies evidence for or against the null hypothesis. A large ANOVA p-value indicates that we have evidence in favor of the null hypothesis which states that the two classes have the same mean and are undifferentiable with such a measure. We compute all ANOVA paired p-values and consider the largest value, which provides the most evidence that there are at least two classes with equal means, which can be visualized with an image corresponding to each pixel of the original image. Thus, the ANOVA image is used to indicate “problem areas” within an image that has data which are especially difficult to discriminate between classes, or may be improved upon by editing the training data. In the case of multibanded images, multivariate analysis of variance (MANOVA) is used.

4. Numerical results

In this section, we include results on grayscale images from two physics applications. In demonstrating the utility of LADA, we highlight issues seen in images typical to different fields of science that pose problems for conventional segmentation methods. The first image is a radiograph of a static, multi-layered cylindrical object. The second image is of a laser-induced converging shockwave, collected using optical imaging (Pezeril et al., 2011).

4.1 Static data: multi-material cylinder

A radiograph from the Cygnus X-ray machine at the U1a underground facility at the Nevada National Security Site is shown in Figure 4(a), and was presented in Section 2. It is half of a radially symmetric cylinder with the axis of rotation at the top of the image. The cylinder is hollow, with varying bore widths, and has concentric cylinders of copper, aluminum, and teflon. The final material (darkest horizontal layer in the image) is outside the cylinder, i.e. air. A prime objective in the quantitative analysis of this image is to identify boundaries between materials for subsequent calculations of material density.

Boundary identification for the concentric cylinders is made difficult by the intensity gradient across each class corresponding to a change in areal density. The training data are provided in Figure 4(c), superimposed on the radiograph, and comprise 88% of the image. A large amount of training data is provided to accommodate the locally-adaptive nature of LADA, which requires training data throughout the image. It is simple to provide a large quantity of training data since the only aspect of the image that is unknown is the boundaries. Classical segmentation methods have difficulty correctly segmenting the class representing air, which has a very wide, multimodal distribution as it appears at the top (light to medium gray) and bottom (black) regions of the image, as shown in the
Figure 4: A radiograph of a partial cylinder (a). Training data for the cylinder are super-imposed on the image in (b). The histogram of global training data (c) demonstrates the non-Gaussian distributions of the classes and the trimodal nature of the air class.
training data histograms in Figure 4(d). The histograms demonstrate overlap between class probability densities, which is the driving reason why classical threshold methods like quadratic discriminant analysis (QDA) do not work well on data such as these with spatial gradients in classes. In addition, the Gaussian assumption of QDA is not appropriate for the training data histograms.

The LADA segmentation is provided in Figure 5(a), based on the training data in Figure 4(c), with parameters \( d = 25 \) and \( n = 25 \). The segmentation captures the large-scale features of three materials, surrounded on either side by air, and has very few “noisy” segmented pixels, i.e. a pixel whose class is unlike its immediate neighbors. The implied boundaries between classes are likely smoother in actuality, with the roughness likely due to image quality or parameter selection. Reducing the view of local may help alleviate segmenting errors due to noise.

Figure 5(b) visualizes the MLE p-values that describe how probable the chosen class is, given the observed pixel intensity. The bright yellow regions indicate pixels that are not well represented by the local training data in the available classes. The thickness of the yellow lines is influenced by the quality of the image and how close to the boundaries the user provides training data. In this image, having a pixel near a boundary between classes (with the closest training data being many pixels away) can lead to that pixel not looking similar to either training subset. For example, consider a pixel near the boundary of air and teflon at (49,551) in the lower left-hand corner of Figure 5(a) and its corresponding local training data presented in Figure 5(d) [We note the local training data shown here pass the Shapiro-Wilk test for normalcy]. In this case, the closest training data are at least ten pixels away for either class, and the observed pixel is not well represented by either class due to the strong intensity gradient in this region. The yellow regions of the MLE p-value map indicate all of these such circumstances.

In providing training data, the user implies a level of uncertainty about the boundary location through the width of the void between classes. The regions of uncertainty about the material boundaries provided by LADA (p-value < 0.05 in Figure 5(b)) are thinner than the corresponding regions in Figure 4(c). For example, the horizontal region of uncertainty centered about the y-axis value of 365 has a width of roughly ten pixels, whereas the corresponding void in training data of Figure 4(c) has a width of roughly eighteen pixels. LADA has reduced the a priori user uncertainty by nearly half.

The ANOVA p-value map is given in Figure 5(c). The white regions correspond to areas in which only one local class is present within \( S_{ij} \) and are thus far away enough from the boundary such that no other class is considered local. The dark blue regions (low p-value) indicate that the local training data of the classes are well separable. Lighter regions, mostly absent in this example, indicate that the local training data for at least two of the classes are not well separable. Thus, our training data demonstrate that the classes at the boundaries are well separable with our definition of local parameters.

For comparison, the classical segmentation via QDA is provided in Figure 5(e). It is visibly clear that the global assumptions of QDA fail to provide physically correct boundaries between classes, and the method misidentifies large regions of the image, completely missing two of the hollow bores at the top center and right regions in the image. In addition, the QDA segmentation incorrectly suggests a higher pitched angle of the cylinders from
Figure 5: The LADA segmentation (a) and associated MLE p-value map (b) and ANOVA p-value map (c) provide insight into boundary location uncertainty and class discrimination, respectively. (d) Histogram of local training data for a boundary pixel. (e) QDA segmentation misrepresenting boundaries.
horizontal than LADA, as if the image has been rotated slightly, and an inclusion of air (purple) between each of the layers.

From the segmentation given in Figure 5(a), the boundaries between classes are obtained by taking the gradient of the segmentation and fitting lines to the horizontal boundaries and logistic curves to the vertical boundaries, which are reasonable assumptions as we know the geometry of the calibration object. The final, fitted boundaries are given by the black lines in Figure 6. To compute regions of uncertainty about the boundaries, we choose a significance level of $\alpha = 0.05$ on the p-value map from Figure 5(b). All pixels with a p-value $< \alpha$ that are nearby a detected boundary are highlighted in purple in Figure 6, indicating a region of uncertainty. Note that the regions of uncertainty are not required to be centered about each boundary.
4.2 Dynamic data: cylindrically converging shock waves

When shock waves travel through a material, the material is irreversibly changed. Temporal quantitative analysis of wave dynamics requires all measurements, (in this case, images) to be collected from a single shock experiment. As a result, the signal-to-noise ratio is limited and the images contain high noise content, especially for high spatiotemporal resolution (Kohse-Höinghaus and Jeffries 2002). When strong shock waves travel through a material, they can separate into multi-wave structures, beginning with a one-dimensional elastic wave where the material is reversibly compressed and followed by a series of plastic waves corresponding to the irreversible changes that occur upon fast dynamic compression. In an image, the multi-wave structure can appear as a relatively uniform material with bright, narrow attributes that separate the regions. In some cases, there are changes in pixel intensity or in texture between the different regions of the shock, but in most cases these classes are difficult to separate with current boundary detection techniques because the various physics classes (e.g. shock wave) have very little to distinguish them from the other classes (e.g. are overlapping in feature space).

Figure 7(a) is an image of a cylindrically converging shock wave traveling through a thin layer of water that is between thick glass substrates (Pezeril et al., 2011). The shock wave is generated from the interaction of a 200 micrometer diameter laser ring with an absorber to produce a shock wave that travels within the sample plane, perpendicular to the incident laser. A 180 femtosecond duration pulse from the same laser collects a
shadowgraph image in transmission, which gives an image that is a spatial map of the second derivative of the density for the material (Settles, 2001). In this experiment, six images were taken in a single experiment at 5 nanosecond intervals in order to visualize the convergence and subsequent divergence of the shock, which depicts the two-dimensional physics of the complex system. To obtain quantifiable data from these images, the shock must be precisely and accurately located with clear understanding of any error from that measurement. Identifying the location of the shock wave throughout a series of images will enable the researcher to compute quantities such as velocity.

Figure 7(b) displays the training data selected for the shock wave image, with the classes beginning at the center of the image and moving out: unshocked water, shock front, shocked water, laser ring, outside region. 85% of the image is represented in the training data, and Figure 7(c) displays a histogram of the global training data, of which all classes have significant overlap. Traditional methods fail to provide adequate identification of boundaries on this image, but the underlying cause of this failure is exactly the motivation for why a spatial segmentation technique that adapts to local intensity variations is appropriate for this image.

The LADA segmentation is given in Figure 8(a) for \( d = 25 \) and \( n = 20 \), with a smaller \( n \) than in the previous example to provide a more narrowed local view of the data. With large gaps in the training data and a small value of \( d \), some pixels lack local training data and are segmented into the bonus class, located near the outer boundary of the laser ring at the bottom of the image. A classical method such as QDA, for comparison, produces a nonsensical segmentation, based on the physics, and is not displayed here. MLE p-values are given in Figure 8(b) and indicate regions of uncertainty in the segmentation (bright yellow regions). Note that p-values are not computed for pixels placed in the bonus class. The ANOVA p-values are given in Figure 8(c) and indicate regions in which the local classes were difficult to discriminate between (large p-value). Notice the less disparate regions in the ANOVA p-values are radial shapes, not unlike the texture in the image.

With the segmentation in Figure 8(a), the boundaries between classes are obtained by taking the gradient. Given circular assumptions on the laser ring and shock fronts, we fit circles to each boundary. To compute bands of uncertainty on the class boundaries, we take a Neyman-Pearson approach and choose a significance level of \( \alpha = 0.05 \) on the p-value map in Figure 8(c). From the p-values < \( \alpha \), we determine the smallest and largest radius of uncertainty about each boundary and use that as a uniform uncertainty band about each boundary. Both the fitted circles and the corresponding uncertainty bands are shown in Figure 9, superimposed upon the original image. Note that there are no requirements that the uncertainty band be symmetric about its fitted circular boundary.

5. Conclusions

This work presents a locally-adaptive segmentation method for boundary identification, designed for images that contain spatial trends in intensity, low contrast, or heteroskedasticity. Building on the classical image segmentation technique of discriminant analysis, one of our novel contributions is an algorithm that determines the class for each pixel by comparing probability distributions constructed from local training data. In recognizing spatial dependence of pixels, we shift from the discriminant analysis paradigm of viewing training
Figure 8: (a) The LADA segmentation, with a few pixels identified as bonus class because no local training data were available. (b) The MLE p-value map indicates the regions about which the segmentation has higher uncertainty (low p-value). (c) The ANOVA p-value map indicates some regions in which it was difficult to discriminate between local classes (large p-value).

Understanding uncertainty in the segmentation and region boundaries is provided through two statistical tests, the application of which is our second novel contribution. Given a pixel’s segmentation and the statistics estimated from local training data, we use maximum likelihood estimation (MLE) to compute the probability of observing the pixel’s intensity or something more extreme. For small p-values, this suggests that either the segmentation data globally and focus on local training data that are restricted by two user-specified parameters. We assume the local training data are Gaussian, which we demonstrate is more reasonable than a global Gaussian assumption on a radiograph produced at the Nevada National Security Site.
may not be the true class, even if it was most probable of the locally available classes, or that the local training data are all too far from the pixel to be truly representative. We apply MLE, paired with physics geometric assumptions, to create uncertainty bands for the segmentation boundaries in the radiograph and in an image of a converging shock wave. Finally, an analysis of variance (ANOVA) describes the ability to discriminate between local classes based on the training data, with small p-values indicating well-separable classes. The ANOVA p-value map ultimately describes class contrasts and associated variances and may be used to guide adjusting the local parameters or training data to provide better separability between classes.
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