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ABSTRACT
In this work, we present the misspecified Gaussian Cramér-Rao lower bound for the parameters of a harmonic signal, or pitch, when signal measurements are collected from an almost, but not quite, harmonic model. For the asymptotic case of large sample sizes, we present a closed-form expression for the bound corresponding to the pseudo-true fundamental frequency. Using simulation studies, it is shown that the bound is sharp and is attained by maximum likelihood estimators derived under the misspecified harmonic assumption. It is shown that misspecified harmonic models achieve a lower mean squared error than correctly specified unstructured models for moderately inharmonic signals. Examining voices from a speech database, we conclude that human speech belongs to this class of signals, verifying that the use of a harmonic model for voiced speech is preferable.

Index Terms— Fundamental frequency estimation, inharmonicity, misspecified Cramér-Rao lower bound

I. INTRODUCTION
Signals displaying harmonic structures arise in a wide set of applications, ranging from speech processing [1] to machinery fault detection [2], or pitch [3], often being used as a characterizing feature for the signal [4]. The problem of finding statistically efficient, as well as computationally feasible [5], estimators of the fundamental frequency constitutes an active field of research, including recent efforts for addressing multi-pitch signals [6], [7]. The assumption underlying the derivation of such methods is that of perfect harmony, i.e., the frequencies of the sinusoids constituting each pitch group should be exact integer multiples of a corresponding fundamental [3]. However, for some signal sources, this harmonic relationship is only approximate, i.e., the sinusoidal frequencies may deviate slightly from the postulated harmonic structure. Such discrepancy, referred to as inharmonicity, is an inherent property of the sound produced by stringed musical instruments, being caused by the stiffness of the vibrating strings [8]. Also, the voiced part of human speech often displays some inharmonicity, albeit with no apparent structure [9]. Although methods for estimating the parameters of inharmonic signals have been proposed, either by exploiting parametric models [10], [11] or by using robust distance measures [12], little attention has been directed to analyzing the achievable estimation accuracy when applying estimators derived under the perfectly harmonic assumption. That is, how well, in terms of variance and mean squared error, may the parameters of an inharmonic signal be estimated by harmonic estimators? This work aims to address this question by considering this problem within the framework of misspecified estimation (see, e.g., [13] for an overview). This framework allows for finding the so-called pseudo-true parameters of an assumed model, which are the expected values of unbiased estimators derived under the assumed model, when applied to actual signal measurements. In particular, this allows for defining a pseudo-true value of the fundamental frequency of a harmonic signal, even though this does not exist in a strictly physical sense. Furthermore, a lower bound on the variance of misspecified estimators may be found by considering an extension of the Cramér-Rao lower bound (CRLB), referred to as the misspecified CRLB (MCRLB) [14]. Taken together, this allows for finding a lower bound on the mean squared error of pitch estimators when applied to inharmonic signals, yielding a means of quantifying the loss of performance caused by the presence of inharmonicity. Under the assumption of signal observations in additive Gaussian noise, we here determine the pseudo-true parameters of misspecified harmonic models when used for approximating inharmonic measurements. We also present the MCRLB for the corresponding parameters and show that the bound for the pseudo-true fundamental frequency can be found in closed form asymptotically. The theoretical findings are validated using numerical simulations, showing that the derived bounds are sharp, i.e., attained by the maximum likelihood estimator (MLE) derived under the harmonic assumption. The theoretical results support the heuristic that harmonic approximations of slightly inharmonic signals are not only computationally preferable, but also statistically superior to unstructured but exact models. Using the Keele Pitch Reference database [15], we evaluate the typical inharmonicity found in human speech, concluding that the deviations are generally sufficiently small so that it is preferable to exploit the harmonic structure, even if imperfect, when estimating the pitch.
II. SIGNAL MODEL AND MISSPECIFICATION

Consider the measured signal

\[ y_t = x_t + e_t = \sum_{k=1}^{K} \tilde{r}_k e^{i\tilde{\phi}_k + i\omega_k t} + e_t, \]

for \( t = 0, 1, \ldots, N - 1 \), for \( N \in \mathbb{N} \), where \( \tilde{r}_k > 0 \), \( \tilde{\phi}_k \in [0, 2\pi) \), \( \omega_k \in [0, 2\pi) \), and \( e_t \) is a circularly symmetric white Gaussian noise with variance \( \tilde{\sigma}^2 \). Further, assume that the sinusoidal frequencies \( \tilde{\omega}_k \) satisfy

\[ \tilde{\omega}_k = \omega_k + \Delta_k \]

for some \( \omega \in [0, 2\pi) \). The offsets \( \Delta_k \) are referred to as the inharmonicity parameters, as, for the case \( \Delta_k = 0 \), for \( k = 1, \ldots, K \), the signal is perfectly harmonic. This type of quasi-periodic structure is observed in many forms of signals, such as the voiced part of human speech [9] and in the sound produced by stringed musical instruments. For the latter case, a commonly utilized model to describe \( \tilde{\omega}_k \) is

\[ \tilde{\omega}_k = \omega_k \sqrt{1 + \beta k^2}, \]

where \( \beta \geq 0 \) is the string stiffness parameter [3]. Works on finding high accuracy estimates of \( \{ \tilde{\omega}_k \}_{k=1}^{K} \) by incorporating knowledge of the almost harmonic signal structure in [1] typically rely on parametric models for the sinusoidal frequencies, such as [3] [3]. In such settings, potential gains are achieved by using fewer non-linear parameters than the \( K \) needed for an unstructured sinusoidal model. In contrast, we herein seek to analyze and quantify the loss in estimation accuracy incurred by assuming a rigid harmonic model. That is, we seek to approximate the signal in (1) by

\[ y_t = \mu_t + w_t = \sum_{k=1}^{K} r e^{i \phi_k + ik\omega_t} + w_t, \]

where \( w_t \) is a circularly symmetric white Gaussian noise with variance \( \sigma^2 \), and where \( \omega \) is the fundamental frequency. As may be noted that, from an implementation point of view, this model is preferable as it has only one non-linear parameter, i.e., the fundamental frequency \( \omega \). However, this simplicity may be expected to come at a price. For example, if considered estimates of \( \{ \tilde{\omega}_k \}_{k=1}^{K} \), the sequence \( \{ k\omega \}_{k=1}^{K} \) may be biased for estimators \( \hat{\omega} \) that are unbiased under (4). Also, lower bounds on the variance of estimators \( \hat{\omega} \) may be expected to be different from bounds corresponding to the model (4) such as, e.g., the CRLB. In the following section, we aim to address these issues by considering the concept of the pseudo-true parameters of (4) and their misspecified CRLB (MCRLB).

III. PSEUDO-TRUE PARAMETERS AND PERFORMANCE BOUNDS

Although the model (1) does not have a fundamental frequency \( \omega \), one may still define such a concept through the use of pseudo-true parameters. Specifically, letting the parameters of the assumed harmonic model be

\[ \theta = [ \omega \ \phi_1 \ldots \phi_K \ r_1 \ldots \ r_K ]^T, \]

one may consider the following definition.

Definition 1 (Pseudo-true parameter [13]). Consider a signal sample \( y \) with probability density function \( f \). For a likelihood \( L \), parametrized by the parameter vector \( \theta \), the pseudo-true parameter, \( \theta_0 \), is defined as

\[ \theta_0 = \arg \min_{\theta} -E \log L(y; \theta). \]

Here, it may be noted that the pseudo-true parameter \( \theta_0 \) minimizes the Kullback-Leibler divergence between the distribution of the actual measurement, i.e., \( f \), and the distribution of the model, encoded in the parametric likelihood \( L \). Interestingly, it can be shown that the MLE corresponding to the misspecified model \( L \) converges to the pseudo-true parameter [13]. That is, as the number of samples from (1) tend to infinity, the maximum likelihood estimator (MLE) derived under (4) tends to the pseudo-true parameter, making this an applicable definition of fundamental frequency for practical purposes. For the case of estimating the parameters of (4) from measurements from (1), the following proposition holds.

Proposition 1 (Pseudo-true parameter). The pseudo-true parameter for the pitch model in (4) is given by

\[ \theta_0 = \arg \min_{\theta} \sum_{t=0}^{N-1} |x_t - \mu_t(\theta)|^2, \]

and the pseudo-true variance is given by

\[ \sigma^2 = \tilde{\sigma}^2 + \frac{1}{N} \sum_{t=0}^{N-1} |\xi_t(\theta_0)|^2 \]

where \( \xi_t(\theta) = \mu_t(\theta) - x_t \) is the expected difference in waveform.

Proof. As both the assumed and true distributions are Gaussian, the result follows directly.

Thus, the pseudo-true parameter vector \( \theta_0 \) minimizes the \( \ell_2 \)-distance between the assumed and actual signal waveforms. It may be further noted that \( \theta_0 \) is unique for finite \( N \). With this, we may conclude that the expected bias for estimates of the sinusoidal frequencies are \( \{ k\omega_0 - \tilde{\omega}_k \}_{k=1}^{K} \). However, in order to find the mean squared error (MSE) for such estimators, we also require the estimator variance. A lower bound on this variance is given by the MCRLB. Specifically, the following theorem from [14] holds.
Theorem 1. Let \( \hat{\theta} \) be an estimator of \( \theta_0 \) that is unbiased under \( f \). Then,
\[
\mathbb{E}_f \left( (\hat{\theta} - \theta_0)(\hat{\theta} - \theta_0)^T \right) \geq \hat{\sigma}^2 A(\theta_0)^{-1} F(\theta_0) A(\theta_0)^{-1}
\]
where
\[
F(\theta) = \frac{2\hat{\sigma}^2}{(\hat{\sigma}^2)^2} \sum_{t=0}^{N-1} \nabla_0 \mu_t^3(\theta) \nabla_0 \mu_t^3(\theta)^T + \nabla_0 \mu_t^2(\theta) \nabla_0 \mu_t^2(\theta)^T
\]
and
\[
A(\theta) = \frac{2}{\hat{\sigma}^2} \left[ F(\theta) - \tilde{F}(\theta) \right], \text{ with}
\]
\[
\tilde{F}(\theta) = \frac{2}{\hat{\sigma}^2} \sum_{t=0}^{N-1} \left( \xi_t^3(\theta) \nabla_0^2 \mu_t^3(\theta) + \xi_t^2(\theta) \nabla_0^2 \mu_t^2(\theta) \right).
\]
Here, \( \langle \cdot \rangle^R \) and \( \langle \cdot \rangle^I \) denote the real and imaginary parts, respectively. The proof may be found in \[14\].

The MCRLB is given by the diagonal of the right-hand side of (9) and thus provides a lower bound on the variance of any estimator of \( \theta_0 \) that is unbiased under \( f \). It may be noted that for the case of \( \Delta_k = 0, \) for \( k = 1, \ldots, K, \) i.e., when the signal in (1) is perfectly harmonic, \( \tilde{F}(\theta) = 0, \) \( A(\theta) = -F(\theta_0), \) and the MCRLB coincides with the CRLB of a harmonic signal. Further, as \( N \to \infty, \) one may express the MCRLB corresponding to the pseudo-true fundamental frequency in closed form, as detailed below.

Proposition 2 (Asymptotic MCRLB). Let the pseudo-true parameter be
\[
\theta_0 = \begin{bmatrix} \omega_0 & \phi_1 & \ldots & \phi_K & r_1 & \ldots & r_K \end{bmatrix}^T.
\]
Then, as \( N \to \infty, \) the asymptotic MCRLB for the pseudo-true fundamental frequency \( \omega_0 \) is given by
\[
\text{MCRLB}(\omega_0) = \hat{\sigma}^2 \frac{C + E}{(C - E + Z + D)^2}
\]
where \( C = \frac{N(N^2 - 1)}{6} \sum_{k=1}^{K} k^2 r_k^2, \) and
\[
Z = -2 \sum_{k=1}^{K} k^2 r_k^2 \frac{N(N - 1)(2N - 1)}{6} + 2 \sum_{k=1}^{K} \sum_{t=0}^{N-1} k^2 r_k \bar{r}_k t^2 \cos(\phi_k + \bar{\omega}_k t)
\]
\[
D = 2(N - 1) \left[ \frac{N(N - 1)}{2} \sum_{k=1}^{K} k^2 r_k^2 - \sum_{k=1}^{K} \sum_{t=0}^{N-1} k^2 r_k \bar{r}_k \cos(\phi_k + \bar{\omega}_k t) \right]
\]
\[
E = \frac{2}{N} \sum_{k=1}^{K} k^2 \bar{r}_k^2 \left( \sum_{t=0}^{N-1} t \sin(\phi_k + \bar{\omega}_k t) \right)^2
\]
\[
+ 2 \sum_{k=1}^{K} \sum_{t=0}^{N-1} k^2 \bar{r}_k \sum_{t=0}^{N-1} t \cos(\phi_k + \bar{\omega}_k t) - r_k \frac{N(N - 1)}{2} \right)^2
\]
where \( \bar{\phi}_k = \phi_k - \bar{\phi}_k \) and \( \bar{\omega}_k = k\omega_0 - \bar{\omega}_k, \) for \( k = 1, \ldots, K. \)

Proof. See appendix.

Remark 1. It may here be noted that \( \hat{\sigma}^2 / C \) corresponds to the asymptotic CRLB case for a pitch model in a correctly specified setting \[17\]. It may also be noted that \( Z = D = E = 0 \) when the pseudo-true and true parameters coincide.

With this, we may compute (asymptotic) lower bounds on the MSE for estimators of the sinusoidal frequencies \( \bar{\omega}_k, \) derived under the assumption of the harmonic model \[4\]. Specifically, these lower bounds are given by
\[
\mathbb{E}_f \left( (k\bar{\omega} - \bar{\omega}_k)^2 \right) \geq (k\omega_0 - \bar{\omega}_k)^2 + k^2 \text{MCRLB}(\omega_0)
\]
for \( k = 1, \ldots, K. \) In a practical estimation scenario, this is the expected performance obtained when applying harmonic estimators to almost harmonic signals \[1\].
IV. NUMERICAL RESULTS

In this section, we consider the MSE and variance obtained for the estimate of the lowest sinusoidal frequency when applying the MLE (3) of the parameters of (4) to measurements from (1), for varying degrees of inharmonicity, sample sizes, and signal-to-noise-ratio (SNR). Here, SNR is defined as $\text{SNR} = \frac{\sum_{k=1}^{K} \tilde{r}_k^2}{\sigma^2}$. For simplicity, we use the model in (5) for the frequencies. Thus, $\beta = 0$ corresponds to a perfectly harmonic model. We set $K = 10$, $\omega = \pi / 40$, and use the sinusoidal amplitudes $\tilde{r}_k = e^{-\frac{k}{\beta}}$, for $k = 1, \ldots, K$. The initial phases are chosen uniformly at random in $[0, 2\pi)$. For each considered setting, i.e., for a certain $\beta$, $N$, and SNR, we conduct 1000 Monte Carlo simulations, from which the estimator MSE and variance for the lowest order sinusoid are estimated. Also, for reference, the CRLB for the unstructured model in (1), as well as for the perfectly harmonic model, are provided. Figure 4 shows the bound as a function of the inharmonicity parameter $\beta$. As may be seen, the MCRLB is orders of magnitude smaller than the CRLB for the sinusoidal model, even for large values of $\beta$. Also, for small values of $\beta$, the MSE if lower than the CRLB for the unstructured model, indicating that the misspecified model is expected to perform better for small deviations from the harmonic model. Figures 2 and 3 considers varying sample size $N$ and SNR, respectively. As can be seen, the harmonic model here is expected to perform better in terms of MSE unless the number of samples or the SNR is large. The conclusion from this is quite intuitive; in adverse estimation scenarios, i.e., when the sample size is small or the noise level is high, one is expected to gain from exploiting the signal structure, even if it is only approximate. Conversely, for large number of samples and low noise levels, one is better off using the exact signal characteristics. As may be noted, the loss of performance for the misspecified model is caused by the systematic bias;
APPENDIX

Here, we provide a proof of Proposition 2.

Proof: By Lemma 1 below, \( \frac{1}{N} F(\theta_0) \) and \( \frac{1}{N} A(\theta_0) \) converge to arrowhead matrices. The structure for \( \frac{1}{N} A(\theta_0) \) is

\[
\frac{1}{N} A(\theta_0) = \frac{1}{N^2} \begin{bmatrix} \eta & z^T \text{diag}(d) \\
\end{bmatrix}
\]

(12)

where \( \eta = \eta_\mu + \eta_\xi \) and \( z = z_\mu + z_\xi \) with

\[
\eta_\mu = 2 \sum_{i=0}^{N-1} \left( \frac{\partial \mu_i}{\partial \omega} \right)^2 + \left( \frac{\partial \mu_i}{\partial \omega} \right)^2 \]

(13)

\[
\eta_\xi = 2 \sum_{i=0}^{N-1} \xi_i \frac{\partial^2 \mu_i}{\partial \omega^2} + \xi_i^2 \frac{\partial^2 \mu_i}{\partial \omega^2} \]

(14)

d = 2 \sum_{i=0}^{N-1} \nabla_\alpha \mu_i \nabla_\mu \mu_i^T \nabla_\alpha \mu_i^T \nabla_\mu \mu_i^3

(15)

\[
\xi_\mu = 2 \sum_{i=0}^{N-1} \nabla_\alpha \mu_i \frac{\partial \mu_i}{\partial \omega} + \nabla_\alpha \mu_i^3 \frac{\partial \mu_i}{\partial \omega} \]

(16)

\[
z_\xi = 2 \sum_{i=0}^{N-1} \xi_i \frac{\partial \mu_i}{\partial \omega} \nabla_\mu \mu_i^3 + \xi_i \frac{\partial \mu_i}{\partial \omega} \nabla_\mu \mu_i^3 \]

(17)

where \( \odot \) denotes the Hadamard product, and

\[
\alpha = [ \phi_1 \ldots \phi_K \ r_1 \ldots \ r_K ]^T
\]

with all derivatives being evaluated at \( \theta = \theta_0 \). The inverse of \( \frac{1}{N} A(\theta_0) \) can then be written, using the Sherman-Morrison-Woodbury formula \(18\), as

\[
\left( \frac{1}{N} A(\theta_0) \right)^{-1} = \sigma^2 \begin{bmatrix} 0 & 0 \\
0 & N \text{diag}(d)^{-1} \end{bmatrix} - \frac{N \sigma^2}{\rho} uu^T
\]

(18)

where \( u = u_\mu + u_\xi \), with

\[
\rho = \eta - z^T (z./d)
\]

(19)

\[
u_\mu = [ -1 \ (z_\mu./)^T ]^T
\]

(20)

\[
u_\xi = [ \ 0 \ (z_\xi./)^T ]^T
\]

(21)

where \( ./ \) denotes elementwise division, implying that \( A(\theta_0)^{-1} \) converges to

\[
A(\theta_0)^{-1} = -\sigma^2 \begin{bmatrix} 0 & 0 \\
0 & N \text{diag}(d)^{-1} \end{bmatrix} - \frac{\sigma^2}{\rho} uu^T.
\]

(22)

As may be noted, the MCRBLB corresponding to \( \omega \) is given by the first diagonal element of \( A(\theta)^{-1} F(\theta) A(\theta)^{-1} \). This element is given by the first element of the matrix

\[
(s^2)^2 \frac{1}{\rho} uu^T F(\theta) \frac{1}{\rho} uu^T = (s^2)^2 \left( \frac{1}{\rho^2} uu^T F(\theta) \right) uu^T
\]

(23)

which, as the first element of \( uu^T \) is 1, is \( (s^2)^2 \frac{1}{\rho^2} uu^T F(\theta) \). In the same sense, \( F(\theta_0) \) converges to

\[
F(\theta_0) = \frac{\sigma^2}{(s^2)^2} \begin{bmatrix} \nu_\mu & z_\mu^T \\
\end{bmatrix} \text{diag}(d)
\]

(24)

It is readily verified that \( u_\mu^T F u_\xi = 0 \), yielding

\[
\frac{(s^2)^2}{\rho^2} uu^T F(\theta_0) = (s^2)^2 \frac{1}{\rho^2} uu^T F(\theta_0) uu^T
\]

(25)

Thus, only elements of \( \hat{F}(\theta_0) \) related to partial derivatives with respect to \( \omega \) are non-zero, and we may conclude that only the first column and first row of \( \hat{F}(\theta_0) \) are non-zero, which holds for any \( N \in \mathbb{N} \). Considering the elements of \( \hat{F}(\theta_0) \), it may

Furthermore, noting that

\[
\rho = \eta - z^T (z_\mu./d) - z_\xi (z_\xi./d) - 2z_\mu (z_\xi./d) + \eta_\xi
\]

(26)

we may write

\[
\frac{(s^2)^2}{\rho^2} uu^T F(\theta_0) = \frac{\sigma^2}{(C - E + Z + D)^2} uu^T
\]

(27)

Assuming that the pseudo-true fundamental frequency is not too close to zero, the correlation between signal components corresponding to different harmonic orders tends to zero as \( N \to \infty \). The asymptotic expressions for \( C, E, D, \) and \( Z \) stated in the proposition follow directly. \( \square \)

Lemma 1. As \( N \to \infty \), \( \frac{1}{N} F(\theta_0) \) and \( \frac{1}{N} A(\theta_0) \) converge to arrowhead matrices.

Proof. Firstly, it may be noted that as \( \theta_0 \) solves the least squares criterion in (7), it directly follows from the optimality criterion that

\[
\sum_{i=0}^{N-1} \xi_i \nabla_\theta \mu_i^T + \sum_{i=0}^{N-1} \xi_i^2 \nabla_\theta \mu_i = 0.
\]

(33)

Then, as any second derivative of \( \mu_i^T \) and \( \mu_i^3 \) not involving differentiation with respect to \( \omega \) is equal to a constant real scaling, i.e., not depending on \( t \), of a corresponding element of \( \nabla_\theta \mu_i^T \) and \( \nabla_\theta \mu_i^3 \), respectively, it follows that

\[
\sum_{i=0}^{N-1} \xi_i \nabla_\theta \mu_i^T + \sum_{i=0}^{N-1} \xi_i^2 \nabla_\theta \mu_i = 0.
\]

(34)
be noted that for elements not containing partial derivatives with respect to $\omega$,

\[
\sum_{t=0}^{N-1} \frac{\partial \mu^m_t}{\partial r_k} \frac{\partial \mu^n_t}{\partial r_k} + \frac{\partial \mu^m_t}{\partial \phi_k} \frac{\partial \mu^n_t}{\partial \phi_k} = \sum_{t=0}^{N-1} \cos(\phi_t - \phi_k + (\ell - k)\omega t)
\]

\[
\sum_{t=0}^{N-1} \frac{\partial \mu^m_t}{\partial r_k} \frac{\partial \mu^n_t}{\partial r_k} = r_t r_k \sum_{t=0}^{N-1} \cos(\phi_t - \phi_k + (\ell - k)\omega t)
\]

\[
\sum_{t=0}^{N-1} \frac{\partial \mu^m_t}{\partial \phi_k} \frac{\partial \mu^n_t}{\partial \phi_k} = \sum_{t=0}^{N-1} r_t \sin(\phi_t - \phi_k + (\ell - k)\omega t).
\]

From this, one may conclude that any such off-diagonal element converges to zero when normalized by $\frac{1}{N}$, whereas the diagonals are constants identical to either $1$ or $r^2_t$, when scaled in the same way. That is, for large $N$, these off-diagonal elements are negligible compared to the diagonal. Using the same line of reasoning, it can be shown that the off-diagonal elements related to partial derivatives of $\omega$ grow linearly when scaled by $\frac{1}{N}$, whereas the first element on the diagonal grows quadratically. Thus, $\frac{1}{N}A(\theta_0)$, and thereby $\frac{1}{N} A(\theta_0)$, converges to an arrowhead matrix as $N \to \infty$.
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