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The existing motion recognition system has a low athlete tracking recognition accuracy due to the poor processing effect of recognition algorithm for edge detection. A machine vision-based gymnast pose-tracking recognition system is designed for the above problem. The software part mainly optimizes the tracking recognition algorithm and uses the spatiotemporal graph convolution algorithm to construct the sequence graph structure of human joints, completes the strategy of label subset division, and completes the pose tracking according to the change of information dimension. The results of the system performance test show that the designed machine vision-based gymnast posture tracking recognition system can enhance the accuracy of tracking recognition and reduce the convergence time compared with the original system.

1. Introduction

In sport competitions, the body data of athletes are very important, especially gymnasts. Because the structure of human limbs is special, so there is no regularity in the process of movement, and the athletes’ movement changes fast [1–3], which cannot be accurately identified by human eyes alone, resulting in the lack of posture identification of fitness gymnasts in the process of competition [4]. With the development of technology, some posture tracking recognition systems gradually applied in the fitness gymnastics competition and showed a certain effect. The existing system is relatively fast and effective in the process of athlete limb monitoring, but due to the existence of various factors in the process of athletes in the competition, fitness gymnastics in the process of the competition in general, there are many scores, and when the athlete’s posture is detected, the regions with large pixel values in the image will respond, resulting in detection errors in the process of tracking the athlete. The athlete tracking recognition accuracy is low [5]. To address the above problems, a machine vision-based gymnast pose-tracking recognition system is designed.

In this paper, the inertial sensor technology is applied to the pose recognition in basketball and in order to improve the accuracy of the pose solution and reduce the noise interference in the ready detection process, this paper applies the extended Kalman filter algorithm to the pose solution and realizes the data fusion of multiple sensors; in order to solve the problems of complex and space limitation of optical motion capture data processing in sports training, this paper builds a virtual human model in the upper body to realize the human body [6]. In order to solve the problems of complex optical motion capture data processing and space limitation in sports training, this paper builds a virtual human model in the upper body to realize the reproduction of human motion posture and initially completes the display of human lower limb movement and upper limb movement; based on the above research, the recognition method of basketball motion posture is proposed.

In this paper, we analyzed the behavioral performance of leg and arm movements and the corresponding signal waveform features in nine basketball movements: walking, running, jumping, standing dribbling, walking dribbling, running dribbling, shooting, passing, and catching, proposed a two-stage data division method for basketball,
extracted unit movement data for analysis, realized feature extraction, and selected the most suitable classifier for basketball gesture recognition. The constructed feature vectors are trained with four different classifiers to construct different classifiers to realize the action classification. The experiments show that the experimental method designed in this paper for nine kinds of postures in basketball can obtain the basketball action information of the detected person in real time, realize the accurate extraction of individual action data, and complete the recognition of basketball postures, and its average accuracy rate can reach 98.85%, which has certain practical value in basketball posture recognition.

2. Theoretical Foundation

2.1. Overview of Posture Recognition. As a branch of pattern recognition, human pose recognition has received extensive attention and development in recent years [7]. With the increasing maturity of microelectronics technology, human pose recognition based on inertial sensors has gradually become a research hotspot, and on the basis of pattern recognition, many researchers have applied image-based recognition technology to the field of human pose recognition based on wearable devices [8]. Figure 1 shows the process of human pose recognition based on inertial sensors, which is mainly divided into five stages: data acquisition, data preprocessing, data segmentation, feature extraction, and classifier training. In the data acquisition stage, the physical or physiological signals of human body, such as acceleration, angular velocity, heart rate, and body temperature, are collected by the sensor device; in the data preprocessing stage, the data are processed such as dedrying and normalization to meet the system requirements; in the data segmentation stage, the data are extracted in the time domain and frequency domain for individual analysis [9]. The feature extraction stage mainly completes the analysis of the unit action and calculates and extracts the relevant attribute features as the sample data; finally, in the classifier stage, the collected samples are constructed into classification models according to different classification principles, and then the classification of unknown samples is realized [10].

2.2. Signal Acquisition Solutions. In order to realize the recognition of human posture, it is necessary to grasp the information of arm and leg motion posture during human movement, and Aminian pointed out that most of the planes of arm and leg oscillation are vector surfaces parallel to the center of the human body, and their angular velocity and acceleration can best reflect the oscillation of the subject, and the angular velocity data of the leg during linear walking can be observed through the data waveform to have the most regular change [11]. The angular velocity of the legs during linear walking is the most regular. Moreover, the human body movement process involves many body parts, so the more the sensor nodes placed in the body, the richer the acquired posture information; this paper takes the legs and arms as the key parts of the human movement process, by observing the movement of the limbs and then inferring the human posture, so the placement of sensors is shown in Figure 2. In this paper, four sensor nodes, attached to the human arms and legs, are used to detect the upper limb movement and lower limb movement conditions in human motion, and through wireless communication protocol, the collected data information is sent to the base station [12]. The base station completes the data acquisition and uploads it to the host computer through the serial port for further analysis of the data.

2.3. Basketball Stance Definition. The human body movements included in basketball are complex, and Figure 3 shows the analysis of the composition of basketball postures. According to the state of the limb, the basketball posture is divided into the static state and the motor state [13]. The static state refers to the state in which the limb posture is unchanged, while the motion state refers to the state in which the limb performs the basketball action, for example, when catching the ball, the athlete’s leg posture remains unchanged, and the leg is in a static state, while the arm performing the catching action is in a motion state. If the upper limb shooting, catching, passing, and dribbling and the lower limb jumping, walking, and running are defined as unitary movements, the movements can be divided into transient and continuous movements according to whether they are periodic or not in the movement state [14, 15]. Transient action is not periodic, it contains only one unit action, such as shooting and catching the ball. Continuous action is periodic; it contains several consecutive unit actions, such as dribbling and walking, for a period of time. Therefore, in basketball gesture recognition, the division of upper and lower limb unit actions is crucial for recognition, for which a division method based on unit action extraction is proposed in this paper.

Figure 4 demonstrates the comparison of angular velocity and angle during walking dribbling, in which the horizontal coordinates represent time, the vertical coordinates of subplots (1) and (3) represent the angular velocity and the small arm and the small leg, respectively, and the vertical coordinates of subplots (2) and (4) represent the angle of the small arm and the small leg, respectively. From subplots (1) and (3), we can see that there are more noise signals in the angular velocity signal and the curves are not smooth enough; while the angular signal curves in subplots (2) and (4) are smoother, so the unit action division based on angle can reduce the complexity of implementation.

2.4. Athlete Pose-Tracking Recognition System Based on Machine Vision. The main task of the system is to implement the posture tracking and recognition of athletes in a sports competition arena environment [15]. In the overall structure of the system, the motion state of the gymnast needs to be collected first and processed and judged on the PC using machine vision algorithms. Through the wireless serial port to send control commands to the camera to complete the camera in the dynamic scene of the target tracking, since the body movements of the gymnasts are
relatively random and the speed and direction of movement during the competition are unknown, the athletes need to be analyzed using machine vision algorithms [16]. For the analysis of the above system functions, it is able to design the overall structure of the system, as shown in Figure 5.

In Figure 5, the gymnast identification and tracking system are mainly composed of two parts: hardware for image information data acquisition and software for machine vision identification and tracking [17, 18].
2.5. Optimized Tracking Recognition Algorithm. In the process of gymnast’s pose-tracking recognition, many original systems are based on HOG and SIFT [19, 20] for feature extraction and implicit modeling of athlete’s pose, but this algorithm is less effective for edge extraction, which affects the accuracy and efficiency of tracking recognition to some extent [21, 22]. With the development of machine vision, it is proposed to use recurrent neural networks to train the video frames of the athlete’s body movements and the surrounding environment [23]. In the process of optimizing the tracking recognition algorithm in this paper, the reference is the spatiotemporal CNN, after collecting and calibrating the dataset of the relevant parameters of the athlete’s game and performing migration learning [24]. Algorithm recognition flow of this paper is shown in Figure 6.

The gesture sequences of the athlete’s body captured by the hardware are divided by the spatiotemporal graph convolution method shown above, and the joint points and link relationships are divided according to label subsets. For the matching algorithm of joints, the data structure can be used as the basis for modeling the athlete’s joint points and limbs, extending their temporal dimension and modeling the action consisting of multiple poses using the spatiotemporal data structure [25, 26]. For a given spatiotemporal graph convolution, the mapping of labels can be implemented according to uniform division, distance division, and division in space. In order to realize the pose recognition classification of athletes, the corresponding feature information obtained from the output of the stacking module needs to be mapped, and finally, the posttracking is completed based on the change of the information dimension. This completes the design of machine vision-based gymnast pose-tracking recognition system.

3. System Testing

3.1. Building System Test Environment. In order to verify that the designed system has certain effectiveness, a part of the video of the gymnastic athletes’ competition scene was collected in the system testing session, and it was used as the experimental data for system testing. The system test equipment and related parameters are shown in Table 1.

In the above parametric environment, the 3D point data in the video are extracted using the Google tracking-related API of Kinect SDK [27, 28], the video mainly includes the gymnast’s competition video and Weizmann human behavior database; the ratio of training data and test data is about 1:1, where the relevant gymnastic postures are mainly walking, jumping, prone, squatting, standing, and raising hands. The calibrated joint point diagram is shown in Figure 7.

In order to better identify the athlete’s pose, the pose image needs to be joint calibrated, and the obtained pose joints can convert the pose image sequence into a set of joint point feature vectors and combine the file transfer stream technology to write the obtained 3D key point data into a file.
and can be opened directly in the software for data processing.

### 3.2. Designing the System Testing Process

The testing process of the system is mainly composed of two parts: edge detection and image integration detection of human limbs [29]. At the beginning of the test, in a given video of a gymnast performance, each frame is used to get the limb or suspected limb area in the image by edge detection, as shown in Figure 8.

Based on the above image, the right arm tracking and recognition are performed using the designed system and the conventional system for the above image, respectively, and the experimental results of the two systems are compared and analyzed.

### 3.3. Clustering Experiment Results and Analysis

Under the abovementioned experimental conditions, the tracking recognition results of both systems for the right arm of the athlete were obtained, as shown in Figure 9.

Figure 9 shows the tracking recognition results obtained by the original system and the tracking recognition results obtained by this system. After testing a series of videos in the database for different items, tracking recognition accuracy comparison results obtained by the two systems are shown in Table 2.

Since the clustering algorithm in the original system needs to determine the number of clusters that need to be clustered in advance in order to achieve clustering, the designed system, in order to improve the tracking recognition performance in the actual application process, is tested on the same test data on the assumption that the original system has obtained the clustering a priori, and the tracking recognition results of the two systems are compared; as can be seen from Table 2, the clustering accuracy of the original system is much lower than that of the system in this paper, and the clustering results in the original system are very different, compared to the system in this paper. The accuracy rate is higher with the same dataset [30].

### 3.4. Analysis and Discussion of Experimental Results

Taking basketball as a benchmark, the completion of basketball movements is mainly done through the overall movement of the player’s upper and lower limbs in a coordinated manner, so when identifying basketball movements, the upper and lower limb movements need to be discussed separately [16, 27, 31]. In the process of data acquisition, the collected data of upper limb movements and lower limb movements are discussed and recognized separately according to the different positions of sensor nodes placed on the body. The results were analyzed in terms of accuracy and recall, as shown in Table 3. The whole experiment was implemented on the Weka platform, and the ten-fold cross-validation method was used.

From Table 4, it can be seen that for the action classification of different limbs, the BP artificial neural network achieves better recognition results, with the average accuracy of 93.2% and the average recall of 93.2% for upper limb actions and 99.2% and the average recall of 99.2% for lower limb actions. As shown in Table 4, the average recognition rate of upper limb movement of dribbling in place, walking

| Testing environment          | Project                                                                 | Parameter                                      |
|-----------------------------|-------------------------------------------------------------------------|------------------------------------------------|
| Test PC                     | Operating system                                                       | Windows 8                                     |
|                             | Processor                                                               | Intel(R) Core(TM) 15-4200                      |
|                             | Memory                                                                  | 4G                                             |
|                             | Dominant frequency                                                      | 2.6 GHz                                       |
|                             | Sensor                                                                  | Microsoft Kinect for Windows                   |
|                             | Program development environment                                         | Windows 8                                     |
|                             | Development language                                                    | Visual Studio 2010                            |
|                             | Development framework                                                   | C language                                    |
|                             | Development package                                                     | WPF                                           |
|                             |                                                                         | Kinect SDK vl. 7                               |

![Figure 7: Posture joint calibration diagram. (a) Original. (b) Histogram. (c) Thresholded.](image-url)
Figure 8: Video raw image.

Figure 9: Comparison of tracking recognition results of the two systems.
dribbling, and running dribbling as a movement state can reach up to 99%, and the average recall rate can reach up to 99%.

As shown in Figure 10, the horizontal coordinates indicate the action types and the vertical coordinates indicate the accuracy rate, and the recognition accuracy of each basketball action exceeded 95%, and the average accuracy rate reached 98.85%.

4. Conclusions

Tracking recognition of human movement posture is a hot research problem at present. Due to the special physiological structure of the human body, it causes the movement posture to be more difficult in the calculation process of recognition tracking. Due to the influence of external factors such as some relatively intense lighting during the aerobics competition, the accuracy of the original system in the process of recognition tracking is low. Therefore, with the support of machine vision technology, a new posture tracking recognition system for calisthenics athletes is designed. The system camera is designed and calibrated to ensure that the acquired image data do not have errors, and the software is optimized for the recognition and tracking algorithm.
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