Bernstein type inequalities for rational functions on analytic curves and arcs
Sergei Kalmykov and Béla Nagy

Abstract
Borwein and Erdélyi proved a Bernstein type inequality for rational functions on the unit circle and on the real line. Here we establish asymptotically sharp extensions of their inequalities for rational functions on analytic Jordan arcs and curves. In the proofs key roles are played by Borwein-Erdélyi inequality on the unit circle, Gonchar-Grigorjan type estimate of the norm of holomorphic part of meromorphic functions and Totik’s construction of fast decreasing polynomials.

Keywords: rational functions, Bernstein-type inequalities, Borwein-Erdélyi inequality, conformal mappings, Green function
Classification (MSC 2010): 41A17, 30C20, 30E10

1 Introduction
Inequalities for polynomials and rational functions have rich history and numerous applications in different branches of mathematics, in particular in approximation theory (see, for example, [BE95], [MMR94] and references therein). One of the best known inequalities is Bernstein inequality for the derivative of polynomial on the interval $[-1, 1]$. This inequality was generalized and improved in several directions, for instance, instead of one interval it was considered on compact subsets of the real line (see [Tot01], [Bar92]) and on circles ([NT13], [NT14]), on lemniscates [Nag05], on systems of Jordan curves [NT03], and more recently, on analytic Jordan arcs [KN15b]. For rational functions, Bernstein type inequalities were shown for a circle [BE96], on compact subsets of the real line and circle (see [BE96], [Luk04], [DK07]). For improvements of some of such inequalities, see [Dub12] and references therein.

The aim of this paper is to extend the mentioned above Borwein-Erdélyi inequality for rational functions from a circle to an arbitrary analytic Jordan curve when poles are from a given compact set away from the curve. The obtained inequality is asymptotically sharp. As a consequence we get a similar estimate on an analytic arc as well. All the results are formulated in terms of normal derivatives of Green functions of corresponding domains. For the necessary background on potential theory, we refer to [Ran95] and [ST97]. The basic theme of this paper is similar to a recently developed method in [KN15b], but most of the details are rather different. This approach is based on using the Borwein-Erdélyi inequality as a model case, estimates for Green’s functions, fast decreasing polynomials, Gonchar-Grigorjan estimate of the norm of holomorphic part of meromorphic functions, and an appropriate interpolation; for the case of an analytic arc we apply “open-up” mapping (a rational function). Although
Bernstein inequality was developed to prove inverse theorems in approximation theory, we use direct approximation theorems to establish Theorem 1.

The structure of the paper is the following: in Section 2 we formulate the statements of new results, in Section 3 auxiliary facts are collected and the main theorem is proved, in Section 4 we consider the case of one analytic arc, the last section is devoted to sharpness.

## 2 Statements of the new results

We denote the unit disk by \( \mathbb{D} = \{ z : |z| < 1 \} \), \( \mathbb{D}^* = \{ z : |z| > 1 \} \cup \{ \infty \} \) is called exterior of the unit disk and \( \mathbb{C}_{\infty} = \mathbb{C} \cup \{ \infty \} \) denotes the extended complex plane. We frequently use \( g_D(z, \alpha) \) for Green’s function of domain \( D \) with pole at \( \alpha \in D \).

**Theorem 1.** Let \( \Gamma \subset \mathbb{C} \) be an analytic Jordan curve, \( u_0 \in \Gamma \). Let \( G_1 \subset \mathbb{C} \) be the interior of \( \Gamma \), \( G_2 \) be the exterior domain \( G_2 := \mathbb{C}_{\infty} \setminus (\Gamma \cup G_1) \) and let \( Z \subset G_1 \cup G_2 \) be a closed set. Denote the two normals to \( \Gamma \) at \( u_0 \) by \( n_1(u_0) \) and \( n_2(u_0) = -n_1(u_0) \), where \( n_1(u_0) \) and \( n_2(u_0) \) are pointing inward and outward respectively.

Then, for any rational function \( f(u) \) with poles in \( Z \) only, we have

\[
|f'(u_0)| \leq (1 + o(1)) \|f\|_{\Gamma} \cdot \max \left( \sum_{\alpha} \frac{\partial}{\partial n_1(u_0)} g_{G_1}(u_0, \alpha), \sum_{\beta} \frac{\partial}{\partial n_2(u_0)} g_{G_2}(u_0, \beta) \right)
\]

where the sum with \( \alpha \) (or \( \beta \)) is taken over all poles of \( f \) in \( G_1 \) (or in \( G_2 \), respectively), counting multiplicities, and \( o(1) \) denotes an error term that depends on \( \Gamma \), \( u_0 \) and \( Z \), tends to 0 as the total degree of \( f \) tends to infinity and is independent of \( f \) itself.

Applying an appropriate open-up mapping, we obtain

**Theorem 2.** Let \( \Gamma_0 \subset \mathbb{C} \) be an analytic Jordan arc, \( z_0 \in \Gamma_0 \) not endpoint. Denote the two normals to \( \Gamma_0 \) at \( z_0 \) by \( n_1(z_0) \) and \( n_2(z_0) \), \( n_2(z_0) = -n_1(z_0) \). Let \( G := \mathbb{C}_{\infty} \setminus \Gamma_0 \) be the complementing domain and let \( Z \subset G \) be a closed set. Then, for any rational function \( f(z) \) with poles in \( Z \) only, we have

\[
|f'(z_0)| \leq (1 + o(1)) \|f\|_{\Gamma_0} \cdot \max \left( \sum_{\beta} \frac{\partial}{\partial n_1(z_0)} g_{G}(z_0, \beta), \sum_{\beta} \frac{\partial}{\partial n_2(z_0)} g_{G}(z_0, \beta) \right)
\]

where the sum with \( \beta \) is taken over all poles of \( f \) in \( G \) counting multiplicities, and \( o(1) \) denotes an error term that depends on \( \Gamma_0 \), \( z_0 \) and \( Z \), tends to 0 as the total degree of \( f \) tends to infinity and is independent of \( f \) itself.

Theorem 1 is asymptotically sharp as the following theorem shows.

**Theorem 3.** We use the notations of Theorem 1.
Then there exists a sequence of rational functions \( \{ f_n \} \) with \( \deg(f_n) = n \to \infty \) with poles in \( Z \) such that

\[
|f'_n(u_0)| \geq (1 - o(1)) \| f_n \|_\Gamma \cdot \max \left( \sum_{\alpha} \frac{\partial}{\partial n_1(u_0)} g_{G_1}(u_0, \alpha), \sum_{\beta} \frac{\partial}{\partial n_2(u_0)} g_{G_2}(u_0, \beta) \right)
\]

where \( o(1) \) tends to 0 as \( \deg(f_n) = n \to \infty \) and it depends on \( \Gamma, u_0 \) and \( Z \) too and the sum with \( \alpha \) (or \( \beta \)) is taken over all poles of \( f \) in \( G_1 \) (or in \( G_2 \), respectively), counting multiplicities.

A particular sequence of rational functions showing sharpness in Theorem 2 can be obtained from Theorem 2 from [KN15b] in standard way if we take a point from \( Z \) and apply a fractional-linear mapping which maps this point to infinity.

The error term \( o(1) \) in Theorems 1 and 2 cannot be dropped in general, even for polynomials, see [Nag05].

3 Some background results and the proof of Theorem 1

3.1 A “rough” Bernstein type inequality

We need the following “rough” Bernstein type inequality on Jordan curves.

**Proposition 4.** Let \( \Gamma \) be a \( C^2 \) smooth Jordan curve and \( Z \subset C_\infty \setminus \Gamma \) be a closed set. Then, there exists \( C_1 > 0 \) such that for any \( u_0 \in \Gamma \) and any rational function \( f \) with poles in \( Z \) only, we have

\[
|f'(u_0)| \leq C_1 \deg(f) \| f \|_\Gamma.
\]

**Proof.** This quickly follows from an idea attributed to Szegő (Cauchy integral formula around the point, see e.g. [Wid69], p. 133). Fix \( u_0 \in \Gamma \) and put \( G_1 := \text{Int} \Gamma, G_2 := C_\infty \setminus (\Gamma \cup \text{Int} \Gamma) \) and let \( \delta_0 := \text{dist}(Z, \Gamma) \). Now fix \( \alpha_1^{(0)} \in G_1 \) arbitrarily, \( j = 1, 2 \). Let \( N_1 \) be the total order of poles of \( f \) in \( G_1 \), \( N_2 \) be the total order of poles of \( f \) in \( G_2 \). Obviously, \( N_1 + N_2 = \deg(f) \).

Since the poles are from a compact set, it is standard (see, e.g. [KN15a], Lemma 1) that there exist \( \delta_{0,j} > 0 \) and \( C_2 > 0 \) such that if \( \text{dist}(u, \Gamma) < \delta_{0,j} \), \( u \in G_j \) and \( \alpha_1, \alpha_2 \in Z \cap G_j, j = 1, 2 \), then

\[
\frac{1}{C_2} \leq \frac{g_{G_j}(u, \alpha_1)}{g_{G_j}(u, \alpha_2)} \leq C_2.
\]

Let \( \gamma := \{ u : \| u - u_0 \| = 1/\deg(f) \} \) (assume \( \deg(f) > 2/\delta_0 \)) and we use Bernstein-Walsh estimate for \( f \) on \( G_1 \) and \( G_2 \) (see, e.g. [Ran95], Theorem 5.5.7, p. 156):

\[
|f(u)| \leq \| f \|_\Gamma \exp \left( \sum_{\alpha} g_{G_j}(u, \alpha) \right)
\]
where the sum is taken over all poles $\alpha$ of $f$ in $G_j$, each of them appearing as many times as the order of the pole of $f$ at $\alpha$ and $u \in G_j$. It is again standard (see, e.g., Lemma 1 from [KN15a]) that there exist $\delta_{0.2} > 0$ and $C_3 > 0$ such that if $\text{dist}(u, \Gamma) < \delta_{0.2}$, then $g_{G_j}(u, \alpha_j^{(0)}) \leq C_3 \text{dist}(u, \Gamma) \leq C_3 |u - u_0|$. This way we can estimate the sum in the previous displayed formula as follows

$$
\sum_{\alpha} g_{G_j}(u, \alpha) \leq \sum_{\alpha} C_2 g_{G_j}(u, \alpha_j^{(0)}) \leq \sum_{\alpha} C_2 C_3 |u - u_0| = C_2 C_3 N_j |u - u_0| = C_2 C_3 \frac{N_j}{\deg(f)} \leq C_2 C_3.
$$

We apply Cauchy integral formula

$$
|f'(u_0)| = \left| \frac{1}{2\pi i} \int_{\Gamma} \frac{f(u)}{(u_0 - u)^2} du \right| \leq \frac{1}{2\pi} \int_{\Gamma} \left| \frac{f(u)}{(u_0 - u)^2} \right| |du| \leq \frac{1}{2\pi} \frac{1}{\deg(f)} \|f\| \exp(C_2 C_3) = \|f\| \exp(C_2 C_3) \cdot \frac{\deg(f)}{\deg(f)} = \|f\| \exp(C_2 C_3) \cdot \frac{\deg(f)}{\deg(f)}.
$$

The proposition is proved with $C_1 = \exp(C_2 C_3)$ which is independent of $f$, $\deg(f)$ and $u_0$.

### 3.2 Conformal mappings on simply connected domains

Recall, for a given curve $\Gamma$, $G_1$ denotes the interior of $\Gamma$ and $G_2$ denotes the unbounded component of $C_\infty \setminus \Gamma$.

As earlier, $\mathbb{D} = \{v : |v| < 1\}$ and $\mathbb{D}^* = \{v : |v| > 1\} \cup \{\infty\}$. With these notations, $\partial G_1 = \partial G_2$. Using Kellogg-Warschawski theorem (see e.g. [Pom92] p. 49, Theorem 3.6), if the boundary is $C^{1,\alpha}$ smooth, then the Riemann mappings of $\mathbb{D}, \mathbb{D}^*$ onto $G_1, G_2$ respectively and their derivatives can be extended continuously to the boundary.

Under analyticity assumption, we can compare the Riemann mappings as follows.

**Proposition 5.** Let $u_0 \in \partial G_1 = \partial G_2$ be fixed. Then there exist two Riemann mappings $\Phi_1 : \mathbb{D} \to G_1$, $\Phi_2 : \mathbb{D}^* \to G_2$ such that $\Phi_j(1) = u_0$ and $|\Phi'_j(1)| = 1$, $j = 1, 2$.

If $\partial G_1 = \partial G_2$ is analytic, then there exist $0 \leq r_1 < 1 < r_2 \leq \infty$ such that $\Phi_1$ extends to $D_1 := \{v : |v| < r_2\}$, $G_1^+ := \Phi_1(D_1)$ and $\Phi_1 : D_1 \to G_1^+$ is a conformal bijection, and similarly, $\Phi_2$ extends to $D_2 := \{v : |v| > r_1\} \cup \{\infty\}$, $G_2^+ := \Phi_2(D_2)$ and $\Phi_2 : D_2 \to G_2^+$ is a conformal bijection.

This proposition is Proposition 7 in [KN15b].

From now on, we fix such two conformal mappings. These mappings and domains are depicted on figure 1. We may assume that $D_1$ and $Z_2$ are of positive distance from one another (by slightly decreasing $r_1$, if necessary).

Denote the normal vector (of unit length) to $\Gamma$ at $u_0$ or $\partial \mathbb{D}$ at 1 pointing inward by $n_1(u_0)$ or $n_1(1)$ respectively. Similarly, the outward normal vectors are denoted by $n_2(u_0)$ and $n_2(1)$.
Figure 1: The two conformal mappings $\Phi_1$, $\Phi_2$, the domain $D_1$ and the possible location of poles

**Proposition 6.** The following hold for arbitrary $\alpha \in G_1$, $\beta \in G_2$ with $\alpha' := \Phi_1^{-1}(\alpha)$, $\beta' := \Phi_2^{-1}(\beta)$ if $\beta' \neq \infty$

$$\frac{\partial}{\partial n_1} g_{G_1}(u_0, \alpha) = \frac{\partial}{\partial n_1} (1) g_{D_1}(1, \alpha') = \frac{1 - |\alpha'|^2}{|1 - \alpha'|^2},$$

$$\frac{\partial}{\partial n_2} g_{G_2}(u_0, \beta) = \frac{\partial}{\partial n_2} (1) g_{D_2}(1, \beta') = \frac{|\beta'|^2 - 1}{|1 - \beta'|^2},$$

and if $\beta' = \infty$, then

$$\frac{\partial}{\partial n_2} g_{G_2}(u_0, \beta) = \frac{\partial}{\partial n_2} (1) g_{D_2}(1, \infty) = 1.$$

This proposition is a slight generalization of Proposition 8 from [KN15b] with the same proof.

### 3.3 Fast decreasing rational functions with prescribed poles

The next result is based on a general construction of fast decreasing polynomials by Totik, see [Tot10], Corollary 4.2 and Theorem 4.1 too.

**Theorem 7.** Let $\tilde{K} \subset \mathbb{C}$ be a compact set, $\tilde{u} \in \partial K$ be a boundary point. Assume that $\tilde{K}$ satisfies the touching-outer-disk condition, that is, there exists a closed disk (with positive radius) such that its intersection with $\tilde{K}$ is $\{\tilde{u}\}$. Let $Z^*_2 \subset \mathbb{C}_\infty \setminus \tilde{K}$ be a finite set and $\tau > 1$.

Then there exist $C_4, C_5 > 0$ with the following properties. For any given multiplicity function $m : Z^*_2 \to \{1, 2, \ldots\}$ introduce $\tilde{n} := \sum_{\alpha} m(\alpha)$ where the sum is taken for $\alpha \in Z^*_2$ and there exists a rational function $Q$ such that $Q(\tilde{u}) = 1$, $\|Q\|_{\tilde{K}} \leq 1$, $Q$ has poles at the points of $Z^*_2$ only and the order of the pole of $Q$ at $\alpha \in Z^*_2$ is at most $m(\alpha)$ and for $u \in \tilde{K}$ we have

$$|Q(u)| \leq C_4 \exp \left( -C_5 \tilde{n} |u - \tilde{u}|^\tau \right).$$

**Proof.** Roughly speaking, we transform for each $\alpha \in Z^*_2$ the fast decreasing polynomials to move their poles from $\infty$ to $\alpha$ and multiply them together.
Let $\alpha \in \mathbb{Z}_2^*$ be fixed and let $\tilde{K}_\alpha := \left\{ \frac{1}{u-\alpha} : u \in \tilde{K} \right\}$. Obviously, $\tilde{K}_\alpha$ is a compact set and also satisfies the touching-outer-disk condition at $\frac{1}{u-\alpha}$. Using theorem 4.1 on page 2065 from [Lot10], we know that there are $d_{\alpha,\tau}, D_{\alpha,\tau} > 0$ depending on $\alpha$, $\tilde{K}$ and $\tau$ only and we get a polynomial $Q_\alpha$ such that $Q_\alpha \left( \frac{1}{u-\alpha} \right) = 1$, $\|Q_\alpha\|_{\tilde{K}_\alpha} = 1$, $\deg(Q_\alpha) \leq m(\alpha)$ and for $u \in \tilde{K}$

$$|Q_\alpha \left( \frac{1}{u-\alpha} \right)| \leq D_{\alpha,\tau} \exp \left( -d_{\alpha,\tau} m(\alpha) \left| \frac{1}{u-\alpha} - \frac{1}{\bar{u}-\alpha} \right|^\tau \right) \leq D_{\alpha,\tau} \exp \left( -d_{\alpha,\tau} m(\alpha) \dist (\partial \tilde{K}, Z_{\alpha}^*)^{-2\tau} |u-\bar{u}|^\tau \right).$$

Let $Q(u) := \prod_{\alpha \in \mathbb{Z}_2} Q_{\alpha} \left( \frac{1}{u-\alpha} \right)$. We immediately have $Q(\bar{u}) = 1$, $\|Q\|_{\tilde{K}} = 1$, and $Q$ has poles at the points of $\mathbb{Z}_2^*$ only, the order of the pole of $Q$ at $\alpha \in \mathbb{Z}_2^*$ is at most $m(\alpha)$. We multiply the estimates above together, so

$$|Q(u)| \leq \left( \prod_{\alpha} D_{\alpha,\tau} \right) \exp \left( -\dist (\partial \tilde{K}, Z_{\alpha}^*)^{-2\tau} |u-\bar{u}| \sum_{\alpha} d_{\alpha,\tau} m(\alpha) \right) \leq C_4 \exp \left( -\left( \min_{\alpha} d_{\alpha,\tau} \right) \dist (\partial \tilde{K}, Z_{\alpha}^*)^{-2\tau} n |u-\bar{u}| \right) = C_4 \exp \left( -C_5 n |u-\bar{u}| \right)$$

where $C_4 = \prod_{\alpha} D_{\alpha,\tau}$ and $C_5 = (\min_{\alpha} d_{\alpha,\tau}) \dist (\partial \tilde{K}, Z_{\alpha}^*)^{-2\tau}$. □

### 3.4 Outer touching circles and other quantities

In this subsection we construct some auxiliary sets and the fast decreasing rational functions. We also use $\arg(z)$ in the following sense: if $z \neq 0$, then $\arg(z) = z/|z|$ and $\arg(0) = 0$.

Let $G_1 = \{ v : |v| = 1 + \delta_1 \}$ where $0 < \delta_1 < r_2 - 1$, $\delta_1 < 1/2$ is fixed. It is important that $\delta_1$ depends on $G_1$ only.

Let $D_3 := \{ v : |v - 2| < 1 \}$, this disk touches the unit disk at 1.

For every $\delta_{2,3} \in (0,\delta_1)$, $\{ v : |v| = 1 + \delta_{2,3} \} \cap \partial D_3$ consists of exactly two points, $v_1^* = v_1^* (\delta_{2,3})$ and $v_2^* = v_2^* (\delta_{2,3})$. It is easy to see that the length of the two arcs of $\{ v : |v| = 1 + \delta_{2,3} \}$ lying between $v_1^*$ and $v_2^*$ are different, therefore, by reindexing them, we can assume that the shorter arc is going from $v_1^*$ to $v_2^*$ counter-clockwise. Elementary geometric considerations show that for all $v$, $1 \leq |v| \leq 1 + \delta_{2,3}$ with $\arg v \in \{ \arg v_j^* (\delta_{2,3}) : j = 1, 2 \}$, we have (since $\delta_{2,3} < 1$)

$$\frac{1}{2} \sqrt{\delta_{2,3}} \leq |v - 1| \leq 2 \sqrt{\delta_{2,3}}. \quad (1)$$

Let

$$K_1^* := \{ v : |v| \leq 1 + \delta_1 \} \setminus D_3.$$

Obviously, this $K_1^*$ is a compact set and satisfies the touching-outer-disk condition at 1 of Theorem [Lot10].

Consider

$$K_1^* := \Phi_2 [K_1^* \cap \mathbb{P}^*] \cup \Phi_1 [K_1^* \cap \mathbb{D}^*] \cup G_1.$$
This is a compact set and also satisfies the touching-outer-disk condition at $u_0 = \Phi_2 (1)$ of Theorem 7. Obviously, $\partial G_2 \subset K^*_u$, $G_1 \subset K^*_u$, and if $v \in K^*_u$, then $\Phi_1 (v) \in K_u$ and $\Phi_2 (v) \in K^*_u$ too.

Take any finite set $Z^*_2 \subset Z_2$ with arbitrary multiplicity function such that the total multiplicity is at most $N_3 := n^{3/4}$. Now applying Theorem 7, there exists a fast decreasing rational function for $K_u^*$ at $u_0$ and its degree is $N_4$, where $N_4 \leq N_3$. Denote the poles of $Q$ by $\zeta_1, \ldots, \zeta_{N_4} \in Z^*_2$ counting multiplicities.

Then $\deg(Q) = N_4 \leq N_3$, $Q (u_0) = 1$, $|Q (u)| \leq 1$ on if $u \in K^*_u$, moreover

$$|Q (u)| \leq C_4 \exp \left( -C_3 N_3 |u - u_0|^\tau \right).$$

Note that $C_4$ and $C_5$ depend on $\kappa$, $\kappa^*$, $\delta$, and $\delta^*$.

For simplicity, we put $\tau := 4/3$.

### 3.5 The proof of Theorem 1

#### 3.5.1 Decomposition of the rational function

It is easy to decompose $f$ into sum of rational functions, that is,

$$f = f_1 + f_2$$

where $f_1$ is a rational function with poles in $Z_1$, $f_1 (\infty) = 0$ and $f_2$ is a rational function with poles in $Z_2$. This decomposition is unique. Put $N_1 := \deg (f_1)$, $N_2 := \deg (f_2)$, then $N_1 + N_2 = n$. Denote the poles of $f_1$ by $\alpha_j$, $j = 1, \ldots, N_1$ and the poles of $f_2$ by $\beta_j$, $j = 1, \ldots, N_2$ (with counting the orders of the poles).

Now fix

$$\delta_{2,1} := \frac{1}{2n}, \quad \delta_{2,3} := \min \left( n^{-2/3}, \delta_1 \right).$$

We use a Gonchar-Grigorjan type estimate for $f_2$ on $G_1$ (see Theorem 1 in [KN15a]) so there exists $C_6 = C_6 (G_1) > 0$ such that we have

$$\|f_2\|_\Gamma \leq C_6 (G_1) \log (n) \|f\|_\Gamma.$$  (3)

Obviously, we have

$$\|f_1\|_\Gamma \leq (1 + C_6 (G_1) \log (n)) \|f\|_\Gamma.$$  (4)

Consider

$$\varphi_1 (v) := f_1 (\Phi_1 (v)).$$

We know that

$$\|\varphi_1\|_{\partial G} = \|f_1\|_{\partial G_2}$$  (5)

and $|\varphi_1' (1)| = |f_1' (u_0)|$.

We use the fast decreasing rational function $Q$ from Subsection 3.4.

We decompose “the essential part of” $\varphi_1$ as follows

$$Q \circ \Phi_1 : \varphi_1 = \varphi_{1r} + \varphi_{1e}$$  (6)

where $\varphi_{1r}$ is a rational function, $\varphi_{1r} (\infty) = 0$ and $\varphi_{1e}$ is holomorphic in $\mathbb{D}$. We use the decomposition

$$(Qf) \circ \Phi_1 = (Q (f_1 + f_2)) \circ \Phi_1 = \varphi_{1r} + \varphi_{1e} + (Qf_2) \circ \Phi_1.$$
We apply the Gonchar-Grigorjan type estimate (see Theorem 1 [KN15a]) again for \( \varphi_{1e} \) on \( \mathbb{D} \), this way the following sup norm estimate holds
\[
\| \varphi_{1e} \|_{\mathbb{D}} \leq C_0 (\mathbb{D}) \log (n) \| Q \circ \Phi_1 \cdot \varphi_1 \|_{\mathbb{D}} \leq C_0 (\mathbb{D}) \log (n) \| \varphi_1 \|_{\mathbb{D}} \tag{7}
\]
where \( C_i (\mathbb{D}) \) is a constant independent of \( \varphi_1 \).

Furthermore, we can estimate \( \varphi_{1e} (v) \) on \( v \in D_1 \setminus \mathbb{D} \) as follows
\[
| \varphi_{1e} (v) | = | (Q \cdot f_1) \circ \Phi_1 (v) - \varphi_{1r} (v) | \leq \| (Q \cdot f_1) \circ \Phi_1 (v) \| + | \varphi_{1r} (v) |. \tag{8}
\]

We also need to estimate \( Q \) outside \( G_1 \) as follows.

Using Bernstein-Walsh estimate, we can write for \( v \in D_1 \setminus \mathbb{D} \)
\[
| Q (\Phi_1 (v)) | \leq 1 \cdot \exp \left( \sum_{j=1}^{N_4} g_{G_2} (\Phi_1 (v) , \zeta_j) \right)
\]
where we use that the set \( \{ D_1 \setminus \mathbb{D} \} \) is bounded,
\[
C_7 \ := \ \sup \{ g_{G_2} (\Phi_1 (v) , \beta) : v \in D_1 \setminus \mathbb{D}, \beta \in \mathbb{Z}_2 \} < \infty.
\]

Therefore, for all \( v \in D_1 \setminus \mathbb{D} \),
\[
\|Q \cdot f_1 \cdot \Phi_1 (v) \| \leq e^{C_7 N_4} \| f_1 \|_\Gamma.
\]

This way we can continue \( \| (Q \cdot f_1) \circ \Phi_1 (v) \| + \| \varphi_{1r} \|_{\mathbb{D}} \leq e^{C_7 N_4} \| f_1 \|_\Gamma + \| \varphi_1 \|_{\mathbb{D}} + \| \varphi_{1r} \|_{\mathbb{D}}
\]
and here we used that \( f_1 \) has no pole in \( G_2 \) and the maximum principle. We can estimate these three sup norms with the help of \( 1 \) and \( 5, 6 \) and \( 7, 8, 9, 10 \). Hence we have for \( v \in D_1 \setminus \mathbb{D} \)
\[
| \varphi_{1e} (v) | \leq \left( e^{C_7 N_4} + 1 + C_0 (\mathbb{D}) \log (n) \right) (1 + C_0 (G_1) \log (n) ) \| f \|_\Gamma
\]
\[
= O (\log (n) e^{C_7 N_4}) \| f \|_\Gamma. \tag{9}
\]

### 3.5.2 Approximating the interior error function

In this subsection we construct an approximation to \( \varphi_{1e} \) which is holomorphic on a larger set containing \( \mathbb{D} \). Later we will use properties \( 7 \) and \( 8 \) only.

The approximation is done by interpolating \( \varphi_{1e} \) as follows. \( \varphi_{1e} \) is holomorphic in \( D_1 = \{ v \in \mathbb{C} : |v| < 1 + \delta_1 \} \).

Put
\[
N_5 := N_2 + N_4 + [n^{1/5}],
\]
where \( N_2 = \deg (f_2) \) and \( n = \deg (f) \).

For simplicity, put
\[
\alpha_j' := \Phi_1^{-1} (\alpha_j) \ \text{and} \ \beta_k' := \Phi_2^{-1} (\beta_k)
\]
where \( j = 1, \ldots, N_1 \) and \( k = 1, \ldots, N_2 \). Introduce \( q \) for the interpolation as follows
\[
q(v) := \prod_{j=1}^{N_2} \frac{1 - \beta_j' v}{v - \beta_j'} \cdot \prod_{j=1}^{N_5 - N_2 - 2} \frac{1 - \gamma_j v}{v - \gamma_j} \cdot (v - 1)^2 \tag{10}
\]
where $\gamma_j$, $j = 1, \ldots, N_5 - N_2 - 2$ are from $\Phi_2^{-1}(Z_2)$, the first $N_4$ coincide with the $\zeta_j$’s (i.e. $\zeta_j = \gamma_j = \Phi_2(\gamma_j)$ for $j = 1, \ldots, N_4$) and are arbitrary anyway.

Modulus of $q$ can be written as follows (when $|\xi| \geq 1$

$$|q(\xi)| = \exp \left( 2 \log |\xi - 1| + \sum_{j=1}^{N_2} \log |B(\beta_j', \xi)| + \sum_{k=1}^{N_5 - N_2 - 2} \log |B(\gamma_k, \xi)| \right)$$

(11)

where $B(a, v) = \frac{1 - \pi i a}{\pi i}$.

Note that if $|\xi| = 1$, then $|q(\xi)| \leq 4$.

On $D_1 \setminus \mathbb{D}$, $|q(\cdot)|$ can be estimated from below as follows. We know that $D_1$ and $\Phi_2^{-1}(Z_2)$ are disjoint and they are of positive distance from one another. Therefore there exists $C_9 > 0$ such that for all $\beta \in \Phi_2^{-1}(Z_2)$ and $v \in D_1 \setminus \mathbb{D}$, the modulus of the derivative of the Blaschke factor at $v$ with pole at $\beta$ is at least $C_9$: $|B'(\beta, v)| \geq C_9$. This implies that for all $\beta \in \Phi_2^{-1}(Z_2)$ and $v \in D_1 \setminus \mathbb{D}$

$$\exp g_\Omega(\nu, \beta) \geq 1 + C_9 (|v| - 1).$$

(12)

Moreover there is a similar upper estimate. That is, there exists $C_9 > 0$ such that for all $\beta \in \Phi_2^{-1}(Z_2)$ and $v \in D_1 \setminus \mathbb{D}$

$$\exp g_\Omega(\nu, \beta) \leq 1 + C_9 (|v| - 1).$$

(13)

Multiplying (12) for all Blaschke factors (appearing in (10)), we obtain for $|\nu| = 1 + \delta_1$

$$|q(\nu)| \geq (1 + C_9 \delta_1)^{N_5 - 2} \delta_1^2.$$  

(14)

We also have a sharper lower estimate:

$$|q(\nu)| \geq (1 + C_9 \delta_1)^{N_5 - N_2 - 2} \delta_1^2 \prod_{j=1}^{N_2} |B(\beta_j', \nu)|.$$  

(15)

We define the approximating rational function (see e.g. [Wal65] chapter VIII)

$$r_{1, N_5}(\nu) := \frac{1}{2\pi i} \int_{\Gamma_1} \varphi_{1e}(\xi) \frac{q(\nu) - q(\xi)}{\nu - \xi} d\xi.$$  

It is well known that $r_{1, N_5}$ does not depend on $\Gamma_1$. Since $1$ is a double zero of $q$, therefore $r_{1, N_5}$ and $r_{1, N_5}'$ coincide with $\varphi_{1e}$ and $\varphi_{1e}'$ respectively.

The error of the approximating rational function $r_{1, N_5}$ can be written as

$$\varphi_{1e}(\nu) - r_{1, N_5}(\nu) = \frac{1}{2\pi i} \int_{\Gamma_1} \varphi_{1e}(\xi) \frac{q(\nu)}{\xi - \nu} d\xi,$$  

(16)

where $\Gamma_1 = \{ \nu \in \mathbb{C} : |\nu| = 1 + \delta_1 \}$ and recall that $\varphi_{1e}$ is holomorphic in $\{|\nu| < 1 + \delta_1 \}$ and is continuous on $\{|\nu| \leq 1 + \delta_1 \}$.

For $\nu \in \mathbb{D}$ the error can be estimated as follows

$$|\varphi_{1e}(\nu) - r_{1, N_5}(\nu)| = \frac{1}{2\pi} \int_{\Gamma_1} \frac{1}{|\xi - \nu|} \log |\varphi_{1e}(\nu)|_{D_1} \frac{1}{|B(\beta_j', \nu)|} \frac{1}{(1 + C_9 \delta_1)^{N_5 - 2} \delta_1^2} \frac{1}{|\nu|/|\Gamma|}$$

$$\leq 4 \frac{1 + \delta_1}{\delta_1} \|\varphi_{1e}\|_{D_1} \frac{1}{(1 + C_9 \delta_1)^{N_5 - 2} \delta_1^2} = 4 \frac{1 + \delta_1}{(1 + C_9 \delta_1)^{N_5 - 2} \delta_1^2} O \left( \log(\nu) e^{C_7 N_5} \right)$$
which tends to 0 as \( n \to \infty \), because \( N_5/N_4 \to \infty \) and \( \delta_1 \) is fixed, that is

\[
\frac{e^{C_7 N_4}}{(1 + C_8 \delta_1)^{N_5 - 2}} = \exp \left( C_7 N_4 - \log (1 + C_8 \delta_1) N_5 (1 + o(1)) \right) \to 0.
\]

So, \( r_{1,N_5} \) is a rational function with poles in \( \Phi_2^{-1}(Z_2) \) only and we know that

\[
\| \varphi_{1e} - r_{1,N_5} \|_{\partial D} = o(1) \| f \|_{\Gamma}
\]

where \( o(1) \) is independent of \( f \) and depends only on \( \Gamma \) and tends to 0 as \( n \to \infty \), furthermore

\[
\varphi_{1e}' (1) = r_{1,N_5}' (1).
\]

### 3.5.3 Approximating the term with poles outside

Now we interpolate and approximate \( (Q \cdot f_2) \circ \Phi_1 \).

We have the following description of the growth of Green’s function.

**Lemma 8.** There exists \( C_{10} > 0 \) depending on \( G_2 \) only and is independent of \( n \) and \( f \) such that for all \( 1 \leq |v| \leq 1 + \delta_1 \) and \( \beta \in Z_2 \) we have

\[
g_{G_2} (\Phi_1 (v), \beta) \leq C_{10} (|v| - 1).
\]

**Proof.** We can express Green’s function in the following way for \( u \in G_2 \),

\[
g_{G_2} (u, \beta) = \log |B (\beta, \Phi_2^{-1}(u))|
\]

where \( B (\beta, v) = \frac{1 - \beta v}{v - \beta} \) is Blaschke factor. Hence

\[
g_{G_2} (\Phi_1 (v), \beta) = \log |B (\beta, \Phi_2^{-1} \circ \Phi_1 (v))|.
\]

Here we use that there exists \( C_{11} \) such that for all \( 1 \leq |v| \leq 1 + \delta_1 \),

\[
\left| (\Phi_2^{-1} \circ \Phi_1 (\cdot))' (v) \right| \leq C_{11}
\]

and there exists \( C_{12} \) such that for all \( 1 \leq |v| \leq 1 + \delta_1 \), and \( \beta \in Z_2 \),

\[
|B (\beta, v)'| \leq C_{12}.
\]

Finally, the directional derivative of \( g_{B^*} \) at \( v \) from direction \( v_1 = v/|v| \) can be estimated as

\[
\frac{\partial}{\partial v_1} g_{B^*} (v, \beta) \leq \left| B (\beta, ,)' |_{\Phi_2^{-1} \circ \Phi_1 (v)} \right| \left| (\Phi_2^{-1} \circ \Phi_1 (\cdot))' (v) \right| \leq C_{11} C_{12}
\]

and integrating it along the radial ray \([v_1, v]\), we obtain (19).

\[\Box\]

Now we give the approximating rational function as follows

\[
r_{2,N_5} (v) := \frac{1}{2\pi i} \int_{\Gamma_2} \frac{(Q \cdot f_2) \circ \Phi_1 (\xi) \, q (v) (v - q (\xi))}{q (\xi)} \
\]
where \( \Gamma_2 \) can be arbitrary as long as \( \mathbb{D} \subset \text{Int}\Gamma_2 \) and \( \Gamma_2 \subset D_1 \), and \( q \) is defined above. We remark that we use the same interpolating points, but we need a different \( \Gamma_2 \) for the error estimate.

Now we construct \( \Gamma_2 \) for the estimate and investigate the error. We use \( \delta_{2,1} = 1/(2n) \), \( \delta_{2,3} = \min \left(n^{-2/3}, \delta_1 \right) \). We give four Jordan arcs that will make up \( \Gamma_2 \). Let \( \Gamma_{2,1} \) be the (shorter, circular) arc between \( v_1^* (\delta_{2,3}) \) and \( v_2^* (\delta_{2,3}) \). \( \Gamma_{2,1} \) be the longer circular arc between \( v_1^* (\delta_{2,3}) \) and \( v_2^* (\delta_{2,3}) \), \( \Gamma_{2,2} \) be the union of \( \Gamma_{2,1} \) and \( \Gamma_{2,3} \). The figure 2 depicts these arcs and \( K^v \) defined above.

We estimate the error of \( r_{2,Ns} \) to \( (Q \cdot f_2) \circ \Phi_1 \) on each integral separately:

\[
(Q \cdot f_2) \circ \Phi_1 (v) - r_{2,Ns} (v) = \frac{1}{2\pi i} \int_{\Gamma_2} \frac{(Q \cdot f_2) \circ \Phi_1 (\xi) \, q(v)}{\xi - v} \, d\omega
\]

\[
= \frac{1}{2\pi i} \left( \int_{\Gamma_{2,1}} + \int_{\Gamma_{2,2}} + \int_{\Gamma_{2,3}} + \int_{\Gamma_{2,4}} \right).
\]

For the first term, we use Bernstein-Walsh estimate for the rational function \( f_2 \) on \( G_2 \) and the fast decreasing rational function \( Q \) as follows. If \( v \in \Gamma_{2,1} \), then with \( \left[10\right] \), \( g_{G_2} (\Phi_1 (v), \beta) \leq C_{10} \delta_{2,1} = C_{10} / (2n) \) (uniformly in \( \beta \in Z_2 \)), therefore

\[
|f_2 (\Phi_1 (v))| \leq \|f_2\|_\Gamma \exp \left( \frac{n \cdot C_{10}}{2n} \right) \leq \|f\|_\Gamma C_6 (G_1) \log (n) e^{C_{10}/2}
\]

\[
= O (\log (n)) \|f\|_\Gamma
\]
where we used (3). Now we use the fast decreasing property of $Q$ as follows. We use

\[ C_{13} := \inf \{|\Phi_1'(v)| : v \in D_1\} > 0. \]

Hence, if $v \in \Gamma_{2,1} \cup \Gamma_{2,2} \cup \Gamma_{2,4}$, then by (1), $|v - 1| \geq 1/2 \sqrt{\delta_{2,3}}$, and then

\[ |u - u_0| \geq \frac{C_{13}}{2} \sqrt{\delta_{2,3}} \tag{20} \]

where $u = \Phi_1(v)$ and $u_0 = \Phi_1(1)$ and therefore the fast decreasing rational function $Q$ is small, see (2), in other words,

\[ |Q(\Phi_1(v))| \leq C_4 \exp \left(-C_5N_3 \left| \frac{C_{13}}{2} \sqrt{\delta_{2,3}} \right|^\tau \right). \tag{21} \]

Therefore we can write

\[ |(Q \cdot f_2)(\Phi_1(v))| \leq O(\log(n)) \|f\|_{G_2} C_4 \exp \left(-C_5N_3 \left| \frac{C_{13}}{2} \sqrt{\delta_{2,3}} \right|^\tau \right) \]

\[ \leq O \left( \frac{\log(n)}{\exp(C_5(C_{13}/2)^\tau N_3 n^{-\tau/3})} \right) \|f\|_{G_2} =: E_{2,1} \|f\|_{G_2} \]

where the coefficient tends to 0 because, with the definition of $\delta_{2,3}$, we can write $N_3 \delta_{2,3}^{\tau/2} = n^{3/4} \min \left( n^{-\tau/3}, \delta_{1,1}^{\tau/2} \right)$ and $n^{3/4} n^{-\tau/3} \to \infty$ since $\tau = 4/3$.

Integrating along $\Gamma_{2,1}$, we can write for $v \in \mathbb{D}$

\[
\left| \frac{1}{2\pi i} \int_{\Gamma_{2,1}} \frac{(Q \cdot f_2) \circ \Phi_1(\xi) \cdot q(v)}{\xi - v} q(\xi) \, d\xi \right| \leq \frac{1}{2\pi} \int_{\Gamma_{2,1}} \frac{1}{|\xi - v|} E_{2,1} \|f\|_{G_2} \frac{1}{(1 + C_5\delta_{2,1})^N_3 \delta_{2,1}^2} |d\omega| \]

\[ \leq \frac{2}{\pi (1 + C_5\delta_{2,1})^{N_3} \delta_{2,1}^2} E_{2,1} \frac{\|f\|_{G_2}}{n^3} = O \left( \frac{n^3}{E_{2,1}} \right) \|f\|_{G_2} \]

here we used $\delta_{2,1} = 1/(2n)$ and $n^3 E_{2,1} \to 0$.

We estimate the third term, the integral on $\Gamma_{2,3}$, as follows for $v \in \mathbb{D}$

\[
\left| \frac{1}{2\pi i} \int_{\Gamma_{2,3}} \frac{(Q \cdot f_2) \circ \Phi_1(\xi) \cdot q(v)}{\xi - v} q(\xi) \, d\omega \right| \leq \frac{1}{2\pi} \int_{\Gamma_{2,3}} \frac{1}{|\xi - v|} \left| (Q \cdot f_2)(\Phi_1(\xi)) \right| \frac{1}{|q(\xi)|} |d\xi|. \tag{22} \]

Here, $|\xi| = 1 + \delta_{2,3}$ and $|v - \xi| \geq \delta_{2,3}$. Roughly speaking, $f_2$ grows and this time $Q$ grows too and only $|q(\xi)|^{-1}$ decreases. We are going to estimate the growths with the help of Bernstein-Walsh estimate and Blaschke factors.

For simplicity, put $F(\xi) := \Phi_2^{-1} \circ \Phi_1(\xi)$, hence $F(1) = 1$, $F'(1) = 1$. This latter holds because $\Phi_1(1) = \Phi_2(1) = u_0$. Moreover, $\Phi_1(\partial \Omega) = \Phi_2(\partial \Omega) = \Gamma$, hence $\arg \Phi_1'(1) = \arg \Phi_2'(1)$ and together with $|\Phi_1'(1)| = |\Phi_2'(1)| = 1$, it implies that $\Phi_1'(1) = \Phi_2'(1)$. Therefore $(\Phi_2^{-1} \circ \Phi_1)'(1) = 1$. Moreover, $\exp g_{G_2}(\Phi_1(\xi), \Phi_2(\gamma)) = B(\gamma, F(\xi))$ (if $|\gamma| > 1$).
First, Bernstein-Walsh estimate for $f_2$ on $G_2$ yields for $\xi \in D_1 \setminus \mathbb{D}$ (and in particular, if $\xi \in \Gamma_{2,3}$) that
\[
|f_2(\Phi_1(\xi))| \leq \|f_2\|_\Gamma \exp \left( \sum_{j=1}^{N_2} g_{G_2} (\Phi_1(\xi), \beta_j) \right)
= \|f_2\|_\Gamma \prod_{j=1}^{N_2} |B(\beta_j', F(\xi))| . \quad (23)
\]

As for $q$, we use (1) and (11), hence for $\xi \in D_1 \setminus \mathbb{D}$
\[
\frac{1}{|q'(\xi)|} \leq \frac{1}{|\xi - 1|^2} \exp \left( - \sum_{k=1}^{N_5 - N_2 - 2} \log |B(\gamma_k, \xi)| - \sum_{j=1}^{N_2} \log |B(\beta_j', \xi)| \right)
= \frac{1}{|\xi - 1|^2} \prod_{k=1}^{N_5 - N_2 - 2} |B(\gamma_k, \xi)|^{-1} \prod_{j=1}^{N_2} |B(\beta_j', \xi)|^{-1} . \quad (24)
\]

As for $Q$, we use Bernstein-Walsh estimate for $Q$ on $G_1 \cup \partial G_1$ and that $G_1 \cup \partial G_1 \subset K^*_u$. Therefore, $\|Q\|_{\Gamma} = 1$ and
\[
|Q(\Phi_1(\xi))| \leq \|Q\|_\Gamma \exp \left( \sum_{j=1}^{N_4} g_{G_2} (\Phi_1(\xi), \zeta_j) \right) \leq \prod_{j=1}^{N_4} |B(\zeta_j, F(\xi))| . \quad (25)
\]

Now we are going to multiply together these estimates. Consider the quotients
\[
H(\beta', \xi) = H(\xi) := \frac{B(\beta', F(\xi))}{B(\beta', \xi)}
\]
for $\beta' \in \mathbb{D}^*$.

First, $\log(H(\xi))'$ is continuous and holomorphic (near 1, using the main branch of the logarithm since $H(1) = 1$), $\log(H(\xi))'(1) = 0$ because $F'(1) = 0$. So there exists $C_{14} > 0$ such that $|\log(H(\xi))'| \leq C_{14} |\xi - 1|$ and this is uniformly true for all $\beta' \in \Phi_2^{-1}(Z_2)$ (since $\Phi_2^{-1}(Z_2)$ is compact in $\mathbb{D}^*$). Now, taking the real part and integrating along radial rays (see also the proof of Lemma 9 in [KN15b]), we get
\[
\log |H(\xi)| \leq C_{14} (|\xi| - 1) |\xi - 1| . \quad (26)
\]

Applying this estimate for the product of (23), (24), and (25) we can write
\[ |f_2(\Phi_1(\xi))| \frac{1}{|q(\xi)|} |Q(\Phi_1(\xi))| \leq \|f_2\|_\Gamma \prod_{j=1}^{N_2} |B(\beta'_j, F(\xi))| \cdot \frac{1}{|\xi - 1|^2} \prod_{k=1}^{N_5 - N_2 - 2} |B(\gamma_k, \xi)|^{-1} \prod_{j=1}^{N_2} |B(\beta'_j, \xi)|^{-1} \cdot \prod_{j=1}^{N_4} |B(\zeta_j, F(\xi))| \]

\[
\leq \|f_2\|_\Gamma \frac{1}{\delta_{2,3}^2} (1 + C_8\delta_{2,3})^{N_5 - N_2 - 2 - N_4} \cdot \exp \left( \sum_{j=1}^{N_2} \log |H(\beta'_j, \xi)| + \sum_{j=1}^{N_4} \log |H(\zeta_j, \xi)| \right) \leq \|f_2\|_\Gamma n^{4/3} \cdot \left(1 + C_8\delta_{2,3}\right)^{-n^{4/5}} \cdot \exp \left( C_{14}(N_2 + N_4)\delta_{2,3}^3 2\sqrt{n^{2/3}} \right) \leq \|f_2\|_\Gamma n^{4/3} e^{-C_8/2} n^{2/15} \exp \left( O \left( \frac{n}{n^{2/3} n^{1/3}} \right) \right) = \|f_2\|_\Gamma n^{4/3} e^{-C_8/2} n^{2/15} O(1) =: \|f_2\|_\Gamma E_{2,3}
\]

where we used \( N_5 - N_2 - 2 = N_4 + [n^{4/5}] - 2 \) and \( 26 \) at the second step, the definition of \( \delta_{2,3} \) and \( 3 \) at the third step, again the the definition of \( \delta_{2,3} \) and that \( n \) is large (hence \( \left(1 + \frac{C_8}{n^{2/3}} \right)^{n^{4/5}} \geq e^{C_8/2} \)) at the fourth step.

Therefore, the integral over \( \Gamma_{2,3} \) can be written as (see \( 22 \))

\[
\frac{1}{2\pi i} \int_{\Gamma_{2,3}} \frac{(Q \cdot f_2) \circ \Phi_1(\xi) q(v)}{v - \xi} d\xi \left| q(v) \right| \leq \|f_2\|_\Gamma E_{2,3} \frac{8}{\delta_{2,3}} \tag{27}
\]

where we used that \(|q(v)| \leq 4\) (if \(|v| = 1\), and the length of \( \Gamma_{2,3} \) is at most \( 4\pi \).

For \( \Gamma_{2,3} \) and \( \Gamma_{3,4} \), we apply the same estimate which we detail for \( \Gamma_{2,2} \) only.

We again start with the integral for \( v \in \mathbb{D} \)

\[
\frac{1}{2\pi i} \int_{\Gamma_{2,2}} \frac{(Q \cdot f_2) \circ \Phi_1(\xi) q(v)}{v - \xi} d\xi \left| q(v) \right| \leq \frac{1}{2\pi} \int_{\Gamma_{2,2}} 4 \frac{1}{|v - \xi|} |(Q \cdot f_2)(\Phi_1(\xi))| \frac{1}{|q(\xi)|} |d\xi| \cdot \tag{28}
\]

Since \( \xi \in \Gamma_{2,2} \), we can rewrite it in the form \( \xi = (1 + \delta) v^*_1 \) where \( \delta_{2,1} \leq \delta \leq \delta_{2,3} \) (with \( v^*_1 = v^*_1(\delta_{2,3}) \)). We use similar steps to estimate \( f_2 \) and \( q \) and \( Q \).

We use the estimate \( 23 \) for \(|f_2|\), \( 25 \) for \(|1/|q|\) and \( 21 \) for \( Q \). We also use \(|\xi| = 1 + \delta\), so

\[
|f_2(\Phi_1(\xi))| \frac{1}{|q(\xi)|} |Q(\Phi_1(\xi))| \leq \|f_2\|_\Gamma \exp \left( \sum_{j=1}^{N_2} \log |H(\beta'_j, \xi)| \right) \cdot \frac{1}{|\xi - 1|^2} \frac{1}{(1 + C_8\delta)^{N_5 - N_2 - 2}} \cdot C_4 \exp \left( -C_5(C_{13}/2)^7 N_3\delta_{2,3}^{7/2} \right) \leq
\]

\[14\]
which we continue using $1/2 \sqrt{\delta} \leq |\xi - 1| \leq 2 \sqrt{\delta}$ (see (1)) and $1/(2n) = \delta_{2,1} \leq \delta \leq \delta_{2,3}$ and (26) for the sum. So
\[
\leq \|f_2\|_{\Gamma} 8n^2 1 \exp \left( C_{14} N_2 \delta_{2,3} 2 \sqrt{\delta_{2,3}} \right) C_4 \exp \left( -C_5 (C_{13}/2)^r N_3 \delta_{2,3}^{r/2} \right) \leq \|f_2\|_{\Gamma} 8C_{14} e^{2C_{14}} n^2 \exp \left( -C_5 (C_{13}/2)^r N_3 \delta_{2,3}^{r/2} \right)
\]
which tends to 0 if $N_3 \delta_{2,3}^{r/2} \to \infty$ and we can continue this estimate using $\delta_{2,3} = n^{-2/3}$, so
\[
\leq \|f_2\|_{\Gamma} 8C_{14} e^{2C_{14}} n^2 \exp \left( -C_5 (C_{13}/2)^r N_3 \delta_{2,3}^{r/2} \right) \leq \|f_2\|_{\Gamma} 8C_{14} e^{2C_{14}} n^2 \exp \left( -C_5 (C_{13}/2)^r N_3 \delta_{2,3}^{r/2} \right) =: \|f_2\|_{\Gamma} E_{2,2}.
\]
Now continuing (28) we write
\[
\leq \frac{1}{2\pi} \int_{\Gamma_{2,3}} 4 \cdot 2n \|f_2\|_{\Gamma} E_{2,2} d\xi \leq \frac{2}{\pi} n \delta_{2,3} E_{2,2} \|f_2\|_{\Gamma}
\]
where $\delta_{2,3} = n^{-2/3}$ and $n E_{2,2} \to 0$.

Summarizing these estimates on $\Gamma_{2,1}$, $\Gamma_{2,3}$ and $\Gamma_{2,2}$ (and also on $\Gamma_{2,4}$), and using (3) with the exponential decay of $E_{2,1}, \ldots, E_{2,4}$, we have uniformly for $|v| \leq 1$,
\[
|r_{2,N_5} (v) - (Q \cdot f_2) \circ \Phi_1 (v)| = o(1) \|f\|_{\Gamma},
\]
where $o(1)$ tends to 0 as $n \to \infty$ but it is independent of $f$ and $f_2$. Obviously, $r_{2,N_5}$ is a rational function with poles in $\Phi_2^{-1} (Z_2)$ only with deg $(r_{2,N_5}) = N_5 = (1 + o(1)) n$ and therefore we uniformly have for $|v| \leq 1$
\[
|r_{2,N_5} (v) - (Q \cdot f_2) \circ \Phi_1 (v)| = o(1) \|f\|_{\Gamma},
\]
that is,
\[
\|r_{2,N_5} - (Q \cdot f_2) \circ \Phi_1\|_{BD} = o(1) \|f\|_{\Gamma}
\]
where $o(1)$ tends to 0 as $n \to \infty$ but it is independent of $f$. Since 1 is double zero of $q$, so we have
\[
r_{2,N_5}' (1) = ((Q \cdot f_2) \circ \Phi_1)' (1).
\]

### 3.5.4 A similar rational function and final estimates

Consider the “constructed” rational function
\[
h (v) := \varphi_{1r} (v) + r_{1,N_5} (v) + r_{2,N_5} (v).
\]
Recall that the poles of $\varphi_{1r}$ are $\alpha'_{j}, j = 1, \ldots, N_1$, the poles of both $r_{1,N_5}$ and $r_{2,N_5}$ are $\beta'_{j}, j = 1, \ldots, N_2$ and the poles of $Q$ are $\zeta_{j}, j = 1, \ldots, N_4$ (counting multiplicities). Hence, this function $h$ has poles at $\alpha'_{j} = \Phi_1^{-1} (\alpha_{j})$ (and with exactly the same multiplicities), and $h$ has poles at $\beta'_{j}$-s and here the multiplicities may change a bit. We use the identity
\[
f \circ \Phi_1 = (Q \cdot f + (1 - Q) \cdot f) \circ \Phi_1
\]
to calculate the derivatives as follows
\[
((Q \cdot f) \circ \Phi_1)' (1) = ((1 - Q)' f) (u_0) \cdot \Phi_1' (1) + ((1 - Q) \cdot f') (u_0) \cdot \Phi_1' (1)
\]
where the second term is zero because of the fast decreasing rational function $(Q(u_0) = 1)$ and for the first term we can apply the rough Bernstein type inequality (Proposition 4) in the following way ($\|1 - Q\|_\Gamma \leq 2$):

$$\| (1 - Q)'(u_0) \| \leq \text{deg}(Q) C_1 2 = o(n)$$

where $\text{deg}(Q) = N_4 \leq n^{3/4}$. Here we use that

$$C_{16} := \inf \left\{ \frac{\partial}{\partial n_2(u)} g_{G_2}(u, \beta), \frac{\partial}{\partial n_1(u)} g_{G_1}(u, \alpha) : u \in \Gamma, \alpha \in Z_2, \beta \in Z_2 \right\} > 0$$

(31)

because $g_{G_1}(u, \alpha) = \log |B(\Phi^{-1}_1(u), \Phi^{-1}_1(\alpha))|$, the derivatives of Blaschke factors are bounded away from 0 in modulus $(\Phi^{-1}_1(Z_1)$ is closed and disjoint from the unit circle) and $|\Phi'_1(z)|$ is bounded away from 0. Similarly for $g_{G_2}(...).$ There is a uniform upper estimate for the normal derivatives:

$$C_{17} := \sup \left\{ \frac{\partial}{\partial n_2(u)} g_{G_2}(u, \beta), \frac{\partial}{\partial n_1(u)} g_{G_1}(u, \alpha) : u \in \Gamma, \alpha \in Z_1, \beta \in Z_2 \right\} < \infty.$$  

Therefore

$$\| (1 - Q)'(f)(u_0) \cdot \Phi'_1(1) \| \leq \frac{\|f\|_\Gamma}{C_1} n^{3/4}/2$$

$$\leq \|f\|_{\Gamma} \max \left\{ \frac{n}{2} C_{16} \max \left( \sum_{j=1}^{N_2} \frac{\partial}{\partial n_2(u_0)} g_{G_2}(u_0, \beta_j), \sum_{j=1}^{N_1} \frac{\partial}{\partial n_1(u_0)} g_{G_1}(u_0, \alpha_j) \right) \right\}$$

$$= o(1) \frac{\|f\|_{\Gamma}}{n} \max \left( \sum_{j=1}^{N_2} \frac{\partial}{\partial n_2(u_0)} g_{G_2}(u_0, \beta_j), \sum_{j=1}^{N_1} \frac{\partial}{\partial n_1(u_0)} g_{G_1}(u_0, \alpha_j) \right)$$

(32)

where we used that

$$\frac{n}{2} C_{16} \leq \max \left( \sum_{j=1}^{N_2} \frac{\partial}{\partial n_2(u_0)} g_{G_2}(u_0, \beta_j), \sum_{j=1}^{N_1} \frac{\partial}{\partial n_1(u_0)} g_{G_1}(u_0, \alpha_j) \right).$$

(34)

This way we need to consider $(Q \cdot f) \circ \Phi_1$ only. The derivatives at 1 of the original $f$ and $h$ coincide, because of $\Phi_1, \Phi_2, 30$, so

$$h'(1) = \varphi'_{1,0}(1) + r'_{1,N_2}(1) + r'_{2,N_2}(1) = ((Q \cdot f) \circ \Phi_1)'(1).$$

(35)

As for the sup norms, we use $6, 17, 29$, so we write

$$\|(Q \cdot f) \circ \Phi_1 - h\|_{\mathcal{B}D} = o(1) \|f\|_{\partial \mathcal{B}D}$$

(36)

where $o(1)$ tends to 0 as $n = \text{deg}(f) \to \infty$ but it is independent of $f$, this follows from the considerations after $17$ and $29$.

Now we apply Borwein-Erdélyi inequality for $h$ as follows:

$$|h'(1)| \leq \|h\|_{\partial \mathcal{B}D} \max \left( \sum_{j=1}^{N_1} \frac{\partial}{\partial n_1(1)} g_{\mathcal{B}D}(1, \alpha'_j), \sum_{j=1}^{N_2} \frac{\partial}{\partial n_2(1)} g_{\mathcal{B}D}(1, \beta'_j) + \sum_{j=1}^{N_2-N_2-2} \frac{\partial}{\partial n_2(1)} g_{\mathcal{B}D}(1, \gamma'_j) \right)$$

(37)
where we also used the definition of $\gamma_j$’s (see (10)). Now we apply Proposition 6 and (34) with $N_5 - N_2 - 2 = o(n)$ and the uniform upper estimate (32) so we can continue the main estimate (37)

$$\|h\|_{\partial D} \max \left( \sum_{j=1}^{N_1} \frac{\partial}{\partial n_1} (u_0, \alpha_j), \sum_{j=1}^{N_2} \frac{\partial}{\partial n_2} (u_0, \beta_j) + \sum_{j=1}^{N_5 - N_2 - 2} \frac{\partial}{\partial n_2} (u_0, \Phi^{-1}(\gamma_j)) \right) \leq \|h\|_{\partial D} (1 + o(1)) \max \left( \sum_{j=1}^{N_1} \frac{\partial}{\partial n_1} (u_0, \alpha_j), \sum_{j=1}^{N_2} \frac{\partial}{\partial n_2} (u_0, \beta_j) \right)$$

where in the last step we used (36) and the properties of $Q$. Here, $o(1)$ tends to 0 as $n = \deg(f) \to \infty$ but it is independent of $f$, this follows from the consideration (36) and $N_5 - N_2 - 2 = o(n)$.

Using that $|h'(1)| = |f'(u_0)|$ and summarizing these estimates, we have

$$|f'(1)| \leq \|f\|_F (1 + o(1)) \cdot \max \left( \sum_{j=1}^{N_1} \frac{\partial}{\partial n_1} (u_0, \alpha_j), \sum_{j=1}^{N_2} \frac{\partial}{\partial n_2} (u_0, \beta_j) \right)$$

which is the assertion of Theorem 1.

4 Proof of Theorem 2

Here we use an analytic open-up tool to transform the arc setting ($z$ plane) to the curve setting ($u$ plane).

For a Jordan curve $\Gamma$, $\text{Int}\Gamma$ denotes the interior of $\Gamma$ and $\text{Ext}\Gamma$ denotes the exterior of $\Gamma$, $\text{Ext}\Gamma := \mathbb{C}_\infty \setminus (\Gamma \cup \text{Int}\Gamma)$.

**Proposition 9.** Let $\Gamma_0 \subset \mathbb{C}$ be an analytic Jordan arc. Then there exist a rational function $F$ and an analytic Jordan curve $\Gamma$ such that $F$ is a conformal bijection from $\text{Int}\Gamma$ and from $\text{Ext}\Gamma$ onto $\mathbb{C}_\infty \setminus \Gamma_0$.

This is a special case of [KN15b], Proposition 5 and actually can be established with the Joukowskii mapping $z = J(u) = 1/2(u + 1/u)$ and using a suitable linear transformation. This mapping is depicted on figure 3.

Denote the inverse of $z = F(u)$ restricted to $\text{Int}\Gamma$ by $F_1^{-1}(z) = u$ and that restricted to $\text{Ext}\Gamma$ by $F_2^{-1}(z) = u$.

We need the mapping properties of $F$ as regards the normal vectors. For the full details, we refer to [KN15b] p. 879. Briefly, there are exactly two
Figure 3: The open-up

$u_1, u_2 \in \Gamma$, $u_1 \neq u_2$ such that $F(u_1) = F(u_2) = z_0$. Denote the normal vectors to $\Gamma$ pointing outward by $n_2(\cdot)$ and the normal vectors pointing inward by $n_1(\cdot)$. By reindexing $u_1$ and $u_2$ and the exchanging $n_1(z_0)$ and $n_2(z_0)$, we may assume that the normal vector $n_2(u_1)$ is mapped by $F$ to the normal vector $n_2(z_0)$. This immediately implies that $n_1(u_1)$, $n_2(u_2)$, $n_1(u_2)$ are mapped by $F$ to $n_1(z_0)$, $n_1(z_0)$, $n_2(z_0)$ respectively.

Moreover, we need to relate the normal derivatives of Green’s functions as follows.

**Proposition 10.** Using the notations above, for the Green’s functions of $G_2 := \text{Ext} \Gamma$ and $G_1 := \text{Int} \Gamma$ and for $b \in C_\infty \setminus K$ we have

$$
\frac{\partial}{\partial n_1(z)} g_{C_\infty \setminus \Gamma_0}(z, b) = \frac{\partial}{\partial n_1(u_1)} g_{G_1}(u_1, F_1^{-1}(b)) / |F'(u_1)|
$$

and, similarly for the other side,

$$
\frac{\partial}{\partial n_2(z)} g_{C_\infty \setminus \Gamma_0}(z, b) = \frac{\partial}{\partial n_2(u_2)} g_{G_2}(u_2, F_2^{-1}(b)) / |F'(u_2)|
$$

This proposition follows immediately from Proposition 6 from [KN15b] and is a two-to-one mapping analogue of Proposition 6.

**Proof of Theorem 2.** Use Proposition 9 and consider $f_1(u) := f \circ F(u)$ on the analytic Jordan curve $\Gamma$ at $u_1$ (where $F(u_1) = z_0$) and put $G_1 := F_1^{-1}(C_\infty \setminus \Gamma_0) = \text{Int} \Gamma$ and $G_2 := F_2^{-1}(C_\infty \setminus \Gamma_0) = \text{Ext} \Gamma$, similarly as above. Obviously, $G = C_\infty \setminus \Gamma_0$. We have then

$$
|f_1'(u_1)| \leq (1 + o(1)) \|f_1\|_{\Gamma} \cdot \max \left( \sum_{\beta} \frac{\partial}{\partial n_1(u_1)} g_{G_1}(u_1, F_1^{-1}(\beta)), \sum_{\beta} \frac{\partial}{\partial n_2(u_1)} g_{G_2}(u_1, F_2^{-1}(\beta)) \right)
$$
where $\beta$ runs through the poles of $f(z)$ (counting multiplicities).

Now use Proposition \[\text{10}\] and $f'_1(u_1) = f'(z_0) F'(u_1)$, hence

$$|f'(z_0)| \leq (1 + o(1)) \|f\|_{\Gamma_0} \cdot \max \left( \sum_{\beta} \frac{\partial}{\partial n_1(z_0)} g_G(z_0, \beta), \sum_{\beta} \frac{\partial}{\partial n_2(z_0)} g_G(z_0, \beta) \right)$$

which we wanted to prove. \hfill \Box

## 5 Sharpness - proof of Theorem [3]

The idea is as follows. On the unit circle ($v$ plane), we use some special rational functions for which Borwein-Erdélyi inequality is sharp. Then we transfer it back to $\Gamma (u$ plane) and approximate it with rational functions. In other words, we do the “reconstruction step” in the “opposite direction”.

Recall that $D^* = \{z : |z| > 1\} \cup \{\infty\}$ and $B(a, v) = \frac{1-av}{v-a}$ is the Blaschke factor with pole at $a$.

First, we state the cases when we have equality in Borwein-Erdélyi inequality.

**Proposition 11.** Suppose $h$ is a Blaschke product with all poles are either inside or outside the unit circle, that is, $h(v) = \prod_{j=1}^{n} B(\alpha_j, v)$ where all $\alpha_j \in D$, or $h(v) = \prod_{j=1}^{n} B(\beta_j, v)$ where all $\beta_j \in D^*$. Then

$$|h'(1)| = \|h\|_{D^*} \max \left( \sum_{\alpha} \frac{\partial}{\partial n_1(1)} g_D(1, \alpha), \sum_{\beta} \frac{\partial}{\partial n_2(1)} g_D^*(1, \beta) \right)$$

where the sum with $\alpha$ (or $\beta$) is taken over all poles of $h$ in $D$ (or in $D^*$, respectively), counting multiplicities.

This proposition is contained in Borwein-Erdélyi inequality as stated in [BE95] pp. 324-326.

The proof starts as follows. Take $n$ (not necessarily different) points from $\Phi_{1}^{-1}(Z_1)$, denote them by $\alpha_1, \ldots, \alpha_n$ and let

$$h_n(v) := \prod_{j=1}^{n} B(\alpha_j, v).$$

Obviously $\|h_n\|_{D^*} = 1$. Now we “transfer” $h_n$ to $u$ plane.

Let $f_{1,n}(u)$ be the sum of principal parts of $h_n (\Phi_1^{-1}(u))$. And approximate $h_n (\Phi_1^{-1}(u)) - f_{1,n}(u)$ with rational functions with poles outside $\Gamma$ as follows.

It is immediate that

$$\varphi_e(u) := h_n (\Phi_1^{-1}(u)) - f_{1,n}(u)$$

is holomorphic in $G_1^+ := \{\Phi_1(v) : |v| < 1 + \delta_1\}$.

Fix any $\zeta_0 \in \mathbb{Z}_2$ arbitrarily. Take a rational function $w = \psi(u)$ such that $\psi(\zeta_0) = \infty$ and $\deg \psi = 1$. Hence $\psi$ is a conformal mapping from $\mathbb{C}_\infty$ onto itself.
Figure 4: The three planes $w$, $u$ and $v$ and the mappings

Let $\Gamma_w := \psi(\Gamma)$ and $G^+_w := \psi(G^+_1)$ and $w_0 := \psi(u_0)$. Fix a smooth Jordan curve $\Gamma_w^+$ such that $\Gamma_w^+ \subset \text{Int}\Gamma_w^+$, $\Gamma_w^+ \subset G^+_w$ and $\psi(Z_2) \cap (\Gamma_w^+ \cup \text{Int}\Gamma_w^+) = \emptyset$. These are depicted on figure 4.

Put

$$N_6 := \lceil n^{1/5} \rceil$$

and denote a Fekete polynomial (monic polynomial with zeros at a Fekete point set) of $\Gamma_w$ with degree $N_6$ by $P(w)$.

We are going to use the sharpness of Bernstein-Walsh lemma (see, e.g. [Ran95], Theorem 5.5.7 (b), p. 156) therefore we put

$$C_{18} := \inf \{ g_{C\infty}(w, \infty) : w \in \Gamma_w^+ \} > 0,$$

$$C_{19} := \sup \{ \tau(w, \infty) : w \in \Gamma_w^+ \} < \infty$$

where $\tau(.,.)$ denotes the Harnack distance.

It is known that the $n$-th diameter $\delta_{N_6}$ of $\Gamma_w$ is close to the capacity $\text{cap}(\Gamma_w)$, (see Fekete-Szegő theorem [Ran95], Theorem 5.5.2 on page 153), since $\delta_{N_6} \to \text{cap}(\Gamma_w)$. Hence $N_6$ is large, then $C_{19} \log \frac{\delta_{N_6}}{\text{cap}(\Gamma_w)} < C_{18}/2$ and $g(w, \infty) - \tau(w, \infty) \log \frac{\delta_{N_6}}{\text{cap}(\Gamma_w)} > C_{18}/2$. This way we have for large $N_6$ that

$$|P(w)| \geq ||P||_{\Gamma_w} \exp (N_6 C_{18}/2), \quad (w \in \Gamma_w^+). \quad (38)$$

Let

$$q(w) := P(w) (w - w_0)^2,$$

this $q$ is a polynomial with degree $N_6 + 2$ and $w_0$ is (at least) a double zero. Introduce

$$f_{2,w}(w) := \frac{1}{2\pi i} \int_{\Gamma_w^+} \frac{\varphi_e(\psi^{-1}(w)) \frac{q(w) - q(\xi)}{w - \xi}}{q(\xi)} d\xi,$$

where $w \in \text{Int}\Gamma_w^+$ and this $f_{2,w}(.)$ is a polynomial with degree $N_6 + 2$. Here, $f'_{2,w}(w_0) = \varphi_e'(u_0) / \psi'(u_0)$.

The error of interpolation on the $w$ plane is

$$\varphi_e(\psi^{-1}(w)) - f_{2,w}(w) = \frac{1}{2\pi i} \int_{\Gamma_w^+} \frac{\varphi_e(\psi^{-1}(\xi)) \frac{q(w)}{q(\xi)}}{\xi - w} d\xi,$$
where \( w \in \text{Int}\Gamma_{w+} \). It can be estimated from above as follows if \( w \in \Gamma_{w} \)

\[
|\varphi_{w}(\psi^{-1}(w)) - f_{2,w}(w)| \leq \frac{1}{2\pi} \int_{\Gamma_{w+}} \left| \varphi_{w}(\psi^{-1}(\xi)) \right| \left| \frac{q(\xi)}{q(\xi)} \right| |d\xi|
\]

\[
\leq \frac{1}{2\pi} \int_{\Gamma_{w+}} \left| \varphi_{w}(\psi^{-1}(\xi)) \right| \left| \frac{P(w)}{P(\xi)} \right| C_{20} \frac{1}{|\xi - w| |\xi - w_{0}|^{2}} |d\xi| \quad (39)
\]

where \( C_{20} > 0 \) (actually \( C_{20} = \text{diam}(\Gamma_{w+})^{2} \)) and we continue this estimate later. Here \( |\varphi_{w}(\psi^{-1}(\xi))|, \xi \in \Gamma_{w+} \) can be estimated using that \( h_{w}(\nu) \) is a Blaschke product with all poles in the unit disk, therefore \( \|h_{w} \circ \Psi_{1}^{-1} \circ \psi^{-1}\|_{\Gamma_{w+}} \leq 1 \) and using the Gonchar-Grigorjan type estimate (see Theorem 1 in \([\text{KN15a}]\)) on \( \text{Int}\Gamma \) for \( h_{w} \circ \Phi \Gamma_{1}^{-1} \) which implies that \( \|f_{1,n}\|_{\Gamma} \leq C_{6}(\Gamma) \log(n) \|h_{w} \circ \Phi_{1}^{-1}\|_{\Gamma} = C_{6}(\Gamma) \log(n) \) and, since \( f_{1,n} \) has poles in \( \text{Int}\Gamma \), the maximum principle yields \( \|f_{1,n}\|_{\Gamma_{w}} \geq \|f_{1,n}\|_{\Gamma_{w+}} \). Hence

\[
|\varphi_{w}(\psi^{-1}(\xi))| \leq \|h_{w} \circ \Psi_{1}^{-1} \circ \psi^{-1}\|_{\Gamma_{w+}} + \|f_{1,n}\|_{\Gamma_{w+}} \leq 1 + C_{6}(\Gamma) \log(n) = O(\log(n)) \quad (40)
\]

where \( n \) is large enough (depending on \( \Gamma \) only). We also use

\[
\frac{C_{20}}{2\pi} \int_{\Gamma_{w+}} \frac{1}{|\xi - w| |\xi - w_{0}|^{2}} |d\xi| \leq C_{21}
\]

for some constant \( C_{21} > 0 \) depending on \( \Gamma \) and \( \Gamma_{w+} \), since \( w \in \Gamma_{w} \), and \( \Gamma_{w+} \) is fixed and is from positive distance from \( \Gamma_{w} \). Finally, we estimate \( |q(\nu)/q(\xi)| \) using (38) (when \( w \in \Gamma_{w}, \xi \in \Gamma_{w+} \)), whence

\[
\left| \frac{q(\nu)}{q(\xi)} \right| \leq \frac{\|P\|_{\Gamma_{w}}}{\|P\|_{\Gamma_{w}} e^{N_{6}C_{18}/2}} = e^{-N_{6}C_{18}/2}.
\]

Putting these estimates together, we can finish (39)

\[
\leq O \left( \log(n) e^{-N_{6}C_{18}/2} \right).
\]

Now substituting \( w = \psi(u) \), we can write

\[
\|\varphi_{\psi} - f_{2,w} \circ \psi\|_{\Gamma} \leq O \left( \log(n) e^{-N_{6}C_{18}/2} \right) \quad (41)
\]

where \( \delta_{\psi} \) and the constant in \( O(.) \) is independent of \( h_{n} \) and \( n \) and depends only on \( \Gamma \) and \( \Gamma_{w+} \) only.

Finally, let

\[
f_{n}(u) := f_{1,n}(u) + f_{2,w}(\psi(u))
\]

this is a rational function with poles in \( \text{Int}\Gamma \) with total order \( n \) and one pole in the exterior of \( \Gamma \) (at \( \zeta_{0} \)) with order \( N_{6} + 2 = O(n^{4/5}) = o(n) \). Moreover

\[
|f'_{n}(u_{0})| = |f'_{1,n}(u_{0}) + (\varphi_{e}(u_{0}) / \psi'(u_{0})) \psi'(u_{0})| = |h'_{n}(1)|
\]
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since $|\Phi_1'(1)| = 1$. We know that $\|h_n\|_{\partial D} = 1$ and using $[11]$.

$$\|f_n\|_{\Gamma} = \|f_1, n + f_2, n \circ \psi\|_{\Gamma} = \|f_1, n + \varphi e + f_2, n \circ \psi - \varphi e\|_{\Gamma} = \|h_n \circ \Phi_1^{-1} + f_2, n \circ \psi - \varphi e\|_{\Gamma} = 1 \pm O\left(\log(n)e^{-N_6C_1/2}\right)$$

therefore $\|f_n\|_{\Gamma} \leq (1 + o(1)) \|h_n\|_{\partial D}$.

We use Proposition 11 for $h_n$, hence

$$|f_n'(u_0)| = |h_n'(1)| = \|h_n\|_{\partial D} \max \left(\sum_{\alpha} \frac{\partial}{\partial n_1 (1)} g_D (1, \alpha), \sum_{\beta} \frac{\partial}{\partial n_2 (1)} g_D^* (1, \beta)\right) \geq (1 - o(1)) \|f_n\|_{\Gamma} \max \left(\sum_{\alpha} \frac{\partial}{\partial n_1 (1)} g_D (1, \alpha), \sum_{\beta} \frac{\partial}{\partial n_2 (1)} g_D^* (1, \beta)\right)$$

where actually the second term in the max is void ($h_n$ has poles only inside the unit disk) and by Proposition 5 so

$$\max \left(\sum_{\alpha} \frac{\partial}{\partial n_1 (1)} g_D (1, \alpha), \sum_{\beta} \frac{\partial}{\partial n_2 (1)} g_D^* (1, \beta)\right) = \sum_{\alpha} \frac{\partial}{\partial n_1 (1)} g_D (1, \alpha) = \sum_{\alpha} \frac{\partial}{\partial n_1 (u_0)} g_{G_1} (u_0, \Phi_1(\alpha)) = \max \left(\sum_{\alpha} \frac{\partial}{\partial n_1 (u_0)} g_{G_1} (u_0, \Phi_1(\alpha)), (N_6 + 2) \frac{\partial}{\partial n_2 (u_0)} g_{G_2} (u_0, \zeta_0)\right)$$

in the last step we used that the first term in the max is $O(n)$ and the second one is $o(n)$, hence if $n$ is large depending on $\Gamma$, then the last equality holds.

This finishes the proof of Theorem 3.
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