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Abstract

Sampling biases in training data are a major source of algorithmic biases in machine learning systems. Although there are many methods that attempt to mitigate such algorithmic biases during training, the most direct and obvious way is simply collecting more representative training data. In this paper, we consider the task of assembling a training dataset in which minority groups are adequately represented from a given set of data sources. In essence, this is an adaptive sampling problem to determine if a given point lies in the convex hull of the means from a set of unknown distributions. We present adaptive sampling methods to determine, with high confidence, whether it is possible to assemble a representative dataset from the given data sources. We also demonstrate the efficacy of our policies in simulations in the Bernoulli and a multinomial setting.

1 Introduction

Implementing algorithmic fairness in practice is a difficult task because most data science pipelines consists of many steps (e.g. data collection, data cleaning, training and post-processing), and any of these steps can affect the fairness of the outcome. Thus implementing algorithmic fairness in practice is generally non-trivial. Representation bias is a known issue when training ML models (Hashimoto et al., 2018; Rolf et al., 2021). This bias represent a lack of or minimal data from a subgroup of the desired population that can negatively impact the algorithmic outcomes. Unlike historical bias which is inherent in the data (Julia Angwin, 2016), representation bias can be alleviated through intentional data collection. When queried about ways individuals have attempted to address fairness, many cited more data collection as a first approach (Holstein et al., 2019). While this is possible in settings where group membership and, when applicable, outcome labels are known and can be directly sampled, there are circumstances where data collection comes from sources with unknown distributions of attributes.

An example of this is given in Holstein et al., 2019. Here they describe a company that wishes to automate essay scoring whose current iteration has unfair outcomes for a minority group. Their algorithm is scoring these minority students on average lower than a human specialist. They desire more high scoring essays from minority students to improve their scoring accuracy within that group. Because they do not know the distribution of these students at the schools they are collecting essays from, they do not have an efficient strategy to collect those needed samples, or know if it is possible to collect a data set with their desired distribution.

An approach to this problem would be to have a sampling policy to determine if there exists a distribution across schools that would produce a data set with the desired proportion of high scoring essay from the minority group. The goal of this iterative sampling policy would be to make this determination using a minimum number of samples. Once this feasibility is known, one can either sample accordingly or seek out other sources.

There are a myriad of strategies now published that are methods to improve fairness at the post-data collection stages (Dwork et al., 2012; Friedler et al., 2019). These training strategies and post-processing strategies will improve fairness outcomes, but there is a limit to improvement before impacting accuracy. It is always preferred in any machine learning application to start with the best data one can access. This highlights another benefit collecting fair data over post-collection strategies. If fairness is truly a concern, it must also be recognized that data collected today will be used for a different purpose tomorrow. By considering how to curate fair data in isolation, this can impact fairness outcomes regardless of the way data is used apart from its original purpose.
For example, consider that, in general, different definitions of fairness cannot be simultaneously satisfied except for certain possibly unattainable scenarios (Kleinberg, Mullainathan, and Raghavan, 2017; Pleiss et al., 2017). Collecting data to achieve one type of fairness when trained with a particular algorithm gives no guarantee for outcomes of other measures of fairness. If the measurement for fairness changes over the life of a project, the data is no longer optimal. Aiming for fair representation from the onset will mitigate some of these problems. Additionally, equal representation is one of the scenarios that can produce fair outcomes in relation to calibration and equalized odds, something that lopsided data cannot achieve.

This work aims to provide a sampling method that tests whether a curator can create a fair data set from available sources, where “fair” is defined in terms of a predefined proportion of group memberships. To the best of our knowledge, similar work in this area of fair sampling assumes a fair data set is achievable. This work focuses on testing that assumption. Considering the cost of collecting data, the goal will be to determine the feasibility of these sources with a minimum number of samples. When collecting data, if one can sample any protected attribute any number of times, it is simple to create training data that is consistent with some notion of fairness, such as equal proportions of protected attributes. In this paper, we consider the scenario where the sampling sources have unknown distributions of attributes and the curator has defined a "balanced" set in regards to the desired proportions of the training data. That is, data can be sampled from different sources (such as polling in different cities) but knowledge of the distributions of data from those sources is unknown. This problem setting is described in full in section 2.

Aside from collecting fair data for training, this method could also be used when fair sampling is the end for. For example, advertising community services with a desired outcome of equal men and women using those services. Different advertising strategies would reach different populations. A practitioner would want to know as quickly as possible whether their selected strategies can achieve their desired distribution, and if so what combination of strategies would do this.

Contributions

We introduce the convex hull feasibility problem. In the Bernoulli setting, we give a lower bound on the expected sample size in the infeasible case and an oracle lower bound of the expected sample size in the feasible case. We define the direction of greatest uncertainty and present three policies that use this direction, along with a naive Uniform policy. Using high-probability upper bounds, we prove that one policy, Lower Upper Confidence Bound (LUCB) Mean is superior to Uniform. We define the Multinomial version of the problem along with adjusted algorithms, and using simulations show the performance of our three policies outperform Uniform in the Bernoulli setting and the Multinomial setting with three dimensions.

1.1 Related Work

1.1.1 Fair Sampling

To the best of our knowledge, the first work to address data collection as a part of bias mitigation is Abernethy et al., 2020. Here the goal is to optimize over both a loss function for accuracy and a loss function for fairness. They assume an infinite availability of group labeled data, and at every iteration of sampling they choose the sample which will either minimize the accuracy loss or minimize the fairness loss. The choice of which loss to minimize at every time point is determined by a Bernoulli variable with probability \( p \), where \( p \) is a parameter chosen beforehand. When a sample is chosen to increase fairness, a sample is drawn from the group which currently has the worst loss performance. Otherwise a sample is chosen randomly. The intuition in both cases is that more training samples will improve performance, either overall performance when sampling at random or a specific group’s performance when sampling to improve fairness. A similar framework is presented in Tae and Whang, 2021, where the groupings are predefined slices of a current data set, and the goal is to obtain additional samples within a budget so as to maximize average accuracy as well as minimize the average difference between the accuracy of each slice and that of the total data. Their sampling method relies on estimating learning curves and allocating the sampling budget to slices that will have maximum impact on accuracy and fairness.

Along this vein of work is Shekhar et al., 2021. Their goal identify a minimax optimal classifier across the sampling proportion of protected attributes and the loss of the worst performing group. Given a function class \( \mathcal{F} \), loss \( l \), and protected attributes \( z \in \mathcal{Z} \), they propose an adaptive sampling policy that identifies the worst performing group \( z \) and dedicates a larger proportion of the sampling budget to that group.

In Asudeh, Jin, and Jagadish, 2019, they forgo optimization for a particular learning algorithm and focus on the
coverage of features within the data. They define the set maximum uncovered patterns (MUP), which aims to identifying feature combinations that fail to meet predefined threshold counts. In addition to providing several algorithms to identify the set of MUP, they provide a greedy algorithm to sample additions data whose feature patterns are MUP until all meet the required sampling threshold.

The work closest to ours is presented in Nargesian, Asudeh, and Jagadish, 2021, where the goal is to collect a data set of a given size consisting of a desired count from each defined group. Here they assume a priori that the desired counts are feasible, and if minimums are not achieved they propose oversampling until minority group counts are met and removing excess majority samples. In addition to results for when the sampling distributions are known, they tackle the unknown distribution model with a multi-armed bandit strategy. They propose a reward function that depends on the true distribution of a group (such as from census population data), with the intuition being if a sample is from a group with a high proportion in the population then the reward is low and if from a minority group the reward should be high. Using a UCB type strategy with this reward function presents a sampling strategy that aims to sample from the distribution with the largest proportion of the minority group. Our work differs substantially by focusing on the feasibility of the desired proportions, and frames the problem through use of a convex-hull composed of points defined by a confidence region.

There are several other frameworks around obtaining a fair data set. For example, an active learning application is presented in Anahideh, Asudeh, and Thirumuruganathan, 2021, where the goal is to sequentially select which points to label so as to balance model accuracy along with a predetermined notion of fairness. Data augmentation with synthetic points has also been explored Sharma et al., 2020.

1.1.2 Bandit Pure Exploration

The feasibility problem is closely related to the pure exploration multi-armed bandit problem. In pure exploration a learner has $k$ actions with unknown means and the goal is to identify the action or subset of actions with the largest mean from the fewest samples. There are two settings in this problem, fixed-confidence and fixed-budget. In the fixed-confidence setting, a policy aims to minimize the sample complexity while guaranteeing the outcome of a policy is correct with some minimum predetermined probability. In the fixed-budget setting, a policy, given a predetermined sample size, aims to provide the largest confidence with which the largest means are correctly identified.

To see the connection to our feasibility problem to the fixed-confidence setting, consider the two class case, which reduces to identifying if there exists $p_i \leq x \leq p_j$. Here $p_1, \ldots, p_k$ are the $k$ unknown means and the desired mean $x$ encodes our definition of a balanced data set. Then by determining if $x$ is or isn’t the maximum or minimum mean with some probability $1 - \delta$ we determine whether we correctly identify feasibility with probability $1 - \delta$.

The PAC pure-exploration setting was first presented in Even-dar, Mannor, and Mansour, 2002 for identifying the top action with a fixed confidence. Their successive elimination algorithm relies on uniformly sampling actions from a decreasing set, removing actions from the set as they are determined to be lower than the top action with high confidence. Another set of policies uses lower upper confidence bounds on the means of the actions (Gabillon, Ghavamzadeh, and Lazaric, 2012; Jamieson et al., 2014; Kalyanakrishnan et al., 2012; Kaufmann and Kalyanakrishnan, 2013). A lower bound on the expected sample complexity for Bernoulli rewards is presented in Mannor and Tsitsiklis, 2004, where they provide worst case and gap dependent bounds. This is expanded upon by Garivier and Kaufmann, 2016, who provide a lower bound on sample complexity for one parameter exponential families and a policy with a asymptotically matching upper bound.

1.1.3 Probabilistic Hyperplane Separability

The fields of computational geometry and computer science are not new to the problems of convex hull feasibility and hyperplane separability with probabilistic points. Though the underlying data assumptions are not quite matched to the convex-hull feasibility problem we present in this paper, there are significant similarities that may ultimately be used in future research and we would be remiss not to point them out. The goal of these papers is typically to provide an algorithm identifying separability or the probability of separability that minimizes run time complexity.

We briefly characterize three variations of these problems that are similar to ours. The first is that which considers the probability of linear separability between two sets of points $A$ and $B$ which are drawn from sets $A$ and $B$, as in Fink et al., 2017. The second variation considers $n$ labeled points from sets $A$ and $B$, each with a known uncertainty
region. The question then is to determine separability of sets of uncertainty regions, as seen in Sheikhi et al., 2017. Finally, there is the problem formulation where there are \( n \) points, with the value of each point \( i \) having a probability distribution over a discrete set \( s_i \) with the goal to find the probability a set \( O \) lies within the probabilistic convex hull (Yan et al., 2015).

2 General Problem Definition

The fixed-confidence \( \epsilon \)-convex hull feasibility problem is defined as follows. Each of \( k \) distributions, which we will heretofore refer to as actions, are independently belong to some known family \( P \) with unknown means \( \mu_i \) in dimension \( d \). We are given a known variable \( x \in \mathbb{R}^d \) and a relaxation of \( \epsilon \geq 0 \) and define \( x_\epsilon \) as the open set \( \{ y : ||y - x|| < \epsilon \} \), with \( x_\epsilon = x \) when \( \epsilon = 0 \). We define the feasible case as when there exists some \( y \in x_\epsilon \) that lies in the convex hull of \( \{\mu_1, ..., \mu_k\} \) and the infeasible case as when the set \( x_\epsilon \) lies outside of the convex hull of \( \{\mu_1, ..., \mu_k\} \). We include the relaxation of \( x \) with \( \epsilon \) because it may not be necessary to achieve exact feasibility.

If the \( \mu_i \)'s are known, then it is possible to determine whether \( x \) is in the convex hull of the \( \mu_i \)'s by solving a linear optimization problem. Instead, we consider the setting in which the \( \mu_i \)'s are unknown, but we can (actively) observe noisy versions of the \( \mu_i \)'s. The goal is to give a determination of the feasibility of \( x_\epsilon \) with a predetermined confidence while minimizing the number of times the actions are sampled.

In the fairness setting, the dimension \( d \) represents the number of groups defined by the protected attribute labels that the curator wishes to balance on. For example \( d = 2 \) could represent the groupings of ‘men’ and ‘women’. The points \( \mu_i \)'s correspond to data sources: the \( j \)-th component of \( \mu_i \) is the fraction of samples from the \( j \)-th group in samples from the \( i \)-th data source. The components of the query point \( x \) correspond to the desired fractions of samples from each group in the data set. The convex hull feasibility problem is thus equivalent to determining whether there is a set of weights \( w_i \) such that drawing \( w_i \) fraction of samples from the \( i \)-th data source will lead to a data set with the desired fractions of samples from each group.

2.1 Feasibility and Infeasibility

Given \( i \in [k], \mu_i \in \mathbb{R}^d, x \in \mathbb{R}^d \) and \( \epsilon \geq 0 \), we first state the feasible and infeasible cases more formally.

**Definition 2.1** (Infeasible Case). The problem is \((x, \epsilon)\)-infeasible if there exists some separating hyperplane between \( x_\epsilon \) and the \( \mu_i \).

\[ \exists a \in \mathbb{R}^d \text{ such that } \forall i \in [k], x \in x_\epsilon, (\mu_i - x)^T a < 0. \]

**Definition 2.2** (Feasible Case). The problem is \((x, \epsilon)\)-feasible if there exists a convex combination that expresses some \( y \in x_\epsilon \) in terms of the \( \mu_i \)'s:

\[ \exists \lambda \in \Delta^{k-1} \text{ such that } y = \sum_{i=1}^k \lambda_i \mu_i. \]

where \( \Delta^{k-1} \) is the \((k-1)\)-dimensional probability simplex in \( \mathbb{R}^k \).

Because the \( \mu_i \) are unknown, we must rely on confidence regions to inform a decision of whether the underlying case is feasible or infeasible. If each confidence region \( R_i \) contains \( \mu_i \) with probability at least \( 1 - \delta \), then we can make a high-confidence decision on the underlying case.

**Definition 2.3** (1 − \( \delta \) Confident Infeasible). There exists a separating hyperplane between the set \( x_\epsilon \) and the confidence regions for all actions.

\[ \exists a \in \mathbb{R}^d \text{ such that } \forall i \in [k], y \in x_\epsilon, v_i \in R_i, \text{ we have that } (v_i - y)^T a < 0. \]

**Definition 2.4** (1 − \( \delta \) Confident Feasible). For all sets consisting of a point from each confidence region, there exists a point in \( x_\epsilon \) within their convex hull.

\[ \forall v_i \in R_i, i \in [k], \exists \lambda \in \Delta^{k-1}, y \in x_\epsilon \text{ such that } y = \sum_{i=1}^k \lambda_i v_i. \]
2.2 Sampling Policy

A sampling policy \( \pi \) is a mapping of the history of all samples drawn up to the current time to the choice of which action to sample next and the termination of the algorithm. When a policy terminates, it outputs a result of either feasible or infeasible. Let \( \tau \) represent the stopping time of a policy, and \( I(\pi, \delta) \in \{\text{feasible}, \text{infeasible}\} \) be the indicator function of the output for policy \( \pi \) given confidence \( 1 - \delta \).

Definition 2.5 (Sound Policy). Given some \( \delta \), We call a policy \((1 - \delta)\)-sound if the expected value of the stopping time is finite and if with probability at least \( 1 - \delta \) the policy selects the correct underlying case,

\[
E[\tau] < \infty
\]

\[
P(I(\pi, \delta) = \text{feasible} | \text{feasible}) \geq 1 - \delta, \quad P(I(\pi, \delta) = \text{infeasible} | \text{infeasible}) \geq 1 - \delta
\]

3 Bernoulli Feasibility Sampling

We focus on the case where there are two protected categories \((d = 2)\). In this case the \( \mu_i \) lie in the 2-dimensional simplex and convex-hull feasibility simplifies into testing in 1-dimension with Bernoulli means. This setting maps onto the scenario with two groups labels, \( \{0, 1\} \), with \( x \in [0, 1] \) representing the desired proportion of samples from group 1 and the probability of sampling group 1 from action \( i \) is \( p_i \). For our theoretical analysis, we assume without loss of generality that \( p_1 \geq p_2 \geq \ldots \geq p_k \).

3.1 Sample Complexity Lower Bounds

We will take inspiration from the pure exploration bandit literature and give a lower bound on the expected value of the stopping time \( \tau \) as a measure of sample complexity in the Bernoulli setting.

The multi-armed bandit best arm identification problem and the Bernoulli convex hull feasibility problem share certain similarities pointing towards similar techniques, but significant differences prevent direct application. In the best arm identification problem, to determine the best action with high confidence, all sub-optimal actions must be sampled to some extent to rule them sub-optimal. This remains true in our problem when the problem instance is infeasible, as all actions must be sampled sufficiently to determine them separable from our set of interest \( x_\varepsilon \). If the instance is feasible, the relation of the “sub-optimal” actions to each other or \( x_\varepsilon \) becomes irrelevant for example, if two actions are sampled such they are determined with high confidence to be above and below \( x_\varepsilon \) respectively, the probability of sampling group 1 from action \( i \) is \( p_i \).

Additionally, there may be multiple sets of actions whose convex hull is feasible.

The possibility of multiple optimal subsets of actions presents a difficulty in determining a lower bound for feasible instances since for any \((1 - \delta)\)-sound policy, it may not have sampled all actions and there may be multiple sets of actions that would trigger termination with the correct outcome. Therefore, for a specific feasible instance, it becomes difficult to give an expected lower bound for each action, except for the case when the playable actions comprise a unique feasible set.

Considering this, we give a looser oracle lower bound for the feasible case. Here, the oracle knows the optimal subset(s) of actions but does not know their means. The oracle lower bound then is the minimum expected sample complexity when only actions in an optimal subset are played. Note that the oracle lower bound is still a valid lower bound since we are only giving the learner more information about the problem. However, the true lower bound might be much higher than our oracle lower bound.

Notation: Let \( \mathcal{E}_f(x, \epsilon) \), \( \mathcal{E}_i(x, \epsilon) \) represent the set of feasible and infeasible instances of \( \{p_1, ..., p_k\} \) for given \((x, \epsilon)\), respectively. Where a feasible instance represents a vector \( \{p_1, ..., p_k\} \) whose convex hull contains a point in \( x_\varepsilon \), and infeasible instance is otherwise. For any feasible problem instance \( \nu \in \mathcal{E}_f \), let

\[
\Omega = \{J \subseteq [k] | \{p_i\}_{i \in J} \text{ is } (x, \epsilon) \text{ feasible}\}
\]

be the set of all subsets of actions whose means are \((x, \epsilon)\)-feasible. Then we define the optimal subset of actions, \( J^* \), as the subset(s) that is furthest from any infeasible instance, \( J^* = \arg\max_{J \in \Omega} \min_{\nu \in \mathcal{E}_f} \sum_{i \in J} D(\nu_i, \nu_j) \), where \( D \)
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d policy with \[ |J \] is the Kullback–Leibler divergence. There are two feasible cases, either only one source is feasible or two sources are a feasible set, so \( |J^*| \in \{1, 2\} \). When analysis differs for these cases and \( |J^*| = 1 \) then we write \( J^* = \{l^* \} \), else we write \( J^* = \{1, k \} \), as in this case the optimal subset consists of the sources with the largest and smallest mean, \( p_1 \) and \( p_k \).

**Theorem 1** (Oracle Feasible case). For a problem instance \( \nu \) that is \((x, \epsilon)\)-feasible, for any \((1 - \delta)\)-sound deterministic policy with \( d = 2, \delta < 1/2 \),

\[
E_{\nu} [\tau] \geq \left\{ \max \left\{ D(p_{t\nu}|x - \epsilon)^{-1}, D(p_{t\nu}|x + \epsilon)^{-1} \right\} \frac{3}{4\delta} \log \left( \frac{3\delta}{4\delta} \right) \right\} \frac{3}{2} \log \left( \frac{1}{4\delta} \right) \quad J^* = \{l^* \}
\]

**Theorem 2** (Infeasible case). For a problem instance \( \nu' \) that is \((x, \epsilon)\)-infeasible, for any \((1 - \delta)\)-sound deterministic policy with \( d = 2, \delta < 1/2 \),

\[
E_{\nu'} [\tau] \geq \sum_{i = 1}^{k} \max \left\{ D(p_i|x - \epsilon)^{-1}, D(p_i|x + \epsilon)^{-1} \right\} \frac{3}{2} \log \left( \frac{1}{4\delta} \right)
\]

Lower bound proofs can be found in section A.1.

### 3.2 Sampling Policies

We present four sampling policies, a naive Uniform policy as a baseline along with Lower Upper Confidence Bound (LUCB) Mean, LUCB Ratio and Beta Thompson Sampling. We give high probability upper bounds for Uniform and LUCB Mean, and empirical evidence that LUCB Mean, LUCB Ratio, and Beta TS significantly outperform Uniform.

**Notation:** Let \( B(n, \delta) \) be a confidence margin dependent upon sample size \( n \) and confidence parameter \( \delta \) such that

\[
\sum_{n = 1}^{\infty} P (|p_i - \hat{p}_i(n)| > B(n, \delta)) < \frac{\delta}{k}.
\]

(3.1)

We write \( B_i(t) \) to represent the confidence margin for action \( i \) given its sample size at time \( t \) when \( \delta \) is implied. Let \( \hat{p}_i(t) \) be the estimated mean of action \( i \) at time \( t \), and \( R_i(t) = \{ y : \hat{p}_i(t) - B_i(t) \leq y \leq \hat{p}_i(t) + B_i(t) \} \) be the confidence region of action \( i \) at time \( t \). We use \( a_t \) to specify the action chosen at time \( t \) and \( n_i(t) \) the number of times action \( i \) has been chosen at time \( t \). Each policy follows the same stopping rules for termination.

We next define the direction of greatest uncertainty, which is used to determine termination and in our sampling policies for action selection. This measure aims to capture which direction away from \( x \), we are least certain an action mean lies on.

**Definition 3.1** (Direction of greatest uncertainty). Given a confidence margin \( B_i \) and mean estimate \( \hat{p}_i \), the direction of greatest uncertainty \( u \in \{1, -1\} \) is defined as,

\[
u = \text{argmin}_{u \in \{1, -1\}} \max_{i \in \{1, k\}} u(\hat{p}_i - x) - B_i.
\]

The intuition behind this definition is that it identifies the direction from \( x \) we are furthest from determining a mean exists in that direction. For example, if \( x = .5 \), and there are two confidence regions (.48, .9) and (.49, .8), then the closest lower bound in direction \( u = -1 \) is .8, and the closest lower bound in direction \( u = 1 \) is .48. The decision boundary that implies a mean lies below \( x \) is further from \( x \) than a decision boundary that implies a mean lies above it, so our direction of greatest uncertainty is \( u = -1 \) and we should sample actions that we have a higher belief are below \( x \).

All the policies presented follow the same stopping rules.

**Stopping Rules:** If one of the following criteria are met, the policy terminates,

1. **Feasible:** \( x_r \) is not separable from any subset consisting of a point from each of the confidence regions.

\[
\min_{u \in \{-1, 1\}} \max_{i \in \{1, k\}} u(\hat{p}_i - x) - B_i(t) > \epsilon
\]
2. **Infeasible:** $x_{\epsilon}$ is separable from all confidence regions.

$$\min_{u \in \{-1, 1\}} \max_{i \in [k]} (\hat{p}_i - x) u + B_i(t) < -\epsilon$$

Where stopping rule 1 states there is a mean whose confidence interval lies above $x - \epsilon$ and one whose confidence intervals lies below $x + \epsilon$. The same confidence interval may satisfy both of these conditions. Intuitively, stopping rule 1 says that if the true means lie in their respective confidence intervals, then no matter their value, a point in $x_{\epsilon}$ lies in their convex hull.

### 3.2.1 Uniform

This simple policy samples from the active actions and chooses the action with the least samples, leading to uniform sample sizes across active actions. Active actions at time $t$ are those whose confidence regions at time $(t-1)$ contain a boundary point of $x_{\epsilon}$. The policy is given in algorithm 1.

**Algorithm 1:** Uniform Bernoulli

```plaintext
input: Number of actions $k$, confidence $1 - \delta$, $x$, $\epsilon$.
Sample from each source once.
while Stop = False do
    Update active actions $A_t = \{i : \exists y \in \partial x_{\epsilon}, y \in R_i(t)\}$.
    $a_{t+1} = \arg\min_{i \in A_t} n_i(t)$
end
```

### 3.2.2 LUCB Mean

This policy is based on the idea of sampling the active action with the confidence boundary furthest from $x$ in the direction of greatest uncertainty, as given in definition 3.1. Given this direction, we exploit the action whose confidence bound is furthest from $x$. The policy is given in algorithm 2.

**Algorithm 2:** LUCB Mean Bernoulli

```plaintext
input: Number of actions $k$, confidence $1 - \delta$, $x$, $\epsilon$.
Sample from each source once.
while Stop = False do
    $u_t = \arg\min_{u \in \{-1, 1\}} \max_{i \in [k]} u(\hat{p}_i(t) - x) - B_i(t)$
    $a_{t+1} = \arg\max_{i \in [k]} u_t(\hat{p}_i(t) - x) + B_i(t)$
end
```

### 3.2.3 LUCB Ratio

Using definition 3.1 to define the direction of greatest uncertainty, the intuition of this policy is to sample from the active action whose confidence region has the largest proportion of area on the side of $x$ in this direction. It is possible that two actions have the same confidence ratio, at which point exploring the less sampled action provides more information. To account for this, we scale the confidence ratio by $\frac{1}{\sqrt{n_i}}$. The policy is given in algorithm 3.

### 3.2.4 Thompson Sampling

This probabilistic algorithm is a standard choice in the bandit literature. With few changes we adjust it to the convex hull feasibility problem. Again we use the direction of greatest uncertainty, sample a mean from the posterior of each action, and play the action with the mean furthest from $x$ in the given direction. The policy is given in line 4 where $r_i(t)$ are the number of success drawn from action $i$ at time $t$. 
Theorem 3 dependencies clearly. Let \( j^* = \arg \max_{i \in \{1, k\}} s_i^{\max} \). Assume \( B(n, \delta) \) satisfies equation (3.1). When the underlying case is feasible, the sample complexity of Uniform is bounded above by

\[
\tau \leq \begin{cases} 
\mathcal{O} \left( \sum_{i=1}^{k} \min \left( s_j^{\max}, s_i^{\min} \right) \right) & \mathcal{J}^* = \{1, k\} \\
\mathcal{O} \left( \sum_{i=1}^{k} \min \left( s_i^{\min}, s_j^{\max} \right) \right) & \mathcal{J}^* = \{l^*\}
\end{cases}
\]

Figure 1: Visualization of \( \Delta_i^{\max}, \Delta_i^{\min} \) for some \( p_i \) given \( x, \epsilon \).

Algorithm 4: Beta Thompson Sampling

```
input: Number of actions \( k \), confidence \( 1 - \delta, x, \epsilon \)
Sample from each source once.
while \( \text{Stop} = \text{False} \)
    Update posteriors \( \pi_i(t) = \text{Beta}(1 + r_i(t), 1 + (n_i(t) - r_i(t))) \)
    \( u_t = \arg \min_{u \in \{1, \ldots, 1\}} \max_{i \in [k]} u(\hat{p}_i(t) - x) - B_i(t) \)
    Sample \( \tilde{p}_i(t) \) from posterior \( \pi_i(t) \) for all \( i \in [k] \)
    \( a_{t+1} = \arg \max_{i \in [k]} u_t(\tilde{p}_i(t) - x) \)
end
```
and for $B(n, \delta) = \sqrt{\frac{1}{2n} \log(n^2 \frac{5k}{3\delta})}$, 

$$
\tau \leq \begin{cases} 
O\left(\sum_{i=1}^{k} \min\left(\frac{1}{(\Delta_{i,j}^{\max})^2}, \frac{1}{(\Delta_{i}^{\min})^2}\right)\right) & \text{if } \exists i,j, p_i < x < p_j \\
O\left(\sum_{i=1}^{k} \min\left(\frac{1}{(\Delta_{i,j}^{\max})^2}, \frac{1}{(\Delta_{i}^{\min})^2}\right)\right) & \text{otherwise}
\end{cases}
$$

with probability at least $1 - \delta$.

When the cases is infeasible, the sample complexity of Uniform is bounded above by

$$
\tau \leq O\left(\sum_{i=1}^{k} s_i^{\min}\right)
$$

and for $B(n, \delta) = \sqrt{\frac{1}{2n} \log(n^2 \frac{5k}{3\delta})}$

$$
\tau \leq O\left(\sum_{i=1}^{k} \frac{1}{(\Delta_{i}^{\min})^2}\right)
$$

With probability at least $1 - \delta$.

**Theorem 4 (LUCB Mean Complexity)**. Let $j^* = \arg\max_{i \in \{1, k\}} s_i^{\max}$ and $i^* = \arg\min_{i \in \{1, k\}} s_i^{\max}$. Assume $B(n, \delta)$ satisfies equation (3.1). When the underlying is feasible, the sample complexity of LUCB Mean is bounded above by

$$
\tau \leq \begin{cases} 
O\left(\sum_{i=1}^{k} \min\left(\frac{1}{\Delta_{i,j}^{\max}}, \frac{1}{(\Delta_{i}^{\min})^2}\right)\right) + \sum_{i=1}^{k} \min\left(\frac{1}{\Delta_{i,j}^{\max}}, \frac{1}{(\Delta_{i}^{\min})^2}\right) & \exists i,j, p_i < x < p_j \\
O\left(\sum_{i=1}^{k} \min\left(\frac{1}{\Delta_{i,j}^{\max}}, \frac{1}{(\Delta_{i}^{\min})^2}\right)\right) & \text{otherwise}
\end{cases}
$$

with probability at least $1 - \delta$.

When the underlying case is infeasible, the sample complexity of LUCB Mean is bounded above by,

$$
\tau \leq O\left(\sum_{i=1}^{k} s_i^{\min}\right)
$$

and for $B(n, \delta) = \sqrt{\frac{1}{2n} \log(n^2 \frac{5k}{3\delta})}$

$$
\tau \leq O\left(\sum_{i=1}^{k} \frac{1}{(\Delta_{i}^{\min})^2}\right)
$$

With probability at least $1 - \delta$.

This shows that for any problem instance, the worst case sample complexity is lower using the LUCB Mean policy compared to the Uniform policy, since $\min(s_{j_i}^{\max}, s_{i}^{\min}) \geq \max(s_{i,j}^{\star}, s_{i}^{\max})$ for all $l \in [k]$. We leave details of this to section A.3.

Intuitively, theorem 3 says that all actions are sampled as many times as the most sampled optimal arm or until it’s confidence region is disjoint from $x$. For theorem 4, the bounds are more complicated because it depends upon how close the action mean is to $p_{j_{i}}$ and the instance setting. Generally speaking, the bounds describe a relationship between the relative distance of an action’s mean and the most sampled optimal action’s mean, an action’s mean and a boundary point in $x$, and the worst case behavior of the action’s confidence region. These particular’s are detailed in the proof.
4  Multinomial Feasibility Sampling

By expanding our definition of the direction of greatest uncertainty and our stopping rules, we can modify each policy to work in higher dimensions.

4.1 Feasibility and Infeasibility Checks

Recall the definition of $1 - \delta$ Confident Feasible (definition 2.4). If we assume $\epsilon = 0$, an equivalent definition would be

$$\forall u, ||u|| = 1, \exists R_i \text{ such that } (q_i - (x + w))^T u > 0 \forall q_i \in R_i$$

which states that $x$ is not separable from any subset of points constructed from the confidence regions. Alternatively, we may say that for all unit vectors $u$, $\max_{i \in [k]} \min_{q \in R_i} (q_i - x)^T u > 0$. If we limit the confidence regions to be balls with radius $B$, then we can simplify to say $x$ is feasible if

$$\min_{u: ||u|| = 1} \max_{i \in [k]} (\hat{p}_i - x)^T u - B_i > 0.$$ 

Now considering $\epsilon > 0$, we would need to show there exists some point $(x + w) \in x, ||w|| < \epsilon$, 

$$\min_{u: ||u|| = 1} \max_{i \in [k]} (\hat{p}_i - (x + w))^T u - B_i > 0$$

We have that for some $\lambda \in (0, 1),

$$\min_{u: ||u|| = 1} \max_{i \in [k]} (\hat{p}_i - x)^T u - B_i > -\lambda \epsilon\text{ } \min_{u: ||u|| = 1} \max_{i \in [k]} (\hat{p}_i - x)^T u - B_i - w^T u > -\lambda \epsilon - w^T u\text{ } \min_{u: ||u|| = 1} \max_{i \in [k]} (\hat{p}_i - (x + w))^T u - B_i - w^T a > 0$$

Where in the last line we have that since $u$ is a unit vector and the length of $w$ is bounded by $\epsilon$, we can pick $w, \lambda \in (0, 1)$ such that $w^T u = -\lambda \epsilon$. Therefore a feasibility check becomes if, given some $\lambda \in (0, 1),

$$\min_{u: ||u|| = 1} \max_{i \in [k]} (\hat{p}_i - (x + w))^T u - B_i > 0.$$ 

In a similar fashion, an infeasibility check would be if there exists a unit vector $a$ such that,

$$\min_{u: ||u|| = 1} \max_{i \in [k]} (\hat{p}_i - x)^T u + B_i < -\epsilon.$$

4.2 Sampling Policies

Using the above formulation for checking feasibility lends itself to defining the direction of greatest uncertainty in any dimension.

Definition 4.1 (Direction of greatest uncertainty). Given a confidence margin $B_i$ and mean estimate $\hat{p}_i$, the direction of greatest uncertainty $a$ is defined as,

$$u = \arg\min_{u: ||u|| = 1} \max_{i \in [k]} (\hat{p}_i - x)^T u - B_i.$$ 

Unfortunately, finding the direction of greatest uncertainty for $d \geq 3$, and thus also checking feasibility, is a non-convex problem, so we cannot obtain the optimal solution. One obvious workaround to this is simply doing a grid search over some subset of points on the unit ball. This is the approach we take.

Let $G$ be some subset of the unit ball in dimension $d$ which will be the directions we search over, and let $\lambda \in (0, 1)$ be a parameter.

Stopping Rules: If one of the following criteria are met, the policy terminates,
1. \( x_e \) is not separable from the confidence balls in any direction \( u \in G \).
\[
\min_{u \in G} \max_{i \in [k]} (\hat{p}_i(t) - x)^T u - B_i(t) > -\lambda \epsilon
\]

2. \( x_e \) is separable from all confidence balls.
\[
\min_{u \in G} \max_{i \in [k]} (\hat{p}_i(t) - x)^T u + B_i(t) < -\epsilon
\]

Our sampling algorithms do not change significantly to accommodate higher dimensions. The Uniform policy no longer has an active action set, and the other policies use the updated definition of direction of greatest uncertainty and vector dot products instead of scalar multiplication. The policies are given in algorithm 5 (Uniform), algorithm 6 (LUCB Mean), algorithm 7 (LUCB Ratio), and algorithm 8 (Dirichlet Thompson sampling).

Algorithm 5: Uniform

**input:** Number of actions \( k \), confidence \( 1 - \delta, x, \epsilon \).
Sample from each source once.

**while** \( Stop = False \) **do**

\[
a_{t+1} = \arg\min_{i \in [k]} n_i(t)
\]

**end**

Algorithm 6: LUCB Sampling

**input:** Number of actions \( K \), confidence \( 1 - \delta \), unit vectors \( G \).

**fix:** \( A = [k] \)
Sample from each source once.

**while** \( Stop = False \) **do**

\[
u_t = \arg\min_{u \in G} \max_{i \in [k]} (\hat{p}_i(t) - x)^T u - B_i(t)
\]

\[
a_{t+1} = \arg\max_{i \in [k]} (\hat{p}_i(t) - x)^T u_t + B_i(t)
\]

**end**

Algorithm 7: Confidence Ratio Sampling

**input:** Number of actions \( K \), confidence \( 1 - \delta \), unit vectors \( G \).
Sample from each source once.

**while** \( Stop = False \) **do**

\[
u_t = \arg\min_{u \in G} \max_{i \in [k]} (\hat{p}_i(t) - x)^T u - B_i(t)
\]

\[
a_{t+1} = \arg\max_{i \in [k]} \frac{1}{\sqrt{n_i(t)}} (\hat{p}_i(t) - x)^T u_t + B_i(t)
\]

**end**

5 Simulations

We compare the average sample size till termination of our three policies against the naive uniform sampling method.

5.1 Setup

We run our policies in the Bernoulli setting (which correlates to both \( d = 1 \) and \( d = 2 \)) and the Multinomial setting with \( d = 3 \). Each graph shows the average sample size at termination for the four policies when averaged over 30 trials using \( B(n, \delta) = \sqrt{\frac{1}{2n} \log\left(n \frac{2k}{\delta}\right)} \). In all trials, we set \( \delta = .01, k = 10, \epsilon = 0.1 \), and set \( \lambda = .99 \) when \( d = 3 \). In the Multinomial setting, we use a grid search over 300 points on the unit sphere. For the Bernoulli setting we run scenarios
Algorithm 8: Dirichlet Thompson Sampling

**input:** Number of actions $K$, confidence $1 - \delta$, priors $\pi_i$, unit vectors $G$

Sample from each source once.

**while** $\text{Stop} = \text{False}$ **do**

$$u_t = \arg\min_{a \in G} \max_{i \in [k]} (\hat{p}_i - x)^T u - B_i(t)$$

Sample $p_i(t)$ from posterior $\pi_i(t)$ for all $i \in [k]$

$$a_{t+1} = \arg\max_{i \in [k]} (p_i(t) - x)^T u_t$$

end

Solve for $t$ in plug optimization. If $t \geq 0$, out = *feasible*, else if $t < 0$ out = *infeasible*.

The desired values is in the Bernoulli case $x = .5$, and $x = (.33, .33, .33)$ in the Multinomial case. The means used in each setting are listed in tables 1 and 2, and were chosen as a general representation of several different scenarios.

| Table 1: Bernoulli Mean Values |
|-----------------|----------------|
| Bernoulli       | $|J^*| = 1$  | $|J^*| = 2$ |
| Optimal         | .5           | .3, .7       |
| Non-optimal     | .48, .52     | .48, .52     |

| Table 2: Multinomial Mean Vectors |
|-----------------|----------------|----------------|
| Multinomial     | $|J^*| = 1$  | $|J^*| = 2$  | $|J^*| = 3$ |
| Optimal         | (.33, .33, .33)| (.1, .57, .33)| (.2, .1, .7) |
|                 | (.57, .1, .33) | (.7, .2, .1)  | (.1, .7, .2) |
| Non-optimal     | (0, 0, .1)    | (.2, .47, .33)| (.33, .33, .34)|
|                 | (.47, .2, .33)| (.33, .34, .33)|
|                 |                | (.34, .33, .33)|

5.2 Results

When the average sample size of the Uniform policy is substantially larger than that of the best performing policy, the y-axis has a break point to indicate a change in the scale.

Figures 2 and 3 show results for Bernoulli sampling and figures 4 to 6 show results for the Multinomial sampling with $d = 3$. It is clear that the Uniform sampling policy performs the worst in all cases, and is improved upon by all other policies presented in this paper. It is clearly seen, and somewhat surprising, that there is a large relative difference in performance of LUCB Ratio and Thompson sampling between the Bernoulli and Multinomial setting.

In the Multinomial setting Dirichlet Thompson sampling has superior performance, while in the Bernoulli setting LUCB Ratio has the best performance, except when there in one unique optimal action, as seen in figure 2a. Here Beta Thompson sampling (Beta TS) outperforms the other policies. We speculate that in this particular Bernoulli setting, Beta TS this may be because this case is most similar to the standard multi-armed bandit problem, which aims to select
the action with the highest mean as often as possible. The multi-armed bandit Beta TS policy is one of the simplest and most effective policies in practice (Chapelle and Li, 2011).

Looking at figure 2, when $\mathcal{J}^*$ is unique it requires fewer sample sizes on average for each policy than when $\mathcal{J}^*$ is not unique. This relationship reversed in figure 3. This example shows that uniqueness of $\mathcal{J}^*$ in the Bernoulli setting does not imply a simpler problem. This is similarly seen in the Multinomial setting. We see in figure 4 that Dirichlet TS and LUCB Ratio perform better in the unique optimal subset setting, and there is no difference for LUCB Mean and Uniform. Whereas in figure 5, all but LUCB Ratio perform better in the non-unique optimal subset setting.

We see in both the Bernoulli and Multinomial setting that the larger the optimal subset, the fewer average samples before termination. This is because when $|\mathcal{J}^*| < d$ the optimal subsets must be sampled until $B(n, \delta) \approx \epsilon$ to ensure there is a mean either on both sides of $\mu$ or that a confidence region is fully contained in $\mu$ in all directions.

In practice, results will be dependent upon the underlying truth, as can be inferred by the Oracle average sample complexity lower bound and the high probably sample complexity upper bounds given in this work. These simulations give evidence of the magnitude of improvement using an adaptive sampling method over the naive uniform method. Depending on the setting, average sample size can be reasonably small, as seen in figures 3a and 3b. In the Multinomial setting, average sample sizes are in the thousands. The practicality of this method can be seen to depend upon the true distributions, sampling budget, and parameter values.
Figure 4: Average stopping time in Multinomial setting, $d = 3$, $|\mathcal{J}^*| = 1$, $k = 10$.

Figure 5: Average stopping time in Multinomial setting, $d = 3$, $|\mathcal{J}^*| = 2$, $k = 10$.

Figure 6: Average stopping time in Multinomial setting, $d = 3$, $|\mathcal{J}^*| = 3$, $k = 10$. 
6 Summary and Discussion

We introduce the convex hull feasibility problem in the context of fair data collection. In the Bernoulli setting, we give a lower bound on the expected sample complexity in the $(x, \epsilon)$-infeasible instance and an oracle lower bound on the expected sample complexity in the $(x, \epsilon)$-feasible instance. We introduce four sampling policies for the Bernoulli setting, Uniform, LUCB Mean, LUCB Ratio, and Beta TS and give high probability upper bounds on sample complexity for the Uniform and LUCB Mean policies. We give the adaptation of the Binomial policies to the Multinomial case. Through simulation, we show LUCB Mean, LUCB Ratio, and the Thompson sampling policies significantly outperform Uniform in the Bernoulli and Multinomial setting. Under our simulation scenarios, we see that LUCB Ratio is typically the best performing policy in our Bernoulli settings, while Dirichlet TS is the best performing policy in our Multinomial settings. We discuss that the practicality of implementation is dependent upon the underlying distributions, sampling budget, and chosen parameters. Large sampling budgets would enable this method practical under most settings, whereas with small sampling budgets this method would only be practical if there was a strong prior that the underlying distributions has a small oracle lower bound.

While this work focused on Bernoulli and Multinomial convex hull feasibility sampling, the general problem is applicable when points are drawn from any distribution for which one can construct a confidence region that satisfies equation (3.1).

There are some limitations within this work. Notably, we were only able to give an oracle lower bound on the expected sample complexity in the feasible case. A true lower bound would allow for better comparison of a policy’s theoretical performance. Additionally, we provide theoretical results in the Bernoulli settings, but not the Multinomial setting.

The work in this paper is somewhat analogous to multi-armed bandit best arm identification with fixed-confidence. Another approach seen in the best arm identification literature is the fixed-budget setting, which could also be applied to the convex hull feasibility problem. If given a set of samples, the confidence regions can be such that they do not meet the definition of either $(1 - \delta)$-confident feasible or $(1 - \delta)$-confident infeasible. In this case we could ask instead what is the probability of feasibility or infeasible given the current sample, or if adaptively sampling, what is the highest probably of a correct decision when sampling with a budget. One application of this could be to check Pareto frontier feasibility, where if given noisy gradients, we ask what is the probability all groups can be improved versus the probability that improving some groups may harm others.
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A Proofs

A.1 Lower Bounds

Proof of theorem 1. Let \( \nu \) be the feasible instance. With the optimal set known, to check feasibility we only need to check the relationship between the mean of each action mean and the set \( x_\nu \). If the set \( J^* \) consists of only one point, it must be sampled enough to determine it lies within \( x_\nu \). If \( J^* = \{1, k\} \), we must sample to determine that one of the means lies above \( x - \epsilon \) and one lies below \( x + \epsilon \).

We start with the case where \( J^* = \{i^*\} \in \{1, k\} \). Since this is a feasible set, it must be that \( |p_{i^*} - x| < \epsilon \). The closest infeasible case is the boundary of \( x_\nu \), closest to \( p_i \). The KL divergence from this infeasible case is given by \( \min(D(p_i|x-\epsilon), D(p_i|x+\epsilon)) \)

Let \( \tilde{t}_i = \max \{D(p_i|x-\epsilon)^{-1}, D(p_i|x+\epsilon)^{-1}\} \frac{1}{2} \log(\frac{1}{4\delta}) \). We let \( N_i \) be the random variable representing the number of times action \( i \) was sampled when the policy terminates. We will use a proof by contradiction similar to that presented by Mannor and Tsitsiklis, 2004 along with a divergence decomposition Lattimore and Szepesvári, 2020, Lemma 15.1.

Assume \( E[N_{i^*}] \leq \tilde{t}_{i^*} \). Let \( O \in \{feasible, infeasible\} \) be the output of a policy, and define event \( B = \{O = feasible\} \). Then by definition of a \( 1 - \delta \) sound policy, \( P_{\nu}(B) \geq 1 - \delta \geq 1/2 \) for \( \nu \in \mathcal{E}_f \). Without loss of generality, assume \( x - \epsilon < p_{i^*} \leq x \). Then the closest infeasible case would be \( p_{i^*} = x - \epsilon \). We will call \( H_0 : p_{i^*} = p_{i^*}, H_1 : p_{i^*} = x - \epsilon \). We get that,

\[
P_1(B) = E_1[1\{B\}] \\
= E_0 \left[ \frac{L_1}{L_0} 1\{B\} \right] \\
= E_0 \left[ \frac{L_1}{L_0} |\{B\} \right] P_0(B) \\
= E_0 \left[ \exp \left\{ -\log \left( \frac{L_0}{L_1} \right) \right\} |\{B\} \right] P_0(B) \\
\geq \exp \left\{ -E_0 \left[ \log \left( \frac{L_0}{L_1} \right) |\{B\} \right] \right\} P_0(B) \\
= \exp \left\{ -E_0 \left[ |N_i|B \right] D(p_{i^*}, x - \epsilon) \right\} P_0(B) \\
\geq \exp \left\{ -2t_i, D(p_{i^*}, x - \epsilon) \right\} P_0(B) \\
= 4\delta P_0(B) \geq \delta
\]

which contradicts that the policy is \( 1 - \delta \) sound under hypothesis \( H_1 \), which means that

\[
E_0[N_{i^*}] \geq \max \{D(p_{i^*}|x-\epsilon)^{-1}, D(p_{i^*}|x+\epsilon)^{-1}\} \frac{1}{2} \log \left( \frac{1}{4\delta} \right).
\]

For \( J^* = \{1, k\} \), we define \( H_0 : p_1 = p_1, p_k = p_k \) and \( H_1 : p_1 = x - \epsilon \) or \( p_k = p + \epsilon \). Because \( p_1 \geq p_k \) by definition, if either \( p_1 = x - \epsilon \) or \( p_k = x + \epsilon \) then the problem is infeasible. By setting \( \tilde{t}_i = \max \{D(p_i|x-\epsilon)^{-1}, D(p_i|x+\epsilon)^{-1}\} \frac{1}{2} \log(\frac{1}{4\delta}) \) and following the same method as above for actions \( i \in \{1, k\} \), get

\[
E_0[T_i] \geq \min \{D(p_i|x-\epsilon)^{-1}, D(p_i|x+\epsilon)^{-1}\} \frac{1}{2} \log \left( \frac{1}{4\delta} \right).
\]

Proof sketch of theorem 2. The proof for the infeasible lower bound follows closely to that of the feasible case, therefore we provide a brief proof outline. Because all means must lie outside \( x_\nu \), the closest feasible case is the boundary.
of \( x \), nearest the means. To determine infeasibility, all actions must be sampled sufficiently to reject this boundary. Without loss of generality, if we assume \( p_i < x - \epsilon \), then the closest boundary would be \( x - \epsilon \). Setting \( H_i : p_i = p_i, H_1 : p_i = x - \epsilon \) for all \( i \), \( \hat{\tau}_i = \max \{ D(p_i|x - \epsilon)^{-1}, D(p_i|x + \epsilon)^{-1} \} \frac{1}{2} \log\left(\frac{1}{4\pi} \right) \) and following the methods from the feasible case, we get the desired result.

\[ \square \]

### A.2 Upper Bounds

**Proof of theorem 3.** Given some \( \delta \) and \( B(n, \delta) \) that satisfies equation (3.1), let event \( E \) be the event that all confidences regions contain their mean, \( E = \{ \forall i \in [k], n \in \mathbb{N}, \hat{p}_i(n) - B(n, \delta) \leq p_i \leq \hat{p}_i(n) + B(n, \delta) \} \). Under event \( E \), each action \( i \) will become inactive at or before being sampled \( s^{min}_i \) times.

We start with the feasible cases. When where \( \mathcal{J}^* = \{ i^* \} \) and under event \( E \), action \( i^* \) can be sampled at most \( s^{min}_{i^*} \) times before the policy will terminate due to stopping rule 1. Thus the bound on the sample size of each action is the minimum of the sample size it is guaranteed to become inactive under \( E \), which is \( s^{min}_i \), and the sample size of \( s^{min}_i \) when the policy terminates. Since event \( E \) happens with probability at least \( 1 - \delta \), this concludes the proof when the optimal subset is one action.

In the case where \( \mathcal{J}^* = \{ 1, k \} \), under event \( E \) the policy will terminate due to stopping rule 1, which will happen when action 1 is sampled \( s^{max}_1 \) times and action \( k \) is sampled \( s^{max}_k \) times. Again, under \( E \) an action becomes inactive when sampled at most \( s^{min}_i \) times, this gives that each action is sampled at most \( (s^{min}_i, max \{ s^{max}_1, s^{max}_k \}) \) times. Again, event \( E \) happens with probability at least \( 1 - \delta \).

When the problem is infeasible, each action will be sampled until its confidence region is disjoint form \( x \). Under event \( E \), this sample size is bounded above by \( s^{min}_i \) for all \( i \).

**Proof of theorem 4.** We Start with the feasible case where there exists a mean on both sides of \( x \). Let event \( E \) be the event that all confidences regions contain their mean, \( E = \{ \forall i \in [k], n \in \mathbb{N}, \hat{p}_i(n) - B(n, \delta) \leq p_i \leq \hat{p}_i(n) + B(n, \delta) \} \). Without loss of generality, let actions \( i,j \) be the action that triggers termination at time \( \tau \). Define the sample size of action \( l \) at time \( t \) as \( N_l(t) \). Assume without loss of generality that \( j^* = k \), and \( p_j < x \), thus \( i^* = 1 \) and \( p_k > x \). If \( j = k \), then under event \( E \), \( N_j(\tau) \leq s^{max}_k \). If \( j \neq k \) it must be that,

\[
\begin{align*}
\hat{p}_j(N_j(\tau) - 1) - B(N_j(\tau) - 1) &\leq p_k \\
\hat{p}_j(N_j(\tau) - 1) + B(N_j(\tau) - 1) &\geq x + \epsilon & \text{by } E \\
\end{align*}
\]

Therefore

\[
\begin{align*}
\hat{p}_j(N_j(\tau) - 1) + B(N_j(\tau) - 1) &\geq x + \epsilon \\
2B(N_j(\tau) - 1) &\geq x + \epsilon - (\hat{p}_j(N_j(\tau) - 1) - B(N_j(\tau) - 1)) \\
&\geq x + \epsilon - p_k \\
&= \Delta^{max}_k \\
&> 2B(s^{max}_k)
\end{align*}
\]

since \( B \) is a decreasing function, \( N_j(\tau) - 1 < s^{max}_k \implies N_j(\tau) \leq s^{max}_k \). Similarly for action \( i \) we have that \( N_i(\tau) \leq s^{max}_i \).

For non-terminating actions we have that under \( E \),

\[
\begin{align*}
\hat{p}_k(N_k(\tau) - 1) - B(N_k(\tau) - 1) &\leq p_k \\
\hat{p}_k(N_k(\tau) - 1) + B(N_k(\tau) - 1) &\geq \max(x + \epsilon, p_k) \\
\end{align*}
\]

which implies that

\[
2B(N_k(\tau) - 1) \geq \max(|p_k - (x + \epsilon)|, |p_i - p_k|) = \max(\Delta^{max}_k, \Delta_{i,j}) > \max(2B(s^{max}_k), 2B(s_{k,l}))
\]

giving \( N_k(\tau) \leq \min(s^{max}_k, s_{k,l}) \) and similarly \( N_i(\tau) \leq \min(s^{max}_i, s_{i,l}) \). To meet both these bounds, it must be that \( N_i(\tau) \leq \max(\min(s^{max}_1, s_{1,l}), \min(s^{max}_k, s_{k,l})) = \max(\min(s^{max}_i, s_{i,l}), \min(s^{max}_j, s_{j,l})) \).
When $s_{j*}^{\text{max}} \leq s_{l,*}$, which is equivalent to $\Delta_{j*}^{\text{max}} \geq \Delta_{l,*}$, then $s_{j*}^{\text{max}} \geq s_{l,*}$ by definition. If $s_{l,*}^{\text{max}} \geq s_{l,*}$, then we have that

$$
\Delta_{l,*} = \Delta_{l,*} + \Delta_{l,\text{min}}^{\text{max}} \\
\geq \Delta_{j,*}^{\text{max}} + \Delta_{l,\text{min}}^{\text{max}} \\
\geq \Delta_{j,*}^{\text{max}}
$$

Thus $s_{j*}^{\text{max}} \geq s_{l,*}$. So when $\Delta_{j*}^{\text{max}} \geq \Delta_{l,*}$, the sample size of action $l$ is bounded above by $s_{j*}^{\text{max}}$.

When $s_{j*}^{\text{max}} > s_{l,*}$, which is equivalent to $\Delta_{j*}^{\text{max}} < \Delta_{l,*}$, it must be that $p_{l,*}$ and $p_{l}$ are on the same side of $x_{\epsilon}$, thus $s_{l,*}^{\text{max}} < s_{l,*}$ and the sample size of action $i$ is bounded above by $\max(s_{l,*}^{\text{max}}, s_{l,*}^{\text{min}})$.

When $J^* = l^*$, there are two scenarios. Either all means lies in $x_{\epsilon}$, or all means lie in one direction from $x_{\epsilon}$.

In the first case, the outcome is the same as above. In the second case, it must be that the optimal action mean must be sample at most $s_{l,*}^{\text{min}}$ times, at which point it would trigger termination under $E$. Let $j$ be the action that triggered stopping rule 1. Without loss of generality, assume $p_{l,*} < x$. If $j = l^*$, then under $E$, $N_j(\tau) \leq s_{l,*}^{\text{max}}$. If $j \neq l^*$,

$$
\hat{p}_j(N_j(\tau) - 1) + B(N_j(\tau) - 1) \geq p_{l,*} \quad \text{by } E \\
\hat{p}_j(N_j(\tau) - 1) - B(N_j(\tau) - 1) \leq x - \epsilon \quad \text{definition of } \tau
$$

and as in the feasible case,

$$
\hat{p}_j(N_j(\tau) - 1) - B(N_j(\tau) - 1) \leq x - \epsilon \\
2B(N_j(\tau) - 1) \geq \hat{p}_j(N_j(\tau) - 1) - B(N_j(\tau) - 1) - (x + \epsilon) \\
\geq p_{l,*} - (x - \epsilon) \\
= \Delta_{l,*}^{\text{min}} \\
> 2B(s_{l,*}^{\text{min}})
$$

which gives that $N_j(\tau) \leq s_{l,*}^{\text{min}}$. For all other actions $l \neq j$,

$$
\hat{p}_l(N_l(\tau) - 1) + B(N_l(\tau) - 1) \geq p_j \\
\hat{p}_l(N_l(\tau) - 1) - B(N_l(\tau) - 1) \leq \min(x - \epsilon, p_l)
$$

and using the same logic from above gives $N_l(\tau) \leq \min(s_{l,*}^{\text{min}}, s_{l,*})$.

In the infeasible case, assume without loss of generality that $p_i \leq x_{\epsilon}$ for all $i \in [k]$. Under $E$, it must be that $\hat{p}_i(N_i(\tau) - 1) - B(N_i(\tau) - 1) \leq p_i$ and $\hat{p}_i(N_i(\tau) - 1) - B(N_i(\tau) - 1) \geq x - \epsilon$ for all $i \in [k]$. Therefore

$$
2B(N_i(\tau) - 1) \geq x - \epsilon - p_i \\
= \Delta_{l,*}^{\text{min}} \\
> 2B(s_{l,*}^{\text{min}})
$$

and $N_i(\tau) \leq s_{i,*}$. Since $E$ happens with probability at least $1 - \delta$, this concludes the proof.

A.3 Upper bound improvement of LUCB Mean over Uniform

We start with the case where $\exists i, j, p_i < x < p_j, |J^*| = 2$. If $\Delta_{l,*} \leq \Delta_{j,*}^{\text{max}}$ then $\min(s_{j,*}^{\text{max}}, s_{l,*}^{\text{min}}) \geq s_{j,*}^{\text{max}}$, because

$$
\Delta_{l,*}^{\text{min}} \leq \begin{cases} \\
\Delta_{j,*}^{\text{min}} & p_i \notin x_{\epsilon} \\
\epsilon & p_i \in x_{\epsilon}
\end{cases}
$$

$$
< \Delta_{j,*}^{\text{max}}
$$
Therefore $\min(s_{j^\ast}^{\text{max}}, s_l^{\text{min}}) \geq s_j^{\text{max}}$ when $\Delta_{l,j^\ast} \leq \Delta_j^{\text{max}}$.

If $\Delta_{l,j^\ast} > \Delta_j^{\text{max}}$, then $p_l$ is on the same side of $x_\varepsilon$ as $p_{i^\ast}$. To show $\min(s_{j^\ast}^{\text{max}}, s_l^{\text{min}}) \geq \max(s_{l,j^\ast}^{\text{min}}, s_{l,j^\ast}^{\text{min}})$, we have that,

\[
\Delta_l^{\text{min}} < \Delta_j^{\text{max}} + \Delta_l^{\text{min}} = \Delta_{l,j^\ast}
\]

by definition

and by definition

\[
\Delta_j^{\text{max}} < \Delta_i^{\text{max}} \quad \Delta_j^{\text{max}} < \Delta_{l,j^\ast}
\]

Since $\min(s_{j^\ast}^{\text{min}}, s_l^{\text{min}}) \geq \min(s_j^{\text{max}}, s_l^{\text{min}}) \geq \max(s_{l,j^\ast}^{\text{max}}, s_{l,j^\ast}^{\text{min}})$ this covers the $|J^\ast| = 1$ case as well.

When all means are on one side of $x$, then $|J^\ast| = 1$ and must show $\min(s_{j^\ast}^{\text{min}}, s_l^{\text{min}}) \geq \min(s_{l,j^\ast}^{\text{min}}, s_j^{\text{min}})$. If $\Delta_j^{\text{max}} \leq \Delta_l^{\text{min}}$ then we have,

\[
\Delta_l^{\text{min}} < \Delta_j^{\text{min}} + \Delta_l^{\text{min}} = \Delta_{l,j^\ast}
\]

We have therefore shown in all cases, LUCB Mean has a lower high probability upper bound on sample complexity in the $(x, \varepsilon)$-feasible Bernoulli setting than Uniform.