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Abstract—Knowledge graphs have emerged as a widely adopted medium for storing relational data, making methods for automatically reasoning with them highly desirable. In this paper, we present a novel approach for inducing a hierarchy of subject clusters, building upon our earlier work done in taxonomy induction. Our method starts with constructing a tag hierarchy before assigning subjects to clusters on this hierarchy. We quantitatively demonstrate our method’s ability to induce a coherent cluster hierarchy on three real-world datasets.
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I. INTRODUCTION

The widespread use of large-scale knowledge bases such as DBpedia [1] and Freebase [2] has sparked a demand for ways of automatically reasoning with knowledge graphs in a scalable way. One aspect of this is discovering structure in the knowledge graph’s data, such as inducing a hierarchy of subject clusters. This hierarchy would provide a summary of the information stored in the knowledge graph, aiding in its interpretability. For instance, in a knowledge graph that describes films, a cluster hierarchy connecting the clusters comedy and romantic comedy would show that romantic comedies are of the type comedy as well as which films belong to each cluster.

In this paper, we present an extension to our method for inducing class taxonomies from knowledge graphs, SMICT [3], which allows for inducing cluster hierarchies of knowledge graph subjects. The proposed approach is scalable to large-scale knowledge graphs and is able to induce coherent cluster hierarchies on three real-world datasets. In the remainder of this paper, we briefly discuss the related work before describing our method and evaluating it quantitatively.

II. RELATED WORK

In an early method, [4] used a stochastic generative model to build a tree describing entity similarity. [5] performed hierarchical clustering on representations learned by RESCAL [6] which factorizes a knowledge graph thereby generating features for its subjects, relations, and objects. In an approach which bears similarity to our own, [7] describes each subject in a knowledge graph by its relation-object pairs. It then uses these pairs to calculate a similarity matrix between subjects on which agglomerative hierarchical clustering is performed using the extended Ward’s minimum variance [8] as its measure. [9] takes a reversed approach wherein subjects which are described by the same relation-object pairs are assigned to the same groups. The similarity between these groups is then calculated to construct a hierarchy.

Taxonomy induction from knowledge graphs is a related task which involves constructing a taxonomy of a knowledge graph’s type objects. Recently, we proposed the SMICT method for this purpose which relies on object frequencies and co-occurrences, drawing inspiration from [10] and [11]. Statistical Schema Induction [12], on the other hand, uses association rule mining on a knowledge graph’s transaction table to induce taxonomy axioms. Entity and text embeddings are used for taxonomy induction in TIEmb [13] on the intuition that subclasses will be embedded within the radius of their superclasses in the embedding space.

III. APPROACH

Our approach is divided into three steps: hierarchy induction, subject clustering, and hierarchy pruning. In the first step, a tag hierarchy is induced from the knowledge graph using the aforementioned SMICT method and defined by a set of subsumption axioms. This hierarchy serves as the base structure for the cluster hierarchy to which subjects are assigned in the second step. The final step prunes the hierarchy of empty clusters.

A. Preliminaries

We define a knowledge graph, \( K \), as a set of triples such that each triple relates a subject, \( s \in S \), to an object, \( o \in O \), via a relation, \( r \in R \). The knowledge graph may then be formalized as \( K = \{ (s, r, o) \in S \times R \times O \} \).

B. Hierarchy Induction

SMICT first transforms the knowledge graph’s triple structure into subject-tag pairs where each tag, \( t \), consists of a relation and object. Formally, \( K = \{ (s, t) \in S \times V \} \) where tags are defined as \( t := (r, o) \) and \( V \) is the set of all tags. Furthermore, the knowledge graph is flattened on a single relation which describes the subject’s type information. The following statistics are calculated on the knowledge graph and serve as SMICT’s input:

- The number of subjects annotated by tag \( t_a \) is denoted as \( N_{t_a} \).
- The number of subjects annotated by both tags \( t_a \) and \( t_b \) is denoted as \( N_{t_a, t_b} \).
- The generality of tag $t_a$, denoted as $G_{t_a}$, is defined as:

$$G_{t_a} = \sum_{t_b \in \mathcal{V}_{-t_a}} \frac{N_{t_a \rightarrow t_b}}{N_{t_b}}$$

(1)

where $\mathcal{V}_{-t_a}$ is the set of all tags excluding tag $t_a$.

First, the tag with the highest generality is initialized as the root of the hierarchy. Tags are then added greedily in order of decreasing generality as children of tags which have already been placed on the hierarchy. Parent tags are chosen as those that have the highest similarity with the tag being added. Similarity between tags $t_a$ and $t_b$, denoted as $S_{t_a \rightarrow t_b}$, is calculated as follows:

$$S_{t_a \rightarrow t_b} = \sum_{t_c \in \mathcal{P}_{t_a}} \alpha^{l_a-l_c} \frac{N_{t_b \rightarrow t_c}}{N_{t_b}}$$

(2)

where $\mathcal{P}_{t_a}$ is the set of tags in the path from the root tag to tag $t_a$, $l_a$ and $l_c$ denote the levels in the hierarchy of tags $t_a$ and $t_c$, respectively. The decay factor, $\alpha$, is a hyperparameter that controls the effect of ancestors of tag $t_a$ have on its similarity when calculating $S_{t_a \rightarrow t_b}$. For more information about this procedure, we refer readers to our original work [3].

C. Subject Clustering

The induced hierarchy is used to initialize the clusters such that each tag in the hierarchy becomes a cluster and the hierarchical relations between tags are extended to the clusters. The tags may then be seen as annotations for each cluster. We exploit this in our notation such that $c_a$ is the cluster initialized from tag $t_a$. Furthermore, we denote $\mathcal{A}_i$ to be the set of all tags which annotate subject $s_i$.

Subjects are assigned to clusters by the degree to which they belong to a cluster. Belonging of subject $s_i$ to cluster $c_a$, denoted $B_{s_i \rightarrow c_a}$, is calculated as the Jaccard coefficient between the subject’s tags, $\mathcal{A}_i$, and the tags encountered in the path from the root cluster to cluster $c_a$, denoted $\mathcal{P}_{c_a}$. Formally, this is calculated as:

$$B_{s_i \rightarrow c_a} = \frac{|\mathcal{A}_i \cap \mathcal{P}_{c_a}|}{|\mathcal{A}_i \cup \mathcal{P}_{c_a}|}$$

(3)

Each subject is added to the cluster to which it has the highest degree of belonging. This process may be parallelized to increase performance.

D. Hierarchy Pruning

The two previous steps may induce a hierarchy containing empty clusters which need to be pruned. Pruning is performed by traversing the hierarchy depth-first and removing all empty clusters. In addition, non-empty clusters which have empty parent clusters are reattached as the children of their first non-empty ancestor. If a non-empty cluster has no non-empty ancestors, it becomes the child of the root. The root cluster is never removed, regardless of whether it is empty or not.

IV. Evaluation

A Python implementation of our method as well as the datasets used in our evaluation are publicly available on Github[1].

A. Evaluation Procedure

We evaluate our method on three real-world datasets: IIMB, DBpedia, and WordNet.

- The IIMB dataset [14] was created from Freebase for the 2010 Ontology Alignment Evaluation Initiative. We added a root tag to all subjects to anchor the hierarchy. The dataset contains 1416 subjects and 82 tags.
- The DBpedia dataset [3] was generated from a subset of DBpedia and contains 50,000 subjects and 418 tags.
- The WordNet dataset [3] was generated by querying DBpedia for subjects which appear in WordNet [15] and contains 50,000 subjects and 1752 tags.

Performance is evaluated by calculating the $F_1$ score [16] of: the induced tag hierarchy (Hie-$F_1$); the belonging of subjects to their clusters (Sub-$F_1$); and how well clusters represent the tags in the vocabulary (Tag-$F_1$). The Hie-$F_1$ score is obtained by comparing the induced subsumption axioms against a gold standard hierarchy as described in [3]. Sub-$F_1$ and Tag-$F_1$ highlight the trade-off between large, heterogeneous clusters on a strongly heritable hierarchy (favoured by Sub-$F_1$) and smaller homogeneous clusters on a less heritable hierarchy (favoured by Tag-$F_1$). For obtaining the former, each cluster inherits all the subjects of its descendant clusters and the $F_1$ score is calculated such that a subject is correctly assigned to a cluster if both subject and cluster are annotated by the same tag. The latter is obtained in a way similar to the technique used in [5]. As before, each cluster inherits all the subjects of its descendant clusters and the $F_1$ score between each tag and each cluster is calculated. The $F_1$ that is highest among the clusters becomes the score of the tag. To highlight hyperparameter sensitivity, we performed a sweep of $\alpha$ values $0 < \alpha < 1$ in increments of 0.05.

B. Results

The results of the aforementioned metrics on the three datasets are summarized in Figure 1. We do not notice a consistent pattern between metrics. This is expected since they each measure different aspects of the hierarchy and optimal performance across all metrics may not be possible at the same $\alpha$ value. At Sub-$F_1$ scores near or above 0.9, we conclude that subjects are assigned to correct clusters at a very high rate. Moreover, high Tag-$F_1$ scores indicate a high degree of cluster separation and homogeneity. A high discrepancy between Hie-$F_1$ and the other two metrics indicates a dissimilarity between the structure of the gold standard hierarchy and how subjects are annotated in the knowledge graph.

Figure 2 provides an excerpt of the cluster hierarchy induced on the IIMB dataset at $\alpha = 0.9$. The full cluster hierarchies for each dataset are available on Github.

[1] https://github.com/mpietrasik/smich
V. CONCLUSION

In this paper we proposed an extension to SMICT that allows for inducing cluster hierarchies of knowledge graph subjects. Our approach was evaluated on three real-world datasets and shown to construct coherent cluster hierarchies as per our evaluation metrics. The code, datasets, and results used in our work have been published online for replication.
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