Ergodicity breaking provably robust to arbitrary perturbations

David T. Stephen,1,2 Oliver Hart,1 and Rahul M. Nandkishore1

1Department of Physics and Center for Theory of Quantum Matter, University of Colorado Boulder, Boulder, Colorado 80309 USA
2Department of Physics, California Institute of Technology, Pasadena, California 91125, USA

(Dated: October 5, 2022)

We present a new route to ergodicity breaking via Hilbert space fragmentation that displays an unprecedented level of robustness. Our construction relies on a single emergent (prethermal) conservation law. In the limit when the conservation law is exact, we prove the emergence of Hilbert space fragmentation with an exponential number of frozen configurations. We further prove that every frozen configuration is absolutely stable to arbitrary perturbations, to all finite orders in perturbation theory. In particular, our proof is not limited to symmetric perturbations, or to perturbations with compact support, but also applies to perturbations with long-range tails, and even to arbitrary geometrically nonlocal \(k\)-body perturbations, as long as \(k/L \to 0\) in the thermodynamic limit, where \(L\) is linear system size. Additionally, we identify one-form \(U(1)\) charges characterizing some non-frozen sectors, and discuss the dynamics starting from typical initial conditions, which we argue is best interpreted in terms of the magnetohydrodynamics of the emergent one-form symmetry.

When do quantum many-body systems break ergodicity, and fail to reach thermal equilibrium under their own dynamics? ‘Traditional’ answers have included integrable [1] and many-body localized [2,3] systems, both of which have extensively many conserved quantities. A more recent answer involves many-body scars [4–7], whereby typical initial conditions thermalize, but there exist special (low-entanglement) initial conditions that do not. More recently still, it was observed that the interplay of (finitely many) conservation laws can break ergodicity [8], a phenomenon that was later understood as arising from Hilbert space fragmentation (aka shattering) [9, 10], whereby the unitary time evolution matrix block diagonalizes into exponentially many subsectors, with the dynamics unable to connect different subsectors [11–17].

An important open question involves how robust ergodicity breaking is to perturbations. For integrable systems, and most systems hosting scars, it is not known if there is any class of perturbations to which the phenomenon is robust. Many-body localization has a proof of robustness [18], but the proof is subtle, only works for short-range interacting systems (with at most exponential tails) in one spatial dimension, and even there has recently been called into question [19]. In contrast, the best-studied route to Hilbert space fragmentation (charge and dipole conservation) has a simple proof of robustness [9], which applies in arbitrary dimensions, but only to symmetry-respecting perturbations with bounded spatial range \(\ell\). It is also known, however [9, 16, 17], that if conservation laws are implemented emergently, as prethermal conservation laws [20], then the requirement that perturbations respect the corresponding symmetries gets lifted. Thus, it is known how to obtain (prethermal) Hilbert space fragmentation that is robust to arbitrary perturbations with bounded spatial range \(\ell\). The bounded spatial range, however, has been hitherto essential, and implies that the proofs of fragmentation do not work with, e.g., interactions that have long-range tails, not even ones that decay exponentially with distance.

In this work, we present a new route to ergodicity breaking via Hilbert space fragmentation which is provably robust to any perturbations, without the requirement that perturbations have bounded spatial range. Similarly to Refs. [9, 10, 16, 17], we obtain exponentially many ‘frozen’ configurations, and similarly to Refs. [9, 16, 17] we rely on prethermal (i.e., ‘emergent’) implementation of conservation laws. However, unlike those prior works, all our frozen configurations are absolutely stable [21] to arbitrary perturbations, without any restriction on the range of the perturbation. In particular, our proofs apply also to systems with interactions that have physically realistic long-range tails – not just tails decaying exponentially with distance, but also tails that decay as power-law functions of distance. Indeed, our proofs even apply to fully geometrically nonlocal perturbations, as long as the perturbations are \(k\)-body (i.e., act on no more than \(k\) qubits) with \(k/L \to 0\) in the thermodynamic limit, where \(L\) is linear system size. As such, our construction produces ergodicity breaking with an unprecedented degree of robustness, and opens a new direction for the study of non-ergodic quantum dynamics. The phenomenon moreover arises in a system with a ‘generalized Rydberg’ interaction, which could plausibly be accessed in near-term experiments with synthetic quantum matter.

Model.—We consider a model of spin-1/2 particles on an \(L \times L\) two-dimensional square lattice. We take periodic boundary conditions in both directions and assume that \(L\) is a multiple of 4 [22]. We use the notation \(X, Z\) for the Pauli \(X\) and \(Z\) operators, and denote the basis of \(Z\) by the states \(|0\rangle, |1\rangle\). The spins interact according to the following Hamiltonian,

\[
H(h) = -J \sum_{ijkl} CZ_{ij} CZ_{jk} CZ_{kl} CZ_{il} - h \sum_i X_i. \tag{1}
\]

Therein, \(ijkl \in \square\) represents a set of four spins around a given plaquette (face) of the lattice, ordered clockwise. The operator \(CZ = 1 - 2 |11\rangle\langle 11|\) is the two-body controlled-\(Z\) operator, which is diagonal in the \(Z\) basis, and gives a minus sign when the two spins are both in the state \(|1\rangle\). Let us denote \(CZ_p = CZ_{ij} CZ_{jk} CZ_{kl} CZ_{il}\) for \(i, j, k, l \) being the four sites around plaquette \(p\). The \(CZ_p\) interaction can be viewed as a generalized Rydberg interaction. In atomic Rydberg arrays, two
neighbouring atoms experience a strong energy shift when they are both in the excited state (|1⟩) [23]. This phenomenon, known as the Rydberg blockade, is equivalent to an interaction by the term $CZ_{ij}$ for each neighbouring pair $i, j$, up to a constant shift. In contrast, $CZ_p$ gives an energy shift only if there is an odd number of neighbouring sites in the excited state (“neighbouring 1’s”) around a given plaquette. Therefore, we have a four-spin parity-dependent interaction which is similar to, but distinct from, the usual two-spin Rydberg interaction. This interaction can equivalently be expressed in terms of two- and four-body Ising interactions, $CZ_p = \frac{1}{2}(1 + Z_iZ_k + Z_jZ_l - Z_iZ_jZ_kZ_l)$.

The Hamiltonian in Eq. (1) has a $Z_2 \times Z_2$ symmetry generated by flipping all spins on the even or odd sublattice of the square lattice [a site $i = (x, y)$ is on the even (odd) sublattice if $x + y$ is even (odd)]. Because of this, the interaction $CZ_p$ depends only on the domain wall variables of the two sublattices. We therefore need only keep track of these domain wall variables [Fig. 1(a)]. The domain walls form two independent sets of closed loops on the two independent sublattices, and the two species of domain wall can intersect with one another on the plaquettes. On each plaquette, there can be no domain wall, a single domain wall between either the odd or the even sites, or a domain wall between both odd and even sites. This gives an effective four-dimensional Hilbert space on each plaquette [Fig. 1(a)]. The interaction $CZ_p$ acts diagonally on this Hilbert space and gives a factor of $-1$ when there are two domain walls present, i.e., when there is a crossing of loops, and otherwise does nothing. The spin-flip term $\propto \sum_i X_i$ acts in this dual Hilbert space by fluctuating closed-loop configurations locally.

Exponentially many perfect scars.—We now consider the limit $J \gg h$. In this limit, the number of domain wall intersections becomes an emergent $U(1)$ conserved quantity [24], up to a prethermal timescale exponentially [25] long in $J/h$ [20]. We work in the emergent symmetry sector with no intersections, i.e., $CZ_p = 1$ for all plaquettes $p$. This symmetry sector is spanned by product states that have an even number of pairs of neighbouring 1’s around every plaquette. Allowed and disallowed configurations are shown in Fig. 1(a). This symmetry sector is exponentially large in system volume; at the very least, if we put all spins on the even sublattice in the state $|0⟩$, the state will be in the ground space regardless of the configuration of the odd sublattice, since there will be no neighbouring 1’s. In addition to this, configurations with neighbouring 1’s are also allowed so long as they respect the parity constraint around each plaquette, see Fig. 1(b). A more quantitative estimate of the sector size is provided by a Pauling estimate [26], which treats the various local constraints in a mean-field-like manner. For a given plaquette, 12 of the possible 16 states are permitted by the no-crossing constraint. Once the constraints on adjacent plaquettes are also taken into account (on average), one finds $N_0 \sim 2L^2 (12/16)^{3L^2} = (3/2)L^2$ states satisfy the constraint.
where \( N_p = L^2 \) is the number of plaquettes. This scaling is in good agreement with exact numerical enumeration of states [27].

Let us treat \( CZ_p = 1 \) as a hardcore constraint that defines a restricted Hilbert space. This approximation becomes asymptotically exact in the prethermal limit \( \hbar/J \to 0 \). To lowest order in perturbation theory, the effect of the magnetic field projected onto this restricted space is,

\[
H_0 = -\hbar \sum_i X_i (P_i^{0000} + P_i^{1111}),
\]

where \( P_i^{0000} \) projects the four sites neighbouring \( i \) onto the state \([0]\), and similarly for \( P_i^{1111} \). This effective Hamiltonian strongly resembles that of PXP models [6, 28–31], which arise as effective models in the presence of the Rydberg blockade. PXP models have dynamics given by constrained spin flips, where a spin can only flip if all of its neighbours are in the state \([0]\). Here, we additionally allow the spin flip if all neighbouring spins are in the state \([1]\). This is a consequence of our parity-sensitive interaction in Eq. (1), since, while the latter spin flip creates new neighbouring 1’s (which is not allowed in the conventional Rydberg setup), it conserves the parity of neighbouring 1’s around each plaquette. As discussed in Ref. [32], the same lowest-order effective Hamiltonian \( H_0 \) can be obtained using conventional Rydberg interactions with more than one degree of freedom per lattice site [33].

The PXP models are prototypical examples of models that host quantum many-body scars [34–36]. Similarly, the effective Hamiltonian \( H_0 \) (2) also has scars. These scars are simple product states where each site has some neighbours in the state \([0]\) and some in the state \([1]\). Two such states are pictured in Fig. 1(c). Because no spins are flippable, these states are energy 0 eigenstates of \( H_0 \). We remark that \( H_0 \) is mapped to \(-H_0\) by the global application of \( Z \), so energy 0 is exactly in the middle of the spectrum of \( H_0 \) [37]. Despite this, these states have no entanglement, as they are simply product states, which violates the expectation that states in the middle of the spectrum should have large entanglement. Therefore, we may call them examples of many-body scars. In the dual picture of domain walls, these states look like “foliations” of parallel non-contractible loops, as shown in Fig. 1(c). Because the loops are densely packed, no loop can fluctuate without creating intersections with its neighbouring loops, which would violate our emergent (prethermal) conservation law.

The states pictured in Fig 1(c) are not the only scar states in this model. In fact, the number of orthogonal scar states grows exponentially in linear system size \( L \). The other scar states can be constructed in the following way. Observe that the states pictured in Fig. 1(c) consist of the repeated pattern ‘0011’ along every row. In the first row, we can choose to shift this pattern in one of four ways. On each subsequent row, we can independently choose to shift the pattern left or right by one site with respect to the previous row. This generates \( 2^{L+1} \) states. Rotating the lattice by 90° gives \( 2^{L+1} \) additional states, but they are not all new states. Taking the repeated states into account, there are \( 2^{L+2} - 8 \) scar states in total. The graphical construction makes it clear that these states are all energy 0 eigenstates of \( H_0 \), and that they are all in the \( CZ_p = 1 \) sector.

In the dual picture, the different scar states come from different ways of putting kinks into the foliated loop pattern.

**Absolute robustness of the scar states.**—We have shown that, to the lowest order in perturbation theory, we can construct \( \sim 2^L \) scar states that have no entanglement and lie in the middle of the energy spectrum. Now, we consider higher orders in perturbation theory. To do this, we need to consider the possibility of a sequence of spin flips that temporarily violates the \( CZ_p = 1 \) constraint before returning to an allowed state. The dual picture makes it clear that such a process does not exist to any finite order in perturbation theory. This is because every fluctuation of loops that is contained within a region with finite radius will inevitably create loop intersections within that region, or its boundary, due to the dense packing of loops. The only process that is allowed is one which pairwise annihilates two loops, or one which puts a kink in all loops across the entire system, see Fig. 1(d). We remark that the former process maps the scar state to a state which can now be acted on by local spin flips [upper state in Fig. 1(d)], while the latter maps to another scar state [lower state in Fig. 1(d)]. Both processes require simultaneously flipping a number of spins that is proportional to the linear system size \( L \), so they only occur at an order of perturbation theory that is also proportional to \( L \). Therefore, we say that the scar states pictured in Fig. 1(c) are robust to all finite orders in perturbation theory. We give a more rigorous argument of this robustness in the Supplemental Material (SM) [27].

Remarkably, these scar states are also robust to arbitrary perturbations of the Hamiltonian. That is to say, in the thermodynamic limit, the scar states will remain eigenstates even in the presence of arbitrary perturbations \( V \), in the prethermal limit \( \hbar/J \to 0 \), where \( \hbar \) is the generalized perturbation strength. We start by noting that, in the prethermal limit, the perturbation must be projected into the symmetry sector with no domain wall intersections. We have already shown that the scar states are energy 0 eigenstate of \( X \) or finite product of \( X \) operators, after such projection. On the other hand, since the scar states are product states in the \( Z \) basis, they will be eigenstates of any perturbation consisting of \( Z \) operators. We note that, unlike the \( X \)-type perturbations, the \( Z \)-type perturbations will shift the energy of the scar states away from 0. Since \( V \) can always be decomposed into \( X \)'s, \( Z \)'s, and their products, we see that the scars are indeed eigenstates of \( V \) after projection onto the prethermal symmetry sector, which is valid up to a timescale exponential in \( J/\hbar \). We emphasize that we have not required the perturbations to be symmetry restricted, or to have compact support—our proof carries through unchanged for perturbations that have long-range tails, and even for perturbations that are fully geometrically nonlocal, as long as they are \( \lambda \)-body with \( \lambda \to \infty \) in the thermodynamic limit.

**Intermediate Krylov sectors.**—Now, we investigate the existence of larger isolated (Krylov) sectors of Hilbert space. Instead of a dense packing of winding loops [Figs. 1(c), 1(d)], consider putting all spins in the state \([0]\) except for three adjacent
columns. On these three columns we place the pattern ‘011’ or ‘110’ depending on the parity of the row, as depicted in the left panel of Fig. 2. This produces four adjacent non-contractible domain wall loops of alternating color surrounded by the domain wall vacuum. Under local dynamics, these loops can fluctuate, subject to the no-crossing constraint, and contractible loops can be created/destroyed from/into the vacuum, as depicted in the right panel of Fig. 2. Crucially, the no-crossing constraint implies that the number of non-contractible loops of alternating color remains an emergent constant of motion, since two loops of the same color cannot be pairwise annihilated without creating interactions with the loop in between them. More generally, intermediate sectors of Hilbert space can arise from some number of non-contractible loops that wind around any one of the horizontal, vertical, diagonal, or anti-diagonal directions of the torus.

These intermediate sectors of Hilbert space can be understood as symmetry sectors of a $U(1)$ 1-form symmetry that emerges due to the $\mathbb{C}Z_p = 1$ constraint. To identify this symmetry, we refine the duality mapping from spins to loops to give the loops a well-defined orientation, see SM [27]. Examples of oriented loop patterns are pictured in Fig. 2. For any closed and oriented path $P$ between plaquette centers, we can then compute the net flux $Q_P$ of loops crossing $P$, where a sign convention can be fixed using the right-hand rule. Any contractible loop will necessarily intersect $P$ twice (in opposite directions) and therefore will not contribute to the net flux. However, if $P$ winds around a non-contractible path on the torus, it is possible for a non-contractible loop to intersect it only once. In particular, if we define $Q_x$ and $Q_y$ as the net flux across a non-contractible path along column $x$ and row $y$, as depicted in Fig. 2, then $|Q_x|$ ($|Q_y|$) counts the number of loops that wind around the horizontal (vertical) direction of the torus. Importantly, a pair of adjacent non-contractible loops of the same color turn out to have opposite orientations. Therefore, only the loops of alternating color, which cannot be annihilated by local dynamics without introducing crossings, will contribute to $Q_{x/y}$. If a domain wall loop winds diagonally around the torus, it will contribute to both $Q_x$ and $Q_y$. Since $Q_P = 0$ for any contractible path $P$, the paths along which $Q_{x/y}$ are evaluated can be arbitrarily locally deformed without changing their value, hence they should be considered 1-form symmetry charges.

Different signs of $Q_{x/y}$ also label disconnected sectors of Hilbert space. In the trivial sector, i.e., the sector with $Q_x = Q_y = 0$, we can flip all spins on a given sublattice by nucleating a small domain wall on that sublattice and growing it to cover the entire system. For any other sector, this is not possible, since the domain wall will not be able to pass through the non-contractible loops corresponding to the other sublattice. We can, however, flip every spin by sweeping a pair of non-contractible loops across the entire system. Indeed, flipping every other spin turns out to reverse the orientation of all loops, sending $Q_{x/y} \rightarrow -Q_{x/y}$. When both $Q_x$ and $Q_y$ are non-zero, their relative sign indicates whether the non-contractible domain walls wrap the torus around the diagonal or anti-diagonal.

Geometrically, it is clear that local fluctuations in the domain walls cannot change $Q_{x/y}$, so they are constants of motion. Small-scale numerical studies of the connectivity of Hilbert space under the dynamics of $H_0$ support the claim that the values of $Q_{x/y}$ uniquely label all intermediate sectors of Hilbert space, where domain walls are not fully packed [27]. These sectors can thus be viewed as symmetry sectors of the one-form symmetry. However the scar states cannot be viewed in this way, as there are indeed only $\sim L$ different values of $Q_{x/y}$, whereas the number of scar states is $\sim \exp(L)$. Therefore, the $U(1)$ 1-form symmetry sectors are not sufficient to uniquely label all the fragments of Hilbert space. Finally, we note that this $U(1)$ 1-form symmetry is indeed an emergent symmetry in the $CZ_p = 1$ sector, as loop crossings turn out to act as sources or sinks of oriented flux [27].

**Hydrodynamics**—We now discuss dynamics from simple non-scar initial states. Within the $CZ_p = 1$ sector we show (see SM [27]) that this is well described by magnetohydrodynamics of the emergent one-form $U(1)$ symmetry [38]. This analytic expectation may be confirmed using the automaton Monte Carlo technique [39] and single spin flip dynamics. Meanwhile, in sectors with intersections (a nonzero number of $CZ_p = -1$) we find using the automaton Monte Carlo technique (see SM [27]) that starting from an ‘infinite temperature’ initial condition (i.e., a typical state of the spins, containing many intersections), the long-time limit of the subsequent dynamics is characterized by isotropic diffusion of the intersections, which (we recall) are conserved up to the prethermal timescale.

**Conclusions.**—We have shown how one may obtain ergodicity breaking via Hilbert space fragmentation that is provably robust to arbitrary perturbations, as long as the perturbations are $k$-local with $k/L \rightarrow 0$ in the thermodynamic limit, where $L$ is linear system size [40]. Our approach relies on the existence of a single emergent (prethermal) $U(1)$ conservation law. We have demonstrated the existence of a number of frozen

![Figure 2. A configuration of spins belonging to one of the ‘intermediate’ sectors. Here, we take an $8 \times 8$ lattice with periodic boundary conditions indicated by the grey numbers. The dashed lines indicate rows and columns along which $Q_y$ and $Q_x$, respectively, are evaluated. In both cases, we have $Q_y = 4$ and $Q_x = 0$, indicating that these diagrams are in the same sector and are therefore related by a series of local moves.](image-url)
configurations (perfect scars) exponential in \( L \), as well as larger subsectors labelled by an emergent topological winding number. The results arise from a ‘generalized Rydberg constraint’, whose lowest-order dynamics are accessible in the near term in synthetic quantum systems [32].

Our results open a new chapter for the study of ergodicity breaking. For instance, one may wonder whether the degree of ergodicity breaking here is sufficient to define local integrals of motion [12, 41]. More generally, our work may provide a new avenue for the design of ergodicity breaking models, which may function as robust memories, and may also be accessible in near-term quantum simulators. Most broadly, they may prompt a re-evaluation of the necessary desiderata for ergodicity and quantum thermalization.
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I. Proof of robustness of the scar states

Here we give a more rigorous argument that the scar states based on dense packings of domain walls are robust to all orders in perturbation theory. Let us consider the operator Xf = Πi∈I Xc, which flips a subset of spins labelled by i ∈ I, such that |I| < L. This restriction on the size of I means that it cannot contain all sites along any non-contractible loop around the torus. Therefore, we can contain all of the sites in I within a contractible, ball-shaped region. More precisely, there is a connected, contractible surface on the square lattice defined by a subset of plaquettes such that Xf acts only on spins contained within these plaquettes.

Now, consider the uppermost row in the lattice which intersects I, such that the row above contains no sites in I. Such a row can always be identified given the contractability assumption defined above. Let iNW, iNE ∈ I be the leftmost and rightmost elements of I belonging to this row. Define corresponding plaquettes pNW and pNE as the plaquettes whose lower-right (lower-left) site is iNW (iNE). By definition, the only site belonging to pNW (pNE) that is acted on by Xf is iNW (iNE).

We now show that Xf flips the eigenvalue of either CZpNW or CZpNE. Recall that the scars states are defined by the pattern ‘0011’ on every row, and that pattern is shifted by one site to the left or right between neighbouring rows. Suppose that the uppermost row containing sites in I has this pattern shifted to the right compared to the row above it. Then, it is easy to check that acting with XNW results in CZpNW = −1. If the uppermost row is instead shifted to the left, then acting with XNE results in CZpNE = −1. Therefore, Xf is annihilated after projection onto the CZp = 1 subspace, meaning that no product of spin flips which acts on fewer than L sites can act on any of the scar states.

II. Size of no-intersections sector

The local constraint CZp = 1 for all plaquettes p defines a restricted Hilbert space ℋ0 whose dimension grows nontrivially with system volume L2. The dimension of this hard-constrained Hilbert space can be enumerated exactly for sufficiently small systems, allowing us to approximate the asymptotic behavior with L. The trivial case of an isolated plaquette, consisting of four spins, was considered in the main text: 12 of the possible 16 spin configurations are compatible with the local constraint. To study the scaling with L, we employ a transfer matrix approach. We let denote the binary representation of the spin at position r by br ∈ {0, 1}, i.e., br = 1/2(1 − Zr). In this notation, the CZ gate acting on two spins located at positions r1 and r2 can be written

\[ CZ(r_1, r_2) = \exp \left[ i\pi b_{r_1} b_{r_2} \right], \]

which gives a minus sign only if \( b_{r_1} = b_{r_2} = 1 \).

Decomposing the two-dimensional system into columns (say) and working from left to right, the transfer matrix tells us which spin configurations in a given column are compatible with the spin configuration of the ‘previous’ column, given the local constraints CZp = 1. Disallowed configurations are associated with a vanishing coefficient in the transfer matrix, while allowed transitions are associated with a unit coefficient. This construction gives rise to a transfer matrix whose matrix elements are

\[ T = \prod_{n=1}^{L} \left[ \frac{1}{2} \left( 1 + e^{i\pi (i_n n_{n+1} + i_n n_{n+1} + n_{n+1} + n_{n+1})} \right) \right] \]

where \{i_n\} label the ‘input’ bits on one column and \{o_n\} the ‘output’ bits. In the presence of periodic boundary conditions, the total number of states that are compatible with the local constraints is recovered by evaluating

\[ \dim \mathcal{H}_0 \equiv N_0 = \text{Tr} T^L. \]
The resulting $N_0$ for systems of size up to and including $L^2 = 144$ spins are shown in Fig. 3. The asymptotic behavior is well described by exponential growth with system size, $N_0 \sim e^{aL^2}$, with $a \approx \ln(1.54)$, which is to be compared with the approximate analytical value $\alpha_p = \ln(3/2)$ obtained using a Pauling estimate that treats the local constraints on average, as described in the main text.

III. Refined duality mapping

In the main text, we described a duality mapping from spins to two species of domain wall variables, corresponding to domain walls between the odd and the even sublattices. This mapping is locally four-to-one, and is sufficient to describe why the scar states are absolutely stable. However, in order to characterize all ‘intermediate’ sectors, which contain a nonvanishing number of non-contractible domain wall loops, we describe here how the duality mapping can be refined from four-to-one to two-to-one by endowing the domain wall variables with an orientation. While the mapping is still not one-to-one, it is sufficient to describe all dynamically disconnected sectors in the computational basis, as we will describe.

The refined mapping is depicted in Fig. 4: Each domain wall configuration is assigned a direction according to the values of the local operators

\[
\rho_x(r) = \frac{1}{2} (-1)^{x+y}(\tau_{r_x+,r_y} - \tau_{r_x-,r_y}) \quad (6a)
\]

\[
\rho_y(r) = \frac{1}{2} (-1)^{x+y}(\tau_{r_x,r_y+1} - \tau_{r_x,r_y-1}) \quad (6b)
\]

which define the components of a vector $\rho = (\rho_x, \rho_y)$. The vector $r = (x, y)$ here labels the centers of the plaquettes, and we defined the domain wall variables $\tau_{r_x+,r_y} \equiv Z_{r_x+,r_y,+,+}Z_{r_x+,r_y,+,+}^{-1}$ and $\tau_{r_x+,r_y} \equiv Z_{r_x+,r_y,+,-}Z_{r_x+,r_y,+,-}^{-1}$, which live on the links between lattice sites. In this way, $\rho_x$ and $\rho_y$ depend on the four spins $Z_{r_x+,r_y,+,+}$ surrounding the plaquette at $r$, paired parallel to $y$ and $x$, respectively. When the domain wall variables are assigned an orientation according to Eq. (6), they form closed loops, which follows from the vanishing of the lattice divergence

\[
(\text{div } \rho)_r = \sum_{p \cap r} \hat{h}_i(p)\rho_i(p),
\]

where the vector index $i$ is implicitly summed over, $\hat{h}_i(p)$ is the unit vector that points from the lattice site at $r$ to the center of one of the neighboring plaquettes (see Fig. 5), and $p \cap r$ denotes all plaquettes $p$ that intersect with $r$. For states $|\Psi\rangle \in \mathcal{H}_0$, i.e., belonging to the constrained Hilbert space satisfying $CZ_p = 1$, we have $(\text{div } \rho)_r |\Psi\rangle = 0$ identically for all sites $r$, implying that – once appropriately coarse grained – $\rho_i$ defines a divergence-free vector field. To prove this, let us label the four spins around a single plaquette $p$ in the clockwise direction as $i$, $j$, $k$, and $\ell$. The $CZ_p$ interaction amongst these four spins can be written in terms of pairwise interactions ‘across’ the plaquette and a four-spin interaction:

\[
CZ_p = \frac{1}{2} \left[ 1 + Z_iZ_k + Z_jZ_\ell - Z_iZ_jZ_kZ_\ell \right] .
\]

This expression implies that, for states belonging to the constrained Hilbert space defined by $CZ_p = 1$, we have

\[
Z_iZ_j + Z_kZ_\ell \approx Z_iZ_k + Z_jZ_\ell \quad \text{for } |\Psi\rangle \in \mathcal{H}_0 .
\]

That is, the action of the two operators on either side of Eq. (9) is identical when acting on states belonging to $\mathcal{H}_0$. As shown in Fig. 5, the lattice divergence (7) can be grouped into four terms that can be identified with the four plaquettes that intersect $r$, and each group vanishes by virtue of the congruence in Eq. (9).

The vanishing of the lattice divergence gives rise to a number of conserved quantities. Specifically, we are able to identify the following “one-form” charges:

\[
Q_x(r_x) = \sum_{r_y=1}^{L_y} \rho_x(r) \quad (10a)
\]

\[
Q_y(r_y) = \sum_{r_x=1}^{L_x} \rho_y(r) \quad (10b)
\]
both of which commute with the effective Hamiltonian $H_0$ given in Eq. (2) in the main text. The property (9) can also be used to show that $Q_x(r_x) = Q_x(r_x + 1)$ (and similarly for $Q_y$), such that $Q_x$ and $Q_y$ do not depend upon the position at which they are evaluated. Physically, the conserved quantities (10a) and (10b) correspond to the flux of $\rho_i$ through a “surface” of codimension one that wraps around the torus in one direction. Since $Q_x$ and $Q_y$ are evaluated along a non-contractible path, any contractible domain wall that passes through the surface must also do so in the opposite direction, leading to a vanishing net contribution. On the other hand, if there exists a non-contractible domain wall loop that winds around the torus in the $i$th direction, then this will give rise to a nontrivial value of $Q_i$ (with domain wall loops that wind in both the $x$ and $y$ directions simultaneously giving nontrivial contributions to both $Q_x$ and $Q_y$). In this way, $|Q_i|$ counts the number of winding domain walls that span the torus in the $i$th direction (that cannot be removed by local moves, which allow pairwise annihilation of adjacent loops of the same color). The sign of $Q_i$ characterizes sublattice $\mathbb{Z}_2$ symmetry breaking, since Eq. (6) implies that $X_{\text{odd}}Q_iX_{\text{odd}} = -Q_i$, where $X_{\text{odd}}$ is the product of $X_i$ operators on all sites $i$ belonging to the odd sublattice, and similarly for the even sublattice. As described in the main text, if there are winding domain wall loops present, i.e., $|Q_i| > 0$, then it is possible to connect states that differ by flipping all spins, but it is not possible to connect states that differ by flipping all spins belonging to just one sublattice. In the $Q_i = 0$ sector, the even and odd sublattices can be flipped separately under local dynamics.

If one wishes to locally deform the non-contractible paths in Eq. (10) away from being perfectly straight, then they should still pass through the centers of the links (i.e., connecting the centers of the plaquettes), as depicted in Fig. 6. Once again, Eq. (9) can be used to find the appropriate linear combinations of $\rho_x$ and $\rho_y$ [i.e., the two choices of sign in $\{\pm \rho_x \pm \rho_y\}$] that should be taken on the plaquettes that correspond to a ‘corner’, so as to count whether or not a domain wall has passed through the path (with the appropriate sign).

### IV. Numerical analysis of Krylov sectors

Here we provide some additional details relating to the exact enumeration of Krylov sectors presented in the main text. To identify the disconnected sub-graphs of the effective Hamiltonian, we make use of a breadth first search (BFS) of the system’s adjacency matrix. Since the adjacency matrix is sparse, we need only store at most $O(N_0 L^2)$ connections between states, where $N_0$ is defined in Eq. (5). The classification of disconnected sectors in the computational basis proceeds as follows. We keep track of whether each state belonging to the restricted Hilbert space $H_0$ has been visited by the algorithm. In a loop over all states belonging to $H_0$, if the state has not yet been visited, then it acts as the root node for a new BFS. All neighbors of the root node are added to a queue. For all states in the queue, their neighbors are added to the queue if they have not yet been visited, and the state is subsequently dequeued. This procedure is repeated until the queue is empty, at which point all states that can be reached from the root node have been classified and added to a Krylov sector, and the BFS is complete. The loop over all states belonging to the restricted Hilbert space ensures that all physical states are classified as belonging to a unique Krylov sector once the algorithm is complete.

This analysis of sectors is applied to systems of size $(L_x, L_y) = (4, 4)$ and $(6, 4)$ in Fig. 7, resolved by the quantum numbers $Q_x$ and $Q_y$ defined in Eq. (10), which label the “flux” of (oriented) domain walls through a non-contractible loop of the torus. For $(L_x, L_y) = (4, 4)$, there are 56 scars in total, and all scar states maximize at least one of $|Q_x|$ or $|Q_y|$ (a general property). The largest sector, which includes the domain wall vacuum, occurs at $(Q_x, Q_y) = (0, 0)$. The case $(L_x, L_y) = (6, 4)$, shown in the right panel, illustrates the existence of intermediate Krylov sectors that can occur when the packing of winding domain wall loops is not dense. Since $L_x$ is not divisible by 4, it is not possible to write down a spin...
configuration that gives rise to a dense alternating pattern of red and blue domain walls that all wrap around the torus in the y direction with the same orientation. As a result, there will be some "empty space," corresponding to the domain wall vacuum, allowing the domain walls to move about. The sectors at \((Q_x, Q_y) = (0, \pm 4)\) are therefore not further fragmented. Since \(L_y\) is divisible by 4, there are, however, scars that maximize \(Q_x\), which wrap around the torus parallel to \(x\). For \((L_x, L_y) = (6, 6)\) (data not shown), such that neither \(L_x\) nor \(L_y\) is divisible by 4, states that correspond to a dense packing of domain walls cannot be written down and there are no scars.

V. Automaton circuits

To study the behavior of correlation functions such as \(\langle Z(t) Z(0) \rangle\), where the average is evaluated with respect to some ensemble that will be specified in each case, we introduce a stochastic cellular automaton time evolution \([39, 46]\), which proceeds as follows. Each gate that comprises the automaton circuit maps a (product state) configuration of spins in the ‘computational basis’ \(|\sigma_i^z\rangle\) to another product state in the computational basis. In each ‘step’ a candidate spin is chosen from the lattice at random. If flipping the spin does not change \(\sum_{\mu} CZ_\mu\), then the spin is flipped, else it remains unaffected by the automaton gate. Since this process only (potentially) modifies the value of \(CZ_\mu\) on the adjacent four plaquettes that overlap with the candidate spin, one can define a local gate of size \(3 \times 3\), centered on the candidate spin, that affects the dynamics. In the \(CZ_\mu = 1\) sector, the central spin can only flip if all neighboring spins are in the state ‘0’, or if they are all in the state ‘1’. Outside of the \(CZ_\mu = 1\) sector, the update rule also depends on the configuration of the next-nearest-neighbor spins. The ‘single spin flip’ update is repeated \(L^2\) times to propagate the system forwards by one unit of time. While we choose to work with a random circuit geometry, one can alternatively consider a ‘brickwork’-style circuit architecture, as in, e.g., Refs. [39, 47]. Unless otherwise stated, time is measured in units of \(\hbar^{-1}\) throughout this section.

A. Infinite temperature: Dynamics of crossings

First, we consider “infinite temperature” dynamics, where temperature is taken to be much larger than both microscopic energy scales \(J\) and \(\hbar\) appearing in the Hamiltonian. As a result, all product state spin configurations in the computational basis are sampled with equal weight, meaning that the \(CZ_\mu = 1\) constraint is violated in almost all states. Since the effective (projected) Hamiltonian has an exact \(U(1)\) conservation law, which corresponds to conservation of the number of domain wall crossings, we expect that such crossings should diffuse asymptotically. Generically, if higher-order terms in perturbation theory are taken into account, the number of rare crossings is conserved up to a quantity of order \(\sim h/J\), up to the prethermal time scale \([20]\). Physically, this conservation law should manifest in the automaton circuit as a slow, \(1/t\) decay in the plaquette autocorrelation function

\[
\langle CZ_\mu(t) CZ_\mu(0) \rangle - \langle CZ_\mu(t) \rangle \langle CZ_\mu(0) \rangle \sim 1/t^{d/2}.
\]  

Note that the infinite temperature average \(\langle CZ_\mu(0) \rangle\) does not vanish: \(\langle CZ_\mu(0) \rangle = (+1) \times 3/4 + (-1) \times 1/4 = 1/2\), since only \(4/16\) of the local plaquette configurations host a domain wall crossing. The autocorrelation function (11) is shown in Fig. 8(a) for various system sizes. In all cases, over the times plotted, the correlation function exhibits excellent agreement with the diffusive \(t^{-1}\) prediction at sufficiently late times \((t \gg 10)\).

Additionally, we can characterize the spatial profile of correlations at a fixed but large time \(t \gg 1\). In this case, Eq. (11) is generalized to

\[
C_{\text{CZ}}(r_{pp'}; t) \equiv \langle CZ_\mu(t) CZ_{\mu'}(0) \rangle - \langle CZ_\mu(t) \rangle \langle CZ_{\mu'}(0) \rangle \sim \frac{3}{16\pi D t} \exp \left(-\frac{1}{4 D t} r_{pp'}^2\right)
\]  

with \(r_{pp'} \equiv r_p - r_{p'}\) the difference between the positions of the centers of the plaquettes \(p\) and \(p'\). The spatial profile from the automaton circuit is contrasted with the Gaussian prediction (13) in Figs. 8(b) and (c) for \(L = 256\). In Fig. 8(b), we plot the two-dimensional correlation function as a function of position at a fixed time satisfying \(D t \ll L^2\), while Fig. 8(c) shows a scaling collapse of the full profile for various times [all of which satisfy the condition \(t \gg 10\) identified in Fig. 8(a)]. Figure 8 therefore confirms that domain wall crossings diffuse in typical sectors, if the \(CZ_\mu = 1\) constraint can be violated.

B. \(CZ_\mu = 1\): Dynamics of closed loops

Next, we look at correlation functions where the limit \(J \to \infty\) is taken before the limit of infinite temperature. In this case,
we work in the constrained Hilbert space with no domain wall crossings, i.e., $\mathbb{Z}_2^p = 1$ for all plaquettes $p$. As discussed in the main text, in addition to the $2^p$ dynamically frozen scar states, the constrained Hilbert space also possesses additional sectors associated with different numbers and orientations of winding domain wall loops. The scar states identified in the main text correspond to a dense packing of these winding loops, forbidding them from fluctuating. When the packing ceases to be dense, the winding loops are able to move under local dynamics while satisfying the no-crossing constraint. Additionally, contractible loops fluctuate in and out of existence in the interstitial vacua separating the winding loops. However, the number of winding loops is unable to change under local dynamics.

**Hydrodynamics of closed loops**

Since $\rho_i(\mathbf{r})$ form closed loops, we expect that the late time and long wavelength relaxation of the system should be described by a hydrodynamic theory with a one-form symmetry. Explicitly, to lowest order in derivatives, (a coarse-grained variant of) the vector-valued density $\rho_i$ should evolve according to

$$
\partial_t \rho_i + \epsilon_{ij} \partial_j J = 0 ,
$$

for a scalar current $J(\rho)$. The presence of the two-dimensional Levi-Civita symbol, $\epsilon_{ij}$, implies that the theory conserves an infinite family of charges parametrized by scalar functions $Q(\Phi)$, which we show below. A vector-valued function $f_i(\mathbf{r})$ defines a conserved charge $Q[f]$ if it satisfies

$$
\dot{Q}[f] = \frac{d}{dt} \int d^2 \mathbf{r} f_i(\mathbf{r}) \rho_i(\mathbf{r}) = 0 .
$$

For a $\rho_i$ that evolves in time according to Eq. (14), we can integrate Eq. (15) by parts to obtain

$$
\int d^2 \mathbf{r} J(\epsilon_{ij} \partial_j f_i) = 0 ,
$$

in order for $f_i(\mathbf{r})$ to correspond to a conserved quantity. Commutativity of partial derivatives and antisymmetry of $\epsilon_{ij}$ implies that an $f_i(\mathbf{r})$ obeying

$$
f_i(\mathbf{r}) = \partial_i \Phi(\mathbf{r}) ,
$$

will define a conserved charge for each scalar function $\Phi(\mathbf{r})$. The nature of the corresponding conserved charges can be elucidated by choosing a basis of indicator functions of the form

$$
\Phi_V(\mathbf{r}) = \begin{cases} 1 & \text{for } \mathbf{r} \in V, \\ 0 & \text{otherwise}, \end{cases}
$$

for some choice of volume $V$. With this choice of $\Phi(\mathbf{r})$, observe that the conserved charges become

$$
\int d^2 \mathbf{r} \delta(\mathbf{r} \in \partial V) \hat{n}_i(\mathbf{r}) \rho_i(\mathbf{r}) = \int_{\partial V} \rho_i(\mathbf{r}) \epsilon_{ij} d\mathbf{x}_j ,
$$

where $\hat{n}_i$ is the unit vector normal to the boundary $\partial V$. Equation (19) shows that the flux of $\rho_i$ through (codimension one) surfaces is conserved, as is required for a theory of closed loops. The simplest constitutive relation between current and the vector-valued charge density is $J = D\epsilon_{ij} \partial_t \rho_j$, leading to a linear hydrodynamic description

$$
\partial_t \rho_i + D\epsilon_{ij} \epsilon_{k\ell} \partial_j \rho_k \partial_\ell = 0 .
$$

It turns out that the rank-four tensor $\epsilon_{ij} \epsilon_{k\ell}$ is the most general tensor structure permitted by $D_4$ symmetry (invariant under $2\pi/4$ rotations and a reflection) and the requirement that $\rho_i$ exhibits a one-form symmetry. In momentum space, this constitutive relation implies that $\rho_i \propto k_i$ cannot decay (since the equations of motion preserve the local constraint $0 = \partial_t \rho_i \leftrightarrow k_i \rho_i$), while $\rho_i$ orthogonal to $k_i$ is a quasimode with $i\omega = D(k_x^2 + k_y^2)$. For a more thorough discussion of theories analogous to Eq. (14), and their higher-rank generalizations, we refer the reader to Ref. [38].

**Infinite temperature dynamics of loops**

In the largest sector, which contains no winding loops ($Q_x = Q_y = 0$), the entropy of a given configuration of
the system can be accounted for by a Gaussian weight functional $P_0(\rho(t)) \propto \exp\left(-S(\rho(t))\right)$, as in models exhibiting a “Coulomb phase” [48], with

$$S(\rho(t)) = \frac{K}{2} \int d^2r \left( \epsilon_{ij} \partial_i \rho \right)^2 = \frac{K}{2} \int d^2r \left( \nabla \rho \right)^2. \quad (21)$$

The scalar field $h(r)$ is interpreted as a height field in the “rough” phase correspondings to the coarse-grained field $\rho_i(\mathbf{r}) = \epsilon_{ij} \partial_j h(r)$. Physically, typical (infinite temperature) states belonging to the $Q_x = Q_y = 0$ sector will have lots of short loops, which coarse grain to small values of $\rho_i(\mathbf{r})$; larger values of $|\rho|$ are entropically suppressed [48, 49]. The Gaussian weight (21) directly determines the equal-time correlation functions of the field $\rho_i(\mathbf{r})$:

$$C_{xx}(r; 0) \equiv \langle \rho_i(\mathbf{r}) \rho_i(0) \rangle \sim \frac{1}{2\pi K} \frac{x^2 - y^2}{r^4} \quad (22a)$$

$$C_{xy}(r; 0) \equiv \langle \rho_i(\mathbf{r}) \partial_j(\mathbf{r}) \rangle \sim \frac{1}{\pi K} \frac{xy}{r^4} \quad (22b)$$

at large separations $r \equiv |\mathbf{r}| \gg 1$. The divergence-free constraint gives rise to power-law decaying spatial correlations. At unequal times, the correlation functions are determined by the hydrodynamic equation of motion in Eq. (20). Using the height model (21), the correlation functions at unequal times can in fact be evaluated analytically. For simplicity of notation, we define dimensionless variables $\bar{x} \equiv x/\sqrt{D t}$ and similarly for $\bar{y}$ and $\bar{r}$. In terms of these variables, Eq. (22) is generalized to

$$\langle \rho_i(\mathbf{r}, t) \rho_i(0, 0) \rangle \sim \frac{1}{2\pi K Dt} \left[ \bar{x}^2 - \bar{y}^2 + \left( \frac{1}{2} \bar{y}^2 + \frac{1}{2} \bar{x}^2 \right) e^{-\bar{r}^2} \right] \quad (23a)$$

$$\langle \rho_i(\mathbf{r}, t) \rho_j(0, 0) \rangle \sim \frac{1}{\pi K Dt} \left[ \bar{x} \bar{y} - \frac{1}{4} \bar{r}^2 \right] e^{-\bar{r}^2} \quad (23b)$$

which reduce to the equal time correlation functions as $t \to 0^+$. In terms of the dimensionless variables $\bar{x}$ and $\bar{y}$, the long-distance power-law decay of the correlation functions for $\bar{r} \gg 1$ is preserved, but the short-distance divergence is smeared out at $\bar{r} \ll 1$. The analytical results in Eq. (23) are compared with the stochastic automaton circuit (sampling only the largest sector) in Fig. 9. The analytical results contain two phenomenological parameters: the diffusion constant $D$ and the stiffness constant $K$, which penalizes spatial fluctuations of the height field $h$. These two parameters are obtained from the scaling collapses in Fig. 9, and all plots use the same values of $D$ and $K$. In all panels, there is excellent agreement between the predictions of hydrodynamics with a one-form symmetry (23) and the automaton circuit; the profile spreads diffusively in time, but with long-range, power-law tails, which decay asymptotically as $\sim \bar{r}^{-2}$.

VI. Signatures in exact diagonalization

In the main text we argued that the “foliated domain wall” configurations in systems of finite size are given dynamics at the smallest of (i) $Jt \sim (J/T)^4$, corresponding to perturbative processes that act on non-contractible winding loops of the torus, and (ii) the prethermal time scale, corresponding to $Jt \sim \exp(c/n_s)$ where $n_s \sim J/h$ (up to logarithmic corrections) and $c > 0$ is an $O(1)$ constant. Qualitatively, the prethermal time scale coincides with the time after which perturbation theory breaks down. Here, we verify the robustness of the scar states and their signatures using a combination of automaton circuits and exact diagonalization.

We look at two quantities that give rise to signatures of the scar states’ slow dynamics in systems of finite size. The first is the fidelity $\mathcal{F}(t)$, which quantifies the overlap between the state at time $t$, $|\psi(t)\rangle = e^{-iHt}|\psi(0)\rangle$, and system’s the initial state, $|\psi(0)\rangle$,

$$\mathcal{F}(t) = |\langle \psi(0)| e^{-iHt} |\psi(0)\rangle|^2. \quad (24)$$

The second is a sublattice-magnetization operator, whose sign structure is determined by the initial scar state of interest (alternatively, for product states in the computational basis, it
can be viewed as the autocorrelation function \( \langle \sigma_i^z(t) \sigma_i^z(0) \rangle \). In contrast to Eq. (24), the sublattice-magnetization operator corresponds to a sum of local operators, and will turn out to produce signatures of the slow dynamics that are significantly more “robust” in the thermodynamic limit, as we argue below. In particular, we evaluate

\[
NO(t) = \langle \psi(t)| \sum_i s_i \sigma_i^z |\psi(t)\rangle = \langle \psi(t)|M_0|\psi(t)\rangle - \langle \psi(t)|M_1|\psi(t)\rangle,
\]

where the sign \( s_i = \pm 1 \) is equal to \( \langle \sigma_i^z \rangle \) evaluated in the initial scar state of interest (which, we recall, is a product state in the computational basis \( |\sigma_i^z\rangle \)). Alternatively, in the second line, we defined \( M_1 = \sum_i \sigma_i^z \), which is the magnetization of the region of spins that were initially in the ’1’ state, and \( M_0 = \sum_i \sigma_i^z = \sigma_i^z \), which is the magnetization of the complementary region. The normalization of both quantities, \( F(t) \) and \( O(t) \), is such that \( F(0) = O(0) = 1 \) at time \( t = 0 \) when evaluated in the appropriate scar state.

### A. Schrieffer-Wolff transformation

Before performing any numerical simulations, we first discuss some expectations based on the Schrieffer-Wolff perturbation theory procedure. The effective Hamiltonian that describes time evolution up to the prethermal time scale is related to the original Hamiltonian \( H \) via a unitary transformation

\[
H' = e^{iS}He^{-iS} = H + [iS, H] + \frac{1}{2!}[iS, [iS, H]] + \ldots
\]

parametrized by the Hermitian operator \( S = S^\dagger \). The operator \( S \) is chosen in such a way as to conserve the number of crossings up to a particular order in \( h/J \) (by removing any terms generated at the previous order in perturbation theory that do not conserve the number of domain wall crossings). The eigenstates of the effective Hamiltonian \( H' \) are then dressed by the operator \( e^{-iS} \) to obtain the eigenstates of the original Hamiltonian \( H \). The “true” scar states, i.e., those states that give rise to almost exactly frozen dynamics, are the eigenstates of \( H' \) (26) truncated at a particular order in \( h/J \). These states are product states in the computational basis, dressed by \( e^{-iS} \), which creates a small but nonvanishing density of crossings.

More precisely, let the state \( |\phi\rangle \) be a foliated pattern of domain walls in the computational basis, and suppose that the initial state of the system is its dressed counterpart, \( |\psi(0)\rangle = e^{-iS} |\phi\rangle \). In this case, Eq. (25) evaluates to

\[
NO(t) = \langle \phi| e^{iS}e^{iHt}(M_1 - M_0)e^{-iHt}e^{-iS} |\phi\rangle = \langle \phi| e^{iHt}(M_1' - M_0')e^{-iHt} |\phi\rangle
\]

where \( M_1' = e^{iS}M_1e^{-iS} \). Since \( |\phi\rangle \) is a trivial eigenstate of \( H' \) (up to corrections exponentially small in \( J/h \)) that exhibits no dynamics, \( O(t) \) does not exhibit any dynamics (up to quantities that are exponentially suppressed in \( J/h \)). This follows from the fact that each \( M_i \) is a sum of local operators. Conversely, suppose that we begin in the state \( |\phi\rangle \) without the dressing operator. This is the case most relevant to both experiments and numerical simulations, where product states in the real-space basis are most easily prepared. In this case,

\[
\begin{align*}
NO(t) &= \langle \phi| e^{-iS}e^{iHt}(M_1' - M_0')e^{-iHt}e^{iS} |\phi\rangle.
\end{align*}
\]

The state \( e^{iS} |\phi\rangle \) is not an approximate eigenstate of \( H' \). Instead, it corresponds to a nontrivial superposition of states with a crossing density of order \( \sim h/J \) (since the operator \( iS \) creates pairs of domain wall crossings) and Eq. (28) can therefore exhibit nontrivial dynamics, even at “short” times set by \( h/t = O(1) \). While \( \langle \phi| e^{iS} |\phi\rangle \) becomes vanishingly small as \( L \to \infty \), the two states \( |\phi\rangle \) and \( e^{iS} |\phi\rangle \) differ by a small but nonvanishing density of crossings set by the small control parameter \( h/J \), such that they locally look almost identical as \( h/J \to 0 \). We therefore expect that experimentally preparable product states should exhibit signatures of the scar states’ slow dynamics, in spite of their vanishingly small overlap in the thermodynamic limit. However, in the presence of a finite density of crossings, the motion of crossings throughout the system can disrupt the underlying spin configuration, leaving behind a ‘trail of destruction’, since they propagate via a sequence of spin flips that destroy the underlying domain wall pattern. The precise time scales over which a nonzero crossing density can degrade the underlying spin configuration will be discussed in the next section.

The fidelity \( F(t) \) is expected to be significantly less robust, but will still exhibit signatures of the scar states in systems of finite size (which we study using exact diagonalization below). While the corrections to \( H' \) that do not conserve the number of crossings are exponentially small in \( J/h \), they are also proportional to system volume \( L^2 \). This means that, in the thermodynamic limit \( L \to \infty \), the effective Hamiltonian truncated at a certain order provides an accurate description of the expectation values of local operators \( \ldots, \langle O(t) \rangle \), as in Eq. (27), but not of the time evolution of individual states, at least in the sense that \( \langle \phi| \mathcal{U}_{\text{app}}(t)|\phi\rangle \to 0 \) in the thermodynamic limit, where \( \mathcal{U}_{\text{app}} \) is the approximate time evolution operator obtained by truncating the effective Hamiltonian \( H' \) at a certain order in \( h/J \). Even in systems of finite size and at values of \( h/J \) sufficiently small that we are able to accurately describe the time evolution of individual states by truncating the effective Hamiltonian in Eq. (24), the fidelity can still decay if the system is initialized in a scar state \( |\phi\rangle \) without its dressing operator, since the small but nonvanishing density of domain wall crossings are able to move around under the dynamics generated by \( H' \).

### B. Motion of crossings

To discuss quantitatively how the presence of a nonvanishing density of crossings disrupts the underlying spin pattern, we first consider the motion of an isolated crossing atop a foliated pattern of domain walls. In order to access large system sizes,
we will restrict our attention here to dynamics generated by stochastic cellular automaton circuits [50]. In this context, we discussed in Sec. V A how the density of crossings asymptotically exhibits isotropic diffusion at infinite temperature. In contrast, for a low density of crossings decorating a low-entropy scar state, the dynamics is affected by the local direction of the domain wall loops: There exists an entropic bias that leads to a nonzero average velocity in the direction parallel to the domain walls. This can be illustrated, for example, by the configuration:

which represents part of a larger system (in the presence of periodic boundaries, crossings must come in pairs). The black arrows represent the motion of the crossing under the permitted (single) spin flips, which preserve the number of domain wall crossings, hopping the crossing to an adjacent plaquette. Three of the four possible spin flips have a positive projection onto the southwest direction, while just one hop has a negative projection. In the automaton circuits, this leads to a biased random walk of the crossing parallel to the domain walls. In the direction transverse to the domain walls (northeast, say), there is an equal probability of hopping with positive or negative projection. Consequently, the crossings exhibit diffusive spreading in the transverse direction. Since the crossings propagate via a sequence of spin flips, they degrade the original scar pattern as they move throughout the lattice. Additionally, once the scar pattern has been disrupted, spins in the vicinity of the crossings’ trails may also become flippable.

The above arguments are verified numerically using the stochastic automaton circuits introduced in Sec. V. We initialize the system in a random scar state with maximal $|Q_x|$ (obtained by shifting the repeated pattern ‘0011’ in adjacent columns either to the left or to the right with equal probability), and flip a single spin at the center of the system, thereby creating a neighboring pair of crossings with opposite ‘charge’ (i.e., one acts as a source of div $\rho$, and the other as a sink). The subsequent dynamics of the system is studied by following the evolution of the spatially resolved autocorrelation function $C_{\sigma}(r; t) \equiv \langle \sigma_r^z(t)\sigma_r^z(0) \rangle$, where the average $\langle \cdots \rangle$ is over independent realizations of the automaton circuit and over random initial scar states. Note that, since the initial states explicitly break translation invariance, $C_{\sigma}(r; t)$ is not independent of position $r$. Results are shown in Fig. 10. Because the ensemble of scars from which we sample maximizes $|Q_x|$, the crossings exhibit a biased random walk along $x$ [51], and diffuse in the transverse ($y$) direction. This leads to the anisotropic degradation of the scar pattern depicted in the right panel of Fig. 10: There exists a region of width $\sim t$ and height $\sim \sqrt{t}$ that spreads from the initial location of the flipped spin, within which the scar pattern is disarranged. The dynamical exponents in the two directions are substantiated in the scaling collapses in the left panels of Fig. 10.

Armed with the knowledge of how crossings propagate throughout the system on top of typical scars, we can resolve the question of how a finite density of defects, $\rho \sim \hbar/J$, affects the scar states’ dynamics. If the motion of the crossings led to diffusive spreading of $C_{\sigma}(r; t)$, we would expect that the scar pattern would be fully degraded after a time $t \sim \ell^2 \sim \rho^{-1}$, where $\ell = (J/\hbar)^{1/d}$ is the typical separation between defects in the initial state. However, the anisotropic spreading of the $C_{\sigma}(r; t)$ leads to a different time scale. Intuitively, this time scale, which corresponds to the time at which the anisotropic regions in
which corresponds to the timescale at which perturbative processes that wrap around the torus are permitted. (b), (d): the fidelity $F$ transformed basis. The exact scars correspond to a limiting dynamics. In principle, the time scale relative to a ‘typical’ (infinite temperature) initial product state. For larger values of $\sigma \equiv J/t$, the fidelity $F(t)$ evaluated for the same initial states. The quality of the collapse is poorer, with the fluctuations of $F(t)$ from unity at times $Jt \lesssim (J/t)^{L_{\min}}$ larger than those observed for $O(t)$ in (a), (c). Panels (c) and (d) share legends with (a) and (b), respectively.

Fig. 10 intersect, can be understood as the time at which the area of the region of degradation $(t \times \sqrt{t})$ equals the characteristic area associated with each defective spin, i.e., $t \sqrt{t} \sim t^2$, giving rise to a characteristic time scale $t \sim \rho^{2/3}$. This scaling is demonstrated in Fig. 11, where random scar states are degraded by varying densities $\rho$ of flipped spins. The autocorrelation function averaged over the full system, $C_{\sigma}(t) = L^{-2} \sum_{\mathbf{r}} C_{\sigma}(\mathbf{r})$, is measured as a function of time and exhibits a collapse when plotted as a function of $t \rho^{2/3}$. Consequently, the time scale for $C_{\sigma}(t)$ to decay by an appreciable fraction is enhanced by a factor $(J/t)^{2/3} \gg 1$ for a state that is “close” to a scar state relative to a ‘typical’ (infinite temperature) initial product state.

We conclude by noting that the above discussion relates only to the experimental preparability of the scar states, which will only ever be approximate. We have shown that product states, despite having vanishing overlap with the scars in the thermodynamic limit, exhibit signatures of the scar states’ slow dynamics. In principle, the time scale $ht \sim (J/t)^{2/3}$ identified herein can be parametrically enhanced by reducing the density of defective spins in the initial state in the Schrieffer-Wolff-transformed basis. The exact scars correspond to a limiting case of this procedure with vanishing defect density.

C. Numerical results

The above expectations are borne out in Fig. 12. We perform exact diagonalization on the two smallest systems that are compatible with the foliated domain wall pattern discussed in the main text. Namely, we consider $(L_x, L_y) = (4, 2)$ and $(4, 4)$. The former only hosts 8 scars corresponding to domain walls that wrap around the torus parallel to $y$ (the particular scar state is shown in the inset of each figure), while the latter, being square, exhibits all of the $2^{L_x^2} - 8 = 56$ scar states discussed in the main text. For both system sizes, the operator $O(t)$ exhibits dynamics at a time scale set by $Jt \sim (J/t)^{L_{\min}}$ for sufficiently small values of $h/J \lesssim L^{-2}$, as predicted by perturbation theory, where $L_{\min} = \min(L_x, L_y)$. That is, for $h/J \lesssim L^{-2}$ there are effectively no defects in the Schrieffer-Wolff-transformed basis and the product state behaves like the true scar state. Put differently, the scar state and the corresponding product state have appreciable, $O(1)$, overlap, leading to a diverging time scale $Jt \sim (J/t)^{L_{\min}}$ that is also witnessed by the fidelity. For larger values of $h/J$, the operator $O(t)$ and the fidelity $F(t)$ exhibit significant deviations from unity prior to the time scale $Jt \sim (J/t)^{L_{\min}}$, since the initial state contains a nonvanishing number of crossings (on average) in the Schrieffer-Wolff-transformed basis, which can subsequently propagate throughout the system, as described in Sec. VI.B. Intriguingly, even in the regime $h/J \gtrsim L^{-2}$, both $O(t)$ and $F(t)$ exhibit nonzero plateaux, suggesting that nonvanishing overlap with the subspace of scars remains in this regime (although this is likely a finite size effect).