Fall prediction based on biomechanics equilibrium using Kinect
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Abstract
The fall is one of the most important research fields of solitary elder healthcare at home based on Internet of Things technology. Current studies mainly focus on the fall detection, which helps medical staffs bring a fallen elder out of danger in time. However, it neither predicts a fall nor provides an effective protection against a fall. This article studies the fall prediction based on human biomechanics equilibrium and body posture characteristics through analyzing three-dimensional skeleton joints data from the depth camera sensor Kinect. The research includes building a human bionic mass model using skeleton joints data from Kinect, determining human balance state, and proposing a fall prediction algorithm based on recurrent neural networks by unbalanced posture features. We evaluate the model and algorithm on an open database. The performance indicates that the fall prediction algorithm by studying human biomechanics can predict a fall (91.7%) and provide a certain amount of time (333 ms) before the elder injuring (hitting the floor). This work provides a technical basis and a data analytics approach for the fall protection.
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Introduction
Fall is one of the most threats to elders’ health.¹ Due to its bursting, diversity, and hard reproducibility, the research on fall has been a big challenge of eldercare. Rapid development of Internet of Things (IoT) technology provides a possibility to provide healthcare services at elders’ home. Researchers attempt to record elders’ behaviors through setting various sensors on the room or human’s body and analyze the fall process happened at home. These data analytic techniques and cloud computing techniques enable the medical staffs to monitor elders’ states at a distance away from elders’ home.

Current researches are mainly focused on the fall detection. It can reduce the time that the elders remain lying on the floor after falling. This time is one of the key factors that determines the severity of a fall.² The works on the fall detection recognize the fall action after the elder hitting the floor. The features extracted include body shape change,³ posture,⁴ head change,⁵ and inactivity.⁶ The sensors used to detect a fall are accelerometers and cameras, which are limited to describe fall processing precisely. The fall detection provides the medical assistance after falling rather than avoid injuring. Therefore, if we accurately predict a fall and provide the effective protection, the risk of injury could be reduced effectively for the elder.

Either the fall detection or prediction can be considered as the research on sequential data processing. The
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recurrent neural networks (RNNs) as a sequential prediction model have a unique advantage and improve the prediction accuracy. It has achieved great success in sequential data analysis and has been widely used as in previous studies. LeCun et al. indicate that recurrent nets have shone light on sequential data. At same time, the advent of new sensors enhances the capacity for perception. Kinect, designed by Microsoft, is a line of motion sensing input devices, which can locate 3D positions of body joints of the tracked users in space and track their movements over time. Overall, it provides more detailed information of human's movement and lays the foundation for elaborately analyzing fall processing.

In our article, we employ RNN to study the fall prediction based on human biomechanics equilibrium. According to analyzing the human action by biomechanics equilibrium, we study fall prediction by sequential data classification. The basic idea is to choose sequential data from before body imbalance to after body imbalance but not hitting the floor and then to classify it into activity of daily living (ADL) or fall, which makes falls predicted before injury. The overview of our method, as shown in Figure 1, includes three parts: building a human bionic dynamic mass model by skeleton joints data from Kinect and human mass distribution, determining body's balance by computing positions of center of mass (COM) and the region of support of base, and proposing a fall prediction algorithm based on the RNN by unbalanced posture features.

We evaluated our method using the data in the open database. The results show that our fall prediction algorithm by studying human biomechanics equilibrium and posture recognition can predict 91.5% fall and classify 75% types of fall from others ADL before the elder hitting the floor in 333 ms in average. This method provides a technical basis for the fall protection.

The rest of the article is organized as follows. Related works are reviewed in next section, with the human balance is introduced, followed by the method to detect human balance from 3D skeleton joints from Kinect and human mass distribution. Then we provide a fall prediction method based on biomechanics equilibrium by long short-term memory (LSTM) networks. In the following section, we test and evaluate our method on the fall database. Finally, we conclude and discuss our future research direction.

**Related works**

Recent years, one of most popular researches related to the ambient intelligent (AmI) is about the study of the fall. There are many attempts to provide protection against the fall, which mainly revolve around fall detection. According to the type of sensors used, the studies can be classified into two categories: accelerator based and vision based.

Acceleration data are collected during the falls using independent tri-axial accelerometers attached to different parts of the body. In the beginning, most of the existing researches detect a fall by setting the threshold for acceleration data. J Cheng et al. improved it and proposed a framework for activity awareness using the surface electromyography and accelerometer (ACC) signals. This work used the angle of each ACC and surface to indicate body postures, the resultant ACC

![Figure 1. Overview of our fall predication method.](image-url)
amplitude to distinguish between dynamic transition activities to normal transition activities and falls. Then increasing machine learning approaches have been employed. T Zhang et al.\textsuperscript{14} used a wearable tri-axial accelerometer to capture the movement of human body and proposed a novel fall detection method based on one-class support vector machine (SVM). The preliminary results showed that this method could detect the falls effectively. However, these methods require the elder wearing some specific sensors on body, making the user feel inconvenient.

Vision-based methods for fall detection usually use camera to analyze elders’ activities, which let elders avoid wearing extra sensors. Rougier et al.\textsuperscript{15} proposed a method to detect falls by analyzing human shape deformation during a video sequence. Vishwakarma et al.\textsuperscript{16} proposed a two-state finite state machine (FSM) to continuously monitor people and their activities. Increasing the new vision sensors is adopted in fall detection system, and the depth camera sensor Kinect is one of them with its economical price and good performance. Mastorakis and Makris\textsuperscript{17} presented a novel fall detection system based on the Kinect sensor. Bevilacqua et al.\textsuperscript{18} used Kinect to detect a fall by evaluating the contraction and the expansion speed 3D human bounding box. However, all of these methods mentioned above are on the fall detection rather than the fall prediction. Although the detection can help medical staffs to provide medical treatments in time, it cannot predict and prevent elders from fall injuries.

In our work, we employ Microsoft Kinect sensor and RNN approach to build our system. Kinect can provide depth image to help analyze human actions more precisely. RNN brings a new dawn to deal with sequence data classification. Moreover, kinds of equipment for eldercare are invented to protect elders from fall injuries, as shown in Figure 2. If a fall can be predicted before hitting the floor, this equipment would efficiently prevent elders from injuring.

**Human balance determining**

Fall can be considered as the beginning from an imbalance situation of the human body. Once the imbalance of the human body is detected, the fall is predicted. Imbalance is a key feature of imminent fall. The basic idea of the fall prediction is to determine whether the body balance through the relative position of line of gravity (LOG) and base of support (BOS). Most of the actions in daily life, such as standing and walking, belong to a state of equilibrium. Fall is an action of imbalance; sitting down and lying are not equilibrium either. If the imbalance happens, we will try to find whether he will fall or not.

\[
\begin{align*}
x_{COM} &= x_{plp} + x_{ald} \\
y_{COM} &= y_{plp} + y_{ald} \\
z_{COM} &= z_{plp} + z_{ald}
\end{align*}
\]
where $x_{\text{COM}}, y_{\text{COM}},$ and $z_{\text{COM}}$ are coordinates of the COM of segmental body; $x_p, y_p,$ and $z_p$ are coordinates of proximal ends; $x_d, y_d,$ and $z_d$ are coordinates of distal ends; and the percentage of segmental length from the proximal and distal ends are represented by $l_p$ and $l_d$.

The second step is to compute the COM of all body by following formulas

\[
x_{\text{COM}} = \frac{\sum m_i x_{i,\text{com}}}{M}
\]

\[
y_{\text{COM}} = \frac{\sum m_i y_{i,\text{com}}}{M}
\]

\[
z_{\text{COM}} = \frac{\sum m_i z_{i,\text{com}}}{M}
\]

where $x_{\text{COM}}, y_{\text{COM}},$ and $z_{\text{COM}}$ are coordinates of body; $m_i$ is the mass of the $i$th segment; $M$ is the whole mass of body. All the parameters mentioned above can be obtained from Table 1.

Kinect can extract 25 three-dimensional skeleton joints in 30 frames per second (fps) of the human actions. The data of proximal and distal ends of each body segment can be gathered from corresponding human skeleton joints. According to the formulas mentioned above, COM positions can be estimated. Moreover, the LOG can be computed by vertical projection of COM. The BOS is estimated by the polygon covering humans’ feet skeleton. The situation of static balance is determined by whether the LOG in a BOS or not, as shown in Figure 4.

**Table 1.** The mass and coefficients of human segments.

| Body segment      | Segmental mass/total body mass (m/M) | COM/segment length | Proximal | Distal |
|-------------------|--------------------------------------|--------------------|----------|--------|
| Head and neck     | 0.081                                | 1.000              | N/A      |        |
| Thorax and abdomen| 0.355                                | 0.500              | 0.500    | 0.500  |
| Upper arms        | 0.028                                | 0.436              | 0.564    |        |
| Forearms          | 0.016                                | 0.430              | 0.570    |        |
| Hands             | 0.006                                | 0.506              | 0.494    |        |
| Pelvis            | 0.142                                | 0.105              | 0.895    |        |
| Thighs            | 0.100                                | 0.433              | 0.567    |        |
| Legs              | 0.0465                               | 0.433              | 0.567    |        |
| Feet              | 0.0145                               | 0.500              | 0.500    |        |

COM: computing positions of center of mass.

**Fall prediction based on LSTM**

The fall can be seen as a sequence action from imbalance to hitting the floor. Therefore, we can study the fall prediction by supervised learning labeling sequence with RNNs. In this section, we first review RNNs and LSTM, and then we propose an approach of prediction using body imbalance features based on LSTM.

**RNN and LSTM networks**

The RNN is a very powerful method for dealing with classification for sequence data. The structure of RNN is illustrated in Figure 5.

In this structure, there are three main parts: the input of RNN is $x = (x_0, x_1, x_2, \ldots, x_t)$; the hidden state
is $h = (h_0, h_1, h_2, \ldots, h_t)$; the output sequence is $y = (y_0, y_1, y_2, \ldots, y_t)$ with equations as follows

\begin{align}
h_t &= H(W_{sh}x_t + W_{hh}h_{t-1} + b_h) \quad (7) \\
y_t &= O(W_{hy}x_t + b_v) \quad (8)
\end{align}

where $W_{sh}$, $W_{hh}$, and $W_{hy}$ denote, respectively, weight metrics from input $x$ to hidden state $h$, hidden state $h_t$ to next hidden state $h_{t+1}$, and hidden state $h$ to output $y$, and $b$ denotes bias vectors. It is difficult to train conventional RNN due to vanishing and exploding gradient problems.

The LSTM has been introduced by Hochreiter and Schmidhuber, which have become a crucial ingredient in recent advances with recurrent networks since they are good at learning long-range dependencies and not affected by vanishing and exploding gradient problems. It introduces a new structure called a memory cell, which is composed of four main elements: an input gate, a forget gate, an output gate, and cell activation vectors. The gates serve to modulate the interactions between the memory cell itself and its environment. The input gate allows incoming signal to alter the state of the memory cell or block it. The output gate allows the state of the memory cell to have an effect on other neurons or prevent it. The forget gate modulates the memory cell’s self-recurrent connection, allowing the cell to remember or forget its previous state.

Equations (9)–(14) describe how a model of LSTM works, as shown in Figure 6

\begin{align}
f_t &= \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \quad (9) \\
i_t &= \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \quad (10)
\end{align}
\[ C_t = \tanh(W_C \cdot [h_{t-1}, x_t] + b_C) \]  
\[ C_t = f_t \ast C_{t-1} + i_t \ast \tilde{C}_t \]  
\[ o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \]  
\[ h_t = o_t \ast \tanh(C_t) \]  

where \( i, f, o, \) and \( C \) denote input gate, forget gate, output gate, and cell activation vectors, respectively, and \( \sigma \) denotes the logistic sigmoid function.

**Fall prediction based on biomechanics equilibrium**

As mentioned above, we estimate the balance situation of human body by calculating the LOG and the BOS. When becoming imbalance, human is likely to fall down.

We use a method to convert the fall prediction to the classification problem. The imbalance situation is seen as the trigger. When the body is in the state of imbalance, several frames before and after the imbalance frame are gathered as the input for the LSTM. The duration from the normal state to several frames before hitting the floor is the process as shown in Figure 7. Each frame of three-dimensional skeleton joints data is regarded as one input vector. Choosing frames around imbalance frame, the LSTM classifies the fall from other states. Due to leaving a pre-warning time, this approach can predict the fall before hitting the floor.

The next step is to set the length of the input. The fall is a process of serial actions, from the imbalance to hitting the floor. We choose frames during before and after imbalance frame imbalance as the input. At first, it requires knowing the length of the duration of the fall. We surveyed existing fall databases\(^{15,25} \) and computed the mean duration from the imbalance to different types of the fall, as shown in Table 2. The mean duration of all types of the fall is 746 ms. Because Kinect can record skeleton data by 30 frames per second (fps), in other words, the fall lasts about 22.4 frames in average. Then we chose the period from stable state to 10 frames and 5 frames before hitting the floor as the input to evaluate our method.

**Results and discussion**

We test our fall prediction algorithm on database build by Rougier et al.\(^5 \) It involves 11 healthy volunteers from

**Table 2. The survey of the duration of the fall.**

| Types of the fall | Mean duration (ms) |
|-------------------|--------------------|
| Back              | 767                |
| Front             | 778                |
| Side              | 533                |
| Other             | 767                |
| Mean duration of all types | 746               |
22 to 39 years old with different heights and weights. Kinect is employed to record human’s actions, which are grouped into two main categories: ADLs and the fall. ADLs has four types of actions: sit, grasp, walk, and lay, and fall has four types of actions depending on direction: front, back, side, and end-up-sit, as shown in Table 3. Every action is recorded in database three times from 11 health volunteers, so it contains 264 different actions.

The skeleton data of actions are used to test our algorithm. We randomly choose 224 actions as training set and the remaining are testing set. We test algorithm by actions sequential data including 10 frames, 5 frames before hitting the floor, hitting the floor and 5 frames after hitting the floor, as shown in Figure 8.

**Table 3.** Database protocol.

| Type | Action Description                     |
|------|----------------------------------------|
| ADLs | Sit on a chair                         |
|      | Walk and grasps an object from the floor |
|      | Walk back and forth                    |
|      | Lie down on the mattress               |
| Fall | Fall from the front and ends up lying  |
|      | Fall backward and ends up lying        |
|      | Fall to the side and ends up lying     |
|      | Fall backward and ends up sitting      |

ADLs: activity of daily living.

The performances of method based on human biomechanics equilibrium are shown in Figure 9. Our

![Figure 8. Input duration analysis.](image)

![Figure 9. Performance of fall prediction.](image)
method can achieve 75% for action classification and 91.7% fall prediction in 10 frames before hitting to the floor, which can provide 333 ms for pre-warning time. If input sequential data including frames after hitting the floor, that is fall detection, our method can get achieve 95% for action classification and detect 100% fall.

Conclusion

The fall is a major public health problem among older people. Microsoft Kinect device can get depth image and provide skeleton data of human, which can be used to monitor elders’ activities at home. Through Kinect, we obtained skeleton data of human and described human postures by 25 3D joints data. In this article, we employed skeleton data to analyze the whole process of the fall based on human biomechanics equilibrium and proposed a fall predication method based on LSTM by Kinect. Different from previous studies to detect the fall by human postures after falling, we choose the data before and after human imbalance state as the input and employed LSTM to distinguish the state from a fall to ADLs before hitting the floor. The performances show that this method could predict 91.7% fall with a pre-warning time of 333 ms before hitting the floor. This work lays the foundation for the studies on the fall protection.
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