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Abstract—Complex diseases are caused by a multitude of factors that may differ between patients even within the same diagnostic category. A few underlying root causes may nevertheless initiate the development of disease within each patient. We therefore focus on identifying patient-specific root causes of disease, which we equate to the sample-specific predictivity of the exogenous error terms in a structural equation model. We generalize from the linear setting to the heteroscedastic noise model where \( Y = m(X) + \sigma(X) \) with non-linear functions \( m(X) \) and \( \sigma(X) \) representing the conditional mean and mean absolute deviation, respectively. This model preserves identifiability but introduces non-trivial challenges that require a customized algorithm called Generalized Root Causal Inference (GRCI) to extract the error terms correctly. GRCI recovers patient-specific root causes more accurately than existing alternatives.
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1 INTRODUCTION

Causal inference refers to the process of inferring causal relationships from data. Randomized controlled trials (RCTs) remain the gold standard for causal inference in most fields of science. However, RCTs cannot distinguish between causes and root causes of disease, or the initial perturbations to a biological system that ultimately induce a diagnostic label as a downstream effect; we will clarify this definition in Section 4. Randomization also introduces a myriad of ethical, financial and logistical issues—such as withholding potentially lifesaving treatments from patients. We therefore instead focus on identifying root causes from observational data, where patients are not subject to randomization.

Consider for example the causal process depicted by the directed graph in Figure 1, where nodes represent random variables and directed edges their direct causal relations. The blue lightning bolt depicts an exogenous "shock" to the causal process, such as the effect of a somatic mutation or a virus on the expression level of a gene \( X_2 \in X \). The shock is felt by downstream genes \( X_3, X_4 \) ultimately generating symptoms \( X_5, X_6 \) and then causing a clinician to label a patient with a diagnosis \( D \) based on the symptoms. We focus on identifying \( X_2 \) from data because it corresponds to the initial perturbation and therefore the root cause. The problem is challenging because the root cause may lie arbitrarily far from \( D \), and we must differentiate it from the other variables in \( X \) that may be causes but not necessarily the root cause of the diagnosis.

The problem is further complicated by the existence of complex diseases that may have multiple root causes differing between patients even within the same diagnostic category. As a result, simply identifying the root causes of all patients with the same diagnosis can lead to many statistically significant variables with clinically insignificant effect sizes. We instead focus our efforts on identifying patient-specific root causes in order to make complex diseases more tractable.

We identify patient-specific root causes by first defining a causal process using a structural equation model (SEM), where variables are related by a series of deterministic equations and stochastic error terms. Patient-specific root causes then correspond to the predictivity of the exogenous errors as assessed by Shapley values (see Section 4 for details). Obtaining these exogenous errors requires invertible SEMs, so that we can recover the error term values uniquely from the observed variables. For example, the linear non-Gaussian acyclic model (LiNGAM) is an invertible SEM with linear equations and non-Gaussian error terms [1]. Authors have thus far only utilized LiNGAM to recover the error terms and infer patient-specific root causes of disease [2].

Real datasets however frequently contain non-linear relations, and running linear algorithms on data sampled from a non-linear SEM can lead to large errors in estimation. Investigators have introduced several approaches towards handling non-linear relations. The additive noise model (ANM) considers \( Y = m(X) + \varepsilon \), where \( m(X) \) denotes a possibly non-linear function and the conditional variance of \( \varepsilon \) does not depend on \( X \) [3]. The post-nonlinear model (PNL) extends ANM by introducing an outer invertible transformation \( h \) so that \( Y = h(m(X) + \varepsilon) \) and the conditional variance of \( \varepsilon \) may either monotonically increase or decrease as a function of \( X \) [4]. Existing methods therefore impose strong restrictions on the conditional variance of the error term.

Fig. 1: Intuitive illustration of the difference between a cause and patient-specific root cause.

\[ X_1 \rightarrow X_2 \rightarrow X_3 \rightarrow X_5 \rightarrow D \]

\[ X_4 \rightarrow X_6 \]

\( Y = m(X) + \sigma(X) \)
In this paper, we infer patient-specific root causes while allowing the variance of the error term to change arbitrarily as a function of $X$ via multiple innovations:

1. We consider the heterogeneous noise model (HNM) given by $Y = m(X) + \varepsilon(X)$ with arbitrary non-linear functions $m$ and $\varepsilon$ representing the conditional mean and conditional mean absolute deviation (MAD), respectively (Section 3).
2. We prove identifiability of the full causal graph under HNM (Section 3.2) and introduce a cross-validation procedure to efficiently extract the error terms of HNM (Section 3.3).
3. We quantify root causal contributions using Shapley values based on conditional distributions on the error terms; these values accommodate noisy labels, fast computation and differing prevalence rates without requiring additional background knowledge (Section 4.1).
4. We introduce an algorithm called Generalized Root Causal Inference (GRCI) that efficiently extracts the error terms of an SEM satisfying HNM using spline functions and quickly computes the proposed Shapley values all without access to the underlying causal graph (Section 4.2).

Experiments highlight considerable improvements in accuracy compared to prior methods because GRCI correctly identifies the exogenous errors by flexibly accounting for nonlinear causal relations. We emphasize that, while this paper focuses on automatically identifying patient-specific root causes of disease – a very important biomedical problem – the results derived for HNM apply more broadly to other areas of causal inference.

2 BACKGROUND

2.1 Definitions

We define a causal process using a structural equation model (SEM), or a series of equations in the form:

$$Z_i = f_i(\text{Pa}(Z_i), E_i), \ \forall Z_i \in Z,$$ \hspace{1cm} (1)

where $\text{Pa}(Z_i)$ denotes the parents, or direct causes, of $Z_i$. The set $E$ contains mutually independent error terms. We assume $\mathbb{E}(E) = 0$ without loss of generality. A linear SEM admits the more specific form:

$$Z_i = \text{Pa}(Z_i) \beta \text{Pa}(Z_i) Z_i + E_i, \ \forall Z_i \in Z,$$ \hspace{1cm} (2)

where $\beta$ denotes a matrix of coefficients. An SEM is invertible if we can recover values of $E$ uniquely from the values of $X$.

A directed graph $G$ is a graph with a directed edge $\rightarrow$ or $\leftarrow$ between any two vertices in $Z$. We have $Z_i \rightarrow Z_j$ in $G$ if $Z_i \in \text{Pa}(Z_j)$ or, equivalently, $Z_j$ is a child or direct effect of $Z_i$; $Z_i \in \text{Ch}(Z_j)$. The neighbors of $Z_i$ unify the parents and children: $\text{Ne}(Z_i) = \text{Pa}(Z_i) \cup \text{Ch}(Z_i)$. A sink node is a vertex without children. A directed path from $Z_i$ to $Z_j$ refers to a sequence of adjacent directed edges from $Z_i$ to $Z_j$; $Z_i$ is an ancestor of $Z_j$, denoted by $Z_i \in \text{Anc}(Z_j)$, when there exists a directed path from $Z_i$ to $Z_j$; we likewise say $Z_j$ is a descendant of $Z_i$. The set $\text{Nd}(Z_i)$ corresponds to the non-descendants of $Z_i$. A cycle occurs when $Z_i \in \text{Anc}(Z_j)$, and we have $Z_i \rightarrow Z_j$. A directed graph is called a directed acyclic graph (DAG), if it does not contain cycles. An augmented graph $G'$ is a DAG over $Z \cup E$ such that $E_i \in \text{Pa}_{G'}(Z_i)$ and $\text{Pa}_{G'}(E_i) = \emptyset$ for all $E_i \in E$. We provide an example of a directed graph in Figure 1 and its corresponding augmented graph in Figure 2.

The triple $(Z_i, Z_j, Z_k)$ forms a collider in $G$, if we have $Z_i \rightarrow Z_j \leftarrow Z_k$, and $Z_i$ and $Z_k$ are non-adjacent. $Z_i$ and $Z_j$ are $d$-connected given $W \subseteq Z \setminus \{Z_i, Z_j\}$ if there exists a path between the two vertices such that any collider on the path is an ancestor of $W$ and no non-collider on the path is in $W$. Otherwise, $Z_i$ and $Z_j$ are $d$-separated given $W$.

A density $p(Z)$ associated with a DAG $G$ factorizes according to the product of the conditional densities of each variable in $Z$ given its parents:

$$p(Z) = \prod_{i=1}^{p} p(Z_i | \text{Pa}(Z_i)).$$

Any distribution which factorizes according to the above equation also satisfies the global Markov property where $d$-separation between $Z_i$ and $Z_j$ given $W$ in $G$ implies conditional independence (CI) between $Z_i$ and $Z_j$ given $W$ [6]. We refer to the converse as $d$-separation faithfulness, where CI implies $d$-separation. The density $p(X)$ is causally minimal if no proper subset of $G$ also obeys the global Markov property. $D$-separation faithfulness implies causal minimality [6].

The Kolmogorov complexity of a finite binary string $x$, denoted by $K(x)$, is the length of the shortest self-delimiting binary program that generates $x$ on a universal Turing machine and then halts. The universal Turing machine is not unique, but the Kolmogorov complexity between any two such machines only differs by at most a constant. Most equalities and inequalities in algorithmic information theory are therefore only understood up to a constant; the notation $\equiv$ means equality up to a constant and likewise $\lt$ for inequality.

To prevent cluttering of notation with too many parentheses, we write $p(Y)$ as $p_Y$ when referring to the entire density. We keep the standard notation $p(y) = p(Y = y)$ when referring to a specific value of the density.

2.2 Related Work

Authors have proposed to identify causal direction using functional forms more restrictive than HNM. For example, LiNGAM considers a linear SEM with non-Gaussian errors, while the additive noise model (ANM) given by $Y = m(X) + \varepsilon$ considers a nonlinear SEM with additive noise [1]. [3]. The post-nonlinear model (PNL) assumes that the error can be made homoscedastic under a monotonic transformation of the response [4]. All of these models therefore only consider additive errors, whereas HNM allows both additive and multiplicative forms.

Recently, [7] also considered HNM and proposed an algorithm called HEC for determining causal direction in the bivariate case. HEC divides the range of the predictor variable into a finite set of bins and then fits an additive
model in each bin. The authors additionally assume that the error terms follow a Gaussian distribution in order to optimize the number of bins using the BIC score. Another algorithm called Fourth Order Moment (FOM) assumes approximately Gaussian errors but allows the conditional variance to change in a smooth, rather than in a piece-wise, fashion [13]. GRCI in contrast admits a smooth conditional variance and allows the error term to admit an arbitrary, potentially non-Gaussian distribution.

Other methods, such as those proposed in [9]–[11], also allow heteroscedastic noise but determine causal direction without recovering the error terms. We therefore cannot use these algorithms to compute the Shapley values necessary for identifying patient-specific root causes of disease.

A third set of algorithms attempt to identify root causes rather than just determine causal direction. The RCI algorithm for example identifies patient-specific root causes of disease but assumes LiNGAM [2]. Unfortunately, we cannot simply substitute LiNGAM with HNM in RCI because indirect causal relations may not follow HNM – i.e., HNM is not closed under marginalization. Other authors defined patient-specific root causes as conditional outliers, but not all root causes are outliers and not all outliers induce disease [12]. We therefore instead define patient-specific root causes using Shapley values based on model predictivity. A third algorithm identifies root causes by quantifying changes in the marginal distribution of \( D \) after substituting certain causal conditionals into an SEM, but this method struggles to scale beyond several variables and identifies root causes at the population level rather than at the desired patient-specific level [13]. The root causes of complex diseases likely differ dramatically between patients, so we must identify patient-specific root causes in order to make complex diseases tractable.

Both [12], [13] as well as the recent paper [14] further assume knowledge of the causal graph. The authors carry out all of their experiments with known causal graphs. While the authors mention in passing that we can recover the error terms in invertible models, they do not address the hard problem of estimating the error term values from data without prior knowledge. The authors in [13], [14] also only utilize linear Gaussian models in their experiments rather than non-linear ANMs or even LiNGAM. Directly identifying the error term values without knowledge of the causal graph is critical in biomedical applications, where little to no prior knowledge may exist about the underlying causal relations. The investigators of [2] solve this problem with the RCI algorithm but again only consider LiNGAM. GRCI in contrast recovers the error terms de novo under the flexible HNM class that subsumes both ANM and LiNGAM.

In summary, GRCI improves upon previous work because it:

1. directly recovers the error terms without prior knowledge of the causal graph;
2. adopts the identifiable heteroscedastic noise model which includes both LiNGAM and ANM as special cases;
3. generalizes RCI to models that are not closed under marginalization, such as HNM and ANM;
4. identifies root causes at the patient-specific level in order to make complex diseases tractable.

### 3 The Heteroscedastic Noise Model

#### 3.1 Definition

We set \( Z = X \cup D \), where \( D \) denotes a binary diagnostic label. We will have more to say about \( D \) in Section 4 and focus on \( X \) for now. We can generalize the linear SEM in Equation (2) to an HNM SEM as follows:

**Definition 1.** (Heteroscedastic noise model) An SEM obeys the heteroscedastic noise model (HNM) if the following holds for each \( X_i \in X \):

\[
X_i = m_i(Pa(X_i)) + E_i \sigma_i(Pa(X_i)),
\]

for non-linear functions \( m_i \) and \( \sigma_i > 0 \).

We assume that \( \mathbb{E}(E) = 0 \) and \( \mathbb{E}(|E|) = 1 \) without loss of generality. HNM thus generalizes the linear SEM in Equation (2) by allowing the expectation and MAD (of the mean) to change as arbitrary non-linear functions of the parents. Further, HNM includes ANM as a special case where \( \sigma_i \) is a constant.

Consider for example the bivariate HNM in Figure 2. The conditional expectation in solid red and conditional MAD in dashed red (at 95% prediction intervals) change as functions of \( X \). In contrast, the best linear SEM erroneously fits a linear conditional expectation and assumes a constant variance. HNM thus increases modeling flexibility considerably.

Investigators have however proposed other models that generalize ANM in the literature. The post non-linear model (PNL) for example considers an invertible non-linear outer transformation \( h_i \) such that \( X_i = h_i(m_i(Pa(X_i)) + E_i) \) for each \( X_i \in X \). The conditional MAD depends on the conditional expectation in PNL, whereas HNM allows arbitrary changes of the MAD. Furthermore, optimizing PNL models requires non-convex procedures that frequently get stuck in local optima and overfit in practice [14], [15]–[18]. Recovering the error terms in HNM in contrast involves solving two least squares problems as detailed in Section 5.

HNM therefore offers additional control over the conditional MAD and admits easier learning procedures.
3.2 Identifiability

The increased flexibility of accounting for heteroscedastic noise fortunately preserves identifiability of the model, or the ability to pinpoint the exact DAG when given the joint distribution.

We assume strictly positive densities throughout. We first have the following result in the bivariate case:

**Theorem 1.** Assume that:
- the forward model \( X \rightarrow Y \) obeys HNM so that \( p(x, y) = p\left(\frac{y-m(x)}{\sigma(x)}\right)p(x) \) with \( m(X) \) and \( \sigma(x) \) once differentiable;
- there is a backward model \( Y \rightarrow X \) also obeying HNM so that \( p(x, y) = p\left(\frac{y-n(y)}{\sigma(y)}\right)p(y) \).

Then the following differential equation holds:

\[
- \frac{\sigma(x)}{Q(x, y)} \frac{\partial^2}{\partial x \partial y} r(x, y) - \frac{\partial^2}{\partial y^2} r(x, y) = \frac{\sigma'(x)}{Q(x, y)} \frac{\partial}{\partial y} r(x, y) = q''(y) + \frac{\sigma'(x)}{Q(x, y)} q'(y),
\]

where:

\[
r(x, y) = \log p\left(\frac{y-n(y)}{\sigma(y)}\right) \quad \text{and} \quad q(y) = \log p(y) \text{ both twice differentiable};
\]

\[
Q(x, y) = \sigma(x)m'(x) + (y - m(x))\sigma'(x).
\]

Moreover, if there exists a quadruple \((x_0, m(x_0), \sigma(x_0), p(x_0|y))\) such that \( Q(x_0, y) \neq 0 \) for all but countably many \( y \), then \( p_Y \) is completely determined by \((y_0, q'(y_0))\) - i.e., the set of all \( p_Y \) satisfying the differential equation is contained in a two dimensional affine space.

We delegate the longer proofs to the Supplementary Materials.

Equation (4) expresses a very specific relationship and suggests that finding a backward model satisfying the relation is like finding a needle in the haystack; we will almost never encounter this needle in practice. The statement that \( p_Y \) lies in a two dimensional space formalizes this intuition. It implies that the forward model cannot be inverted in general, or that the forward model cannot be inverted in a contrived fashion once we know \( p_{X|Y} \), so that Equation (4) holds. The following theorem formalizes this intuition by showing that the complexity of \( p_Y \) indeed lower bounds \( I(p_Y : p_{X|Y}) \); in other words, if \( I(p_Y : p_{X|Y}) \gg 0 \), then \( p_Y \) is likely complex.

**Theorem 2.** Consider the same assumptions as Theorem 1. If both the forward and backward models follow HNM, then we have:

\[
I(p_Y : p_{X|Y}) \geq K(p_Y) - \inf_{(y_0, q'(y_0))} K(x_0, m(x_0), \sigma(x_0), y_0, q'(y_0)),
\]

assuming of course that all inputs are computable.

The above theorem suggests that \( p_Y \) likely has high Kolmogorov complexity because \( I(p_Y : p_{X|Y}) \gg 0 \). This conclusion also dovetails nicely with complexity based approaches which posit that \( K(p_Y) + K(p_X) \leq K(p_Y) + K(p_{X|Y}) \) when \( X \rightarrow Y \). If both the forward and backward directions admit HNM, then the inequality is still likely to hold because \( K(p_Y) \) is large. Finally, Theorem 2 connects with the main idea of the Information Geometric Causal Inference (IGCI) algorithm, where we can determine the causal direction \( X \rightarrow Y \) when we can replace \( p_X \) with a simple density, such as the uniform or Gaussian density, but preserve the correlation between \( p_X \) and an arbitrary property of \( p_{Y|X} \). GRCI will go a step further than IGCI by determining both causal direction and the values of the error terms in order to compute patient-specific statistics.

GRCI will in particular extract the values of all of the error terms by partitioning out the parents of each variable in \( X \). The algorithm thus requires identifiability of the entire causal graph \( \mathcal{G} \), but Theorem 1 only applies to the bivariate case. We can fortunately extend Theorem 1 to the multivariate setting by considering the following definition:

**Definition 3.** (Restricted HNM) Equation (3) is a restricted HNM if, for all \( Y \in \mathbf{X}, X \in \text{Pa}(Y) \) and \( S \) such that \((\text{Pa}(Y) \setminus X) \subseteq S \subseteq (\text{Nd}(Y) \setminus X) \), there exists \( S = s \) where \( p(s) > 0 \) and \( p(x, y | s) \) do not satisfy Equation (4).
minimal DAGs obeying a restricted HNM. We have the following result:

**Theorem 3.** Assume Equation 5 is a restricted HNM according to \( G \). Then, \( G \) is uniquely identified from \( G \).

Our direct proof reduces the multivariate model to a bivariate one and then applies a contradiction using Theorem [1]. We can also prove the statement indirectly using a general result in [24] Theorem 2. We conclude that the HNM model uniquely identifies the entire DAG as required for GRCI.

### 3.3 Error-Term Extraction

We can extract the error terms \( E \) from HNM using the Partial-Out algorithm summarized in Algorithm 1. The error term \( E_i \in \mathcal{E} \) corresponds to:

\[
E_i = \frac{X_i - \hat{m}_i(Pa(X_i))}{\sigma_i(Pa(X_i))}. \tag{5}
\]

The call Partial-Out(\( Pa(X_i) \), \( X_i \)) first estimates the conditional expectation \( \hat{m}_i(Pa(X_i)) \) by regressing \( X_i \) on \( Pa(X_i) \) in Line 1. Partial-Out optimizes all regression hyperparameters by cross-validation. The residuals correspond to:

\[
X_i - \hat{m}_i(Pa(X_i)) = E_i \sigma_i(Pa(X_i)) + o_p(1),
\]

where \( \hat{m}_i(Pa(X_i)) \) denotes the estimate of the conditional expectation using a non-linear regression method. Let \( \hat{m}_i(Pa(X_i)) \) denote the estimates of the conditional expectation on the validation folds with the best hyperparameter set. The algorithm then estimates the conditional MAD in Line 2 by regressing \( |X_i - \hat{m}_i(Pa(X_i))| \) on \( Pa(X_i) \) via least squares (or mean squared error) using the same folds as in Line 1 because:

\[
\mathbb{E}(|X_i - \hat{m}_i(Pa(X_i))| | Pa(X_i)) = \sigma_i(Pa(X_i)) \mathbb{E}(\|E_i\| | Pa(X_i))^{1/2}.
\]

Care must be taken to regress \( |X_i - \hat{m}_i(Pa(X_i))| \) and not \( |X_i - \hat{m}_i(Pa(X_i))| \) so that the training folds from Line 1 do not influence the validation folds in Line 2. We use the conditional MAD instead of the standard MAD deviation because we can directly estimate the conditional MAD and divide by it. Squaring the residuals in Step 2 to estimate the conditional variance and then taking its square root to obtain the conditional standard deviation can lead to large estimation errors in practice.

Partial-Out finally computes the error estimate in Line 3 as:

\[
\hat{E}_i = \frac{X_i - \hat{m}_i(Pa(X_i))}{\hat{\sigma}_i(Pa(X_i))}, \tag{6}
\]

per Equation 5. We partial out \( Pa(X_i) \) from \( X_i \), when we compute \( \hat{E}_i \) by running Partial-Out(\( Pa(X_i), X_i \)) under HNM.

We can implement the regressions with a variety of non-linear regression methods. We use linear splines in our experiments due to their relative robustness to overfitting and their ability to admit fast leave one out cross-validation using the Sherman–Morrison–Woodbury formula. We normalize all variables to \([0,1]\) and then use \( m \) equispaced knots on \([0,1]\) (always including 1 and replacing it with an offset). We choose \( m \) by leave one out cross-validation from 10 equispaces points between 2 and \( \sqrt{n}/10 \) inclusive, where \( n \) denotes the sample size. We generalize to multivariate regression by randomly projecting \( t > 1 \) variables onto \([0,1]\) using \( \sum_{i=1}^{t} w_i X_i \) with the vector \( w \) obeying a Dirichlet distribution with alpha vector equal to all ones. This process ensures that we sample all weights uniformly from the \( t-1 \) simplex, since we have no prior knowledge about the sparsity level.

### 4 Patient-Specific Root Causes of Disease

#### 4.1 Definition

We want GRCI to compute patient-specific statistics to more specifically identify patient-specific root causes of disease, so we need to rigorously define the term. Consider a binary variable \( D \) denoting a diagnostic label of disease when \( D = 1 \) and healthy when \( D = 0 \). We assume that \( D \) is a sink node in \( G \); this is a reasonable assumption because scientists who seek to identify the causes of \( D \) frequently measure phenomena like transcriptomic levels or environmental exposures that are believed to precede the diagnosis in time.

A patient-specific root cause then corresponds to an exogenous shock to an otherwise healthy causal process that increases the probability that \( D = 1 \) as a downstream effect; we provided an example in Figure 1. We model this initial shock as a change from a “healthy” value \( E_i = \tilde{e}_i \) to an “unhealthy” one \( e_i \) while keeping the structural equations unchanged. We can interpret the change in value as a stochastic natural intervention; it is stochastic because it represents a draw from \( P(E_i) \) independent of \( E \setminus E_i \) and it is a natural intervention because the error terms have no parents. The change of value of \( E_i \) affects downstream variables and ultimately increases the probability that \( D = 1 \) (Figure 3).

We can quantify the change in probability of developing disease. We consider the following logarithmic odds:

\[
f(E) = \ln \left( \frac{P(D = 1 | E)}{P(D = 0 | E)} \right).
\]
Let \( v(W) \) denote the conditional expectation \( \mathbb{E}(f(E|W)) \) where \( W \subseteq E \setminus E_i \). We can measure the change in probability when intervening on \( E_i \in E \) with the following difference:

\[
\gamma_{E,W} = v(E_i,W) - v(W). \tag{7}
\]

We have \( \gamma_{E,W} > 0 \) when \( E_i \) increases the probability that \( D = 1 \) given \( W \) because \( v(E_i,W) > v(W) \).

Complex diseases may have multiple root causes that induce disease only when present in specific combinations. For example, a single genetic perturbation may not lead to cancerous growth, but multiple mutations often do. We therefore average over all possible combinations of \( W \subseteq E \setminus E_i \) with \( E_i \):

\[
S_i = \frac{1}{p} \sum_{W \subseteq (E \setminus E_i)} \frac{1}{|W|} \gamma_{E \cup W}. \tag{8}
\]

An instantiation of the random variable \( S_i \) is precisely the Shapley value of \( S_i \) because we average over the differences of (conditionally expected) model predictions for all possible combinations of the errors. The Shapley value is sample-specific because it depends on the values of \( E \) for each sample.

The Shapley value satisfies the following three desiderata for each sample:\footnote{25}

1. **Local accuracy:** \( \sum_{i=1}^{p} s_i = f(e) - \mathbb{E}f(E) \);
2. **Consistency:** \( s'_i \geq s_i \) for any two models \( f' \) and \( f \) where \( \gamma_{e_{i|W}} \geq \gamma_{e_{i|W}} \) for all \( W \subseteq E \setminus E_i \).
3. **Consistency:** \( s'_i \geq s_i \) for any two models \( f' \) and \( f \) where \( \gamma_{e_{i|W}} \geq \gamma_{e_{i|W}} \) for all \( W \subseteq E \setminus E_i \).

The first criterion ensures that the sum of the Shapley values remains invariant when ported to populations with different disease prevalence rates \( \mathbb{E}f(E) \). The second criterion means that the error term of \( D \) always has a Shapley value of zero. Finally, the third criterion says that the Shapley value only increases when the associated error term increases the probability of a patient developing disease (among all subsets). The Shapley value is in fact the only value satisfying the local accuracy, missingness and consistency properties.

The above three desiderata and the corresponding uniqueness of the Shapley value justify the following definition of a patient-specific root cause:

**Definition 4.** \( X_i \in X \) is a patient-specific root cause of disease \( (D = 1) \) if \( X_i \in \text{Anc}_{G}(D) \) and \( S_i = s_i > 0 \).

In other words, \( X_i \in X \) is a patient-specific root cause if it is a cause of \( D \) and its error predictably induces \( D = 1 \), where predictivity is defined using the Shapley value \( s_i \). A patient may have multiple root causes that lead to disease because \( S_i \) is defined for each variable in \( X \). We do not consider the case where \( s_i \leq 0 \) because \( E_i = e_i \) does not increase the probability of disease in this case. We may finally consider a threshold greater than zero provided we have additional background knowledge regarding a clinically meaningful effect size.

Another paper quantifies the root causal contribution of outliers also using the Shapley values based on the error terms of a structural equation model \footnote{14}. However, their Shapley values differ from ours in many regards. First, their Shapley values do not quantify the predictivity of developing disease, but rather the probability of encountering an event more extreme than the one observed. We ultimately want to eliminate disease regardless of symptom severity, so we focus on identify root causes of disease \( (D = 1) \) for a given patient rather than root causes of having symptoms worse than a given patient. Second, if we interpret a patient as an outlier event and use a diagnostic cut-off score for each sample, then their root causal contribution measure loses sample specificity because we apply the same cut-off score to each sample. In contrast, our root causal contribution measure maintains sample-specificity even with the same cut-off applied to all samples. Third, computing their Shapley values requires prior knowledge about the “normal” distributions of the error terms which is difficult to determine in biomedical applications. The authors only use the empirical distribution of the error terms in their experiments. Under this selection, the total score of their Shapley values depends on the disease prevalence rate of a population – even when the structural equations remain intact – because their values obey \( \sum_{i=1}^{p} s_i = f(e) \) for some outlier score \( f \) that increases with greater prevalence. Fourth, the authors assume that the diagnosis corresponds to a noiseless cutoff score, even though the diagnosis is noisy because it may differ between diagnosticians in practice. We allow a noisy label. Fifth, we can leverage the mutual independence of \( E \) and existing fast algorithms to approximate our Shapley values, whereas theirs requires brute force iteration over all possible permutations or Monte Carlo sampling. Our root causal contribution measure thus uniquely targets disease, applies to specific samples, adjusts to the disease prevalence rate, allows noisy labels and admits efficient computation with error term distributions inferred directly from the data.

Finally, we justify our approach using an interventionist account, but we can also regard our interpretation of root causes of disease as a particular type of backtracking counterfactual. \footnote{26} introduced the backtracking conditional distribution \( \mathbb{P}(E'|E) \) that relates the error terms of a factual world \( E \) to those of a counterfactual world \( E^* \). We can explain the value of \( X_i \) with a potentially infinite number of different values of upstream error terms depending on the choice of the backtracking conditional. We restrict our attention to invertible SEMs and model the change in value of a patient-specific root cause \( X_i \) to its error term – as opposed to combinations of multiple upstream error terms.

### 4.2 Generalized Root Causal Inference

We now detail the GRCI algorithm that recovers patient-specific root causes of disease from data. We summarize GRCI in Algorithm\footnote{2}.  

#### 4.2.1 Skeleton Discovery

Non-linear regressors can easily overfit in high dimensions. GRCI therefore first reduces the dimensionality of the necessary regressions in Step \footnote{1} by identifying the skeleton of \( X \), or the presence and absence of the directed edges in \( G \). GRCI uses an algorithm called Skeleton-Stable – the skeleton discovery procedure of the well-known PC-Stable algorithm which identifies the skeleton using a series of CI tests \footnote{27}. An edge is not present between any two variables
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Lemma 2. Extract-Errors initializes \( M \) to the set of all variables in \( X \). The algorithm then iteratively removes a member from \( M \) in Line 6 and places it into \( N \) in Line 7 so that \( N \) ultimately contains a reverse partial-order of \( M \). Extract-Errors identifies the variable to remove from \( M \) in Step 5 using the Find-Sink algorithm.

We summarize Find-Sink in Algorithm 4. Find-Sink identifies the variable whose parents are most independent of its residuals due to the following result:

**Lemma 1.** If \( X_i \in M \) is a sink node, then \( E_i \perp X_j \) for all \( X_j \in M \setminus X_i \).

**Proof.** \( E_i \) and \( X_j \) are d-separated in \( G \) for all \( X_j \in M \setminus X_i \). The conclusion follows by the global Markov property.

The algorithm in particular runs Partial-Out on each variable \( X_i \in M \) given its neighbors to recover the residuals \( R_i \). Find-Sink then computes the mutual information score \( \max_{X_j \in N(X_i)} I(X_j; R_i) \) using the nearest neighbor technique proposed in [29]. A lower mutual information score indicates a higher degree of independence. Find-Sink logs all of the mutual information scores associated with \( M \) in \( T \), and then identifies the sink node in Line 8 as the variable in \( M \) associated with the smallest score in \( T \).

Extract-Errors then partials out the sink node \( S \) identified by Find-Sink in Line 9. The algorithm also removes edges adjacent to \( S \) in \( G \). The neighborhoods of some of the variables in \( M \) change due to this step – denote these variables in \( M \) by \( U \). Extract-Errors updates the scores in \( T \) for \( U \) in the next iteration. Repeating this process of identifying a sink node in \( M \), partialing out its errors and placing it into \( N \) until \( M \) is empty results in (1) a reverse partial order in \( N \) and (2) all of the error terms collected in \( E \). More formally:

**Lemma 2.** Extract-Errors recovers all of the error terms of \( X \).

**Proof.** We prove this induction. The base case follows by Lemma 1. For the induction step, assume that Extract-Errors recovers all error terms when \( |M| = n \). We need to show that the statement holds for \( n+1 \). We can recover a sink node from \( M \) when \( |M| = n + 1 \) by Lemma 1. The conclusion follows by the inductive hypothesis.

### 4.2.2 Global Error Term Extraction

In Step 2, GRCI uses the skeleton identified by Skeleton-Stable to extract the error terms of \( X \) with the Extract-Errors algorithm.

We have summarized Extract-Errors in Algorithm 3. Extract-Errors initializes \( M \) to the set of all variables in \( X \). The algorithm then iteratively removes a member from \( M \) in Line 6 and places it into \( N \) in Line 7 so that \( N \) ultimately contains a reverse partial-order of \( M \). Extract-Errors identifies the variable to remove from \( M \) in Step 5 using the Find-Sink algorithm.

We summarize Find-Sink in Algorithm 4. Find-Sink identifies the variable whose parents are most independent of its residuals due to the following result:

**Lemma 1.** If \( X_i \in M \) is a sink node, then \( E_i \perp X_j \) for all \( X_j \in M \setminus X_i \).

**Proof.** \( E_i \) and \( X_j \) are d-separated in \( G \) for all \( X_j \in M \setminus X_i \). The conclusion follows by the global Markov property.

The algorithm in particular runs Partial-Out on each variable \( X_i \in M \) given its neighbors to recover the residuals \( R_i \). Find-Sink then computes the mutual information score \( \max_{X_j \in N(X_i)} I(X_j; R_i) \) using the nearest neighbor technique proposed in [29]. A lower mutual information score indicates a higher degree of independence. Find-Sink logs all of the mutual information scores associated with \( M \) in \( T \), and then identifies the sink node in Line 8 as the variable in \( M \) associated with the smallest score in \( T \).

Extract-Errors then partials out the sink node \( S \) identified by Find-Sink in Line 9. The algorithm also removes edges adjacent to \( S \) in \( G \). The neighborhoods of some of the variables in \( M \) change due to this step – denote these variables in \( M \) by \( U \). Extract-Errors updates the scores in \( T \) for \( U \) in the next iteration. Repeating this process of identifying a sink node in \( M \), partialing out its errors and placing it into \( N \) until \( M \) is empty results in (1) a reverse partial order in \( N \) and (2) all of the error terms collected in \( E \). More formally:

**Lemma 2.** Extract-Errors recovers all of the error terms of \( X \).

**Proof.** We prove this induction. The base case follows by Lemma 1. For the induction step, assume that Extract-Errors recovers all error terms when \( |M| = n \). We need to show that the statement holds for \( n+1 \). We can recover a sink node from \( M \) when \( |M| = n + 1 \) by Lemma 1. The conclusion follows by the inductive hypothesis.

### 4.2.3 Shapley Values

GRCI finally computes the matrix \( S \) containing the Shapley values in Step 3. The \( j^{th} \) column and \( j^{th} \) row of \( S \) contains the Shapley value of \( X_i \in X \) for the patient \( j \) in test set \( T \). We approximate these values to high accuracy in practice by predicting \( D \) with XGBoost using the error terms recovered by Extract-Errors and then applying the TreeSHAP algorithm [25], [30]. We certify GRCI with the following theorem, where we assume access to a Shapley oracle that outputs the true Shapley values with mutually independent predictors:

**Theorem 4.** (Fisher consistency) Assume access to CI, regression and Shapley oracles. Then, under d-separation faithfulness and HNM over \( X \), GRCI recovers the true Shapley values and therefore the patient-specific root causes of disease for all samples in \( T \).

**Proof.** Skeleton-stable recovers a superset of the skeleton of \( G \) under d-separation faithfulness [27]. Extract-Errors recovers all of the error terms of \( X \) by Lemma 2. The Shapley oracle now has access to the mutually independent error terms and can therefore compute the matrix \( S \) containing the true Shapley values [25]. The conclusion follows for the entries in \( S \) greater than zero by Definition 4.

### 4.2.4 Time Complexity

GRCI is composed of three steps as summarized in Algorithm 2. Skeleton-Stable in Step 1 calls a CI test at most \( O(p^r) \) times, where \( r \) denotes the maximum number of neighbors of a vertex in \( G \). The CI test we implement performs a fixed number of multivariate adaptive spline regressions (MARS) each requiring \( O(nrm^4) \) time, where \( n \) denotes the sample size and \( m \) the maximum number of basis functions [31]. Skeleton-Stable therefore requires \( O(nrpm^4) \) time. The Extract-Errors function in Step 2 iterates twice over the variables, so it requires on the order of \( p^2 \) iterations. Each iteration is dominated by Partial-Out which requires \( O(n^2b + b^3) \) time, where \( b \) denotes the maximum number of basis functions used during cross-validation. Extract-Errors therefore requires \( O(n^2p^2b + b^3) \) time. Finally, the TreeSHAP algorithm computes in \( O(nptld^2) \) time, where \( t \) refers to the number of trees, \( l \) the maximum number of leaves, and \( d \) the maximum tree depth. Repeating this process for each of the \( p \) variables requires \( O(nptld^2) \) time. We emphasize that the mutual independence on \( E \) and our particular definition of the Shapley value with model-based conditional expectations in Equation 6 enables fast Shapley value computations with tree models. GRCI ultimately requires \( O(nrpm^4) + O(n^2p^2b + b^3) + O(nptld^2) \) time; we can adjust the first, second and third terms, if we use a different CI testing, Partial-Out regression or Shapley value computation procedure, respectively. We conclude that GRCI scales quadratically with respect to sample size.
5.1 Causal Direction

GRCI computes a (reverse) partial ordering \( N \), so we can use the algorithm to recover causal direction in the bivariate setting after assuming that an edge exists between \( X \) and \( Y \). We compared GRCI against four algorithms on their ability to identify causal direction in the bivariate setting:

\begin{itemize}
\item[(1)] HEteroscedastic noise Causal model (HEC): bins \( X \) and fits a polynomial regressor in each bin while assuming intra-bin homoscedasticity. The algorithm chooses the causal direction as the one minimizing the BIC score \[7].
\item[(2)] Fourth Order Moment (FOM): estimates the fourth-order moment of the residuals using a heteroscedastic Gaussian process. The algorithm chooses the causal direction as the one minimizing the fourth-order moment \[8].
\item[(3)] Regression and Subsequent Independence Test (RESIT): assumes an ANM, regresses out the conditional mean using a Gaussian process and determines causal direction using a reproducing kernel-based conditional independence test \[6].
\item[(4)] Direct LiNGAM (DL): assumes variables are linearly related with non-Gaussian errors \[33]. The algorithm decides causal direction using the differential entropy measure proposed in \[34].
\end{itemize}

The first two algorithms cover state of the art methods that handle heteroscedastic noise. The other two algorithms are state of the art for the additive noise and linear non-Gaussian acyclic models. Other algorithms in the literature utilize information theoretic measures and do not impose functional forms. We however only compare against methods which can extract the values of the error terms, since we are ultimately interested in performing patient-specific root causal inference rather than just determining causal direction.

5.1.1 Synthetic Data

We generated data using four different functional models:

\begin{itemize}
\item[(1)] \text{LiNGAM}: \( Y = X\beta + E \)
\item[(2)] \text{ANM}: \( Y = f(X) + E \)
\item[(3)] \text{HNM}: \( Y = f(X) + Eg(X) \),
\item[(4)] \text{PNL}: \( Y = h(f(X) + E) \),
\end{itemize}

with \( f(X) \) and \( g(X) - 1 \) uniformly sampled from the set \( \{\sqrt{X^2 + 1} - 1, X\Psi(X), 1/(1 + \exp(-X))\} \). We subtracted one from \( g(X) \) to ensure non-zero variance. We uniformly sampled \( h(\cdot) \) for PNL from a set of strictly monotonic functions: \( \{\tanh(\cdot), \ln(1+\exp(\cdot)), 1/(1+\exp(-\cdot))\} \). We sampled the distribution of \( E \) uniformly from the following possibilities: uniform distribution on \([-1, 1]\), \( t \)-distribution with five degrees of freedom, chi square distribution with three degrees of freedom. Note that LiNGAM requires at least one non-Gaussian error, whereas ANM and HNM do not. We therefore also included the centered Gaussian distribution with variance \( 1/9 \) as one of the possibilities for the error term of ANM and HNM. We repeated the above procedure 200 times for LiNGAM with non-Gaussian errors, 200 times for ANM with non-Gaussian errors and another 200 times with Gaussian errors, 200 times for HNM with non-Gaussian errors and another 200 times with Gaussian errors. We therefore generated a total of 1000 independent datasets.

We report the results in Figure 4. LiNGAM, GRCI and RESIT performed well under LiNGAM. LiNGAM and RESIT outperformed GRCI in this case because they are specifically designed for the homoscedastic setting. Only GRCI and RESIT performed well under ANM with non-Gaussian
errors because LiNGAM assumes linear conditional expectations. GRCI, HEC and FOM all performed equivalently with Gaussian error terms under both ANM and HNM. However, GRCI outperformed the other two – sometimes by a very large margin – with non-Gaussian errors. Recall that HEC and FOM make a variety of Gaussian approximations which unfortunately do not work well in the non-Gaussian setting. All algorithms performed poorly under PNL, but GRCI outperformed the others with Gaussian errors. Overall, GRCI achieved the best performance when averaged across all conditions. We conclude that GRCI maintains good performance across LiNGAM, ANM and HNM while other algorithms only perform well in special cases. Timing results are located in the Supplementary Materials; GRCI completed within 0.4 seconds on average.

5.1.2 Real Data

The Tübingen cause-effect pairs benchmark contains 108 datasets of real cause-effect pairs [35]. We summarize the results for the 108 pairs in Figure 5. As is standard in the literature, we exclude pairs containing multivariate vectors or binary variables; this includes pair numbers 47, 52-55, 70, 71, 105 and 107. We evaluate accuracy using the suggested weighted average in order to account for the potential bias introduced by pairs derived from the same multivariable dataset. The x-axis in Figure 5 corresponds to the cause-effect pair number (1-108), and the y-axis to the moving weighted accuracy. An ideal algorithm should achieve the highest weighted accuracy at any pair number. GRCI obtained an overall weighted accuracy of 81.6%, as opposed to 71.2% for FOM, 70.5% for HEC, 64.0% for RESIT and 51.5% for LiNGAM. GRCI also maintained the best weighted accuracy at any pair number. We conclude that GRCI accurately discovers causal direction using real data. In general, algorithms that account for heteroscedasticity (GRCI, FOM, HEC) perform better than those that only account for homoscedasticity (RESIT, LiNGAM), and algorithms that account for non-linear relations (GRCI, FOM, HEC, RESIT) perform better than those that only account for linear relations (LiNGAM). Timing results are located in the Supplementary Materials; GRCI completed within 5 seconds on average.
Summarizing the results of the causal direction experiments:

1. GRCI maintains good performance across LiNGAM, ANM and HNM, regardless of whether the errors are Gaussian or not.
2. HEC and FOM do not perform well when error terms deviate from Gaussianity.
3. GRCI obtains and maintains the best performance with real data.

5.2 Root Causal Inference

We next investigate the performance of GRCI in discovering patient-specific root causes of disease. We compare against four other algorithms:

1. Root Causal Inference (RCI): recovers patient-specific root causes assuming that the joint distribution obeys LiNGAM \cite{2}.
2. Prediction with ICA (ICA): runs ICA and then ranks the identified sources using a local variable importance measure of random forest \cite{36}.
3. Conditional Outliers (CO): learns a causal graph \( \hat{G} \) and then identifies patient-specific root causes as conditional outliers according to the score \( \frac{|X_i - m_i(Pa_i(X_i))|}{\sigma_i(Pa_i(X_i))} \) \cite{12}.
4. Model Substitution (MS): learns a causal graph and then identifies root causes of changes in the marginal distribution of \( D \) by substituting causal conditional distributions into the joint distribution \cite{13}.

MS does not output sample-specific values, but we can still apply the population level values to each individual sample.

GRCI, RCI and ICA recover the error terms directly without fully estimating the underlying DAG. However, CO and MS require a method for estimating the DAG. We tested RESIT and GDS as proposed in \cite{6}, but they did not scale even after substituting a fast non-parametric conditional independence test \cite{32}. We therefore instead ran Steps 1 and 2 of GRCI to recover a partial order. The parents of a variable must precede it in the partial order. We next ran Skeleton-Stable with conditioning sets restricted to preceding variables according to the partial order and then oriented directed edges according to the partial order. This process recovers a unique DAG. We finally ran Partial-Out to recover the error terms using the estimated DAG in order to ensure that both CO and MS also utilize HNM. We fixed the alpha threshold to 0.05 because it led to the best results in our experiments.

Computing the ground truth Shapley values requires an exponential number of summations per Equation (8). We therefore instead estimated the ground truth to negligible error by (1) feeding XGBoost fifty thousand samples of the ground truth error terms and (2) running the TreeSHAP algorithm on the learned model. We reran all applicable algorithms (RCI and ICA) using XGBoost and TreeSHAP in order to prevent GRCI from achieving an unfair advantage due to possible biases introduced during ground truth estimation.

5.2.1 Synthetic Data

We generated data from a DAG with an expected neighborhood size of two, \( \mathbb{E}(N) = 2 \). We assigned adjacencies using independent realizations of a Bernoulli \( \left( \frac{\mathbb{E}(N)}{p-1} \right) \) random variable in an upper triangular matrix. We then replaced the binary variables twice with samples from Uniform\([−1, −0.25] \cup [0.25, 1]\). Let \( \beta_1 \) denote the first resultant coefficient matrix, and \( \beta_2 \) to the \( j \)th row and \( i \)th column; likewise for \( \beta_2 \). We generated the non-Gaussian error terms using the same procedure described in Section 5.1.1. The HNM model corresponds to \( X_i = f_i(\sum_{X_j \in Pa_i(X_i)} X_j \beta_1 + \epsilon_i g_i(\sum_{X_j \in Pa_i(X_i)} X_j \beta_2)) \) for each \( X_i \in X \) with functions \( f_i, g_i \) drawn randomly as in Section 5.1.1. We finally permuted the variable order. Repeating the above procedure 200 times for sample sizes of \( n = 500, 1000, 2000 \) and dimensions \( p = 10, 30, 50 \) generated a total of 200 × 3 × 3 = 1800 datasets.

Metrics. Comparing the algorithms is not straightforward because the algorithms have different outputs. GRCI returns Shapley values for all of the variables. RCI returns Shapley values only for some of the variables, since it performs variable selection. ICA outputs sample-specific scores according to a random forest metric, but it can be modified to return Shapley values for all of the variables. MS outputs population level Shapley values, and CO outputs sample specific conditional outlier scores both only for some of the variables. We need a method that compares the algorithms on a common footing and accounts for outputs of different lengths.

All algorithms fortunately can return a ranked list of variables. The top ranked variables ideally should correspond to the root causes with the largest effect on \( D \). We therefore evaluated the algorithms using rank-biased overlap (RBO) \cite{37}, a well-established metric that compares two ranked lists. Let \( \hat{R}_k \), correspond to the ground truth ranking of the root causes for patient \( k \) according to the true Shapley values. Similarly let \( \hat{R}_k \) denote the estimate of the ranking given by an algorithm. The RBO corresponds to:

\[
\frac{1}{n} \sum_{k=1}^{n} \sum_{i=1}^{q_k} \frac{s_{i}^{k}}{|\hat{R}_{k1:i} \cap \hat{R}_{k1:i}|} / i, (9)
\]

where \( s_{i}^{k} \) denotes the true Shapley value of \( X_i \) for patient \( k \), \( \hat{s}_{i}^{k} = \frac{s_{i}^{k}}{\sum_{s_{i}^{k}}} \) the version normalized to sum to one, and \( q_k \) the total number of root causes for patient \( k \). RBO can compare ranked lists of potentially varying lengths and weights top variables more heavily than bottom ones. The metric takes values between zero and one; it equals one when the top ranked variables coincide exactly between the two lists, and zero when there is no overlap. A higher RBO is therefore better.

We focus primarily on the RBO because the algorithms output different variable importance measures. However, we also compute the mean squared error (MSE) to the proposed ground truth Shapley values as a secondary measure:

\[
\frac{1}{nw} \sum_{k=1}^{n} \sum_{i=1}^{p} (\hat{s}_{i}^{k} - s_{i}^{k})^2.
\]
We set $s_k^i = 0$, if an algorithm does not output a score for variable $i$. An MSE of zero implies an RBO of one, but an algorithm can achieve a high RBO with a large MSE.

**Results.** We summarize the accuracy results with the synthetic data using RBO and MSE in Tables 1 (a) and 1 (b) respectively. Recall that we implemented two versions of RCI and ICA - the original ones and the modified forms using TreeSHAP as labeled using the subscript $\text{RCI}$ and $\text{ICA}$ - the original ones and the modified forms using TreeSHAP as labeled using the subscript $\text{RCI}$ and $\text{ICA}$ - respectively. We therefore compared GRCI against a total of six algorithms. Bolded values in each row of the tables correspond to the best performing algorithms according to paired two-tailed $t$-tests each at a Bonferonni corrected threshold of 0.05/6.

GRCI achieved the highest mean RBO in every situation (Table 1 (a)). The original version of RCI came in second place and TreeSHAP did not improve its performance. TreeSHAP improved ICA, but both versions of ICA performed much worse than GRCI and RCI. ICA frequently got stuck in local optima as evidenced by the terribly inaccurate error values when compared to RCI (Table 1 (b)). GRCI recovered the error terms about two to six times more accurately than RCI. MS and CO had the worst performances because the algorithms either recovered conditional outliers that did not induce disease or failed to output sample-specific scores. We conclude that GRCI performs the most accurately across all tested sample sizes, dimensions and metrics even after incorporating TreeSHAP into applicable alternatives. Similar results held with RBO under the PNL model, but GRCI obtained a worse MSE (Table 2 in the Appendix).

We summarize timing results in Table 1 (c). Algorithms that search over the space of HNMs -- including GRCI, CO and MS highlighted in light gray -- take about the same amount of time. These methods also expectedly take longer than the linear algorithms RCI and ICA.

### 5.2.2 Real Data

We compared all seven algorithms on their ability to discover patient-specific root causes using two real datasets. Note that we do not have access to the ground truth Shapley values with real data, so we use the following modified RBO metric:

$$\frac{1}{n} \sum_{k=1}^{n} \sum_{i=1}^{q_k} \frac{1}{|\mathcal{R}_{1:1}^k \cap \mathcal{R}_{i:1}^k|/i},$$

where we no longer weight the score by Shapley values.

**Primary Biliary Cholangitis.** The Mayo Clinic Primary Biliary Cholangitis (PBC) dataset contains samples from 258 patients with PBC who entered into a randomized clinical trial assessing the effects of medication called D-penicillamine [38]. PBC is an autoimmune disease that slowly destroys the small bile ducts of the liver, eventually causing liver cirrhosis, liver decompensation and then death [39]. The dataset contains the following continuous variables: age, bilirubin, albumin, alkaline phosphatase, copper, cholesterol, platelets, AST and pro-thrombin time.
We sought to identify the patient-specific root causes of mortality. We know that age and bilirubin cause death because older patients pass away and increased bilirubin leads to neurotoxicity \[40\]. Intervening on the other variables does not consistently change mortality, so they are likely non-ancestors of death. High levels of bilirubin increase the frequency of death more than old age. We set the gold standard ranking as bilirubin then age if the bilirubin is at or above 2 mg/dL – in accordance with the classic Child-Turcotte cut-off \[41\] – and age then bilirubin otherwise.

We ran the algorithms on 1000 bootstrapped draws of the dataset. We report accuracy results among patients who passed in Figure 6 (a). GRCI achieved the best accuracy compared to all other methods. RCI came in second place in accordance with the synthetic data results. GRCI took 8 seconds on average (see the Supplementary Materials for full timing results).

Pima Indians Diabetes. The Pima Indians Diabetes Database is a observational dataset containing samples from females in the Pima Indian population near Phoenix, Arizona \[42\]. The dataset contains the following variables: number of pregnancies, plasma glucose concentration at two hours in an oral glucose tolerance test, diastolic blood pressure, triceps skinfold thickness, two-hour serum insulin, body mass index, diabetes pedigree function, age, and presence or absence of diabetes.

We sought to identify the patient-specific root causes of diabetes. Recall that the incidence of diabetes increases with age, and clinicians can diagnose diabetes if the blood glucose reaches at least 200 mg/dL with a two hour oral glucose tolerance test. We therefore set the gold standard as age and glucose ranked according to their z-score in decreasing order.

We ran the algorithms again using 1000 bootstrapped draws. We report the results for patients with diabetes in Figure 6 (b). GRCI again achieved the best accuracy compared to all other methods. The results with the Pima Indians Diabetes Database also mimic those seen with the PBC and synthetic datasets. GRCI took 15.2 seconds on average (Supplementary Materials).

Summarizing the results of the patient-specific root causal inference experiments:

1. GRCI achieves the best performance – in terms of both RBO and MSE – across all sample sizes and dimensions with the synthetic data.
2. GRCI also achieves the best performance in two real datasets with known root causes, and the real data results mimic the synthetic ones.
3. GRCI, MS and CO take longer than the linear algorithms but still complete within about 4 minutes on average with \( n = 2000, p = 50 \).

6 Conclusion

We presented GRCI, the first method that generalizes the original RCI algorithm to the non-linear setting. GRCI accommodates both non-linear expectations and heteroscedastic noise under HNM. We proved identifiability of HNM in general and described a procedure that partials out both the conditional mean and MAD in a two-step regression process. We then defined patient-specific root causes using Shapley values of models predicting a diagnosis from the error terms. We introduced GRCI as an efficient method that recovers the errors by combining error extraction in functional causal models with constraint-based skeleton discovery. Experiments with both synthetic and real data highlighted considerable improvements in accurately recovering both causal direction and patient-specific root causes of disease. GRCI even outperformed other methods based on HNM engineered specifically for causal direction because GRCI does not make any Gaussian approximations.

Experience with the GRCI algorithm however suggests several areas for improvement. First, GRCI is significantly slower than RCI both in terms of sample size and number of variables. Second, GRCI performs well under HNM but did not recover the Shapley values accurately under PNL. These results imply that the algorithm is sensitive to deviations from HNM. Finally, GRCI assumes no latent confounding, but confounders frequently exists in real data. We are not aware of a root causal contribution score that can handle confounding when investigators do not have access to the true causal graph and error term distributions. Future work could therefore improve the scalability and robustness of GRCI even in the presence of latent confounding.
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Proofs

Theorem 1 Assume the forward model \( X \rightarrow Y \) obeys HNM so that \( p(x,y) = p\left(\frac{x-y}{\sigma(x)}\right)p(x) \) with \( m(X) \) and \( \sigma(X) \) once differentiable. If there is a backward model \( Y \rightarrow X \) also obeying HNM so that \( p(x,y) = p\left(\frac{x-n(y)}{\sigma(y)}\right)p(y) \), then the following differential equation holds:

\[
-\sigma(x)\frac{\partial^2}{\partial^2 y} Q(x,y)\partial x (y,x) - \frac{\partial^2}{\partial^2 y} r(x,y) - \sigma'(x) \frac{\partial}{\partial y} r(y,x) = q'(y) + \sigma'(x) Q(x,y) q'(y),
\]

where \( r(x,y) = \log p\left(\frac{x-n(y)}{\sigma(y)}\right)q(y) = \log p(y) \) both twice differentiable and \( Q(x,y), \sigma(x)n(x) + (y-m(x))\sigma'(x) \). Moreover, if there exists a quadruple \((x_0, m(x_0), \sigma(x_0), p(x_0))\) such that \( Q(x_0, y) \neq 0 \) for all but countably many \( y \), then \( p_Y \) is completely determined by \((y_0, q'(y_0)) \) – i.e., the set of all \( p_Y \) satisfying the differential equation is contained in a two dimensional affine space.

Proof. We first derive the differential equation. Let \( \pi(x,y) = \log p(x,y) \). The forward model allows us to write:

\[
\frac{\partial \pi(x,y)}{\partial y} = q' \left( \frac{y-m(x)}{\sigma(x)} \right)
\]

\[
\frac{\partial^2 \pi(x,y)}{\partial y^2} = q'' \left( \frac{y-m(x)}{\sigma(x)} \right) = \frac{\partial^2}{\partial^2 y} Q(x,y) = \frac{\partial^2}{\partial^2 y} r(x,y) = \frac{\partial^2}{\partial^2 y} r(x,y) + q'(y) + \sigma'(x) Q(x,y) q'(y),
\]

where \( r(x,y) = \log p\left(\frac{x-n(y)}{\sigma(y)}\right)q(y) = \log p(y) \) both twice differentiable and \( Q(x,y), \sigma(x)n(x) + (y-m(x))\sigma'(x) \). Moreover, if there exists a quadruple \((x_0, m(x_0), \sigma(x_0), p(x_0))\) such that \( Q(x_0, y) \neq 0 \) for all but countably many \( y \), then \( p_Y \) is completely determined by \((y_0, q'(y_0)) \) – i.e., the set of all \( p_Y \) satisfying the differential equation is contained in a two dimensional affine space.

We can also write \( \frac{\partial}{\partial y} \pi(x,y) = \frac{\partial}{\partial y} r(x,y) + q'(y) \) and likewise \( \frac{\partial^2}{\partial y^2} \pi(x,y) = \frac{\partial^2}{\partial^2 y} r(x,y) + q'(y) \) by the backward model. Observe \( \frac{\partial^2}{\partial y^2} \pi(x,y) = \sigma'(x) \frac{\partial}{\partial y} \pi(x,y) \) by the backward model. Hence we have:

\[
\frac{\partial^2 r(x,y)}{\partial y^2} = -Q(x,y)\left( \frac{\partial^2}{\partial^2 y} r(x,y) + q'(y) \right) = -\sigma'(x) \frac{\partial}{\partial y} r(x,y) + q'(y).
\]

Rearranging the above equation leads to Equation (4).
We now prove the second statement. Let \( z(y) = q'(y) \),
\[ G(x, y) = -\frac{\sigma(x)}{Q(x, y)} \] and:
\[ H(x, y) = -\frac{\sigma(x)}{Q(x, y)} \frac{\partial^2}{\partial x \partial y} r(x, y) - \frac{\partial^2}{\partial y^2} r(x, y) - \frac{\sigma'(x)}{Q(x, y)} \frac{\partial}{\partial y} r(x, y). \]

We may then write:
\[ z'(y) = z(y) G(x, y) + H(x, y). \]

Solving this linear differential equation gives:
\[ z(y) = c e^{\int G(x, y) \, dy} + e^{\int G(x, y) \, dy} Y(x, y), \]
for some arbitrary constant \( c \). Now fix \((x_0, m(x_0), \sigma(x_0), y_0, q'(y_0))\). Then the function \( z(y) \) is determined for all \( y \) by \( y_0 \) and \( z(y_0) \), so long as \( Q(x_0, y) \neq 0 \) for all but countably many \( y \), because we can use \( y_0 \) and \( z(y_0) \) to find the value of \( c \) (i.e., the initial condition of the solution). We can then recover \( q(y) \) for all \( y \) by integration (the constant follows by normalization). Thus, the set of all functions \( p_Y \) satisfying Equation \((4)\) is completely determined by \( y_0 \) and \( q'(y_0) \) – a two dimensional affine space.

**Theorem** Consider the same assumptions as Theorem\(^4\) If both the forward and backward models follow HNM, then we have:
\[ I(p_Y : p_{X|Y}) \]
\[ \geq K(p_Y) - \inf_{(x_0,y_0)} K(x_0, m(x_0), \sigma(x_0), y_0, q'(y_0)), \]
assuming of course that all inputs are computable.

**Proof.** Equation \((10)\) implies that \( q'(y) \) is completely determined by \((x_0, m(x_0), \sigma(x_0), y_0, q'(y_0))\) given \( p_{X|Y} \). We can therefore write:
\[ K(q'(y)|p_{X|Y}) \leq K(x_0, m(x_0), \sigma(x_0), y_0, q'(y_0)|p_{X|Y}). \]
This holds for arbitrary \((x_0,y_0)\), so we more specifically have:
\[ K(q'(y)|p_{X|Y}) \leq \inf_{(x_0,y_0)} K(x_0, m(x_0), \sigma(x_0), y_0, q'(y_0)|p_{X|Y}). \]

Note that we can recover \( p_Y \) from \( q' \) by integration. The constant is determined by the normalization of a density. We can now write:
\[ I(p_Y : p_{X|Y}) = K(p_Y) - K(p_Y|p_{X|Y}) \]
\[ \geq K(p_Y) - K(p_Y|p_{X|Y}) \]
\[ \geq K(p_Y) - \inf_{(x_0,y_0)} K(x_0, m(x_0), \sigma(x_0), y_0, q'(y_0)|p_{X|Y}) \]
\[ \geq K(p_Y) - \inf_{(x_0,y_0)} K(x_0, m(x_0), \sigma(x_0), y_0, q'(y_0)), \]
whence the conclusion holds.

**Theorem** Assume Equation \((5)\) is a restricted HNM according to \( \mathcal{G} \). Then, \( \mathcal{G} \) is uniquely identified from \( \mathcal{G} \).

**Proof.** Assume that there exists another restricted HNM with graph \( \hat{\mathcal{G}} \). We will show that \( \mathcal{G} = \hat{\mathcal{G}} \) for any \( \mathcal{G} \in \mathcal{G} \). Assume \( \mathcal{G} \neq \hat{\mathcal{G}} \). Since causal minimality holds, there must exist a directed edge \( X \rightarrow Y \) in \( \mathcal{G} \), and the directed edge \( X \leftarrow Y \) in \( \hat{\mathcal{G}} \).

Let \( Q = \text{Pa}(Y) \setminus X \) and \( R = \text{Pa}_\mathcal{G}(X) \setminus Y \). Set \( S = Q \cup R \). Consider \( S = s \) with \( p(s) > 0 \). Let \( X^* = (X|S = s) \) and \( Y^* = (Y|S = s) \). Note that \( \varepsilon_Y \) and \( X, S \) are d-separated in \( \mathcal{G} \), so \( \varepsilon_Y \perp \perp (X, S) \) by the global Markov property. Similarly, \( \varepsilon_X \) and \( Y, S \) are d-separated in \( \hat{\mathcal{G}} \), so \( \varepsilon_X \perp \perp (Y, S) \). Peters and colleagues showed that \( g(X^*, q, \varepsilon_Y) \doteq g(X, Q, \varepsilon_Y)|s \) for any measurable function \( g \) in their Lemma 36 so long as \( p(s) > 0 \) (and likewise for \( Y^* ) \[\[6\]\]. Applying this result gives the bivariate model:
\[ Y^* = m_Y(q, X^*) + \varepsilon_Y \sigma_Y(q, X^*) \]
\[ X^* = m_X(r, Y^*) + \varepsilon_X \sigma_X(r, Y^*) \]

But we chose \( s \) such that \( p(x, y|s) \) does not satisfy Equation \((4)\) – a contradiction of Theorem\(^1\).

\[ \square \]
Additional Results

Fig. 7: Timing results for the causal direction experiments. HNM-based methods are highlighted in gray. GRCI takes longer than RESIT in (b) because we capped the RESIT sample size at 3000 due to its scaling issues.

| $p$ | $n$ | GRCI | RCI | RCI0 | ICA | ICA0 | CO | MS |
|-----|-----|------|-----|------|-----|------|----|----|
| 10  | 500 | 0.740 | 0.671 | 0.677 | 0.632 | 0.677 | 0.598 | 0.493 |
|     | 1000| 0.760 | 0.685 | 0.689 | 0.657 | 0.689 | 0.601 | 0.486 |
|     | 2000| 0.783 | 0.700 | 0.721 | 0.667 | 0.721 | 0.590 | 0.458 |
| 30  | 500 | 0.678 | 0.630 | 0.641 | 0.542 | 0.641 | 0.482 | 0.385 |
|     | 1000| 0.721 | 0.667 | 0.681 | 0.624 | 0.681 | 0.466 | 0.397 |
|     | 2000| 0.746 | 0.689 | 0.709 | 0.653 | 0.709 | 0.480 | 0.391 |
| 50  | 500 | 0.664 | 0.595 | 0.614 | 0.542 | 0.614 | 0.482 | 0.385 |
|     | 1000| 0.707 | 0.630 | 0.650 | 0.542 | 0.650 | 0.390 | 0.329 |
|     | 2000| 0.741 | 0.657 | 0.678 | 0.635 | 0.678 | 0.378 | 0.296 |

| $p$ | $n$ | GRCI | RCI | ICA |
|-----|-----|------|-----|-----|
| 10  | 500 | 0.219 | 0.756 | 3.262 |
|     | 1000| 0.223 | 0.714 | 2.947 |
|     | 2000| 0.213 | 0.671 | 3.431 |
| 30  | 500 | 0.268 | 0.717 | 3.302 |
|     | 1000| 0.249 | 0.675 | 3.365 |
|     | 2000| 0.251 | 0.643 | 3.329 |
| 50  | 500 | 0.277 | 0.779 | 3.236 |
|     | 1000| 0.240 | 0.739 | 3.473 |
|     | 2000| 0.228 | 0.685 | 3.189 |

| $p$ | $n$ | GRCI | RCI | RCI0 | CO | MS |
|-----|-----|------|-----|------|----|----|
| 10  | 500 | 1.851 | 0.003 | 0.584 | 0.262 | 0.762 |
|     | 1000| 4.943 | 0.008 | 0.860 | 0.598 | 1.202 |
|     | 2000| 16.97 | 0.014 | 1.398 | 1.359 | 2.057 |
| 30  | 500 | 12.84 | 0.018 | 0.709 | 0.618 | 1.312 |
|     | 1000| 31.75 | 0.031 | 1.066 | 1.463 | 2.230 |
|     | 2000| 223.9 | 0.060 | 1.766 | 3.533 | 4.129 |
| 50  | 500 | 36.77 | 0.044 | 0.788 | 0.650 | 1.725 |
|     | 1000| 85.59 | 0.077 | 1.245 | 1.603 | 3.302 |
|     | 2000| 255.2 | 0.161 | 2.233 | 4.145 | 6.234 |

| (c) Time in seconds |

TABLE 2: Accuracy and timing results with the PNL model. The algorithms achieved average RBO values comparable to HNM, but GRCI obtained substantially worse average MSE.
Fig. 8: Timing results for the real datasets.