COHOMOLOGICAL SPLITTING, REALIZATION, AND FINITENESS
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ABSTRACT. We search for some splitting (resp. finiteness) criteria of a given module $M$ over a local ring $(R, m, k)$ in terms of the splitting (resp. finiteness) property of certain cohomological functors evaluated at $M$, for example the splitting of $H^i_m(M)$. In particular, we deal with the cohomological splitting question posted by Vasconcelos. We present a connection from our approach to the realization problem of Nunke. This is equipped with several applications. For instance, we recover some results of Jensen (and others) by applying simple methods. Additional applications, including a computation of the projective dimension of some injective modules, are given. This enables us to extend some results of Matlis (resp. Osofsky) on the projective dimension of $E_R(k)$ (resp. $Q$).
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1. INTRODUCTION

A short exact sequence $\zeta : 0 \to M_1 \to M \to M_2 \to 0$ of modules over a local ring $(R, m)$ is called cohomologically splits at level $i$ provided the $i$-th local cohomology module $H^i_m(M)$ decomposes into $H^i_m(M_1) \oplus H^i_m(M_2)$. Here, we study the cohomological splitting property and its connection with the classical splitting property of $\zeta$. The initial motivation comes from the following beautiful theorem of Vasconcelos [42]:

---
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Theorem 1.1. Let \((R, \mathfrak{m})\) be a 1-dimensional Gorenstein local ring and let \(\xi\) be the exact sequence \(0 \rightarrow M_1 \rightarrow M \rightarrow M_2 \rightarrow 0\) of finitely generated modules of projective dimension at most one. If 
\[
\text{tor}(M) = \text{tor}(M_1) \oplus \text{tor}(M_2),
\]
then \(\xi\) splits.

For each functor \(F\), we assign the concept of \(F\)-splitting. In §2 we deal with the tensor and hom functors, and study the corresponding splitting types. Then we investigate splitting with respect to their derived functors, i.e., we study the Tor-splitting and Ext-splitting. These continue the work of Guralnick [22], and may regard as a root of cohomological splitting property.

Vasconcelos posted the following splitting question:

Question 1.2. Does Theorem 1.1 hold for any 1-dimensional Cohen-Macaulay rings?

§3 equipped with a series of observations about Question 1.2 and presents a higher-dimensional analogue of Vasconcelos’ theorem. We do these, by applying various aspects of cohomological splitting property. For samples, see Proposition 3.4 and 3.17. Also, Theorem 3.9 and its corollaries deal with Question 1.2.

The next goal is to find sub-functors or even direct summands of \(H^i_\mathfrak{m}(-)\), see Proposition 5.1 and subsequent examples. This is inspired from Auslander’s comments on the functor ext [3], where he investigated sub-functors of Ext. Using these, we select the following application:

Proposition 1.3. Let \((R, \mathfrak{m})\) be a complete Gorenstein local ring and \(M\) be finitely generated. Suppose \(H^i_\mathfrak{m}(M)\) is nonzero and injective. Then \(i = \dim R\). In particular, \(M\) is \((S_2)\) if and only if \(M\) is free.

We note that freeness of a reflexive module is a challenging problem. For instance, see [2] and references therein. Despite the importance of \((S_2)\), the following easy consequence of Proposition 1.3 holds even the module is not assumed \((S_2)\).

Observation 1.4. Let \(R := k[[x_1, \ldots, x_d]]\) where \(k\) is a field of zero characteristic and let \(M\) be a finitely generated \(R\)-module. We show \(M\) is holonomic if and only if \(M\) is free as an \(R\)-module.

So, Observation 1.4 presents another connection of commutative algebra to D-Modules. Namely, see the standard text books [16 3.3.2] and [6] Theorem 1.1.25] where Observation 1.4 proved by applying well-known existence of solutions to a certain differential system. This motivates us to present the prime characteristic analogue of Observation 1.4 in Corollary 4.8. It seems this is new, as [6 16] are about of zero characteristic rings.

According to group theory, we know the size of homological objects \(\text{Hom}_Z(-, Z)\) and \(\text{Ext}_Z^i(-, Z)\) may force something about the size of the abelian group \((-)\). The initial works in this area are due to Nunke [34] and Jensen [13]. Following these, recall that a module \(M\) is called cohomologically finite (length) if \(\text{Ext}_R^i(M, R)\) is finite (length) for all \(i\). §5 deals with cohomologically finite (length) modules, and connect them to finite (length) modules. For instance, see Proposition 5.2. This is inspired from a result of Bredon from his famous book on sheaf theory [4], and suggests the following problem:

Question 1.5. Suppose we know some properties of \(\text{Ext}_R^i(-, R)\) for all \(i\). What can say about the corresponding property of the module \((-)\)?
Concerning Question 1.5 some properties of modules descent from the Ext-family to (−) if the topology of $R$ is reach, e.g., it is complete with respect to adic-topology. A module $M$ is called cohomologically zero if $\text{Ext}^i_R(M, R) = 0$ for all $i$. For a finitely generated module, zero and cohomologically zero are equivalent notations. The finitely generated assumption of $M$ is important. For more information on this see [11]. Despite this, we present more evidences on Question 1.5.

In §6 we deal with cohomologically zero injective modules. Again, this is motivated from Auslander’s comments on the functor Ext, where among other things, he proved the cohomologically zero property of $Q(R)$, where $R$ is a complete local domain. We extend this result and present some partial converses. Then, we study the cohomological zero property of $E_R(R/p)$ where $p \in \text{Spec}(R)$. To state an application, recall that Osofsky [36] computed projective dimension of injective envelop of $R$ of a polynomial ring over the interested reader to compute the first syzygy module of the fraction field of Kaplansky [27] along with Noether’s normalization theorem (also, see Example 8.7). We encourage the case of 2-dimensional regular rings may follow by combining the work of Matlis, see [27]. The finitely generated assumption of $R$ dimension of $\mathbb{M}$, see [27]. The case of 2-dimensional regular rings may follow by combining the work of Kaplansky [27] along with Noether’s normalization theorem (also, see Example 8.7). We encourage the interested reader to compute the first syzygy module of the fraction field of $R := k[x, y, z]_m/(x^2 + y^3 + z^5)$.

Example 1.6. Let $R := \mathbb{C}[x, y, z]_m/(x^2 + y^3 + z^5)$. Then $\text{pd}_R(Q(R)) = 2$.

More interestingly, a natural question arises:

Question 1.7. What is $\text{pd}_R(E_R(R/p))$?

We close §6 by answering this in some cases. It was well-known to Matlis that

$$\text{pd}_R(E_R(k)) \leq \dim R \quad (\ast),$$

when $R$ is Gorenstein and local. One may restate this as:

Fact 1.8. Let $(R, m)$ be a regular ring and $p$ be a prime ideal. Then $\text{pd}_R(E_R(R/p)) \geq \text{ht}(p)$.

Here, we present some nontrivial situations for which the bound $\text{pd}_R(E_R(R/p)) \geq \text{ht}(p)$ is (not) sharp. For instance, suppose $R$ is regular and of dimension $d$, we show

a) $\text{pd}_R(E_R(R/p)) = d$ when $p$ is of height $d - 1$ and $R/p$ is not complete.

We start §7 by a connection to the realization problem of Nunke [33]. This may consider as an application of §6. Our elementary approach reproves some technical (and important) results of Jensen [14]. Additional properties of (homologically) realizable modules are given. We do these tasks by applying some basic properties of local cohomology modules, a tool introduced by Grothendieck some years after than [34].

Observation 1.9. Let $(R, m)$ be a complete local ring, $x := x_1, \ldots, x_n$ be a regular sequence and let $M$ be finitely generated. Then $M \cong \text{Ext}_R^i(H^m_{x}(R), M)$ for all $0 < i < n$. In particular, $M$ is realizable at level $i$.

According to the argument of Observation 1.9 Matlis duality has an application to the realization problem. If we apply it for the very special case that the ring is 1-dimensional Gorenstein local integral
domain, then we recover a result of Matlis, see [32, Page 580, Cor]. We now know that the argument behind in the Observation 1.9 is not new. However, it may simply some important results of Matlis [31]. Here, we present an application of this simplification. Indeed, it fits into Question 1.7 and determines the situations for which the bound \((*)\) is sharp:

- \(\text{pd}_R(E_R(k)) = \dim R\) when \(R\) is Gorenstein,
- \(\text{pd}_R(E_R(k)) < \infty\) iff \(R\) is Gorenstein.

Observation b) was proved originally by Matlis as applying his theory developed in [31]. Observation c) was proved by Matlis [32, Theorem 6] when \(R\) is a one-dimensional integral domain. Also, he extended it to the Cohen-Macaulay case, see [31, Corollary 3.13]. In particular, our simplification drops this Cohen-Macaulay assumption. This allows us to show:

**Corollary 1.10.** Let \((R, \mathfrak{m})\) be excellent and let \(I\) be the defining ideal of non Cohen–Macaulay locus of \(R\). Then \(\text{pd}_R(E_R(R/\mathfrak{p})) = \infty\) for all \(\mathfrak{p} \in V(I)\).

In §8 we study cohomologically zero flat modules. Concerning this, there are series of interesting works on a result of Jensen [14] (reproved by Buchweitz and Flenner [7, Corollary 1]). Both proofs are not trivial. In Corollary 8.2 we use an easy natural transformation originally due to Auslander, to simplify [7, Corollary 1]. We apply the realization problem to present another homological property of Dedekind domains. This was started by the seminal works [34] and [14]. Recall that this section has an application to Question 1.7.

In Section 9, we give a splitting criteria for short exact sequences of torsion-free modules. Again, some local cohomology arguments appear.

**Proposition 1.11.** Let \((R, \mathfrak{m})\) be a local domain and \(f \in R\) be nonzero. Let \(\zeta := 0 \to R \to \mathcal{A} \to R_f \to 0\) be such that \(\mathcal{A}\) decomposes into nonzero modules. Then \(\zeta\) splits.

Matlis introduced the concept of \(D\)-rings, and he asked are \(D\)-rings complete in \(R\)-topology. Kaplan-sky [28] answered this affirmatively. As an application of Proposition 1.11 we present a new proof of this, namely \(D\)-rings are complete in \(R\)-topology. We close Section 9 by simplifying a splitting theorem of Chase [9, Theorem 3.4] and extending it removing the integral domain domain assumption.

There are some weaker versions of homologically zero modules. For example, the vanishing property \(\text{Ext}^i_R(M, R) = 0\) is valid only for a restricted range of \(i\). In Section 10 we deal with the following question:

**Question 1.12.** (Gerstner) For which property of \(R\) to ensure, that condition \(\text{Hom}_R(M, R) = \text{Ext}^1_R(M, R) = 0\) on \(R\)-modules \(M\) implies \(M = 0\).

In Section 11 we comeback to \(\text{pd}_R(Q(R))\). Let us revisit Example 1.6 and apply its method to answer the question. Namely, we prove:

**Theorem 1.13.** Let \(R\) be an affine integral domain of dimension \(d\) over \(C\). The following assertions are valid:

- a) Suppose \(d = 1\). Then \(\text{pd}_R(Q(R)) = 1\).
- b) If \(d = 2\) and \(R\) is UFD, then \(\text{pd}_R(Q(R)) = 2\).
- c) Adopt \(\text{CH}\). Then \(\text{pd}_R(Q(R)) \leq 2\).
- d) Assume in addition to c) that \(R\) is UFD and of dimension bigger than one. Then \(\text{pd}_R(Q(R)) = 2\).
In Theorem 1.13 we present a local version of Theorem 1.13. It may be nice to note that this local version is in the prestige work [24, §3.3] by Raynaud and Gruson where they computed projective dimension of some flat modules.

In the final section, we extend the following result of Matlis in two different directions. Namely, the rank consideration and the Krull-dimension restriction:

**Corollary 1.14.** (Matlis) Let \((R, m)\) be a 1-dimensional complete domain with fraction filed \(Q\). Let \(B \subset Q\) and \(B' \subset Q\) both congaing \(R\). If \(Q / B \cong Q / B'\) then \(B \cong B'\).

So, one may recover a proposed isomorphism after applying cohomological functors, like local cohomology and certain tor-modules.

Despite these, I hope our elementary approach sheds more light on the topics quoted here.

## 2. ROOTS OF COHOMOLOGICAL SPLITTING

Let \((R, m, k)\) be a commutative noetherian local ring. Let \(\xi := 0 \to M_1 \to M \to M_2 \to 0\) be a short exact sequence of modules and let \(L\) be a module. By \(L \otimes_R \xi\) we mean the complex

\[
0 \to L \otimes_R M_1 \to L \otimes_R M \to L \otimes_R M_2 \to 0
\]

which is not necessarily exact. Similarly, \(\text{Hom}_R(L, \xi)\) stands for the complex

\[
0 \to \text{Hom}_R(L, M_1) \to \text{Hom}_R(L, M) \to \text{Hom}_R(L, M_2) \to 0.
\]

**Fact 2.1.** (See [42, Theorem 3.28]) If \(M \cong M_1 \oplus M_2\) and all modules under consideration are finitely generated, then \(\xi\) splits.

In the case of maximal ideals the next result was proved by Striuli in her thesis [41]. Here, we extend it by a simple argument:

**Observation 2.2.** Let \((R, m)\) be local. Let \(a \triangleleft R\) and \(\xi := 0 \to M_1 \to M \to M_2 \to 0\) be a short exact sequence of finitely generated modules. Then \(\xi\) splits if and only if \(\hat{R} \otimes_R \xi\) splits for all \(n \gg 0\).

**Proof.** Let \(a \triangleleft R\). Suppose \(\hat{R} \otimes_R \xi\) splits for all \(n \gg 0\). By \(\hat{\cdot}\) we mean \(m\)-adic completion. Thanks to Fact 2.1 \(\xi\) splits if we can show that \(M \cong M_1 \oplus M_2\). This is the case provided \(\hat{M} \cong \hat{M}_1 \oplus \hat{M}_2\), since modules are finitely generated. Then we may assume that \(R\) is \(m\)-adically complete. In particular, \(R\) is \(a\)-adically complete. Since \(\hat{R} \otimes_R \xi\) splits for all \(n \gg 0\), we have

\[
\frac{M}{a^n M} \cong \frac{M_1}{a^n M_1} \oplus \frac{M_2}{a^n M_2}
\]

for all \(n \gg 0\). Recall that completion commutes with finite direct sums. Taking inverse limit, \(\hat{M} \cong \hat{M}_1 \oplus \hat{M}_2\). Since modules are finitely generated, \(M \cong M_1 \oplus M_2\). This completes the proof. \(\square\)

**Notation 2.3.** Let \((R, m, k)\) be local. The notation \((-)^{\circ}\) stands for the Matlis functor \(\text{Hom}_R(-, E_R(k))\), where \(E_R(k)\) denotes the injective envelope of \(k\).

**Observation 2.4.** Let \((R, m)\) be local. Let \(a \triangleleft R\) and \(\xi := 0 \to M_1 \to M \to M_2 \to 0\) be a short exact sequence of artinian modules. Then \(\xi\) splits if and only if \(\text{Hom}_R(\frac{R}{a^n}, \xi)\) splits for all \(n \gg 0\).

**Proof.** Suppose \(\text{Hom}_R(\frac{R}{a^n}, \xi)\) splits for all \(n \gg 0\). It is easy to any artinian module has the structure of \(\hat{R}\)-module, compatible with the \(R\)-module structure. From this, and without loss of the generality, we
may assume that $R$ is complete. Recall that $\text{Hom}_R\left(\frac{R}{a^n}, \xi^0\right)$ splits. In view of Hom-Evaluation, $\frac{R}{a^n} \otimes_R \xi^0$ splits for all $n \gg 0$. According to Matlis theory, $\xi := \xi^0$ is a short exact sequence of finitely generated modules. Due to Observation 2.8, $\xi$ splits. Taking another Matlis duality, we see that $\xi = \xi^0$ splits. □

Concerning Observation 2.4 (resp. 2.2), the artinian (resp. finitely generated) assumption of modules in $\xi$ (resp. $\zeta$) is important. To this end, by $\text{Syz}_n(-)$ we mean the $n$-th syzygy module of $(-)$.

**Example 2.5.** Let $(R, m)$ be a local integral domain of dimension $d \geq 2$. We look at the exact sequence
\[
\xi := 0 \to \text{Syz}_1(m) \to R^R(m) \to m \to 0
\]
of finitely generated modules. It is easy to see that $\text{Hom}_R\left(\frac{R}{m}, \xi\right)$ splits, in fact the complex $\text{Hom}_R\left(\frac{R}{m}, \xi\right)$ consists of zero modules, because $\xi$ consists of modules of positive depth. If $\xi$ splits, it follows by definition that $m$ is projective. It turns out that $m$ is principal, a contradiction with the generalized Krull’s principal ideal theorem.

**Definition 2.6.** A short exact sequence $\xi := 0 \to M_1 \to M \to M_2 \to 0$ is called E-splits at level $i$ with respect to $a$, if
\[
0 \to \text{Ext}_R^i\left(R/a^n, M_1\right) \to \text{Ext}_R^i\left(R/a^n, M\right) \to \text{Ext}_R^i\left(R/a^n, M_2\right) \to 0
\]
splits for all $n \gg 0$. Similarly, using Tor-functor instead of Ext-functor, one may define T-splitting with respect to $a$.

**Lemma 2.7.** Let $(R, m)$ be local. Suppose a short exact sequence $\xi := 0 \to M_1 \to M \to M_2 \to 0$ is E-split at level $i$ with respect to $a$. Then the dual sequence $\xi^0$ T-splits at level $i$ with respect to $a$. The converse holds if $\xi$ consists of finitely generated modules.

**Proof.** By definition, $0 \to \text{Ext}_R^i\left(R/a^n, M_1\right) \to \text{Ext}_R^i\left(R/a^n, M\right) \to \text{Ext}_R^i\left(R/a^n, M_2\right) \to 0$ splits. In particular its Matlis dual splits. Recall that $\text{Ext}_R^i\left(R/a^n, L\right)^0 \cong \text{Tor}_R^i\left(R/a^n, L^0\right)$. From this, $\xi^0$ is of T-splitting type at level $i$. For the converse, without loss of the generality we assume that $R$ is complete, and note that $\xi^{00} = \xi$.

**Remark 2.8.** One may extend the converse part of Lemma 2.7 by assuming $\xi$ consists of Matlis reflexive modules. Recall by a result of Enochs and Zoschinger that $M$ is Matlis reflexive iff $M$ contains a finitely generated submodule $N$ such that $M/N$ is artinian.

Here, is a sample of E-splitting (resp. T-splitting):

**Proposition 2.9.** Let $(R, m)$ be local. Let $\xi := 0 \to M_1 \to M \to M_2 \to 0$ be the exact sequence of finitely generated modules and let $a$ be an ideal generated by a regular element $x$. If $\xi$ E-splits at level one with respect to $a$, then $\xi$ splits.

**Proof.** The free resolution of $R/a^n$ is given by $0 \to R \xrightarrow{x^n} R \to R/a^n \to 0$. Then for any $L$, we have
\[
\text{Ext}_R^1\left(R/a^n, L\right) = H(L \xrightarrow{x^n} L \to 0) = L/x^nL.
\]
The assumption says that the sequence
\[
0 \to \text{Ext}_R^1\left(R/a^n, M_1\right) \to \text{Ext}_R^1\left(R/a^n, M\right) \to \text{Ext}_R^1\left(R/a^n, M_2\right) \to 0
\]
splits, and in particular is exact. Combining these, we observe that the sequence
\[
0 \to M_1/x^nM_1 \to M/x^nM \to M_2/x^nM_1 \to 0
\]
splits, and so exact, i.e., $\frac{R}{a^n} \otimes_R \zeta$ splits for all $n \gg 0$. In view of Observation 2.2, $\zeta$ splits.

**Proposition 2.10.** Let $(R, m)$ be local. Let $\zeta := 0 \to M_1 \to M \to M_2 \to 0$ be the exact sequence of artinian modules and let $a$ be an ideal generated by a regular element $x$. If $\zeta$ $T$-splits at level one with respect to $a$, then $\zeta$ splits.

**Proof.** One may use Proposition 2.9 and Lemma 2.7. Here, is a direct proof. The free resolution of $R/a^n$ is given by $0 \to R \xrightarrow{x^n} R \to R/a^n \to 0$. Then for any $L$, we have

$$\text{Tor}_i^R(R/a^n, L) = H((0 \to R \xrightarrow{x^n} R) \otimes_R L) = \ker(L \xrightarrow{x^n} L) = (0 :_L x^n) \cong \text{Hom}_R(R/x^n R, L) \quad (*)$$

The assumption says that

$$0 \to \text{Tor}_i^R(R/a^n, M_1) \to \text{Tor}_i^R(R/a^n, M) \to \text{Tor}_i^R(R/a^n, M_2) \to 0$$

is split exact. Combine this with $(*)$, we observe that $\text{Hom}_R(R/a^n, \zeta)$ splits for all $n \gg 0$. According to Observation 2.2, we know that $\zeta$ splits.

**Definition 2.11.** Let $Z \subset \text{Spec } R$ and $p \in Z$. Then $Z$ is called specialization-closed if $V(p) \subset Z$.

**Example 2.12.** Here, are some examples of specialization-closed sets:

a) Every closed subset of Spec$(R)$ with respect to Zariski topology is specialization-closed.

b) The set Spec$(R) \setminus \text{min}(R)$ is specialization-closed.

c) Suppose $R$ is equidimensional. The set Spec$(R) \setminus \text{Ass}(R)$ is specialization-closed.

Let $Z \subset \text{Spec } R$ be specialization-closed, and define

$$\Gamma_Z(M) := \{ m \in M | \text{Supp}_R(Rm) \subset Z \}.$$  

For $i \in \mathbb{N}_0$, the $i$-th right derived functor of $\Gamma_Z(-)$, denoted by $H^i_Z(-)$. In the case $Z := V(a)$ this is $H^i_a(-)$. Here, we state two easy facts about them:

**Fact 2.13.** Let $(R, m)$ be equidimensional, and let $Z := \text{Spec}(R) \setminus \text{Ass}(R)$. Then $H^i_Z(L) = \text{tor}(L)$.

**Fact 2.14.** Let $(R, m)$ be 1-dimensional and equidimensional. Then $H^i_m(L) = H^i_Z(L) = \text{tor}(L)$.

**Definition 2.15.** Let $\zeta := 0 \to M_1 \to M \to M_2 \to 0$ be a short exact sequence of (finitely generated) modules. Then $\zeta$ is called cohomologically splits with respect to a provided

$$0 \to H^i_a(M_1) \to H^i_a(M) \to H^i_a(M_2) \to 0$$

splits for all $i$.

**Observation 2.16.** $E$-splitting implies cohomologically splitting.

**Proof.** This follows by $H^i_a(-) = \varinjlim_{\gamma} \text{Ext}^i_{\gamma}(R/a^n, -)$. \hfill $\Box$

Here, is a sample to checking the cohomologically splitting property.

**Observation 2.17.** Let $(R, m)$ be a 3-dimensional quasi-Gorenstein local ring and let

$$\zeta := 0 \to M_1 \to M \to M_2 \to 0$$

be an exact sequence of finitely generated modules such that $H^d_{m-1}(M) = H^d_{m-1}(M_1) \oplus H^d_{m-1}(M_2)$. If $M_1$ is free, then $\zeta$ cohomologically splits with respect to $m$. 

Proof. Quasi-Gorenstein rings satisfy Serre’s condition \((S_2)\). From this, \(H^0_m(M_1) = H^1_m(M_1) = 0\). In particular,

\[
0 \to 0 = H^0_m(M_1) \to H^0_m(M) \to H^0_m(M_2) \to H^1_m(M_1) = 0
\]
splits. We look at the long exact sequence

\[
0 = H^1_m(M_1) \to H^1_m(M) \to H^1_m(M_2) \to H^2_m(M_1) \to H^2_m(M) \to H^2_m(M_2)
\]
to deduce that \(H^2_m(M) \to H^2_m(M_2)\) is surjective, because \(f\) is injective. By this,

\[
0 = H^1_m(M_1) \to H^1_m(M) \to H^1_m(M_2) \to 0
\]
splits. The splitting in the second spot is given by the assumption. We look at

\[
H^2_m(M) \xrightarrow{g} H^2_m(M_2) \to H^3_m(M_1) \to H^3_m(M) \to H^3_m(M_2) \to 0.
\]

Since \(g\) is surjective, we know

\[
\xi := 0 \to H^3_m(M_1) \to H^3_m(M) \to H^3_m(M_2) \to 0
\]
is exact. Since \(M_1\) is free, \(H^3_m(M_1)\) is injective as an \(R\)-module. Thus \(\xi\) splits. In sum, \(\xi\) cohomologically splits with respect to \(m\). \(\square\)

In Corollary \ref{c2.18} (resp. \ref{c3.11}) we remove the reflexivity (resp. Cohen-Macaulay) assumption of:

**Corollary 2.18.** Let \((R, m)\) be a \(d\)-dimensional Gorenstein local ring and let \(\xi := 0 \to M_1 \to M \to M_2 \to 0\) be an exact sequence of finitely generated reflexive modules such that \(H^{d-1}_m(M_1) = H^{d-1}_m(M_2)\). If \(M_1\) is free, then \(\xi\) splits.

The notation \((-)^\ast\) stands for \(\text{Hom}_R(-, R)\).

**Proof.** According to the proof of Observation \ref{2.17} the sequence

\[
0 \to H^d_m(M_1) \to H^d_m(M) \to H^d_m(M_2) \to 0
\]
splits. Also, its Matlis dual splits. In the light of local duality we observe that \(M^\ast \cong M_1^\ast \oplus M_2^\ast\). Taking another \((-)^\ast\) yields that \(M^{***} \cong M_1^{***} \oplus M_2^{***}\). By reflexivity,

\[
M \cong M^{**} \cong M_1^{**} \oplus M_2^{**} \cong M_1 \oplus M_2.
\]

According to Fact \ref{2.11} \(\xi\) splits. \(\square\)

By \(\text{pd}_R(-)\) we mean the projective dimension of \((-)\). Corollary \ref{2.18} is not true if instead of \(M_1\) we assume \(M\) is free:

**Example 2.19.** Let \((R, m, k)\) be a Cohen-Macaulay local ring of dimension \(d > 1\) which is not regular, and look at \(\xi := 0 \to \text{Syz}_{d+1}(k) \to R^d(k) \to \text{Syz}_{d}(k) \to 0\). Then

a) \(\xi\) consists of reflexive modules.

b) \(H^{d-1}_m(M) = H^{d-1}_m(M_1) \oplus H^{d-1}_m(M_2)\).

c) \(\xi\) does not split.

**Proof.** Recall that \(\xi\) is a sequence of maximal Cohen-Macaulay modules, and so they are reflexive modules, because they are second syzygy modules as \(d > 1\). In view of definitions we observe that

\[
0 = H^{d-1}_m(M) \cong H^{d-1}_m(M_1) \oplus H^{d-1}_m(M_2) = 0.
\]
Now, suppose on the way of contradiction that \( \zeta \) splits. By definition, \( \text{Syz}_{d+1}(k) \) is projective, e.g., \( \text{pd}_R(k) < \infty \), and consequently, \( R \) is regular. This is excluded by the assumption. \( \square \)

3. COHOMOLOGICAL SPLITTING

We start with

**Question 3.1.** (See [42, Page 78]) Let \( R \) be 1-dimensional Cohen-Macaulay local ring and let \( \zeta \) be the exact sequence \( 0 \to M_1 \to M \to M_2 \to 0 \) of finitely generated modules of projective dimension at most one such that

\[
\text{tor}(M) = \text{tor}(M_1) \oplus \text{tor}(M_2).
\]

Is \( \zeta \) split?

**Proposition 3.2.** Question 3.1 is true if \( M \) is torsion-free.

**Proof.** In view of \( \text{tor}(M) = \text{tor}(M_1) \oplus \text{tor}(M_2) \) we deduce that \( \text{tor}(M_2) = 0 \). Without loss of the generality we assume that \( M_2 \neq 0 \). This implies that \( M_2 \) is of positive depth. Thanks to Auslander-Buchsbaum formula, we know \( M_2 \) is projective. By definition, the sequence \( 0 \to M_1 \to M \to M_2 \to 0 \) splits, as claimed. \( \square \)

The above result shows the assumption \( d > 1 \) is essential in Example 2.19. Its proof shows:

**Observation 3.3.** Question 3.1 is true if in addition \( M_2 \) is torsion-free.

By \( \text{id}_R(-) \) we mean the injective dimension of \( (-) \).

**Proposition 3.4.** Let \( R \) be a local ring of dimension one, \( M \) be torsion-free and \( M_1 \) be of finite injective dimension. Let

\[
\zeta := 0 \to M_1 \to M \to M_2 \to 0
\]

be an exact sequence of finitely generated modules. If \( \text{tor}(M) = \text{tor}(M_1) \oplus \text{tor}(M_2) \), then \( \zeta \) splits.

**Proof.** According to a theorem of Bass, \( R \) is Cohen-Macaulay. Also, \( \text{id}_R(M_1) = \text{depth}_R(R) = 1 \). From

\[
\text{tor}(M) = \text{tor}(M_1) \oplus \text{tor}(M_2)
\]

we deduce that \( \text{tor}(M_1) = 0 \). In particular, if \( y \) is a regular element of \( R \), it is regular over any of \( \{M_1, M_2\} \). Such a thing exists, as \( R \) is Cohen-Macaulay. We repeat this for any powers of \( y^n \), and we set \( \mathcal{R} := \frac{R}{y^n} \). It is easy to see \( \text{Tor}_1^R(\mathcal{R}, M_2) = \ker(M_2 \to M_2) = 0 \). We apply \( - \otimes_{\mathcal{R}} \mathcal{R} \) to \( \zeta \) and obtain

\[
0 = \text{Tor}_1^R(R/y^n, M_2) \to M_1 \otimes_{\mathcal{R}} \mathcal{R} \to M \otimes_{\mathcal{R}} \mathcal{R} \to M_2 \otimes_{\mathcal{R}} \mathcal{R} \to 0.
\]

Since \( \text{id}_{\mathcal{R}}(M_2 \otimes_{\mathcal{R}} \mathcal{R}) = \text{id}_R(M_2) - 1 = 0 \), the above sequence splits as an \( \mathcal{R} \)-module. Recall that

\[
\text{Hom}_R(M \otimes_{\mathcal{R}} \mathcal{R}, M_1 \otimes_{\mathcal{R}} \mathcal{R}) = \text{Hom}_{\mathcal{R}}(M \otimes_{\mathcal{R}} \mathcal{R}, M_1 \otimes_{\mathcal{R}} \mathcal{R}),
\]

e.g., the above sequence splits as an \( R \)-module. Now, recall from [40, Proposition 2.8] that:

**Fact A:** Let \( A, B \) be finitely generated, let \( x \in R \) be a non-zerodivisor on \( R \), \( A, B \) and let \( \alpha := 0 \to B \to X_x \to A \to 0 \) be the short exact sequence. Suppose \( \alpha \otimes R / xR \) splits. Then \( \alpha \in x \text{Ext}_R^1(A, B) \).

In the light of Fact A we see

\[
\zeta \in \bigcap_{n \in \mathbb{N}} y^n \text{Ext}_R^1(M_2, M_1) = 0,
\]

because of the Krull’s intersection theorem. So, \( \zeta \) splits. \( \square \)
Example 3.5. Let \((R, m, k)\) be a 1-dimensional complete local domain which is not Gorenstein. There is an exact sequence
\[
0 \rightarrow M_1 \rightarrow M \rightarrow M_2 \rightarrow 0
\]
of finitely generated modules such that \(M_2\) is of finite injective dimension and
\[
\text{tor}(M) = \text{tor}(M_1) \oplus \text{tor}(M_2),
\]
but \(M \neq M_1 \oplus M_2\).

Proof. Let \(\omega\) be the canonical module. Since it is not free, the first betti number is not zero. So,
\[
\text{Ext}_1^R(\omega, k) = \text{Ext}_1^R(\omega, k) = \text{Tor}_1^R(\omega, k) = 0.
\]
Let \(\zeta\) be any nonzero element of \(\text{Ext}_1^R(\omega, k)\). By Baer-Yoneda, there is an \(R\)-module \(K\) such that
\[
\zeta : 0 \rightarrow k \rightarrow K \rightarrow \omega \rightarrow 0,
\]
e.g., it does not split. By applying the long exact sequence of local cohomology modules we have:
\[
0 \rightarrow H^0_m(k) \rightarrow H^0_m(K) \rightarrow H^0_m(\omega) = 0.
\]
In other words, \(\text{tor}(K) = k = \text{tor}(\omega)\). But, \(M \neq M_1 \oplus M_2\), because \(\zeta\) is nonzero.

Example 3.6. Let \((R, m, k)\) be a 1-dimensional local domain which is not regular. There is an exact sequence
\[
0 \rightarrow M_1 \rightarrow M \rightarrow M_2 \rightarrow 0
\]
of finitely generated modules such that \(\text{tor}(M) = \text{tor}(M_1) \oplus \text{tor}(M_2)\),
but \(M \neq M_1 \oplus M_2\).

Proof. Let \(\Omega := \text{Syz}_1(k)\) and apply the previous proof for \(\Omega\) instead of \(\omega\).

Note 3.7. By \(Q(R)\) we mean the fraction field of a local domain \(R\).

In Question 3.1 the finitely generated assumption is needed:

Example 3.8. Let \((R, m)\) be a 1-dimensional local domain which is not complete. There is an exact sequence
\[
0 \rightarrow M_1 \rightarrow M \rightarrow M_2 \rightarrow 0
\]
of modules of finite projective dimension such that
\[
\text{tor}(M) = \text{tor}(M_1) \oplus \text{tor}(M_2),
\]
but \(M \neq M_1 \oplus M_2\).

Proof. Since \(\dim(R) = 1\), and by a result of Matlis, \(\text{pd}(Q(R)) = 1\). Due to non-complete assumption, and by applying another result of Matlis, we know, \(\text{Ext}_1^k(Q(R), R) \neq 0\). By Baer-Yoneda, there is an \(R\)-module \(M\) such that
\[
\zeta := 0 \rightarrow R \rightarrow M \rightarrow Q(R) \rightarrow 0,
\]
is exact and not splits. It is easy to see that \(M\) is of finite projective dimension. By applying the long exact sequence of local cohomology modules we have:
\[
0 = H^0_m(R) \rightarrow H^0_m(M) \rightarrow H^0_m(Q(R)) = 0.
\]
In other words, \(\text{tor}(M) = 0 = \text{tor}(R) \oplus \text{tor}(Q(R))\). But, \(M \neq R \oplus Q(R)\), because \(\zeta\) is nonzero.

In order to present a higher dimensional version of Theorem 1.1, we borrow some lines from [42].
Theorem 3.9. Let \((R, \mathfrak{m})\) be a \(d\)-dimensional Gorenstein local ring with \(d > 0\) and let \(\zeta\) be the exact sequence
\[
0 \to M_1 \to M \to M_2 \to 0
\]
of finitely generated modules of projective dimension at most 1. If \(H^{d-1}_{\mathfrak{m}}(M) \cong H^{d-1}_{\mathfrak{m}}(M_1) \oplus H^{d-1}_{\mathfrak{m}}(M_2)\), then \(\zeta\) splits.

Proof. We apply the local duality theorem to see \(\text{Ext}^1_R(M, R) \cong \oplus_i \text{Ext}^1_R(M_i, R)\). This yields
\[
\text{Ext}^1_R(M, R) \otimes_R M_1 \cong \oplus_i \text{Ext}^1_R(M_i, R) \otimes_R M_1.
\]

Let \(\mathcal{C}\) be the family of finitely generated modules. Let \(F : \mathcal{C} \to \text{Ab}\) be the functor defined by \(F(L) := \text{Ext}^1_R(M_1, L)\). Since \(\text{pd}(M_1)\) is at most 1, this functor is right exact. Also, it preserves direct sums. By Watts’ theorem,
\[
\text{Ext}^1_R(M_1, L) = F(L) \cong F(R) \otimes_R L = \text{Ext}^1_R(M_1, R) \otimes_R L.
\]

We apply this to deduce that \(\text{Ext}^1_R(M_2, M_1) \oplus \text{Ext}^1_R(M_1, M_1) \cong \text{Ext}^1_R(M, M_1)\). Thanks to Fact 2.1 the following natural sequence
\[
0 \to \text{Ext}^1_R(M_2, M_1) \to \text{Ext}^1_R(M, M_1) \to \text{Ext}^1_R(M_1, M_1) \to 0,
\]
is exact. We apply this along with the long exact sequence of Ext-modules to conclude \(\text{Hom}_R(M, M_1) \to \text{Hom}_R(M_1, M_1)\) is surjective. By looking at the preimage of 1 \(\in \text{Hom}_R(M_1, M_1)\), \(\zeta\) splits.

\(\square\)

Corollary 3.10. Let \((R, \mathfrak{m})\) be a \(d\)-dimensional Gorenstein local ring and let \(\zeta := 0 \to M_1 \to M \to M_2 \to 0\) be an exact sequence of finitely generated modules such that \(H^{d-1}_{\mathfrak{m}}(M) \cong H^{d-1}_{\mathfrak{m}}(M_1) \oplus H^{d-1}_{\mathfrak{m}}(M_2)\). If \(M_1\) is free, then \(\zeta\) splits.

Proof. This is in the proof of Theorem 3.9

\(\square\)

Corollary 3.11. Let \((R, \mathfrak{m}, k)\) be a \(d\)-dimensional quasi-Gorenstein local ring and let
\[
\zeta := 0 \to M_1 \to M \to M_2 \to 0
\]
be an exact sequence of finitely generated reflexive modules such that \(H^{d-1}_{\mathfrak{m}}(M) \cong H^{d-1}_{\mathfrak{m}}(M_1) \oplus H^{d-1}_{\mathfrak{m}}(M_2)\). If \(M_1\) is free, then \(\zeta\) splits.

Proof. A ring is quasi-Gorenstein if and only if its completion is quasi-Gorenstein. Let \(L_1 := M\) and \(L_2 := M_1 \oplus M_2\) be finitely generated modules. If \(L_1 \otimes_R \hat{R} \cong L_2 \otimes_R \hat{R}\), then \(L_1 \cong L_2\). According to Fact 2.1 we may and do assume that \(R\) is complete. It follows from the proof of Observation 2.17 that the sequence
\[
0 \to H^d_{\mathfrak{m}}(M_1) \to H^d_{\mathfrak{m}}(M) \to H^d_{\mathfrak{m}}(M_2) \to 0
\]
splits. By Grothendieck’s vanishing theorem, \(H^d_{\mathfrak{m}}(-) = 0\). So, the functor \(H^d_{\mathfrak{m}}(-)\) is right exact. Also, it preserves direct sums. Due to the Watts’ theorem, we know that
\[
H^d_{\mathfrak{m}}(-) \cong (-) \otimes_R H^d_{\mathfrak{m}}(R) \cong (-) \otimes_R E_R(k).
\]

We combine this with the previous observation and conclude that
\[
\bigoplus_i M_i \otimes_R E_R(k) \cong M \otimes_R E_R(k).
\]

We apply the Matlis functor to see
\[
\bigoplus_{i=1}^2 \text{Hom}_R(M_i \otimes_R E_R(k), E_R(k)) \cong \text{Hom}_R(M \otimes_R E_R(k), E_R(k)).
\]
Recall that $\text{Hom}_R(E_R(k), E_R(k)) \cong \hat{R} = R$. In the light of tensor-hom adjunction we observe
\[ \oplus_i M_i^* \cong \oplus_i \text{Hom}_R(M_i, \text{Hom}_R(E_R(k), E_R(k))) \cong \text{Hom}_R(M, \text{Hom}_R(E_R(k), E_R(k))) \cong M^*. \]
Taking another $(-)^*$ yields that $M^{**} \cong M_1^{**} \oplus M_2^{**}$. By reflexivity,
\[ M \cong M^{**} \cong M_1^{**} \oplus M_2^{**} \cong M_1 \oplus M_2. \]
In view of Fact 2.1, $\zeta$ splits.

**Discussion 3.12.**

i) Let $0 \xrightarrow{\partial_1} P_0 \xrightarrow{\partial_0} M \rightarrow 0$ be a finite projective presentation of $M$. The transpose of $M$ is $\text{Tr} M := \text{coker} (\partial_1^*)$. There is a useful exact sequence:
\[ \text{Tor}^R_2(\text{Tr} \text{Syz}_n M, N) \rightarrow \text{Ext}^n_R(M, R) \otimes_R N \xrightarrow{f_n} \text{Ext}^n_R(M, N) \rightarrow \text{Tor}^R_1(\text{Tr} \text{Syz}_n M, N) \rightarrow 0 \quad (*) \]

ii) Concerning Theorem 3.9, we present a replacement for Watts’ theorem. Since $\text{pd}(M) \leq 1$, $\text{Syz}_1(M)$ is free. In particular, its presentation is given by $0 \xrightarrow{\partial_1} P_0 \xrightarrow{\partial_0} \text{Syz}_1 M \rightarrow 0$. By definition $\text{Tr} \text{Syz}_1(M) = 0$, and so
\[ \text{Tor}^R_2(\text{Tr} \text{Syz}_1(M), M_1) = \text{Tor}^R_1(\text{Tr} \text{Syz}_1(M), M_1) = 0. \]
In view of (*), $\text{Ext}^1_R(M, R) \otimes_R M_1 \cong \text{Ext}^1_R(M, M_1)$.

iii) One may control the error term $\text{coker}(f_1)$ in a nontrivial case. Suppose $\text{pd}(M) = 2$. Then
\[ \text{Tr} \text{Syz}_1(M) \cong \text{Ext}^1_R(\text{Syz}_1(M), M) \cong \text{Ext}^2_R(M, R). \]
So, $\text{coker}(f_1) = \text{Tor}^R_2(\text{Ext}^2_R(M, R), M_1)$.

One may like to conclude the splitting of a short exact sequence of modules of projective dimension at most one, from splitting the corresponding sequence of torsion modules. This is not the case:

**Example 3.13.** Let $(R, m)$ be a 2-dimensional regular local ring and note that $\zeta := 0 \rightarrow R \rightarrow R^2 \rightarrow m \rightarrow 0$ is a short exact sequence of modules of projective dimension at most one such that the corresponding sequence of torsions splits, but $\zeta$ is not of splitting type.

Concerning Theorem 3.9, the presented bound on projective dimension is optimal:

**Example 3.14.** Let $(R, m, k)$ be a 3-dimensional regular local ring and note that $\xi := 0 \rightarrow R \rightarrow R^2 \rightarrow m \rightarrow 0$ is a short exact sequence of modules of projective dimension at most two such that
\[ 0 = H^{d-1}_m(M) \cong H^{d-1}_m(M_1) \oplus H^{d-1}_m(M_2) = 0, \]
but $\xi$ is not of splitting type.

**Proof.** Indeed, we use $0 \rightarrow m \rightarrow R \rightarrow k \rightarrow 0$ and the induced long exact sequence
\[ 0 = H^1_m(k) \rightarrow H^2_m(m) \rightarrow H^2_m(R) = 0 \]
to conclude that $H^{d-1}_m(M_2) = 0$. Suppose on the way of contradiction $\zeta$ splits. Then $m$ is principal. This implies that $R$ is 1-dimensional, which is excluded by the assumption.

Concerning Theorem 3.9, one can not replace projective dimension with $G$-dimension:

**Example 3.15.** Let $(R, m)$ be a 1-dimensional Gorenstein ring which is not regular. We look at the exact sequence
\[ \zeta := 0 \rightarrow \text{Syz}_1(m) \rightarrow R^\beta(m) \rightarrow m \rightarrow 0 \]
of finitely generated modules of $G$-dimension zero such that the corresponding sequence of torsions splits. Suppose on the way of contradiction $\xi$ splits. Then $m$ is free. This implies that $R$ is regular, which is excluded by the assumption.

Fact 3.16. (See [42 Proposition 2.22]) Let $R$ be a commutative ring and $f : M^n \to M^m$ be a homomorphism of $R$-modules given by an $n \times m$ matrix $(a_{ij})$. Then $f$ is injective iff the ideal generated by the minors of order $m$ does not annihilated a nonzero element of $M$.

**Proposition 3.17.** Let $(R, m)$ be a $1$-dimensional Cohen-Macaulay local ring with a canonical module $\omega_R$ and let $\alpha := 0 \to M_1 \to M \to M_2 \to 0$ be a short exact sequence of finitely generated modules of projective dimension at most one. The following holds:

a) The sequence $\xi := 0 \to M_1 \otimes \omega_R \to M \otimes \omega_R \to M_2 \otimes \omega_R \to 0$ is exact.

b) If $\text{tor}(M \otimes \omega_R) = \text{tor}(M_1 \otimes \omega_R) \oplus \text{tor}(M_2 \otimes \omega_R)$, then $\xi$ splits.

**Proof.** a): Let $\xi := 0 \to R^n \overset{f}{\to} R^n \to M_2 \to 0$ be a free resolution of $M_2$. Note that $f$ is represents by an $n \times m$ matrix $(a_{ij})$. Let $I$ be the ideal generated by the minors of order $m$. In the light of Fact 3.16 $I$ does not annihilated a nonzero element of $R$. Tensor $\xi$ with $\omega_R$ we have the following exact sequence

$$0 \to \text{Tor}^1_R(M_2, \omega_R) \to R^n \otimes \omega_R \overset{f \otimes 1}{\to} R^n \otimes \omega_R \to M_2 \otimes \omega_R \to 0 \quad (+)$$

The representing matrix of $f \otimes 1$ is given by $(a_{ij})$. Suppose on the way of contradiction that $I$ is annihilated by a nonzero element of $\omega_R$. This in turns imply that $I$ annihilated a nonzero element of $\text{Hom}_R(\omega_R, \omega_R)$. Since $\text{Hom}_R(\omega_R, \omega_R) = R$ is faithful, we get to a contradiction. Thus, $I$ is not annihilated a nonzero element of $\omega_R$. Thanks to Fact 3.16 $f \otimes 1$ is injective. In view of $(+)$ we see $\text{Tor}^1_R(M_2, \omega_R) = 0$. Tensor $\alpha$ with $\omega_R$ we have the following exact sequence

$$0 = \text{Tor}^1_R(M_2, \omega_R) \to M_1 \otimes \omega_R \to M \otimes \omega_R \to M_2 \otimes \omega_R \to 0,$$

which yields part a).

b): Since $R$ is one-dimensional, and in view of Fact 2.14 $H^0_m(-) = \text{tor}(-)$. We use this along with our assumption to see $H^0_m(M \otimes \omega_R) \cong \oplus_i H^0_m(M_i \otimes \omega_R)$. We apply the local duality theorem to see $\text{Ext}_R^1(M \otimes \omega_R, \omega_R) \cong \oplus_i \text{Ext}_R^1(M_i \otimes \omega_R, \omega_R)$. Tensor this with $M_2$, we obtain

$$\text{Ext}_R^1(M \otimes \omega_R, \omega_R) \otimes_R M_1 \cong \oplus_i \text{Ext}_R^1(M_i \otimes \omega_R, \omega_R) \otimes_R M_1.$$

Let $C$ be the family of modules of projective dimension at most one. Let $F : C \to \text{Ab}$ be the functor defined by

$$F(L) := \text{Ext}_R^1(M_2 \otimes \omega_R, L \otimes \omega_R).$$

Let $0 \to R^n \to R^n \to L \to 0$ be a free resolution of $L$. We observed in part a) that

$$0 \to R^n \otimes \omega_R \to R^n \otimes \omega_R \to L \otimes \omega_R \to 0$$

is exact. Recall that $\text{id}_R(\oplus \omega_R) < \infty$. From this, $\text{id}_R(L \otimes \omega_R) < \infty$, and so

$$\text{id}_R(L \otimes \omega_R) = \text{depth}_R(R) = 1.$$

This implies that the functor $F$ is right exact. Also, it preserves direct sums. In the light of Watts’ theorem we see

$$\text{Ext}_R^1(M_1 \otimes \omega_R, L \otimes \omega_R) = F(L) \cong F(R) \otimes_R L = \text{Ext}_R^1(M_2 \otimes \omega_R, \omega_R) \otimes_R L.$$
We apply this along with Fact 2.1 to deduce that the following natural sequence
\[ 0 \longrightarrow \text{Ext}_R^1(M_2 \otimes \omega_R, M_1 \otimes \omega_R) \longrightarrow \text{Ext}_R^1(M \otimes \omega_R, M_1 \otimes \omega_R) \longrightarrow \text{Ext}_R^1(M_1 \otimes \omega_R, M_1 \otimes \omega_R) \longrightarrow 0, \]
is exact. This shows that
\[ \text{Hom}_R(M \otimes \omega_R, M_1 \otimes \omega_R) \rightarrow \text{Hom}_R(M_1 \otimes \omega_R, M_1 \otimes \omega_R) \rightarrow 0 \]
is surjective. By looking at the preimage of 1 ∈ Hom_R(M_1 ⊗ ω_R, M_1 ⊗ ω_R) we deduce
\[ M \otimes ω_R \cong \bigoplus_{i=1}^{2} (M_i \otimes ω_R), \]
and we get the desired claim. □

4. SUBFUNCTORS OF COHOMOLOGY

We start with

**Proposition 4.1.** Let (R, m) be a d-dimensional Cohen-Macaulay complete local ring and let F be an additive functor which is a direct summand of H^d_m(−) and preserves direct sums. Then F is trivial.

**Proof.** By Grothendieck’s vanishing theorem, F is right exact. According to the Watts’ theorem,
\[ F(\mathcal{L}) = F(R) \otimes_R \mathcal{L}. \]
In the light of Matlis theory, H^d_m(R) is indecomposable if and only if H^d_m(R)^p is indecomposable. We apply the local duality theorem to deduce that H^d_m(R)^p = ω_R which is indecomposable. Note that F(R) is a direct summand of H^d_m(R). Since H^d_m(R) is indecomposable, either F(R) = 0 or F(R) = H^d_m(R). We plug this in the previous observation to see either F(\mathcal{L}) = 0 or
\[ F(\mathcal{L}) = F(R) \otimes_R \mathcal{L} = H^d_m(R) \otimes_R \mathcal{L} \cong H^d_m(\mathcal{L}), \]
i.e., F = 0 or F(−) = H^d_m(−).

The Cohen-Macaulay assumption is important:

**Example 4.2.** Let R := \[ \boldsymbol{Q}[x_1, x_2, x_3, x_4]/(x_1 x_2) \] Then H^2_{(x_1, x_2)}(−) ⊕ H^2_{(x_3, x_4)}(−) ∼ H^2_m(−) is a nontrivial decomposition of functors.

**Proof.** Recall that H^2_i(−) = 0 for all i > 0. By Mayer–Vietoris sequence, we have\[ 0 = H^1_{(x_1, x_2) \cap (x_3, x_4)}(−) \rightarrow H^2_{(x_1, x_2)}(−) \oplus H^2_{(x_3, x_4)}(−) \rightarrow H^2_m(−) \rightarrow H^2_{(x_1, x_2) \cap (x_3, x_4)}(−) = 0. \]
Thus,
\[ H^2_m(−) \cong H^2_{(x_1, x_2)}(−) \oplus H^2_{(x_3, x_4)}(−). \]
Due to Lichtenbaum–Hartshorne vanishing theorem, both of H^2_{(x_1, x_2)}(−) and H^2_{(x_3, x_4)}(−) are nonzero. □

Concerning Proposition 4.1, the direct summand assumption is needed:

**Example 4.3.** Let (R, m) be a d-dimensional regular ring and let F(−) := Ext^d_\mathcal{R}(R/m, −). We left to the reader to check that F(−) → H^d_m(−) and that F is nontrivial.

Finding direct summand of H^d_m(−) inspired from [3], and has the following applications:
Fact 4.4. (See [1] Claim 4.1.A) Let $M$ be a finitely generated module over any commutative ring and let $L$ be any module. Then $\text{Ext}_R^i(M, L)$ has no nonzero projective submodule for all $i > 0$.

Proposition 4.5. Let $(R, m)$ be a complete Gorenstein local ring and $M$ be finitely generated. Suppose $H^d_m(M)$ is nonzero and injective. Then $i = \dim R$. In particular, the following are equivalent:

a) $M$ is $(S_2)$,

b) $M$ is free,

c) $M$ is Cohen-Macaulay.

Proof. Let $d := \dim R$. First, assume that $d - i > 0$. By local duality, $\text{Ext}_R^{d-i}(M, R)$ is free. According to Fact 4.4, this is possible only if $\text{Ext}_R^{d-i}(M, R) = 0$. In dual words, $H^d_m(M) = 0$. But, this case excluded from the assumptions. Hence, $i = d$. Now, we prove the particular case. The only nontrivial implication is a) $\Rightarrow$ b). Thus, we assume that $M$ is $(S_2)$. Recall that $H^d_m(M)$ is injective. In view of Matlis duality, $M^*$ is free. So, $M^{**}$ is as well. Since $M$ is $(S_2)$ it follows from [12, Theorem 3.6] that $M$ is reflexive. Therefore, $M \cong M^{**}$ is free. □

The $(S_2)$-condition is not a consequence of the injectivity of the nonzero module $H^d_m(M)$.

Example 4.6. Let $(R, m, k)$ be a quasi-Gorenstein ring of dimension $d \geq 2$. In view of $0 \to m \to R \to k \to 0$ we see $H^d_m(m) = H^d_m(R) = E_R(k)$ is injective, but $m$ is not free. As another example, look at the top local cohomology of $M := R \oplus k$.

We conclude the following easy facts from Proposition 4.5.

Corollary 4.7. Let $R := k[[x_1, \ldots, x_d]]$ where $k$ is a field of zero characteristic and let $M$ be a finitely generated $R$-module. Then $M$ is holonomic (or, more generally a $\text{Der}(R, k)$-module) if and only if $M$ is free as an $R$-module.

Proof. Without loss of the generality we may assume that $R$ is local. Along the same lines as Corollary 4.7 we get the desired claim. □

Corollary 4.8. Let $R$ be a regular ring of prime characteristic, and let $M$ be a finitely generated $R$-module. Then $M$ is $F$-module if and only if $M$ is projective as an $R$-module.

Proof. Without loss of the generality we may assume that $R$ is local. Along the same lines as Corollary 4.7 we get the desired claim. □

Remark 4.9. We leave to the reader to formulate Proposition 4.5 in the setting of Cohen-Macaulay rings.

5. COHOMOLUMINAL FINITENESS

Recall that a module $M$ is called cohomologically finite if $\text{Ext}_R^i(M, R)$ is finitely generated as an $R$-module for all $i \geq 0$. Here, we use some ideas of Bredon:

Lemma 5.1. Let $(R, m)$ be a regular local ring of dimension $d > 0$ and $M$ be torsion-free and cohomologically finite. Then $\text{Ext}_R^i(M, N) = 0$ for any finitely generated $R$-module $N$. 

Proof. First, we show that \( \Ext_R^d(M, R) = 0 \). Let \( \mathcal{T} := \ker(M \longrightarrow M^{**}) \) and \( F := \operatorname{im}(f) \). There is an exact sequence

\[
0 \longrightarrow \mathcal{T} \longrightarrow M \longrightarrow F \longrightarrow 0.
\]

Since any submodule of a torsion-free is torsion-free, we see \( \mathcal{T} \) is torsion-free. Let \( r \in R \). Since \( \mathcal{T} \) is torsion-free, there is an exact sequence

\[
0 \longrightarrow \mathcal{T} \overset{r}{\longrightarrow} \mathcal{T} \longrightarrow \mathcal{T}/r\mathcal{T} \longrightarrow 0.
\]

This induces

\[
\Ext_R^d(\mathcal{T}, R) \overset{r}{\longrightarrow} \Ext_R^d(\mathcal{T}, R) \longrightarrow \Ext_R^{d+1}(\mathcal{T}/r\mathcal{T}, R) = 0,
\]

i.e., \( \Ext_R^d(\mathcal{T}, R) \) is divisible. Since \( R \) is of global dimension \( d \), any submodule of a free module is of projective dimension at most \( d - 1 \). Recall that any module of the form \( (-)^* \) is a submodule of a free module. Since \( F \subset M^{**} \) we deduce the following.

Fact A: One has \( \operatorname{pd}_R(F) < d \).

In view of

\[
0 = \Ext_R^d(F, R) \longrightarrow \Ext_R^d(M, R) \longrightarrow \Ext_R^d(\mathcal{T}, R) \longrightarrow \Ext_R^{d+1}(F, R) = 0 \quad (\ast)
\]

we see \( \Ext_R^d(\mathcal{T}, R) \) is finitely generated, and recall that it is divisible. These yield that \( \Ext_R^d(\mathcal{T}, R) = 0 \).

By another use of \( (\ast) \), we get \( \Ext_R^d(M, R) = 0 \).

Now, let \( N \) be a finitely generated \( R \)-module. We look at

\[
0 \longrightarrow \operatorname{Syz}_1(N) \longrightarrow R^n \longrightarrow N \longrightarrow 0.
\]

This induces the following

\[
0 = \Ext_R^d(M, R^n) \longrightarrow \Ext_R^d(M, N) \longrightarrow \Ext_R^{d+1}(M, \operatorname{Syz}_1(N)) = 0,
\]

and consequently, \( \Ext_R^d(M, N) = 0 \).

\[\square\]

**Proposition 5.2.** Let \( (R, m) \) be a PID which is not complete and \( M \) be torsion-free and cohomologically finite. Then \( M \) is finitely generated.

**Proof.** Let \( \mathcal{T} := \ker(M \longrightarrow M^{**}) \) and \( F := \operatorname{im}(f) \). By definition, \( T^* = 0 \). Due to Fact 5.1.A, \( F \) is free and of finite rank (recall that \( M^* \) is finitely generated). According to the proof of Lemma 5.1 we know

\[
\Ext_R^1(\mathcal{T}, R) = \Ext_R^1(M, R) = 0.
\]

By a result of Nunke [34, Theorem 8.5], \( T = 0 \). In view of the exact sequence

\[
0 \longrightarrow \mathcal{T} \longrightarrow M \longrightarrow F \longrightarrow 0,
\]

we deduce \( M \) is free and of finite rank.

\[\square\]

**Observation 5.3.** Let \( (R, m) \) be a 1-dimensional complete local domain. Then \( Q(R)/R \) is cohomologically finite.

**Proof.** By a result of Matlis, \( \operatorname{pd}(Q(R)) = 1 \). Following \( 0 \rightarrow R \rightarrow Q(R) \rightarrow Q(R)/R \rightarrow 0 \), we observe that \( \Ext_R^{\geq 1}(Q(R)/R, R) = 0 \). Also, \( \operatorname{Hom}_R(Q(R)/R, R) = 0 \). Since \( R \) is complete, \( \Ext_R^1(Q(R), R) = 0 \). We put this in

\[
0 = \operatorname{Hom}_R(Q(R), R) \rightarrow \operatorname{Hom}_R(R, R) \rightarrow \Ext_R^1(Q(R)/R, R) \rightarrow \Ext_R^1(Q(R), R) = 0,
\]
and conclude that $\text{Ext}^d_R(Q(R)/R, R) = R$. So, $\text{Ext}^d_R(Q(R)/R, R)$ is finitely generated (and free). By definition, $Q/R$ is cohomologically finite.

We recall that a ring is slender if for each countable family $\{M_n\}$ the natural map

$$\bigoplus_n \text{Hom}_R(M_n, R) \xrightarrow{\cong} \text{Hom}_R(\bigotimes_{n=1}^{\infty} M_n, R)$$

is an isomorphism. Here, we present a connection to set theory of rings.

**Corollary 5.4.** Let $R$ be a discrete valuation domain of positive dimension. The following are equivalent:

a) cohomologically finite and finite are equivalent notions over torsion-free modules;

b) $R$ is slender.

**Proof.**

a) $\Rightarrow$ b): Suppose on the way of contradiction that $R$ is not slender. By [11, Theorem 2.9] $R$ is complete. In view of Fact 6.3 (see below), the fraction field of $R$ is cohomologically finite. It is well-known and easy to see that the fraction field of $R$ is not finitely generated. Since it is torsion-free, we get to a contradiction.

b) $\Rightarrow$ a): In view of [11, Theorem 2.9], $R$ is not complete. In particular, we are in the situation of Proposition 5.2 to deduce a). $\blacksquare$

**Definition 5.5.** A module $M$ is called cohomologically of finite length if $\text{Ext}^i_R(M, R)$ is of finite length as an $R$-module for all $i \geq 0$.

**Proposition 5.6.** Let $G$ be an abelian group. Then $G$ is cohomologically of finite length iff $\ell_Z(G) < \infty$.

**Proof.** Thanks to [4, Proposition V.14.7] we know that $G$ is finitely generated. By fundamental theorem of finitely generated abelian groups, $G \cong \mathbb{Z}^n \oplus \bigoplus_{i} \mathbb{Z}_{n_i}^{r_i}$ for some $n, n_i, r_i \in \mathbb{N}_0$. Since $\text{Hom}(G, \mathbb{Z})$ is of finite length, it follows that $n = 0$. In other words, $G$ is of finite length. $\blacksquare$

**Definition 5.7.** Let $(R, m)$ be local. A module $M$ is called $H$-finite if $H^i_m(M)$ is artinian as an $R$-module for all $i \geq 0$.

By $Q(R)$ we mean the fraction field of a local domain $R$.

**Remark 5.8.** For example, any finite module is $H$-finite, but not the converse. Indeed, let $R$ be a local domain $R$ of positive dimension. Since $H^i_m(Q(R)) = 0$ for all $i \geq 0$, it is non-finite and $H$-finite.

**Proposition 5.9.** Let $(R, m)$ be a complete quasi-Gorenstein ring and $M$ be reflexive and $H$-finite. Then $M$ is finite.

**Proof.** Let $d := \text{dim } R$. Let $L$ be an $R$-module. According to Watts’ theorem,

$$H^d_m(L) = H^d_m(R) \otimes_R L = E_R(k) \otimes_R L.$$ 

Thanks to Matlis theory, $H^d_m(M)^{\vee}$ is finitely generated. In the light of tensor-hom adjunction we observe

$$H^d_m(M)^{\vee} \cong \text{Hom}_R(M, \text{Hom}_R(E_R(k), E_R(k))) \cong M^{\ast}$$

is finitely generated. We apply another $(-)^{\ast}$ and use the reflexivity assumption, to see $M$ is finitely generated. $\blacksquare$

**Remark 5.10.** Concerning Proposition 5.9, the first (resp. second) item, see below, shows that the reflexivity (resp. $H$-finite) assumption is important:
a) Let \((R, m, k)\) be a local ring of positive dimension. Then \(E_R(k)\) is H-finite, and is not finite.
b) Let \((R, m)\) be a discrete valuation domain which is not complete. Clearly, \(\mathcal{M} := \bigoplus_{n} R\) is not finitely generated. It is easy to see \(\mathcal{M}^* = \prod_{n} R\). Since \(R\) is Slender,
\[
\text{Hom}_R(\prod_{n} R, R) \cong \bigoplus_{n} \text{Hom}_R(R, R) = \mathcal{M}.
\]
So, \(\mathcal{M}\) is reflexive.

**Proposition 5.11.** Let \((R, m)\) be a complete Gorenstein ring. Then \(\mathcal{M}\) is H-finite iff \(\mathcal{M}\) is cohomologically finite.

**Proof.** Let \(d := \dim R\). The point is to establish the local duality theorem for H-finite modules over complete Gorenstein rings. Note that \(f_0^{\mathcal{M}} : H_m^d(\mathcal{M})^\vee \to \mathcal{M}^*\), as we observed in the previous proposition. Since \(H_m^{d-i}(-)\) and \(\text{Ext}_R^i(-, R)\) are zero over projective modules and all \(i > 0\), it turns out from an inductive argument that \(H_m^{d-i}(\mathcal{M})^\vee \cong \text{Ext}_R^i(\mathcal{M}, R)\). This completes the proof. □

In general, H-finite and cohomologically finite are not the same. For example, let \(R\) be a local domain of positive dimension. Then, \(H_m^0(\mathcal{Q}(R)) = 0\), i.e., \(\mathcal{Q}(R)\) is H-finite. By a result of Jensen [13] there are cases for which \(\text{Ext}_R^i(\mathcal{Q}(R), R)\) is a non-empty direct sum of \(\mathcal{Q}(R)\), i.e., \(\mathcal{Q}(R)\) is not cohomologically finite. The next section talks more on this topic.

### 6. COHOMOLGICALLY ZERO INJECTIVE MODULES

By \(\text{hSupp}(-)\), we mean \(\bigcup_i \text{Supp}(\text{Ext}_R^i(-, R))\).

**Definition 6.1.** A module \((-)\) is called cohomologically zero if \(\text{hSupp}(-) = \emptyset\).

Recall that a finitely generated module is cohomologically zero iff it is zero. Let us connect to the previous section:

**Corollary 6.2.** Let \((R, m)\) be a PID. Then \(\mathcal{Q}(R)\) is cohomologically finite iff \(R\) is complete.

To see the corollary, we may assume that it is of positive dimension, then it follows by Proposition 5.2 and the following result of Auslander [3] Page 166:

**Fact 6.3.** Let \((R, m)\) be a complete local integral domain of positive dimension. Then \(\mathcal{Q}(R)\) is cohomologically zero.

This result of Auslander can be extended in 3 different directions:

**Observation 6.4.** Let \(R\) be any integral domain of positive dimension which is not necessarily noetherian. Suppose \(R\) is complete with respect to a nontrivial ideal \(I\). Then \(\text{Ext}_R^i(\mathcal{Q}(R), R) = 0\) for all \(i\).

**Proof.** Let \(F\) be a flat module with the property that \(F \otimes_R R/I = 0\). The desired claim follows immediately from [38] Theorem 4.4, where it were shown that \(\text{Ext}_R^i(F, M^J) = 0\) for any \(M\). It remains to note that \(\mathcal{Q}(R)\) is flat and that \(\mathcal{Q}(R) \otimes_R R/I = 0\). □

**Remark 6.5.** Recall from [29] that a module \(\mathcal{M}\) is called strongly cotorsion if \(\text{Ext}_R^i(\mathcal{Q}(R), \mathcal{M}) = 0\) for all \(i\). By this terminology, the previous observation says that \(R\) is strongly cotorsion.

Let \((R, m)\) be a complete-local integral domain. In [32] Corollary 2, Matlis proved that \(\text{Ext}_R^1(E_R(k), R) \neq 0\) iff \(\dim R = 1\). This is true for another class of rings as item b) of the next result indicates:
**Proposition 6.6.** Let \((R, m, k)\) be a local Gorenstein integral domain of dimension \(d > 0\). Then

\[
\Ext^i_R(E_R(k), R) \simeq \begin{cases} 
\hat{R} & \text{if } i = d \\
0 & \text{otherwise}
\end{cases}
\]

In particular, the following properties are true for the non-finitely generated module \(E_R(k)\):

- \(E_R(k)\) is cohomologically finite iff \(R\) is complete,
- \(\Ext^i_R(E_R(k), R) \neq 0\) iff \(\dim R = 1\),
- \(E_R(k)\) is not cohomologically zero,
- \(h\text{Supp}(E_R(k)) = \text{Spec}(R) \neq \{m\} = \text{Supp}(E_R(k))\).

**Proof.** The injective resolution of \(R\) is given by

\[
0 \to R \to \bigoplus_{ht(q)=0} E_R(R/q) \to \ldots \to \bigoplus_{ht(q)=d-1} E_R(R/q) \to E_R(k) \to 0.
\]

Recall that \(\Hom_R(E_R(k), R) = 0\) because the image any map is finitely generated and divisible. Now, we recall that

\[
\Hom_R(E_R(k), E_R(R/p)) \simeq \begin{cases} 
\hat{R} & \text{if } p = m \\
0 & \text{otherwise}
\end{cases}
\]

Thus,

\[
\Ext^i_R(E_R(R/p), R) = H^i(0 \to 0 \to \ldots \to 0 \to \hat{R} \to 0).
\]

This proves the first part.

a): Note that \(\hat{R}\) is finitely generated as an \(R\)-module iff \(R\) is complete.

b): The existence of a finitely generated injective module implies that the ring is artinian.

d): Items c) and d) are clear, because \(d > 0\).

Here, we deal with the corresponding property of \(E_R(R/p)\) for a middle \(p\).

**Lemma 6.7.** Let \((R, m, k)\) be a regular local ring of dimension \(d > 0\) and \(p\) be a prime ideal of height \(d - 1\). There is a number \(\mu\) (finite, or infinite) and a module \(H\) isomorphic to \(\hat{R}_p\) such that

\[
\Ext^i_R(E_R(R/p), R) \simeq \begin{cases} 
\hat{R}_p^\mu & \text{if } i = d \\
\hat{R}_p & \text{if } p = q \\
\hat{R}_p & \text{if } q = m \\
0 & \text{otherwise}
\end{cases}
\]

**Proof.** Let \(X(i) = \{q \in \text{Spec}(R) : ht(q) = i\}\). The minimal injective resolution of \(R\) is given by

\[
\zeta := 0 \to R \to \bigoplus_{q \in X(0)} E_R(R/q) \to \ldots \to \bigoplus_{q \in X(d-2)} E_R(R/q) \xrightarrow{f} \bigoplus_{q \in X(d-1)} E_R(R/q) \xrightarrow{g} E_R(k) \to 0.
\]

Recall that \(\Hom(E_R(k), R) = 0\) because the image any such map at the same time is both finitely generated and divisible. Suppose \(i > 0\). Recall that

\[
\Hom_R(E_R(R/p), E_R(R/p)) = Hom_{\hat{R}_p}(E_R(R/p)_p, E_R(R/p)_p) = \hat{R}_p.
\]

Also, there is a \(\mu\) such that \(E_R(R/p)^\mu = \hat{R}_p\) (see [37] Page 2392)). Now, use the fact:

\[
\Hom_R(E_R(R/p), E_R(R/q)) \simeq \begin{cases} 
\hat{R}_p^\mu & \text{if } p = q \\
\hat{R}_p^\mu & \text{if } q = m \\
0 & \text{otherwise}
\end{cases}
\]
In particular,
\[ \text{Ext}^i_R(E_R(R/p), R) = H^i \left( 0 \to 0 \to \ldots \to 0 \to \widehat{R}_p \xrightarrow{h} \widehat{R}_p^\mu \to 0 \right) \]  
\[ \text{(+) } \]

Let \( h := (g_q) \) where \( g_q : E_R(R/q) \to E_R(R/m) \). Suppose on the way of contradiction that \( g_q = 0 \). Then \( E_R(R/q) \subset \ker(g) = \im(f) \). Let \( f_1 \) be the composition map
\[ \oplus_{p \in X(d-2)^-} E_R(R/p) \xrightarrow{f} \oplus_{Q \in X(d-1)} E_R(R/Q) \to \oplus_{Q \in X(d-1) \backslash q} E_R(R/Q). \]
We look at
\[ \oplus_{q \in X(d-2)^-} E_R(R/q) \xrightarrow{f_1} \oplus_{q \in X(d-1) \backslash q} E_R(R/q) \xrightarrow{g_1} E_R(k) \to 0, \]
and observe that
a) \( \im(f_1) \oplus E_R(R/q) = \im(f) \)
b) \( \ker(g) = \ker(g_1) \oplus E_R(R/q) \).

Since \( \ker(g) = \im(f) \) we deduce that \( \ker(g_1) = \im(f_1) \). This is in contradiction with the minimality of \( \zeta \). In sum, \( g_q \neq 0 \).

Since \( g_p : E_R(R/p) \to E_R(R/m) \) is nonzero, we know \( h := \text{Hom}(E_R(R/p), g_p) \) is nonzero. Let \( A \) be a ring and \( F : A \to \oplus_{i \in I} A \) be nonzero. We compose this with a suitable projection to the \( i \)-th component, \( F \) induces a nonzero map
\[ A \xrightarrow{f} \oplus_{i \in I} A \to A, \]
and denote the composite map by \( f_i \). In particular, \( f_i \) is a multiplication by some \( r_i \in \mathbb{R} \). By assumption, \( \widehat{R}_p \) is an integral domain. From these, we deduce that \( h \) is injective.

Let \( H := \im(h) \). Since \( h \) is injective, it is isomorphic to \( \widehat{R}_p \), and in view of \( \text{(+) } \) we deduce that
\[ \text{Ext}^i_R(E_R(R/p), R) \simeq \begin{cases} \widehat{R}_p^\mu & \text{if } i = d \\ 0 & \text{otherwise} \end{cases} \]
This is what we want to prove.

\[ \square \]

**Corollary 6.8.** Adopt the above notation and suppose in addition \( R/p \) is not complete. Then \( E_R(R/p) \) is not cohomologically zero.

**Proof.** By a result of Schenzel \cite{37} Proposition 4.3] we know \( \mu > 1 \). Since
\[ \text{Ext}^i_R(E_R(R/p), R) = \widehat{R}_p^\mu / H \]
and \( H \cong \widehat{R}_p \), we deduce that \( \text{Ext}^i_R(E_R(R/p), R) \) is not zero.

\[ \square \]

Now, we state three corollaries on projective dimension of certain injective modules.

**Corollary 6.9.** Let \( (R, m) \) be a regular local ring of dimension \( d > 0 \) and \( p \) be a prime ideal of height \( d - 1 \) such that \( R/p \) is not complete. Then \( \text{pd}_R(E_R(R/p)) = d \).

**Proof.** We observed in the previous corollary that \( \text{Ext}^i_R(E_R(R/p), R) \) is not zero. Since global-dimension of \( R \) is \( d \) we get the desired claim.

\[ \square \]

**Observation 6.10.** (After Matlis) Let \( (R, m) \) be a Gorenstein local ring. Then \( \text{pd}(E_R(R/m)) \leq \dim R \).
Proof. Let \( d := \dim R \) and \( \underline{x} = x_1, \ldots, x_d \) be a system of parameters for \( R \). Recall that the Čech complex of \( R \) with respect to \( \underline{x} \) has the form
\[
\check{C} := 0 \rightarrow R \rightarrow \oplus R_{x_1} \rightarrow \cdots \rightarrow \oplus R_{x_1 \cdots x_d} \rightarrow R_{x_1 \cdots x_d} \rightarrow 0,
\]
and it provides a flat resolution for the \( R \)-module \( H^d_{\underline{x}}(R) = E_R(R/m) \). Thus, it has finite projective dimension. It turns out that \( \pd(E_R(R/m)) \leq \dim R \). □

Let us show that this is sharp:

Corollary 6.11. Let \((R, m, k)\) be a regular local ring of dimension \( d \). Then \( \pd_R(E_R(k)) = d \).

Proof. We may assume \( d > 0 \). Recall from Proposition 6.6 that \( \Ext^d_R(E_R(k), R) \neq 0 \). Since global-dimension of \( R \) is \( d \) we get the desired claim. □

In Observation 7.4 see below, we will replace the above regularity assumption with the complete and Gorenstien assumption.

Corollary 6.12. Let \((R, m)\) be a regular ring and \( \mathfrak{p} \) be a prime ideal. Then \( \pd_R(E_R(R/\mathfrak{p})) \geq \text{ht}(\mathfrak{p}) \).

Proof. It is easy to see that \( \pd_R(M) \geq \pd_{R_{\mathfrak{p}}}(M_{\mathfrak{p}}) \) for any \( R \)-module \( M \) and any \( \mathfrak{p} \). Since \( (E_R(R/\mathfrak{p}))_{\mathfrak{p}} = E_{R_{\mathfrak{p}}}(k(\mathfrak{p})) \), the desired claim is in the previous corollary. □

7. The realization problem

We start with

Definition 7.1. (Jensen-Nunke) Let \( i > 0 \). Recall from [14] that a module \( M \) is called \( i \)-realizable if there are modules \( \mathcal{N}, \mathcal{L} \) such that \( M \cong \Ext^i_R(\mathcal{N}, \mathcal{L}) \). When \( i := \dim R < \infty \) we say \( M \) is realizable.

The following result is not new. It was proved by Jensen [14] Theorem 2] via some spectral sequences and derived functors \( \lim_i(i) \). The following proof is elementary.

Corollary 7.2. Let \((R, m)\) be a regular of positive dimension \( d \) and \( M \) be finitely generated. Then \( \hat{M} \cong \Ext^d_R(E_R(k), M) \). In particular, if \( M \) is complete then \( M \) is realizable.

Proof. Let \((-) \) be a finitely generated module and set \( F(-) := \Ext^d_R(E_R(k), -) \). Since injective dimension of any module is at most \( d \), \( F(-) \) is right exact. Also, it preserves finite direct sum. By Watts' theorem,
\[
F(-) \cong F(R) \otimes R (-)
\]
for any finitely generated module. Recall from Proposition 6.6 that \( F(R) = \hat{R} \). By plugging this in Watts' isomorphism, we get that
\[
\hat{M} \cong M \otimes_R \hat{R} \cong \Ext^d_R(E_R(k), M),
\]
as claimed. □

Remark 7.3. If we allow the module \( \mathcal{N} \) in the above definition to be finitely generated, the story of Corollary 7.2 will changes, see Fact 4.4.

Example 7.4. The finitely generated assumption of \( M \) in Corollary 7.2 is important: Let \( R \) be a discrete valuation domain which is not a field. Then \( \pd_R(Q(R)) = 1 \). There is a module \( M \) such that \( \Ext^1_R(Q(R), M) \neq 0 \). Let \( dM \) be the largest divisible submodule of \( M \). In view of [34] Theorem 7.2, \( M \) is not realizable.
Recall from [29] that a module is called corotential if $\text{Hom}_R(\mathbb{Q}(R), \mathcal{M}) = \text{Ext}_R^1(\mathbb{Q}(R), \mathcal{M}) = 0$.

**Example 7.5.** (Matlis) Any cotorsion module $\mathcal{M}$ over an integral domain is 1-realizable.

**Proof.** We apply $\text{Hom}_R(-, \mathcal{M})$ to $0 \to R \to \mathbb{Q}(R) \to \frac{\mathbb{Q}(R)}{R} \to 0$ and observe

$$0 = \text{Hom}_R(\mathbb{Q}(R), \mathcal{M}) \to \text{Hom}_R(R, \mathcal{M}) \to \text{Ext}_R^1(\mathbb{Q}(R)/R, \mathcal{M}) \to \text{Ext}_R^1(\mathbb{Q}(R), \mathcal{M}) = 0,$$

i.e., $\mathcal{M} \cong \text{Hom}_R(R, \mathcal{M}) \cong \text{Ext}_R^1(\mathbb{Q}(R)/R, \mathcal{M})$. $\square$

In order to extend Corollary 7.2, we need to state the following:

**Definition 7.6.** Let $i > 0$. We say a module $\mathcal{M}$ is called homologically realizable at level $i$ if there are modules $\mathcal{N}$, $\mathcal{L}$ such that $\mathcal{M} \cong \text{Tor}_i^R(\mathcal{N}, \mathcal{L})$. When $i := \dim R < \infty$ we say $\mathcal{M}$ is homologically realizable.

**Fact 7.7.** (Matlis) Let $R$ be a domain. Any torsion module $\mathcal{M}$ is homologically realizable at level one. In particular, over 1-dimensional rings a module is homologically realizable iff it is torsion.

**Proposition 7.8.** Let $(R, m)$ be a local ring, $\underline{x} := x_1, \ldots, x_n$ be a regular sequence and let $\mathcal{A}$ be artinian. Then $\mathcal{A}$ is homologically realizable at level $i$ for each $0 < i \leq n$. In fact, $\mathcal{A} \cong \text{Tor}_i^R(H_{\underline{x}}^i(R), \mathcal{A})$ where $\underline{x}_i := x_1, \ldots, x_i$.

The following proof works for m-torsion modules.

**Proof.** Let $a_i := (x_1, \ldots, x_i)$, and recall the natural isomorphism $H_{a_i}^0(\mathcal{A}) = \mathcal{A}$. This holds, because $\mathcal{A}$ is an m-torsion module. Denote the Čech complex of $R$ with respect to $a_i$ by $\check{\mathcal{C}}(x_1, \ldots, x_i; R)$. Since $\underline{x}$ is a regular sequence, it follows that $\check{\mathcal{C}}(x_1, \ldots, x_i; R)$ is a flat resolution of $H_{a_i}^0(R)$, and consequently, it can be used for commuting tor-modules. Namely,

$$\text{Tor}_i^R(H_{a_i}^0(R), \mathcal{A}) \cong H_j(\check{\mathcal{C}}(x_1, \ldots, x_i; R) \otimes_R \mathcal{A}) \cong \check{\mathcal{H}}_{a_i}^{i-j}(\mathcal{A}).$$

Thus,

$$\text{Tor}_i^R(H_{a_i}^0(R), \mathcal{A}) \cong H_{a_i}^0(\mathcal{A}) \cong \mathcal{A},$$

as claimed. $\square$

**Corollary 7.9.** Let $(R, m)$ be a Cohen-Macaulay local ring of positive dimension and let $\{\mathcal{A}_j\}$ be a directed family of artinian modules. Then $\mathcal{A} := \varinjlim_{\leftarrow j} \mathcal{A}_j$ is homologically realizable.

**Proof.** Let $d := \dim R$. In view of Proposition 7.8, we know $\text{Tor}_d^R(H_m^d(R), \mathcal{A}_j) \cong \mathcal{A}_j$. Since Tor-functors commutes with directed limits, we have

$$\text{Tor}_d^R(H_m^d(R), \mathcal{A}) \cong \varinjlim_{\leftarrow j} \text{Tor}_d^R(H_m^d(R), \mathcal{A}_j) \cong \varinjlim_{\leftarrow j} \mathcal{A}_j = \mathcal{A}.$$

This is what we want to prove it. $\square$

Let us give some examples that can’t be written as a direct limit of artinian:

**Example 7.10.** Let $I$ be any ideal. Then the conormal module $\frac{_1JI}{I}$ is homologically realizable at level one. There is a choice for $I$ such that the conormal module is not of finite length. Indeed, use the natural isomorphism $\text{Tor}_1^R(\frac{1}{I}, \frac{1}{I}) \cong \frac{1}{I}$. 
Let $M, N$ be finitely generated modules. The notation $P(M, N)$ stands for the set of all $M \to N$ which factor through free modules. By stable-hom, we mean $\text{Hom}_R(M, N) := \frac{\text{Hom}(M, N)}{P(M, N)}$.

**Example 7.11.** (Auslander) The stable-hom is homologically realizable at level one. Indeed,

$$\text{Hom}_R(M, N) = \text{coker}(f : \text{Hom}_R(M, R) \otimes_R N \to \text{Hom}_R(M, N)).$$

Recall from Observation 6.10 that $\text{pd}$

Proof. Let $M = M^p$. Then $A$ is artinian. Thanks to Proposition 7.8 we know

$$A \cong \text{Tor}_R^i(H^m_\mathfrak{a}(R), A).$$

By taking another Matlis duality and using Matlis theory we observe that

$$M \cong M^{p} = A^p \cong \text{Tor}_R^p(H^m_\mathfrak{a}(R), M^{p}) \cong \text{Ext}_R^p(H^m_\mathfrak{a}(R), M^{p}) \cong \text{Ext}_R^p(H^m_\mathfrak{a}(R), M),$$

as claimed.

**Corollary 7.13.** Let $(R, m)$ be a complete Cohen-Macaulay local ring of dimension $d > 0$ and let $M$ be finitely generated. Then $M \cong \text{Ext}_R^d(H^m_\mathfrak{a}(R), M)$. In particular, $M$ is realizable.

Proof. It is enough to note that $H^d_\mathfrak{a}(R) \cong H^d_\mathfrak{x}(R)$, where $\mathfrak{x}$ is a full parameter sequence.

**Observation 7.14.** Let $(R, m)$ be a complete Gorenstein local ring. Then $\text{pd}(E_R(R/m)) = \dim R$.

Proof. Recall from Observation 6.10 that $\text{pd}(E_R(R/m)) \leq \dim R$. Recall from Corollary 7.13 that $\text{Ext}_R^d(E_R(R/m), R) \cong R \neq 0$. So, $\text{pd}(E_R(R/m)) = \dim R$.

The following result extends a result of Matlis [32 Theorem 6] from 1-dimensional case to any dimension. Also, a Cohen-Macaulay assumption from [31 Corollary 3.13].

**Corollary 7.15.** Let $(R, m)$ be a local ring. Then $R$ is Gorenstein iff $\text{pd}(E_R(R/m)) < \infty$.

Proof. One side direction is in Observation 7.14 it is easy to remove the complete assumption. Now, suppose $t := \text{pd}(E_R(R/m)) < \infty$. Let

$$0 \to F_1 \to \ldots \to F_0 \to E_R(R/m) \to 0$$

be a free resolution of $E_R(R/m)$. Apply Matlis duality, gives us the following injective resolution

$$0 \to \hat{R} \to F_1^0 \to \ldots \to F_0^0 \to 0.$$ We see $i := \text{id}_R(\hat{R}) < \infty$. Following Cartan-Eilenberg (see [8 VI.4.1.3]) we have

$$0 = \text{Ext}_R^j(R/m, \hat{R}) \cong \text{Ext}_R^j(R/m \otimes_R \hat{R}, \hat{R}) \cong \text{Ext}_R^j(\hat{R}/m_{\hat{R}}, \hat{R})$$

for all $j > i$. From this, $\text{id}_R(\hat{R}) < \infty$, i.e., $\hat{R}$ is Gorenstein. Consequently, $R$ is Gorenstein.
which is a closed subset of Spec$(R)$ with respect to the Zariski topology. So, there is an ideal $I$ such that $nCM(R) = V(I)$ and we call it the ideal of definition.

**Corollary 7.16.** Let $(R, m)$ be excellent with the ideal of definition $I$. Then $pd_R(E_R(R/p)) = \infty$ for all $p \in V(I)$.

**Proof.** Let $p \in V(I)$. Then $R_p$ is not Cohen-Macaulay. In particular, it is not Gorenstein. By Corollary 7.15 $pd_R(E_{R_p}(R_p/pR_p)) = \infty$. Since $pd_R(E_R(R/p)) \geq pd_{R_p}(E_{R_p}(R_p/pR_p))$ we conclude that $pd_R(E_R(R/p)) = \infty$.

Here, we collect some example of realizable flat module over non-artinian rings that are not finitely generated:

**Example 7.17.**

i) Let $(R, m)$ be a Gorenstein local ring. Then $\hat{R}$ is realizable.

ii) Let $(R, m)$ be a complete Cohen-Macaulay local ring and let $\{M_i\}$ be a family of finitely generated modules. Then $\prod I_j M_i$ is $i$-realizable for any $0 < i \leq \dim R$.

iii) Let $R$ be as item ii). Then $\prod_{IN} R$ is realizable.

**Proof.** Let $d := \dim R$.

i) In view of Proposition 6.6 we know that $\hat{R} \cong \text{Ext}^d_m(H^d_m(R), R)$. By definition, $\hat{R}$ is realizable.

ii) For simplicity, we assume $i = d$. By the above corollary we know that $M_d = \text{Ext}^d_m(H^d_m(R), M_j)$.

Thus, $\prod I_j M_i \cong \text{Ext}^d_m(H^d_m(R), \prod I_j M_i)$, and so $\prod I_j M_i$ is realizable.

iii) This is a special case of ii)

The following result was proved by Jensen [13, Proposition 5]. Here, we present an elementary proof:

**Fact 7.18.** Let $R$ be a complete local ring and $\{M_i\}$ be an inverse system of finitely generated modules. Suppose $\text{id}_R(M_i) \leq n$ for all $i$. Then $\text{id}_R(\varprojlim M_i) \leq n$.

**Proof.** Dualizing the injective resolution $0 \to M_i \to E_0 \to \cdots \to E_n \to 0$, yields the following flat resolution

$$
0 \to E_n^p \to \cdots \to E_0^p \to M_i^p \to 0.
$$

Since Tor commutes with directed limit, it follows that $\text{fl. dim}_R(\varprojlim M_i^p) \leq n$. Let

$$
0 \to F_n \to \cdots \to F_0 \to \varprojlim M_i^p \to 0
$$

be a flat resolution. Then

$$
0 \to (\varprojlim M_i^p)^p \to F_0^p \to \cdots \to F_n^p \to 0
$$

is an injective resolution. Recall that

$$(\varprojlim M_i^p)^p = \varprojlim M_i^{po} = \varprojlim M_i.$$

This completes the proof.

In fact, one may use Fact 7.18 and show that:

**Fact 7.19.** Let $R$ be a complete local ring and $\{A_i\}$ be an inverse system of Matlis reflexive modules (e.g. artinian modules). Suppose $\text{id}_R(A_i) \leq n$ for all $i$. Then $\text{id}_R(\varprojlim A_i) \leq n$. 

8. HOMOLOGICALLY ZERO FLAT MODULES

We recall the following elementary result of Auslander:

**Fact 8.1.** (See [3] Proposition 4.3) Let \((R, m)\) be a complete local, \(M\) be finitely generated. Then \(\operatorname{Ext}_R^p(\lim_i A_i, M) \cong \lim_i \operatorname{Ext}_R^p(A_i, M)\) for any directed family \(\{A_i\}\).

We simplify the following result of Jensen and Buchweitz-Flenner:

**Corollary 8.2.** (See [7] Corollary 1) If \((R, m)\) is a complete local noetherian ring and \(F\) is a flat \(R\)-module then \(\operatorname{Ext}_R^p(F, M) = 0\) for all \(p \geq 1\) and all finite \(R\)-modules \(M\).

**Proof.** Due to Lazard’s theorem we know that any flat module \(F\) is a direct limit of free modules \(\{F_i\}\). By the above fact,

\[
\operatorname{Ext}_R^p(F, M) = \operatorname{Ext}_R^p(\lim_i F_i, M) \cong \lim_i \operatorname{Ext}_R^p(F_i, M) = 0,
\]

as claimed. \(\square\)

As far as I know, the history of the next result comes back to the beautiful red book of Kaplansky [25, Theorem 19]:

**Corollary 8.3.** (Compare with [34] Theorem 7.1) Let \((R, m)\) be a PID. The following are equivalent:

1. \(\operatorname{Ext}_R^1(F, N) = 0\) for any torsion-free module \(F\) and any finitely generated \(R\)-module \(N\),
2. \(\operatorname{Ext}_R^1(F, N)\) is finitely generated for any torsion-free module \(F\) and any finitely generated \(R\)-module \(N\),
3. \(\operatorname{Ext}_R^1(F, R)\) is finitely generated for any torsion-free module \(F\),
4. \(\operatorname{Ext}_R^1(F, R) = 0\) for any countably generated torsion-free module \(F\),
5. \(\operatorname{Ext}_R^1(F, R) = 0\) for any torsion-free module \(F\),
6. \(R\) is complete,
7. \(R\) is realizable,
8. any finitely generated module is realizable.

**Proof.** 1) \(\Rightarrow 2)\) \(\Rightarrow 3)\): These are trivial. 3) \(\Rightarrow 4)\): This is in Lemma 5.1. 4) \(\Rightarrow 5)\): This is trivial. 5) \(\Rightarrow 6)\): Recall that flat and torsion-free are the same notions. Now, use [14, Theorem 1]. 6) \(\Rightarrow 7)\): It follows that any finitely generated module is complete. Now, see Corollary 7.2. 7) \(\Rightarrow 8)\): This implies that \(R\) is complete, and recall that torsion-free are the same notions. Now, use Corollary 8.2. \(\square\)

Here, we collect some examples of cohomologically (non-) zero flat modules from literature.

**Example 8.4.** (Gruson) Let \(k\) be an uncountable field, and let \(R := k[X, Y]_{(X, Y)}\). Then \(\operatorname{Ext}_R^1(\mathbb{Q}(R), R) = 0\) iff \(i \neq 2\). In particular, \(\operatorname{Ext}_R^2(\mathbb{Q}(R), R)\) is not finitely generated.

**Proof.** Suppose on the way of contradiction that \(\operatorname{Ext}_R^2(\mathbb{Q}(R), R)\) is finitely generated. By a result of Gruson [23, Proposition 3.2] we know that \(R\) is complete with respect to adic topology of the collection \(S := \{rR: r \in R\}\), i.e., the map \(f\) in the following exact sequence

\[
0 \rightarrow R \xrightarrow{f} \lim_{r \in S} R_u \xrightarrow{f} \operatorname{Ext}_R^1(\mathbb{Q}(R), R) \rightarrow 0
\]

is an isomorphism. In other words, \(\operatorname{Ext}_R^1(\mathbb{Q}(R), R) = 0\). Also, \(\operatorname{Hom}_R(\mathbb{Q}(R), R) = 0\). In other words, \(\mathbb{Q}(R)\) is cohomologically finite. In view of Lemma 5.1 we see \(\operatorname{Ext}_R^2(\mathbb{Q}(R), R) = 0\). Since \(\operatorname{id}_R(R) = 2\), we get \(\operatorname{Ext}_R^2(\mathbb{Q}(R), R) = 0\). Since \(\operatorname{id}_R(R) = 2\),...
we have Ext^j_R(Q(R), R) = 0 for all \( i \). According to [15 Theorem 9.19], this yields \( Q(R) = 0 \). This is a contradiction. \( \Box \)

The following is now immediate:

**Corollary 8.5.** (Kaplansky) Adopt the previous notation. Then pd_R(Q(R)) = 2.

The uncountable assumption on \( k \) is really needed, as the next example says:

**Example 8.6.** Let \( (R, m) \) be a countable Gorenstein integral domain. Then Ext^1_R(Q(R), R) = 0 iff \( i \neq 1 \).

**Proof.** Recall that pd_R(Q(R)) = 1 and Hom_R(Q(R), R) = 0. It remains to recall from [15 Theorem 9.18] that over a countable local Gorenstein ring, a flat module is zero iff it is cohomologically zero. \( \Box \)

**Example 8.7.** Let \( k \) be any field, and let \( R := k[[X, Y]] \). Then pd_R(Q(R)) = 2.

**Proof.** It follows by countable prime avoidance for complete rings (see [39]) that there are uncountable family of height one prime ideals which are principal, as \( R \) is UFD. It remains to apply the proof of [27 Theorem 2]. \( \Box \)

Let us compute pd_R(Q(R)) in some singular cases. First, we present the following easy observation:

**Discussion 8.8.** Let \( (R, m, k) \) be a 2-dimensional Cohen-Macaulay local integral domain containing the uncountable field \( k \). Let \( x, y \) be an \( R \)-sequence. According to a result of Hartshorne [20 Proposition 1], \( A := k[x, y] \) is the polynomial ring and the inclusion map \( A \hookrightarrow R \) is a flat extension. In the light of [27 Theorem 2] we observe that pd_A(Q(A)) = 2. Let \( N \) be any \( R \)-module. So, it is equipped with the structure of an \( A \)-module. By definition, Ext^j_A(Q(A), N) = 0 for all \( j > 2 \). Following Cartan-Eilenberg (see [8 VI.4.1.3]) we have

\[
0 = \text{Ext}^j_A(Q(A), N) \otimes_A R \cong \text{Ext}^j_R(Q(A) \otimes_A R, N) \cong \text{Ext}^j_R(Q(A) \otimes_A R, N)
\]

for all \( j > 2 \). We deduce from this that

\[
\text{pd}_R(Q(A) \otimes_A R) \leq 2.
\]

**Example 8.9.** Let \( R := k[x^2, xy, x^2]_m \). Then pd_R(Q(R)) \leq 2.

**Proof.** Let \( A := k[x^2, y^2] \). In view of Discussion 8.8

\[
\text{pd}_R(Q(A) \otimes_A R) \leq 2 \quad (*)
\]

For simplicity, we set \( U := x^2, V := y^2 \) and \( W := xy \). Then \( A := k[U, V] \) and \( R := \frac{k[U, V, W]}{(UV - W^2)} \). Let us rewrite \( R := A[W]/(W^2 - a) \) where \( a := UV \in A \). It is easy to see that

\[
Q(R) = Q(A)[W]/(W^2 - a),
\]

because \( w(wa^{-1}) = w^2a^{-1} = 1 \), i.e., the inverse of \( w \) is \( wa^{-1} \in Q(A)[W]/(W^2 - a) \). Now, recall that

\[
\begin{align*}
Q(R) &= Q(A)[W]/(W^2 - a) \\
&= Q(A) \otimes_A (A[W]/(W^2 - a)) \\
&= Q(A) \otimes_A R.
\end{align*}
\]

In the light of (*), pd_R(Q(R)) \leq 2. \( \Box \)

**Example 8.10.** Let \( R := \mathbb{C}[x, y, z]_m/(x^2 + y^3 + z^5) \). Then pd_R(Q(R)) = 2.
Proof. The method of Example 8.9 shows that \( \text{pd}_R (Q(R)) \leq 2 \). Suppose on the way of contradiction that \( \text{pd}_R (Q(R)) \neq 2 \). Then \( \text{pd}_R (Q(R)) = 1 \). Following [27, Theorem 1] \( Q(R) \) is countably generated as an \( R \)-module. Recall that a noetherian local ring with uncountable residue field equipped with countable prime avoidance. It follows by this that there are uncountable family of height one prime ideals. Recall that the singular ring \( R \) is UFD. The ring is equipped with uncountable family of irreducible elements. So, \( Q(R) \) is not countably generated. This contradiction shows that \( \text{pd}_R (Q(R)) = 2 \). □

Remark 8.11. i) In the final section we present a modern proof of Discussion 8.8 and Example 8.9 via applying the machinery invented by Gruson and Ranaud [24]. Despite this, the above arguments are elementary, independent from [24] and spiritual.

ii) In Theorem 11.3 we present the general case of Example 8.10. In fact, the mentioned theorem inspired by Example 8.10.

Example 8.12. Let \((R, m)\) be complete and \( f \in m \) be regular. Then \( R_f \) is homologically zero flat module.

Proof. It is easy to see \( \text{Hom}_R (R_f, R) = 0 \). By Corollary 8.2 \( \text{Ext}_R^0 (R_f, R) = 0 \). □

We need the reverse part of Example 8.12:

Fact 8.13. (See [37, Theorem 1.1]) Let \( x_1, \ldots, x_d \) be a full system of parameters for \((R, m)\). Then \( \text{Ext}_R^1 (\oplus R x_i, R) = 0 \) iff \( R \) is complete in \( m \)-adic topology.

9. Splitting with the theme of Kaplansky

We start with the following splitting criteria:

Proposition 9.1. Let \((R, m)\) be a local domain and \( f \in R \) be nonzero. Let \( \zeta := 0 \to R \to A \xrightarrow{\delta} R_f \to 0 \) be such that \( A \) decomposes into nonzero modules. Then \( \zeta \) splits.

Proof. We may assume that \( f \) is not invertible. Let \( M \) be a module of positive grade with respect to \( f R \). The flat resolution of \( R_f / R \) is given by

\[
0 \to R \to R_f \to R_f / R \to 0.
\]

Then

\[
\text{Tor}_R^0 (R_f / R, M) = H^0 (\hat{C}(f, R)) \otimes_R M = H^0 (f) (M) = 0 \quad (\ast)
\]

Let \( A \cong A_1 \oplus A_2 \) be a nontrivial decomposition. Recall that

\[
\frac{R_f}{R} \otimes_R R_f = \frac{R_f}{R} = 0.
\]

We apply \( \frac{R_f}{R} \otimes_R - \) to \( \zeta \) to deduce that

\[
0 = \text{Tor}_R^1 (R_f / R, R_f) \to \frac{R_f}{R} \to \frac{R_f}{R} \otimes_R A \to \frac{R_f}{R} \otimes_R R_f = 0,
\]

i.e., \( \frac{R_f}{R} \cong \frac{R_f}{R} \otimes_R A \).

Claim A): \( \frac{R_f}{R} \) is indecomposable.

Indeed, thanks to \( \check{\text{C}}\text{heck}-\text{complex} \), we know that

\[
\frac{R_f}{R} = H^1 (\hat{C}(f, R)) = H^1 (f) (R).
\]
It is easy to see

$$\text{End}_R(\text{H}^1_{(f)}(R)) \cong \hat{R}^{(f)}$$

which is a commutative integral domain. From this, \( \hat{R}^{(f)} \) is indecomposable.

Now, recall that \( A \cong A_1 \oplus A_2 \). Apply \( \hat{R}^{(f)} \otimes_R \) to it and use \( \hat{R}^{(f)} \cong \hat{R}^{(f)} \otimes_R A \) to see

$$\hat{R}^{(f)} \cong \hat{R}^{(f)} \otimes_R A \cong \hat{R}^{(f)} \otimes_R A_1 \oplus \hat{R}^{(f)} \otimes_R A_2.$$ 

We combine Claim A) with this, to assume without loss of the generality that \( \hat{R}^{(f)} \otimes_R A_1 = 0 \). We apply \( - \otimes_R A_1 \to 0 \to R \to \hat{R}^{(f)} \otimes_R A_1 \to 0 \) and deduce that

$$0 \cong \text{H}^0_{(f)}(A_1) \cong \text{Tor}^R_1(\hat{R}^{(f)} A_1) \to A_1 \to \hat{R}^{(f)} \otimes_R A_1 \to \hat{R}^{(f)} \otimes_R A_1 = 0,$$

i.e., \( A_1 \cong \hat{R}^{(f)} \otimes_R A_1 \). Recall that \( g : A \to R_f \). Then

$$\begin{align*}
R_f &= g(A) \\
&= g(A) \\
&= g(A_1 \oplus A_2) \\
&= g(A_1) \oplus g(A_2) \\
&= g(A_1) \oplus g(A_2) \\
&= g(A_1) \oplus g(A_2).
\end{align*}$$

Since \( R_f \) is indecomposable, either \( g(A_1) = 0 \) or \( g(A_2) = 0 \). Suppose on the way of contradiction that \( g(A_1) = 0 \). On the one hand \( A_1 \subset \ker(g) = R \), and on the other hand \( A_1 \) is not finitely generated. This contradiction implies that \( g(A_2) = 0 \). Thus, \( g(A_1) = R_f \). From this, \( R + A_1 = A \). Since \( R \cap A_1 = 0 \) we have \( R \oplus A_1 = A \). The desired claim follows by this.

\[ \square \]

**Question 9.2.** (Matlis+Kaplansky, [26]) For what integral domains is it true that any torsionfree module of rank two is a direct sum of modules of rank one?

Here, we reprove [30, Theorem 61] and an essential part of [26].

**Corollary 9.3.** Let \( (R, m) \) be a local domain such that every torsion-free \( R \)-module of rank 2 that is not finitely generated is a direct sum of modules of rank 1. Then \( R \) is complete in the \( m \)-adic topology.

**Proof.** Let \( x_1, \ldots, x_d \) be a system of parameters of \( m \). The assumptions allow us to apply Proposition 9.1 and deduce that \( \text{Ext}^1_R(R_{x_i}, R) = 0 \) for all \( i \). By Fact 8.13 \( R \) is complete in \( m \)-adic topology. \[ \square \]

**Remark 9.4.** Among other things, [2] talks about rings for which any finitely generated reflexive module is a direct sum of modules of rank 1.

The following simplifies [9, Theorem 3.4] and removes its integral domain assumption:

**Proposition 9.5.** Let \( (R, m) \) be a 1-dimensional complete ring. The following are equivalent:

i) \( t(M) \oplus \text{M} \cong \text{M} \) for all finitely generated \( R \)-module,

ii) \( R \) is regular.

**Proof.** i) \( \Rightarrow \) ii): Suppose \( \text{Ext}^2_R(R/m, R/m) \neq 0 \). By applying \( \text{Hom}(-, R/m) \) to

$$0 \to m \to R \to R/m \to 0$$

we deduce that
yields us that
\[ 0 = \text{Ext}^1_R(R, R/m) \rightarrow \text{Ext}^1_R(m, R/m) \rightarrow \text{Ext}^2(R/m, R/m) \rightarrow \text{Ext}^2(R, R/m) = 0. \]

Now, recall Yoneda’s correspondence:
\[ \text{Ext}^1_R(m, R/m) = \{ 0 \rightarrow R/m \rightarrow X \rightarrow m \rightarrow 0 \}. \]

Since \( \text{Ext}^1_R(m, R/m) \) is not zero, then by Yoneda lemma there exists an exact sequence
\[ 0 \rightarrow R/m \rightarrow X \rightarrow m \rightarrow 0 \quad (\ast), \]

which is not split. Since \( \{ m, R/m \} \) are finitely generated, then \( X \) is finitely generated. Recall that \( m \) is torsion-free. Then
- \( \text{tor}(X) = R/m \) and
- \( X/\text{tor}(X) \) is \( m \).

From these, and according to the assumption, \( t(X) \oplus \overline{X} \cong X \). In view of Theorem 1.1, we get to the contradiction that \((\ast)\) splits. So, \( \text{Ext}^2_R(R/m, R/m) = 0 \), and consequently, \( R \) is regular.

\( ii) \Rightarrow i) \): This is trivial.

\[ \square \]

10. A QUESTION BY GERSTNER

Let \( k \) be an uncountable field, and let \( R_0 := k[X,Y]_{(X,Y)} \). We observed in §8 that \( \text{Ext}^i_{R_0}(Q(R_0), R_0) = 0 \) for \( i \leq 1 \). Note that \( \text{depth}(R_0) = 2 \). Now, let \( R \) be any commutative ring. Gerstner asked:

\textbf{Question 10.1.} For which property of \( R \) to ensure, that condition \( \text{Hom}_R(M, R) = \text{Ext}^1_R(M, R) = 0 \) on \( R \)-module \( M \) implies \( M = 0 \).

One may deal with finitely generated modules, see [19 Proposition 3].

\textbf{Proposition 10.2.} Let \( (R, m) \) be local, and assume the restriction that we focus on finitely generated modules. Then in Question [10.1] the desired property completely determined. Namely, \( \text{depth}(R) \leq 1 \).

\textbf{Proof.} Suppose \( \text{depth}(R) \geq 2 \). There is an \( R \)-regular sequence two, namely \( x, y \). Set \( M := R/(x,y) \). Recall that
\[ \text{grade}(I, R) = \inf \{ i : \text{Ext}_R^i(R/I, R) \neq 0 \}. \]

From this, \( \text{Hom}_R(M,R) = \text{Ext}^1_R(M,R) = 0 \) but \( M \) is not free.

Conversely, suppose that \( \text{depth}(R) \leq 1 \). Let \( M \) be such that \( \text{Hom}_R(M, R) = \text{Ext}^1(M, R) = 0 \). Suppose \( \text{depth}(R) = 0 \) (resp. \( \text{depth}(R) = 1 \)). Since \( M^* \) is free (resp. \( \text{Ext}^1_R(M, R) = 0 \)), and in view of [35 Lemma 2.6] (resp. [10 Lemma 3.3]) we know \( M \) is free. In particular, \( M \) is reflexive. Since \( M \cong M^{**} = 0^* = 0 \), we conclude that \( M \) is zero, as claimed by Question [10.1]. \[ \square \]

11. MORES ON \( \text{pd}_R(Q(R)) \)

We start by the following nontrivial fact from [24]:

\textbf{Fact 11.1.} Let \( (R, m) \) be local and \( F \) be flat. Then \( \text{pd}(F) \leq \dim R \).

\textbf{Second proof of Discussion 8.8 and Example 8.9} Apply the above fact. \[ \square \]

\textbf{Notation 11.2.} The continuum hypothesis abbreviated by \( \text{CH} \). By definition, it means \( 2^{\aleph_0} = \aleph_1 \).
Theorem 11.3. (Also, see [24 3.3.2]) Let $(R, m, k)$ be a complete local integral domain and of dimension $d$. The following assertions are valid:

a) Suppose $d = 1$. Then $\text{pd}_R(Q(R)) = 1.$

b) If $d = 2$ and $R$ is UFD, then $\text{pd}_R(Q(R)) = 2.$

c) Adopt CH and $k := C$. Then $\text{pd}_R(Q(R)) \leq 2.$

d) Assume in addition to c) that $R$ is UFD and of dimension bigger than one. Then $\text{pd}_R(Q(R)) = 2.$

Proof. a) This is due to Matlis. As another argument apply Fact 11.1.

b) Recall that UFD rings are normal domains. By Serre’s characterization of normality (see [33 Theorem 23.8]), $R$ satisfies $(S_2)$ and $(R_1).$ Since $d = 2$, the $(S_2)$ condition implies that $R$ is Cohen-Macaulay. Also, recall from [39] that a noetherian complete local ring equipped with countable prime avoidance.

Now, the reminder of the argument is similar to Example 8.10 and we left the straightforward modification to the reader.

c) Without loss of generality we may and do assume that $d > 2.$ By Cohen’s structure theorem (see [33 Theorem 29.4 (iii)]), there is a regular local ring $B$ of dimension $d$ such that $A \subseteq R$ is finite. In particular, it is integral. Let $S := A \setminus \{0\}.$ Then $S^{-1}A \subseteq S^{-1}R$ is integral. Recall from [33 Lemma 9.1] that if in the integral extension of rings one of the ring is field, then it follows that the other one is field. From this, $S^{-1}R$ is a field, and so it is equal to the fraction field of $R.$ We proved that

$$Q(R) = Q(A) \otimes_A R.$$ Let us apply the CH assumption along with the [36 Theorem 6.10] to observe that $\text{pd}_A(Q(A)) = 2$ (recall that $d > 2.$) Let $N$ be any $R$-module. So, it is equipped with the structure of an $A$-module. By definition, $\text{Ext}_A^j(Q(A), N) = 0$ for all $j > 2.$ Since $Q(A)$ is flat over $A$, we deduced that $\text{Tor}_A^j(Q(A), R) = 0.$ Following Cartan-Eilenberg (see [8 VI.4.1.3]) we have

$$0 = \text{Ext}_A^j(Q(A), N) \otimes_A R \cong \text{Ext}_R^j(Q(A) \otimes_A R, N) \cong \text{Ext}_R^j(Q(A) \otimes_A R, N)$$

for all $j > 2.$ We deduce from this that

$$\text{pd}_R(Q(A) \otimes_A R) \leq 2.$$ So,

$$\text{pd}_R(Q(R)) \leq 2.$$

d) The previous item shows that $\text{pd}_R(Q(R)) \leq 2.$ Suppose on the way of contradiction that $\text{pd}_R(Q(R)) \neq 2.$ This implies that $\text{pd}_R(Q(R)) = 1.$ In the light of [27 Theorem 1] we observe that $Q(R)$ is countably generated as an $R$-module. Let $\{1/x_n : n \in \mathbb{N}\}$ be a generating set of $Q(R).$ Without loss of generality, and by an easy induction on the number of irreducible components of $x_n$, we may assume in addition that $\{x_n\}$ are irreducible. Recall from [39] that a noetherian complete local ring equipped with countable prime avoidance. Let

$$\Sigma := \{p \in \text{Spec}(R) : \text{ht}(p) = 1\}.$$ Suppose on the way of contradiction that $\Sigma$ is countable. Since $m \subset \bigcup_{p \in \Sigma} p,$ we deuce that $m = p$ for some $p \in \Sigma.$ Also, recall that $\dim R > 1.$ This contradiction shows that there are uncountable family of height one prime ideals. Now, we are going to use the assumption that $R$ is UFD, and conclude that its height prime ideals are principal. In sum, the ring is equipped with uncountable family of irreducible elements. So, there is an irreducible $x$ such that $x \notin \{x_n\}$ even up to generating ideal. There are $r_i \in R$
and \( n \in \mathbb{N} \) such that
\[
1/x = \frac{r_1}{x_1} + \frac{r_2}{x_2} + \cdots + \frac{r_n}{x_n}.
\]
Let \( u_j := (\prod x_j)/x_j \). Then
\[
\prod x_j = \sum (r_ju_j)x \subseteq (x).
\]
Since \((x)\) is prime, \((x_j) = (x)\) for some \( j \). This contradiction shows that \( \text{pd}_R(Q(R)) = 2 \). \( \square \)

**Theorem 11.4.** Let \( R \) be an affine integral domain of dimension \( d \) over \( \mathbb{C} \). The following assertions are valid:

a) Suppose \( d = 1 \). Then \( \text{pd}_R(Q(R)) = 1 \).

b) If \( d = 2 \) and \( R \) is UFD, then \( \text{pd}_R(Q(R)) = 2 \).

c) Adopt \( \text{CH} \). Then \( \text{pd}_R(Q(R)) \leq 2 \).

d) Assume in addition to c) that \( R \) is UFD and of dimension bigger than one. Then \( \text{pd}_R(Q(R)) = 2 \).

**Proof.** This is similar to the previous theorem. Instead of Cohen’s structure theorem, we need to apply the Noether’s normalization theorem (see [33, Lemma 33.2]), and recalling that a noetherian local ring with an uncountable residue field equipped with countable prime avoidance.

**Example 11.5.** Let \( R := \mathbb{C}[x_1, \ldots, x_3]/(x_1^2 + \cdots + x_3^2) \). If \( \text{CH} \) holds, then \( \text{pd}_R(Q(R)) = 2 \).

**Proof.** Recall that \( R \) is Cohen-Macaulay and of dimension four. Since \( R \) is UFD, and in view of the previous theorem, \( \text{pd}_R(Q(R)) = 2 \). \( \square \)

In order to see the assumptions from Theorem 11.3 are (not) important, we ask:

**Question 11.6.** Let \( R \) be a domain.

i) Suppose \( \text{depth}(R) = 1 \) and \( \text{dim}(R) = 2 \). What is \( \text{pd}_R(Q(R)) \)?

ii) Suppose \( \text{depth}(R) = \text{dim}(R) = 2 \). What is \( \text{pd}_R(Q(R)) \)?

12. Splitting with the theme of Matlis

The following extends Matlis result (see Corollary 12.2) to higher rank:

**Theorem 12.1.** Let \( (R, m) \) be a 1-dimensional complete domain with fraction field \( Q \). Let \( B \) and \( B' \) be torsion-free and of finite rank. Suppose \( H_1^1(B) \cong H_1^1(B') \). Then \( B \oplus Q^t = B' \oplus Q^t \). In particular, if they have same rank then \( B \cong B' \).

**Proof.** By [32] there are finitely generated modules \( M, M' \) and two integers \( t, t' \) such that \( B \cong Q^t \oplus M \) and \( B' \cong Q^{t'} \oplus M' \). Since \( H_1^1(Q^t) = H_1^1(Q^{t'}) \), we see \( H_1^1(M) = H_1^1(M') \). By local duality,
\[
\text{Hom}(M, \omega_R) = H_1^1(M) = H_1^1(M') = \text{Hom}(M, \omega_R).
\]
Since \( M \subseteq B \) it is torsion-free. Since the ring is one-dimensional, \( M \) is maximal Cohen-Macaulay. The same thing holds for \( M' \). Now, we use [5, 3.3.10] to conclude that
\[
M = \text{Hom}(M, \omega_R, \omega_R) = \text{Hom}(M', \omega_R, \omega_R) = M'.
\]
So,
\[
B' \oplus Q^t \cong Q^{t+t'} \oplus M' \cong Q^{t+t'} \oplus M = B \oplus Q^{t'},
\]
and the claim follows. \( \square \)
Corollary 12.2. (Matlis) Let \((R, m)\) be a 1-dimensional complete domain with fraction filed \(Q\). Let \(B \subset Q\) and \(B' \subset Q\) both congaing \(R\). If \(Q/B \cong Q/B'\) then \(B \cong B'\).

**Proof.** This is clear as \(Q/B = H^1_m(B)\). \(\square\)

Here, is the higher-dimensional version:

Corollary 12.3. Let \((R, m)\) be a \(d\)-dimensional complete domain with fraction filed \(Q\). Let \(B_1 \subset Q\) and \(B_2 \subset Q\) both containing \(R\). If \(Q/B_1 \cong Q/B_2\) then \(B_1 \cong B_2\).

**Proof.** Following [29, Corollary 6.11(2)], one may deduce that \(B_i\) are cotorsion. This allows us to apply [29, Proposition 3.2(2)] to see

\[
B_2 \cong \text{Hom}_R(Q/R, Q/R \otimes B_2) \\
\cong \text{Hom}_R(Q/R, Q/B_2) \\
\cong \text{Hom}_R(Q/R, Q/B_1) \\
\cong \text{Hom}_R(Q/R, Q/R \otimes B_1) \\
\cong B_1,
\]

as claimed. \(\square\)
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