Effect of the Chaotic Crossover Operator on Breeding Swarms Algorithm
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Abstract

In this paper we present effect of the chaotic crossover operator with different chaotic maps on the metaheuristic search algorithm Breeding Swarms algorithm which is the Particle Swarm Optimization’s one of the genetic algorithm hybrid form. Some of the many optimization problems could have too many local extrema. Most of the time optimization algorithms could stuck on these extrema therefore these algorithms could have trouble with finding global extremum. To avoiding local extrema and conduct better search on search space, a chaotic number generator is used on Breeding Swarms algorithm’s most of the random procedures. To test efficiency and randomness of the chaotic crossover operator, different chaotic maps are used on the Breeding Swarm algorithm. Test and performance evaluations are conducted on Multimodal and unimodal benchmark functions. This new approach showed us that modified Breeding Swarms algorithm yielded slightly better results than Particle Swarm Optimization and original Breeding Swarms algorithms on tested benchmark functions.
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1. Introduction

Optimization process is the selection of a value obtained from a dataset that its principles are defined before the process. Optimization problems can be solved by running many algorithms. No matter how on fast computers, these algorithms spend too much time to reach the exact solutions. Because of that, nature inspired meta-heuristic algorithms were developed. These algorithms generally try to find approximate solution rather than exact solution and run faster than the other algorithms. However, they have still many deficiencies. To solve these downsides, algorithms are combined with other algorithms that leads to the development of hybrid algorithms. Meta-heuristic algorithms are used in many optimization problem types such as single objective, multi objective and multi objective discrete problems. A helpful review about selecting proper algorithm for these problem types were made by Qi Liu et al. [1].

Particle Swarm Optimization (PSO) is a swarm based optimization algorithm which developed by Eberhart and Kennedy in 1995 [2]. This algorithm is very easy to implement and to code with any kind of programming language. PSO particles have its own memory. It can remember past experiences and share this experiences with other particles. With shared experience all particles towards to best solution and search other possibilities through that way. PSO and GA algorithms used in many real-world problems such as wireless sensor optimization and electrical load forecasting [3],[4].

This procedure may seem to be efficient but some bad particles could stuck on local extrema and waste computational time. To handle this problem, PSO has been hybridized with Evolutionary Algorithms such as Genetic Algorithm (GA) and Differential Evolution algorithm.

One of these hybridized algorithm is Breeding Swarms (BS) algorithm [5]. This algorithm combines GA with PSO and proposes new crossover operator Velocity Propelled Averaged Crossover (VPAC). PSO and GA uses aimed random search for optimization. While the algorithm’s GA part conducts global search, PSO part makes the local search. Thus, the algorithm could escape local extrema. The lack of the algorithm is that GA part can stuck on local extrema.
In this paper we present Velocity Propelled Chaotic Crossover operator (VPCC) for improvement of this algorithm’s GA part. GA and chaotic maps are used together in many applications such as encrypting [6]. This crossover operator takes advantage of the unpredictability and randomness of the chaotic systems. With these new attributes BS algorithm escapes all of the local extrema and gets better results than the original algorithm.

2. Background and Related Works

2.1 Particle Swarm Optimization

Particle Swarm Optimization is a swarm based optimization algorithm [2]. This algorithm inspired from bird’s behaviour of search for food. Main idea of the algorithm is that birds in the swarm inform the found food resource to each other and then the birds move toward to best food resource in the found resources. While birds moving to best resource, they search the search space for new food resources so that most of the search space will be scanned for alternate resources and this may lead to discovery of approximate best solution. Mathematical expression of particles movement given by equation (1)

\[ x_i(t + 1) = x_i(t) + v_i(t) \]  

where \( x_i \) is the current value of \( i \)th particle optimization variable, \( v_i \) is the velocity vector, \( t \) is the current iteration.

In original PSO algorithm velocity vector calculated as given in equation (2)

\[ v_{ij}(t + 1) = v_{ij}(t) + c_1 r_{1j}(t) [y_{ij}(t) - x_{ij}(t)] + c_2 r_{2j}(t) [\hat{y}_j(t) - x_{ij}(t)] \]  

where \( v_{ij} \) (t) is the velocity vector of the \( i \)th particle at dimension \( j = 1 \ldots n \) in \( t \)th iteration, \( x_{ij} \) (t) is the position of the \( i \)th particle at \( j \)th dimension in \( t \)th iteration, \( y_{ij} \) (t) is the best solution’s position of the \( i \)th particle’s at \( j \)th dimension, \( \hat{y}_j \) (t) is the best solution’s position of all particles at \( j \)th dimension, \( c_1 \) and \( c_2 \) are the personal and social learning coefficient respectively and the \( r_{1j} \) and \( r_{2j} \) are the random numbers generated in the range \([0,0,1.0]\). According to equation (2) particles use the knowledge of global best solution and personal best solution to move through the search space’s corresponding dimension. The performance of the best solution is depends on \( c_1 \) and \( c_2 \) coefficients. If \( c_1 \) is bigger than \( c_2 \), particles conduct local search. If \( c_2 \) is bigger than \( c_1 \), particles conduct global search. Usually these parameters initially set equal to each other. Eberhart and Shi showed that \( c_1 \) and \( c_2 \) parameters can be set 1.494 [7].

General steps of PSO algorithm is shown below;

1. Generate the population. Each particle’s velocity vector and variables are generated randomly
2. Calculate the fitness value. Each particle’s fitness value calculated according to given fitness function
3. Determination of particle’s best solution. Fitness value calculated in the previous step is compared with the best fitness value which is in the memory of the particle. If this value is better than the one in the memory, the value will be updated with better one
4. Determination of global best solution. Each particle’s fitness value calculated in the second step compared with the global best fitness value. If this value is better than the one in the memory, the value will be updated with better one
5. Movement of the particle. Each particle’s velocity vector will be calculated as stated in equation (2) and their positions will be calculated as stated in equation (1)
6. Until the stopping criterion to be achieved, procedures through 2 to 5 will be repeated

To determine the stopping criterion, two important issues must be considered. Firstly, the stopping criterion never has to cause the algorithm’s early convergence. In this situation the algorithm makes only the local search, and this leads to stuck on the local extrema. Secondly, if the stopping criterion increases the costs of calculation, the algorithm cannot converge to the global minimum. Some of general stopping criteria are shown as below;
PSO algorithm has been changed through the time. Many researchers worked on the algorithm and developed some new features such as inertia weight [8], hybridization features and more.

First hybridization made by Angeline in 1998. This approach changes the bad particles velocity and position values by principle of tournament selection [9]. Another hybrid algorithm is NichePSO [10], this hybrid was developed using CGPSO [11]. This approach uses GA’s techniques and divide population into sub populations and trains them with Kennedy’s “cognition only model” [12]. Another hybrid algorithm proposed made by Løvebjerg in 2002. In this approach, GA, PSO and hill climbing algorithm were used. Particles select one of these algorithms for the optimization process. This model was called life cycle [13]. In 2003, Higashi and Iba combined Gaussian Mutation with PSO’s velocity vector and position update formulations [14],[15].

2.2 Genetic Algorithm

Genetic algorithm was introduced first in 1975 by Holland [16]. Genetic algorithm is an evolutionary algorithm that inspired from biological mechanism. In this algorithm, each individual is called gene and the collection of these genes are called population. This algorithm contains two special steps. First one is crossover step that two genes are combined to generate a new one. Second one is mutation step that updates different parts of the generated new gene randomly. With these unique steps, randomly generated first population may convergence to good solution. Since GA’s introduce, this algorithm is very successful for optimization problems. Like PSO, genetic algorithm was also changed through the time. Gene selection mechanism [17], crossover operators [18]-[20] and mutation operators [21] were introduced [22]-[25].

2.3 Breeding Swarms Algorithm

This algorithm proposed by M. Settles and T. Soule in 2005 [5]. In this algorithm, the population divided by predefined a constant value of breeding ratio. First part of population works exactly like PSO the other part of the population is discarded and replaced by GA. The population handling mechanism makes this algorithm is more robust to stuck on the local extrema. In this algorithm crossover operator called Velocity Propelled Averaged Crossover (VPAC) operator, Gaussian Mutation operator and Tournament Selection scheme have been used. Mathematical expression of VPAC given in equation (3)

\[
\begin{align*}
  c_1(x_i) &= \frac{p_1(x_i) + p_2(x_i)}{2.0} - \varphi_1 p_1(v_i) \\
  c_2(x_i) &= \frac{p_1(x_i) + p_2(x_i)}{2.0} - \varphi_2 p_2(v_i)
\end{align*}
\]

where, \(c_1(x_i)\) and \(c_2(x_i)\) are the positions of child 1 and child 2 at \(i^{th}\) dimension, \(p_1(x_i)\) and \(p_2(x_i)\) are the positions of the parent 1 and parent 2 at \(i^{th}\) dimension. \(\varphi\) is a random value generated in the range \([0.0,1.0]\). \(p_1(v_i)\) and \(p_2(v_i)\) are the velocity vectors of parent 1 and parent 2 at \(i^{th}\) dimension. Newly generated particles inherit their parent’s velocity vectors and personal best values. According to [5], proposed work yielded slightly better performance and this algorithm is faster than GA and PSO.

2.4 Chaos Systems

Chaos theory is a study field in mathematics. It is based on unpredictability of nature. In this theory, small changes in the initial conditions of dynamic system can make a very different outcome. It is called butterfly effect and this theory was summarized by Edward Lorenz.

In the recent studies, random number sequences are created by chaotic number generator and in some occasions it yielded better results. In [26] chaotic sequences were used in evolutionary algorithms for...
performance improvement. Chaotic sequences in genetic algorithms were introduced in [27] and chaos embedded particle swarm algorithms were studied in [28].

3. Proposed Work

In related works hybrid versions of PSO gets better results than original PSO and the algorithm that hybridized. The efficiency of PSO depends on aimed random search mechanism. Aiming part of the mechanism can be achieved by personal best and global best values in equation (2) and random search part can be achieved by random values in equation (2).

PSO is hybridized with GA to improve the efficiency of PSO so that Breeding Swarm (BS) model were introduced [4], however they have some deficiencies. In genetics, to generate a new individual at least two parents are required. These two parents combine their DNA’s and generate a new individual. In the combining step, half of the DNA from each parent combine with each other so that new individual inherits both parents’ features. In real world, almost all the time one parent become dominant and other become recessive in this step. Because of that new born individual generated from same parents were dissimilar. But in the VPAC operator’s equation, this diversity cannot be modelled. Hence newly generated two child have little difference to each other. To simulate this diversity, we changed VPAC operator to VPCC operator. Mathematical expressions of VPCC operator is given in equation (4)

\[
\begin{align*}
    c_1(x_i) &= m_1 * p_1(x_i) + (1 - m_1) * p_2(x_i) - m_2 p_1(v_i) \\
    c_2(x_i) &= m_3 * p_1(x_i) + (1 - m_3) * p_2(x_i) - m_4 p_2(v_i)
\end{align*}
\]

(4)

where \( m_1, m_2, m_3, m_4 \) are the random numbers generated from chaotic random number generator, the other parameters are same as VPAC parameters.

In chaotic number generator, we used logistic map because of its simplicity. Definition of the logistic map is given in equation (5)

\[
\begin{align*}
    m_{m_{pp}} &= 4 * z * (1 - z) \\
    m_i &= (0.5 * r_1) + (0.5 * map)
\end{align*}
\]

(5)

where \( m_i \) is the \( i \)-th random value in equation (4), \( z \) and \( r_1 \) are the random value generated by compiler’s random number generator.

Scheme of the BS algorithm’s creating new children is very simple. In equation (3), simply adds parent particles’ values and divides to two after that subtracts this result from parent particles’ velocity. In late stages of original BS algorithm, all particles’ personal best values would be similar to each other also their velocity would be similar because they tend to go same point which is global best value.

Our approach in equation (4) uses four different random number created from equation (5) which is the equation of logistic map. This approach divides parent particles’ values randomly and adds to each other, after that it subtracts this result from randomly multiplied parent particle’s velocity. Hence the children created from four different chaotic random number, even the velocity of parents are very similar, created \( c_1 \) and \( c_2 \) would be very different from each other. By mean of this diversity, particles can free themselves from local optimum points. Because of the algorithm’s PSO part does the global search and the GA part does the local search, proposed approach only affects algorithm local search capability. Our approach changes only crossover part of the BS algorithm. It benefits from randomness of chaotic systems and combines this randomness with crossover operation. Pseudo code of the original BS algorithm has given in Algorithm 1.

Since the only thing change was the crossover operation, original algorithm and modified algorithm have similar working time. There are only a few milliseconds difference between two algorithms.

The BS algorithm with new proposed crossover operator VPCC were tested on multimodal and unimodal benchmark functions. Social parameters \( c_1 \) and \( c_2 \) are set to 2.0, population size set to 125. We used Gaussian Mutation in both PSO and BS algorithms. Inertia weight is linearly decreased from 0.9 to 0.2, mutation rate was set to 1/dimension. All used parameters are shown in Table 1.
Algorithm 1 Pseudo Code of BS Algorithm

1. Initialize N population
2. Evaluate fitness value for each particle
   Sort the particles best to worst according to their fitness value
3. Discard worst $N \times$ breeding ratio particles
   Use PSO velocity updates on not discarded particles
4. Generate new particles by crossover and mutation from updated particles to replace discarded particles
5. Use PSO position update on not discarded particles
6. Until stopping criteria go to line 2

Table 1 Parameters of PSO and BS

| Parameter                  | PSO | BS   |
|----------------------------|-----|------|
| Population Size            | 125 | 125  |
| Selection Scheme           | -   | Tournament |
| Tournament Size            | -   | 3    |
| Mutation Rate              | -   | 1/Dimension |
| Mutation Variance          | -   | 1.0 to 0.1 |
| Social Parameters ($c_1$ & $c_2$) | 2   | 2    |
| Inertia Weight             | 0.9 to 0.2 | 0.9 to 0.2 |

4. Results

4.1 Test Problems

We used one unimodal and three multimodal benchmark functions for tests. These benchmark functions are popular and used in several studies [5],[9],[11],[14],[28].

First function is Ellipsoidal function which is unimodal. This function is described in equation (6).

$$f_1(x) = \sum_{i=1}^{n} ix_i^2$$

Second function is Rosenbrock function which is multimodal. This function is described in equation (7).

$$f_2(x) = \sum_{i=1}^{n} (100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2)$$

Third function is Griewank function which is multimodal. This function is described in equation (8).

$$f_3(x) = \frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos \left( \frac{x_i}{\sqrt{i}} \right) + 1$$

Fourth function is Ackley function which is multimodal. This function is described in equation (9).

$$f_4(x) = 20 + e - 20e^{-0.2\sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2}} - e^{\frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i)}$$

These functions initialization ranges are shown in Table 2.
Table 2 Initialization Range of Benchmark Functions

| Function            | Initialization Range  |
|---------------------|-----------------------|
| Ellipsoidal Function| (-100 to 100)         |
| Rosenbrock Function | (-30 to 30)           |
| Griewank Function   | (-600 to 600)         |
| Ackley Function     | (-32,768 to 32,768)   |

All test functions were run with 10 and 20 dimension settings. For 10 dimension algorithms were run for 1000 iteration and for 20 dimensions algorithms were run for 2000 iteration. Each function was run for 15 times.

4.2 Results

PSO, BS and BS with VPCC algorithms results on benchmark functions are given in Table 3.

Table 3 Test Results of PSO, BS and BS with VPCC

| Function          | Dimension | PSO Mean Best (Std-Dev) | BS Mean Best (Std-Dev) | BS with VPCC Mean Best (Std-Dev) |
|-------------------|-----------|-------------------------|------------------------|----------------------------------|
| Ellipsoidal       | 10        | 0.125176 (0.39708)      | 6.33E-08 (-2.26E-07)   | 2.42E-11 (8.98925E-11)           |
|                   | 20        | 6.115002 (9.104639)     | 0.744034 (0.789478)    | 4.2238E-05 (6.65888E-05)         |
| Rosenbrock        | 10        | 4.778433 (2.487662)     | 2.110912 (2.352057)    | 0.80326 (1.111899)               |
|                   | 20        | 13.09686727 (13.8583444) | 10.65285311 (2.23640593) | 9.502027 (5.706486)             |
| Griewank          | 10        | 0.004367103 (0.005704754) | 0.063425016 (0.098349987) | 0.02798 (0.057941)              |
|                   | 20        | 0.183087907 (0.229020138) | 0.197518884 (0.191952133) | 0.182558 (0.185198)            |
| Ackley            | 10        | 1.325490902 (0.914628641) | 0.822298525 (0.921644178) | 2.3E-07 (7.17E-07)             |
|                   | 20        | 4.34005 (1.172947)      | 1.755973 (0.736546)    | 1.691745 (0.836093)             |

In every test cases the BS with VPCC algorithm reached the near global minimum point in a majority of trials. For the minority of the trials BS with VPCC algorithm has stuck on local minimums. In the other hand, most of the trials PSO and BS has stuck on local minimums.

Table 3 shows that Breeding Swarm algorithm with VPCC yielded better results than original PSO algorithm and BS algorithm. In 20 dimension problems BS with VPCC yielded slightly better performance. But in 10 dimension problems BS with VPCC yielded clearly better performance except in the Griewank function.

Figures 1, 2, 3, 4 shows the results of each algorithms performance on problems with 10 dimensions and 5, 6, 7, 8 shows the performance on the problems with 20 dimensions through the iterations.

In general, VPCC added version of BS algorithm outperformed the original BS algorithm in every test cases and outperformed the original PSO algorithm in most of the cases.
Figure 1 Ellipsoidal Function 10 Dimension

Figure 2 Rosenbrock Function 10 Dimension

Figure 3 Griewank Function 10 Dimension
Figure 4 Ackley Function 10 Dimension

Figure 5 Ellipsoidal Function 20 Dimension

Figure 6 Rosenbrock Function 20 Dimension
5. Conclusion

According to results, BS with VPCC algorithm is competitive with both PSO and BS algorithms. With the power of VPCC operator BS algorithm has overcome the early convergence problem and searched the entire search space. Because of the chaotic random number generator’s effect on the crossover operator, the diversity of the population is improved. Therefore, the probability of finding the global best solution increases. In our research we used logistic map function for chaotic map for its simplicity. More complex chaotic maps might improve the randomness and gave better results but since the map complexity increases working time of the algorithm might be increase.

For future research, the VPCC operator which studied here or other operators or the other processes of PSO or GA can be combined with chaotic number generators. Different chaotic maps could be investigated because different maps might give different result with same algorithm.
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