CMB Lensing — Power Without Bias
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We propose a novel bias-free method for reconstructing the power spectrum of the weak lensing deflection field from cosmic microwave background (CMB) observations. The proposed method is in contrast to the standard method of CMB lensing reconstruction where a reconstruction bias needs to be subtracted to estimate the lensing power spectrum. This bias depends very sensitively on the modeling of the signal and noise properties of the survey, and a misestimate can lead to significantly inaccurate results. Our method obviates this bias and hence the need to characterize the detailed noise properties of the CMB experiment. We illustrate our method with simulated lensed CMB maps with realistic noise distributions. This bias-free method can also be extended to create much more reliable estimators for other four-point functions in cosmology, such as those appearing in primordial non-Gaussianity estimators.

When the universe was ~380,000 years old, the photons of the cosmic microwave background (CMB) decoupled from the primordial photon-baryon fluid. Traveling through the newly transparent universe, the photons were deflected many times by the gravitational influence of the large-scale structure potentials through which they passed, an effect known as the gravitational lensing of the cosmic microwave background (CMB) decoupling. The deflection field depends on a distance-photon, leading to a remapping of the points on the CMB sky. The deflection field depends on a distance-weighted projection of density perturbations along the line of sight. The power spectrum of the deflection field is therefore sensitive to both geometry and the growth of structure over a broad redshift range ($z \sim 0.5 - 5$). As such, knowledge of the convergence field can provide strong constraints on parameters that affect geometry or the growth at later times, such as the sum of neutrino masses and parametrizations of non-standard dark energy behavior [2]. These constraints are complementary to those obtained directly from the primordial CMB anisotropies. In the very near future, ongoing and upcoming CMB experiments, such as Planck, ACT, SPT, PolarBear, ACTPol and SPTPol will produce datasets with sufficient resolution and sensitivity to begin the determination of the deflection field and ultimately realize the cosmological potential of CMB lensing science. Robust algorithms that are insensitive to the details of the noise properties of the survey will be essential for accurate determination of the deflection power spectrum.

In this Letter, we propose a novel and bias-free technique for the measurement of the lenses deflection power spectrum. This is in contrast to the standard optimal quadratic estimator (OQE) method where a bias term, comparable to and often much larger than the signal, has to be subtracted (for details, see [3-4]). This bias, which is a temperature-field four point function that depends on noise and foregrounds, must typically be computed or simulated to an accuracy of a few percent in order to get reliable estimation of the signal. Because of our limited knowledge of the temperature and polarization foregrounds, and the typically complicated noise properties of CMB experiments, modeling this bias term sufficiently accurately for a robust detection of lensing may not be possible.

To discuss how this bias appears and can be avoided, we will review some lensing theory here. The lensed and unlensed temperature fields (unlensed quantities will be denoted by a tilde) are related by $T(\hat{n}) = \tilde{T}(\hat{n} + \alpha(\hat{n}))$, where $\alpha(\hat{n})$ is the deflection field and $\kappa = \frac{1}{2} \nabla \cdot \alpha$ is the convergence field. In the flat sky approximation, the temperature field can be expanded as a Taylor series in Fourier space [2]:

$$T(\ell) = \tilde{T}(\ell) + 2 \int \frac{d^2 \ell'}{(2\pi)^2} \frac{\ell' \cdot (\ell - \ell')}{|\ell - \ell'|^2} \kappa(\ell - \ell') \tilde{T}(\ell') + O(\kappa^2).$$

Thus, gravitational lensing introduces correlations between the formerly independent modes of the temperature field, which can be used to construct a quadratic estimator for $\kappa$:

$$\hat{\kappa}(L) = N^\kappa(L) \int \frac{d^2 \ell}{(2\pi)^2} L \cdot (L - \ell)$$
$$\times F_W(\ell) T(\ell) F_G(|L - \ell|) T(L - \ell).$$

where $N^\kappa$ is a normalization that ensures that the estimator is unbiased (i.e., $\langle \hat{\kappa} \rangle_{CMB} = \kappa$) and $F_W$ and $F_G$ are filters that can be tuned to minimize its variance [3]. Here we will use notation from [4] and denote ensemble averages over CMB realizations with the large scale structure (LSS) fixed as $\langle \ldots \rangle_{CMB}$, and averages over CMB realizations as $\langle \ldots \rangle_{LSS}$, and use $\langle \ldots \rangle$ to denote ensemble averages over both, i.e., $\langle \ldots \rangle_{CMB/LSS}$.

While equation (2) provides an unbiased estimate of the convergence field, the naive lensing power spectrum
estimator \( \hat{\kappa}^* (L) \hat{\kappa} (L) \) is highly biased:

\[
\langle \hat{\kappa}^* (L) \hat{\kappa} (L') \rangle = N^{\kappa*}(L) N^{\kappa}(L')
\]

\[
\times \int \frac{d^2 \ell}{(2\pi)^2} \int \frac{d^2 \ell'}{(2\pi)^2} g(\ell, L) g(\ell', L')
\times \langle (T^* (\ell) T^* (L - \ell) T (\ell') T (L' - \ell')) \rangle_{\text{CMB}}
\approx (2\pi)^2 \delta (L - L') C_L^e
+ N^{\kappa*}(L) N^{\kappa}(L')
\times \int \frac{d^2 \ell}{(2\pi)^2} \int \frac{d^2 \ell'}{(2\pi)^2} g(\ell, L) g(\ell', L')
\times \langle (T^* (\ell) T^* (L - \ell) T (\ell') T (L' - \ell')) \rangle_{\text{CMB}}
\]

where \( g(\ell, L) = L \cdot (L - \ell) F_W(\ell) F_G(|L - \ell|) \). In going from the first equality above to the second, we have neglected a few terms that appear involving integrals over the convergence power spectrum. These higher order terms are computed in \([3]\) and are subdominant compared to the Gaussian four point term above. Applying Wick’s theorem contractions to the four-point term, the above equation can be reduced to:

\[
\langle \hat{\kappa}^* (L) \hat{\kappa} (L') \rangle = (2\pi)^2 \delta (L - L') (C_L^e + C_L^{e, \text{Gauss}}),
\]

where

\[
C_L^{e, \text{Gauss}} = N^{\kappa*}(L) N^{\kappa}(L) \int \frac{d^2 \ell}{(2\pi)^2} \int \frac{d^2 \ell'}{(2\pi)^2} f(\ell, \ell', L)
\times \left[ C_L C_L - \ell (2\pi)^2 \delta (\ell' - \ell)
+ C_L C_L - \ell (2\pi)^2 \delta (\ell' - (L - \ell)) \right],
\]

with \( f(\ell, \ell', L) = g(\ell, L) g(\ell', L') \). This expression shows that the Gaussian bias \( C_L^{e, \text{Gauss}} \) depends on the map power spectrum estimate which is usually a sum of the CMB temperature power spectrum, foregrounds, and noise. Since the Gaussian bias term is typically more than an order of magnitude larger than the intrinsic lensing signal \( C_L^e \), the standard approach to estimating lensing requires a detailed understanding of each of these contributions.

The goal of this paper is to eliminate the need to compute this Gaussian bias term at the percent level by eliminating the bias altogether. From \([3]\) and \([4]\), one can see that the brute force way to achieve this would be to perform the double two-dimensional integral explicitly in \([3]\) with the following conditions imposed on the function \( f \):

\[
f(\ell, \ell', L) = \begin{cases} 
0 & \text{if } \ell' = \ell \text{ or } \ell' = L - \ell \\
\hat{f}(\ell, \ell', L) & \text{otherwise.}
\end{cases}
\]

However, this method is computationally expensive and not efficient. A conceptually simpler and much more efficient method of eliminating the bias would be to partition the Fourier space into non-overlapping annuli, and cross correlate the \( \kappa (L) \)’s reconstructed from temperature modes in two disjoint annuli. To formulate this fully, let us introduce some compact notation. Let us denote the operation of reconstructing \( \kappa \) from two temperature maps, equation \([4]\), as \( \kappa = (T \otimes T) \) where all quantities are understood to be in Fourier \( \ell \) space. Now, the naive estimator for the convergence power spectrum \([4]\) can be written as \( \hat{\kappa} \hat{\kappa} = (T \otimes \bar{T}) \times (T \otimes \bar{T}) \). Now consider breaking up \( T(\ell) \) into two Fourier space maps, one which has non-zero elements only with an annulus \( \ell_0 < \ell < \ell_1 \) (the “in-annulus”) and another which has non-zero values in \( \ell_1 < \ell < \ell_2 \) (the “out-annulus”), where \( \ell_0 < \ell_1 < \ell_2 \). Writing \( T(\ell) = T_{\text{in}}(\ell) + T_{\text{out}}(\ell) \), the naive power spectrum estimator can be written out as,

\[
\hat{C}_\ell^{e, \text{naive}} = (T \otimes T) \times (T \otimes T) = ((T_{\text{in}} + T_{\text{out}}) \otimes (T_{\text{in}} + T_{\text{out}}))
\times ((T_{\text{in}} + T_{\text{out}}) \otimes (T_{\text{in}} + T_{\text{out}})).
\]

We have expanded this out graphically in Fig. \([1]\). In this figure, we represent the in-annulus by a filled circle and the out-annulus by an empty circle. The expansion leads to 16 terms, some of which are identical due to symmetry. Note that the Gaussian bias associated with each term evaluates to a sum of two terms from two possible Wick’s theorem pairings (one member of the pair being taken from either side of the “x” sign). Those terms (e.g. \( (T_{\text{in}} \otimes T_{\text{in}}) \times (T_{\text{out}} \otimes T_{\text{out}}) \), underlined in Fig. \([1]\)) where either pairing leads to at least one product of an out-annulus with an in-annulus will have contributions to the bias which evaluate out to zero. We find 10 such
patches with simulated CMB signal with 2 µK-arcmin white noise. In general, if the effective width \( \Delta \) is modified by separating the two annuli by some small multiple of \( \Delta \), this will ensure that our annular method can be coupled by the power spectrum of the data-window. For a partial sky map, nearby Fourier modes will also be coupled by the power spectrum of the data-window. As can be deduced from equation 2, there is one further subtlety to the reconstruction of the convergence power spectrum due to finite maps and anisotropic noise not only affect the Gaussian bias, but also appear more directly due to systematics. There are a few details that need to be taken into account when applying this method to a real experiment. For a partial sky map, nearby Fourier modes will be coupled by the power spectrum of the data-window with some characteristic width \( \Delta \ell \). There can be additional effects such as coupling of nearby modes induced by anisotropic noise. In general, if the effective width \( \Delta \ell \) of such correlations is known, the above method needs to modified by separating the two annuli by some small multiple of \( \Delta \ell \). This will ensure that our annular method for eliminating the Gaussian bias works despite these correlations due to systematics.

Due to the annuli being separated by \( \Delta \ell \), all the terms involving a convergence map obtained from an inner annulus as well as an outer annulus are undefined for \( \ell < \Delta \ell \) (as can be deduced from equation 2). Hence, for a simple bias-free estimator we used only the terms underlined in Fig. 1, those with one “in–in” convergence map crossed with one “out–out” convergence map, so that the new bias free estimator is:

\[
\hat{C}_\ell^{\text{in}, \text{bias-free}} = (T_{\text{in}} \otimes T_{\text{in}}) \times (T_{\text{out}} \otimes T_{\text{out}}) \quad (8)
\]

There is one further subtlety to the reconstruction of the convergence power spectrum. Window function correlations due to finite maps and anisotropic noise not only affect the Gaussian bias, but also appear more directly as a spurious lensing signal in the reconstructed convergence maps. This spurious convergence, \( \langle \tilde{\kappa} \rangle \), needs to be simulated and subtracted off from the reconstructed \( \hat{\kappa} \) map. To determine whether the reconstructed convergence power is sensitive to the accuracy of the simulation of \( \langle \tilde{\kappa} \rangle \), we must determine the magnitude of \( C_{\ell}^{\langle \tilde{\kappa} \rangle, \text{in}, \text{in} \langle \tilde{\kappa} \rangle, \text{out}, \text{out}} \) (where one must distinguish between the two \( \langle \tilde{\kappa} \rangle \) fields because they are simulated with different annular filters). From our Monte Carlo simulations, which we describe below, we find the following: for our bias-free lensing estimators, \( C_{\ell}^{\langle \tilde{\kappa} \rangle, \text{in}, \text{in} \langle \tilde{\kappa} \rangle, \text{out}, \text{out}} \) appears consistent with null and is typically two orders of magnitude smaller than the true convergence power \( C_{\ell}^{\kappa} \) and three orders of magnitude smaller than the previously discussed reconstruction bias. We also verified that the results of our simulations plotted below are the same whether or not we subtract \( \langle \tilde{\kappa} \rangle \) from \( \hat{\kappa} \). The accuracy of the simulation of the spurious signal \( \langle \tilde{\kappa} \rangle \) thus seems to only have a negligible influence on how well the lensing power spectrum is reconstructed.
We illustrate our method for bias-free lensing power reconstruction by performing Monte Carlo simulations, loosely modeled on the observations made by the Atacama Cosmology Telescope (ACT). We choose our survey geometry to be an oblong $5 \times 60$ stripe, divided into four adjacent patches of $5 \times 15$ each. We simulate convergence maps on these patches from an input power spectrum, and generate deflection fields from the convergence maps. We also generate Gaussian random realizations of unlensed CMB maps from an input power spectrum, which we subsequently lens using the simulated deflection field. Then we smooth the maps with the ACT beam (1.4 arcmin full-width-half-maximum), and add noise. We perform two variations on the noise. In the first version, we add white noise at the level of $2 \mu$K-arcmin. In the second version, we simulate noise seeded by the noise power spectrum realized in the maps from ACT. These simulations capture the non-white and anisotropic aspects of the noise in ACT maps (for the detailed procedure see [7]). To ensure that the reconstructed convergence power spectrum is not too noisy (so that the Monte Carlo simulations rapidly converge), we reduce the amplitude of the simulated noise by a factor of three over what is observed in ACT maps. These maps are roughly 10 $\mu$K-arcmin in noise. For each type of noise, we simulate 120 realizations of the full map by randomizing the CMB, the convergence and the noise. We then apply the bias-free convergence power spectrum estimator method to each random realization of the noisy maps. We apply this both to lensed maps with noise and as a null test also to unlensed maps with noise. We define our annular filters such that the inner annulus is $\ell = (500 - 1500)$, the outer annulus is $\ell = (1900 - 3300)$, so that $\Delta \ell = 400$.

The results are shown in Fig. 2. This figure shows that in both cases our method is able to extract the convergence power spectrum without bias (note that a small amount of bias from higher order terms discussed in Kesden et al. [4] is present in the reconstruction). The figure also shows that with noisy but unlensed CMB maps, the measurements are consistent with a null signal.

Finally, we should point out some caveats. Here we have assumed CMB as the only signal. In reality, emission from point sources and the thermal and kinetic Sunyaev-Zeldovich effects contribute to mm-wave maps. Also, noise correlations in real experiments can be more complicated than what is simulated here. There are also other subdominant sources of reconstruction bias, such as those discussed in [4] and [8]. More work will be needed to characterize these foregrounds and biases in context of our new method. These will be discussed in a future, more detailed work.

It should be noted that our approach for bias-free lensing convergence reconstruction can be easily extended to estimating other four-point-functions in cosmology, such as the estimators of primordial non-Gaussianity.
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