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Abstract—The paper describes a novel method of sampled-data in space (spatial variable) control of scalar semilinear systems of parabolic and hyperbolic type with unknown parameters and distributed disturbances. A finite set of sampled-data in the spatial variable measurements is available. The control law depends on the function which depends on the spatial variable and on a finite set of state measurements. A special choice of this function can affect on some properties of the closed-loop system. In particular, the paper describes the examples of this function that provides reduced control costs in comparison with some other control methods. The exponential stability of the closed-loop system and robustness with respect to unknown parameters and disturbances is proposed in terms of linear matrix inequalities (LMIs). The simulations confirm theoretical results and show the efficiency of the proposed control law compared with some existing ones.
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I. INTRODUCTION

The paper considers systems presented by semilinear differential equations of parabolic and hyperbolic type with distributed disturbances. Such systems describe convection-diffusion processes, a rotating column of a compressor with an air injection drive, heat distribution in a rod, string oscillation, etc.

The finite-dimensional control using Fourier transform and Galerkin method are considered in [1]–[4]. In [5] a control law based on moving sensors and actuators along the spatial variable is proposed for linear parabolic systems. Also for such systems the adaptive control based on the backstepping method is proposed in [6]–[9]. However, the backstepping control law is complicated in calculation and implementation.

Differently from [1]–[9], in the present paper we propose a method for design a sampled-data in space control law. For finite-dimensional systems a similar approach has been studied over the past few decades as a discretization (quantization) of measured signal, see, e.g. [10]–[15]. Unlike continuous control law such discrete one does not take into account the behavior of the plant between samples, but in some cases it allows solving a number of technical problems, e.g. control via digital communication channels, control with restriction on information communication channels, etc. In our paper the spatial sampling is used to obtain the implementable control law.

The observability of distributed systems with sampled-data space is studied in [16]. The sampled-data in space control of infinite-dimensional systems with known parameters is considered in [17], [18]. Differently from [17], [18] in [19]–[21] a sampled-data in control space of parabolic systems with unknown distributed parameters is considered. Also in [19]–[21] the analysis of exponential stability of the closed-loop system is proposed in terms linear matrix inequalities (LMIs). However, the results of [17]–[21] are obtained without disturbances.

In the present paper, as in [17]–[21], we propose the sampled-data in space control law. Differently from [17]–[21], the main contribution of our paper is as follows:

(i) we consider scalar semilinear parabolic and hyperbolic systems under distributed disturbances and unknown distributed parameters;

(ii) the proposed control law allows one to form various configurations of the control signal in a spatial variable in order to obtain various properties in the closed-loop system. In particular, stabilization with less control costs is considered;

(iii) the exponential stability of the closed-loop systems under disturbances and unknown parameters using the LMI approach is proposed.

The paper is organized as follows. Problem formulation is presented in Section II. Section III describes the control law design. Sections IV, V consider the analysis of exponential stability of the closed-loop systems in terms of LMIs. The well-posedness problem is considered in Section VI. Section VII illustrates an efficiency of the proposed method and its advantages compared with the existing methods. Section VIII collects some conclusions.

Notation. Throughout the paper $\mathbb{R}^n$ denotes the $n$ dimensional Euclidean space with the norm $\| \cdot \|_{\mathbb{R}^n}$; $\mathbb{R}^{n \times m}$ is the set of all $n \times m$ real matrices; $P > 0$ and $P \in \mathbb{R}^{n \times n}$ means that $P$ is symmetric and positive definite; the symmetric elements of the symmetric matrix will be denoted by $\star$. Functions, continuously differentiable in all arguments, are referred to as of class $C^1$. Subscripts indicate partial derivatives $z_\xi = \frac{\partial z}{\partial \xi}$ and $z_{\xi \xi} = \frac{\partial^2 z}{\partial \xi^2}$. $L_2(0, l)$ is the Hilbert space of square integrable functions $z(\xi)$, $\xi \in [0, l]$ with the corresponding norm $\| z \|^2_{L_2} = \int_0^l z^2(s) \, ds$. $H_1(0, l)$ is the Sobolev space of absolutely continuous scalar functions $z : [0, l] \to \mathbb{R}$ with the norm $\| z \|^2_{H_1} = \int_0^l z_1^2(s) \, ds$ and $z_1 \in L_2(0, l)$. $H_2(0, l)$ is the Sobolev space of scalar functions $z : [0, l] \to \mathbb{R}$ with...
\[ \phi \]

 absolutely continuous \( z \), the norm \( \|z\|_{H^2} = \int_0^1 z^2(s)ds \) and \( z_{\xi \xi} \in L^2(0, l) \).

**II. Problem Formulation**

**A. Models**

1) Consider a semilinear scalar equation of parabolic type in the form

\[
z_t(x, t) = \frac{\partial}{\partial x} [a_1(x) z_x(x, t)] + a_2(x) z_x(x, t) + \phi(z, x, t) z(x, t) + u(x, t) + f(x, t),
\]

\( x \in [0, l], \ l > 0, \)

with Dirichlet boundary conditions

\[
z(0, t) = z(l, t) = 0
\]

or with mixed boundary conditions

\[
z_x(0, t) = \gamma z(0, t), \quad z(l, t) = 0, \quad \gamma \geq 0.
\]

Here \( t \geq 0, z : [0, l] \times [0, \infty) \rightarrow \mathbb{R} \) is the state, \( u(x, t) \) is the control. The functions \( a_1(x), a_2(x), \phi(z, x, t), x \) and \( f(x, t) \) are unknown and of class \( C^1 \). Also these functions satisfy the following conditions: \( a_1(x) \geq a_1 > 0, a_2 \leq a_2(x) \leq \bar{a}_2, \phi \leq \phi(z, x, t) \leq \bar{\phi}, |f(x, t)| \leq f \) with known bounds \( \bar{a}_1, a_2, \bar{a}_2, \phi, \bar{\phi}, \) and \( f \). The value of \( \gamma \) in (3) may be unknown.

**Remark 1:** System (1) describes convection-diffusion processes under \( u(x, t) = 0 \). In (2) system (1) describes a rotating stand of a compressor with an air injection drive \( u(x, t) \), where \( z(x, t) \) is the axial flow through the compressor. Also the boundary-value problem (1), (2) with \( u(x, t) = 0 \) describes the heat distribution in a uniform one-dimensional rod with a fixed temperature at the ends, where \( a_1 \) and \( \phi \) are coefficients of thermal conductivity and heat transfer with the environment respectively, \( a_2 = 0, \ z(x, t) \) is the temperature at time \( t \) in the point \( x \).

2) Additionally, consider a semilinear scalar differential equation of hyperbolic type in the form

\[
z_{tt}(x, t) = \frac{\partial}{\partial x} [a_1(x) z_x(x, t)] + a_2(x) z_x(x, t) + \phi(z, x, t) z(x, t) - b(z, x, t) z_x(x, t) + u(x, t) + f(x, t),
\]

\( x \in [0, l], \)

with Dirichlet boundary conditions (2) or with mixed boundary conditions (3). In (4) the function \( b(z, x, t) \) is of class \( C^1 \) which satisfies the condition \( 0 < b \leq b(z, x, t) \leq \bar{b} \) with known bounds \( b \) and \( \bar{b} \). Other functions in (4) take the same values as in (1).

**Remark 2:** The boundary-value problem (2), (3) with \( u(x, t) = 0 \) describes vibrations of a uniform string with fixed ends and energy dissipation, where \( a_1, b \) and \( \phi \) are coefficients of elasticity, dissipation and stiffness respectively, \( a_2 = 0, \ z(x, t) \) and \( z_x(x, t) \) are deflection and speed of the string at time \( t \) in the point \( x \).

**B. Objective**

Divide the segment \([0, l]\) into \( N \) sampling intervals (not necessarily equal length) and denote

\[
0 = x_0 < x_1 < ... < x_N = l, \quad \Delta \geq x_{j+1} - x_j, \quad j = 0, ..., N - 1.
\]  

Here \( \Delta \) is known value. Assume that \( N \) sensors are placed inside these sub-intervals, i.e. only the signals \( z(\bar{x}_j, t), \bar{x}_j \in (x_j, x_{j+1}), \ j = 0, ..., N - 1 \) are available for measurement.

Our objective is to design the control law (sampled-data in space) which ensures the exponential stability of the closed-loop system for (1) or (4).

**III. Control Law Design**

Introduce the control law in the form

\[
u(x, t) = -KF^j(x, t), \quad x \in [x_j, x_{j+1}), \]

\( j = 0, ..., N - 1, \)

where \( K > 0 \), the function \( F^j(x, t) \) satisfies the following conditions:

(i) \( F^j(x, t) \) is of class \( C^1 \);
(ii) \( F^j(\bar{x}_j, t) = z(\bar{x}_j, t) \), where \( \bar{x}_j \in (x_j, x_{j+1}) \);
(iii) \( F^j_x(x, t) \) is bounded for any \( x \in [0, l] \) and \( t \geq 0 \).

The condition (i) will be required to solve the boundary-value problem in Section V.I. The conditions (ii) and (iii) will be required to proof the closed-loop system stability in Sections V.II and V.

Consider a few examples of the function \( F^j(x, t) \).

**Example 1.** Let \( F^j(x, t) = \varphi^j(x, t) z(\bar{x}_j, t) \), where \( j = 0, ..., N - 1, \varphi^j(x, t) \) is of class \( C^1, \varphi^j_x(x, t) z(\bar{x}_j, t) \) is bounded for any \( x \in [x_j, x_{j+1}), t \geq 0 \) and \( \varphi^j(\bar{x}_j, t) = 1 \).

**Example 2.** In [19–21] \( u(x, t) \neq 0 \) over the interval \([x_j, x_{j+1})\) when \( z(\bar{x}_j, t) \neq 0 \). Now we consider a case when \( u(x, t) \neq 0 \) only on a part of the interval \([x_j, x_{j+1})\) for \( z(\bar{x}_j, t) \neq 0 \). Let in example 1 the function \( \varphi^j(x, t) \) is given in the form

\[
\varphi^j(x, t) = \begin{cases} 
0.5 + 0.5 \cos \left( \frac{\pi(z - \bar{x}_j)}{\pi(z - \bar{x}_j)} \right) & x \in \left[ \bar{x}_j - \frac{\pi(z - \bar{x}_j)}{\alpha}, \bar{x}_j + \frac{\pi(z - \bar{x}_j)}{\alpha} \right]; \\
0 & x \in \left[ x_j; \bar{x}_j - \frac{\pi(z - \bar{x}_j)}{\alpha}, x_{j+1} \right]; \\
\frac{\bar{x}_j - x_j}{x_{j+1} - x_j} & x \in \left[ x_j; \bar{x}_j - \frac{\pi(z - \bar{x}_j)}{\alpha}, x_{j+1} \right].
\end{cases}
\]

Here \( \alpha > 0 \) is a sufficiently large number that can be selected from the condition \( \alpha > \max \left\{ \frac{x_j - x_j}{x_{j+1} - x_j}, \frac{x_{j+1} - \bar{x}_j}{x_{j+1} - x_j} \right\} \).

It is obvious, that \( \varphi^j(\bar{x}_j, t) = 1, \varphi^j(x, t) \) is of class \( C^1, \varphi^j_x(x, t) z(\bar{x}_j, t) \) is bounded for any \( x \in [x_j, x_{j+1}), t \geq 0 \) and \( z(\bar{x}_j, t) \in \mathbb{R} \).

**Fig. 1.** The plots of \( \varphi^j(x, t) \) from example 2 (for \( z(\bar{x}_j, t) = \text{const} > 0 \)) on the interval \( x \in [x_j, x_{j+1}) \) at various values of \( \alpha > 0 \) ((\( \alpha = \alpha_1 \)) < \( (\alpha = \alpha_2) \)).
Example 3. In (7), transition between the function values in (8) does not depend on \( z(\bar{x}_j, t) \), but the transition depends only on \( \beta_j \). We have \( \varphi^j(\bar{x}_j, t) = 1 \), \( \varphi^j(\bar{x}_j, t), x, t \) is of class \( C^1 \) and \( \varphi^j(x, t), t \) is bounded for any \( x \in [x_j, x_{j+1}] \), \( t \geq 0 \) and \( z(\bar{x}_j, t) \in \mathbb{R} \). The graphs of (8) are given in Fig. 2.

![Graph of \( \varphi^j(x, t) \)](image)

Fig. 2. The plots of \( \varphi^j(z(\bar{x}_j, t), x, t) \) from Example 3 (for \( z(\bar{x}_j, t) = \text{const} \geq 0 \)) on the interval \( x \in [x_j, x_{j+1}] \) at various values of \( \alpha > 0 \) \((\alpha = \alpha_1) < (\alpha = \alpha_2)\).

Remark 3: In [19–21] the control law \( u(x, t) = Kz(\bar{x}_j, t), \bar{x}_j = 0.5(x_j + x_{j+1}), x \in [x_j, x_{j+1}], j = 0, \ldots, N - 1 \) is proposed. This control law is a special case of (6) when \( F^j(x, t) = z(\bar{x}_j, t) \) (or \( \varphi^j(x, t) = 1 \) in example 1). If the function \( F^j(x, t) \) is chosen as in examples 2 and 3, then the area under the curve \( \varphi^j(x, t) = 1 \) can be significantly larger than the area under the proposed curves (see Figs. 1).

Thus, the proposed control law can stabilize system (1) at a lower cost of the control signal.

IV. MAIN RESULT FOR A PARABOLIC TYPE SYSTEM (1)

Substituting (6) into (1), represent the closed-loop system as follows

\[
\begin{align*}
\varphi^j(x, t) &= e^{-\frac{\beta}{2}\left[\alpha_1(x)z(x, t) + \alpha_2(x)z(x, t) + f(x, t) - (K - \phi(x, t))z(x, t) + Kz(x, t) - F^j(x, t)\right]}, \\
&\text{if } x \in [x_j, x_{j+1}], \quad j = 0, \ldots, N - 1.
\end{align*}
\]

(8)

where

\[
\begin{align*}
\Psi &= \begin{bmatrix}
\Psi_{11} & a_2 & 1 \\
* & \Psi_{22} & 0 & -\frac{4\Delta^2}{\pi^2}K\bar{R}^{-1} \\
* & * & -\beta_1 & 0 \\
* & * & * & -\beta_2 + \frac{4\Delta^2}{\pi^2}K\bar{R}^{-1}
\end{bmatrix}, \\
\Psi_{11} &= -2K + 2\bar{\sigma} + 2\delta + K\bar{R}, \\
\Psi_{22} &= -2\alpha_1 + \frac{4\Delta^2}{\pi^2}K\bar{R}^{-1}.
\end{align*}
\]

Then the following inequality holds

\[
\|z(\cdot, t)\|_{L_2}^2 \leq e^{-2\Delta t}\|z(\cdot, 0)\|_{L_2}^2 + \frac{\Delta^2}{\pi^2},
\]

(11)

where \( \gamma = \beta_1 \sup_{t \geq 0} \int_{t_0}^t f^2(x, t)dx + \beta_2 \sup_{t \geq 0} \sum_{j=0}^{N-1} \int_{x_j}^{x_{j+1}} \left(F^j_2(x, t)\right)^2dx. \)

Before proving this theorem, consider two auxiliary lemmas.

Lemma 1: (Extended Wirtinger inequality). Let \( z \in H_1(0, l) \) be a scalar function, \( 0 = \chi_0 < \chi_1 < \ldots < \chi_{n-1} < \chi_n = l \) and \( \Delta \geq \chi_i - \chi_{i+1}, i = 0, \ldots, n - 1 \). If \( z(\chi_i) = 0, i = 1, \ldots, n - 1 \), then

\[
\int_0^l z^2(\xi)d\xi \leq \frac{4\Delta^2}{\pi^2} \int_0^l \frac{\delta^2}{\chi_1}\xi(\xi)d\xi.
\]

(12)

Proof 1: Rewrite the left-hand side of (13) in the form

\[
\int_0^l z^2(\xi)d\xi = \int_0^{\chi_1} z^2(\xi)d\xi + \sum_{i=1}^{n-1} \int_{\chi_{i+1}}^{\chi_i} z^2(\xi)d\xi + \int_{\chi_n}^{l} z^2(\xi)d\xi.
\]

(13)

Using Wirtinger’s inequality, we obtain

\[
\int_0^{\chi_1} z^2(\xi)d\xi + \int_{\chi_{i+1}}^{\chi_i} z^2(\xi)d\xi \leq \int_{\chi_{i+1}}^{\chi_i} z^2(\xi)d\xi \leq \frac{4\Delta^2}{\pi^2} \int_0^{\chi_1} \frac{\delta^2}{\chi_i}\xi(\xi)d\xi.
\]

(14)

Lemma 2: Let the function \( V : [t_0, \infty) \rightarrow [0, \infty) \) be differentiable on \([t_0, \infty), t_0 \geq 0 \). Consider the following differential inequality

\[
\dot{V}(t) \leq -\beta V(t) + f(t),
\]

(15)

where \( \beta > 0 \) and \( \sup_{t \geq t_0} |f(t)| = \beta \). Then the following inequality holds

\[
V(t) \leq e^{-\beta(t-t_0)}V(t_0) + \frac{\beta}{\beta}, \quad t \geq t_0.
\]

(16)

Proof 2: Denote by

\[
y(t) = e^{-\beta(t-t_0)}V(t_0) + \frac{\beta}{\beta}, \quad t \geq t_0.
\]

It is easy to verify that the function \( y(t) \) is a solution of the differential equation

\[
\dot{y}(t) = -\beta y(t) + \beta, \quad t \geq t_0.
\]

(17)

Using the comparison principle, we will show that \( V(t) \leq y(t) \) for any \( t \geq t_0 \). Let \( \varepsilon_1 > \varepsilon_2 > \ldots > \varepsilon_n > \ldots \) is a sequence of positive numbers such that \( \lim_{n \to \infty} \varepsilon_n = 0^+ \). Then the function

\[
y_n(t) = -\beta y(t) + \frac{\beta}{\beta} + \varepsilon_n,
\]

(18)

is a solution of the differential equation
Suppose that there exists $t^* > t_0$ such that
\begin{equation}
    t^* = \inf \{ t > t_0 : V(t) \geq y_n(t) \}.
\end{equation}
Then $V(t^*) \geq y_n(t^*)$ and $V(t) < y_n(t)$ at $t_0 \leq t \leq t^*$. The condition $V(t^*) < y_n(t^*)$ holds from (14) and (18). On the other hand, the condition $V(t^*) \geq y_n(t^*)$ follows from $V(t) < y_n(t)$ at $t < t^*$ and $V(t^*) = y_n(t^*)$. We have a contradiction. Therefore, $V(t) < y_n(t)$ for any $t \geq t_0$ and $n = 1, 2, \ldots$. Consequently, $V(t) \leq \lim_{n \to \infty} y_n(t) = y(t)$ for all $t \geq t_0$. Lemma 2 is proved.

Proof 3: To analyze the stability of the closed-loop system (9), consider the following Lyapunov functional
\begin{equation}
    V(t) = \int_0^t z^2(x,t)dx.
\end{equation}
Differentiating $V(t)$ in time along the trajectories of (9), we have
\begin{equation}
    \dot{V}(t) + 2\delta V(t) = 2\int_0^t \left[ a_1(x)z_x(x,t) + a_2(x)z_x(x,t) \right] dx + 2\delta \int_0^t z^2(x,t)dx - \left( (K - \phi(z,x,t))z(t) + z(x,t) \right) dx + 2K \int_{x_0}^{t - 1} z^2(x,t)dx - \int_{x_0}^{t - 1} \eta^T \Psi \eta dx,
\end{equation}
where $\eta$ is given by (11). The expression (11) is affine with respect to $a_2$. According to (21), if LMIs hold in (10), then $V(t) \leq 0$ holds for any $a_2 \in [\underline{a}_2, \overline{a}_2]$. Therefore, the inequality
\begin{equation}
    \dot{V}(t) + 2\delta V(t) \leq 2\int_0^t \left[ a_1(x)z_x(x,t) + a_2(x)z_x(x,t) \right] dx + 2\delta \int_0^t z^2(x,t)dx - \int_{x_0}^{t - 1} \eta^T \Psi \eta dx \leq 0
\end{equation}
holds. Using Lemma 2, the solution of the differential inequality (26) can be defined as
\begin{equation}
    V(t) \leq V(0)e^{-2\delta t} + \frac{\gamma}{2\delta}.
\end{equation}
Expression (12) follows from (27). Theorem 1 is proved.

V. MAIN RESULT FOR A SYSTEM OF HYPERBOLIC TYPE (4)
Substituting (6) into (4), rewrite the closed-loop system in the form
\begin{equation}
    z_t(x,t) = \frac{\partial}{\partial x} \left[ a_1(x)z_x(x,t) + a_2(x)z_x(x,t) \right] + b(z,x,t)z_x(x,t) + f(x,t) + K[z(x,t) - F^j(x,t)],
\end{equation}
where $x \in [x_j, x_{j+1})$, $j = 0, \ldots, N - 1$.

**Theorem 2**: Consider the closed-loop system (28) under the boundary conditions (2) or (3). Given $p \in (-0.5, 0.5)$, $\hat{R} > 0$, $\Delta > 0$, and $\delta > 0$ there exists $K > 0$ such that the following LMIs hold
\begin{equation}
    \Psi = \begin{bmatrix}
        \Psi_{11} & 0.5pa_2 & \Psi_{13} & 0.5p & 0 \\
        * & \Psi_{22} & 0 & -\frac{\Delta^2}{\delta}K\hat{R}^{-1} & 0 \\
        * & * & \Psi_{33} & 1 & 0 \\
        * & * & * & -\beta_1 & 0 \\
        * & * & * & * & -\beta_2 + \frac{\Delta^2}{\delta}K\hat{R}^{-1}
    \end{bmatrix},
\end{equation}
where
\begin{align}
    \Psi_{11} &= -0.5p(K - \hat{\phi}) + 0.25K\hat{R}p^2 + 2\delta, \\
    \Psi_{13} &= 1 - 0.5pb + K - \hat{\phi} + K\hat{R}p, \\
    \Psi_{22} &= -pa_2 + \frac{\Delta^2}{\delta}K\hat{R}^{-1}, \\
    \Psi_{33} &= 0.5p - 2\delta + 0.5K\hat{R}.
\end{align}
Then inequality (12) holds by taking into account parameters from (29).

Proof 4: Introduce the following Lyapunov functional
\begin{equation}
    V(t) = \int_0^t \left[ a_2^2 + z^2(x,t) + z(t)z_x(x,t) + z_t^2(x,t) \right] dx.
\end{equation}
The inequality $z^2 + 2z z_t + z_t^2 \geq 0$ holds for $p \in (-0.5; 0.5)$. Therefore, $V(t) \geq 0$. Differentiating $V(t)$ in time along the trajectories of (28), we have
\begin{equation}
    \dot{V}(t) + 2\delta V(t) = 2\int_0^t \left[ a_1(x)z_x(x,t) + a_2(x)z_x(x,t) \right] dx + b(z,x,t)z_x(x,t) + f(x,t) + K[z(x,t) - F^j(x,t)],
\end{equation}
where $x \in [x_j, x_{j+1})$, $j = 0, \ldots, N - 1$.

Taking into account the boundary conditions (2) or (3), consider the integration by parts
\begin{align}
    \int_0^t z_t(x,t) \frac{\partial}{\partial x} [a_1(x)z_x(x,t)] dx &= 2a_1(x)z_x(x,t)z_t(x,t) \\
    -2\int_0^t a_1(x)z_x(x,t)z_t(x,t) dx &= -2a_1(x)z_x(x,t)z_t(x,t) dx.
\end{align}
Using Young’s inequality for the penultimate term in (32), we obtain
\[
2K \sum_{j=0}^{N-1} \int_{x_j}^{x_{j+1}} \left[ 0.5p(z) + z(t) \right] \times \left[ z(t) + F(t, x(t)) \right] dx \leq \frac{K}{2} \int_{0}^{T} \left( 0.5p(x(t)) + z(t) \right)^2 dx + K \int_{0}^{T} \sum_{j=0}^{N-1} \int_{x_j}^{x_{j+1}} [z(t) - F(t, x(t))]^2 dx.
\] (34)

Applying (22), (33), (34) and (24) to (32), rewrite result as follows
\[
\dot{V}(t) + 2\delta V(t) - \beta_2 \int_{0}^{t} F(t, x(t)) dx - \beta_3 \sum_{j=0}^{N-1} \int_{x_j}^{x_{j+1}} F_{x}(x(t)) dx \leq \sum_{j=0}^{N-1} \int_{x_j}^{x_{j+1}} \bar{\eta}_j^T \bar{\eta}_j dx,
\] (35)

where \( \bar{\eta}_j \) is given by (40). The expression (40) is affine with respect to the parameters \( \phi, a_2 \) and \( b \). According to [21], if LMIs (10) hold in the vertices \( \phi = \{0, \phi\} \), \( a_2 = \{a_2, \bar{a}_2\} \), \( b = \{b, \bar{b}\} \), then LMI \( \bar{\eta} \leq 0 \) holds for any \( \phi = \{0, \phi\} \), \( a_2 = \{a_2, \bar{a}_2\} \), \( b = \{b, \bar{b}\} \). Therefore, inequality [26] holds. Considering Lemma 2, the solution of differential inequality (35) can be defined as (27). Then, inequality (12) follows from (27) but taking into account parameters from (40). Theorem 2 is proved.

VI. WELL-POSEDNESS OF THE CLOSED-LOOP SYSTEM

In this section, we show that there exist solutions of the closed-loop systems (28) and (29) satisfying Dirichlet boundary conditions (2). The well-posedness under the mixed conditions (3) can be proved similarly.

A. The closed-loop system (28)

Consider the closed-loop system (28) with the boundary conditions (2). The boundary-value problem (28), (2) can be represented as an abstract inhomogeneous Cauchy problem in the Hilbert space \( H = L_2(0, l) \) as follows
\[
\dot{z}(t) = A z(t) + F(t, z(t)), \quad z_0 = z(0) \in D(A).
\] (36)

Here the operator \( A = \frac{\partial}{\partial x} \{a_1(x) \frac{\partial}{\partial x} + a_2(x) \frac{\partial}{\partial x} \} \) has the dense domain \( D(A) = \{ z \in L_2(0, l) : z(0) = z(l) = 0 \} \), \( F(t, z(t)) = f(t) + u(t) + \phi(t, z(t)) \), the function \( u(t) \) is given by (6). According to Theorem 1 [23] and (24), infinitesimal operator \( A \) generates a strictly continuous exponentially stable semigroup \( (C_0, \text{semigroup}) \) \( T(t) \). Then, the boundary-value problem (36) can be represented as a boundary-value problem on the semi-infinite interval \( [0, \infty) \) and its solutions can be found as solutions of the following integral equation
\[
z(t) = T(t)z(0) + \int_{0}^{t} T(t-s)F(s, z(s))ds.
\] (37)

Since the function \( F(t, z(t)) \) is continuously differentiable w.r.t. \( t \), then, according to Theorem 3.1.3 [24], there is a unique solution of (36) and this solution satisfies the integral equation (37).

B. The closed-loop system (28)

Now we consider the closed-loop system (28) with the boundary conditions (2). Rewrite the boundary-value problem (28), (2) as an abstract inhomogeneous Cauchy problem in the Hilbert space \( H = L_2(0, l) \) in the form
\[
\dot{\xi}(t) = \bar{A} \xi(t) + \bar{F}(t, \xi(t)), \quad \xi_0 = \xi(0) \in \bar{A},
\] (38)

where \( \xi = \{z, z_{x}\} \), the operator \( \bar{A} = \begin{bmatrix} 0 & 1 \\ \frac{\partial}{\partial x} \{a_1(x) \frac{\partial}{\partial x} + a_2(x) \frac{\partial}{\partial x} \} & 0 \end{bmatrix} \) has the dense domain \( D(\bar{A}) = \{ \xi \in H_2(0, l) : \xi(0) = \xi(l) = 0 \} \), \( \bar{F}(t, \xi(t)) = \begin{bmatrix} 0 & 1 \end{bmatrix} \begin{bmatrix} f(t) + u(t) + \phi(t, z(t)) \end{bmatrix} - b(t, z(t)) \xi_2(t) \). The function \( u(t) \) is given by (6). According to Theorem 1 [23] and (24), the infinitesimal operator \( A \) generates a strictly continuous exponentially stable semigroup \( (C_0, \text{semigroup}) \) \( T(t) \). Therefore, further considerations for (38) are similar to those for (36) in Subsection VII.A.

VII. EXAMPLES

A. The simulations of systems (1) and (4)

Let \( l = 1 \). To simulate systems (1) and (4) we divide the segment \([0, 1]\) into 100 sub-intervals of the same length with a sampling step in the spatial variable \( D = 1/100 \). The first and the second derivatives in the spatial variable of \( z(x, t) \) are calculated in the points \( x = x_0 < x_1 < \ldots < x_{100} < x_1 \) according with the following expressions \( z_x(x_k, t) = \frac{z(x_{k+1}, t) - z(x_k, t)}{x_{k+1} - x_k} \) and \( z_{xx}(x_k, t) = \frac{z_x(x_{k+1}, t) - z_x(x_k, t)}{x_{k+1} - x_k} \).

For design the control law (6) we divide the segment \([0, l]\) into \( N = 2 \) and \( N = 10 \) equal sub-intervals (see (5)).

Consider systems (1) and (4) under the Dirichlet boundary conditions (2) and \( a_1(x) \in [0.5, 2], a_2(x) \in [-5, 5], \phi(z, x, t) = 5 + \cos(3z), f(x, t) = 0.2 \sin(30t) + \sin(2t) \). Consider two partitions for \( N = 2 \) and \( N = 10 \) (see (5)). Let \( \bar{x}_j = 0.5(x_j + x_{j+1}) \). Choose \( F^j(x, t) \) in the control law (6) for example 3, where \( \alpha = 10^3 \), as well as \( \beta_j = 1/80 \) for \( N = 2 \) and \( \beta_j = 1/80 \) for \( N = 10 \). In Figs. 3 and 4 the solutions of (1) and the spatio-temporal graphs of \( u(x, t) \) are illustrated for:

1) the control law \( u(x, t) = -Kz(\bar{x}_j, t) \) from (19) for \( K = 100 \);
2) the proposed control law (6) for \( K = -100 \);
3) the proposed control law (6) for \( K = -500 \).

Figs. 3 and 4 show that the solutions of \( z(x, t) \) almost the same for the proposed control law and the one from (19). However, the proposed control law provides exponential stability under distributed disturbances. If the coefficient \( K \) is increased by 5 times, then the magnitude of the control signal is also
increased approximately 5 times. In this case the rate of exponential convergence and quality of disturbance rejection in the steady state are higher than the ones from [19] at $K = 100$.

Now we analyze the control costs. Figs. 6, 7 illustrate the integral difference in the form $I = \sum_{j=0}^{N-1} \int_{0}^{T} (|u_{F&B}(\bar{x}_j, s)| - |u_{proposed}(\bar{x}_j, s)|) ds$, where $u_{F&B}(\bar{x}_j, t)$ is the control law from [19], $u_{proposed}(\bar{x}_j, t)$ is the proposed one. The advantages of the proposed algorithm is clearly seen, i.e. the control costs of the proposed control law are less than ones from [19]. Moreover, the proposed control law can be approximated by finite actions, while the control law from [19–21] requires implementation throughout the whole spatial variable. The simulations for the function $F^3(x, t)$ from example 2 with $\alpha = 100$ are comparable with the results obtained for the function $F^3(x, t)$ from example 3.

![Fig. 3. The spatio-temporal graphs of $z(x, t)$ and $u(x, t)$ from [19–21] for $N = 2 (a,b)$ and $N = 10 (c,d)$ for $K = 100$.](image)

C. The results of simulations of system (4)

In (4) choose $a_1(x) = 1 + \sin(x)$, $a_2(x) = -2 - \sin(1.3x)$, $b(x, t) = -2 - \sin(1.1z)$, $\phi(z, x, t) = 5 + \cos(3z)$ and $f(x, t) = 0.2[\sin(30t) + \sin(2t)]$. In Figs. 8, 9 the solutions of (4) and spatio-temporal graphs of $u(x, t)$ are given for the proposed control law (9) with the function $F^3(x, t)$ from example 3 for $\alpha = 10^3$, as well as $\beta_j = 1/8$ for $N = 2$ and $\beta_j = 1/80$ for $N = 10$ and $K = -100$, $K = -500$. The proposed control law provides exponential stability under disturbances. The simulations for the function $F^3(x, t)$ from example 2 with $\alpha = 100$ are comparable with the results obtained for the function $F^3(x, t)$ from example 3.

VIII. CONCLUSIONS

A sampled-data in space control law is proposed for scalar semilinear differential equations of parabolic and hyperbolic types with interval-indefinite parameters and external bounded disturbances. The control law is only used a finite set of measurements of the output signal. Also the control law depends on a function depending on the spatial coordinate and the current measurement. This function allows one to achieve different properties, for example, to provide reduced control costs. The exponential stability of the closed-loop systems and robustness with respect to unknown parameters and external disturbances are considered. The simulations have confirmed the theoretical results and have showed the efficiency of the proposed algorithm compared with ones from [19–21].
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