Lane-Exchanging Driving Strategy for Autonomous Vehicle via Trajectory Prediction and Model Predictive Control
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Abstract—The cooperation between an autonomous vehicle and a nearby vehicle is critical to ensure driving safety in the lane-exchanging scenario. The nearby vehicle trajectory needs to be predicted, from which the autonomous vehicle is controlled to prevent possible collisions. This paper proposes a lane-exchanging driving strategy for the autonomous vehicle to cooperate with the nearby vehicle by integrating vehicle trajectory prediction and motion control. A trajectory prediction method is developed to anticipate the nearby vehicle trajectory. The Gaussian mixture model (GMM), together with the vehicle kinematic model, are synthesized to predict the nearby vehicle trajectory. A potential-field-based model predictive control (MPC) approach is utilized by the autonomous vehicle to conduct the lane-exchanging maneuver. The potential field of the nearby vehicle is considered in the controller design for collision avoidance. On-road driving data verification shows the nearby vehicle trajectory can be predicted by the proposed method. CarSim® simulations validate that the autonomous vehicle can perform the lane-exchanging maneuver and avoid the nearby vehicle using the proposed driving strategy. The autonomous vehicle can thus safely perform the lane-exchanging maneuver and avoid the nearby vehicle.
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I. INTRODUCTION

The autonomous vehicle is a promising technique that draws great attention from automotive manufactures, research institutes, and even internet companies recently [1], owing to its great potential of improving driving safety and traffic efficiency [2][3]. However, the complex driving scenarios impede the development and application of the automated driving technology [4]. With the appearance of nearby road users, the autonomous vehicle has to cooperate with other traffic participants to ensure the road safety and efficiency [5].

The vehicle trajectory prediction and motion control have been investigated intensively to enable the autonomous vehicle collaborate with other road users. A unified framework is proposed for the maneuver classification and the motion prediction of surround vehicles [6]. After learning the probability distribution from the previous motion patterns, the vehicle trajectory can be anticipated by calculating the probability of the future motion [7]. The constant yaw rate and acceleration model and the maneuver recognition module are combined to predict vehicle trajectory [8]. Similarly, the physical-based method and the maneuver-based method are integrated to predict the vehicle trajectory via an interactive multiple model [9]. The recurrent neural network and the 3D trajectory cues are utilized to anticipate the surround vehicle trajectories [10]. The driver behaviors are anticipated through the input-output hidden Markov model for cooperating with the nearby vehicles [11]. The deep recurrent neural networks are used to develop an integrated time series model for estimating the drivers` brake intention [12]. The drivers` driving styles and the road environments are considered to develop a curve speed model [13]. The drivers` intention and maneuver are recognized by the inductive multilabel classification, in order to assist the drivers in the shared control scheme [14]. The drivers` visual scanning behaviors at both the signalized and the unsignalized intersections are investigated to improve the road safety [15]. After understanding the behaviors of the surrounding vehicles, the motion control methods are developed to manipulate the autonomous vehicle accordingly. The robust control method is used to design the trajectory tracking controllers considering the modeling errors and the system uncertainties [16]. The control efforts are computed by solving a set of linear matrix inequalities [17]. A trajectory tracking controller using the back-stepping method is designed to track the planned trajectory and velocity in different T-intersection driving scenarios [18]. The MPC algorithm is employed for the vehicle motion control, considering its advantages of dealing with the system constraints [19]. By converting the path-tracking control into the yaw stabilization problem, the vehicle motion control is achieved by the integral sliding mode control method [20]. An optimal control approach is proposed to control the 4-independent wheel driving electric vehicles by solving a large-scale nonlinear optimization problem [21]. The nonlinear decoupling method is used to improve the maneuverability and stability of the electric vehicles [22]. The steering characteristics of an individual driver are considered to design the fault-tolerant controller for the electric vehicles [23]. With the consideration of driver behaviors, the intelligent vehicles are able to cooperate with human drivers in different driving scenarios.

Fig. 1. Lane-exchanging scenario.
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The lane-exchanging is one of the most challenging driving scenarios. The ground vehicles may need to perform the lane-exchanging maneuvers under the on/off ramp driving situation. The autonomous vehicle changes to the adjacent lane in the presence of a nearby vehicle. Meanwhile, the nearby vehicle will switch to the lane where the autonomous vehicle drives, as shown in Fig. 1. Some research efforts have been devoted to the studies of lane-exchanging scenario. A control framework is proposed for the lane-exchanging scenario. The driver characteristics are considered in trajectory planning for the two vehicles to switch lane simultaneously [24]. The transportation requests can be exchanged to facilitate the vehicle collaboration in the lane-exchanging scenario [25]. Despite the research efforts above, the developments of lane-exchanging driving strategies for the autonomous vehicles are limited. The nearby vehicle trajectory is commonly assumed to be known in most studies, moreover, it is challenging to consider the nearby vehicle trajectory in the driving strategy design. To overcome these limitations, it is crucial to understand the nearby vehicle trajectory so that the autonomous vehicle can be controlled accordingly for inter-vehicle cooperation and collision avoidance.

This paper proposes a lane-exchanging driving strategy synthesizing the trajectory prediction and the potential-field-based MPC. The trajectory of the nearby vehicle is predicted to facilitate the cooperation between the two vehicles. The structure of the proposed method is depicted in Fig. 2.

**Fig. 2. Structure of the lane-exchanging driving strategy.**

As shown in Fig. 2, the nearby vehicle trajectory is predicted for the motion control of the autonomous vehicle. A trajectory prediction method is developed by combining the long-term trajectory prediction and short-term trajectory prediction. The GMM method is employed to predict the vehicle trajectory in the long-term, meanwhile, the vehicle kinematic model is used to anticipate that in the short-term. The predicted trajectory is sent to the motion control of autonomous vehicle through the potential-field-based MPC method. Considering the potential fields of the nearby vehicle, the control efforts are computed to change the lane and avoid possible collisions in the lane-exchanging scenario. The contributions of this paper are listed as follows:

1. A lane-exchanging driving strategy integrating vehicle trajectory prediction and motion control is developed. The nearby vehicle trajectory is predicted and utilized in the motion control of the autonomous vehicle, which facilitates the inter-vehicle cooperation in the lane-exchanging scenario.

2. A trajectory prediction method is formed to anticipate the nearby vehicle trajectory. The long-term trajectory prediction using the GMM and the short-term trajectory prediction using the vehicle kinematic model are combined to anticipate the vehicle trajectory.

3. The potential-field-based MPC method is utilized to perform the lane-exchanging maneuver considering a nearby vehicle. To avoid possible collisions, the potential field of the nearby vehicle is constructed and included in the controller design of the autonomous vehicle.

The structure of this paper is as follows. The trajectory prediction method for anticipating the nearby vehicle trajectory is introduced in Section II. With the predicted trajectory, the potential-field-based MPC algorithm is detailed in Section III to conduct the lane-exchanging maneuver and avoid collision with the nearby vehicle. The simulation results are given in Section IV and the conclusion are provided in Section V.

II. NEARBY VEHICLE TRAJECTORY PREDICTION

The nearby vehicle trajectory is predicted to facilitate the cooperation between the two vehicles in the lane-exchanging scenario. The predicted trajectory of the nearby vehicle is obtained by combing the short-term trajectory predicted by the vehicle kinematic model and the long-term trajectory predicted by the GMM method.

A. Vehicle trajectory predicted by vehicle kinematic model

The vehicle trajectory in the nearby future mainly depends on vehicle motion. The vehicle kinematic model that illustrates the relationship between vehicle velocity and vehicle position is used to predict the vehicle trajectory in the short-term [8]. The schematic diagram of vehicle kinematic model is shown in Fig. 3.

**Fig. 3. Vehicle kinematic model.**

As shown in Fig. 3, for vehicle states at time instance \( t \), the vehicle longitudinal and lateral positions of the center of gravity (CG) are \( x_t \) and \( y_t \), respectively, \( v_t \) is vehicle velocity, \( \omega_t \) is vehicle yaw rate, \( a_t \) is vehicle acceleration, and \( \psi_t \) is vehicle yaw angle. To predict the vehicle trajectory in the near future, the vehicle acceleration and yaw rate are assumed to be constant in the prediction horizon, i.e., \( a_t = a_0 \) and \( \omega_t = \omega_0 \). The predicted vehicle velocity and yaw angle can thus be expressed as

\[
v_t = a_0 t + v_0, \tag{1}
\]

\[
\psi_t = a_0 t + \psi_0, \tag{2}
\]

where \( a_0 \) is the initial vehicle acceleration and \( \omega_0 \) is the initial vehicle yaw rate. \( v_0 \) and \( \psi_0 \) are vehicle velocity and yaw angle at the initial prediction time, respectively. Since vehicle positions are represented in the Cartesian coordinate, the vehicle velocities in the longitudinal and lateral directions...
need to be computed. According to the vehicle kinematic model, the vehicle velocity can be computed as
\[ v_{xt} = v_i \cos \psi_t, \quad (3) \]
\[ v_{yt} = v_i \sin \psi_t, \quad (4) \]
where \( v_{xt} \) and \( v_{yt} \) are vehicle longitudinal velocity and lateral velocity at the prediction time \( t \), respectively. Let the initial vehicle longitudinal and lateral positions be \( x_0 \) and \( y_0 \). Then, the vehicle trajectory at the future time \( t \) can be obtained by integrating the velocities \( v_{xt} \) and \( v_{yt} \) [9], which are
\[ x_t = \frac{a_0}{2} \cos \psi_t + \frac{v_i}{a_0} \sin \psi_t - \frac{a_0}{2} \cos \psi_0 - \frac{v_i}{a_0} \sin \psi_0 + x_0, \quad (5) \]
\[ y_t = \frac{a_0}{2} \sin \psi_t - \frac{v_i}{a_0} \cos \psi_t - \frac{a_0}{2} \sin \psi_0 + \frac{v_i}{a_0} \cos \psi_0 + y_0. \quad (6) \]

The predicted trajectory consists of vehicle longitudinal position \( x_t \) and lateral position \( y_t \), which can be written as
\[ T_{h}(t) = (x_t, y_t) , \quad (7) \]
where \( T_{h}(t) \) is the trajectory predicted by the vehicle kinematic model. The constant yaw rate and acceleration model is employed for the short-term trajectory prediction via equations (5) and (6).

B. Vehicle trajectory predicted by GMM

Vehicle trajectory in the long-term relates to the drivers’ intention and maneuver. In the lane-exchanging scenario, the nearby vehicle will change to the lane where the autonomous vehicle drives. Therefore, the long-term trajectory of the nearby vehicle can be anticipated by learning the historical driving data of the lane-change maneuver when the drivers’ lane-change intention is identified. As this study mainly focuses on the vehicle trajectory prediction, the lane-change intention of the nearby vehicle is assumed to be given or anticipated by other advanced algorithms [26].

For the purpose of predicting vehicle trajectory in the long-term, it is assumed the future vehicle trajectory depends on the historical vehicle trajectory. Therefore, the probability distributions of the historical trajectory is utilized to infer that of the future trajectory. Considering its advantages of approximating various kinds of probability distribution, the GMM method is used to represent the probability distribution of vehicle trajectories. The evolution of vehicle trajectory is thus regarded as a Gaussian process, and the Gaussian regression can be adopted for vehicle trajectory prediction. The procedures of vehicle trajectory prediction consist of two stages: the GMM model is firstly obtained by learning the lane-change driving data; Then the future vehicle trajectory can be anticipated via the conditional Gaussian distribution, given the historical vehicle trajectory.

In order to obtain a uniform representation of the vehicle trajectory and ensure the path smoothness, the vehicle trajectory is represented by Chebyshev polynomial to facilitate the trajectory prediction [7]. The historical vehicle trajectory can be expressed as
\[ T_{h}(t) = \sum_{i=1}^{m} x_h \mathcal{C}_{h_i}(t), \quad (8) \]
where \( T_{h}(t) \) is the historical vehicle trajectory. \( \mathcal{C}_{h_i}(t) \) is the Chebyshev polynomial of the historical trajectory evaluated at time step \( t \). The subscript \( i \) indicates the order of the Chebyshev polynomial and \( i = 1, 2, ..., m \). \( x_h \) is the Chebyshev polynomial coefficient and the coefficient vector of the historical trajectory is \( x_h = [x_{h1}, x_{h2}, ..., x_{hm}]^T \). Based on equation (8), the historical vehicle trajectory is decomposed as the Chebyshev polynomials and their coefficients. The polynomial coefficients are used to represent the historical vehicle trajectory. Similarly, the future vehicle trajectory can be expressed in the same way. The coefficient vector of the future vehicle trajectory is \( x_f = [x_{f1}, x_{f2}, ..., x_{fm}]^T \). Since the vehicle trajectory is represented by polynomial coefficients, the vehicle trajectory prediction can be converted into the prediction of the polynomial coefficients.

Owing to the relationship between the historical and future vehicle trajectories, together with the Chebyshev polynomials representation, the future vehicle trajectory can be predicted by computing the future polynomial coefficients using the historical polynomial coefficient. The coefficient vector \( x_h \) of the historical trajectory is used as the input feature, and the prediction output is the coefficient vector \( x_f \) of the future vehicle trajectory. In order to describe the relationship between the history and the future coefficients, a state vector is defined as
\[ GS = \begin{bmatrix} x_h \\ x_f \end{bmatrix}, \quad (9) \]

The distribution of the state vector \( GS \) is assumed as a Gaussian mixture distribution, which is written as
\[ GS \sim \sum_{k=1}^{n} \omega_k N(\mu_k, \Sigma_k), \quad (10) \]
where \( \mu_k \) and \( \Sigma_k \) are the mean and the covariance of the Gaussian component \( k \). \( \omega_k \) is the weight of the corresponding Gaussian component. \( n \) is the number of the Gaussian components and a single Gaussian component \( k \) can be written as
\[ \mu_k = \begin{bmatrix} \mu_{k,h} \\ \mu_{k,f} \end{bmatrix}, \quad (11) \]
\[ \Sigma_k = \begin{bmatrix} \Sigma_{k,h} & \Sigma_{k,hf} \\ \Sigma_{k,fh} & \Sigma_{k,f} \end{bmatrix}, \quad (12) \]
where the subscript \( h \) denotes the history information and the subscript \( f \) represents the future information. The mean \( \mu_k \) and covariance \( \Sigma_k \) of the component \( k \) of the GMM can be obtained by learning the driving dataset. The GMM is utilized to approximate the distribution of the historical and future trajectories.

After inferring the GMM, the state vector \( GS \) can be approximated. The relationship between the historical trajectory coefficient and the future trajectory coefficient are described by the Gaussian process. Then, the mixture distribution \( p(x_f|x_h) \) is used to predict the future trajectory coefficient \( x_f \), given the history trajectory coefficient \( x_h \). As the distribution of the polynomial coefficients consists of \( n \) Gaussian components, the covariance of the Gaussian component \( k \) of the conditional mixture distribution is written as
The mean of the Gaussian component $k$ of the conditional mixture distribution can be calculated as

$$
\mu_{k, f \mid h} = \mu_{k, f} + \Sigma_{k, f h}^{-1} \Sigma_{k, h} (x_h - \mu_{k, h}) ,
$$

and the weight the conditional mixture distribution can be computed as

$$
\omega_{k \mid h} = \frac{\omega_k p(x_h \mid \mu_{k, x_h}, \Sigma_{k, x_h})}{\sum_{k=1}^n \omega_k p(x_h \mid \mu_{k, x_h}, \Sigma_{k, x_h})} .
$$

The equations (13) ~ (15) define a full conditional probability density function of the polynomial coefficient of the future trajectory. The conditional mixture distribution $p(x_f \mid x_h)$ of the future trajectory coefficients can be given as

$$
p(x_f \mid x_h) = \sum_{k=1}^n \omega_{k \mid h} \delta(\mu_{k, f \mid h} \cdot \Sigma_{k, f \mid h}) .
$$

From equation (16), the conditional mixture distribution of the polynomial coefficients of the future trajectory can be obtained. The mean and covariance of the conditional probability distribution are the combination of the $n$ Gaussian components, which can be written as

$$
\mu_{\sigma, f \mid h} = \sum_{k=1}^n \omega_{k \mid h} \mu_{k, f \mid h} ,
$$

$$
\Sigma_{\sigma, f \mid h} = \sum_{k=1}^n \omega_{k \mid h} \Sigma_{k, f \mid h} + (\mu_{k, f \mid h} - \mu_{\sigma, f \mid h}) (\mu_{k, f \mid h} - \mu_{\sigma, f \mid h})^T .
$$

The future vehicle trajectory is predicted by computing the distribution of the polynomial coefficients of the future trajectory, which is approximated by the conditional mixture distribution. Since the vehicle trajectory is represented by the Chebyshev polynomial, the future vehicle trajectory can be given as

$$
T_{r_2}(t) = Ch(t) \cdot x_f
$$

where $T_{r_2}(t)$ is the predicted vehicle trajectory, $x_f$ is the predicted coefficient vector of the Chebyshev polynomial. $Ch(t)$ is the Chebyshev polynomial evaluated at time $t$. The future vehicle trajectory can be predicted through above procedures.

C. Trajectory prediction integration

The short-term trajectory prediction and the long-term trajectory prediction are integrated to obtain the final predicted vehicle trajectory. The vehicle kinematic model is accurate in the short-term prediction, meanwhile, the GMM method emphasizes on the long-term prediction. To obtain the final trajectory prediction, a weighting function is utilized to combine the predicted trajectories in both the short-term and long-term.

Considering the smoothness of vehicle trajectory, the cubic spline function $f(t)$ is used to construct the weighing function that integrates the two predicted trajectories. The weighing function is defined as a cubic spline within the prediction horizon $[0, T]$ and $0 \leq f(t) \leq 1$. Then, the prediction trajectory can be written as

$$
Tr(t) = f(t) T_{r_1}(t) + (1 - f(t)) T_{r_2}(t) .
$$

The final predicted trajectory is represented by $Tr(t)$. With the prediction time $t$ increases from 0 to $T$, the weighting function $f(t)$ is decreasing from 1 to 0. At the beginning of the trajectory prediction, the short-term predicted trajectory $T_{r_1}(t)$ dominates the trajectory prediction and the weighting function $f(t)$ is close to 1. As the prediction time increases, the predicted trajectory is close to the long-term predicted trajectory $T_{r_2}(t)$ which means the weighting function $f(t)$ approaches to 0.

III. POTENTIAL FIELD BASED MODEL PREDICTIVE CONTROL

With the predicted nearby vehicle trajectory, the potential-field-based MPC algorithm is used to perform the lane-exchanging maneuver and cooperate simultaneously with the nearby vehicle.

A. Vehicle system model

A control-oriented vehicle model is formed for the controller design. The bicycle vehicle model that simplifies the model complexity while preserving accuracy is utilized to describe vehicle motion on the ground. The bicycle vehicle model is illustrated in Fig. 4.

As shown in Fig. 4, the bicycle vehicle model illustrates the vehicle planar motion. The vehicle longitudinal motion, lateral motion and yaw motion are considered, whereas the vehicle pitch motion and roll motion are ignored. Then, the vehicle motion equations can be written as [27]

$$
\begin{align*}
\dot{x} &= v_x \cos \psi - v_y \sin \psi \\
\dot{y} &= v_x \sin \psi + v_y \cos \psi \\
\dot{\psi} &= \omega_z \\
\dot{v}_x &= v_y \omega_z + \frac{F_{xf}}{m} \\
\dot{v}_y &= -v_x \omega_z + \frac{F_{yf} + F_{yr}}{m} \\
\dot{\omega}_z &= \frac{F_{zf} l_f - F_{yr} l_r}{I_z}.
\end{align*}
$$

where $X$ and $Y$ are vehicle global positions in the longitudinal and lateral directions, respectively. $F_x$ is the longitudinal tire force. $F_{zf}$ is the lateral tire force of the front wheels and $F_{yr}$ is that of the rear wheel. $l_f$ and $l_r$ are the distances from vehicle center of gravity to the front axle and rear axle, respectively. $m$ is the total vehicle mass and $I_z$ is vehicle yaw moment of inertia. $\psi$ is vehicle yaw angle and $\omega_z$ is vehicle yaw
yaw rate, \(v_x\) and \(v_y\) are vehicle longitudinal and lateral velocity, respectively.

In the lane-exchanging scenario, the vehicle yaw angle is assumed small [24]. Therefore, we can have the conditions \(\cos \psi \approx 1\) and \(\sin \psi \approx \psi\). The vehicle global position can then be simplified as

\[
\dot{X} = v_x - v_y \psi, \quad (22)
\]
\[
\dot{Y} = v_x \psi + v_y, \quad (23)
\]

Considering the normal driving conditions studied in this paper, the linear tire model is used to compute the lateral tire forces, which are

\[
F_{sy} = C_f (\delta - \frac{v_x}{v_y}) \frac{l_f \alpha_z}{v_x}, \quad (24)
\]
\[
F_{sy} = -C_r \frac{v_y - l_r \alpha_z}{v_x}, \quad (25)
\]

where \(\delta\) is the steering angle of the front wheel, \(C_f\) and \(C_r\) are the cornering stiffness of the front axle and the rear axle, respectively.

By substituting equations (23) - (25) into equation (21), the vehicle system model in equation (21) can be rewritten into the state space representation, which is

\[
\begin{bmatrix}
\dot{\xi} \\
\dot{\eta} 
\end{bmatrix}
= \begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
\xi \\
\eta
\end{bmatrix} + 
\begin{bmatrix}
G \\
0
\end{bmatrix}
\begin{bmatrix}
u_x \\
u_y
\end{bmatrix},
\]

where the state vector is \(\xi = [X, v_x, Y, v_y, \psi, \alpha_x, \alpha_y]^T\). The system output would be \(\eta = [Y, \psi, v_x]^T\). The control inputs are the steering angle and the longitudinal tire force, i.e., \(u = [\delta, F_s]^T\). \(A\) is the system matrix, \(B\) is the control matrix, and \(C\) is the output matrix. The above matrices can be expressed as

\[
A = 
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & -v_y & 0 \\
0 & 0 & 0 & 0 & 0 & v_y & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -C_f + C_r & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -C_f & 0 & 0 \\
0 & 0 & 0 & I_xC_r - l_f C_f & 0 & 0 & 0 \\
0 & 0 & 0 & l_f C_f & 0 & 0 & 0
\end{bmatrix}
\]

\[
B = 
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & C_f & 0 & 0 \\
0 & 0 & 0 & 0 & l_f C_f & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
C = 
\begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

The vehicle model in equation (26) is utilized as the predictive model of the MPC algorithm. Under the MPC scheme, the vehicle system is discretized as

\[
\begin{bmatrix}
\xi(k+1) \\
\eta(k)
\end{bmatrix} = 
\begin{bmatrix}
A_k \xi(k) + B_k u(k) \\
C_k \xi(k)
\end{bmatrix}, \quad (28)
\]

where \(A_k\) is the discretized system matrix and \(A_k = I + T_s A\). \(B_k\) is the discretized control matrix and \(B_k = T_s B\). \(T_s\) is the sampling time. The discretized output matrix is \(C_k\). The incremental of the control efforts is written as \(\Delta u(k)\) that satisfies the condition \(\Delta u(k) = u(k) - u(k - 1)\).

B. Potential fields

The autonomous vehicle has to cooperate with the nearby vehicle for collision avoidance in the lane-exchanging scenario. The nearby vehicle is thus regarded as a moving obstacle that needs to be avoided when the autonomous vehicle changes to the other lane. By predicting the nearby vehicle trajectory, the potential field of the nearby vehicle is constructed and considered in the controller design, in order to avoid possible collisions between the two vehicles. The potential field of the nearby vehicle can be written as [28]

\[
U_o(X, Y) = \frac{a}{SD(X, Y)}, \quad (29)
\]

where \(a\) is the intensity parameter and \(b\) is the shape parameter of the potential field of the nearby vehicle. \(\Delta X\) and \(\Delta Y\) are the relative distances between two vehicles in the longitudinal and the lateral directions, respectively. The term \(SD(X, Y)\) represents the signed distance that represents the position between the two vehicles and is detailed in [29]. \(X_s\) is the safe distance in the longitudinal direction and \(Y_s\) is that in the lateral direction, which are defined as

\[
X_s = X_0 + v_x T_0 + \frac{\Delta v_x^2}{2a_n}, \quad (30)
\]
\[
Y_s = Y_0 + (v_x \sin \theta + v_{xn} \sin \theta)T_0 + \frac{\Delta v_y^2}{2a_n}, \quad (31)
\]

where \(v_{xn}\) is the velocity of the nearby vehicle. \(\Delta v_x\) and \(\Delta v_y\) are the longitudinal and lateral approaching velocity, respectively. \(X_0\) is the minimum allowed longitudinal distance and \(Y_0\) is the minimum allowed lateral distance. \(a_n\) represents the vehicle acceleration. \(T_0\) is the time gap and \(\theta\) is the heading angle between the two vehicles. The potential field increases as the autonomous approaches to the nearby vehicle.

The autonomous vehicle is preferred to drive along the low potential area and avoid the high potential area, so that the autonomous vehicle can avoid the nearby vehicle in the lane-exchanging scenarios.

Besides the potential field of the nearby vehicle, the potential field of the road boundary is defined to prevent the vehicle from leaving the lane. The potential field of the road boundary is written as

\[
U_R(X, Y) = \begin{cases}
\alpha_R (SD_R(X, Y) - D_o)^2 & SD_R(X, Y) < D_o \\
0 & SD_R(X, Y) > D_o
\end{cases}, \quad (32)
\]

where \(SD_R(X, Y)\) is the signed distance between the autonomous vehicle and the road boundary. \(D_o\) is the safety distance from the lane boundary. \(\alpha_R\) is the intensity parameter. With the potential field defined for the lane boundary, the autonomous vehicle is prevented from leaving the lane.

The functions of the potential fields are nonlinear and nonconvex, so as the problem of controller design. Its solution
is thus time consuming and computational expensive. In order to reduce the computational cost, the potential fields are approximated by convex functions via coordinate transformation. The controller design problem can thus be converted into a convex quadratic optimization problem. The convex processes are detailed in [30] and thus omitted here.

C. Cost function and constraints

The control objective is to avoid the nearby vehicle while performing the lane-change maneuver at the same time. The lateral motion and longitudinal motion of the autonomous vehicle have to be manipulated simultaneously. As the autonomous will change to the adjacent lane where the nearby vehicle drives, the desired trajectory is the centerline of the adjacent lane. Therefore, the cost function considering the nearby vehicle, the road boundaries, and the trajectory tracking errors is written as

\[
J = \sum_{k=1}^{N} (U_p(t+k|t) + U_R(t+k|t)) + \sum_{k=0}^{N-1} \|u_c(t+k|t)\|_Q + \sum_{k=1}^{N} \|y(t+k|t) - \eta_{des}(t+k|t)\|_Q,
\]

where \(U_p(t+k|t)\) is the potential fields of the nearby vehicle of time step \((t+k)\) which is computed at time step \(t\), similar to the potential filed of the road boundary \(U_R(t+k|t)\). The control effort is \(u_c(t+k|t)\) and its corresponding weighting matrix is \(R\). \(\eta_{des}(t+k|t)\) is the desired system outputs that contains the lateral position and the yaw angle of the centerline of the target lane, as well as the desired velocity. \(Q\) is the weighting matrix of the trajectory tracking error.

After defining the cost function, the control efforts can be computed by solving the receding horizon optimization problem. The vehicle system model and the control saturation are considered as the constraints of the optimization problem. Meanwhile, the vehicle states needs to be confined in the reasonable ranges to ensure the driving safety and ride comfort. Then, the optimization problem can be expressed as

\[
\begin{align*}
\min_{u(t+k|t)\ldots u(t+N-1|t)} & \quad J(\xi(t+k|t), u(t+k|t)) \\
\text{s.t.} & \quad \xi(t+k+1|t) = A_k \xi(t+k|t) + B_k u_c(t+k|t) \\
& \quad \eta(t+k|t) = C_k \xi(t+k|t) \\
& \quad u_{c_{\min}} < u_c(t+k|t) < u_{c_{\max}} \\
& \quad \Delta u_{c_{\min}} < \Delta u(t+k|t) < \Delta u_{c_{\max}} \\
& \quad u(t+k+1|t) = u(t+k|t) + \Delta u(t+k|t) \\
& \quad \text{for } k = 0, 2, 3, \ldots, N-1.
\end{align*}
\]

where \(u(t+k|t)\) represents the control effort of the time step \((t+k)\) computed at time step \(t\). The \(u_{c_{\min}}\) and \(u_{c_{\max}}\) are the lower bound and the upper bound of the control effort. Considering the actuator saturation, the minimum and maximum steering angle are \(\delta_{c_{\min}}\) and \(\delta_{c_{\max}}\), the minimum and maximum driving torque are \(T_{\min}\) and \(T_{\max}\). Then the constraints of the control efforts are

\[
\begin{align*}
u_{c_{\min}} = \begin{bmatrix} \delta_{c_{\min}} & T_{\min} \end{bmatrix}^T, \quad u_{c_{\max}} = \begin{bmatrix} \delta_{c_{\max}} & T_{\max} \end{bmatrix}^T.
\end{align*}
\]

Similarly, the constraints of the incremental of the control efforts are considered. The \(\Delta u(t+k|t)\) is confined by its lower bound \(\Delta u_{c_{\min}}\) and its upper bound \(\Delta u_{c_{\max}}\). Define the minimum and maximum driving angle between two steps as \(\Delta \delta_{\min}\) and \(\Delta \delta_{\max}\), and the minimum and maximum driving torque between two steps as \(\Delta T_{\min}\) and \(\Delta T_{\max}\). Then the constraints of \(\Delta u(t+k|t)\) are bounded as

\[
\Delta u_{c_{\min}} = \begin{bmatrix} \Delta \delta_{\min} & \Delta T_{\min} \end{bmatrix}^T, \quad \Delta u_{c_{\max}} = \begin{bmatrix} \Delta \delta_{\max} & \Delta T_{\max} \end{bmatrix}^T.
\]

Under the MPC scheme, a sequence of control efforts are computed, whereas only the first one is sent to drive the autonomous vehicle. More details about the MPC algorithm can be found in [31].

IV. DRIVING DATA AND SIMULATION VALIDATION

The on-road driving data from the Highway Drone Dataset is used to verify the trajectory prediction method. The proposed method is used to anticipate the trajectory of the nearby vehicle. Based on the predicted trajectory, the potential-field-based MPC approach is then utilized to conduct the lane-exchanging maneuver and avoid possible collisions. The designed control method is validated through simulation studies.

A. Trajectory prediction results

The developed vehicle trajectory prediction method is verified through the Highway Drone Dataset that contains naturalistic vehicle trajectories recorded on German Highway [32]. The vehicle trajectory, including vehicle type, size and maneuver, is collected using a drone from the aerial perspective. The vehicle positions are extracted via the state-of-the-art computer vision algorithms. By learning the on-road driving data, the vehicle trajectory can be anticipated by the proposed method.

The vehicle trajectory is predicted at different time instance after the start of lane change. Since the nearby vehicle changes to the adjacent lane in the lane-exchanging scenario, the start of lane-change is defined as the instance when the vehicle position is around the centerline of its original lane. The historical trajectory is used to predict the future trajectory for 4 s ahead. The trajectory prediction results at the time instance 0.4 s, 1.4 s, and 2.4 s after the start of lane-change are shown in the following figures.

Fig. 5 shows the vehicle trajectory that is predicted at 0.4 s after the start of lane-change. The trajectory prediction is accurate at the beginning of the prediction. The prediction error increases with the prediction time and reaches to 0.2 at the longitudinal position 150 m. The final trajectory has smaller errors than the trajectories predicted either by the GMM method or the vehicle mode.

![Fig. 5. Trajectory Prediction at 0.4 s after the start of lane change](image-url)
change.

In Fig. 6, the vehicle trajectory is predicted at 1.4 s after the start of lane-change. By combing the GMM method and the vehicle model, the prediction error of the final trajectory can be reduced.

![Fig. 6. Trajectory Prediction at 1.4 s after the start of lane change.](image)

Similarly, the trajectory predicted at 2.4 s after the start of lane-change is depicted in Fig. 7. The trajectory prediction by the vehicle model is accurate in the short-term, whereas the trajectory predicted by the GMM method performs better in the long-term. The final trajectory takes advantages of the two prediction methods such that it matches the real trajectory with small prediction errors.

![Fig. 7. Trajectory Prediction at 2.4 s after the start of lane change.](image)

By applying the proposed method, the nearby vehicle trajectory can be predicted with small prediction errors. The predicted trajectory is utilized in the potential-field-based MPC approach for the motion control of the autonomous vehicle, which will be detailed in the next subsection.

B. Lane-exchanging control performance

Based on the predicted trajectory, the autonomous vehicle is able to cooperate with the nearby vehicle in the lane-exchanging scenarios. The potential fields are constructed along the predicted trajectory of the nearby vehicle. Then, the potential-field-based MPC is developed for the motion control of the autonomous vehicle to avoid possible collisions while changing to the adjacent lane. A full-vehicle model is built in CarSim® software and the vehicle parameters can be found in [16]. The nearby vehicle velocity is obtained from trajectory prediction as 32 m/s, meanwhile, the desired velocity of the autonomous vehicle velocity is set as 28 m/s in the lane-exchanging scenario.

Since the initial longitudinal distances between the two vehicles are varying in real driving conditions, the situations of different initial longitudinal distances are studied. When the initial longitudinal distance is 10 m, the trajectories of the two vehicles are shown in Fig. 8. The vehicle trajectories when the initial longitudinal distance is 30 m can be found in Fig. 9.

![Fig. 8. Vehicle trajectories in the lane-exchanging scenario when initial longitudinal distance is 10 m.](image)

![Fig. 9. Vehicle trajectories in the lane-exchanging scenario when initial longitudinal distance is 30 m.](image)

As shown in Fig. 8 and Fig. 9, the autonomous vehicle changes to the adjacent lane by applying the proposed driving strategy. Although the initial longitudinal distances are different, the autonomous vehicle can avoid collision with the nearby vehicle in the lane-exchanging scenario. The relative longitudinal distance increases with the traveling time to ensure driving safety. The driving trajectories of the autonomous vehicle are different in the situations of initial longitudinal distances are 10 m and 30 m. When the initial longitudinal distance is 10 m, the autonomous vehicle turns to the right-side to avoid the nearby vehicle at longitudinal position 30 m. Then, the autonomous vehicle turns to the left-side at longitudinal position 80 m and reaches lateral position 2 m at the longitudinal position 100 m. If the initial longitudinal distance is 30 m, the autonomous vehicle directly changes to the target lane. Its lateral position reaches 2 m at the longitudinal position 50 m and reaches the centerline of the target lane at the longitudinal position 125 m. The effects of the nearby vehicle on the autonomous vehicle decreases, as the relative longitudinal distance increases. Therefore, the autonomous vehicle switches to the adjacent lane at the earlier longitudinal position.

To further illustrate the relative positions of the two vehicles in the lane-exchanging scenario, the vehicle
positions at the trajectory crossing point are plotted in Fig. 10 and Fig. 11.

In Fig. 10 and Fig. 11, the relative distances between the autonomous vehicle and the nearby vehicle are large enough to prevent possible collisions. When the initial longitudinal distance is 10 m, the trajectories of the two vehicles cross around 4.9 s at the longitudinal position 125 m. The longitudinal distance between the two vehicle is around 40 m as shown in Fig. 10. As to the driving situation when initial longitudinal distance is 30 m, the trajectories of the two vehicles cross around 3.7 s at the longitudinal position 100 m. The longitudinal distance between the two vehicles at the cross point is 45 m, as shown in Fig. 11. The vehicle positions indicate that autonomous vehicle passes the trajectory crossing point after the nearby vehicle leaves, which means the autonomous vehicle can avoid the nearby vehicle by applying the proposed driving strategy.

The autonomous vehicle decelerates to avoid the nearby vehicle in the lane-exchanging scenario. The velocity of the autonomous vehicle in the situations of different initial longitudinal distances are illustrated in Fig. 12.

In Fig. 12, the longitudinal velocity of the autonomous vehicle decreases to avoid the nearby vehicle under different initial conditions. When the initial longitudinal distance is 30 m, the autonomous vehicle slightly reduces to 27 m/s at 4 s and then increases. If the initial longitudinal distances is 10 m, the autonomous vehicle velocity decreases from 28 m/s to 24 m/s. Due to the smaller initial longitudinal distance, the effects of the nearby vehicle on the autonomous vehicle is larger. Therefore, the autonomous vehicle applies larger deceleration in the driving situation when the initial longitudinal distance is 10 m.

The lateral velocity and yaw rate of the autonomous vehicle in the lane-exchanging scenario are depicted in Fig. 13.

In Fig. 13, the yaw rate and lateral velocity of the autonomous vehicle can converge by applying the proposed driving strategy. When the initial longitudinal distance is 30 m, the yaw rate increases to 0.05 rad/s and decreases to -0.05 rad/s, and the lateral velocity decreases to -0.25 m/s and increases to 0.2 m/s in the lane-exchanging scenario. Both the yaw rate and lateral velocity converge at 6 s when the autonomous vehicle reaches the target lane. If the initial distances is 10 m, the autonomous vehicle needs more time to reach the target lane. Its yaw rate and lateral velocity have more oscillations and take more time to settle at 7 s.

The driving data validation and simulation results show
that the autonomous vehicle can avoid the nearby vehicle in the lane-exchanging scenario by applying the proposed driving strategy.

V. CONCLUSIONS

This paper proposes a lane-exchanging driving strategy by combining the trajectory prediction of the nearby vehicle and the motion control of the autonomous vehicle. The GMM method and the vehicle kinematic model is utilized to predict the trajectory of the nearby vehicle. Based on the predicted trajectory, the potential-field-based MPC approach is designed to avoid possible collisions. The proposed driving strategy is validated through the experiments on industrial vehicles and the simulations. The results shows the autonomous vehicle can avoid the nearby vehicle in the lane-exchanging scenarios. Only one nearby vehicle is considered in this study for simplicity. In the following works, the complex driving situations involving multiple nearby vehicles will be investigated.
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