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ABSTRACT In recent decades, the traffic on road increased in a huge number. It is very important to manage the safety of the humans as well as to make an efficient flow of the traffic. To manage the traffic flow and to overcome from the situation of the traffic congestion the vehicle detection and counting needs a greater amount of accuracy. In this work, two different techniques are proposed that provides better performance in terms of $F$-Measure score and Error Ratio. The first technique is based on the foreground estimation while the second proposed technique is based on the training of dataset using a cascade classifier which is based on the Histogram of Oriented Gradients (HOG). Furthermore, four images are provided at once to the proposed system to count the vehicles and generate a signal that shows a greater number of vehicles in that image. The priority of each image will be set on the basics of greater number of vehicles present. The proposed techniques showed outstanding performance on a sunny and a cloudy day which is verified from the experimental results.

INDEX TERMS Cascade classifier, foreground estimation, histogram of oriented gradients, morphological operation, vehicle counting, vehicle detection.

I. INTRODUCTION TO TRAFFIC ON ROADS
Traffic on roads mostly consists of vehicles. Traffic Laws are governed for proper and timely flow of the traffic. In many developed cities well established signals and lanes are properly marked for the flow of traffic. But with an increase in population, the number of vehicles has also increased. In some situations, the traffic has increased so much in many cities that it leads to the congestion. Due to this congestion some of the drivers do not follow their lanes which leads to many accidents.

A. CONTROL OF TRAFFIC FLOW
Traffic rules are the most important part of any society and it is the responsibility of everyone in the society to follow these rules properly. These rules are designed so that there should be less risk factors related to accidents and jam. Traffic rules are also important for the proper functionality of the traffic to avoid traffic jams. The traffic jam mostly occurs due to the improper flow of the traffic at the junctions. If one needs immediate treatment and wants to go to the hospital as soon as possible but just due to traffic jam one in unable to reach the hospital timely, and it can also cause serious issue. Also, everyone is in a hurry and wants to reach to his/her destination as early as possible. This could only be done if there is a proper control flow of the traffic to avoid from such situations. Traffic signals provide a good control of traffic at the intersections. It is very necessary to maintain a good flow of traffic at the intersection. The traffic signals are of huge advantages. A signal is able to stop the traffic from some end and allow the flow of the traffic from the other end which helps the pedestrians to cross from one side to the other. This
is therefore a continuous movement of the traffic in a regular manner. Besides the advantages of the traffic signals there are also some limitations of the traffic signals. For instance, if the traffic signals generate the wrong signals or sometimes the lights get malfunctioned it will adversely affect the flow of traffic and the efficiency of the proper movement at the intersections. Besides two more disadvantages of the traffic signals are:

1. It will increase the traffic congestion, fuel consumption, and increase the air pollution in the society.
2. A specific time is allocated to the flow of traffic from one side and this leads to excessive delays for the other side if there is no traffic on the current active signal side.

To address the disadvantages of the traffic signals research is being carried out using the image processing techniques. These techniques are the advanced techniques and used for solving real life problems. These advanced techniques are more powerful, and we can adjust these easily according to our needs. In order to maintain a reasonable and proper flow of vehicles on traffic lights signals the counting of vehicles (number of vehicles) should be more accurate. This can be understood in a better way by considering a scenario in the intersection depicted in Fig. 1. In this situation a traffic light is allowing traffic from all four side (roads) to maintain a proper flow of traffic as well as to minimize the delay between the vehicles. This delay can be minimized if there is no vehicle present on any road so, a signal will be generated, and this specific time is allocated to the next road to allow the traffic flow through it. If the vehicles are detected correctly, then it is very easy to generate the proper flow of the traffic.

**FIGURE 1. **Traffic flow at intersection.

### B. INTRODUCTION TO DETECTION

In computer vision it is a very difficult and unsolved problem to recognize objects in different classes due to the huge variety of different classes as well as in sub-classes. Different research has been made in the past few years in area of face recognition due to the similar structure of the face. The detection of other objects is a very complex task due to the presence of their large variety.

### C. INTRODUCTION TO VEHICLE DETECTION

Vehicle detection is a very complex task and many tasks are carried out in this field of image processing and computer vision [1]–[4]. If we take the example of vehicles detection in the specified image than it is a very complex task to detect color on the basis of shape or color because the vehicles come in different shape, size, color and models etc. This work is based on the detection and counting of vehicles so that will be helpful in flow of traffic. This vehicle counting will play an important role in the control of traffic flow.

### II. RELATED WORK

Onoguchi [1] calculate the Traffic Volume by Time Series Images Created from Horizontal Edge Segments. Their method is robust in term of vehicles overlap and sudden brightness changes. However, they do not consider the motorbikes in their traffic volume. Also, the FP and FN occurs due to the vehicle speed changing rapidly.

Velazquez-Pupo et al. [2] used the blobs that are extracted from the foreground mask and further the morphological operations are done to avoid the noise and also enhances the shape of the detected vehicle. However, in their method it is complicated to distinguish multiple vehicles in the case of vehicle overlap.

The vehicle detection using techniques like background subtraction [3], [4], frame differencing [5], [6], optical flow [7], GMM [8], [9], are reported.

Authors in [10] proposed a Model-Predictive Control system to reduce the traffic congestion in the urban traffic network. A tradeoff between the reduction of the congestion and of the total emission is also balanced by using a new smooth integrated flow-emission model.

Authors in [11] have used adaptive background subtraction and shadow elimination method for counting purpose which counts the vehicles in a video display. This system is designed on ARM/FPGA processor.

Negative prospect is the high cost of systems [12] like these when installed in urban areas. Mostly widely used sensors in traffic monitoring are surveillance video cameras that provide videos for the purpose of detection and counting vehicles, but there exists a gap including occlusion, cloudy weather, shadows, and limited view.

In 2017, Gill et al. [13] proposed a system for the vehicle detection that used satellite images. In their proposed design they first enhance the image, further this image is converted into the grey scale and then into binary image. The images are then further processed using the canny edge detector and the morphological operators. In the last the blob analysis is used for the vehicle detection.

An autonomous system has been proposed for vehicle detection having different size in low-resolution aerial imagery [14]. First, multiscale Hessian analysis is used to design filter which enhances the vehicle detection. Second, based on bilateral summary the detection was being made clear in order to detect the vehicle. The proposed work has
improved the accuracy in term of detection as compared to previous work.

Seenouvong et al. [15] detected the vehicles in surveillance video sequence by subtraction method and centroid of objects in virtual detection zone is calculated for counting purpose. Thought this study is very useful for traffic monitoring for tracking on monitoring purpose but still it cannot be applied for monitoring purpose in large area with heavy load.

Mahabir et al. [16] has used Operation of object spectra and image morphology for the detection and identification of vehicles from RGB images with enhanced results of 62%.

In [17] an algorithm has been proposed deployed on the aerial images for object detection. This autonomous system uses morphological recognition in which input image is taken in the RGB scale and then the conversion from RGB to Gray scale is carried out. The current frame of the image is complemented and then the binary conversion is applied on the dilated image. After this process vehicles size to be detected enlarged and can be identified a bounding box.

In [18], Support Vector Machine (SVM) has been used for the detection of the vehicles also the occlusion handling is done here. Authors in [19] has designed a method to detect the vehicle using image gradient with vehicle counting addition.

Various background subtraction methods are shown in [20] which include Adaptive Background Learning, Gaussian Mixture Model, and Multi-layer Background Subtraction.

Zheng et al. [46] propose a new method by using a ResNet encoder to model spatial information, and a Conv LSTMs-based decoder to model temporal information.

In 2014 another system is designed using image processing techniques to detect the vehicles in real time in a highway. In this technique the whole process is implemented on a single image individually. So, the vehicle is detected on all images. After the detection process total number of detected cars will be counted on each image and a threshold value is also initialized so that if the total number of cars cross this threshold value then a warning will be generated. This warning showed that the traffic on that image is heavy [22].

The GRAM Road Traffic Monitoring is used for the vehicle detection and counting, and it is adopted by many recent researches for the evaluation of the proposed techniques [23].

In 2013 another implementation is done that used Histogram of oriented gradients as well as the Haar features for the detection of the vehicles. Haar features will be the helpful features while the HOG used that Haar features to detect the vehicles. This method not only detected the vehicle but also classify these detected vehicles into two categories. The classification is done on the basis of the Haar features and the HOG features. The advantage of this technique is that it can detect multi-orientations vehicles and also the classification of these vehicles is good [24].

In 2020, a Broad Learning System is examined for the prediction of the traffic [25]. The Broad Learning System is fast method in terms of the training time and testing accuracy.

A shadow removal algorithm with the help of the color-based background subtraction model is developed in [26]. The foreground estimation model is used for the detection and counting of the vehicle are the entrance points [27].

In 2012, Zezhong Zheng proposed another technique for the detection of vehicles. Their design used aerial image from the highway and then they detect the vehicles from these images. In their method a GIS road vector map is used that will limit the vehicle detection to the networks of highway management. Furthermore, they used the morphological operations to identify a vehicle. The resolution of the images that are used in their technique is of .15 m. the results that was achieved by them is very promising that shows that their demonstrated method is very good in terms of the performance [28].

A novel two-layer approach is used for the modeling of traffic flow in the urban areas [29]. This research showed promising simulation results.

In 2010, Yan Liu et al. [30] proposed a system using image processing to detect the traffic. This system was based on a Quasi-shot Segmentation Vehicle Detection (QSVD) that was helpful for the traffic flow. Their system also improves the accuracy and the robustness of the detection. This method is based on the histogram intersection method that find the maximum distance between the two consecutive frames. So, in that way a vehicle is detected in the current frame. Vehicle detection using Background models are presented in these [31]–[34]. All these papers did not handle the occlusion.

The foreground estimation and the morphological (i.e., opening and closing) can be used to isolate vehicle shapes: To detect the foreground object, the image are first converted to grayscale. The successive pixels values in a current image frame are subtracted from the next image frame and give the foreground and background areas in white and black respectively. A threshold value is set to distinguish between the foreground object from the background [35]–[41].

Block sparse RPCA algorithm and low rank representation with UAV have been used in order to count the number of vehicles [42] but the drawback of this work is that UAV takes static images only. Also, the method is not effective to differentiate between the direction and distinctiveness of vehicle resulting in counting mistake. A simulation-based design of the biomedical sensor [43] is presented that will help the public in the near future. The main focus is to study the behavior of relative intensity noise to make the sensor more stable. Cloud and fog computing is widely used in human’s lives and it is considered to be the growing demand in the future [44]. In 2010, Jain and Rani [45] implemented an algorithm for the vehicle detection as well as the vehicle classification by using the fuzzy logic. Due to the fuzzy logic the overall complexity of the system increases also the performance of the system was enhanced and it detected the vehicles is a difficult scenario. After the detection process these objects are then classified using neuro-fuzzy etc. In this implementation both the supervised and unsupervised
learning is used to train the system. This algorithm is imple-
mented on the real time projects.

A Cognitive Adaptive Optimization can deal with the com-
plex daily life problems. The traffic congestion problem in
the urban areas is minimized by managing the traffic light
parameters [46].

In 2020, Masud et al. [47] perform special test for the
manufacturing of the medical sensor to help the general pub-
lic. The control system of the setup involves optoelectronic
components like fibre Bragg gratings, optical amplifiers and
optical couplers that have been mechanized by implement-
ning newly developed algorithms in software (LabView and
MATLAB).

In 2013, Sindoori et al. [48] proposed a technique for
the vehicle detection. They used the satellite images for the
vehicle detection purpose. They used pixel wise classifi-
cation method for the vehicle detection. The main part of
their approach is to extract the features from the image and
then classify the vehicle color. Edge and corner detection
techniques are used for the extraction of features. The edge
detection is done by using the Canny edge detector. The
corner detection is done by using the Harris corner detector.
For the extraction of the vehicle color adaboost algorithm is
used. This adaboost will separate the vehicle and non-vehicle
color. After all these detections the morphological operations
are performed that enhances the vehicle detection.

Integration of additional prediction layers into conven-
tional Yolo-v3 developed by Kwang-ju Kim et al. (2019) used
spatial pyramid pooling [49] to complement the detection
accuracy of the vehicle for large scale changes. They have
also discussed that the proposed architecture shows a mAP
detection ratio against the other vehicle detection with impro-
vised speed of run-time.

In 2014, Sharma et al. [50] used morphological operations
in their technique to detect the vehicles. Their algorithm is
capable of to detect the vehicles automatically from the traffic
images. Furthermore, they showed the comparison between
different previous image processing-based method with their
implemented method. The results section showed promising
results than that of previous image processing-based
methods.

III. PROPOSED TECHNIQUES
This section presents two proposed techniques that will detect
and count the vehicles so that this counting will be helpful
in the real-life application to control the traffic flow in an
intelligent way.

A. PROPOSED TECHNIQUE 1
The first proposed technique comprises of the pre-processing
block, image subtraction block, and the detection and count-
ing of vehicles block. The architecture of the first proposed
technique is shown in Fig. 2.

As shown in the structure of the proposed system,
the input of the system is an image that passes through
the pre-processing block. After passing through the

pre-processing block the image goes into the image subtrac-
tion block where the current frame of image is subtracted
from the ground truth. Finally, the images go into the vehicle
detection and counting block where the vehicles are detected
and counted to provide the final output. The process flow of
the first proposed technique is shown in Fig. 3.

Pre-processing in an important step to further carried out
the implementation process. Due to pre-processing the image
will be enhanced such that it will easy to detect and count the
exact vehicles and increase the true positive in the proposed
technique. The components of the pre-processing block are
shown the Fig. 4.

This is the first step in the pre-processing stage. In this
step the image is scaled to a constant size of 240 rows
and 400 columns so that if the camera is changed and the capturing size of that image is different our algorithm is still robust enough to accommodate this change. The formula that is used to do the image resizing is shown below.

$$gtr = \text{imresize}(gt, [240, 400]),$$  

(1)

where, $gt$ is the image that needs to be re-sized while $gtr$ is the image that contains the re-sized image.

The second main step in the pre-processing block is the conversion of $RGB$ image into the $YCbCr$ color domain. The purpose of this conversion is that the luminance will be separated from the chrominance. The luminance is the intensity of light and it ranges from black to white. So, if the luminance is separated then we can detect the vehicle more accurately. The formula for the conversion of $RGB$ into $YCbCr$ domain is shown below.

$$\begin{bmatrix}
Y \\
Cb \\
Cr
\end{bmatrix}
= \begin{bmatrix}
0.2568 & 0.5041 & 0.0979 \\
-0.1482 & -0.2910 & 0.4392 \\
0.4392 & -0.3678 & -0.0714
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
+ \begin{bmatrix}
16 \\
128 \\
128
\end{bmatrix}. 

(2)

The second step in the pre-processing stage is to pass the image from the median filter. The advantages of passing the image from the median filter is that it removes the noise from the image as well as it enhances the edges and makes the edges sharp. The sharp edges will be helpful in detecting the vehicle. The formula for the median filter is shown

$$y[m, n] = \text{median}\{x[i, j], (i, j) \in w\}. 

(3)

Here we have two images named Image1 and ImageGT. The Image1 is the image that is generated by the pre-processing block after carrying out different operations on it. The ImageGT is the image that is the image of road when there is no vehicle present on it. Image1 is subtracted from ImageGT which results in the region that is present in the Image1 and not in the ImageGT. A threshold will be set according to the current situation. After subtraction if the value is greater than the threshold value then that pixel is considered to be the foreground pixel Fig. 5.

Now the vehicles will be detected by using the operation as shown in the Fig. 6.

Overall image contains such regions that are not necessary for examination in traffic scenario. If we are examining the load of vehicles on one side, then we will not consider the other side of the road. So, to eliminate this region and operation is carried out between the original image and the masked image. After the and operation the masked region will be placed on the image portion as shown in the Fig. 7. Due to this it will be helpful in the further detection of the vehicles, $D = C \times C1$,  

(4)

where, $C$ is the dilated image and $C1$ is the mask. The last process used in the proposed technique is the usage of the region props in the implementation. This is used to draw the bounding boxes across the vehicles, and it will also count the total number of vehicles in that current image.

As shown in the Fig. 8 the vehicles will be detected and counted. The total vehicles present in the original image is 3 and the proposed technique also detect and count all three vehicles.

**B. PROPOSED TECHNIQUE 2**

The second proposed technique consists of two phases.

1. Training Phase
2. Testing Phase

The architecture diagram of the second proposed technique is shown in Fig. 9.

This proposed technique works on the following steps.

1. Training of a cascade classifier.
2. Extraction of ROI (Region of interest) from the images.
3. Detect the vehicles by using our trained model.
4. Counting the detected vehicles in an image.
The first step of the second proposed technique is to train a cascade classifier by providing positive and negative samples. Negative samples comprise of images in which no car is included while the positive samples include the images in which car is present and labeled accordingly. The block diagram of the training phase is shown in Fig. 10.

In the proposed technique no already labeled data is used. So, for the labeling we used 1000 images and from those images we labeled 1449 vehicles. The training of a cascade object detector requires positive and negative samples. After the collection of the positive and negative samples, the preferred feature extraction method and the total number of cascade stages will be decided.

For the training purpose, no pre-trained model is used. The training is based on different types of vehicles to achieve better results. Some of the training vehicles are shown in Fig. 11.

In the testing phase the trained model designed in the training phase is used. The block diagram of the testing phase is shown in Fig. 12.

The detector will run on the supplied images by sliding the window and check whether a positive sample is present in that region or not. As soon as the positive instance is found, the rectangular box will be made on that region and also the counting will be started. After this the sliding window will move on the next portion of the image and the above same process will be repeated until the sliding window will cover the whole image.

As shown in the Fig. 13 the vehicles will be detected and counted. The total number of vehicles present in the original image is 3 and the cascade classifier also detects and counts all three vehicles.

C. CONTROL OF TRAFFIC FLOW

To control the traffic flow based on the results of the vehicles detection and counting, the procedure that shows the different roads is shown in the Fig. 14.

The block diagram of the control of traffic flow is shown in Fig. 15.

As shown in the above block diagram four images are provided to the proposed technique as an input and the total number of vehicles detected by each road is considered the...
output. The output from the four images is supplied to the traffic signal so that it will allow the traffic flow accordingly to maintain a proper traffic flow as well as to minimize the delay. The array consists of 4 elements, i.e., the total number of vehicles from each four roads. In order or set the priority of each road to assure the flow of traffic from that particular side, the algorithm will be used which is robust enough to deal with this scenario. This is the same principle which has been already mentioned in Fig. 1. After using different algorithms, the best output in minimum time is generated by the selection sorting algorithm. So, the selection sorting algorithm will be helpful in setting a priority of each road. The reason for using this algorithm is that it performs better on a small data (4 array elements) and it does not need any additional temporary storage. After assigning the priority to each road this output is provided to the traffic signal to maintain the traffic flow accordingly. The road with the higher priority will be open and the traffic will flow through it. The remaining three roads will be in a queue to wait for their turn. In this way the congestion of the traffic is minimized as well as the proper flow of the traffic will occur. After the traffic flow of all four roads the new four images from each road are used as an input and again the priorities will be set according to the density of traffic in each road. The image from each road is initialized and the vehicles will be counted using the proposed technique. The total number of vehicles of each road will be stored in an array. The flow chart is shown in the Fig. 16 that is used to set the priority of roads by using selection sort algorithm.

IV. TESTS AND DISCUSSION

Accuracy test is used for the evaluation of the proposed techniques. Accuracy tests will determine the reliability of the proposed techniques in terms of the Precision, Recall, F-Measure and Error Ratio.

A. ACCURACY TEST

The proposed two techniques are evaluated by using the following formulas

\[
\text{Precision} = \frac{TP}{TP + FP},
\]

\[
\text{Recall} = \frac{TP}{TP + FN},
\]

\[
F - \text{Measure} = 2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}},
\]

\[
\text{Error Ratio} = \frac{|D_{GT} - D_{Det}|}{D_{GT}},
\]

where,

- \( TP \) is the number of vehicles detected,
- \( FP \) is the number vehicles detected but in reality, these are not vehicles,
• $FN$ is the number of vehicles present but not detected,
• $D_{GT}$ is the total number of vehicles present, and
• $D_{Det}$ is the total number of vehicles detected i.e. $TP + FP$

GRAM Road Traffic Monitoring (GRAM RTM) is used for the implementation of the proposed techniques. The M-30 dataset contains a total of 7520 images that are captured on a sunny day. The vehicles are captured from the back view. The camera used in this dataset is the Nikon Coolpix L20 and the resolution of this camera is $800 \times 480$ @ 30fps. The M-30HD image sequence contains a total of 9390 images that are captured on a cloudy day. The camera used in this dataset is the Nikon DX3100 and the resolution of this camera is $1200 \times 720$ @ 30fps. The detection and counting of vehicles on different images of the M-30 and M-30HD image sequence are shown in the Figs. 17 and 18 respectively.

![FIGURE 17. Results of PT2 on M-30.](image)

![FIGURE 18. Result of PT2 on M-30HD.](image)

The result of the control of traffic flow is shown in the Fig. 19. In the priority diagram, it is shown that the 6 vehicles, 5 vehicles, 4 vehicles and 3 vehicles are present on Road 1, Road 2, Road 3 and Road 4 respectively. In such a scenario, therefore priority of the traffic flow will be based on the greater number of vehicles.

Fig. 20 elaborates the behavior of the priority if two or more sides are equally congested. Here 6 vehicles are present on both Road 2 and Road 4 so, the priority will depend on the sequence of the road image provided to the algorithm. In this case the Road 4 image is provided to the algorithm after Road 2 due to this reason Road 2 will be of higher priority as compared to Road 4 and after that the traffic will flow through Road 1 and Road 3. The performance of the two proposed techniques are compared with the two recent method [1], [2] both by using the GRAM-RTM dataset for the evaluation. The GRAM-RTM dataset [23] is publicly available and the download details for the dataset is provided in the said work.

The comparison will be done on the basics of the parameters i.e. Precision, Recall, F Measure and Error Ratio. It is

![FIGURE 19. Priority of each road.](image)

![FIGURE 20. Priority of each road when two sides are equally congested.](image)

![FIGURE 21. Comparison of F Measure on M-30.](image)
clearly seen from the Table 1 and 2 that the proposed methods showed better performance on the sunny day as well as on the cloudy day. The final decision is based on the scores of F Measure and on the basis of the Error Ratio. The proposed method 2 showed higher performance in the cloudy weather. The F Measure of the proposed method is 0.9844 on the M-30 which is greater among the two conventional methods reported. The Error Ratio of the proposed method 1 is least among the two conventional methods. The Recall, F Measure and the Error Ratio of the proposed method on the M-30HD is 0.987, 0.9849 and 0.43 respectively which showed the higher performance in the cloudy weather as well.

The comparison bar graph result of the F Measure and Error Ratio for M-30 are shown in the Figs. 21 and 22 respectively while the comparison bar graph result of the F Measure and Error Ratio for M-30HD are shown in the

| Methods | GT | TP | FP | FN | Precision | Recall | F Measure | Error Ratio |
|---------|----|----|----|----|-----------|--------|-----------|-------------|
| PT1     | 256| 251| 6  | 5  | 0.9767    | 0.98   | 0.9786    | 0.39        |
| PT2     | 256| 253| 5  | 3  | 0.9806    | 0.988  | 0.9844    | 0.78125     |
| [1]     | 255| 249| 4  | 6  | 0.9842    | 0.976  | 0.9803    | 0.78431     |
| [2]     | 264| 262| 7  | 2  | 0.974     | 0.992  | 0.9831    | 1.89394     |

| Methods | GT | TP | FP | FN | Precision | Recall | F Measure | Error Ratio |
|---------|----|----|----|----|-----------|--------|-----------|-------------|
| PT1     | 231| 224| 5  | 7  | 0.9782    | 0.97   | 0.9739    | 0.865801    |
| PT2     | 231| 228| 4  | 3  | 0.9828    | 0.987  | 0.9849    | 0.4329      |
| [1]     | 232| 224| 5  | 8  | 0.9782    | 0.966  | 0.9718    | 1.29310     |
| [2]     | 236| 228| 1  | 8  | 0.9956    | 0.966  | 0.9806    | 2.96610     |

TABLE 3. Lists of Symbols.

| Symbol | Description                  |
|--------|------------------------------|
| gt     | Image that needs Re-Sizing   |
| gtr    | Re-Sized Image               |
| Image1 | Image taken from GRAM-RTM dataset [23] |
| ImageGT| Background Image taken from GRAM-RTM dataset [23] |
| GT     | Ground Truth                 |
| TP     | True Positive                |
| FP     | False Positive               |
| FN     | False Positive               |
| DGT    | Total Vehicles Present       |
| DDet   | Total Detected Vehicles      |
| RTM    | Road Traffic Monitoring      |
| C      | Dilated Image                |
| C1     | Masked Image                 |
| PT1    | Proposed Technique 1         |
| PT2    | Proposed Technique 2         |
Also, the priority for the traffic flow will be changed if there are vehicles on two or more sides. Furthermore, the algorithm will be used to detect situations of congestions. Also, the priority of traffic flow will work in a sunny and a cloudy day. Furthermore, after the successful detection and counting of the vehicles traffic flow, a decision is also made to deal with the daily life problems. The better results of the proposed methods have been verified based on the experimental results.

Experimental results showed that the second proposed technique works better on both M-30 and M-30HD image sequences. This technique is most efficient in terms of the $F$-measure score and the Error Ratio. The second proposed technique detects the vehicles and provides the $F$-measure scores up to 0.9844 and 0.9849 on the M-30 and M-30HD image sequences while the Error Ratio of this method is 0.78125 and 0.4329 on the M-30 and M-30HD image sequences respectively.

The future directions are to implement the proposed techniques in a real-time to maintain the traffic flow and to avoid situations of congestions. Also, the priority of traffic flow will be given to the emergency vehicles side in case of same vehicles on two or more sides. Furthermore, algorithm will be developed in the future to update the RDS automatically with the changing weather, to be used in biomedical sensor [51]. Also, the priority for the traffic flow will be changed if there are any emergency vehicles are present.

REFERENCES

[1] K. Onoguchi, “Measurement of traffic volume by time series images created from horizontal edge segments,” in Proc. Digit. Image Comput., Techn. Appl. (DICTA), Perth, WA, Australia, Dec. 2019, pp. 1–7.

[2] R. Velazquez-Pupo, A. Sierra-Romero, D. Torres-Roman, Y. Shkhvarko, J. Santiago-Paz, D. Gómez-Gutiérrez, D. Robles-Valdez, F. Hermosillo-Reynoso, and M. Romero-Delgado, “Vehicle detection with occlusion handling, tracking, and OCM-SVM classification: A high performance vision-based system,” Sensors, vol. 18, no. 2, p. 374, Jan 2018.

[3] G. Zhang, R. P. Avery, and Y. Wang, “Video-based vehicle detection and classification system for real-time traffic data collection using uncalibrated video cameras,” Transp. Res. Rec., J. Transp. Res. Board, vol. 1993, no. 1, pp. 138–147, Jan. 2007.

[4] S. Gupte, O. Masoud, R. F. Martin, and N. P. Papanikolopoulos, “Detection and classification of vehicles,” IEEE Trans. Intell. Transp. Syst., vol. 3, no. 1, pp. 37–47, Mar. 2002.

[5] A. J. Lipton, H. Fujiiyoshi, and R. S. Patil, “Moving target classification and tracking from real-time video,” in Proc. 4th IEEE Workshop Appl. Comput. Vis., Princeton, NJ, USA, Oct. 1998, pp. 8–14.

[6] R. Cucchiara, M. Piccardi, and P. Mello, “Image analysis and rule-based reasoning for a traffic monitoring system,” IEEE Trans. Intell. Transp. Syst., vol. 1, no. 2, pp. 119–130, Jun. 2000.

[7] A. Nagai, Y. Kuno, and Y. Shirai, “Surveillance system based on spatio-temporal information,” in Proc. 3rd IEEE Int. Conf. Image Process., Lausanne, Switzerland, Sep. 1996, pp. 593–596.

[8] T. Xu, H. Liu, Y. Qian, and H. Zhang, “A novel method for people and vehicle classification based on Hough line feature,” in Proc. Int. Conf. Intell. Sci. Technol., Nanjing, China, Mar. 2011, pp. 240–245.

[9] M. Kafai and B. Bhamu, “Dynamic Bayesian networks for vehicle classification in video,” IEEE Trans. Ind. Informat., vol. 8, no. 1, pp. 100–109, Feb. 2012.

[10] A. Jamshidnejad, I. Papamichail, M. Papageorgiou, and B. De Schutter, “Sustainable model-predictive control in urban traffic networks: Efficient solution based on general smoothing methods,” IEEE Trans. Control Netw. Syst., vol. 26, no. 3, pp. 813–827, May 2018.

[11] K. Srijongkon, R. Duangsoithong, N. Jindapetch, M. Ikura, and S. Chumpol, “SDSoC based development of vehicle counting system using adaptive background method,” in Proc. IEEE Regionary Symmp. Micro Nanoelectron. (RSMI), Batu Ferringhi, Malaysia, Aug. 2017, pp. 235–238.

[12] J. I. Engel, J. Martín, and R. Barco, “A low-complexity vision-based system for real-time traffic monitoring,” IEEE Trans. Intell. Transp. Syst., vol. 18, no. 5, pp. 1279–1288, May 2017, doi: 10.1109/TITS.2016.2603069.

[13] N. K. Gill and A. Sharma, “Vehicle detection from satellite images in digital image processing,” Int. J. Comput. Intell. Res., vol. 13, no. 5, pp. 697–705, 2017.

[14] S. Ram and J. J. Rodriguez, “Vehicle detection in aerial images using multiscale structure enhancement and symmetry,” in Proc. IEEE Int. Conf. Image Process. (ICIP), Sep. 2016, pp. 3817–3821.

[15] N. Seenouong, U. Watchareerueut, C. Nuthong, and N. Ohnishi, “A computer vision based vehicle detection and counting system,” in Proc. 8th Int. Conf. Knowl. Smart Technol. (KST), Chiangmai, Thailand, Feb. 2016, pp. 224–227.

[16] R. Mahabir, K. Gonzales, and J. Silk, “Ydis: A system for morphological detection and identification of vehicles in RGB images,” J. Mason Grad. Res., vol. 2, no. 2, pp. 84–97, 2015.

[17] E. Saxena, “Automatic vehicle detection techniques in image processing using satellite imagery,” Int. J. Recent Innov. Trends Comput. Commun., vol. 3, no. 3, pp. 1178–1181, 2015.

[18] B. Tian, M. Tang, and F.-Y. Wang, “Vehicle detection with partial occlusion handling for traffic surveillance,” Transp. Res. Part C, Emerg. Technol., vol. 56, pp. 80–93, Jul. 2015.

[19] Y. Tian, Y. Wang, R. Song, and H. Song, “Accurate vehicle detection and counting algorithm for traffic data collection,” in Proc. Int. Conf. Connected Vehicles Expo (ICCVE), Shenzhen, China, Oct. 2015, pp. 285–290.

[20] A. Sobral and A. Vacavant, “A comprehensive review of background subtraction algorithms evaluated with synthetic and real videos,” Comput. Vis. Image Underst., vol. 122, pp. 4–21, May 2014.

[21] J. Zheng, W. Luo, and Z. Piao, “Cascaded ConvLSTMs using semantically-coherent data-synthesis for video object segmentation,” IEEE Access, vol. 7, pp. 132120–132129, 2019, doi: 10.1109/ACCESS.2019.2940768.

[22] Y. M. Prutha and S. G. Anuradha, “Morphological image processing approach of vehicle detection for real time traffic analysis,” Int. J. Eng. Res. Technol., vol. 3, no. 5, pp. 1452–1456, May 2014.

[23] R. Guerero-Gomez-Olmedo, R. J. Lopez-Sastre, S. Maldonado-Bascon, and A. Fernandez-Caballero, “Vehicle tracking by simultaneous detection and viewpoint estimation,” in Natural and Artificial Computation in Engineering and Medical Applications (Lecture Notes in Computer Science), vol. 7931. Berlin, Germany: Springer, 2013, pp. 568–572.

[24] Y. Hu, Q. He, X. Zhaung, H. Wang, B. Li, Z. Wen, B. Leng, G. Guan, and D. Chen, “Algorithm for vision-based vehicle detection and classification,” in Proc. IEEE Int. Conf. Robot. Biomimetics (ROBIO), Shenzhen, China, Dec. 2013, pp. 568–572.

[25] D. Liu, S. Baldi, W. Yu, J. Cao, and W. Huang, “On training traffic predictors via broad learning structures: A benchmark study,” IEEE Trans. Syst., Man, Cybern. Syst., early access, Jul. 20, 2020, doi: 10.1109/TSMC.2020.3006124.

[26] S. Li, H. Yu, K. Yang, J. Zhang, and R. Bin, “Video-based traffic data collection system for multiple vehicle types,” IET Intell. Transp. Syst., vol. 8, no. 2, pp. 164–174, Mar. 2014.

[27] F. Maali, “Vision-based car counting for multi-story carparks,” U.S. Patent 8 339 454. Washington, DC, USA: U.S. Patent and Trademark Office, Dec. 2012.

[28] Z. Zheng, X. Wang, G. Zhou, and L. Jiang, “Vehicle detection based on morphology from highway aerial images,” in Proc. IEEE Int. Geosci. Remote Sens. Symp., Jul. 2012, pp. 5997–6000.

[29] M. Rostami-Shahrbabaki, A. A. Safavi, M. Papageorgiou, P. Setoodeh, and I. Papamichail, “State estimation in urban traffic networks: A two-layer approach,” Transp. Res. Part C, Emerg. Technol., vol. 115, Jun. 2020, Art. no. 102616, doi: 10.1016/j.trc.2020.102616.
Y. Liu, Y. Dai, M. Wang, Z. Dai, and Z. A. Memon, “Real-time vehicle detection based on quasi-shot segmentation,” in Proc. 3rd Int. Congr. Image Signal Process., Oct. 2010, pp. 447–450.

S.-C. Huang, “An advanced motion detection algorithm with video quality analysis for video surveillance systems,” IEEE Trans. Circuits Syst. Video Technol., vol. 21, no. 1, pp. 1–14, Jan. 2011.

C. Stauffer and W. E. L. Grimson, “Adaptive background mixture models for real-time tracking,” in Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit., Fort Collins, CO, USA, vol. 2, Jun. 1999, pp. 23–25.

N. A. Mandellos, I. Keramitsoglou, and C. T. Kiranoudis, “A background subtraction algorithm for detecting and tracking vehicles,” Expert Syst. Appl., vol. 38, no. 3, pp. 1619–1631, Mar. 2011.

F.-C. Cheng, B.-H. Chen, and S.-C. Huang, “A hybrid background subtraction method with background and foreground candidates detection,” ACM Trans. Intell. Syst. Technol., vol. 7, no. 1, pp. 1–14, Oct. 2015.

S. B. Wali, M. A. Abdallah, M. A. Hannan, A. Hussain, S. A. Samad, P. J. Ker, and M. B. Mansor, “Vision-based traffic sign detection and recognition systems: Current trends and challenges,” Sensors, vol. 19, no. 9, p. 2093, May 2019.

W. U. Qiong and L. Sheng-Bin, “Single shot multibox detector for vehicles and pedestrians detection and classification,” in Proc. DEStech Trans. Eng. Technol. Res. Lancaster, PA, USA: DEStech Publications, 2018, pp. 22–28.

S. Liu, Y. Zheng, H. Luo, S. Duan, and H. Wang, “Vehicle trajectory observation based on traffic video provided by radio-controlled model aircraft,” in Proc. ICTE, Chengdu, China, Oct. 2013, pp. 122–128.

O. Perkasa and D. H. Widyantoro, “Video-based system development for automatic traffic monitoring,” in Proc. Int. Conf. Electr. Eng. Comput. Sci. (ICEECS), Kuta, Indonesia, Nov. 2014, pp. 240–244.

B. Eamthanakul, M. Ketcham, and N. Chumuang, “The traffic congestion investigating system by image processing from CCTV camera,” in Proc. Int. Conf. Digit. Arts, Media Technol. (ICDAMT), Kuta, Indonesia, Nov. 2017, pp. 240–245.

X. Ke, L. Shi, W. Guo, and D. Chen, “Multi-dimensional traffic congestion detection based on fusion of visual features and convolutional neural network,” IEEE Trans. Intell. Transp. Syst., vol. 20, no. 6, pp. 2157–2170, Jun. 2019.