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Abstract. We propose a uniform block-diagonal preconditioner for condensed \( H(\text{div}) \)-conforming HDG schemes for parameter-dependent saddle point problems, including the generalized Stokes equations and the linear elasticity equations. An optimal preconditioner is obtained for the stiffness matrix on the global velocity/displacement space via the auxiliary space preconditioning (ASP) technique \cite{51}. A spectrally equivalent approximation to the Schur complement on the element-wise constant pressure space is also constructed, and an explicit computable exact inverse is obtained via the Woodbury matrix identity. Finally, the numerical results verify the robustness of our proposed preconditioner with respect to model parameters and mesh size.

1. Introduction

Since their first introduction for second order elliptic problems about a decade ago \cite{14}, hybridizable discontinuous Galerkin (HDG) schemes have been developed and successfully applied to various partial differential equations (PDEs) in computational fluid dynamics \cite{12, 43}, wave propagation \cite{15}, and continuum mechanics \cite{21, 37}. One key advantage of HDG schemes over discontinuous Galerkin (DG) schemes is that they can be statically condensed into a reduced linear system with increased sparsity, resulting in a significant decrease in the matrix size and computing cost \cite{11, 38}.

However, the challenge of constructing optimal and robust solvers and preconditioners for condensed HDG schemes has not been fully addressed, and techniques such as multigrid and domain decomposition methods have been mainly explored. Cockburn et al. introduced a V-cycle geometric multigrid method for HDG schemes for the elliptic equations \cite{13}, where a continuous element-wise linear function space is used at the second level, and then a standard conforming multigrid method starts from there. A similar idea was employed for the Helmholtz equations \cite{10}, the shallow water equations \cite{6}, and extended to an \( hp \)-multigrid in parallel manner in \cite{16}. We note that Lu et al. recently reported a homogeneous multigrid for HDG schemes for the elliptic equations where HDG discretization is used in each level \cite{32}. Standard \( p \)-version domain decomposition methods were first analyzed by Schöberl and Lehrenfeld for statically condensed systems of high order HDG schemes for the elliptic equations where each element is treated as a sub-domain \cite{47}. Schwarz type methods and balancing domain decomposition with constraints (BDDC) algorithms for HDG schemes have been further investigated for the elliptic equations \cite{22, 23}, the incompressible Stokes equations \cite{2, 49}, the Maxwell equations \cite{24, 31} and the hyperbolic equations \cite{35, 36}.

In this paper, we focus on a uniform preconditioner for the divergence-conforming HDG schemes for the parameter-dependent saddle point problems which arise when dealing with the mixed finite element formulation of the generalized Stokes equations, the linear elasticity equations, and the Brinkman equations. \( H(\text{div}) \)-conforming HDG discretizations for these equations have been
developed in previous works \cite{13,21,30} for the pressure-robust and mass-conserving properties but without efficient solvers. A wealth of literature is devoted to solving saddle point problems, and we refer to \cite{3} for a comprehensive review of methods, including block-diagonal preconditioners, domain decomposition methods, multilevel methods, and so on. We note that recently block-factorization preconditioners were also proposed for a different HDG scheme for the incompressible Stokes equations \cite{14,15}. However, robust preconditioners for the $H(\text{div})$-conforming HDG schemes for the generalized parameter-dependent saddle point problems have not been addressed in the literature yet.

Block-diagonal preconditioners have been well-established for the stabilized Stokes equations, the linear elasticity equations \cite{48,50}, and the generalized Stokes equations \cite{7,42}. For the generalized Stokes equations, the Schur complement preconditioner that is robust with respect to mesh size and time step was first proposed in \cite{9}, then theoretical proved in the finite element setting in \cite{7} and in continuous setting in \cite{28}. We also refer to the surveys in \cite{34,41} for the generalized framework and analysis of block-diagonal preconditioners for the saddle point problems. Here, we present a uniform block-diagonal preconditioner for the condensed $H(\text{div})$-conforming HDG schemes for the parameter-dependent saddle point problems, including the generalized Stokes equation and the linear elasticity. The key idea is to find robust approximations for the matrix inverses of the symmetric positive definite (SPD) stiffness matrix on the global velocity/displacement space and the (negative) Schur complement on the element-wise constant pressure space in the statically condensed system. For the stiffness matrix on the global velocity/displacement space, we continue the work in our previous study on the reaction-diffusion equations \cite{18} and construct an optimal auxiliary space preconditioner (ASP) based on the theory proposed by Xu in \cite{51}. For the Schur complement on the element-wise constant pressure space, we mainly borrow ideas from \cite{33,39}. We define a parameter-dependent norm on the element-wise constant pressure space, then we prove the spectral equivalence between the newly defined norm and the one induced by the (negative) Schur complement, which is robust with respect to model parameters and mesh size. It needs to be pointed out that elliptic regularity is assumed for the domain here. Next, through variational analysis, we construct an explicit matrix formulation corresponding to the definition of the newly defined norm, and naturally conclude that its inverse is robust Schur complement preconditioner. The efficient computation of this Schur complement preconditioner is realized via the Woodbury matrix identity \cite{26}. The numerical experiments verify the robustness of the preconditioner.

The rest of the paper is organized as follows. In Section 2, we introduce the $H(\text{div})$-conforming HDG scheme for the generalized parameter-dependent saddle point problems and express the static condensation process in matrix formulation. In Section 3, block-diagonal preconditioners that are robust with respect to model parameters and mesh size are constructed for the statically condensed system. Numerical examples based on the generalized Stokes equations and the linear elasticity equations are then presented in Section 4 to verify the robustness of our proposed preconditioner, and we conclude in Section 5.

2. $H(\text{div})$-conforming HDG for the Model Problem

2.1. Notations and finite element spaces. We assume the domain $\Omega \in \mathbb{R}^d$, with $d = 2, 3$, to be convex polygonal/polyhedral. Let $\mathcal{T}_h$ be a shape-regular, quasi-uniform, conforming simplicial triangulation of the domain $\Omega$. For each element $K \in \mathcal{T}_h$ we denote by $h_K$ its diameter, and by $h$ the maximum diameter on the mesh $\mathcal{T}_h$. We denote $E_h$ as the set of facets of the mesh $\mathcal{T}_h$, which we also refer to as the mesh skeletons. We split $E_h$ into boundary facets $E_h^b := \{ F \in E_h : F \subset \partial \Omega \}$, and interior facets $E_h^i := E_h \setminus E_h^b$. Given any facet $F \in E_h^i$ with normal direction $\mathbf{n}$, we denote $\text{tang}(w) := w - (w \cdot \mathbf{n})\mathbf{n}$ as the tangential component and $[w]$ as the jump on two adjacent element of a vector field $w$. Given a simplex $S \subset \mathbb{R}^d$, with $d = 1, 2, 3$, we denote $P^m(S), m \geq 0$, as the space of polynomials of degree at most $m$ on $S$. For any function in $L^2(S)$, we denote $(\cdot, \cdot)_S$ as
the $L^2$ inner product if $S \in \mathcal{T}_h$, or $(\cdot, \cdot)_S$ if $S \in \mathcal{E}_h$, we denote $\| \cdot \|_S$ as the corresponding $L^2$ norm on the simplex $S$. For any functions in $L^2(\Omega)$, we denote $(\cdot, \cdot)_{\mathcal{T}_h} := \sum_{K \in \mathcal{T}_h} (\cdot, \cdot)_K$ as the discrete $L^2$ inner product on the whole domain $\Omega$ and $\| \cdot \|_{\mathcal{T}_h} := (\cdot, \cdot)_{\mathcal{T}_h}^{1/2}$ as the corresponding norm. For any functions in $L^2(\mathcal{E}_h)$, We denote $(\cdot, \cdot)_{\mathcal{E}_h} := \sum_{F \in \mathcal{E}_h} (\cdot, \cdot)_F$ as the discrete $L^2$ inner product on the mesh skeletons $\mathcal{E}_h$ and $\| \cdot \|_{\mathcal{E}_h} := (\cdot, \cdot)_{\mathcal{E}_h}^{1/2}$ as the corresponding norm. For $A, B \in \mathbb{R}^+$, we write $A \lesssim B$ to indicate there exists a positive constant $C$ such that $A \leq CB$, with $C$ only dependent on shape regularity of the mesh $\mathcal{T}_h$ and the polynomial degree of the finite element spaces. Furthermore, we denote $A \simeq B$ when $A \lesssim B$ and $B \lesssim A$.

The following finite element spaces are used to construct the divergence-conforming HDG scheme for the model problem:

$$
\mathbf{V}_h^k := \left\{ \mathbf{v} \in H(\text{div}; \Omega) : \mathbf{v}|_K \in [\mathbb{P}^k(K)]^d, \forall K \in \mathcal{T}_h \right\},
$$
$$
\mathbf{V}_{h,0}^k := \left\{ \mathbf{v} \in \mathbf{V}_h^k : \mathbf{v} \cdot \mathbf{n}|_F = 0, \forall F \in \mathcal{E}_h^0 \right\},
$$
$$
\mathbf{V}_h^k := \left\{ \mathbf{v} \in \mathbf{V}_h^k : \mathbf{v} \in [\mathbb{P}^k(F)]^d, \forall F \in \mathcal{E}_h^0 \right\},
$$
$$
\mathbf{V}_{h,0}^k := \left\{ \mathbf{v} \in \mathbf{V}_h^k : \mathbf{v}|_F \in [\mathbb{P}^0(F)]^d, \mathbf{v} \cdot \mathbf{n}|_F = 0, \forall F \in \mathcal{E}_h^0 \right\},
$$
$$
\mathbf{Q}_h^k := \left\{ q \in L^2(\Omega) : q|_K \in \mathbb{P}_h^k, \forall K \in \mathcal{T}_h \right\},
$$
$$
\mathbf{Q}_{h,0}^k := \left\{ q \in \mathbf{Q}_h^k : \int_\Omega q \, dx = 0 \right\},
$$

where $k$ is the polynomial degree, and $d$ the dimension of the domain $\Omega$. Next, we perform a hierarchical basis splitting for the Brezzi-Douglas-Marini (BDM) finite element space $\mathbf{V}_h^k$ as was done in [29, Section 2.2.4] to facilitate our analysis of static condensation of the $H(\text{div})$-conforming HDG scheme:

$$
\mathbf{V}_h^k = \mathbf{V}_{h,0}^k \oplus \mathbf{V}_{h,0}^k,
$$
$$
\mathbf{V}_{h,0}^k := \bigoplus_{F \in \mathcal{E}_h} \text{span}\{\phi_F^i\} \oplus \bigoplus_{F \in \mathcal{E}_h} \text{span}\{\phi_0^i\},
$$
$$
\mathbf{V}_{h,0}^k := \bigoplus_{K \in \mathcal{T}_h} \text{span}\{\phi_K^i\} \oplus \bigoplus_{K \in \mathcal{T}_h} \text{span}\{\psi_K^i\},
$$

where $\mathbf{V}_{h,0}^k$ and $\mathbf{V}_{h,0}^k$ are global and local subspaces of $\mathbf{V}_h^k$; $\phi_F^i$, $i = 1, \ldots, n_F^k$, is the basis of the lowest order Raviart-Thomas (RT0) space on the facet $F$; $\phi_K^i$, $i = 1, \ldots, n_K^1$, is the higher order basis of the divergence-free facet bubbles with normal component only supported on the facet $F$; $\phi_K^i$, $i = 1, \ldots, n_K^{k1}$, is the higher order basis of the divergence-free bubbles on the element $K$ with zero normal component on $\mathcal{E}_h$; and $\psi_K^i$, $i = 1, \ldots, n_K^{k2}$, is the higher order basis on the element $K$ with zero normal component on $\mathcal{E}_h$ and nonzero divergence. The integers $n_F^k, n_K^1, n_K^{k2}$ are denoted as the number of basis functions of each corresponding group per facet/elemnet. We also split $\mathbf{Q}_h^k$ into element-wise constant space and its complement:

$$
\mathbf{Q}_h^k = \mathbf{Q}_h \oplus \mathbf{Q}_{h,0}^k,
$$
$$
\mathbf{Q}_h := \mathbf{Q}_h^0,
$$
$$
\mathbf{Q}_{h,0}^k := \left\{ q \in \mathbf{Q}_h^k : (q, 1)_K = 0, \forall K \in \mathcal{T}_h \right\}.
$$
Through the above space splitting, we have:

(1a) \[
\nabla \cdot \mathbf{V}_h^{k,\partial} = \mathbf{Q}_h, \\
\nabla \cdot \mathbf{V}_h^{k,\circ} = \mathbf{Q}_h^{k-1,\circ},
\]
which we refer to \cite{29} Section 2.2.4 for details.

2.2. Model problem and the HDG scheme. We consider the following saddle point problem: Find \( \mathbf{u} \) and \( p \) such that

\[
\begin{align*}
\nabla \cdot (-2\mu \mathbf{D}(\mathbf{u})) + \tau \mathbf{u} + \nabla p &= f & \text{in } \Omega, & \mathbf{u}|_{\partial \Omega} = \mathbf{0}, \\
\nabla \cdot \mathbf{u} + \frac{1}{\lambda} p &= 0
\end{align*}
\]

where \( \mathbf{D}(\mathbf{u}) := \frac{1}{2}(\nabla \mathbf{u} + \nabla \mathbf{u}^T) \) is the symmetric gradient, \( \mu, \lambda > 0, \tau \geq 0 \) are constant model parameters and \( f \) is the source term. We note that this model covers the linear elasticity problem where \( \tau \geq 0 \) is the inverse of time step size, \( \mu, \lambda > 0 \) are Lamé parameters, with \( \mathbf{u} \) representing the displacement and \( p \) the pressure. It also covers the generalized Stokes problem where \( \lambda = +\infty \), \( \mu > 0 \) is the viscosity and \( \tau \geq 0 \) is the inverse of time step size, where \( \mathbf{u} \) represents the fluid velocity and \( p \) the pressure.

To simplify our analysis, we focus on this constant-coefficient problem with homogeneous Dirichlet boundary conditions, while other standard boundary conditions are covered in our numerical experiments in Section 3.

The equation (2) is discretized using the symmetric interior penalty divergence-conforming HDG (SIP-divHDG) method with projected jumps \cite{29} Remark 1.2.4. To further simplify our notation, we define a compound finite element space \( \mathbf{V}_{h,0}^k := \mathbf{V}_{h,0}^k \times \mathbf{Q}_{h,0}^k \) and its elements \( \mathbf{v}_h := (v_h, \widehat{v}_h) \). Then, the weak formulation of the divergence-conforming HDG scheme with polynomial degree \( k \geq 1 \) is given as below: Find \( (\mathbf{u}_h, p_h) \in \mathbf{V}_{h,0}^k \times \mathbf{Q}_{h,0}^k \) such that

\[
\begin{align*}
\mathbf{a}(\mathbf{u}_h, \mathbf{v}_h) + \mathbf{b}(p_h, \mathbf{v}_h) &= (f, \mathbf{v}_h)_{\mathcal{T}_h}, \\
\mathbf{b}(\mathbf{u}_h, q_h) + \mathbf{c}(p_h, q_h) &= 0
\end{align*}
\]

where the bilinear forms are defined as:

\[
\begin{align*}
\mathbf{a}(\mathbf{u}_h, \mathbf{v}_h) := & \sum_{K \in \mathcal{T}_h} \mathbf{\tau}(\mathbf{u}_h, \mathbf{v}_h)_K + 2\mu((\mathbf{D}(\mathbf{u}_h) : \mathbf{D}(\mathbf{v}_h))_K - (\mathbf{D}(\mathbf{u}_h) \mathbf{n}, \mathbf{tang}(\mathbf{v}_h - \widehat{v}_h))_{\partial K} \\
& - (\mathbf{D}(\mathbf{v}_h) \mathbf{n}, \mathbf{tang}(\mathbf{u}_h - \widehat{u}_h))_{\partial K} + \left( \frac{\alpha k^2}{h} P_{k-1}(\mathbf{tang}(\mathbf{u}_h - \widehat{u}_h)), P_{k-1}(\mathbf{tang}(\mathbf{v}_h - \widehat{v}_h)) \right)_{\partial K}, \\
\mathbf{b}(p_h, \mathbf{u}_h) := & - \sum_{K \in \mathcal{T}_h}(p_h, \nabla \cdot \mathbf{u}_h)_K, \\
\mathbf{c}(p_h, q_h) := & - \frac{1}{\lambda} \sum_{K \in \mathcal{T}_h}(p_h, q_h)_K,
\end{align*}
\]

where \( P_{k-1} \) denotes the \( L^2 \)-projection onto \( \mathbf{V}_{h,0}^{k-1} \), \( \alpha > 0 \) is the stabilization parameter to ensure the following coercivity result:

\[
\mathbf{a}(\mathbf{u}_h, \mathbf{u}_h) \gtrsim \sum_{K \in \mathcal{T}_h} \mathbf{\tau} \| \mathbf{u}_h \|^2_K + 2\mu \left( \| \mathbf{D}(\mathbf{u}_h) \|^2_K + \frac{1}{h} \| \mathbf{tang}(\mathbf{u}_h - \widehat{u}_h) \|^2_{\partial K} \right),
\]

for all \( \mathbf{u}_h \in \mathbf{V}_{h,0}^k \). We refer to \cite{1} for a detailed discussion of the lower bound of \( \alpha \). By using the Cauchy-Schwarz inequality and the inverse inequality, it is also easy to verify that on the finite
element space \( V_{h,0}^k \),
\[
a(u_h, u_h) \lesssim \sum_{k \in T_h} \tau \|u_h\|_{K}^2 + 2\mu \left( \|D(u_h)\|_{K}^2 + \frac{1}{h} \|\text{tang}(u_h - \tilde{u}_h)\|_{\partial K}^2 \right).
\]

We refer to [21] for more details of the coercivity and boundedness results. Therefore, \( a(u_h, u_h) \) defines a norm on the finite element space \( V_{h,0}^k \).

\[
a(u_h, u_h) \approx \|u_h\|_{s,h}^2,
\]
where \( \|u_h\|_{s,h}^2 := \tau \|u_h\|_{T_h}^2 + 2\mu \|u_h\|_{I_h}^2 \), and \( \|u_h\|_{I_h}^2 := \sum_{k \in T_h} \|D(u_h)\|_{K}^2 + \frac{1}{h} \|\text{tang}(u_h - \tilde{u}_h)\|_{\partial K}^2 \).

2.3. Matrix formulation and static condensation. We apply matrix representation of the \( H(\text{div}) \)-conforming HDG scheme in (3) to demonstrate the static condensation process. We denote the coefficient vectors of \( u_h, \tilde{u}_h, p_h \) in their basis functions by \( U, \tilde{U}, P \), the coefficient vector of \( u_h \) by \( \bar{U} := [U, \tilde{U}]^T \), the vector of the linear form \( f, v_h \) by \( F \), the Euclidean inner product in \( \mathbb{R}^n \) by \( \langle \cdot, \cdot \rangle_2 \). Then, we define the matrix \( A, B \) and \( C \) corresponding to the bilinear forms in (3) by

\[
\begin{align*}
\langle A\bar{U}, V \rangle_2 &= a(u_h, v_h), \quad \forall \bar{u}_h, v_h \in V_{h,0}^k, \\
\langle BP, V \rangle_2 &= b(p_h, v_h), \quad \forall p_h \in Q_{k,0}^{k-1}, v_h \in V_{h,0}^k, \\
\langle CP, Q \rangle_2 &= c(p_h, q_h), \quad \forall p_h, q_h \in Q_{k,0}^{k-1}.
\end{align*}
\]

Then, we have the matrix formulation of the HDG scheme (3):

\[
\begin{bmatrix}
A & B \\
B^T & C
\end{bmatrix}
\begin{bmatrix}
U \\
\tilde{U}
\end{bmatrix}
=
\begin{bmatrix}
F \\
P
\end{bmatrix}.
\]

By the definition of the corresponding bilinear forms, matrix \( A \) is SPD, and \( C \) is symmetric negative semi-definite. When the polynomial degree \( k \geq 2 \), we solve the linear system (5) by applying element-wise static condensation, eliminating the local interior degrees of freedom (DOFs) in \( V_{h,0}^k \) and higher order pressure DOFs in \( Q_{h,0}^{k-1,0} \), as was done in [30]. Then, the global unknowns in the linear system after static condensation are the DOFs associated with \( V_{h,0}^{k,0} \), \( V_{h,0}^{k,1} \) and \( \overline{C}_{h} \).

To illustrate the static condensation process, we denote the coefficient vectors of \( (u^o, u^\partial, \tilde{u}, p, \overline{p}) \in V_{h,0}^k \times V_{h,0}^{k,\partial} \times \overline{V}_{h,0}^{k-1} \times Q_{h,0}^{k-1,0} \times \overline{Q}_{h} \) in their basis functions as \( U^o, U^\partial, \tilde{U}, F, P^o \). We obtain the following orthogonality relationships through the choice of the finite element spaces, see (1):

\[
\begin{align*}
b(p^o, u^o) &= -\langle p^o, \nabla \cdot u^o \rangle_{\partial h} = 0, \quad \forall p^o \in Q_{h}^{k,0}, u^o \in V_{h}^{k,0}, \\
b(p^\partial, u^\partial) &= -\langle p^\partial, \nabla \cdot u^\partial \rangle_{\partial h} = 0, \quad \forall p^\partial \in Q_{h}^{k-1,0}, u^\partial \in V_{h}^{k,\partial}, \\
c(p^o, \overline{q}) &= -\frac{1}{\lambda} \langle p^o, \overline{q} \rangle_{\partial h} = 0, \quad \forall p^o \in Q_{h}^{k-1,0}, \overline{q} \in \overline{Q}_{h}.
\end{align*}
\]

With the above facts and by rearranging the order of unknowns in (5), we get:

\[
\begin{bmatrix}
A_{u^o u^o} & A_{u^o u^\partial} & A_{u^o \tilde{u}} & 0 & B_{u^o p^o} \\
A_{u^\partial u^o} & A_{u^\partial u^\partial} & A_{u^\partial \tilde{u}} & B_{u^\partial \overline{p}} & 0 \\
A_{\tilde{u} u^o} & A_{\tilde{u} u^\partial} & A_{\tilde{u} \tilde{u}} & 0 & 0 \\
0 & B_{u^o \overline{p}} & 0 & C_{\overline{p} \overline{p}} & 0 \\
B_{u^\partial p^o} & 0 & 0 & 0 & C_{p^o p^o}
\end{bmatrix}
\begin{bmatrix}
U^o \\
U^\partial \\
\tilde{U} \\
F \\
P^o
\end{bmatrix}
=
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}.
\]
Proof. Since we have
\[ \langle B_{w^p o}^o, V^o \rangle_2 = (D_{w^p o}^o U^o, V^o) \quad \forall \, v^o_h \in V^{k, o}_h. \]
where \( (D_{w^p o}^o U^o, V^o) \) is conforming HDG scheme in (9). From [4, 41] an ideal block-diagonal preconditioner for the saddle

Similarly, by condensing out the local pressure DOFs.

The stiffness matrix \( A' \) is still SPD. The corresponding operator formulation of (7) is to find \( (u_h, \tilde{p}_h) \) such that

\[ \begin{cases} \quad \lambda (\nabla \cdot u^o_h, \nabla \cdot v^o_h)_{\mathcal{T}_h} + a(u^o_h, v^o_h) + b(p^o_h, v^o_h) = (f, v^o_h)_{\mathcal{T}_h} & \forall \, (v^o_h, \tilde{p}_h) \in V^k \times V^0, \\ \quad b(u^o_h, \tilde{p}_h) + c(\tilde{p}_h, \tilde{q}_h) = 0 \end{cases} \]

Similarly, by condensing out \( U^o \) from (7) and denoting the block-diagonal matrix \( E := A_{u^o u^o} + D_{w^p o}^o \), we get the final condensed linear system to solve:

\[ \begin{bmatrix} A_g & B_g \\ B_g^T & C_g \end{bmatrix} \begin{bmatrix} U_g \\ F_g \end{bmatrix} = \begin{bmatrix} F_g \\ 0 \end{bmatrix}, \]

where

\[ A_g := \begin{bmatrix} A_{u^o u^o} - A_{u^o u^o} \lambda^2 A_{u^o u^o}^{-1} A_{u^o u^o} & \lambda A_{u^o u^o} - \lambda A_{u^o u^o} \lambda^2 A_{u^o u^o}^{-1} A_{u^o u^o} \\ A_{\tilde{u} u^o} - A_{\tilde{u} u^o} \lambda^2 A_{u^o u^o}^{-1} A_{u^o u^o} & \lambda A_{\tilde{u} u^o} - \lambda A_{\tilde{u} u^o} \lambda^2 A_{u^o u^o}^{-1} A_{u^o u^o} \end{bmatrix}, \quad B_g := \begin{bmatrix} B_{w^p} \\ 0 \end{bmatrix}, \quad C_g := C_{\tilde{p} \tilde{p}}. \]

Since basis functions of \( V^k \) are locally supported, the matrix \( E \) is block-diagonal, and the inverse can be obtained element-wise.

3. block-diagonal Preconditioners for the Condensed System

In this section, we construct robust and optimal preconditioners for the condensed \( H(\text{div}) \)-conforming HDG scheme in (9). From [4, 41] an ideal block-diagonal preconditioner for the saddle point system (9) is

\[ \begin{bmatrix} A_g^{-1} \\ S_g^{-1} \end{bmatrix}, \]
where $S_g$ is the following (negative) Schur complement

$$S_g = -C_g + B_g^T A_g^{-1} B_g.$$ 

Obviously, it is not practical to compute the dense matrix $S_g$ directly. In practice, we seek computable approximations to the two matrix inverses $A_g^{-1}$ and $S_g^{-1}$. For the stiffness matrix $A_g$, we use an ASP with continuous element-wise linear function space as the auxiliary space. For the Schur complement $S_g$, we get the explicit expression of a spectrally equivalent matrix $\tilde{S}_g$ inspired by [33][39].

3.1. Preconditioner for the stiffness matrix $A_g$. We extend from the work in our previous study [18] on the ASP for the divergence-conforming HDG scheme for the reaction-diffusion equations and apply it to the stiffness matrix $A_g$ here. Since the analysis procedure is almost the same as [18 Section 3.3], we quote from it and sketch our main steps here.

(i) We starts from (8) to get the operator formulation of $A_g$ as [18, Section 3.3], we quote from it and sketch our main steps here.

$$L_h^o : V_{h,0}^{k,\partial} \times \hat{V}_{h,0}^{k-1} \rightarrow V_{h,0}^{k,\partial}: \text{Given } (u_h^o, \tilde{u}_h) \in V_{h,0}^{k,\partial} \times \hat{V}_{h,0}^{k-1}, L_h^o(u_h^o, \tilde{u}_h) \in V_{h,0}^{k,\partial} \text{ is the unique solution that satisfies}$$

$$\lambda \left( \nabla \cdot L_h^o(u_h^o, \tilde{u}_h), \nabla \cdot v_h^o \right)_{\mathcal{T}_h} + a \left( (L_h^o(u_h^o, \tilde{u}_h), v_h^o, 0) \right) = -a \left( (u_h^o, \tilde{u}_h), (v_h^o, 0) \right),$$

for all $v_h^o \in V_{h,0}^{k,\partial}$. Then, we express $A_g$ in the final condensed HDG scheme as

$$\langle A_g \underline{u}, \underline{v} \rangle = \lambda \left( \nabla \cdot L_h^o(u_h^o, \tilde{u}_h), \nabla \cdot L_h^o(v_h^o, \tilde{v}_h) \right)_{\mathcal{T}_h} + a \left( (u_h^o + L_h^o(u_h^o, \tilde{u}_h), \tilde{v}_h), (v_h^o + L_h^o(v_h^o, \tilde{v}_h), \tilde{v}_h) \right),$$

for all $u_h^o, v_h^o \in V_{h,0}^{k,\partial}, \tilde{u}_h, \tilde{v}_h \in \hat{V}_{h,0}^{k-1}$. Matrix $A_g$ is SPD by the definition of the corresponding bilinear form, and we denote the norm defined by it as

$$\| (u_h^o, \tilde{u}_h) \|_{A_g}^2 := \langle A_g \underline{u}, \underline{u} \rangle = \langle A_g (u_h^o, \tilde{u}_h), (u_h^o, \tilde{u}_h) \rangle.$$

Taking $v_h^o = L_h^o(u_h^o, \tilde{u}_h)$ and applying the Cauchy Schwarz inequality in (10), we have:

$$\lambda \left( \nabla \cdot L_h^o(u_h^o, \tilde{u}_h), \nabla \cdot L_h^o(u_h^o, \tilde{u}_h) \right)_{\mathcal{T}_h} + a \left( (L_h^o(u_h^o, \tilde{u}_h), 0), (L_h^o(u_h^o, \tilde{u}_h), 0) \right) \leq a \left( (u_h^o, \tilde{u}_h), (u_h^o, \tilde{u}_h) \right).$$

Hence, by the triangle inequality we get:

$$\| (u_h^o, \tilde{u}_h) \|_{A_g}^2 \leq \lambda \left( \nabla \cdot L_h^o(u_h^o, \tilde{u}_h), \nabla \cdot L_h^o(u_h^o, \tilde{u}_h) \right)_{\mathcal{T}_h} + a \left( (L_h^o(u_h^o, \tilde{u}_h), 0), (L_h^o(u_h^o, \tilde{u}_h), 0) \right)$$

$$+ a \left( (u_h^o, \tilde{u}_h), (u_h^o, \tilde{u}_h) \right) \leq a \left( (u_h^o, \tilde{u}_h), (u_h^o, \tilde{u}_h) \right) \lesssim \| (u_h^o, \tilde{u}_h) \|_{A_g}^2.$$

(ii) Next, we define an $L^2$-like inner product on the compound space $V_{h,0}^{k,\partial} \times \hat{V}_{h,0}^{k-1}$:

$$\langle (u_h^o, \tilde{u}_h), (v_h^o, \tilde{v}_h) \rangle_{0,h} := \langle (u_h^o, \tilde{u}_h), (v_h^o, \tilde{v}_h) \rangle_{\mathcal{E}_h} + 2\mu h \langle \text{tang} (\tilde{u}_h), \text{tang} (\tilde{v}_h) \rangle_{\mathcal{E}_h},$$

where $\text{tang}$ denotes the tangent vector.
and denote its corresponding norm as \( \|(u^g_h, \tilde{u}_h)\|_{0,h}^2 := ((u^g_h, \tilde{u}_h), (u^g_h, \tilde{u}_h))_{0,h} \). Then, we have the following result:

\[ \rho_{A_g} \simeq h^{-2}, \]

where \( \rho_{A_g} = \rho(A_g) \) denotes the spectral radius of \( A_g \).

(iii) Denote the diagonal matrix \( \Pi \) with the same diagonal components of \( A_g \). For the linear operator \( j_g : V^k_{h,0} \times \tilde{V}^{k-1}_{h,0} \to V^k_{h,0} \times \tilde{V}^{k-1}_{h,0} \) corresponding to the Jacobi smoother \( R_g = D_g^{-1} \), we have:

\[ \left(j_g(u^g_h, \tilde{u}_h), (u^g_h, \tilde{u}_h)\right)_{0,h} \simeq \rho_{A_g}^{-1} \|(u^g_h, \tilde{u}_h)\|_{0,h}^2. \]

(iv) We define a continuous element-wise linear finite element space:

\[ V^1_{h,0} := \{v_0 \in [H^1(\Omega)]^d : v_0|_K \in P^1(K), \forall K \subseteq \mathcal{T}_h, v_0|_F = 0, \forall F \subseteq E^0_h\}, \]

and use it as the auxiliary space. The matrix \( A_0 \) and bilinear operator \( a_0 \) on \( V^1_{h,0} \) corresponding to \( A_g \) is defined as

\[ \langle A_0 u_0, v_0 \rangle := \int_\Omega (2\mu \nabla(u_0) : \nabla(v_0) + \tau u_0 \cdot v_0) \, dx. \]

\( A_0 \) is SPD by the definition of the corresponding bilinear form, and we define the induced norm on \( V^1_{h,0} \) by \( \| \cdot \|_{A_0}^2 := a_0(\cdot, \cdot) \). \( A_0 \) can be easily preconditioned by an algebraic or geometric multigrid procedure.

(v) We define the operator \( \Pi_h = (\Pi_h^\partial, \Pi_h) : V^1_{h,0} \to V^k_{h,0} \times \tilde{V}^{k-1}_{h,0} \) by

\[ \langle \Pi_h u_0 \cdot n, v^\partial_h \cdot n \rangle_{\mathcal{E}_h} = \langle u_0 \cdot n, v^\partial_h \cdot n \rangle_{\mathcal{E}_h}, \quad \forall v^\partial_h \in V^k_{h,0}, \]

\[ \langle \text{tang}(\Pi_h u_0), \text{tang}(\tilde{\mathcal{E}}_h) \rangle_{\mathcal{E}_h} := \langle \text{tang}(u_0), \text{tang}(\tilde{\mathcal{E}}_h) \rangle_{\mathcal{E}_h}, \quad \forall \tilde{\mathcal{E}}_h \in \tilde{V}^{k-1}_{h,0}. \]

The operator \( P_h : V^k_{h,0} \times \tilde{V}^{k-1}_{h,0} \to V^1_{h,0} \) is defined on mesh vertices by

\[ P_h(u^g_h, \tilde{u}_h)(x_n) = \begin{cases} 0, & \text{if } x_n \in \partial \Omega, \\ \sum_{K \subseteq K_n} (u^g_h + \mathcal{L}_h^g(u^g_h, \tilde{u}_h)) |_K(x_n), & \text{if } x_n \notin \partial \Omega, \end{cases} \]

where \( x_n \) is a vertex of \( \mathcal{T}_h \), \( K_n \) is the set of elements of \( \mathcal{T}_h \) that share the vertex \( x_n \) and \( \# K_n \) is the cardinality of it. We note that the operator \( P_h \) is only used for analysis and does not appear in the computing process. Then, we have the following boundedness properties:

\[ \|\Pi_h u_0\|_{A_0} \lesssim \|u_0\|_{A_0}, \]

\[ \|P_h(u^g_h, \tilde{u}_h)\|_{A_0} \lesssim \|(u^g_h, \tilde{u}_h)\|_{A_g}, \]

\[ \|(u^g_h, \tilde{u}_h) - \Pi_h P_h(u^g_h, \tilde{u}_h)\|_{0,h} \lesssim \rho_{A_g}^{-1/2} \|(u^g_h, \tilde{u}_h)\|_{A_g}. \]

Finally, we denote \( \kappa \) as the condition number and obtain the optimality of our auxiliary space preconditioner in the following theorem by invoking [51, Theorem 2.1] combined with the above results.

**Theorem 3.1** (ASP for the stiffness matrix). Let

\[ \tilde{A}_g^{-1} = R_g + \Pi_h B_0 \Pi_h^T \]

be the auxiliary space preconditioner for the operator \( A_g \) in the final condensed HDG scheme (9) with \( \kappa(B_0 A_0) \simeq 1 \), then we have \( \kappa(\tilde{A}_g^{-1} A_g) \simeq 1 \).
Remark 3.1. We note that there exist two differences between the ASP applied here and the one in our previous work \[18\]. Firstly, there is an extra term $\lambda(\nabla \cdot \hat{u}_h, \nabla \cdot \hat{v}_h)$ in the bilinear operator corresponding to $A_g$ in this study, which makes the norm $\| \cdot \|_{A_g}$ stronger but still bounded by $\| (u_h^0, \hat{u}_h) \|_{s,h}$ as mentioned in step (i). Due to the auxiliary space $V_{h,0}^1 \subset V_{h,0}^k$, this term does not appear in the bilinear operator $a_0(\cdot, \cdot)$. Secondly, symmetric gradient is used in the bilinear operator $a(\cdot, \cdot)$ instead of gradient. The discrete Korn’s inequality holds as in \[8\] and we have the norm equivalence $\sum_{K \in T_h} \| D(u_h) \|_K^2 + \frac{1}{h} \| \text{tang}(u_h - \hat{u}_h) \|_{\partial K}^2 \simeq \sum_{K \in T_h} \| \nabla (u_h) \|_K^2 + \frac{h}{k} \| \text{tang}(u_h - \hat{u}_h) \|_{\partial K}^2$. Therefore, this difference does not affect the results of our analysis as well.

3.2. Preconditioner for the Schur complement $S_g$. Since we use the concept of sum and intersection of Hilbert spaces in this subsection, we briefly introduce the definition and basic properties here, see \[39\] Section 2.2 and \[5\] Chapter 2. Assume $X$ and $Y$ are compatible Hilbert spaces both continuously contained in some larger Hilbert space, then their intersection $X \cap Y$ and their sum $X + Y$ are both complete Hilbert spaces with corresponding norms:

\[
\begin{align*}
\| z \|_{X \cap Y} &= \| z \|_X + \| y \|_Y, & \forall z \in X \cap Y, \\
\| z \|_{X + Y} &= \inf \{ \| x \|_X + \| y \|_Y \}, & \forall z = x + y, x \in X, y \in Y.
\end{align*}
\]

If $X_1$ and $Y_1$ as normed vector spaces, we denote $X_1'$ as the dual space of $X_1$, $L(X_1, Y_1)$ as the space of bounded linear mapping from $X_1$ to $Y_1$. Then, we have the following properties, the proof of which we refer to \[5\] Chapter 2.

Lemma 3.1. Assume $X_1, X_2$ and $Y_1, Y_2$ are pairs of compatible normed vector spaces. If the linear mapping $T \in L(X_1, Y_1) \cap L(X_2, Y_2)$, then we have:

\[
\| T \|_{X_1 + X_2 \to Y_1 + Y_2} \leq (\| T \|_{X_1 \to Y_1}^2 + \| T \|_{X_2 \to Y_2}^2)^{1/2}.
\]

If both $X$ and $Y$ are Hilbert spaces, given any $g \in (X + Y)'$, we have:

\[
\| g \|_{(X + Y)'} = \| g \|_{X' + Y'}.
\]

The Schur complement of the final condensed system \[9\] appears to be too complicated to be analyzed. However, in the static condensation process, the Schur complement stays the same before and after $U^0$ is condensed out, which significantly simplifies our analysis. A similar idea was used in \[44\] for a different HDG scheme for the Stokes problem. We first quote a lemma about block matrix inverse, the proof of which we refer to \[27\] Chapter 0.7.3:

Lemma 3.2. Assume a block matrix $R$ in the form of

\[
R = \begin{bmatrix} A & B \\ C & D \end{bmatrix},
\]

and the submatrices $A$ and $D$ are both invertible, then the inverse of $R$ is expressed as

\[
R^{-1} = \begin{bmatrix} (A - BD^{-1}C)^{-1} & -A^{-1}B(D - CA^{-1}B)^{-1} \\ -(D - CA^{-1}B)^{-1}CA^{-1} & (D - CA^{-1}B)^{-1} \end{bmatrix}.
\]

Then, we prove the following result:

Lemma 3.3. The Schur complement of the HDG scheme with only $P^o$ condensed out in \[1\] is the same as that of the final condensed system \[9\].

Proof. Since the stiffness matrix $A'$ is SPD, it is straightforward to verify that the matrix remains SPD after $U^o$ is condensed out. By Lemma 3.2 the (negative) Schur complement on the space $Q_h$
of the HDG scheme in (7) is expressed as

\[
S' = -C_{\bar{p}\bar{p}} + \begin{bmatrix} 0 & B_{u,0}^T \\ B_{u,0} & 0 \end{bmatrix}^{-1} \begin{bmatrix} A_{u,0} + D_{u,0} & A_{u,0} \\ A_{u,0} & A_{u,0} \end{bmatrix}^{-1} \begin{bmatrix} 0 \\ B_{u,0}^T \\ B_{u,0} \\ B_{u,0} \end{bmatrix}
\]

\[
= -C_g + B_g^T \left[ \begin{bmatrix} A_{u,0} & A_{u,0} \\ A_{u,0} & A_{u,0} \end{bmatrix} \right] - \left[ \begin{bmatrix} A_{u,0} \\ A_{u,0} \end{bmatrix} \right] \mathbf{E}^{-1} \left[ \begin{bmatrix} A_{u,0} & A_{u,0} \end{bmatrix} \right]^{-1} B_g
\]

\[
= -C_g + B_g^T A_g B_g,
\]

where \( \mathbf{E} = A_{u,0} + D_{u,0} \).

From now on, we directly work with the (negative) Schur complement \( S' \) of the HDG scheme in (7), which is the same as \( S_g \) from Lemma 3.3. Inspired by the ideas in [33,39], we need to define a parameter-dependent norm on the finite element space \( \bar{Q}_h \) to obtain the upper and lower spectral bound of \( S' \); independent of model parameters and mesh size. We start from the norm defined by the SPD (negative) Schur complement \( S' \).

**Lemma 3.4.** For all \( \bar{p}_h \in \bar{Q}_h \), we have:

\[
(S\bar{P}, \bar{P})_2 \simeq \frac{1}{\lambda} \| \bar{p}_h \|^2_{\bar{P}_h} + \sup_{\bar{V}_h \in \bar{V}_{h,0}} \frac{(\bar{p}_h, \nabla \cdot \bar{v}_h)^2}{\tau \| \bar{v}_h \|^2_{\bar{V}_h} + 2 \mu \| \bar{v}_h \|_{1,h}^2 + \lambda \| \nabla \cdot \bar{v}_h \|^2_{\bar{V}_h}}.
\]

**Proof.** Since \( A' \) in (7) is SPD, \( A'^{-1/2} \) is also SPD. Denote \( n \) as the number of DOFs of \( \bar{V}_{h,0}^k \).

Combined with the definition of matrix representations of bilinear forms and the norm defined by \( a(\cdot, \cdot) \) in (4), we have:

\[
(S\bar{P}, \bar{P})_2 = (\langle -C' + B'^T A'^{-1} B' \rangle \bar{P}, \bar{P})_2
\]

\[
= \frac{1}{\lambda} \| \bar{p}_h \|^2_{\bar{P}_h} + (A'^{-1/2} B' \bar{P}, A'^{-1/2} B' \bar{P})_2
\]

\[
= \frac{1}{\lambda} \| \bar{p}_h \|^2_{\bar{P}_h} + \sup_{\bar{V} \in \mathbb{R}^n} \frac{(A'^{-1/2} B' \bar{P}, \bar{V})^2}{(\bar{V}, \bar{V})_2}
\]

\[
= \frac{1}{\lambda} \| \bar{p}_h \|^2_{\bar{P}_h} + \sup_{\bar{W} \in \mathbb{R}^n} \frac{(B' \bar{P}, A'^{-1/2} \bar{V})^2}{(\bar{V}, \bar{V})_2}
\]

\[
= \frac{1}{\lambda} \| \bar{p}_h \|^2_{\bar{P}_h} + \sup_{\bar{W} \in \mathbb{R}^n} \frac{(B' \bar{P}, \bar{W})^2}{(\bar{W}, \bar{W})_2}
\]

\[
\simeq \frac{1}{\lambda} \| \bar{p}_h \|^2_{\bar{P}_h} + \sup_{\bar{V}_h \in \bar{V}_{h,0}} \frac{(\bar{p}_h, \nabla \cdot \bar{v}_h)^2}{\tau \| \bar{v}_h \|^2_{\bar{V}_h} + 2 \mu \| \bar{v}_h \|_{1,h}^2 + \lambda \| \nabla \cdot \bar{v}_h \|^2_{\bar{V}_h}}.
\]

\( \square \)

Next, we introduce a parameter-dependent norm on the element-wise constant space \( \bar{Q}_h \):

\[
\| \bar{p}_h \|_* := \frac{1}{\lambda} \| \bar{p}_h \|^2_{\bar{P}_h} + \inf_{\bar{p}_h \in \bar{Q}_h} \left( \frac{1}{2 \mu} \| \bar{p}_{h,1} \|^2_{\bar{P}_h} + \frac{1}{\tau} \| \bar{p}_{h,2} \|^2_{\bar{P}_h} \right).
\]

Before proceeding to the parameter-independent stability and boundedness of \( S' \) with respect to \( \| \bar{p}_h \|_* \), we need to prove two inf-sup conditions.
Lemma 3.5. For all \( \overline{p}_h \in \overline{Q}_h \), we have:

\[
\sup_{v_h \in V_{h,0}^k} \frac{(\overline{p}_h, \nabla \cdot v_h)_h^2}{2\mu \|v_h\|_{1,h}^2 + \lambda \|
abla \cdot v_h^o\|_{\overline{\tau}_h}^2} \geq \frac{1}{2\mu} \|\overline{p}_h\|_{\overline{\tau}_h}^2.
\]

Proof. The proof procedure is similar to \([29\text{ Proposition 2.3.5}]\). For any \( \overline{p}_h \in \overline{Q}_h \), assume \( \phi \in H^2(\Omega) \) satisfies the Neumann problem \(-\Delta \phi = \overline{p}_h \) with \( \frac{\partial \phi}{\partial n} = 0 \) on \( \partial \Omega \). We take \( w^* = \nabla \phi \) and we get \( \|w^*\|_{H^1} \leq \|\phi\|_{H^2} \leq \|\overline{p}_h\|_{L^2} \) from the elliptic regularity due to the convex domain \( \Omega \). Then from \([29\text{ Lemma 2.3.1}]\) there exists \( w_h \in V_{h,0}^k \) satisfying \( (q_h, \nabla \cdot w_h)_{\overline{\tau}_h} = (q_h, \nabla \cdot w^*)_\Omega \) for all \( q_h \in Q_{h}^{k-1} \) and \( \|w_h\|_{1,h} \leq \|w^*\|_{H^1} \). Since \( k \geq 1 \) in the \( H(\text{div}) \)-conforming HDG scheme and \( v_h^o = 0 \) in the lowest order case, we have:

\[
\sup_{v_h \in V_{h,0}^k} \frac{(\overline{p}_h, \nabla \cdot v_h)_h^2}{2\mu \|v_h\|_{1,h}^2 + \lambda \|
abla \cdot v_h^o\|_{\overline{\tau}_h}^2} \geq \sup_{v_h \in V_{h,0}^k} \frac{(\overline{p}_h, \nabla \cdot v_h)_h^2}{2\mu \|v_h\|_{1,h}^2} \geq \frac{1}{2\mu} \|\overline{p}_h\|_{\overline{\tau}_h}^2.
\]

\[\square\]

Lemma 3.6. For all \( \overline{p}_h \in \overline{Q}_h \), we have:

\[
\sup_{v_h \in V_{h,0}^k} \frac{(\overline{p}_h, \nabla \cdot v_h)_h^2}{\tau \|v_h\|_{\overline{\tau}_h}^2} \geq \frac{1}{\tau h} \|\overline{p}_h\|_{\overline{\tau}_h}^2.
\]

Proof. For any \( \overline{p}_h \in \overline{Q}_h \), we construct \( w_h \in \text{RT0} \subset V_{h,0}^k \) such that \( w_h \cdot n|_F = [\overline{p}_h]|_F \) for all \( F \in \mathcal{E}_h \). By norm equivalence and standard scaling arguments, we have \( \|w_h\|_{\overline{\tau}_h}^2 \simeq \tau \|w_h\|_{E_h}^2 \simeq \|w_h\|_{\overline{\tau}_h}^2 \). Since normal components of functions in \( V_{h,0}^k \) are continuous across element facets, by integrating by parts we have:

\[
\sup_{v_h \in V_{h,0}^k} \frac{(\overline{p}_h, \nabla \cdot v_h)_h^2}{\tau \|v_h\|_{\overline{\tau}_h}^2} = \sup_{v_h \in V_{h,0}^k} \frac{\langle [\overline{p}_h], w_h \cdot n\rangle_{E_h}^2}{\tau \|w_h\|_{E_h}^2} \geq \frac{\|\overline{p}_h\|_{E_h}^4}{\|w_h\|_{E_h}^2} \geq \frac{\|\overline{p}_h\|_{E_h}^4}{\|w_h\|_{E_h}^2} \simeq \frac{\|\overline{p}_h\|_{E_h}^4}{\|w_h\|_{E_h}^2} \simeq \frac{1}{\tau h} \|\overline{p}_h\|_{\overline{\tau}_h}^2.
\]

\[\square\]
We are now ready to present the equivalence between the newly defined norm and the one induced by $S'$ with the above properties.

**Theorem 3.2** (Equivalent Schur complement norm).

$$(S' \mathbf{F}, \mathbf{F})_2 \simeq ||p_h||^2_{\ast} \quad \forall \mathbf{p}_h \in \overline{Q}_h.$$  

**Proof.** (a) To prove $(S' \mathbf{F}, \mathbf{F})_2 \geq ||p_h||^2_{\ast}$, we denote two normed vector spaces:

$$X_1 = V_{h,0}^k, \quad ||v_h||^2_{X_1} = 2\mu||v_h||^2_{1,h} + \lambda||\nabla \cdot v_h||^2_{\tau,h}, \quad \forall v_h \in X_1,$$

$$X_2 = V_{h,0}^k, \quad ||v_h||^2_{X_2} = \tau||v_h||^2_{\tau,h}, \quad \forall v_h \in X_2,$$

and the mapping $T \in \mathcal{L}(\overline{Q}_h, X_1') \cap \mathcal{L}(\overline{Q}_h, X_2')$ such that

$$(T \mathbf{p}_h, v_h) = (\mathbf{p}_h, \nabla \cdot v_h), \quad \forall \mathbf{p}_h \in \overline{Q}_h, v_h \in V_{h,0}^k.$$  

With the norm defined by $S'$ in Lemma 3.3, the inf-sup conditions in Lemma 3.5 and Lemma 3.6, the definition of sum and intersection Hilbert spaces in (13) and (14), linear mapping properties in Lemma 3.1, we have the following result:

$$(S' \mathbf{F}, \mathbf{F})_2 \simeq \frac{1}{\lambda}||\mathbf{p}_h||^2_{\tau,h} + \sup_{v_h \in V_{h,0}^k} \frac{(\mathbf{p}_h, \nabla \cdot v_h)^2_{\tau,h}}{\tau||v_h||^2_{\tau,h} + 2\mu||v_h||^2_{1,h} + \lambda||\nabla \cdot v_h||^2_{\tau,h}}.$$

(b) To prove $(S' \mathbf{F}, \mathbf{F})_2 \leq ||p_h||^2_{\ast}$, we assume an arbitrary splitting $\mathbf{p}_h = \mathbf{p}_{h,1} + \mathbf{p}_{h,2}$. By using the norm defined by $S'$ in Lemma 3.3, integration by parts, Cauchy Schwarz inequality, and inverse inequality, we have:

$$(S' \mathbf{F}, \mathbf{F})_2 \simeq \frac{1}{\lambda}||\mathbf{p}_h||^2_{\tau,h} + \sup_{v_h \in V_{h,0}^k} \frac{(\mathbf{p}_{h,1}, \nabla \cdot v_h)^2_{\tau,h} + (\mathbf{p}_{h,2}, \nabla \cdot v_h)^2_{\tau,h}}{\tau||v_h||^2_{\tau,h} + 2\mu||v_h||^2_{1,h} + \lambda||\nabla \cdot v_h||^2_{\tau,h}} \leq \frac{1}{\lambda}||\mathbf{p}_h||^2_{\tau,h} + \sup_{v_h \in V_{h,0}^k} \frac{(\mathbf{p}_{h,1}, \nabla \cdot v_h)^2_{\tau,h} + (\mathbf{p}_{h,2}, \nabla \cdot v_h)^2_{\tau,h}}{\tau||v_h||^2_{\tau,h} + 2\mu||v_h||^2_{1,h}} \leq \frac{1}{\lambda}||\mathbf{p}_h||^2_{\tau,h} + \sup_{v_h \in V_{h,0}^k} \frac{(1 + \frac{1}{\tau h}||\mathbf{p}_{h,1}||^2_{\tau,h} + \frac{1}{\tau h}||\mathbf{p}_{h,2}||^2_{\tau,h})||v_h||^2_{\tau,h} + (2\mu||\nabla \cdot v_h||^2_{\tau,h} + \tau||v_h||^2_{\tau,h})}{\tau||v_h||^2_{\tau,h} + 2\mu||v_h||^2_{1,h}} \leq \frac{1}{\lambda}||\mathbf{p}_h||^2_{\tau,h} + \frac{1}{2\mu}||\mathbf{p}_{h,1}||^2_{\tau,h} + \frac{1}{\tau h}||\mathbf{p}_{h,2}||^2_{\tau,h}.$$  

Since the splitting of $\mathbf{p}_h$ is arbitrary, we always have $(S' \mathbf{F}, \mathbf{F})_2 \leq ||p_h||^2_{\ast}, \forall \mathbf{p}_h \in \overline{Q}_h$ and this completes the proof. \(\square\)

Next, we present the matrix representation of the newly defined norm $||p_h||_{\ast}$ following the similar analysis procedure as in [39, Theorem 2.5]. It naturally follows from Theorem 3.2 that this matrix representation is spectrally equivalent to the Schur complement $S'$ and its inverse is a robust Schur.
complement preconditioner with respect to model parameters and mesh size. We define matrix $M$, $N$ by
\[
\langle MP, Q \rangle_2 = \langle p_h, \tau h \rangle_{H_h}, \quad \langle NP, Q \rangle_2 = \frac{1}{h} \langle [p_h], [\tau h] \rangle_{E_h},
\]
for all $p_h, \tau h \in Q_h$ and we have the following result:

**Theorem 3.3** (Preconditioner for Schur Complement). Define the SPD matrix operator $\tilde{S}'$ on $Q_h$ by $\tilde{S}' := \frac{1}{\lambda} M + M(\tau M + 2\mu N)^{-1} N$. We have:
\[
|p_h|^2 = \langle \tilde{S}' p_h, p_h \rangle_2, \quad \forall p_h \in Q_h,
\]
and
\[
\kappa(\tilde{S}'^{-1} S') \simeq 1.
\]

**Proof.** In the definition of the norm $|p_h|_w$ \((17)\), by variational analysis the infimum is achieved when
\[
\left(\frac{1}{2\mu} p_{h,1}, \tau h \right)_{\mathcal{H}_h} + \frac{1}{\tau h} \langle [p_{h,1} - p_h], [\tau h] \rangle_{E_h} = 0, \quad \forall \tau h \in Q_h.
\]
By reformulating it into the matrix formulation, we get:
\[
\left\langle \frac{1}{2\mu} M P_1 + \frac{1}{\tau} N (P_1 - P), Q \right\rangle_2 = 0,
\]
\[
P_1 = \left( \frac{\tau}{2\mu} M + N \right)^{-1} N P.
\]
Therefore, combined with the fact that $\left(\frac{1}{2\mu} p_{h,1}, \tau h \right)_{\mathcal{H}_h} + \frac{1}{\tau h} \langle [p_{h,1} - p_h], [\tau h] \rangle_{E_h} = 0$, $|p_h|^2$ can be explicitly expressed as
\[
|p_h|^2 = \frac{1}{\lambda} |p_h|^2_{\mathcal{H}_h} + \frac{1}{2\mu} |p_{h,1}|_{\mathcal{H}_h}^2 + \frac{1}{\tau h} \|[p_h - p_{h,1}]\|^2_{E_h}
\]
\[
= \frac{1}{\lambda} \langle p_h, p_h \rangle_{\mathcal{H}_h} + \frac{1}{2\mu} \langle p_{h,1}, p_{h,1} \rangle_{\mathcal{H}_h}
\]
\[
= \frac{1}{\lambda} \langle MP, P \rangle_2 + \frac{1}{2\mu} \left\langle M \left( \frac{\tau}{2\mu} M + N \right)^{-1} NP, P \right\rangle_2
\]
\[
= \langle \tilde{S}' P, P \rangle_2,
\]
where
\[
\tilde{S}' = \frac{1}{\lambda} M + \frac{1}{2\mu} M \left( \frac{\tau}{2\mu} M + N \right)^{-1} N
\]
\[
= \frac{1}{\lambda} M + M(\tau M + 2\mu N)^{-1} N.
\]
Then $\kappa(\tilde{S}'^{-1} S') \simeq 1$ directly follows Theorem 3.2.

Finally, we present an explicit and computable expression for $\tilde{S}'^{-1}$ which has a remarkably simple structure. At first glance, it seems quite difficult to exactly compute $\tilde{S}'^{-1}$ due to its complicated form when the parameters $\frac{1}{\lambda}$, $\mu$ and $\tau$ are not zero. This issue was partially addressed in our previous work \[20\] using an approximation to matrix inversion, where
\[
\tilde{S}'^{-1} \approx \frac{2\mu \lambda}{2\mu + \lambda} (M)^{-1} + \tau (\frac{\lambda}{\tau} M + N)^{-1}.
\]
We note that a similar form to \((18)\) can also be found in a recent paper \[40\] to precondition the Schur complement of a penalized surface incompressible fluid problem. Note that \((18)\) is an exact
inverse of $\tilde{S}'$ only if either of $\frac{1}{\lambda}$, $\tau$, or $\mu$ is zero, but not exact for the general case where $\frac{1}{\lambda}$, $\tau$, and $\mu$ are all not zero. Here, we obtain a simple expression of the exact inverse of $\tilde{S}'$, which has a similar form as (18), by exploring the structure of the matrix using the Woodbury matrix identity [26].

**Theorem 3.4 (Exact inverse of $\tilde{S}'$).**

\[
\tilde{S}'^{-1} = \frac{2\mu\lambda}{2\mu + \lambda} M^{-1} + \tau \left( \frac{\lambda}{2\mu + \lambda} \right)^2 \left( \frac{\tau}{2\mu + \lambda} M + N \right)^{-1}.
\]

**Proof.** By algebraic manipulation, we have:

\[
\tilde{S}' = \frac{1}{\lambda} M + M (\tau M + 2\mu N)^{-1} N
\]
\[
= \frac{1}{\lambda} M + M (\tau M + 2\mu N)^{-1} \tau M + 2\mu N - \tau M
\]
\[
= \frac{2\mu + \lambda}{2\mu \lambda} M - \frac{\tau}{2\mu} (\tau M + 2\mu N)^{-1} M.
\]

We quote Woodbury matrix identity [26] to get the inverses of sum matrices, which states:

\((A + UCV)^{-1} = A^{-1} - A^{-1} U (C^{-1} + VA^{-1} U)^{-1} VA^{-1},\)

and the result follows by plugging into the above equation $A = \frac{2\mu + \lambda}{2\mu \lambda} M$, $U = -\frac{\tau}{2\mu} M$, $C = (\tau M + 2\mu N)^{-1}$, and $V = M$. \qed

### 4. Numerical Results

In this section, we present two-dimensional and three-dimensional numerical experiments to verify the robustness of the proposed block-diagonal preconditioner $\text{diag}[\tilde{A}_g^{-1}, \tilde{S}'^{-1}]$. Here the ASP preconditioner $\tilde{A}_g^{-1}$ is given in (12) with $R_g$ being the vertex-patch based block symmetric Gauss-Seidel smoother, and $B_0$ the approximate inverse of $A_0$ using hypre's BoomerAMG [25], and the Schur complement preconditioner $\tilde{S}'^{-1}$ is given in (19), where the matrix inverses are again replaced by hypre's BoomerAMG approximations. The first and second examples are based on the generalized Stokes equations, and the third and fourth examples are based on the steady and unsteady linear elasticity equations. All results are obtained by using the NGSolve software [46]. All codes are available at [https://github.com/WZKuang/pc-hdg-saddle](https://github.com/WZKuang/pc-hdg-saddle).

The MINRES solver with relative tolerance of $10^{-8}$ is used to solve the condensed $H(\text{div})$-conforming HDG scheme (9), starting with a random vector to ensure that the initial error is not smooth.

#### 4.1. The generalized Stokes equations

The generalized Stokes problem fits into the general setting (2) with $\lambda = +\infty$ and it is easily verified that $\tilde{S}'^{-1} = 2\mu M^{-1} + \tau N^{-1}$. We choose the model problems of the lid-driven cavity and the backward-facing step flow as in [17].

For the lid-driven cavity, we take the domain to be unit square/cube $\Omega_c = [0, 1]^d$, where $d$ is the space dimension. An inhomogeneous Dirichlet boundary condition $u = [4x(1 - x), 0]^T$ in 2D or $u = [16x(1 - x)y(1 - y), 0, 0]^T$ in 3D is set on the top side, with no-slip boundary condition for all sides. For the backward-facing step flow, we choose the domain $\Omega_b = (0, 5, 4) \times [0, 0.5) \cup (0, 4] \times (0.5, 1)]$ in 2D or $\Omega_b = (0, 5, 4) \times [0, 0.5) \cup (0, 4] \times (0.5, 1)] \times [0, 1]$ in 3D. An inhomogeneous boundary condition $u = [16(1 - y)(y - 0.5), 0]^T$ in 2D or $u = [64(1 - y)(y - 0.5)z(1 - z), 0, 0]^T$ in 3D is set for the inlet velocity on $\{x = 0\}$, with do-nothing boundary condition on $\{x = 4\}$ and no-slip boundary condition on the remaining sides.

In both model problems, the domains are divided into uniform simplicial meshes with mesh size $h_{\text{start}}$ followed by three-level refinement. $h_{\text{start}}$ is chosen to be 8 in 2D numerical experiments and
Table 1. *Generalized Stokes in lid-driven cavity model.* Iteration counts for the preconditioned MINRES solver.

| k | $\frac{1}{h}$ | $\tau = 0$ | $\tau = 1$ | $\tau = 10^2$ | $\frac{1}{h}$ | $\tau = 0$ | $\tau = 1$ | $\tau = 10^2$ |
|---|---|---|---|---|---|---|---|---|
| 2 | 8 | 57 | 60 | 54 | 4 | 71 | 71 | 61 |
|   | 16 | 58 | 60 | 56 | 8 | 76 | 78 | 72 |
|   | 32 | 57 | 61 | 57 | 12 | 79 | 81 | 74 |
|   | 64 | 58 | 61 | 58 | 16 | 77 | 81 | 76 |
| 3 | 8 | 60 | 63 | 57 | 4 | 74 | 77 | 67 |
|   | 16 | 61 | 66 | 60 | 8 | 77 | 83 | 75 |
|   | 32 | 61 | 64 | 61 | 12 | 77 | 83 | 77 |
|   | 64 | 61 | 64 | 61 | 16 | 77 | 81 | 78 |
| 4 | 8 | 64 | 66 | 59 | 4 | 80 | 83 | 71 |
|   | 16 | 65 | 67 | 62 | 8 | 82 | 86 | 78 |
|   | 32 | 63 | 67 | 63 | 12 | 80 | 88 | 82 |
|   | 64 | 62 | 67 | 64 | 16 | 80 | 88 | 82 |

Table 2. *Generalized Stokes in backward-facing step flow model.* Iteration counts for the preconditioned MINRES solver.

| k | $\frac{1}{h}$ | $\tau = 0$ | $\tau = 1$ | $\tau = 10^2$ | $\frac{1}{h}$ | $\tau = 0$ | $\tau = 1$ | $\tau = 10^2$ |
|---|---|---|---|---|---|---|---|---|
| 2 | 8 | 87 | 80 | 59 | 4 | 135 | 117 | 81 |
|   | 16 | 94 | 84 | 60 | 8 | 159 | 145 | 109 |
|   | 32 | 96 | 87 | 63 | 12 | 164 | 145 | 110 |
|   | 64 | 97 | 87 | 63 | 16 | 158 | 139 | 108 |
| 3 | 8 | 92 | 83 | 59 | 4 | 153 | 131 | 90 |
|   | 16 | 98 | 91 | 64 | 8 | 172 | 153 | 112 |
|   | 32 | 98 | 90 | 66 | 12 | 181 | 157 | 116 |
|   | 64 | 96 | 88 | 66 | 16 | 168 | 151 | 108 |
| 4 | 8 | 94 | 86 | 62 | 4 | 161 | 141 | 94 |
|   | 16 | 101 | 92 | 64 | 8 | 186 | 164 | 115 |
|   | 32 | 100 | 92 | 67 | 12 | 193 | 166 | 119 |
|   | 64 | 100 | 91 | 68 | 16 | 185 | 153 | 114 |

4 in 3D cases due to the limit of computation capability. The source function $f$ is set to be 0. The value of $\mu$ is fixed to be 1 and $\tau$ is chosen from $\{0,1,100\}$. The change of iteration counts with the increase of polynomial degrees is also examined, with $k \in \{2,3,4\}$. The iteration counts of lid-driven cavity model are recorded in Table 1 and iteration counts of backward-facing step flow model are in Table 2.

As observed from Table 1, the iteration counts of both two-dimensional and three-dimensional lid-driven cavity model problems are independent of mesh size $h$ for a fixed polynomial order $k$ and reaction parameter $\tau$. The iteration counts are also robust with respect to the value of $\tau$,
decreasing as $\tau$ increases from 0 to 100, which is expected considering the velocity block becomes more similar to a mass matrix as $\tau$ increases.

Moreover, we find the iteration count only increases very mildly as the polynomial degree increases from $k = 2$ to $k = 4$. It also needs to be noted that the iteration counts in three-dimensional cases are higher when compared to the two-dimensional counterparts. The results from Table 2 are similar to those from Table 1 where it needs to be noted that the iteration counts in the backward-facing step flow problem are higher than those in the lid-driven cavity problem when other parameters are the same. Therefore, the iteration counts of our preconditioner are dependent on the shape of the domain, or more specifically aspect ratio of the domain.

4.2. The steady and unsteady linear elasticity. For the steady and unsteady linear elasticity equations, we use the same domain and boundary conditions of the lid-driven cavity model problem in the generalized Stokes equations. The source term $f$ is again set to be 0.

The steady linear elasticity equations fit into (2) with $\tau = 0$, and the corresponding Schur complement preconditioner is $\tilde{S}^{-1} = \frac{2\mu\lambda}{\lambda + 2\mu} M^{-1}$. The value of $\frac{1}{\lambda}$ is chosen from $\{10^{-4}, 10^{-1}, 1\}$, and all other settings are the same as the numerical experiments of the generalized Stokes equations. The iteration counts are recorded in Table 3.

For the unsteady linear elasticity equations, we take $\mu = 1$ and vary the value of $\tau$ from $\{10, 10^2, 10^3, 10^4\}$ and $\frac{1}{\lambda}$ from $\{10^{-4}, 10^{-1}, 1, 10\}$. The iteration counts for $k = 2$ with different mesh sizes are recorded in Table 4, while those for $k = 3$ are recorded in Table 5.

Results from Table 3–5 verify the robustness of our the block-diagonal preconditioner with respect to mesh size and model parameters, with the nearly-incompressible cases taking more iterations than the compressible ones.

|   | 2D, $\mu = 1$ |   | 3D, $\mu = 1$ |
|---|---|---|---|
| $k$ | $\frac{1}{\lambda}$ | $\frac{1}{\lambda} = 10^{-4}$ | $\frac{1}{\lambda} = 10^{-1}$ | $\frac{1}{\lambda} = 1$ | $\frac{1}{\lambda}$ | $\frac{1}{\lambda} = 10^{-4}$ | $\frac{1}{\lambda} = 10^{-1}$ | $\frac{1}{\lambda} = 1$ |
| 2 | 8 | 89 | 57 | 38 | 4 | 111 | 62 | 36 |
| | 16 | 90 | 57 | 38 | 8 | 80 | 66 | 38 |
| | 32 | 61 | 59 | 38 | 12 | 81 | 67 | 38 |
| | 64 | 61 | 59 | 37 | 16 | 81 | 68 | 38 |
| 3 | 8 | 96 | 61 | 39 | 4 | 119 | 65 | 37 |
| | 16 | 73 | 62 | 39 | 8 | 83 | 68 | 39 |
| | 32 | 66 | 61 | 39 | 12 | 84 | 68 | 39 |
| | 64 | 66 | 61 | 39 | 16 | 82 | 68 | 39 |
| 4 | 8 | 91 | 65 | 44 | 4 | 125 | 70 | 39 |
| | 16 | 71 | 66 | 44 | 8 | 88 | 72 | 42 |
| | 32 | 68 | 66 | 42 | 12 | 88 | 72 | 41 |
| | 64 | 67 | 66 | 42 | 16 | 88 | 72 | 41 |

**Table 3. Steady linear elasticity in unit square/cube.** Iteration counts for the preconditioned MINRES solver.

5. Conclusion

In this paper, we presented a robust block-diagonal preconditioner with respect to mesh size $h$ and model parameters for the condensed $H(\text{div})$-conforming HDG schemes for the parameter-dependent saddle point problems, including the generalized Stokes equations and the linear elasticity equations.
### Table 4. Unsteady linear elasticity in unit square/cube. Iteration counts for the preconditioned MINRES solver. Polynomial degree $k = 2$.

| $\tau$ | $1/h = 32$ | $1/h = 64$ | $1/h = 128$ |
|--------|------------|------------|------------|
| $10^{-4}$ | $10^{-1}$ | $10^{-1}$ | $10^{-1}$ |
| $10^3$ | 60 | 53 | 36 | 29 |
| $10^4$ | 59 | 52 | 38 | 28 |
| $10^5$ | 57 | 51 | 35 | 27 |
| $10^6$ | 50 | 42 | 30 | 23 |

| $\tau$ | $1/h = 8$ | $1/h = 12$ | $1/h = 16$ |
|--------|------------|------------|------------|
| $10^{-4}$ | $10^{-1}$ | $10^{-1}$ | $10^{-1}$ |
| $10^3$ | 79 | 60 | 38 | 28 |
| $10^4$ | 76 | 60 | 37 | 26 |
| $10^5$ | 66 | 51 | 31 | 22 |
| $10^6$ | 52 | 36 | 22 | 16 |

### Table 5. Unsteady linear elasticity in unit square/cube. Iteration counts for the preconditioned MINRES solver. Polynomial degree $k = 3$.

| $\tau$ | $1/h = 32$ | $1/h = 64$ | $1/h = 128$ |
|--------|------------|------------|------------|
| $10^{-4}$ | $10^{-1}$ | $10^{-1}$ | $10^{-1}$ |
| $10^3$ | 63 | 55 | 37 | 30 |
| $10^4$ | 62 | 54 | 39 | 30 |
| $10^5$ | 62 | 53 | 36 | 27 |
| $10^6$ | 53 | 45 | 32 | 25 |

For the stiffness matrix, we extended from the optimal ASP for the $H(\text{div})$-conforming HDG scheme for the reaction-diffusion equations, which was developed in our previous study. For the Schur complement, we obtained a general matrix formulation spectrally equivalent to the Schur
complement in Theorem 3.3 based on a newly defined parameter-dependent norm on the element-wise constant space. Then an explicit computable exact inverse is obtained via the Woodbury matrix identity. Numerical results verify the robustness of the proposed block preconditioner in both two- and three-dimensions.
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