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Abstract This paper presents a novel scheme to address the challenge of identifying failing scan cells from production test responses in the presence of scan compression. The scheme is based on a very simple test response compactor employing orthogonal—spatial and time—signatures. The advantage of this scheme as compared to previous work in this field is the simple and incremental nature of the compaction hardware required. The ability of the scheme to accurately identify failing scan cells from compacted responses has been measured on production fail data from five industrial designs and is reported herein.
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1 Introduction

Failing scan cell data collected from scan-based designs has successfully been used for many years to help identifying systematic yield issues. First of all, failing scan cell knowledge can be used directly, for example to understand where errors are captured within the design and to identify devices, which are defective in a similar region of the chip. Second, localization of failing gates and nets can be obtained through fault diagnosis. From this more precise localization and additional characteristics, systematic defects can be identified. With scan compression becoming a new production test standard, failing scan cells are no longer directly observable. Well-established techniques are available to perform fault diagnosis from the compacted responses [18]. However, for some failure mechanisms (for example a power droop issue, which produces interacting faults), analyzing failing scan cell data may be the preferred method over fault diagnosis. In these situations, being able to derive the failing scan cells from compacted test responses can be an important capability.

In principle, diagnostic algorithms are classified according to response compaction schemes they rest on. Three basic classes of compaction devices, i.e., infinite input response (time) compactors, finite input response (convolutional) compactors, and combinational (space) compactors drive relevant groups of diagnostic methods. Many of these techniques were developed for built-in self-test (BIST) applications, and they are well documented.

The works of [21] and [28] were first to use signature analysis for diagnostic purposes. They were quickly followed by a similar technique [3] based on multiple-input signature registers (MISR). Other schemes capable of identifying up to a pre-specified number of errors in a similar environment were presented in [4], [16], and [30]. A
finite state machine, inserted between scan chains and a MISR, can be used to diagnose one scan chain at a time, as shown in [31]. It is also possible to arrive with characteristic polynomials for signature registers such that any specified number of errors can be identified [6].

A common approach is to re-run test in order to diagnose more accurately a larger number of scan errors. For instance, a hybrid compactor of [9] combined with a pruning technique has such an ability. A scheme based on Reed-Solomon codes and a programmable MISR [33] collects signatures during BIST sessions, repeated for each feedback polynomial. A set of non-linear equations is subsequently solved to identify the set of failing scan cells. A partitioning-based method that uses an LFSR to gate inputs of a MISR-based compactor was proposed in [26]. For each BIST session, a different pseudorandom selection of scan cells is used. Test time and diagnostic resolution of this method was improved in [1] by introducing deterministic partitioning of scan cells. The problem of identifying failing scan cells can also be mapped into a binary search [10] by deploying extra hardware to produce diversity of deterministic partitions of observed scan cells. In order to improve diagnostic resolution, a two-step scan chain partitioning [20] maintains the principle of random selection of scan chains, but generates additional partitions comprising groups of consecutive scan cells.

Results of space compaction can be essential to the scan-based diagnosis. Combinational compactors, however, must observe each scan chain on two or more outputs, and this is usually done in a per-scan-cycle diagnosis mode. The X-Compact [22] can uniquely identify a single failing scan chain provided that only one scan chain produces an error at any scan-out cycle. Other failures need an exhaustive checking guided by statistical data [29]. The direct diagnosis of [13] constructs a per-cycle combinational representation of a circuit under test and employs simple parity information to arrive with fault-model independent diagnostic results. The i-Compact scheme [25] employs results of distance-based coding theory to diagnose various error combinations. An XOR network-based compactor complements a BIST environment in the SDBIST scheme proposed in [32]. Any single-chain output failure is uniquely diagnosable in this approach as every scan chain is connected to a different subset of outputs.

The convolutional compaction has the ability to uniquely encode a test response of several scan-out cycles into a signature that can be observed in more than one scan shift cycle. As a result, it has a potential for accurate fault diagnosis in scan-based designs. For example, the method of [23] uses a branch-and-bound algorithm to narrow the set of scan cells down to the sites that are most likely to capture faulty signals. This search is guided by a number of heuristics and self-learned information used to accelerate the diagnosis for the subsequent test patterns. Furthermore, this approach belongs to a class of solutions that attempt to identify failing scan cells even in the presence of unknown (X) states. The i-Compact [25] allows identification of errors in the presence of X states by following the concept of erasures in the coding theory. The scheme of [19] uses an LFSR to randomly select scan chains whose contents are then XOR-ed to produce a parity bit observed every scan-out cycle. The X-Compact can also be used to identify failing scan chains in the presence of X states [29]. The diagnostic technique is quite similar to that of [22], but in order to reduce the impact of X states, one has to increase the number of outputs. Finally, various specialized techniques have been proposed to diagnose scan chain failures [7], [11], [14], [17], [24].

This paper presents a novel indirect fault diagnosis technique that takes advantage of a very simple compaction scheme and can be used in high-volume production diagnosis. We demonstrate that it is possible to accurately and quickly identify failing scan cells by using companion signatures obtained in parallel through a conventional space compaction and a simplified finite input response filter. The essence of the method is to find a maximum bipartite matching in a graph representing compacted test results. This process is guided by heuristics designating the most likely sites of failing scan cells. Experimental results include numbers obtained for industrial designs and actual fail log information collected during production scan testing.

2 Compaction Scheme

Figure 1 illustrates an example of an orthogonal compaction scheme working with a number of scan chains and having two outputs. As can be seen, the compaction circuitry comprises both combinational and sequential parts connected to the outputs of scan chains. The spatial part of the compactor reuses a single-output XOR network (a parity tree) commonly deployed in a variety of scan-based test architectures. The same scan outputs are further connected to a shift register through individual XOR gates interspersed between its memory elements. There is no feedback loop in the register. As a result, all scan cell errors can produce an m-bit spatial signature (one bit per scan shift cycle), where m is the length of the longest scan chain. Moreover, the same errors yield an n-bit time signature, where n = m + s − 1, and s is the number of scan chains.

In this work, we assume, moreover, that a selective scan chain masking mechanism shapes an X-state profile of a CUT as shown in Fig. 1. It can be done in such a way that all unknown states are suppressed before they enter the compactor. This is achieved by using a reasonable amount of control data and without compromising test coverage and
test data compression, as shown in our earlier works. In particular, the X-masking can be carried out in either per pattern [27] or per cycle mode [5], with the latter solution allowing all test patterns to share a single set of control data obtained from aggregated X-profiles.

Since the compactor is a linear circuit, we will analyze its behavior using error test responses it receives and error signatures it produces. An error test response is a bit-wise XOR of fault-free and faulty test responses, respectively. Similarly, an error signature is a sum of fault-free and faulty signatures. In the rest of the paper, we will consider only error test responses and error signatures.

Producing two companion signatures is essentially carried out as shown in Fig. 2. The upper binary sequence represents a spatial signature that is generated by the single 6-input XOR tree. The bottom sequence corresponds to the content of the time signature. The figure demonstrates a few possible scenarios according to which errors either can mask each other in space (if they occur in scan cells belonging to the same scan shift cycle or, alternatively, time slice) or in a time domain provided they are caught by scan cells located on conceptual diagonals. Clearly, errors canceled in one signature have still a good chance to survive in the other one. This increases likelihood of both fault detection and its accurate identification.

It is worth noting that a given time signature is typically longer than the longest scan chain, and the size of its “tail” depends on the number of scan chains. In all diagnostic procedures discussed in the following, we assume that test results collected during application of consecutive test patterns and represented by time signatures may overlap. In particular, bits forming a tail of the previous signature are XOR-ed with data captured in a few first slices of scan chains and corresponding to the next test response. Possible mutual interactions between erroneous bits of both responses have to be taken into account when running diagnostic methods, as demonstrated in Sections 3 and 4.

3 Diagnostic Algorithm

Given two error signatures produced by the orthogonal compaction scheme of the previous section, locations of failing scan cells are determined by using a two-phase process. First, we construct a bipartite graph whose vertices are divided into two disjoint sets C and D representing time frames (columns) and scan cell diagonals, respectively, for which errors were recorded in the corresponding signatures, as shown in Fig. 3. Every edge in this particular graph connects a vertex c in C with a vertex d in D provided column c intersects diagonal d within scan chains, which are the subject of diagnosis.

Consider six scan chains, each 10-bit long, shown in Fig. 3. Let a fault propagate to scan cells indicated by black dots, thus forming an error of multiplicity four. Additional
intersections of those diagonals and columns that yield ones in the error signatures are depicted by white dots. As a result, diagonals $d_5$, $d_6$, $d_8$, $d_{12}$ as well as columns $c_2$, $c_4$, $c_5$, and $c_7$ form a bipartite graph presented in Fig. 4.

Identifying of failing scan cells is now equivalent to finding a matching $M$ in the bipartite graph (similar to that of Fig. 4), i.e., determining an edge set such that no two edges of $M$ share their endpoints. Note that every matching edge uniquely indicates a failing scan cell. Clearly, the ultimate objective of this phase is to arrive with a perfect bipartite matching, that is, a solution that matches all vertices in the graph (in other words every vertex is incident to exactly one edge of the matching). Stated differently, any perfect matching we can obtain (if possible) is a maximum one having the largest number of edges. As can be seen, the set of matching edges denoted by bold lines in Fig. 4 corresponds to the original error of Fig. 3.

In general, different errors can cause the same error signatures. Indeed, when injecting errors into a signature, scan cells interact with each other on the compactor register and inputs of the XOR tree. Consequently, certain error signals can be masked, thus leading to ambiguity in selection of the actual scan sites catching the errors. Even if there is no error masking, there are still different errors, which are equivalent causes of the recorded signatures. The latter phenomenon is illustrated in Fig. 5 where another perfect matching in the bipartite graph indicates a different error pattern yielding the same signatures as those of Fig. 3.

In addition to the cases in which the number of ones in error signatures is equal to the number of scan cells affected by a fault, the diagnostic scheme has to handle scenarios with error masking. In principle, there are three of them: (1) an even number of ones occurring in a given time frame (scan shift cycle) leads to a spatial aliasing, (2) an even number of ones is observed along one or more diagonals causing an error cancelation on the corresponding segments of the shift register, (3) both phenomena occur at the same time.

For the sake of illustration, consider an error shown in Fig. 6. As can be verified, a vertical alignment of two scan cells catching errors causes spatial aliasing. Hence, working with the resultant error signatures yields a bipartite graph as depicted in the same figure. Clearly, there is no perfect matching in this graph. Instead, one can determine a maximum matching, i.e., a matching that contains the largest possible number of edges. However, the time signature content reveals that a solution consists of more failing cells than determined by any maximum matching. These additional failing sites cannot be uniquely determined without additional data, since they may occur in multiple locations along the suspect diagonals. This problem is resolved by using test responses collected for the remaining test patterns, as shown in Section 4.

Furthermore, the above example justifies an initial selection of a solution multiplicity. Given the number of ones in a spatial signature and in a time signature, respectively, we
limit the number of failing scan cells to the higher value of the two.

A scenario similar to that of Fig. 6 is also observed for error masking occurring either exclusively in the shift register or in both time and space dimensions. Again, only a maximum matching can be found, leaving further steps for a diagnostic process that takes advantage of test results collected for the remaining test patterns.

When time signatures are created for conceptual diagonals of scan cells, some of these diagonals traverse successive error patterns, causing effectively signature overlapping, as already mentioned in Section 2. Hence, the current error pattern is always processed in conjunction with its two neighbors in such a way that both overlapping parts are included in the diagnostic analysis by treating them as integral parts of one error pattern. This phenomenon is illustrated in Fig. 7, where the actual time signature is obtained by overlapping test responses from three consecutive responses, and is accompanied by the corresponding bipartite graph.

Once the bipartite graph representing both recorded signatures is formed, we use the Hopcroft-Karp algorithm [12] to obtain the first solution, i.e., a maximum bipartite matching representing a set of scan cells that capture errors and then produce both signatures. The algorithm repeatedly increases the size of an initial partial matching by finding a maximal set of shortest augmenting paths. An augmenting path starts at a free vertex, i.e., a non-end-point of an edge in some partial matching, and alternates between unmatched and matched edges within the path. If $M$ is a matching of size $n$, and $P$ is an augmenting path relative to $M$, then the set $M \oplus P$ forms a matching with size $n + 1$. Thus, by finding augmenting paths, the algorithm increases the size of the matching. As a result, it runs in $O(e\sqrt{v})$ time in the worst case, where $e$ is the number of edges, and $v$ is the number of vertices.

4 Selection Heuristics

As shown in the previous section, the diagnostic procedure begins by using the Hopcroft-Karp algorithm. However, given an inherent ambiguity of mapping of actual errors into signatures, one has to carry on in order to respond to a possibility of having many equivalent solutions for a single test pattern. In order to determine such error patterns, we need to find all maximum matchings in a given bipartite graph.

In our approach, we adapt the algorithm of [8]. Given a bipartite graph $G$ and an initial matching $M$, we orient edges of $M$ from $C$ to $D$ (see Section 3) and other edges in the opposite direction. Then, a depth-first search finds a cycle $\delta$ which is used to produce a new matching $M'$ by exchanging edges along the cycle, i.e., $M' = M \oplus \delta$. For example, the symmetric difference of cycle $\delta = d_5 \rightarrow c_2 \rightarrow d_6 \rightarrow c_5 \rightarrow d_8 \rightarrow c_4 \rightarrow d_5$ and the perfect matching of Fig. 4 yields the perfect matching of Fig 5. Subsequently, we select an edge $e \in M - M'$, and create two sub-graphs $G_1$ and $G_2$ of $G$. $G_1$ is obtained by deleting all edges adjacent to $e$, whereas $G_2$ is obtained by just deleting $e$ from $G$. These two sub-graphs, as a result of recursive calls, become now the subject of the same procedure invoked with the initial matchings $M$ and $M'$ as input parameters, respectively. Consequently, a binary tree represents generation of successive maximum matchings with each node corresponding to one solution. During this process, we maintain individual counters associated with each scan cell. Given a scan cell $x$
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and a test pattern \( t \), the value of counter \( v_t(x) \) is equal to the number of occurrences of cell \( x \) in all error patterns identified for a test vector \( t \). Its value may be regarded as proportional to the probability that scan cell \( x \) belongs to one or more actual error patterns. Finally, given the number \( E_t \) of error patterns found for test \( t \), we assign a weight \( w(x) \) to cell \( x \), where \( w(x) \) is defined as a maximum over all values \( 100 \cdot v_t(x)/E_t \).

The above weights guide the selection process to arrive with the most likely locations of failing scan cells as follows. For each error pattern, we determine its score by summing the corresponding scan cell weights. Moreover, the score is normalized with respect to the number of scan cells and reduced by the number of scan chains hosting involved scan cells (it gives higher priority to solutions occupying fewer scan chains). An error pattern with the largest score is then the final solution.

Consider two test vectors and scan cells A, B, C, D, E. Let two sets of error patterns \{AB, AC\} and \{ABC, ABD, ABE\} be associated with these vectors. Then we have:

\[
\begin{align*}
v_1(A) &= 2, & v_1(B) &= 1, & v_1(C) &= 1, & v_2(A) &= 3, & v_2(B) &= 3, & v_2(C) &= 1, \\
v_2(D) &= 1, & v_2(E) &= 1, \end{align*}
\]

as shown in Fig. 8. Hence, \( w(A) = \max \{100 \cdot 2/2, 100 \cdot 3/3\} = 100 \), \( w(B) = \max \{100 \cdot 1/2, 100 \cdot 3/3\} = 100 \), \( w(C) = 50 \), \( w(D) \approx 33 \), \( w(E) \approx 33 \). Assuming that only cells B and E share the same scan chain, the ranking of the error patterns is as follows: AB \{100+100)/2–2\=98\}, AC \{(100+50)/2–2\=73\}, ABC \{(100+100+50)/3–3\=80\}, ABD \{(100+100+33)/3–3\=75\}, ABE \{(100+100+33)/3–2\=76\}. Hence, we choose errors AB and ABC as the most likely solutions.

If there are two or more error patterns with the same rank, two additional criteria are taken into account. Given a scan cell \( x \), it receives a weight equal to the number of test patterns for which \( x \) has been designated by our diagnostic method as a cell receiving an error. Also, a scan chain hosting \( x \) is assigned a similar metric based on its presence in other solutions. The score of a given error pattern is then determined by summing the corresponding scan cell weights, and, if it does not break a tie, by summing weights characterizing the corresponding scan chains.

With the increasing complexity of scan and errors, the tree of sub-problems grows quickly, thus leading to numerous solutions. Therefore, we first obtain solutions for simpler errors and then reiterate over more complicated cases to prune candidates with cells unlikely to catch errors. Indeed, many experimental evidences show that for different stimuli a given fault propagates to the same scan cells, their neighbors, or to the same scan chains. One can take advantage of this observation by preferring cells located in scan chains hosting cells already considered as likely sites of errors, and by designating explicitly certain scan chains as the most likely locations of failing scan cells.

Producing all matchings for larger errors is infeasible because of time. Fortunately, these error patterns can be analyzed using a weighted matching algorithm. For a given error pattern, we create a bipartite graph, as shown earlier. Next, the algorithm assigns weights to its edges. The weights are dependent on diagnostic results obtained for smaller errors. For a given graph, we determine then a maximum weight matching by using a method of [15] to solve the assignment problem in a polynomial time. Such a maximum matching becomes the final diagnosis outcome.

The following steps summarize the diagnostic procedure (for one test session) proposed in this section:

```plaintext
for each recorded signature create the bipartite graph
for each graph
   if the error multiplicity is large
      find a maximum weight matching
      output the result and exit
   else
      find all maximum matchings as candidate solutions
      rate each scan cell within a given candidate solution
      for each scan cell assign the maximum rating to it
      for each graph
         rate candidate solutions
         output a candidate solution with the maximum rating
```

5 Experimental Results

The objective of this experimental analysis was to study feasibility of the proposed scheme. The primary target in all experiments is the ability of the scheme to recreate, based on test responses collected in the production test environ-
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ment, original sites of failing scan cells for successive test patterns. The experiments were conducted on several industrial designs on material which represented manufacturing conditions typical of a mature manufacturing environment (i.e., mature yields with occasional excursions). Their characteristics, including the number of gates and scan architecture, are given in Table 1. Also, for each test case, the table provides compaction rates, the number of examined faulty chips and unique erroneous test responses, as well as the number of cases in which a two-dimensional undetectable aliasing (both in space and in time) has occurred. As can be seen, the compaction ratio is obtained in each test case by halving the number of scan chains as we collect signatures on just two outputs. Deploying additional spatial and/or time compactors (to reduce the probability of aliasing in both dimensions) decreases this ratio. The gain would be essentially that of the diagnostic resolution. As demonstrated in the remaining of this section, however, the quality of current results can hardly be used to justify such a solution.

A diagnostic efficiency was employed as a figure of merit to assess performance of the scheme. Given a circuit and all unique signatures that capture errors, the diagnostic efficiency is a fraction of error patterns whose affected scan cells are all correctly identified, i.e., there are no missing scan cells or extra scan cells in a solution compared to the actual error. Recall that a test set can detect certain faults several times, and subsets of affected scan cells may differ each time. As discussed in Section 4, we use such information to arrive with a more accurate identification of failing scan cells, although different error patterns are counted separately in tables to follow.

The results with respect to the diagnostic efficiency (DE) for all the examined circuits are shown in Table 2. Each column of the table corresponds to a given multiplicity \(E\) of error patterns, i.e., to the number of failing scan cells that constitute the recorded error patterns. Then, for each design, the row \#5 reports the number of observed signatures corresponding to error patterns of a given size, while the row \#5 [%] provides the same data as a percentage. Recall that a large body of earlier experimental evidence shows that for many stimuli faults propagate to a very few scan cells [23]. This is also confirmed in Table 2, where presented data were obtained by using fail logs collected during production test. As can be seen, errors of multiplicity up to 10 produce a significant majority of recorded erroneous signatures. The next two rows report the corresponding diagnostic efficiency. The first number (DE) gives the percentage of cases diagnosed correctly, whereas the second quantity reports a cumulative diagnostic efficiency (CDE), i.e., the fraction of successfully identified error patterns of multiplicities up to a value represented by a respective column of the table. As can be seen, for error patterns of size up to 10, the cumulative diagnostic efficiency remains above 96%.

The same table provides data regarding processing time (in milliseconds) needed to arrive with the reported results (rows labeled CPU time). All experiments were carried out on a computer with 2.4 GHz dual core processor and 4.0 GB of RAM. As can be seen, the CPU time for identifying most of the errors is less than one-third of a second. Interestingly, for some designs (D1, D5), the CPU time needed to identify errors of larger multiplicities is actually decreasing. This is due to peculiar error patterns affecting 8 and more scan cells, which are producing signatures with relatively small number of errors (ones).

It is worth noting that typically even solutions not counted in the tables as perfect matches comprise scan cells that belong to the actual error patterns. This trend has been confirmed for all test cases examined in the experiments. It is illustrated in the row \((2|2)\) where we report the percentage of solutions in which, in addition to correctly identified scan cells, the number of missing or extra scan cells does not exceed two. The last row is the sum of the rows DE and \((2|2)\)—it clearly shows that the significant majority of errors are covered by cases reported in the tables.

It might be also of interest to see how the selection heuristics, introduced in Section 4, can impact the quality of diagnostic reasoning. Some numbers addressing this concern are presented in Table 3. They have been obtained and averaged out over all benchmark designs used in this paper. Given heuristics based on cell weights (H1), faulty scan cell counts (H2), and faulty scan chain counts (H3), we report—for each error multiplicity from 2 to 8—two figures of merit: the percentage of cases where certain error patterns were correctly rejected (CR) as false

| Gates | Scan chains (no×size) | Comp. [x] | Faulty chips | Err. test responses | Alias |
|-------|----------------------|-----------|--------------|---------------------|-------|
| D1    | 22.9 M               | 799×801   | 400          | 1256                | 21936 | 93  |
| D2    | 507 K                | 160×259   | 80           | 988                 | 16532 | 808 |
| D3    | 1.06 M               | 288×290   | 144          | 1040                | 12198 | 231 |
| D4    | 1.47 M               | 200×525   | 100          | 334                 | 42439 | 432 |
| D5    | 1.09 M               | 160×470   | 80           | 977                 | 3245  | 0   |
solutions, and the percentage of error patterns rejected incorrectly (IR). The latter number is a fraction of the actual errors (failing scan cells) that a given heuristic was unable to recognize and, as shown in the table, it has negligibly small values. The first statistic (CR), on the other hand, illustrates high efficiency of the proposed heuristics in pruning a solution space.

Comparison with prior works The scheme presented in this paper is primarily related to the convolutional test response compaction, and (albeit to the less extent) to various parity-tree-based diagnostic techniques. The latter schemes, however, have to monitor a number of output streams, thus compromising compaction ratios. For example, the X-Compact of [22] can identify a single failing scan chain
Table 3  Efficacy of the selection heuristics [%]

| E | H1  | H2  | H3  |
|---|-----|-----|-----|
|   | CR  | IR  | CR  | IR  | CR  | IR  |
| 2 | 52.90 | 0.14 | 52.91 | 0.14 | 48.72 | 0.06 |
| 3 | 70.17 | 0.12 | 70.26 | 0.13 | 57.69 | 0.51 |
| 4 | 83.42 | 0.11 | 83.74 | 0.11 | 74.02 | 0.76 |
| 5 | 90.30 | 0.09 | 90.46 | 0.08 | 85.17 | 0.89 |
| 6 | 93.93 | 0.07 | 93.74 | 0.06 | 91.28 | 0.93 |
| 7 | 96.10 | 0.04 | 95.19 | 0.03 | 94.50 | 0.95 |
| 8 | 97.88 | 0.06 | 96.65 | 0.04 | 97.11 | 0.96 |

Table 4  Comparison with the convolutional compaction [%]

| E | D1  | D2  | D3  | D4  | D5  |
|---|-----|-----|-----|-----|-----|
| 1 | 0   | 0   | 0   | 0   | 0   |
| 2 | 0.05 | -0.12 | -0.24 | 2.87 | 0   |
| 3 | -0.03 | -0.11 | 0.07 | 6.29 | -0.56 |
| 4 | 0.12 | 0.38 | 2.5 | 7.09 | 0   |
| 5 | 0.83 | -0.34 | 4.17 | 9.44 | 0   |
| 6 | 0.15 | -0.15 | 5.59 | 9.78 | 1.75 |
| 7 | 3.32 | -0.78 | 5.5 | 12.7 | 2.17 |
| 8 | 1.4  | -0.84 | 1.95 | 13.13 | 14.81 |
| 9 | 2.55 | -2.12 | -3.9 | 14.78 | 42.86 |
| 10 | 4.26 | 0.14 | 0.23 | 14.9 | 87.5 |

Table 5  Area overhead

| E  | D1  | D2  | D3  | D4  |
|----|-----|-----|-----|-----|
| EDT| 20386 | 4706 | 7847 | 5675 |
| Comb| 15950 | 3494 | 5994 | 4262 |
| Non-Comb | 4436 | 1212 | 1853 | 953 |
| Spatial | 2298 | 457 | 825 | 572 |
| Spatial% | 11.3% | 9.7% | 10.5% | 10.1% |
| Time | 5514 | 1098 | 1983 | 1375 |
| Time-C | 1692 | 337 | 608 | 422 |
| Time-NC | 3822 | 761 | 1375 | 953 |
| Time% | 27.0% | 23.3% | 25.3% | 24.2% |

**Hardware overhead** The silicon area of the proposed compaction circuitry (as shown in Fig. 1) amounts to a certain number of 2-input XOR gates and flip-flops. Table 5 provides the actual area costs computed with a commercial synthesis tool for the designs of Table 1 (except D5 whose EDT logic is similar to that of D2). All components of our solution were synthesized as an integral part of EDT compression logic by using a 90 nm CMOS standard cell library under 10 ns timing constraint. The table reports the resultant EDT logic [27] silicon overhead as a total equivalent area of two-input NAND gates, and then with respect to combinational (Comb) and non-combinational (Non-Comb) devices. The area taken by the orthogonal compactor is reported in the second part of the table in rows Spatial (the combinational part) and Time (the sequential part with all associated XOR gates). Note that the time compactor area is further divided into combinational (Time-C) and non-combinational (Time-NC) parts, as shown in two subsequent rows of the table. These numbers are then compared with the corresponding EDT area in rows Spatial % and Time%, respectively, where the area occupied by the compactor is expressed as a percentage of the total EDT area. As can be easily verified, the area overhead of circuitry newly added to EDT for diagnostic purposes, i.e., a shift register with 2-input XOR gates, ranges between 23% and 27% of the entire EDT real estate.

6 Conclusion

In this paper, we tackle the fault diagnosis technique for scan-based designs. It is based on results of orthogonal test response compaction and methods used to find maximum bipartite matchings. The proposed solution matches very well the requirements of embedded deterministic test and support high quality test by providing ability to identify failing scan cells directly from the compacted test responses.
with a minimal impact on existing embedded test logic. Results of experiments conducted on several industrial designs prove feasibility of the proposed approach. In particular, we have shown that even with high compression ratios, exceeding 100x, it is possible to identify exact locations where the errors come from. The scheme is also consistent with the multi-site testing methodology, as it requires only two output pins.
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