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ABSTRACT
Recent advances in information extraction have motivated the automatic construction of huge Knowledge Graphs (KGs) by mining from large-scale text corpus. However, noisy facts are unavoidably introduced into KGs that could be caused by automatic extraction. To validate the correctness of facts (i.e., triplets) inside a KG, one possible approach is to map the triplets into vector representations by capturing the semantic meanings of facts. Although many representation learning approaches have been developed for knowledge graphs, these methods are not effective for validation. They usually assume that facts are correct, and thus may overfit noisy facts and fail to detect such facts.

Towards effective KG validation, we propose to leverage an external human-curated KG as auxiliary information source to help detect the errors in a target KG. The external KG is built upon human-curated knowledge repositories and tends to have high precision. On the other hand, although the target KG built by information extraction from texts has low precision, it can cover new or domain-specific facts that are not in any human-curated repositories. To leverage external KG for validation, one intuitive approach is to find matched triplets between the target KG and the external KG. However, this approach can only apply to the small portion of triplets that are covered by both external and target KGs and is not useful for the validation of majority of the triplets. To tackle this challenging task, we propose a cross-graph representation learning framework, i.e., CrossVal, which can leverage an external KG to validate the facts in the target KG efficiently. This is achieved by embedding triplets based on their semantic meanings, drawing cross-KG negative samples and estimating a confidence score for each triplet based on its degree of correctness. We evaluate the proposed framework on datasets across different domains. Experimental results show that the proposed framework achieves the best performance compared with the state-of-the-art methods on large-scale KGs.
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1 INTRODUCTION
Recent advances in information extraction have motivated the automatic construction of huge Knowledge Graphs (KGs) from large-scale text corpus. Examples include KnowledgeVault [4], NELL [23] and commercial projects [5, 6, 8]. These KGs contain millions or billions of relational facts in the form of subject-predicate-object (SPO) triplets, e.g., (albert_einstein, marriedTo, milena_marici), and thus they are the backbone for many downstream applications, including question answering [40] and recommendation [25]. However, there often exist noisy facts in those KGs, which are introduced by the information extraction methods [29]. For example, the precision of NELL is estimated to be only around 50% on some relations [23]. The existence of such errors in KGs may significantly degrade the performance of downstream applications. However, the magnitude of KGs does not allow for manual validation. Thus, there is an urgent need for the development of automatic yet effective knowledge graph validation algorithms.

Some automatic approaches [26–28, 31] are proposed to validate the KGs by utilizing type constraints or mined rules. Although these approaches can be used to validate a subset of triplets covered by type constraints or rules, there may exist many facts that are not covered by type constraints or rules but need validation. An intuitive way to validate all the facts is to learn a function that maps each triplet, including the subject, relation, and object, to a low-dimensional feature vector space, which represents the semantic meaning of the given triplet. Using the learned function, the questionable facts can be inferred when the triplets do not satisfy the relationship in the new representation space. We may adopt widely used knowledge graph embedding (i.e., representation learning) technique [24, 33] as the function to infer such representations that capture the semantic meanings of triplets. However, such methods are not suitable for the validation task. There is a strong assumption held by existing knowledge graph embedding methods, i.e., the observed triplets are all correct [1, 2, 38]. Therefore, there is a high chance of overfitting if these approaches are directly applied to knowledge graphs that contain noisy facts. To address this issue, Xie et al. [37] propose a confidence-aware knowledge graph learning method, which estimates the confidence of observed triplets based on internal structure information and further detects errors in the KG. However, as discussed in [37], it is very challenging to spot the errors without external validation information.
To conduct effective validation on the target KG, one valuable external source we can rely on is other human-curated knowledge graphs, referred to as external KGs, whose facts are more likely to be correct. Such KGs [15, 30] are typically built by extracting from the semi-structured content of Wikipedia pages. As human curation is involved in Wikipedia and the extraction from semi-structured content incurs less errors, these KGs usually have high precision. However, compared with KGs constructed from texts, in these KGs, it is not easy to include new knowledge or knowledge specific to a certain domain (such as medical domain) that are not in Wikipedia or other human-curated knowledge repositories. Leveraging these high-precision KGs for the validation of the target KG built upon text corpus is thus very helpful. In this way, we can improve the precision of a KG that is built by information extraction from texts, and thus can benefit many applications that need domain-specific or up-to-date knowledge that is only contained in texts. One intuitive approach [19] is to find matched triplets between the target KG and the external KGs, and correct the errors in these matched triplets. However, matched triplets are usually only a small portion of the triplets and thus this method is not useful for the validation of majority of the triplets.

In light of the aforementioned challenges, we propose a cross-graph validation framework (CrossVal), which can leverage an external KG for the task of automatic knowledge graph validation. Specifically, to facilitate the information transfer between the target KG and the external KG for validation, we propose a novel negative sampling method, which generates the negative triplets that consist of relations and entities from different KGs. More specifically, we generate informative negative triplets based on the mutually conflicting relations that exist in both KGs. The question-able facts in the target KG can be spotted by comparison with generated negative samples. By applying the proposed negative sampling method, an effective bridge over two graphs can be built. In this way, we can not only validate matched triplets, but also borrow the information from the external KG to validate the majority of triplets that are not covered by the external KG. Moreover, many state-of-the-art KG embedding models can be plugged into the proposed framework for validation. We relax the assumption held by KG embedding methods and incorporate the confidence estimation component into model training to alleviate the effect of misinformation during embedding.

In the end, we validate the proposed framework on KGs in both medical and general domains to show its applicability and effectiveness. More specifically, we evaluate our proposed framework on synthetic datasets, i.e., real KGs with synthetic errors, following the similar setting in the previous work [22, 37]. Experimental results show that the proposed framework outperforms the state-of-the-art approaches. We also introduce a manually labeled dataset based on NELL KG and conduct extensive experiments on this real dataset. Experimental results show that: (1) Regarding error detection by all the methods, there exists a big gap in the performance on synthetic and real datasets. This big gap demonstrates the significant difference between synthetic and real errors. (2) Our proposed framework can generally improve the validation performance around 8% on the Recall of Ranking metric and over 20% on the Filtered Mean Rank metric compared with the state-of-the-art KG embedding methods on the real dataset. (3) Our proposed framework can conduct effective validation even with a small portion of external information. (4) The efficiency experiments demonstrate that our proposed framework can scale well to large-scale KGs. Finally, quantitative and qualitative experiments are conducted to further demonstrate the effectiveness of the proposed framework. We will publicly release the manually labeled dataset to the community to encourage further research on knowledge graph validation.

2 RELATED WORK

In this section, we briefly review the work related to the proposed model. The errors in the knowledge graph can negatively impact the related applications and knowledge acquisition [21]. To tackle this problem, knowledge graph validation and other related tasks (e.g., error detection) recently attract wide attention [3, 22, 27, 31, 34, 35, 37]. Since the magnitude of current knowledge graphs does not allow for human curation, lots of researchers focus on automatic knowledge graph validation [24, 27, 31]. More specifically, related work includes numerical error detection [16], validation via triple query from external KGs [19], fact validation via web-search [9], etc. However, most of the existing methods [14, 20] do not scale well on large-scale KGs and may only cover triplets that have certain patterns. In [26], the authors propose to detect errors based on the discovery of declarative rules over knowledge-bases. Though such a method can precisely detect errors, it can only validate a subset of triplets, which are covered by discovered rules. Melo et al. [22] propose to detect error based on the hand-crafted path and type features. Although this approach can cover all the triplets, it can only detect errors that are captured by the hand-crafted features and complicated errors may escape the detection.

Knowledge graph representation learning, which aims to learn the semantic meaning of entities and relations, has received lots of attention recently [24, 33]. The knowledge graph embedding methods can be broadly summarized into two types based on the type of score function they adopt: translational and multiplicative approaches. The translational approaches [10, 17] define additive score functions over embeddings and the multiplicative approaches [11, 18, 32, 38] define product-based score functions over embeddings. We list the score function, relation parameters and corresponding types of several state-of-the-art knowledge graph embedding methods in Table 1. Due to strong assumption on the

| Method     | Score Function | Relation Parameters | Type      |
|------------|----------------|---------------------|-----------|
| TransE [2] | $-|e_s + r_e_o|_2$     | $r \in \mathbb{R}^d_r$ | Translational |
| DistMult [38] | $e_s \cdot e_o$ | $e_s \in \mathbb{R}^d_e$, $e_o \in \mathbb{R}^d_r$ | Multiplicative |
| ComplEx [32] | Re$(h_r, r_e_s)$     | $r \in \mathbb{C}^d$ | Multiplicative |
| Analogys [18] | $e_s^T h_r e_o$    | $h_r, e_s \in \mathbb{R}^d_r$, $e_o \in \mathbb{R}^d_e$ | Multiplicative |
| SimpLE [11] | $\langle (h_r \cdot r_e_s) \cdot (h_r \cdot r^{-1} t_o) \rangle$ | $r \in \mathbb{R}^d_r$ | Multiplicative |

Table 1: Scoring functions of several state-of-the-art KG representation learning methods. $d_e$ is the dimensionality of entity embeddings, $C$ is the complex conjugate of $e$ and $Re(·)$ means taking the real of a complex value. $h_r, e_s, t_o$ are the head and tail entity embedding of entity $e_s$, $M_r \in \mathbb{R}^{d_r \times d_r}$ is a linear mapping associated with the relation $r$. $r_1$ represents the embedding relation $r^{-1}$ which is inverse relation of $r$. $\langle \cdot \rangle$ denotes the dot product operation.
correctness of observed triplets, most of the existing graph embedding frameworks cannot be directly applied to knowledge graph validation task. To tackle this limitation, the confidence aware knowledge graph embedding methods [37, 39] are proposed to detect errors in the knowledge graph. Different from existing work, we leverage information from external KGs for large scale KG validation purpose. To leverage external KG for validation, we propose a novel cross-graph representation learning framework which can effectively coordinate with state-of-the-art multiplicative KG embedding methods.

3 METHODOLOGY

In this section, we first define knowledge graph validation problem and then introduce how to leverage an auxiliary knowledge graph to validate the facts in the target KG.

3.1 Overview

Knowledge Graph Validation. The problem addressed in this paper is to validate knowledge triplets contained in a target knowledge graph. Following the previous work [27], we define the knowledge graph validation as a ranking problem, i.e., given a knowledge graph which may contain errors, the goal is to rank all the knowledge triplets according to their probabilities of being true.

Fig. 1 shows the proposed knowledge graph validation framework CrossVal, which leverages an external KG to estimate the probabilities of being true for all the triplets in the target KG. There are three main components in the proposed framework: knowledge graph embedding, cross-KG negative sampling, and confidence estimation. The knowledge graph embedding framework can learn the semantic meanings of both entities and relations, which are valuable for error detection. To facilitate information transfer between the external KG and the target KG for validation, we propose a cross-KG negative sampling method, which can be considered as an effective bridge to connect both graphs. Existing knowledge graph embedding approaches [18, 32, 38] randomly generate negative samples. Instead, we propose to use the mutually conflicting relations existing in both graphs to create negative samples. To validate the correctness of triplets, we further design a confidence estimation component, which aims to degrades the influence of misinformation by automatically learning an score for each triplet. The proposed framework tightly integrates these three components that work jointly to enhance the validation performance. In the following subsections, we first present the conventional knowledge graph embedding framework and its limitations for the validation task. Then we illustrate how to address these limitations and introduce the proposed cross-graph validation framework.

3.2 Knowledge Graph Embedding

Knowledge Graph embedding methods aim to project the entities and relations in a KG to low-dimensional dense vectors. To mathematically introduce the KG embedding methods, we represent the entities of the KG as \( E \) and the relations as \( R \). The KG can be represented as a set of triplets \( (e_s, r, e_o) \) denoted as \( S \), where \( e_s, e_o \in E \) denote subject and object entities respectively, and \( r \in R \) denotes the relation between them. For every triplet \( (e_s, r, e_o) \), the function \( \phi \) of KG embedding models assigns a score, \( \phi(e_s, r, e_o) \in \mathbb{R} \), indicating whether this triplet is true or not.

Most of knowledge graph embedding works [2, 36, 38] follow the open world assumption (OWA), which states that KGs contain only true facts, and non-observed facts can be either false or just missing. To learn the embeddings of the given KG, it needs to generate negative samples based on the local-closed world assumption [24], i.e., a KG is assumed to be locally complete. More specifically, if \( (e_s, r, e_o) \) is a triplet in the given KG, the subject or object entity can be replaced by a random entity. In such a way, the negative triplet \((\cdot, r, e_o)\) or \((e_s, r, \cdot)\) is generated. If the generated negative samples do not exist in the original KG, they can be used as negative samples. The set of negative samples is denoted as \( S' \).

The objective function of knowledge graph embedding models can be formulated as a pairwise ranking loss:

\[
L = \sum_{s \in S} \sum_{s' \in S'} \max(\phi(s') - \phi(s) + \gamma, 0),
\]

which intends to minimize the confidence value margin between negative samples and positive samples. When the confidence values of negative values are lower than those of positive samples, the loss values are zero. Here \( \gamma \) denotes the margin. The objective function can also be defined as the minimization of the logistic loss between the embedding and the label of a triplet:

\[
L = \sum_{s \in S \cup S'} (1 + \exp(-y_s \cdot \phi(s'))),
\]

where \( y_s = \pm 1 \) is the label (i.e., positive or negative) of triplet \( s \).

The assumption held by most KG embedding studies is that all of the observed triplets \( S \) are correct. However, this assumption may not hold in the real world because no KG is really free from errors. Therefore, to validate the KG, we propose a new framework, which takes the probability estimation of triplets into consideration. Besides, to obtain more information for the validation, an external KG is incorporated. The challenge of using another KG for validation is how to construct a bridge between the target and the external KG. Thus, we introduce our entity alignment procedure and cross-KG negative sampling method.
3.3 Entity Alignment

The goal of entity alignment is to discover overlapping entities that represent the same real-world entity in two knowledge graphs. Through this procedure, the bridge between two different KGs can be constructed. Before introducing entity alignment procedure, we first introduce notations and define the overlapping entity.

**Notations.** Let $G_1$ and $G_2$ represent two KGs. $G_1$ is the target graph for validation, and $G_2$ is the external KG that is used to provide validation information. The entity sets of two KGs are denoted as $E^1$ and $E^2$, and the relation sets are $R^1$ and $R^2$, respectively.

**Example 3.1.** Take $G_1$ as an example. In Fig. 1, $E^1 = \{\text{USA}, \text{Washington}, \text{Obama}, \text{Mexico City}\}$ and $R^1 = \{\text{locatedat}, \text{livesin}\}$. Three observed triplets are (Mexico City, locatedat, USA), (Washington, locatedat, USA) and (Obama, livesin, Washington).

**Definition 3.1 (Overlapping Entity).** Given two entities $e^1 \in E^1$ and $e^2 \in E^2$, entities $e^1$ and $e^2$ are overlapping entities if $e^1$ and $e^2$ represent the same real-world entity. The relationship of entities $e^1$ and $e^2$ can be denoted as $e^1 = e^2$.

To align the overlapping entities in two KGs, we can take advantage of their name conventions. For example, in the medical KGs, they usually employ the Concept Unique Identifier (CUI) to represent the entities with the same meaning. In the general domain, the entities are represented as string expressions. We employ exact string matching algorithm on entity name conventions to align the overlapping entities existing in different KGs. Then we further take advantage of KG ontologies, which include the relations like acronyms and known aliases. Such relations usually indicate the same entities with different string expressions. Once overlapping entities are identified, we ensure that these aligned entities share the same embeddings because they refer to the same entities in the real world.

3.4 Cross-KG Negative Sampling

In this subsection, we introduce the proposed cross-KG negative sampling method. This method not only constructs an effective bridge between different KGs efficiently but also generates more informative negative samples compared with existing knowledge graph embedding models. Our proposed method is designed based on the negative relationship between relations from different KGs. The negative relationship indicates that two relations do not have any overlapping entity pair. The definitions of overlapping entity pair is provided as follows.

**Definition 3.2 (Overlapping Entity Pair).** Given two triplets $(e^1, r^1, e^3)$ and $(e^2, r^2, e^4)$ from different KGs, if $e^3 = e^4$ and $e^1 = e^2$, we define $(e^1, e^3)$ and $(e^2, e^4)$ as overlapping entity pair for $r^1$ and $r^2$. The set of entity pair for $r^1$ and $r^2$ can be written as $O(r^1, r^2)$.

**Example 3.2.** In Fig. 1, (Washington, locatedat, USA) is in the target graph, and (Washington, locatedin, USA) is in the external graph. For the relations “locatedat” and “locatedin”, they share the overlapping entities “Washington” and “USA”. Thus, the overlapping entity pair of relations “locatedat” and “locatedin” is (Washington, USA), i.e., $O(\text{locatedat}, \text{locatedin}) = \{(\text{Washington}, \text{USA})\}$.

According to the definition of overlapping entity pair, we can introduce the concept of cross-KG negative relation.

**Definition 3.3 (Cross-KG Negative Relation).** For two relations $r^1 \in R^1, r^2 \in R^2$, if they do not have any overlapping entity pair, i.e., $O(r^1, r^2) = \emptyset$, then the relations $r^1, r^2$ can be written as $r^1 \perp r^2$, which is denoted as cross-KG negative relation for each other.

For a given relation $r^1 \in R^1$, the cross-KG negative relation set $N(r^1)$ of $r^1$ can be represented as

$$N(r^1) = \{r^2 | r^2 \perp r^1, r^2 \in E^2\},$$

and the cross-KG negative set $N(r^2)$ of the relation $r^2 \in E^2$ can be represented as

$$N(r^2) = \{r^1 | r^1 \perp r^2, r^1 \in E^1\}.$$

**Example 3.3.** Take the relation “livesin” in Fig. 1 as an example. The pair of entities on this relation is (Obama, Washington). This pair of entities does not satisfy any relation in the external graph. Thus, all the relations in the external graph are its cross-KG negative relations, i.e., $N(\text{livesin}) = \{\text{locatedat}, \text{hasneighbor}\}$. For the relation “hasneighbor” in the external graph, its cross-KG negative relation set is $N(\text{hasneighbor})$.

Next, we present how to generate cross-KG negative samples over two KGs based on cross-KG negative relation sets. The cross-KG negative samples can be generated based on two strategies: relation replacement and entity replacement.

Figure 2: A simple example of cross-KG negative sampling. The nodes and edges with orange color represent the target KG, and the blue colored ones denote the external KG. $\perp$ denotes the negative relationship between two relations.

**Definition 3.4 (Relation Replacement).** Let $S_2$ represent the set of triplets in the external KG $G_2$. For a triplet $(e^2, r^2, e^4) \in S_2$, if we replace $r^2$ with any relation $r^1 \in N(r^2)$, the new triplet $(e^2, r^1, e^4)$ can be seen as a cross-KG negative sample. This new negative sample is made up of entities $e^1, e^3 \in E^2$ and $r^1 \in R^1$. $S'_2$ is represented as the set of cross-KG negative samples generated by relation replacement.

The intuition of relation replacement is that if a triplet $(e^2, r^2, e^4)$ is correct, but $r^1$ and $r^2$ do not have any overlapping entity pair, i.e., no triplets can satisfy the relation $r^1, r^2$ at the same time, then the new triplet $(e^2, r^1, e^4)$ tends to be incorrect.

**Example 3.4.** As shown in Fig. 2 and Example 3.3, since hasneighbor $\perp$ locatedat, we can replace the relation “hasneighbor” between the entities “Mexico” and “USA” by the negative relation “locatedat” to obtain a negative sample (Mexico, locatedat, USA).
Definition 3.5 (Entity Replacement). Given a triplet \((e_1^r, r^2, e_2^r)\) \(\in S_2\) and \(r^1 \in N(r^2)\), if we replace \((e_1^r, e_2^r)\) with any entity pair \((e_1^{r'}, e_2^{r'})\) of triplets which satisfy \(r^1\), the new triplet \((e_1^{r'}, r^2, e_2^{r'})\) can be seen as a cross-KG negative sample.

Example 3.5. Since (Washington, USA) satisfies the relation “locatedat” shown in Fig. 2, and hasneighbor \(\perp\) locatedat, instead of replacing the negative relation “locatedat”, we can replace the entity pairs on the relation “hasneighbor”. Thus, we have a new negative sample (Washington, hasneighbor, USA).

There may be many pairs of entities that satisfy the relation \(r^1\). We only choose one pair of entities as the replacement by random sampling. The proposed cross-KG negative sampling efficiently transfers validation information from the external KG for the target KG validation. It is worth noting that although many negative samples generated may not be semantically close, they are still very helpful for the embedding learning. The reason is that the proposed model needs to learn from easy cases (e.g., the negative relations “hasneighbor” and “hasPresident”) to difficult cases (e.g., “hasneighbor” and “locatedat”). Thus, a negative sample set including many easy cases is beneficial for model learning in the early stage. Difficult negative samples are more informative for models at the late stage.

3.5 Validation Optimization Framework

The goal of the proposed validation framework is to estimate the probabilities of triplets being true for the target KG. To achieve this goal, we incorporate the confidence estimation into the proposed framework to guide the model learning by assigning larger weights to correct samples and lowering the weights of incorrect samples.

3.5.1 Confidence Estimation in the Target KG. To estimate the confidence of observed triplets \(S^1\) in the target KG, we propose to apply a non-linear function \(\sigma(\cdot)\) (e.g., Sigmoid function) to transform the score values from knowledge graph embedding to \([0, 1]\). This operation can be applied to any knowledge graph embedding with a multiplicative based score function. Mathematically, the confidence of a triplet \(s_1 = (e_1^r, r^1, e_2^r)\) in the target KG can be measured by the output probability \(P(s_1) = \sigma(\phi(s_1))\), where \(\phi\) is the score function of a knowledge graph embedding model. The initial confidence scores can be set as 1 for all the triplets.

The probabilities of corrupted samples being incorrect should be greater than or equal to the probabilities of corresponding observed samples being correct. For conventional corrupted negative samples \(s_1' \in S^1_2\), where \(S^1_2\) represents the set of negative samples of the target KG, we can analyze their probabilities based on two cases: If the observed sample \(s_1\) is correct, then the corrupted negative sample \(s_1'\) should be incorrect following the locally closed world assumption; If the observed sample \(s_1\) is incorrect, then the corrupted negative sample \(s_1'\) is still possibly incorrect.

Based on the aforementioned two cases, the probability of negative sample \(s_1'\) being incorrect is greater than or equal to the probability of corresponding observed sample \(s_1\) being correct. Thus, we can use the lower bound confidence, i.e., the confidence of corresponding observed triplet \(P(s_1)\), as the confidence of corrupted sample \(s_1'\) to decrease the influence of false positive samples.

To reduce the effect caused by the spread of misinformation during training, we introduce the confidence estimation component, denoted as \(\pi(\cdot)\). The samples with low confidence usually indicate the noisy ones. Thus, \(\pi(\cdot)\) takes \(P(s_1)\) as the input and outputs \(P(s_1)\) if \(P(s_1)\) is greater than a threshold \(\theta\); otherwise 0. The confidence estimation component \(\pi(\cdot)\) can be written as:

\[
\pi(P(s_1)) = \begin{cases} 
P(s_1), & \text{if } P(s_1) \geq \theta \\
0, & \text{otherwise} \end{cases}
\]

We add the confidence estimation component \(\pi(\cdot)\) into the loss function that derives the embedding for KG \(G_1\). The loss function is defined as:

\[
L_{G_1} = - \sum_{s_1 \in S_1} \sum_{s_1' \in S^1_2} \pi(P(s_1)) \left[ \log(P(s_1)) + \log(1 - P(s'_1)) \right].
\]

The goal would be to obtain triplet embeddings such that the confidence of positive samples in \(S^1\) is high while the confidence of negative samples in \(S^1_2\) is low. We incorporate the confidence estimation component \(\pi(P(s_1))\) into the loss so that we rely more on the samples with high confidence to derive the embeddings. Although the above loss function can incorporate the confidence values to decrease the influence of the misinformation, the errors in the target KG are still challenging to spot due to the limited information. To tackle this challenge, we need to incorporate an external KG to detect errors from the target KG.

3.5.2 Cross-KG Negative Sampling. To transfer information from the external KG to the target KG, we use the proposed cross-KG negative sampling method to generate cross-KG negative samples. To avoid incorporating false negative samples, the negative sample generation is only conducted based on the triplets from the external KG. In other words, given a triplet from the external KG, we use entity replacement and relation replacement strategies to generate cross-KG negative samples, which guarantee the information transfer between two KGs.

The generated cross-KG negative samples can be added to the representation learning framework following the similar strategy adopted by conventional negative sampling methods. The loss function that infers the embeddings of the external KG \(G_2\) is defined as follows:

\[
L_{G_2} = - \sum_{s_1 \in S_2} \log(P(s_1)) + \sum_{s_1' \in S^1_2} \log(1 - P(s'_1))
\]

\[
+ \sum_{s_1' \in S^1_2} \log(1 - P(s'_1)) + \sum_{s_1'' \in S^1_2} \log(1 - P(s''_1)).
\]

For each triplet \(s_1\), we generate its corresponding negative sample set \(S^1_2\) and \(S^1_2\) and \(S^1_2\). In Eq. 2, \(S^1_2\) denotes conventional negative samples, \(S''_2\) denotes the negative samples generated from entity replacement, and \(S'_2\) denotes the negative samples generated from relation replacement. Note that the confidence estimation component is only used on the target graph which has errors to be detected.

3.5.3 Objective Function. Our ultimate goal is to validate the target KG by jointly learning over both target and external KGs. Thus, the final objective function is a combination of two parts:

\[
L_{final} = L_{G_1} + \lambda L_{G_2}.
\]

Here, \(\lambda\) controls the balance between \(L_{G_1}\) and \(L_{G_2}\), and we simply set the value of \(\lambda\) as 1. In practice, the proposed framework is not
sensitive to this hyper-parameter, and we investigate the impact of $\lambda$ in Subsection 4.6.

4 EXPERIMENTS

In this section, we first introduce the datasets used in the experiments, and then present the settings of the experiments, including baselines, evaluation measures and implementation details. Finally, we show the effectiveness of the proposed framework and qualitatively analyze the insights obtained from the experiments.

4.1 Knowledge Graphs & Datasets

In this subsection, we first introduce the knowledge graphs in the medical and general domains. In each domain, there are two KGs: one of the KGs is the target KG, which is used for validation purpose and the other is the external KG which is used to provide auxiliary information.

4.1.1 Medical Domain. 1) Target KG. KnowLife [7] is a huge medical knowledge repository. It is automatically constructed based on scientific literature, and thus may contain errors. Hence, the KG KnowLife is used as the target KG for validation. We crawled from their public website\footnote{http://knowlife.mpi-inf.mpg.de/} and obtained a KG, including 656,607 entities, 25 relations and 2,005,369 triplets. 2) External KG. SemMedDB [12] is a large-scale human-curated biomedical knowledge graph whose facts are more likely to be correct. Therefore, SemMedDB is used as the external knowledge graph to provide auxiliary validation information. The SemMedDB contains 154,216 entities, 63 relations and 1,804,054 triplets. Based on the target KG KnowLife and the external KG SemMedDB, we construct a dataset with synthetic errors for the validation of the proposed framework.

- **Dataset.** Given a positive triplet $(e, r, e')$ from KnowLife, we randomly corrupt either head or tail entity to form a negative triplet $(e', r, e)$ or $(e, r, e')$. More specifically, we randomly sample 1,250 observed triplets and denote the collection of these triplets as $L$. Negative samples are generated correspondingly, and the set is denoted as $G$. $G \subset G^\prime$ KnowLife, and its size is also 1,250. In this dataset, we treat observed triplets as positive and generated triplets as negative, and the positive/negative labels are the groundtruth. When we use the proposed framework, 20% of the triplets randomly selected from $L$ and $G$ are used to select the best parameters, and the remaining 80% of data are used for evaluation.

4.1.2 General Domain. 1) Target KG. NELL [23] is a huge and growing knowledge graph, which is constructed by automatic information extraction approaches on unstructured content. Since the information extractors are imperfect, it is inevitable to extract noisy and incorrect information. Thus, we use NELL as the target KG for validation. We first select the entities that appear in at least 5 triplets. Following the similar setting of knowledge graph completion, the reverse relations of NELL are then removed. Moreover, we remove the triplets of relation “generalizations” that are ambiguous to verify and are dominating compared with the other relations. After this processing steps, we obtain the target KG, denoted as NELL-314, which contains 13,965 entities, 314 relations, and 148,001 triplets. 2) External KG. YAGO [30] is a large-scale knowledge graph constructed on semi-structured content, and its accuracy is estimated as 95%\footnote{https://en.wikipedia.org/wiki/YAGO_(database)}.
The Proposed Approaches. The proposed framework CrossVal can be easily applied to the state-of-the-art KG embedding methods that are based on multiplicative score functions. Thus, we propose four enhanced models: CrossVal_Dist, CrossVal_Comp, CrossVal_Ana, and CrossVal_Simp based on DistMult, ComplEx, Analogy and SimplE embedding approaches, respectively. TransE, CKRL and PTransE are translational based models, and thus they are not applicable to the proposed framework.

• Evaluation Measures. We use ranking measures to evaluate the performance of all the compared approaches. The ranks can be obtained according to the scores outputted by the models for the triplets in the KG. A smaller score for a triplet means the lower possibility of it being true. We rank all the triplets in the target KG according to their scores in ascending order. The top ranked triplets are more likely to be wrong. To fairly evaluate the performance of the KG validation, we use three evaluation measures: Mean Rank, Precision@K, Recall.

To mathematically introduce the measures, we define the evaluation set as $D$, which consists of the positive triplet set $D^+$ and negative triplet set $D^-$. For the $i$-th triplet, the $rank_i$ represents its rank in the evaluation set $D$.

Mean Rank. We follow previous work [22] to evaluate the KG validation. We use the Mean Raw Rank, as well as its filtered variation, named Mean Filter Rank, which filters out correctly higher ranked predictions. The measures are defined as follows:

$$\text{Mean Raw Rank} = \frac{1}{|D|} \sum_{i=1}^{|D^+|} rank_i,$$

$$\text{Mean Filtered Rank} = \frac{1}{|D|} \sum_{i=1}^{|D^+|} rank_i - i.$$  

When we calculate the Mean Filter Rank, we first order the incorrect triplets by their ranks in ascending order. For instance, if the ranks of incorrect triplet set $D^-$ are $\{1, 2, 4, 7\}$, then the filtered sequence of ranks is $\{0, 0, 1, 3\}$, and its Mean Filter Rank is 1. The smaller both Mean Raw Rank and Mean Filter Rank are, the better the performance is.

Recall of Ranking. Considering that the number of verified incorrect triplets is known, the rank of the incorrect triplets can be thought as correct if its rank is in the range $[1, |D^-|]$. Towards this end, we propose a metric called Recall of Rank, denoted as Recall, which is equivalent to the Precision@$|D^-|$.

$$\text{Recall} = \frac{1}{|D^-|} \sum_{i=1}^{|D^-|} 1_{[1, |D^-|]}(rank_i).$$

• Implementation Details. We implement all the deep learning based baselines and the proposed framework with PyTorch 1.2. We use Nvidia Titan Xp GPU server and train our proposed framework using Adam [13] for optimization. We select the hyper-parameters following the same way used by [11, 18, 36, 39]. The overall learning rate for the proposed framework is selected among $\{0.0001, 0.0005, 0.001, 0.01\}$, which is fixed during the learning procedure. The embedding dimensionality is selected among $\{32, 64, 128, 256\}$, and the mini-batch size is selected among $\{64, 128, 256, 512, 1024\}$. We use the regularization term (i.e., L2 norm with the coefficient 0.001). The threshold $\theta$ is set to 0.5 and $\lambda$ is set to 1. The optimal configurations of the proposed approaches are optimized on the 20% labeled evaluation set as described in Subsection 4.1.

4.3 Performance Comparison

Table 2 and 3 show the performance of different approaches across different domains. We can observe that the proposed framework CrossVal achieves the best results in terms of all the evaluation metrics.

4.3.1 Medical Domain. As shown in Table 2, on the medical datasets, Analogy achieves the best Recall value among all the multiplicative embedding baselines. It is because Analogy explicitly models analogical structures in multi-relational embedding and is able to capture more information of KG. Compared with multiplicative embedding baselines, translational methods achieve relative lower recall values and precision values. The reason is that it is difficult for TransE (or CKRL, PTransE) to capture 1-to-N relationships [2] which widely exist in the medical KGs. To bridge two KGs, PTransE incorporates the alignment loss and achieves more than 3% improvement on Recall compared with TransE. Due to unavoidable extraction errors existing in the target KG, CKRL which is equipped with the confidence estimation procedure achieves a higher recall value compared with TransE and PTransE. Compared with these baselines, the proposed framework achieves improvement in terms of all the metrics. For example, CrossVal_Ana achieves a recall value as high as 0.890, which is about 12.66% improvement compared with that of Analogy.

Table 2: The performance comparison of different methods on the Medical KG datasets.

| Category   | Method      | Recall | Mean Rank | Precision@K |
|------------|-------------|--------|-----------|-------------|
|            |             |        | Filter Raw | 500         |
| Multiplicative | DistMult   | 0.765  | 140       | 0.990       |
|             | ComplEx    | 0.774  | 142       | 0.995       |
|             | Analogy    | 0.790  | 122       | 0.999       |
|             | SimplE     | 0.752  | 156       | 0.995       |
|             | CKRL       | 0.794  | 227       | 0.990       |
|             | PTransE    | 0.729  | 198       | 0.999       |
| Translational | TransE   | 0.859  | 67        | 1.000       |
|             | CrossVal   | 0.884  | 54        | 1.000       |
|             | CrossVal_Comp | 0.890 | 53       | 1.000       |
|             | CrossVal_Ana | 0.863 | 68       | 1.000       |

4.3.2 General Domain. Synthetic Dataset. Compared with other KG embedding models, the Recall value of DistMult is the lowest, as shown in Table 3. It is because DistMult is based on simple multiplicative score function which cannot model the anti-symmetric relations. Although ComplEx, Analogy and SimplE are also multiplicative models, their performance is much better than that of DisMult. The reason is that they modify the score functions to model more complex relationships. Especially, the Recall of SimplE improves 4.4% compared with that of DistMult. Different from multiplicative based models, TransE and CKRL are translational methods, which use the additive score functions and employ the margin loss function to increase the margin between positive and negative samples. Although the score function of TransE is very simple, its margin loss function is robust to noise, which leads to high Recall of the model (i.e., 88.4%). PTransE and CKRL are built upon TransE. CKRL considers the confidence value estimation of triplets, which
Table 3: The performance comparison of different methods in the Synthetic and Real settings on the NELL-314.

| Category     | Method       | Synthetic |                  |                  |                  | Real |                  |                  |                  |
|--------------|--------------|-----------|------------------|------------------|------------------|------|------------------|------------------|------------------|
|              |              | Recall    | Mean Rank        | Precision@K      |                  | Recall | Mean Rank        | Precision@K      |                  |
|              |              |           | Filter           | Raw              | 100              | 200   | 500              | 100              | 200              | 500              |
| Multiplicative | DistMult    | 0.842     | 86               | 585              | 0.950            | 0.900 | 0.898           | 0.584            | 395              | 894              | 0.660 | 0.670 | 0.604 |
|              | CompEx       | 0.871     | 78               | 577              | 0.950            | 0.895 | 0.878           | 0.570            | 403              | 902              | 0.690 | 0.680 | 0.595 |
|              | Analogy      | 0.862     | 78               | 576              | 0.940            | 0.905 | 0.902           | 0.587            | 376              | 874              | 0.680 | 0.650 | 0.600 |
|              | SimplE       | 0.879     | 48               | 547              | 1.000            | 0.995 | 0.984           | 0.591            | 380              | 879              | 0.680 | 0.700 | 0.596 |
| Translational | TransE       | 0.881     | 44               | 542              | 1.000            | 1.000 | 0.986           | 0.545            | 448              | 946              | 0.540 | 0.535 | 0.532 |
|              | CKRL         | 0.889     | 40               | 539              | 1.000            | 1.000 | 0.980           | 0.531            | 442              | 941              | 0.690 | 0.630 | 0.586 |
|              | PTransE      | 0.854     | 74               | 572              | 1.000            | 1.000 | 0.986           | 0.609            | 371              | 870              | 0.590 | 0.625 | 0.580 |
| Proposed     | CrossValDist | 0.923     | 30               | 531              | 1.000            | 1.000 | 0.982           | 0.641            | 305              | 803              | 0.700 | 0.720 | 0.704 |
|              | CrossValComp | 0.921     | 28               | 526              | 1.000            | 0.995 | 0.988           | 0.639            | 306              | 805              | 0.740 | 0.695 | 0.700 |
|              | CrossValAng  | 0.923     | 29               | 530              | 0.990            | 0.990 | 0.986           | 0.645            | 299              | 798              | 0.800 | 0.765 | 0.704 |
|              | CrossValSymp | 0.920     | 31               | 531              | 1.000            | 0.995 | 0.980           | 0.634            | 298              | 797              | 0.800 | 0.740 | 0.692 |

Further improves the performance compared with TransE. From all the baselines, we can observe that translational methods outperform multiplicative based models on the synthetic error detection. Though the proposed models CrossValDist, CrossValComp, CrossValAng and CrossValSymp are multiplicative models, their performance is better than not only their basic models but also translational methods. The improvement is more than 4% on Recall and more than 30% on Mean Filter Rank.

**Real Dataset.** As observed from Table 3, the Recall of all the methods significantly decreases around 30% compared with that on the synthetic dataset. The performance gap between two datasets demonstrates that the real errors are more difficult to be detected than synthetic ones. The Recall and Mean Rank values of CKRL are the best among all the baselines on the synthetic dataset. However, on the real dataset, it achieves lowest Recall values compared with other baselines. The reason is that CKRL estimates the confidence of triplets by the margin between observed triplets and generated errors. However, the real errors are difficult to tell and hence the scores of real errors are usually higher than those of the generated negative samples accordingly. Based on the mechanism of CKRL, the confidence of real errors will be increased and this further hurts the performance. Different from CKRL, the proposed framework only relies on the observed samples when conducting the confidence estimation. Thus, such mechanism leads to more accurate confidence estimation compared with CKRL’s. Besides, the proposed framework CrossVal uses the cross-KG negative sampling to transfer information from YAGO2 to NELL-314. Our framework CrossVal is general and its score function component can be replaced by any multiplicative score function. Thus, the framework can benefit from the improvements in the score functions and hence further improve its performance. As observed in Table 3, the proposed models achieve significant improvement—more than 7% on Recall compared with their corresponding approaches on the real dataset.

4.3.3 Comparison between Synthetic & Real Data. On the synthetic dataset, all the injected incorrect triplets are generated by corrupting head or tail of observed triplets. It means that corresponding correct samples are contained in the dataset. Thus, the correct information can guide the models to find incorrect triplets. As observed from Table 3, all the approaches can achieve relatively good performance on the synthetic dataset. However, on the real dataset, we do not have enough information for validating incorrect triples, which limits the models for spotting more errors. It can also be validated from Table 3 that the difference between synthetic and real errors further leads to a general 30% gap in terms of Recall between two datasets. This shows that the synthetic dataset may not include the key challenge of the KG validation task.

4.4 Analysis of Real Errors

To understand what kinds of incorrect triplets that the proposed framework is able to detect, we first check the detected incorrect triplets on the NELL official website4, which provides the extract patterns and source links for the extracted triplets. We then roughly classify those errors into three categories: entity error, relation error and propagation error. The entity errors usually occur during the procedure of named-entity recognition (NER). When the extracted entities are correct, the triplet still have a probability to be wrong, which stems from the incorrect relation between a pair of entities. This kind of errors is relation errors. The propagation error refers to the knowledge reasoning errors originated from rules or other mechanisms. We conduct case studies using representative examples for each category of errors and provide the detailed reasons by analyzing the corresponding information sources of examples.

- **Entity Errors** *(Fred_Goodwin, ceoof, Scotland).* According to the definition of relations provided by the NELL official website, “ceoof” specifies that a particular person is the CEO of a particular company5. Therefore, this triplet means *Fred Goodwin is the CEO of Scotland*. We check the information source and find that the related textual statement is *“Former Royal Bank of Scotland boss Fred Goodwin has had his knighthood removed.”*. The correct triplet based on this sentence should be (*Fred_Goodwin, ceoof, Royal_Bank_of_Scotland*). The algorithm mistakenly recognizes the object entity “Royal Bank of Scotland” as “Scotland” and this leads to a incorrect triplet. This kind of errors is very common in the current KG.

- **Relation Errors** *(two_million_people, isshorterthan, washington).* The meaning of “isshorterthan” indicates that object entity has a greater height than subject entity. Thus, this triplet means that the height of Washington is greater than that of two million people. This triplet is extracted from the following news:

---

4http://rtw.ml.cmu.edu/rtw/
5http://rtw.ml.cmu.edu/rtw/kkbrowser/predmeta:ceoof
6https://www.bbc.com/news/uk-politics-16821650
7http://rtw.ml.cmu.edu/rtw/kkbrowser/predmeta:isshorterthan
have en-

WASHINGTON, Dec 31 (Reuters) - Over two million people have en-
rolled in health insurance plans through the federally run Health-
Care.gov and state healthcare enrollment websites, a U.S. adminis-
tration official said on Tuesday. The NER tool can correctly rec-
ognize the entities “washington” and “two_million_people”. How-
ever, when extracting the relation between them, the algorithm con-
siders that “over” is the key word, and mistakenly assigns the
relation “is shorter than” between them. This type of errors is dif-
cult to be detected using type constraints because the types of
both “washington” and “two_million_people” are the same: Per-
son. This triplet does not violate the constraints for the type “is-
shorter-than”. Since one entity usually has multiple correct entity
types, how to correctly predict the type of the entity based on the
specific context in the information source is very important for re-
lation extraction task.

• Propagation Errors (two_million_people, is shorter than, dc) and
(washington, is taller than, two_million_people). We provide
two representative examples to illustrate the propagation errors
through entities and relations, respectively. In the previous exam-
ple, there is an incorrect triplet (two_million_people, is shorter than,
Washington). Since “Washington” is usually equivalent to “DC”, the
error is propagated by the extraction algorithm, which produces a
new incorrect triplet (two_million_people, is shorter than, dc). The
second example shows the error caused by reasoning on relations.
The relation “is taller than” is the inverse relation of “is shorter than”.
Thus, the triplets with the relation “is taller than” can be created by
exchanging the subject and object entities’ orders of triplets with
the relation “is shorter than”. In such a way, the error information
can be propagated over the KG.

4.5 Ablation Study

Importance of External Information. In this study, we aim to
analyze the performance changes of baseline methods incurred by
incorporating an external knowledge graph. Note that we use con-
ventional negative sampling instead of the proposed cross-KG neg-
ative sampling method to generate negative samples.

Fig. 6 shows the Recall and Filter Mean Rank of all the base-
lines (except CKRL) when incorporating the external KG YAGO_e.
“Single” denotes the KG embedding methods on the target KG
NELL-314, and “double” represents that the embedding methods
are learned on both YAGO_e and NELL-314. We can observe that the
Recall and Mean Filter Rank of every method improves when
incorporating the external YAGO_e. This again validates the impor-
tance of external information in the error detection.

Importance of Confidence Estimation Component. The
confidence estimation step not only helps the KG embedding meth-
ods to lower the influence of errors, but also filter out the incorrect
samples to reduce the spread of the misinformation. To show the
importance of confidence estimation component, we conduct ab-
lation study on multiplicative embedding methods, including Dist-
Mult, ComplEx, Analogy and SimplE. We add the proposed con-
fidence estimation component into all the four multiplicative em-
bedding methods.

Discussion. The performance boost of the proposed framework
mainly comes from the incorporation of the external KG, the confi-
dence estimation and cross-KG negative sampling procedure. Take
DistMult as an example, the Recall value of DistMult on NELL-314 is around 0.529. After incorporating the external KG via entity alignment and joint training, the Recall value reaches 0.584. Adding confidence estimation component can improve the Recall value to 0.604. The cross-negative sampling method can further improve the Recall value from 0.604 to 0.641. We can observe that joint training, cross-negative sampling, and confidence estimation all contribute to the performance boost.

### 4.6 Hyperparameter Analysis

**Weight $\lambda$.** We train the proposed framework using different weights $\lambda$ on the KG YAGO and NELL-314. Fig. 4 shows the Recall changes of the proposed models with respect to different $\lambda$'s. When $\lambda$ is 0, the cross-KG negative sampling component is removed from the proposed framework. We can observe that, without the cross-KG negative sampling methods, the proposed approaches cannot effectively take advantage of the information from the external KG. Thus, the recall values are lower compared with the corresponding proposed approaches with negative sampling component. After incorporating cross-KG negative sampling component, the proposed approaches achieve significant improvement in terms of Recall values. Take CrossValDist as an example, when $\lambda$ is 1, the performance of the model achieves around 10% improvement compared with the model without cross-KG sampling component. As observed from Fig. 4, the performance of the four approaches stay stable when $\lambda$ is larger than 0.1. This shows that the proposed framework is not very sensitive to the $\lambda$ value.

**Threshold $\theta$.** This threshold is used in the confidence estimation component to filter out samples with low confidence values. We train CrossValDist with the threshold values 0, 0.3, 0.5 and 0.7, and show the performance with respect to different $\theta$ values in Table 4. When $\theta$ is 0, CrossValDist can achieve the highest Recall value among all the model variants but the lowest value on Precision@K. As $\theta$ increases, the model can achieve higher value on Precision@K but lower Recall value. This may be because the model filters out more correct samples as the threshold value increases.

### 4.7 Analysis of the External KG

We conduct experiments to show the performance changes of the proposed framework when varying the size of the external KG and varying the number of overlapping entities between the external and target KGs. We sample different numbers of triplets and sample different numbers of overlapping entities from the external KG for model training and report Recall values of the proposed model CrossValDist on the real test dataset of NELL.

**Varying size of the external KG.** To clearly show the difference brought by the external KG, we use the Recall value obtained from the baseline method DistMult that is trained on NELL-314 as the starting point. The triplet size of the incorporated external KG varies from 10,000 to 150,000. As can be seen in Fig. 3, only using 10k external triplets, the proposed model even achieves improvement around 10% on Recall compared with the baseline method DistMult. This demonstrates that the proposed framework is effective for KG validation even with a small external KG.

**Varying size of the overlapping entities.** Since overlapping entities play an important role in bridging two KGs, we vary the size of overlapping entities (30%, 50%, 70% and 100%) to explore its impacts and report the performance in Table 6. We can observe that the performance is improved as the size of overlapping entities increases. Moreover, 50% of overlapping entities can help model achieve a Recall value of 0.613.

### 4.8 Efficiency Evaluation

The time complexity of the proposed framework is linear with respect to the number of the triplets. To clearly demonstrate this claim, we sample different numbers of triplets from the dataset to show the validation time of the proposed framework on a single GPU server. Take the proposed approach CrossValDist as an example. As shown in Fig. 5, the proposed approach CrossValDist has linear time complexity with the number of triplets and validates 100k triplets with less than 0.4 seconds. Based on the observations from Fig. 5, we can conclude that the proposed framework is efficient for large-scale KG validation.

### 5 CONCLUSIONS

In this paper, we proposed to investigate the important problem of knowledge graph validation, which aims to detect errors by ranking all triplets in the knowledge graph according to their possibilities of being true. To tackle this problem, we proposed a novel
framework that can leverage external knowledge graph and learn confidence aware knowledge graph embedding for error detection. Under the proposed framework, existing approaches have shown significantly improved performance for knowledge graph validation task on datasets collected from both general and medical domains. Furthermore, we analyze the role of each component of proposed framework, explore the effects of hyperparameters, investigate the performance with different amount of external information and show the efficiency of the proposed framework. This was demonstrated in a series of experiments conducted on the real datasets.
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