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Abstract

In this paper we propose the PCP-like theorem for sub-linear time inapproximability. Abboud et al. have devised the distributed PCP framework for proving sub-quadratic time inapproximability. Here we try to go further in this direction. Starting from SETH, we first find a problem denoted as Ext-$k$-SAT, which cannot be computed in linear time, then devise an efficient MA-like protocol for this problem. To use this protocol to prove the sub-linear time inapproximability of other problems, we devise a new kind of reduction denoted as Ext-reduction, and it is different from existing reduction techniques. We also define two new hardness class, the problems in which can be computed in linear-time, but cannot be efficiently approximated in sub-linear time. Some problems are shown to be in the newly defined hardness class.
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1 Introduction

One of the most important tasks of computation theory is to identify the hardness of problems, and thus distinguish the hard problems with the easy ones. Problems with similar hardness are grouped into complexity classes, and the complexity classes form a plentiful of hierarchy, such as EXPTIME, PSPACE, NP and P, all the way down to the hierarchy. In common sense the problems in P, which are the problems that can be solved by Turing machine in polynomial time, are thought to be practically tractable. The most famous and important open problem, which is to prove or falsity $P = NP$, reveals the common belief that polynomial time solvable means easy, otherwise hard. That is why the discovery of polynomial time algorithm for linear programming is such a great shock [24], which was conjectured to be in NP in quite a period of time.

However, we are now in a time of massive data. The problem we are facing may remain the same, but the size of data grows tremendously. Even the most basic problems like sorting are granted terabytes of data. Using elaborately designed parallel algorithms, sorting 100TB of data takes around 100 seconds, but in serial environment the same work may consume more than days [28]. Another example is the deep learning tasks. Fed with millions of data records, the training phase of deep learning systems usually lasts days or months. In theoretical point of view, these problems are all solvable in polynomial time, but in some circumstances consuming days of time may not be the original intention of tractable. What’s more, what if more data need to be dealt with, like petabytes ($2^{50}$B), exabytes ($2^{50}$B) and even more? In fact scientific data is growing near or out of this order of magnitude. For example, the Large Synoptic Survey Telescope (LSST) [22] can generate 1.25 PB of data per day, and over 3 years the accumulated data would exceed 1EB. It is no doubt that how hard it is to find something valuable in such amount of data.

Reflecting the practical examples into theory, the following problem arises: is it still appropriate to take polynomial time as the criterion of tractable, under the massive data circumstances? Let us now consider the following simple calculation for linearly reading data from SSD hard drive. The maximum reading bandwidth for SSD’s is around 8GB/s, so merely reading 1PB data needs 34.7 hours. If the data size reaches 1EB, then it takes more than 4 years to linearly scan them all. This example shows that even linear-time algorithms could be too slow when facing with massive data. Thus, sub-linear time may be appropriate for the criterion of tractable in massive data circumstances.

Actually sub-linear time algorithm is not a fresh new research area. Perhaps the most familiar sub-linear time algorithm is binary search on sorted array, which takes $O(\log n)$ time. The time complexity can be further reduced to $O(\log \log n)$ if using interpolation search [26]. The two search strategies can find the exact result, but for most problems sub-linear time rules out exact results, since reading the entire input is impossible. Thus to achieve sub-linear time it is rational to consider approximate algorithms.

Now consider the situation that a researcher wants to devise a sub-linear time approximate algorithm for one specific problem $P$. Before he even starts to work on designing the algorithm, one primary question he must answer is that, does sub-linear time approximate algorithm exist for problem $P$? Or equivalently, is $P$ sub-linear time approximable? However, so far there is no theoretical tools for proving sub-linear time inapproximability. It is well known that polynomial time inapproximability is based on the PCP theorem [7]. Hence, as a natural comparison, one would ask, if there exists a PCP-like theorem for sub-linear time inapproximability?

We notice that Abboud et al. proposed the distributed PCP framework in [3]. It is based on the Strong Exponential Time Hypothesis, and most results proved by distributed PCP are sub-quadratic inapproximability. It is the first PCP-like theorem for proving inapproximabilty results in $P$. The existing works have shown that the distributed PCP can be used to prove
$O(n^{k-\epsilon})$-time inapproximability for arbitrary integer $k \geq 2$, but it cannot apply to $O(n^{1-\epsilon})$-time
inapproximability as far as we know. In order to finish the last step between PCP theorems and
sub-linear time inapproximability, we propose our PCP-like theorem in this paper. The main
contributions of this paper are listed below.

1. We propose the PCP-like theorem for proving sub-linear time inapproximability, which is
denoted as Ext-PCP theorem. This completes the theoretical toolsets for proving hardness
of approximation in P.

2. Using the Ext-PCP theorem, several problems are proved to be sub-linear time inapprox-
imable. The proof involves a new kind of reduction called Ext-reduction. Different with
existing reduction techniques, the Ext-reduction is based on the probabilistic verification
system of the Ext-PCP theorem.

3. Summarizing the proved sub-linear time inapproximability results, we define two kinds of
hardness classes, the problems in which can be computed in linear time, but cannot be
efficiently approximated in sub-linear time.

The rest of this paper is organized as follows. We first review some related works in Section 2.
The Ext-PCP theorem is proposed in Section 4, which is the main contribution of this paper. As
several applications of the sub-linear PCP theorem, in Section 5 we prove some new sub-linear time
inapproximability results. Based on the obtained results, we propose a new reduction for proving
sub-linear time inapproximability, denoted as Ext-reduction, and propose two hardness class which
are Strictly Linear Time Problems and Parameterized Linear Time Problems. Finally Section 6
concludes this paper.

2 Related works

2.1 PCP theorem and hardness of approximation

The PCP (Probabilistically Checkable Proofs) theorem [7, 8] may be the most important result
ever since the NP-complete theory is found [14, 23, 25]. Formally, a PCP system is a probabilistic
polynomial-time Turing machine $M$, which is given an input $x$ and an array of bits $\Pi$ called the
proof string. The verifier is able to randomly access the proof string, i.e., given an address string $i$
the verifier can directly read the bit $\Pi[i]$. The verifier works as follows. It tosses random coins to
acquire a random string $\tau$, reads a number of positions in $\Pi$, and decide to accept or reject. Define
$M^\Pi(x, \tau) = 1$ if $M$ accepts $x$ using $\tau$ after examining $\Pi$, otherwise $M^\Pi(x, \tau) = 0$.

There are two parameters that determine the power of PCP systems, which are the length of
the random string $r(n)$, and the number of positions in the proof string that allowed to be queried
$q(n)$. We say a verifier is $(r(n), q(n))$-constrained if it uses $O(r(n))$ bits of random string, and
queries at most $O(q(n))$ bits from the proof string. Then define $PCP(r(n), q(n))$ to be a language
class as follows.

Definition 2.1. A language $L \in PCP(r(n), q(n))$ iff there exists a $(r(n), q(n))$-constrained verifier
$M$ which behaves as below for every input $x$.

- If $x \in L$, there exists a proof $\Pi$ that causes $M$ to accept for every random string, i.e.,
  $Pr[\tau | M^\Pi(x, \tau)] = 1$.

- If $x \notin L$, the for all proofs $\Pi$, $Pr[\tau | M^\Pi(x, \tau)] \leq \frac{1}{2}$.
The following is the PCP theorem, due to Arora et al. [8].

**Theorem 2.1 ([8]).** \( NP = PCP(\log n, 1) \).

The impressive power of the PCP theorem is that it not only provides a new characterization of \( NP \), but also acts as the basic tool for proving \( NP \)-hardness of approximation problems. The basic result is for \( \rho \)-gap-\( k \)-SAT, which is defined as follows.

**Definition 2.2 (\( \rho \)-gap-\( k \)-SAT).** Given a \( k \)-CNF formula \( \varphi \) with \( n \) variables and \( m \) clauses, the problem is to distinguish the following two situations:

- \( \text{(Completeness)} \) \( \varphi \) is satisfiable, i.e., there exists an assignment \( \alpha \) such that \( \varphi(\alpha) = 1 \).
- \( \text{(Soundness)} \) \( \varphi \) is not satisfiable but what’s more, for every possible assignment \( \alpha \) at most \( \rho m \) number of clauses can be satisfied.

A reduction from every language \( L \in NP \) to \( \rho \)-gap-\( k \)-SAT can be constructed with the aid of the PCP Theorem 2.1, showing that there exists \( \rho > 0 \) such that approximating \( k \)-SAT problem within approximation ratio \( \rho \) is \( NP \)-hard [7]. A strong characteristic of the inapproximability results proved via PCP theorem is that, there is usually a gap between the \'YES\' instances and \'No\' instances.

With the hardness of \( \rho \)-gap-\( k \)-SAT proved, a lot of other inapproximability results can be reached via polynomial time reductions, such as vertex cover [29], metric TSP [30], Steiner Tree [9], et. See [6] for a good survey.

### 2.2 Fine-grained complexity

The fine-grained complexity focuses on proving running time lower bounds for problems in \( P \). In the history of researchers trying to devise more efficient algorithms for every problem, there are many problems that further improvement on the time complexity is seemingly impossible. For \( NP \)-complete problems, using polynomial time reductions from 3SAT and assuming \( P \neq NP \), it can be proved that no polynomial time algorithm exists for a specific problem, such as vertex cover, traveling salesman, et. But for problems known to have polynomial time algorithms, proving the lower bound for them needs a wholly different tool set. Basically we need the following primary components. A hypothesis stating a time lower bound on a specific well-studied problem, and a kind of reduction used to prove the lower bound for other problems. There are three wildly used hypotheses, which are SETH, 3SUM and APSP, and the reduction used here is called fine-grained reduction.

**Conjecture 2.1 (SETH).** For any \( \epsilon > 0 \) there exists \( k \geq 3 \) such that \( k \)-SAT problem with \( n \) variables can not be solved in \( O(2^{(1-\epsilon)n}) \) time.

**Conjecture 2.2 (3SUM).** The 3SUM problem is given a set \( S \) of \( n \) integers from \( \{-n^c, \cdots, n^c\} \) for some constant \( c \), and to determine whether there exists \( x, y, z \in S \) such that \( x + y + z = 0 \). The hypothesis is that for \( c = 4 \), 3SUM problem can not be solved by any randomized algorithm in \( O(n^{2-\epsilon}) \) time for any \( \epsilon > 0 \).

**Conjecture 2.3 (APSP).** APSP stands for All Pair Shortest Path problem. Given a graph \( G = (V, E) \) with \( n \) nodes and integral edge weights \( w : E \to \{-M, \cdots, M\} \), where \( M = \text{poly}(n) \), APSP is to compute for every \( u, v \in V \), the smallest distance \( d(u, v) \) in \( G \), where the distance is defined as the sum of weights along the shortest path from \( u \) to \( v \). The conjecture says that no randomized algorithm can solve APSP in \( O(n^{3-\epsilon}) \) time for any \( \epsilon > 0 \) on a graph without negative cycles.
Definition 2.3 (Fine-grained reduction). Let $A$ and $B$ be two computational problems, and assume $a(n)$ and $b(n)$ be their conjectured running time lower bounds, respectively. We say $A$ can be $(a,b)$-reduced to $B$, denoted as $A \leq_{a,b} B$, if for every $\epsilon > 0$, there exists $\delta > 0$, and an algorithm $R$ for $A$ that runs in $a(n)^{1-\delta}$ time, making $q$ calls to an oracle algorithm for $B$ with query lengths $n_1, \cdots, n_q$, where

$$\sum_{i=1}^{q} (b(n_i))^{1-\epsilon} \leq (a(n))^{1-\delta}. $$

If $A \leq_{a,b} B$ and $B \leq_{b,a} A$, then we say that $A$ and $B$ are fine-grained equivalent, $A \equiv_{a,b} B$.

Due to space limitation we only briefly introduce some lower bound results based on SETH. The most important result may be on $k$-Orthogonal Vectors ($k$-OV), which is defined below.

Definition 2.4 ($k$-OV). For $k \geq 2$, $d = \omega(\log n)$, given $k$ sets $A_1, \cdots, A_k \subseteq \{0,1\}^d$ with $|A_i| = n$ for $1 \leq i \leq k$, determine whether there exist $a_1 \in A_1, \cdots, a_k \in A_k$ such that $a_1 \cdot \cdots \cdot a_k = 0$ where $a_1 \cdot \cdots \cdot a_k := \sum_{i=1}^{d} \prod_{j=1}^{k} a_j[i]$.

There is a fine-grained reduction from SAT which proves that $k$-OV can not be solved in $O(n^{k-\epsilon})$ time even by randomized algorithms, assuming SETH [36].

There are a lot of problems that are fine-grained equivalent to $k$-OV, such as Batch Subset Query problem[4, 20, 27, 32]. Some other problems can be reduced from $k$-OV, such as graph diameter [33], closest pair in Hamming space [5], Longest Common Subsequence [2, 11], and Dominating Set [35], et. See [36] for a full survey.

### 2.3 Sub-linear time algorithms

Initially the design of sub-linear time algorithms focused on Property Testing, which is another kind of definition for approximation. The property testing problem is based on the definition of $\epsilon$-far from a specific property $P$.

Definition 2.5. An input $x$, represented as a function $x : \mathcal{D} \rightarrow \mathcal{R}$, is $\epsilon$-close to satisfying property $P$, if there exists some $y$ satisfying $P$ and $x$ differs with $y$ on at most $\epsilon |\mathcal{D}|$ places in their representation. Otherwise $x$ is said to be $\epsilon$-far from satisfying $P$.

Definition 2.6. Let $P$ be a property, and let $c,s$ be constants in $[\frac{1}{2},1]$. For input $x$ of size $n = |\mathcal{D}|$ and parameter $\epsilon$, a property tester for $P$ must satisfy:

- (Completeness) If $x$ satisfies property $P$, the tester must accept $x$ with at least $c$ probability.
- (Soundness) If $x$ is $\epsilon$-far from satisfying $P$, the tester must reject $x$ with at least $s$ probability.

There are easier problems such as testing the monotonicity of an array [16], and more complex problems such as testing the diameter of graphs [31]. See [34] for more related works.

Recently many sub-linear time algorithms are found in other areas, such as computational geometry, graph problems, and algebraic problems. Here we list some examples. For computational geometry problems, there is an $O(\sqrt{n})$ time algorithm for deciding whether two polygons intersect [12]. For graph problems, there is an $O(\sqrt{n}/\epsilon)$ algorithm for approximating the average degree within a factor of $2 + \epsilon$ [18], and there is an algorithm for approximating the weight of the minimum spanning tree within a factor of $\epsilon$ which runs in $O(D \cdot W/\epsilon^2)$ time, where $D$ is the maximum degree and $W$ is the maximum weight [13]. For algebraic problems, testing whether a function $f : \mathcal{D} \rightarrow \mathcal{R}$ is a homomorphism [10] has been an important problem, and it is also used in the construction of PCP systems [8]. See [34] for more related works.
2.4 Distributed PCP

The distributed PCP [3] is the work mostly close to this work, and it is also the most important inspiration of this work. Unlike the classic PCP system, in the distributed PCP system there are four, not two, parties, which are named Alice, Bob, Merlin and Veronica (the verifier). Alice and Bob each holds half of the input without knowing each other’s content, and Merlin acts as an all-knowing advice provider. The model originates from the Arthur-Merlin communication model [1], and is inspired by the truth that most problems related to SETH are given two parts with equal positions as input. The distributed PCP theorem in [3] is recited below.

**Theorem 2.2 (Distributed PCP).** Let $\varphi$ be a boolean CNF formula with $n$ variables and $m = O(n)$ clauses. There is a non-interactive protocol where:

- Alice, given the CNF $\varphi$, partial assignment $\alpha \in \{0,1\}^{n/2}$, and advice $\mu \in \{0,1\}^{o(n)}$, outputs a string $a^{\alpha,\mu} \in \{0,1\}^{2^{o(n)}}$.
- Bob, given $\varphi$ and partial assignment $\beta \in \{0,1\}^{n/2}$, outputs a string $b^\beta \in \{0,1\}^{2^{o(n)}}$.
- The verifier, given input $\varphi$, tosses $o(n)$ coins, non-adaptively reads $o(n)$ bits from $b^\beta$, and adaptively reads one bit from $a^{\alpha,\mu}$; finally, the verifier returns Accept or Reject.

If the combined assignment $(\alpha,\beta)$ satisfies $\varphi$, there exists advice $\mu^*$ such that the verifier always accepts. Otherwise, i.e., if $\varphi$ is unsatisfiable, for every $\mu$ the verifier rejects with probability at least $1 - 1/2^{n^{1-o(1)}}$.

2.5 Pure sub-linear vs. Pseudo sub-linear

In [19] the authors distinguished the two concepts which are pure sub-linear tractable and pseudo sub-linear tractable. Informally, pure sub-linear tractable means the problem can be directly solved by a sub-linear time algorithm, where pseudo sub-linear allows a polynomial time preprocessing. For example, finding an element in an unsorted array is pseudo sub-linear tractable, since we can pay $O(n \log n)$ time on sorting the array as processing, and then find the element using binary search in $O(\log n)$ time. In this sense, all the sub-linear time algorithms listed in Section 2.3 are pure sub-linear time algorithms. For pseudo sub-linear time algorithms, the authors in [17] defined the $\cap$-tractability class, which is the class of boolean query problems that can be solved in parallel polylogarithmic time after a polynomial time preprocessing. As far as we know, the two works [17, 19] are the only ones that distinguished the concept of pure and pseudo sub-linear time.

Transferring the concept onto approximation algorithms, it is obvious that pure sub-linear time approximability is more strict than pseudo sub-linear tractable, and pseudo sub-linear time inapproximability is more strict than pure sub-linear time inapproximability. In fact, there are several existing results based on SETH and distributed PCP, showing that some problem is pseudo sub-linear time inapproximable. For example, in [3] the authors proved a result for Max Inner Product, which says that there exists $\rho < 1$ such that no algorithm can preprocess the input in polynomial time then answer a query in $O(n^{1-\epsilon})$ time within a approximation factor of $\rho$. To this extent, the distributed PCP framework seems to be strong enough for proving pure sub-linear time inapproximability. However, the distributed PCP framework can fail in certain cases, where the sub-linear PCP theorem proposed in this paper suffices. These results will be discussed in Section 5. In summary, it can be said that the two kinds of PCP system for approximation in P both have their strength and limitation.
3 Preliminaries

3.1 Sparsification Lemma

The sparsification lemma is important in the following discussions. Roughly speaking, the lemma states that any $k$-CNF can be expressed by another $k$-CNF whose number of clauses is linear in the number of variables.

**Lemma 3.1 ([21]).** For all $\epsilon > 0$, a $k$-CNF $F$ can be expressed as the disjunction of at most $2^n$ $k$-CNF $F_i$ such that $F_i$ contains each variable in at most $c(k, \epsilon)$ clauses for some function $c$. Moreover, this reduction takes at most $\text{poly}(n)2^n$ time.

Together with SETH (Conjecture 2.1) we have the following corollary.

**Corollary 3.1.** If there exists $\epsilon > 0$ such that for all $k \geq 3$, $k$-SAT on $n$ variables and $c_k \epsilon n$ clauses can be solved in $O(2^{(1-\epsilon)n})$ time, then SETH is false.

3.2 Polynomial encoding

One of the most important building blocks of the PCP theorem is the polynomial codes. Here we do not intend to describe the details, but only cite the following lemma, which is central to analyze the soundness of PCP theorems.

**Lemma 3.2 (Schwartz-Zippel Lemma).** Let $F_1(x_1, x_2, \cdots, x_n), F_2(x_1, x_2, \cdots, x_n)$ be two multivariate polynomials of maximum degree $d$ defined over a field $\mathbb{F}$. Fix any finite set $S \subset \mathbb{F}$, and let $r_1, r_2, \cdots, r_n$ be chosen independently and uniformly at random in $S$. Then

$$\Pr [F_1(r_1, r_2, \cdots, r_n) = F_2(r_1, r_2, \cdots, r_n) \mid F_1 \neq F_2] \leq \frac{d}{|S|}$$

4 The PCP theorem for sub-linear inapproximability

4.1 Existential $k$-Satisfaction Problem

We first propose the Existential $k$-Satisfaction (Ext-$k$-SAT) problem, which is the corner stone of the discussion in this section.

**Definition 4.1.** Given a set $A = \{\alpha_1, \cdots, \alpha_n\}$ of assignments, where $|\alpha_i| = d$ and $d = \Omega(\log n)$, $d = o(n)$, and a $k$-CNF $\varphi$ with $d$ variables and $m = O(d)$ clauses, decide whether there exists an assignment $\alpha^* \in S$ such that $\varphi$ is satisfied by $\alpha^*$.

The following Theorem 4.1 gives some insight of the hardness of Ext-$k$-SAT.

**Theorem 4.1.** Assuming SETH, for $\forall \epsilon > 0$, there exists $k \geq 3$ such that Ext-$k$-SAT problem can not be solved in $O(n^{1-\epsilon})$ time.

**Proof.** Recalling SETH, for $\forall \epsilon > 0$, there exists $k \geq 3$ such that $k$-SAT can not be solved in $O(2^{(1-\epsilon)n})$ time. Thus, for arbitrary given $\epsilon > 0$, let $k$ be the value stated in SETH, and consider the Ext-$k$-SAT problem. If Ext-$k$-SAT can be solved in $O(n^{1-\epsilon})$ time, then the SAT problem with $n$ variables can be solved in $O(2^{(1-\epsilon)n})$ time by the following algorithm. Let $S$ be the set of all possible assignments, then $|S| = 2^n$. Now just invoke the $O(n^{1-\epsilon})$ time algorithm for Ext-$k$-SAT, then SAT problem is solved in $O(|S|^{1-\epsilon}) = O(2^{(1-\epsilon)n})$ time, contradicting with SETH. \qed
The Ext-$k$-SAT problem can be regarded as the hardness core of SAT if using linear enumeration. Next we proceed to design an MA-protocol for Ext-$k$-SAT problem, which will be given in Section 4.3. We first consider the set containment problem.

4.2 The protocol for Set Containment problem

**Definition 4.2.** Given a set $S$ of elements over a universe $U$ and a query element $e \in U$, decide whether $e \in S$.

**Theorem 4.2.** For $T \leq |U|$, there exists a protocol for Set Containment problem, where Alice holds the set $S$ and Bob holds the query element $e$. The protocol works as follows:

- Bob sends Alice $O(|U| \log |U|/T + T)$ bits;
- Alice toss $O(\log |U|)$ coins, and returns Accept or Reject.

If the input set $S$ contains the query element $e$, then Alice always returns Accept; otherwise ($e \not\in S$), Alice will reject with a probability at least $\frac{1}{2}$. The probability is over the output of random coin tossing.

**Proof.** Let $q$ be a prime number such that $4|U| \leq q \leq 8|U|$, and let $\mathbb{F}_q$ be the prime field with size $q$. For a efficient communication protocol we consider the following arithmetization. Assume without loss of generality that $T$ divides $|U|$, and represent the set that Alice holds as $T$ functions $\psi_{s,t}: [T] \rightarrow \{0,1\}$ as follows: $\psi_{s,t}(x) \triangleq 1$ if and only if the element corresponding to $(x,t)$ is in Alice’s set. The query element can be regarded as a set with a single element, and thus can be represented as $T$ functions $\psi_{e,t}$ in the same way.

We first consider the situation that $T = 1$, where the set and the element are both represented by one single function, which are $\psi_s(x)$ and $\psi_e(x)$ respectively. Consider the product $\Psi(x) = \psi_s(x) \cdot \psi_e(x)$. If $S$ contains $e$, then it can be verified that $\Psi(x) = 1$ only when $x = e$, otherwise $\Psi(x) = 0$. In this situation $\Psi(x)$ exactly equals to $\psi_e(x)$. If $S$ does not contain $e$, then $\Psi(x) \equiv 0$.

Now consider arbitrary $T$ but assume without generality that $T$ divides $|U|$. The protocol works as follows.

1. Bob sends Alice the following message: $0_1, 0_2, \cdots, \psi_{e,t}, \cdots, 0_T$.
2. Alice draws $x \in \mathbb{F}_q$ uniformly at random.
3. Alice reads through message, and when encounters $\psi_{e,t}$ she conducts the following examination:
   \[
   \psi_{s,t}(x) \cdot \psi_{e,t}(x) = \psi_{e,t}(x)
   \]
   and accepts if and only if the examination succeeds.

We now explain about Bob’s message. The message that Bob sends to Alice represents the query element $e$. Since $\psi_{e,t}(x)$ equals 1 only when $(x,t)$ corresponds to $e$, the parts irrelevant to $e$ can be represented by one-bit 0. Now consider $\psi_{e,t}(x)$ that corresponds to $e$. The degree of it is at most $\frac{|U|}{T} - 1$, and thus it can be uniquely identified by $\frac{|U|}{T} - 1$ coefficients in $\mathbb{F}_q$. Since each coefficient requires $\log_2 |\mathbb{F}_q| = \log_2 |U| + O(1)$ bits, the length of the message that Merlin sends is $O(|U| \log |U|/T + T)$.

Finally we analyze the completeness and soundness.

**Completeness** If Alice’s set contains the element, then Alice always accepts.
Soundness If the element is not contained in Alice’s set, then $\psi_{s,t}(x) \cdot \psi_{e,t}(x)$ differs with $\psi_{e,t}(x)$. By the Schwartz-Zippel Lemma (Lemma 3.2), since the degree of the two polynomials are no larger than $2\left\lceil \frac{|U|}{T} \right\rceil \leq q/2$, the two polynomials must differ on at least half of $F_q$. And thus (1) is false with probability at least $\frac{1}{2}$.

In the above Theorem 4.2 we use $|U|$ as the complexity parameter, and now we discuss the range of $|U|$ represented by $|S|$. First we must have $|U| = \Omega(S)$, otherwise there must be repeated elements in $S$ by the Pigeonhole Principle. Then we add a restriction that $|U| = o(2^{|S|})$, since if $|U| = \Theta(2^{|S|})$ then the length of each element in $S$ is comparable to the number of elements in $S$, which is unusual. Now denoting $d = \log |U|$ which is the length of the binary representation of each element in $U$, and $n = |S|$, we have $d = \Omega(\log n)$ and $d = o(n)$. This is also the parameter range given in Definition 4.1.

Back to Theorem 4.2, we show that the $|U|$ term can be reduced to $O(n)$. In the above proof we try to encode the entire universe $U$, but it is not necessary. It suffices to encode only the elements in $S$. Thus we can choose a smaller field $F_q$ of size $O(n)$, and then the complexity of the protocol can be reduced.

**Corollary 4.1.** For $T \leq n$ where $n = |S|$, there exists a protocol for Set Containment problem, where Alice holds the set $S$ and Bob holds the query element $e$. The protocol works as follows:

- Bob sends Alice $O(n \log n/T + T)$ bits;
- Alice tosses $O(\log n)$ coins, and returns Accept or Reject.

If the input set $S$ contains the query element $e$, then Alice always returns Accept; otherwise (if $e \notin S$), Alice will reject with a probability at least $\frac{1}{2}$. The probability is over the output of random coin tossing.

In the above protocol Alice holds the set and Bob holds the element. The situation can be reversed, i.e., Alice holds the element and Bob holds the set.

**Theorem 4.3.** For $T \leq n$ where $n = |S|$, there exists a protocol for Set Containment problem, where Alice holds the query element $e$ and Bob holds the set $S$. The protocol works as follows:

- Bob sends Alice $O(n \log n/T)$ bits;
- Alice tosses $O(\log n)$ coins, and returns Accept or Reject.

If the input set $S$ contains the query element $e$, then Alice always returns Accept; otherwise (if $e \notin S$), Alice will reject with a probability at least $\frac{1}{2}$. The probability is over the output of random coin tossing.

**Proof.** Let the arithmetization of the set $S$ and the element $e$ be the same with what given in the proof of Theorem 4.2. Since $S$ is represented by $T$ functions $\psi_{s,t} : \left[ \frac{|F|}{T} \right] \rightarrow \{0, 1\}$, we let $\Psi_s = \sum_{t \in [T]} \psi_{s,t}$. On the other hand let $\Psi_e = \sum_{t \in [T]} \psi_{e,t} = 0 + 0 + \cdots + \psi_{e,t^*} + \cdots + 0 = \psi_{e,t^*}$, where $t^*$ is the only value that makes $\psi_{e,t}$ not zero. Now consider the product

$$\Phi(x) = \Psi_s(x) \cdot \Psi_e(x) = \Psi_s(x) \cdot \psi_{e,t^*}(x) = \sum_{t \in [T]} \psi_{s,t}(x) \cdot \psi_{e,t^*}(x)$$
By the discussion in the proof of Theorem 4.2, if $S$ contains $e$ then the product $\psi_{s,t} \cdot \psi_{e,t*}$ equals $\psi_{e,t*}$, otherwise the product equals 0. Thus it can be verified that, if $S$ contains $e$ then $\Phi(x) = \psi_{e,t*}(x) = \Psi_e(x)$, otherwise $\Phi(x) \neq \Psi_e(x)$.

According to the above analysis, we give the following protocol for the set containment problem in the reversed situation.

1. Bob sends Alice $\Psi_s$.
2. Alice draws $x \in \mathbb{F}_q$ uniformly at random.
3. Alice checks the equality $\Psi_s(x) \cdot \Psi_e(x) = \Psi_e(x)$, and accepts if and only if the equality holds.

The completeness and soundness analysis is similar with Theorem 4.2 and thus omitted. □

4.3 The protocol for Ext-$k$-SAT

Now we consider the Ext-$k$-SAT problem. Now Alice holds the $k$-CNF $\varphi$, and Bob holds the set of assignments $S$. We will show that there exists an efficient MA-like protocol for Ext-$k$-SAT problem, and it is also the key to the sub-linear PCP theorem.

**Theorem 4.4.** There exists an MA-protocol for the Ext-$k$-SAT problem which works as follows.

- Merlin sends Alice $O(n \log n / T + d \cdot \text{polylog}(d))$ bits.
- Bob sends Alice $O(n \log n / T)$ bits.
- Alice tosses $O(\log n)$ coins, and returns Accept or Reject.

If there exists an element $\alpha^* \in A$ such that $\alpha^*$ satisfies $\varphi$, then there exists a message from Merlin which causes Alice certainly returns Accept. Otherwise, i.e., if all elements in $A$ cannot satisfy $\varphi$, then for any possible message from Merlin, Alice would return Reject with at least $\frac{1}{2}$ probability.

**Proof.** The message $\beta$ that Bob sends to Alice is the same with $\Psi_s$ described in Theorem 4.3, and the length of $\beta$ is $O(n \log n / T)$.

The message that Merlin sends to Alice consists of three parts $\mu_e, \mu_o, \mu_c$, which are used to test set containment, CNF satisfaction, and the consistency of the former two parts, respectively.

The first part $\mu_e$ is the same with $\Psi_e(x)$ described in Theorem 4.3, where $\Psi_e$ is supposed to represent $\alpha^*$ which is the satisfactory assignment. The length of $\Psi_e$ is $O(n \log n / T)$, as described in Theorem 4.3.

As for the second part, recall the classical PCP theorem [8]. If a CNF $\varphi$ with $d$ variables is satisfiable, then there exists an oracle $\Pi$ such that the verifier can generate a random string with $O(\log d)$ bits, randomly read $O(1)$ bits from $\Pi$ and always return Accept. Otherwise, for any oracle $\Pi$, the verifier can generate a random string with $O(\log d)$ bits, randomly read $O(1)$ bit from $\Pi$ and reject with a probability at least $\frac{1}{2}$. And according to [15], the length of $\Pi$ is $O(d \cdot \text{polylog}(d))$. After all, the second part of Merlin’s message $\mu_o$ can be the same $\Pi$ with the classical PCP theorem, and its length is $O(d \cdot \text{polylog}(d))$.

The third part $\mu_c$ is for testing the consistency of $\mu_e$ and $\mu_o$, i.e., testing whether $\mu_e$ and $\mu_o$ are generated based on the same assignment. The most easy way is to set $\mu_c$ to be the same with some assignment, since it can fulfill the consistency test and does not exceed the $O(d \cdot \text{polylog}(n))$ length limitation. To test if $\mu_e$ is generated based on $\mu_c$, simply test if $\mu_e(\mu_c) = 1$ holds, where $\mu_e$
is considered as the function $\Psi_e(x)$ and $\mu_e$ is considered as an assignment $\alpha$. The way to test $\mu_o$ is based on the proofs in [8] and is omitted here.

With the messages from Merlin and Bob obtained, Alice conducts the following verification. She uses $\mu_e$ and $\beta$ to conduct the set containment verification as described in Theorem 4.3, uses $\mu_o$ to conduct the $k$-CNF satisfiability verification as described in [8], and uses $\mu_e$ to verify that $\mu_e$ and $\mu_o$ correspond with the same assignment $\mu_c$.

Now we analyze the completeness and soundness of the whole system.

If there exists an element $\alpha^* \in A$ such that $\alpha^*$ satisfies $\varphi$, Merlin can send $\mu_e$ as the true $\Psi_{\alpha^*}$, $\mu_o$ as the true PCP oracle for $\alpha^*$, and $\mu_e$ as the same with $\alpha^*$. Under these messages, Alice would return Accept for sure.

If $\forall \alpha \in A$, $\varphi$ cannot be satisfied by $\alpha$, we discuss the following situations. If $\varphi$ is satisfiable by $\alpha^*$ but $\alpha^* \notin A$, and Merlin sends the messages as the true strings corresponding to $\alpha^*$, the satisfiability verification will succeed with probability 1, but the set containment verification will fail with probability at least $\frac{1}{2}$. If Merlin sends $\mu_o$ corresponding $\alpha^*$ but sends $\mu_e$ corresponding to some $\alpha' \in A$, the consistency verification will fail with probability at least $\frac{1}{2}$. If $\varphi$ is not satisfiable, and Merlin sends the messages that correspond to an assignment $\alpha' \in A$, the set containment test will succeed with probability 1, but the satisfiability verification would fail with probability at least $\frac{1}{2}$. We omit the detailed discussion about the other cases, but after all in all cases, at least one of the three verifications would fail with probability at least $\frac{1}{2}$. Thus in conclusion, if $\forall \alpha \in A$ can not satisfy $\varphi$ Alice will reject with probability at least $\frac{1}{2}$.\hfill \Box

**Corollary 4.2.** For any given $\epsilon, \delta > 0$, there exists an MA-protocol for the Ext-$k$-SAT problem which works as follows.

- Merlin sends Alice $O(n^{1-\epsilon}d)$ bits.
- Bob sends Alice $O(n^{1-\epsilon} \log n)$ bits.
- Alice tosses $O(n^{1-\delta} \log n)$ coins, and returns Accept or Reject.

If there exists an element $\alpha^* \in A$ such that $\alpha^*$ satisfies $\varphi$, then there exists a message from Merlin which causes Alice certainly returns Accept. Otherwise, i.e., if all assignments in $A$ can not satisfy $\varphi$, then for any possible message from Merlin, Alice would return Reject with at least $1 - 1/2^{n^{1-\delta}}$ probability.

**Proof.** The protocol is obtained by repeatedly execute the one given in Theorem 4.4. Setting $R = n^{1-\delta}$ and $T = n^\epsilon$, repeat the protocol for $R$ times to amplify the soundness. Note that Merlin and Bob send their message to Alice before the random coins are tossed, thus Merlin and Bob need only to send the message once. Substituting $T = n^\epsilon$ and note that $d = \Omega(\log n), d = o(n)$, we obtain that Merlin’s message is $O(n \log n / T + d \cdot \text{polylog}(d)) = O(n^{1-\epsilon}d + d \cdot \text{polylog}(n)) = O(n^{1-\epsilon}d)$, and Bob’s message is $O(n \log n / T) = O(n^{1-\epsilon} \log n)$. The total number of random coins is $O(\log n \cdot R) = O(n^{1-\delta} \log n)$. Letting the reject probability of Alice in Theorem 4.4 be $p$, the probability of Alice rejects in the repeated protocol is $1 - (1-p)^R$, and with $p \geq \frac{1}{2}$ it can be derived that $1 - (1-p)^R \geq 1 - 1/2^R = 1 - 1/2^{n^{1-\delta}}$.\hfill \Box

### 4.4 The Ext-PCP theorem

Based on the Ext-$k$-SAT problem (Definition 4.1) and the MA-protocol for it (Corollary 4.2), we introduce the following PCP-like theorem. It may be denoted as Ext-PCP, or Sublinear-PCP.
Theorem 4.5. Let \( A = \{\alpha_1, \ldots, \alpha_n\} \) be a set of \( n \) assignments, where \(|\alpha_i| = d\) and \( d = \Omega(\log n), d = o(n)\). Let \( \varphi \) be a boolean CNF formula with \( d \) variables and \( m = O(d) \) clauses. For any given \( \epsilon, \delta > 0 \), there is a non-interactive protocol where:

- Bob, given the set \( A \) of assignments, outputs a bit string \( \beta \in \{0, 1\}^{O(n^{1-\epsilon} \log n)} \).
- Alice, given the CNF \( \varphi \), and advice \( \mu \in \{0, 1\}^{O(n^{1-\epsilon-\delta})} \), outputs a string \( a^{\beta, \mu} \in \{0, 1\}^{2^{O(n^{1-\delta} \log n)}} \).
- The verifier, given the CNF \( \varphi \), tosses \( O(n^{1-\delta} \log n) \) coins, non-adaptively reads one bit from \( a^{\beta, \mu} \), and returns Accept or Reject.

If there exists an assignment \( \alpha^* \in A \) that satisfies \( \varphi \), then there exists advice \( \mu^* \) such that the verifier always accepts. Otherwise, i.e., all \( \alpha \in A \) cannot satisfy \( \varphi \), or \( \varphi \) is not satisfiable, then for arbitrary advice \( \mu \) the verifier rejects with probability at least \( 1 - 1/2^{n^{1-\delta}} \).

Proof. The idea is to adapt the protocol for Ext-\( k \)-SAT given in Corollary 4.2 into a PCP system.

The message that Bob sends is the same as described in Corollary 4.2. The PCP that Alice holds is as follows. For each possible advise string \( \mu \) and random string \( l \), set \( a_i^{\beta, \mu} = 1 \) if Alice accepts under \( \mu \) and \( l \), otherwise \( a_i^{\alpha, \mu} = 0 \). Notice that Bob’s message is fixed, and thus it does not affect the length of \( a_i^{\beta, \mu} \).

The verifier chooses \( l \in L \) at random, reads \( a_i^{\beta, \mu} \), and accepts if and only if \( a_i^{\beta, \mu} = 1 \).

The probability that the verifier accepts is exactly equal to the probability that Alice accepts in the protocol described in Corollary 4.2. \( \square \)

5 Applications

5.1 Ext-\(\rho\)-GAP-\(k\)-SAT

The first problem to be proved to be sub-linear time inapproximable is Ext-\(\rho\)-GAP-\(k\)-SAT, which is analogous to the \(\rho\)-GAP-\(k\)-SAT whose hardness directly originates from the classical PCP theorem.

Theorem 5.1. Given a set of assignments \( A = \{\alpha_1, \alpha_2, \ldots, \alpha_n\} \), and a \( k\)-CNF formula \( \varphi \) with \( d \) variables and \( m = O(d) \) clauses where \( d = \Omega(\log n) \) and \( d = O(n) \), then assuming SETH, for all \( \delta > 0 \), there exists \( 0 < \epsilon < \delta \) and \( k \geq 3 \) such that no \( O(n^{1-\epsilon}d) \) time algorithm could distinguish the following two cases:

- **(Completeness)** there exists an assignment \( \alpha^* \in A \) that satisfies \( \varphi \);
- **(Soundness)** for \( \forall \alpha \in A \), at most \( 1/2^{n^{1-\delta}} \) portion of clauses in \( \varphi \) can be satisfied.

Proof. According to the proof of Theorem 4.5, for each possible advice string \( \mu \), the output of Alice \( a^{\beta, \mu} \) is a bit string with length \( 2^{|l|} \), where \( l \) is the random string and \( |l| = O(n^{1-\delta} \log n) \). In analogy with the proof of the hardness of \(\rho\)-GAP-\(k\)-SAT, we devise a reduction from the Ext-PCP theorem to Ext-\(\rho\)-GAP-\(k\)-SAT. Let \( \langle \varphi, \{\alpha_1, \ldots, \alpha_n\}\rangle \) be an instance of Ext-\(k\)-SAT, and let \( N = 2^{|\mu|}, D = 2^{|l|} \), we construct an instance of Ext-\(\rho\)-GAP-\(k\='-\)SAT \( \langle \varphi', \{\alpha'_1, \ldots, \alpha'_N\}\rangle \). Let the \( N \) assignments \( \alpha'_1, \ldots, \alpha'_N \) be the ones that when \( \varphi' \) is assigned with \( \alpha'_i \), the satisfiability of each clause exactly corresponds with each bit in \( a^{\beta, \mu} \), where \( \mu(2) = i_{(10)} \). Fixing a large enough integer \( k' \leq N \), let \( \varphi' \) be a \( k'\)-CNF with \( k'D \) variables and \( D \) clauses \( \bigwedge_{i=1}^{D} \bigvee_{j=1}^{k} x_{ij} \). For \( i_{(10)} = \mu(2) \), the \( i \)-th assignment \( \alpha'_i \) is set as follows. If the \( j \)-th bit of \( a^{\beta, \mu} \) is 0, then set all \( x_{ij} = 0 \), otherwise pick some \( j \) and let \( x_{ij} = 1 \). Note that \( k \) is large enough to avoid repeated assignments. When all assignments are generated, the redundant clauses and variables can be eliminated. By such construction it can
be verified that, if \( \varphi \) is satisfied by \( \alpha^* \in A \), then \( \varphi' \) is satisfiable; if all \( \alpha \in A \) cannot satisfy \( \varphi \), then for each \( \alpha' \), at most \( 1/2^{n^{1-\delta}} \) portion of clauses can be satisfied.

Then we discuss the parameter range. By \( N = 2^{\mu_l}, D = 2^{l|} \) and \( D = o(N) \) we have \( |l| = o(\mu_l) \). Then by \( |\mu| = O(n^{1-\epsilon}d), |l| = O(n^{1-\delta}\log n) \) and \( d = \Omega(\log n) \) we have \( \delta > \epsilon \).

Finally we analyze the running time. If there exists an \( O(N^{1-\epsilon}) \) time algorithm \( A \) which can distinguish the YES/NO cases of the above Ext-\( \rho \)-GAP-\( k \)-SAT problem, we can substitute the verifier in Theorem 4.5 with \( A \). Since \( A \) runs in \( O(N^{1-\epsilon}) \) time and \( N = 2^{\mu_l} \), the algorithm only checks \( O(2^{l-\epsilon|\mu_l|}) \) bits in all Alice’s outputs. This indicates the length of the advice string can be reduced to \((1 - \epsilon)|\mu|\) while still fulfills the protocol for Ext-\( k \)-SAT. Applying the reduction for multiple times and we can get a new protocol where the length of the advice can be arbitrarily small \(((1 - \epsilon)|\mu|, \text{ where } c \text{ can be any integer})\), which is impossible.

In conclusion, for \( \forall \delta > 0 \), there exists \( 0 < \epsilon < \delta \) and \( k \geq 3 \) such that no \( O(n^{1-\epsilon}d) \) time algorithm could distinguish the YES/NO cases of the Ext-(1/2\(^{n^{1-\delta}}\))-GAP-\( k \)-SAT problem.

Next, using the Ext-PCP theorem we will introduce and prove some other sub-linear time inapproximable problems.

5.2 Existential Property Test

Existential Property Test (EPT) is a family of problems given in the following form.

**Definition 5.1.** Given a set \( S \) of elements over a universe \( U \), a property \( P \) defined on \( U \), and \( \epsilon > 0 \), distinguish the following two cases:

- **Completeness** there exists an element \( e^* \in S \) that satisfies property \( P \);
- **Soundness** for \( \forall e \in S \), \( e \) is \( \epsilon \)-far from satisfying property \( P \).

By the above definition, Ext-\( k \)-SAT is a special case of EPT where \( S \) is a set of binary assignments and \( P \) is the \( k \)-CNF satisfaction property. Next we will describe some other EPT problems, and prove the sub-linear time inapproximability of them.

**Ext-Max-Inner-Product**

**Definition 5.2.** Given a set of bit vectors \( V = \{v_1, v_2, \ldots, v_n\} \), and a bit vector \( v_0 \), find \( v^* \in V \) such that the inner product \( v^* \cdot v_0 \) is maximized.

**Theorem 5.2.** Let \((V, v_0)\) be an instance of Ext-Max-Inner-Product problem, where \(|V| = n\), \(|v_i| = d \) and \( d = \Omega(\log n), d = o(n) \). Assuming SETH and fixing constant \( t \leq d \), for \( \forall \delta > 0 \), there exists \( 0 < \epsilon < \delta \) such that no \( O(n^{1-\epsilon}d) \) time algorithm can distinguish the following two cases:

- **Completeness** \( \exists v^* \in V \) such that \( v^* \cdot v_0 \geq t \);
- **Soundness** \( \forall v \in V \), \( v \cdot v_0 \leq t/2^{n^{1-\delta}} \).

**Proof.** Similar with the proof of Theorem 5.1, we devise a reduction from Ext-PCP system to Ext-Max-Inner-Product. Let \( V \) be the set of Alice’s all possible outputs, i.e., \( V = \{\mu \mid a^{\beta, \mu}\} \). Let \( v_0 \) be a vector of \( 2^{|l|} \) bits 1’s, and \( t = 2^{|l|} \). It can be verified that if there exists \( \alpha^* \in A \) satisfying \( \varphi \), then there exists \( v^* \in V \) such that \( v^* \cdot v_0 \geq t \). Otherwise, \( \forall v \in V \), \( v \cdot v_0 \leq t/2^{n^{1-\delta}} \). The time complexity argument is similar with proof of Theorem 5.1 and is omitted.

There is a pseudo sub-linear time inapproximable result for Ext-Max-Inner-Product in [3]. Corollary 1.4 in [3] says that assuming SETH and setting \( d = N^{o(1)} \), no algorithm can preprocess the problem in polynomial time and distinguish the YES/NO cases in \( O(n^{1-\epsilon}) \) time with completeness 1.
and soundness $1/2^{(\log n)^{1-o(1)}}$. We have discussed that pseudo sub-linear inapproximable is stronger than pure sub-linear time inapproximable. But this claim only holds when the two results share the same parameters. Actually the soundness in Theorem 5.2, which is $1/2^{n^{1-\delta}}$ for all $\delta > 0$, is higher than Corollary 1.4 in [3], which is $1/2^{(\log n)^{1-o(1)}}$. Thus we do make some progress on sub-linear time inapproximability by introducing the Ext-PCP theorem.

**Ext-Max-Vertex-Cover**

**Definition 5.3.** Given a set of vertex sets $\mathbb{V} = \{V_1, V_2, \cdots, V_n\}$, and a graph $G = (V, E)$, find $V^* \in \mathbb{V}$ such that the number of edges in $E$ covered by $V^*$ is maximized.

**Theorem 5.3.** Let $(\mathbb{V}, G)$ be an instance of Ext-Max-Vertex-Cover, where $|\mathbb{V}| = n$, $|E| = d$ and $d = \Omega(\log n), d = o(n)$, $|V_i| = O(d)$. Assuming SETH and fixing $t \leq d$, for all $\delta > 0$, there exists $0 < \epsilon < \delta$ such that no $O(n^{1-\epsilon d^2})$ time algorithm can distinguish the following two cases:

(Completeness) $\exists V^* \in \mathbb{V}$ such that $V^*$ covers at least $t$ edges in $E$.

(Soundness) $\forall V \in \mathbb{V}$, $V$ covers at most $t/2^{n^{1-\delta}}$ edges in $E$.

**Proof.** The proof describes the reduction from Ext-PCP system to Ext-Max-Vertex-Cover. Denoting $N = 2^{|\mu|}$ and $D = 2^{|l|}$, let $E$ be a set of $D$ edges. For each possible advice $\mu$, let the output of Alice $a^{\beta,\mu}$ be a binary indicator for which edge in $E$ is covered. Then construct the $N$ vertex sets according to each $a^{\beta,\mu}$. The construction may as well be based on the proof of Theorem 5.1 and follow the classical reduction from SAT to Vertex-Cover. The completeness, soundness and time complexity arguments are similar and thus omitted. The only point need to be explained is that the running time is $O(n^{1-\epsilon d^2})$, where $d$ is squared. This is because checking if $E$ is covered by $V_i$ needs $O(|E||V_i|) = O(d^2)$ time.

### 5.3 Some Important Observations

We can get two important observations from the the above two examples. The first is the method to prove sublinear inapproximability, which can be summarized as new reduction. The other is that we have found some linear time solvable but sublinear time inapproximable problems, which is formalized into a new definition.

#### 5.3.1 Ext-Reduction

**Definition 5.4.** The Ext-Reduction is a special reduction from Ext-k-SAT to some EPT problem. The reduction maps the output of Alice in the Ext-PCP theorem into a EPT instance with $N = 2^{|\mu|}$ and $D = 2^{|l|}$. The instance is constructed so that the if the Ext-k-SAT instance is satisfiable, then the EPT instance is satisfiable; if the Ext-k-SAT instance is not satisfiable, then the EPT instance is $\epsilon$-far from satisfying the property.

#### 5.3.2 Sub-linear time inapproximable problem class

**Definition 5.5.** (Strictly Linear Time Problems) A problem is called in Strictly Linear Time, if there exists $O(nd)$ time algorithm for it, but there exists $\epsilon > 0$ and $\rho < 1$ such that no $O(n^{1-\epsilon d})$ time algorithm can approximate this problem within a factor of $\rho$.

By the above definition, Ext-Max-Inner-Product and Nearest-Neighbor problem are known Strictly Linear Time problems.
**Definition 5.6.** *(Parameterized Linear Time Problems)* A problem is called in Parameterized Linear Time, if for fixed \( c > 1 \) there exists \( O(nd^c) \) time algorithm for it, but there exists \( \epsilon > 0 \) and \( \rho < 1 \) such that no \( O(n^{1-\epsilon d^{\rho}}) \) time algorithm can approximate this problem within a factor of \( \rho \).

By the above definition, Ext-Max-Vertex-Cover is a Parameterized Linear Time problem.

In the above two definitions the parameter \( d \) is a measurement of the time to examine one element in the input of size \( n \).

## 6 Conclusion

In this paper we proposed the PCP-like theorem for sub-linear time inapproximability. Using the PCP theorem we proved the sub-linear time inapproximability results for several problems. We have shown that the new PCP theorem derives new inapproximability results which has respective advantages compared with existing results. We believe the power of the sub-linear PCP system should be far more than what was revealed in this paper.
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