Decreased resting-state brain signal complexity in patients with mild cognitive impairment and Alzheimer’s disease: a multi-scale entropy analysis
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**Abstract:** Multiscale entropy (MSE) analysis is a novel entropy-based analysis method for quantifying the complexity of dynamic neural signals and physiological systems across multiple temporal scales. This approach may assist in elucidating the pathophysiologic mechanisms of amnestic mild cognitive impairment (aMCI) and Alzheimer's disease (AD). Using resting-state fNIRS imaging, we recorded spontaneous brain activity from 31 healthy controls (HC), 27 patients with aMCI, and 24 patients with AD. The quantitative analysis of MSE revealed that reduced brain signal complexity in AD patients in several networks, namely, the default, frontoparietal, ventral and dorsal attention networks. For the default and ventral attention networks, the MSE values also showed significant positive correlations with cognitive performances. These findings demonstrated that the MSE-based analysis method could serve as a novel tool for fNIRS study in characterizing and understanding the complexity of abnormal cortical signals in AD cohorts.
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1. Introduction

Alzheimer’s disease (AD) is the most common progressive neurodegenerative disease and one of the greatest healthcare challenges of the 21st century [1]. Amnestic mild cognitive impairment (aMCI), regarded as a prodromal stage of AD, is characterized by early memory decline without evidence of a significant impairment in daily activities [2, 3]. In recent decades, concepts from non-medical disciplines, such as mathematics, physics and computer science, have been increasingly employed in the imaging study of AD to better understand the complex pathological mechanisms of the disease.

Network science, combined with non-invasive functional imaging, has generated unprecedented insights regarding the adult brain's functional organization and promises to help elucidate the development of the functional architectures that support complex behavior. In this context, AD is increasingly viewed as a disease with multiple dysfunctional large-scale neuronal networks rather than a localized abnormality [4]. A meta-analysis of 75 fMRI studies [5] suggested that MCI and AD showed different hypoactivation patterns, whereas similar compensatory large-scale networks are used to fulfill cognitive tasks. This large-scale
network approach may help evaluating the physiopathological progression of AD at a system level.

Using fundamental nonlinear theory, the activity of neural networks can be described as nonlinear dynamic processes that are regulated by couplings and feedback loops within and across multiple temporal and spatial scales. However, by concentrating efforts on understanding spatial disorganization across cortical regions, this research has largely ignored the temporal disorganization of neural dynamics in AD patients. Accumulating evidence suggests that complexity analysis, a nonlinear estimation approach of dynamical brain activity, conveys important information regarding network dynamics [6] and can thus be of great value for investigating temporal disorganization in AD.

Complexity analysis is most often performed using entropy-based algorithms by quantifying the regularity and predictability of a time series [7]. The complexity of a physiological system may be fundamentally associated with its ability to adapt to a changing environment [8]. Thus, the loss of complexity has been suggested as the hallmark of aging and various clinical conditions. As discussed in depth by Costa et al [7, 9], complexity is associated with “meaningful structural richness”; both completely regular and completely random signals are not truly complex. Notably, traditional entropy-based approaches estimate the degree of regularity of a time series on a single time scale. Entropy increases with the degree of irregularity, peaking in completely random systems. When applied to a physiologic time series, the conventional entropy-based approach can yield contradictory results, e.g., a high degree of entropy in pathological conditions, such as heart rate rhythm in atrial fibrillation [7, 9].

To overcome this issue, multiscale entropy (MSE) analysis has been developed and shown to effectively quantify the dynamic complexity in physiological systems [7, 9]. In contrast to the traditional entropy approach, the MSE approach makes use of a method termed “coarse-graining,” which provides a profile of entropy across multiple time scales; in this way, meaningful complexity and uncorrelated randomness can be differentiated [7, 10]. Prior studies have demonstrated the utility of MSE in exploring changes in electroencephalography (EEG) signals from AD patients [11–13]. These previous analysis have generally shown that AD patients have reduced MSE values compared with healthy controls, which is consistent with findings from nonlinear EEG analysis in this population. Furthermore, MSE analysis of EEG signals may have the potential to predict the efficacy of acetylcholinesterase inhibitors prior to therapy [14]. However, our understanding of the temporal properties of abnormal hemoglobin signals from aMCI and AD patients is fairly limited. Although it has been suggested that cognitive impairment is related to reduced regional approximate entropy in subjects with familial AD [15], improvements in complexity analyses, such as MSE, are required. Moreover, the long sampling rate and short time series of fMRI permit few reliable time scales to be included in the analysis. For these reasons, the estimation of MSE can be biased for large-scale factors.

Functional near-infrared spectroscopy (fNIRS) is a noninvasive neuroimaging technique used to simultaneously measure the concentration changes of cerebral oxyhemoglobin and deoxyhemoglobin [16]. The signal from this technique has a similar physiological basis with the resting-state BOLD signal from functional MRI. Due to its high sampling rate, fNIRS was used in the present study to provide rich temporal information for investigating the complex dynamics of brain hemoglobin signals. Here, we aimed to investigate brain signal complexity in aMCI and AD patients using MSE. To this end, we conducted a resting fNIRS experiment on a cohort of aMCI and AD patients and healthy controls. We hypothesized that the patient groups would show decreased brain signal complexity compared with healthy controls and that such complexity disturbances would correlate with cognitive dysfunction.
2. Materials and methods

2.1 Participants

Eighty-seven right-handed participants were recruited for this study, comprising 27 AD patients (12 men and 15 women), 29 aMCI patients (14 men and 15 women) and 31 sex-, age-, and education-matched healthy controls (HC: 11 men and 20 women). For each participant, written informed consent was obtained before the beginning of the experiment. Patients with aMCI and AD were recruited from patients complaining of memory loss who had visited a memory clinic at the Neurology Department in XuanWu Hospital of Capital Medical University, Beijing, China. The healthy controls were enrolled from the local community by advertisements. This study was approved by the Medical Research Ethics Committee of XuanWu Hospital. The diagnosis of AD was determined by the published diagnostic criteria (Association, 1994; Dubios B et al., 2007 [17]: (1) meeting the criteria for dementia; (2) gradual and progressive change in memory function over more than 6 months; (3) impaired episodic memory on objective testing; (4) hippocampal atrophy confirmed by structural MRI. The inclusion criteria for aMCI were defined as: (1) memory complaint, preferably confirmed by someone familiar with the patient; (2) objective memory impairment; (3) normal or near-normal performance on global cognitive tests after age-, gender-, and education-adjusted; (4) a total Clinical Dementia Rating (CDR) score ≤ 0.5; and (5) absence of dementia. The inclusion criteria for HC were as follows: (1) having no report of any cognition complaint; (2) normal performance on global cognitive tests, adjusted for age, gender and education; (3) the CDR score of 0. The exclusion criteria for all of the participants were as follows: (1) having suffered from stroke; (2) having a Hamilton Depression Rating Scale score greater than 24 points; (3) having other nervous system or systemic diseases, which can cause cognitive impairment; (4) having a history of psychosis or congenital mental growth retardation; (5) having contraindications for MRI. We assessed all of the participants using a standardized clinical evaluation protocol that comprised the Mini-Mental State Examination (MMSE), the Montreal Cognitive Assessment (MoCA), and the Auditory Verbal Learning Test (AVLT). Detailed demographics and clinical characteristics of the participants are shown in Table 1.

| Characteristics | HC | aMCI | AD | p-value |
|-----------------|----|------|----|---------|
| N (M/F)         | 31(11/20) | 27(14/13) | 24(9/15) | 0.40a |
| Age (years)     | 67.61±8.86 | 70.33±8.27 | 72.25±9.15 | 0.15 |
| Education (years) | 11.77±6.25 | 10.74±4.97 | 9.67±4.60 | 0.30b |
| MMSE            | 28.26±3.02 | 23.69±4.71 | 15.54±5.62 | <0.01b |
| MOCA            | 25.61±3.77 | 19.22±5.15 | 10.67±5.11 | <0.01b |
| AVLT_I          | 9.82±2.27 | 6.28±2.64 | 3.57±2.01 | <0.01b |
| AVLT_D          | 11.61±2.36 | 4.36±3.88 | 1.48±2.00 | <0.01b |
| AVLT_R          | 13.10±1.70 | 8.08±3.58 | 4.26±2.94 | <0.01b |

The data are presented as the mean ± SD. Abbreviations: aMCI, amnestic mild cognitive impairment; AD, Alzheimer’s disease; MMSE, Mini-Mental State Examination; MOCA, Montreal Cognitive Assessment; AVLT, Auditory Verbal Learning Test (AVLT_I, AVLT_Immediate Recall; AVLT_D, AVLT_Delayed Recall; AVLT_R, AVLT_Recognition). 

The p value was calculated using a two-tail Pearson’s chi-square test.

b The p value was calculated using one-way analysis of variance test.

2.2 fNIRS data acquisition

We used a continuous-wave near-infrared optical imaging system (CW6, TechEn Inc., MA, USA) to record hemoglobin oxygenation activity in the cerebral cortex of the participants. The data collection was performed in a dimly lit room in XuanWu Hospital. Similar to our
previous study [18–20], the arrangement of the probe holder consisted of 12 light sources (each with two wavelengths: 670 and 830 nm) and 24 detectors that allowed for the frontal, temporal, parietal, and occipital lobes to be measured bilaterally (Fig. 1(B)). The distance between adjacent sources and detectors was set to 3.2 cm, resulting in 46 measurement channels for the entire cortex. During fNIRS scanning, the participants were instructed to keep relaxed with their eyes closed, without falling asleep, and to not think about anything in particular. The scanning duration was approximately 11 minutes for each participant. Of note, the positioning of the probe array was determined according to the international 10–20 system of electrode placement and used the external auditory canals and vertex of each participant as landmarks. The position of the probes relative to the landmarks was established to be repeatable across subjects. A structural MRI image of an arbitrarily selected participant was acquired and normalized to MNI space to validate the position of the channels; during the scan, the participant wore the probe holder with the sources and detectors replaced by vitamin E capsules. The measurement channels were projected on a functional network template from Yeo et al. [21], as shown in Fig. 1(C).

![Fig. 1. Schematic diagram of experimental data acquisition. (A) Photo obtained during data collection. (B) The arrangement of the whole-head 46 measurement channels on a plane graph. (C) The arrangement of the whole-head 46 measurement channels on a functional network brain template [21].](image)

### 2.3 Data preprocessing

The optical signal was first transformed into a time series of oxyhemoglobin (HbO) and deoxyhemoglobin (HbR) concentrations using the modified Beer-Lambert law. We then conducted a temporal ICA analysis using a publicly available software, *FastICA v2.5* ([www.cis.hut.fi/projects/ica/fastica/](http://www.cis.hut.fi/projects/ica/fastica/)) to remove typical motion-induced artifacts and systematic physiological noise [20, 22, 23]. The data were subsequently digitally bandpass filtered (0.009-0.08 Hz) to reduce the effects of low-frequency drift and high-frequency neurophysiological noise, as well as to obtain the low-frequency hemodynamic signals that are believed to characterize spontaneous neural activity [24, 25]. We lastly removed global signals using global signal regression and extracted 10-min data from the continuous time course of each participant to conduct brain signal complexity analysis. The data preprocessing was primarily conducted using an in-house FC-NIRS package ([http://www.nitrc.org/projects/fcnirs](http://www.nitrc.org/projects/fcnirs) [26]), which was developed using MATLAB 2010b ([www.mathworks.org](http://www.mathworks.org)) in a 64-bit Windows 7 environment. During the data processing, the data from five of the subjects were excluded due to large head motion or poor optical contact between the probe and scalp (3 for AD and 2 for aMCI), and finally we used eight-two participants for the following data analysis. Considering that the HbO signal has a better signal-to-noise ratio than the HbR signal in fNIRS measurements [27], we primarily focused on the HbO signal for data analysis of brain signal complexity for all participant groups.
2.4 Data analysis

2.4.1 Estimation of brain signal complexity

We adopted multiscale entropy (MSE) to estimate brain signal complexity [7, 9]. The MSE method can quantify the signal complexity of a time series by calculating the sample entropy over multiple timescales [7, 9]. The MSE algorithm is available at http://www.psynetresearch.org/tools.html, and the procedures involved in MSE calculation can be summarized in the following two steps [7, 9]: First, a “coarse-grained” process was applied to the original fNIRS time series \(\{x_1, \ldots, x_i, \ldots, x_N\}\) to obtain downsampled time series. For example, for different timescales \(t\) (i.e., 1-30 for this study), the coarse-grained time series \(y^t_j\) were separately constructed by averaging data points within non-overlapping windows of length \(t\). Each value of the coarse-grained time series, \(j\), was calculated by:

\[
y^t_j = \frac{1}{t} \sum_{t-i+1}^{t-i+t} x_i, \quad 1 \leq j \leq N/t.
\]

Second, for each coarse-grained time series (i.e., the downsample time series), sample entropy was computed by applying to the following equation:

\[
S_E(m, r) = \ln \frac{C_{m+1}(r)}{C_m(r)},
\]

where the pattern length, \(m\), was set to 2, and it indicated two consecutive data points were used for pattern matching. The similarity criterion, \(r\), was set to 0.2, and it indicated data points were considered to have indistinguishable amplitude values (i.e., to “match”) if the absolute amplitude difference between them was \(\leq 20\%\) of the time series standard. The \(C_m(r)\) was defined as:

\[
C_m(r) = \frac{\text{number of pairs}(i, j) \text{ with } |v^m_i - v^m_j| < r \times STD(y)}{\text{number of all probable pairs}}.
\]

\(|v^m_i - v^m_j|\) denotes the Chebychev distance between two vectors, i.e., \(v^m_i\) and \(v^m_j\). The vector \(v^m_i\) is defined as \(v^m_i = \{y_i, y_{i+1}, \ldots, y_{i+m-1}\}\) and the vector \(v^m_j\) is defined as \(v^m_j = \{y_j, y_{j+1}, \ldots, y_{j+m-1}\}\). As such, sample entropy across different temporal scales, i.e., the MSE, quantifies the signal variability by estimating the predictability of amplitude patterns across a time series of length \(N\). Lower MSE values for the time series reflect lower degrees of indeterminacy or higher degrees of determinacy. In contrast, higher MSE values indicate more complex or richer information in the signal. As such, sample entropy across different temporal scales, i.e., the MSE, quantifies the signal variability by estimating the predictability of amplitude patterns across a time series of length \(N\). Lower MSE values for the time series reflect lower degrees of indeterminacy or higher degrees of determinacy. In contrast, higher MSE values indicate more complex or richer information in the signal. In this study, the time series used to calculate MSE included 30000 time points, which mainly included low-frequency brain activity signal representing changes on the scale of ten to one-hundred seconds. Such data generally required much larger temporal scale for coarse graining to obtain multiple fractal property of the signal. Meantime, considering the large scale calculation need longer resting-state data acquisition and the reliability guidance of the sample entropy estimations, we calculated the MSE on a scale of 1 to 30 for each subject in the current study (with parameters \(m = 2\) and \(r = 0.2\)) [28]. For individual resting fNIRS data, the MSE of the hemodynamic signal was computed through all measurement channels to create a whole-brain MSE parametric map for subsequent group analysis.
2.4.2 Group differences in brain signal complexity

To examine group differences in brain signal complexity on a whole-brain scale, we calculated the whole-brain-averaged MSE values for each group. Also, to test our hypothesis that the difference in brain signal complexity among groups is dependent on different functional brain systems, we further categorized the whole brain system into 6 different functional brain networks (default, frontoparietal control, ventral attention, somatomotor, dorsal attention and visual networks), following Yeo et al.’s work [21]. For each brain network, we conducted separate statistical comparisons of brain signal complexity. The averaged MSE within each functional network was used as an index to represent information related to brain signal complexity in the same network.

2.4.3 Statistical analysis

For group effects in brain signal complexity within each functional network, comparisons were performed among the three groups (AD, aMCI and HC) using one-way analysis of variance (ANOVA) with post hoc 2-sample t-tests when needed ($p < 0.05$ after correcting for multiple comparisons). Parametric ANOVA was used, and $p < 0.05$ with Bonferroni correction was considered significant. The effects of age, gender, and years of education were removed for all of these analyses. Furthermore, to determine the statistical reliability of the above findings, bootstrap analysis of confidence intervals was conducted using 1,000 bootstrap samples. For each functional network, confidence intervals (95%) for the average brain signal complexity within each group were calculated based on the bootstrap. Differences in brain signal complexity between groups were determined via a lack of overlap in these confidence intervals.

2.4.4 Relationships between brain signal complexity and clinical variables

To test the association between brain signal complexity and clinical variables, correlation analyses were performed between MSE and clinical variables (MMSE, MoCA, AVLT-immediate recall, AVLT-delayed recall, and AVLT-recognition) in the combined AD and aMCI groups on each functional brain network, with a significance threshold of $p < 0.05$. Before these correlation analyses, the effects of age, gender, and years of education were removed by multiple linear regression. The reliability of the correlation was determined by bootstrapping-estimated 95% confidence intervals (1000 bootstrap samples).

3. Results

3.1 Demographic and clinical characteristics

The demographic data are shown in Table 1; there were no significant differences in age, gender, or years of education among the three groups of participants. However, the patient groups (aMCI and AD) had significantly lower scores on the MMSE ($p < 0.01$), MOCA ($p < 0.01$), AVLT-immediate recall ($p < 0.01$), AVLT delayed recall ($p < 0.01$), and AVLT-recognition ($p < 0.01$) relative to the HC group.

3.2 Integrated brain signal complexity

MSE was utilized to estimate brain signal complexity in both healthy controls and patients. For each participant, the sample entropy on each measurement channel was separately calculated from scale 1 to 30. Figure 2(A) shows an example of the spatial distribution of sample entropy across multiple temporal scales in a representative brain region (No. 37) and a representative subject (No. 10). For each profile curve, sample entropy shows a monotonic increase with the temporal scale, with smaller values at the fine scale and larger values at the coarse scale for all participants. Since different temporal scales can characterize both short and long range temporal dynamics, the increasing entropy demonstrated increasing signal complexity for brain time series from short to long-range temporal correlations. There was no
interaction between the sample entropy curves for these participants. Similar profile curves were obtained for the grouped participants (Fig. 2(A)). These results were also observed in other brain regions. Thus, to provide a scale-independent index for the evaluation of brain signal complexity, we calculated the area under the curve (AUC, i.e., the integral) according to the MSE values. It has been established that such an averaging approach has the advantage of combining information from all scale factors [28]. Moreover, this approach is also similar to those used by previous MSE studies that analyzed other types of physiological signals [12, 29–32].

Fig. 2. The MSE and the distribution of MSE. (A) Sample entropy for participants in the HC, aMCI and AD groups, estimated for a specific brain region (i.e., channel No 37) and the whole brain, at different temporal scales. (B) The MSE distribution histogram of three groups of participants.

3.3 Group differences in brain signal complexity

The averaged MSE values across all 46 nodes were 7.13 ± 0.41 for HC, 6.96 ± 0.38 for aMCI, and 6.23 ± 0.32 for AD (Fig. 2(B)). Notably, the brain signal complexity in the HC group showed larger values in most brain regions compared to both aMCI and AD participants. A similar result was also found in the spatial maps of the MSE distribution in the three groups (Fig. 3(A)). The whole-brain-averaged MSE values also revealed significantly reduced brain signal complexity in the AD group (Fig. 3(B)).
For different functional brain networks, one-way ANOVA revealed network-associated differences in MSE among the three groups. The significant group differences in MSE were observed in the default mode ($F_{(2, 76)} = 3.88$, $p = 0.025$), frontoparietal ($F_{(2, 76)} = 2.59$, $p = 0.082$), and both dorsal ($F_{(2, 76)} = 2.58$, $p = 0.083$) and ventral attention networks ($F_{(2, 76)} = 3.66$, $p = 0.030$). However, no significant differences were found in the somatomotor or visual networks.

The MSE differences between the aMCI, AD and HC groups are shown in Fig. 4. Compared with HC, AD patients showed significant and reliable MSE decreases in the default mode ($t = 2.87$, $p = 0.018$, Cohen’s $d = 1.0$), frontoparietal ($t = 2.19$, $p = 0.099$, Cohen’s $d = 0.81$), dorsal ($t = 2.28$, $p = 0.084$, Cohen’s $d = 0.77$) and ventral attention networks ($t = 3.26$, $p = 0.006$, Cohen’s $d = 0.94$). Likewise, compared to the aMCI patients, the AD patients also showed nearly significant and reliable decreases in MSE in the default mode network ($t = 2.29$, $p = 0.084$, Cohen’s $d = 0.81$). Meantime, no MSE difference was observed for any brain network between the HC and aMCI groups.
3.4 Relationships between brain signal complexity and clinical variables

When considering the patients with AD and aMCI, the brain signal complexity in the default mode network was found to be significantly positively related to the MMSE and MoCA scores ($p<0.05$). Likewise, the brain signal complexity in the ventral attention network was found to be significantly positively related to the MMSE and MoCA scores ($p<0.05$). These results demonstrated that more severely impaired patients tended to have reduced brain signal complexity in specific brain networks (Fig. 5).
4. Discussion

In this study, we used fNIRS to evaluate the complexity of cortical hemoglobin signals at a high temporal resolution in different brain networks of aMCI and AD patients. Our key finding is that the AD group is characterized by decreased brain signal complexity compared with the HC group. The aMCI group demonstrated intermediate signal complexity on MSE, with values falling between those of the AD and HC groups. Moreover, these reductions in signal complexity appeared to be pathophysiologically meaningful, being correlated with the scores of the MMSE and MoCA. To the best of our knowledge, the present study represents a pioneering investigation of the complexity in spontaneous hemoglobin signal activity and its relation to cognitive performance in AD patients.

The current study shows that AD patients, compared to healthy controls, exhibited a reduced resting-state fNIRS complexity in most brain regions (Fig. 3(A)) and several typical cognitive networks (Fig. 4), e.g., the default mode and ventral attention networks. This result indicated that AD patients have decreased information processing capability in the brain compared to the healthy participants. The main reasons could attribute to an extensive neuronal death, a general effect of neurotransmitter deficiency or a decrease in the brain connectivity of local neural networks [33–35]. Our findings are in accord with the hypothesis that a decrease in the complexity of spontaneous brain activity is associated with disease states and aging [9]. The sample entropy of all of the three groups in this study showed a monotonic increase from the fine scale to the coarse scale, and entropy was consistently lower in the patient groups compared with the HC group. Notably, the weakest separation among the three groups was observed for scale one, the only scale studied by traditional entropy metrics. AD patients in our study exhibit abnormally decreased hemoglobin signal complexity.
over higher scale factors and toward regular patterns. It is known that the brain dynamics are affected by both local dense interconnectivity and long range excitatory projections [36, 37], so neuronal activity at these two spatial scales may be modulated by different neuropathophysiological mechanisms in AD. Based on this context, complexity at different temporal scales might represent different neuropathophysiological mechanism in AD and our results of increased complexity at larger time scales could thus reflect abnormal network organization and explained in terms of a disconnection syndrome [38]. However, prior EEG studies found decreased entropy at a fine scale and increased entropy at a coarse scale in an AD group compared with an HC group, and the two types of entropy alternation were differentially associated with cognitive performance [11–14]. The exact pathophysiologic mechanisms of the two different MSE profiles remain unclear. This discrepancy may stem from the difference in signal characteristics and metrics [8]. Future studies to investigate the complexity of the cortical hemoglobin signals in AD patients, normal aging and other brain states are warranted to clarify this issue.

Specifically, for the different functional brain networks, AD patients showed significant and reliable MSE decreases in the default mode, frontoparietal, dorsal and ventral attention networks. Our results suggested large-scale neuronal network dysfunctions in AD patients from a temporal dynamic perspective of functional brain activity. The default mode network has been hypothesized to be relevant to AD, and activation alterations, amyloid-β and tau pathology have been consistently found within the default mode network as disease severity progresses [5, 39, 40]. The frontoparietal network is thought to be involved in a wide variety of tasks required to initiate and modulate cognitive control [41, 42]. Moreover, this network may play an important role in the compensatory process of MCI and AD [5]. The ventral and dorsal attention networks have been reported to show decreased functional connectivity and activation alterations during the progression of AD [5, 43, 44]. Although the physiological nature of complexity in the resting-state brain signal remains elusive, decreased complexity in these functional networks may be related to cognitive dysfunction and AD-related pathology.

In this regard, the relationship between MSE values and cognitive performance may provide some hints. Both MMSE and MoCA are the most commonly used neuropsychological tests for providing overall measures of cognitive impairment in AD patients [45, 46]. Our results showing the positive correlation between MSE values and neuropsychological test scores suggest that lower brain signal complexity is associated with a higher degree of cognitive decline. The default mode network is considered to be responsible for important cognitive functions, including monitoring the external environment, supporting internal mentation, and processing episodic memory [47, 48]. Episodic memory impairment is considered one of the core characteristics of cognitive decline in aMCI and AD. The ventral attention network is closely related to an exogenous stimuli-driven attention re-orienting process and is activated during and detection of unexpected salient targets [49]. Decreased complexity of hemoglobin signals in these two networks could be the underlying reasons behind the cognition loss in AD. These findings are consistent with the notion that the complexity of a physiologic system is often associated with its adaptive capacity [8].

There are several limitations in our study that should be noted. First, our sample size was relatively small; future analyses of a larger cohort should be carried out to validate the present results. Second, we did not identify significant differences in brain signal complexity between the aMCI and HC groups, which could have occurred because aMCI is a transitional period in the progression of AD and is considered a heterogeneous entity. However, further refinement of MSE measures and the definition of aMCI may enable new MSE-based methods to detect aMCI. Another limitation of our fNIRS-based MSE study must be noted. Low penetration depth is a known drawback of fNIRS brain imaging; thus, this methodology is limited to the investigation of complexity in hemoglobin signals from cortical regions in large-scale functional systems.
5. Conclusion

The present study used the resting-state fNIRS imaging to evaluate the complexity of spontaneous brain signals in aMCI and AD patients and the relationship of complexity with cognitive performance. Our results provide a novel perspective for fNIRS imaging on study of the temporal dynamics of functional brain activity across large-scale neuronal networks. Although this study is only a first step in the analysis of MSE using fNIRS signals of AD patients, our findings highlight the potential utility of MSE-based methods as powerful, complementing approaches to understanding the pathophysiologic mechanisms of AD.
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