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Abstract

The noncentral Wishart distribution has become more mainstream in statistics as the prevalence of applications involving sample covariances with underlying multivariate Gaussian populations as dramatically increased since the advent of computers. Multiple sources in the literature deal with local approximations of the noncentral Wishart distribution with respect to its central counterpart. However, no source has yet developed explicit local approximations for the (central) Wishart distribution in terms of a normal analogue, which is important since Gaussian distributions are at the heart of the asymptotic theory for many statistical methods. In this paper, we prove a precise asymptotic expansion for the ratio of the Wishart density to the symmetric matrix-variate normal density with the same mean and covariances. The result is then used to derive an upper bound on the total variation between the corresponding probability measures and to find the pointwise variance of a new density estimator on the space of positive definite matrices with a Wishart asymmetric kernel. For the sake of completeness, we also find expressions for the pointwise bias of our new estimator, the pointwise variance as we move towards the boundary of its support, the mean squared error, the mean integrated squared error away from the boundary, and we prove its asymptotic normality.
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1. Introduction

Let \( d \in \mathbb{N} \) be given. Define the space of (real) symmetric matrices of size \( d \times d \) and the space of (real symmetric) positive definite matrices of size \( d \times d \) as follows:

\[
S^d := \{ M \in \mathbb{R}^{d \times d} : M \text{ is symmetric} \},
\]
\[
S^d_{++} := \{ M \in \mathbb{R}^{d \times d} : M \text{ is symmetric and positive definite} \}.
\]

For \( \nu > d - 1 \) and \( S \in S^d_{++} \), the density function of the Wishart\(_d\)(\( \nu, S \)) distribution is defined by

\[
K_{\nu, S}(X) := \frac{|S^{-1}X|^{(\nu/2)-(d+1)/2} \exp \left( -\frac{1}{2} \text{tr}(S^{-1}X) \right)}{2^{(d/2)\nu(d+1)/2} \pi^{(d+1)/4} \prod_{i=1}^{d} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu}{2} \right)} \quad X \in S^d_{++},
\]

where \( \nu \) is the number of degrees of freedom, \( S \) is the scale matrix, and

\[
\Gamma(a) := \int_0^{\infty} t^{a-1} e^{-t} dt, \quad a > 0,
\]
denotes the Euler gamma function. The mean and covariance matrix for the vectorization of \( W \sim \text{Wishart}_d(\nu, S) \), namely

\[
\text{vec}(W) := (W_{11}, W_{12}, W_{22}, \ldots, W_{1d}, \ldots, W_{dd})^\top,
\]
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(vecp(·) is the operator that stacks the columns of the upper triangular portion of a symmetric matrix on top of each other) are well known to be:

\[ \mathbb{E}[\text{vecp}(\mathcal{W})] = \nu \text{vecp}(S) \quad \text{(alternatively, } \mathbb{E}[\mathcal{W}] = \nu S) \quad (3) \]

and

\[ \text{Var}(\text{vecp}(\mathcal{W})) = B_{d}^{2d+1/2}(\sqrt{2\nu}S \otimes \sqrt{2\nu}S)B_{d}, \quad (4) \]

where \( I_{d} \) is the identity matrix of order \( d \), \( B_{d} \) is a \( d^{2} \times \frac{1}{2}(d+1) \) transition matrix (see Gupta and Nagar [25] p.11) for the precise definition), and \( \otimes \) denotes the Kronecker product.

Multiple sources in the literature deal with local approximations of the noncentral Wishart distribution with respect to the (central) Wishart distribution, see, e.g., Kocherlakota and Kocherlakota [34], Kollo and von Rosen [37], Steyn and Roux [54], Tan and Gupta [55]. However, no source has yet developed explicit local approximations for the (central) Wishart distribution in terms of a normal analogue, which is important since Gaussian distributions are at the heart of the asymptotic theory for many statistical methods.

The main goal of our paper (Theorem 1) is to establish an asymptotic expansion for the ratio of the Wishart density (1) to the symmetric matrix-variate normal (SMN) density with the same mean and covariances. According to Gupta and Nagar [25] Eq.(2.5.8), the density of the SMN \( \mathcal{N}_{d,\nu}(\nu S, B_{d}^{2}(\sqrt{2\nu}S \otimes \sqrt{2\nu}S)B_{d}) \) distribution is

\[ g_{\nu,\nu}(\mathcal{X}) = \frac{\exp\left(-\frac{1}{2}\text{tr}(\Delta_{\nu,\nu}^{2})\right)}{\sqrt{2 \pi^{d(d+1)/2}|B_{d}^{2}(\sqrt{2\nu}S \otimes \sqrt{2\nu}S)B_{d}|}} = \frac{\exp\left(-\frac{1}{2}\text{tr}(\Delta_{\nu,\nu}^{2})\right)}{\sqrt{2 \pi^{d(d+1)/2}|\sqrt{2\nu}S|^{d+1}}}, \quad \mathcal{X} \in S^{d}, \quad (5) \]

where the last equality follows from Gupta and Nagar [25] Eq.(1.2.18), and

\[ \Delta_{\nu,\nu} := (\sqrt{2\nu}S)^{-1/2}(\mathcal{X} - \nu S)(\sqrt{2\nu}S)^{-1/2}. \]

Rewritings of the density (5) are provided on page 71 of Gupta and Nagar [25] using the vectorization operators vec(·) and vecp(·). For example, we can rewrite \( g_{\nu,\nu}(\mathcal{X}) \) in terms of vecp(·) as follows:

\[ g_{\nu,\nu}(\mathcal{X}) = \frac{\exp\left(-\frac{1}{2}(\text{vecp}(\mathcal{X}) - \text{vecp}(\nu S))^{\top}[B_{d}^{2}(\sqrt{2\nu}S \otimes \sqrt{2\nu}S)B_{d}]^{-1}(\text{vecp}(\mathcal{X}) - \text{vecp}(\nu S))\right)}{\sqrt{(2\pi)^{d(d+1)/2}|B_{d}^{2}(\sqrt{2\nu}S \otimes \sqrt{2\nu}S)B_{d}|}}, \quad \mathcal{X} \in S^{d}. \]

To give a bit of practical motivations for the SMN distribution (5), note that noise in the estimate of individual voxels of diffusion tensor magnetic resonance imaging (DT-MRI) data has been shown to be well modeled by the SMN\(_{3x3}\) distribution in [6,44,45]. The SMN voxel distributions were combined into a tensor-variate normal distribution in [7,23], which could help to predict how the whole image (not just individual voxels) changes when shearing and dilation operations are applied in image wearing and registration problems, see Alexander et al. [3]. In [49], maximum likelihood estimators and likelihood ratio tests are developed for the eigenvalues and eigenvectors of a form of the SMN distribution with an orthogonally invariant covariance structure, both in one-sample problems (for example, in image interpolation) and two-sample problems (when comparing images) and under a broad variety of assumptions. This work extended significantly previous results of Mallows [41]. In [49], it is also mentioned that the polarization pattern of cosmic microwave background (CMB) radiation measurements can be represented by \( 2 \times 2 \) positive definite matrices, see the primer by Hu and White [30]. In a very recent and interesting paper, Vafaei Sadr and Movahed [56] presented evidence for the Gaussianity of the local extrema of CMB maps. We can also mention [22], where finite mixtures of skewed SMN distributions were applied to an image recognition problem.

In general, we know that the Gaussian distribution is an attractor for sums of i.i.d. random variables with finite variance, which makes many estimators in statistics asymptotically normal. Similarly, we expect the SMN distribution (5) to be an attractor for sums of i.i.d. random symmetric matrices with finite variances, thus including many estimators such as sample covariance matrices and score statistics for symmetric matrix parameters. In particular, if a given statistic or estimator is a function of the components of a sample covariance matrix for i.i.d. observations coming from a multivariate Gaussian population, then we could study its large sample properties (such as its moments) using Theorem 1 (for example, by turning a Wishart-moments estimation problem into a Gaussian-moments estimation problem).

In Section 3 we use our asymptotic expansion (Theorem 1) to find the pointwise variance of a new density estimator on the space of positive definite matrices with a Wishart asymmetric kernel (Section 3.1), and we derive an upper bound on the total variation between the probability measures on \( S^{d} \) induced by (1) and (5) (Section 3.2). These are two examples of applications, but it is clear that there could be many others under the proper context.
Remark 1 (Notation). Throughout the paper, \( a = O(b) \) means that \( \limsup |a/b| < C \) as \( n \to \infty \) (or as \( b \to 0 \) or as \( n \to 0 \)), depending on the context, where \( C > 0 \) is a universal constant. Whenever \( C \) might depend on some parameter, we add a subscript (for example, \( a = O_d(b) \)). Similarly, \( a = o(b) \) means that \( \lim |a/b| = 0 \), and subscripts indicate which parameters the convergence rate can depend on. The notation \( \text{tr}(\cdot) \) will denote the trace operator for matrices and \( |\cdot| \) their determinant. For a matrix \( M \in \mathbb{R}^{d \times d} \) that is diagonalizable, \( \lambda_1(M) \leq \cdots \leq \lambda_d(M) \) will denote its eigenvalues, and we let \( \lambda(M) := (\lambda_1(M), \ldots, \lambda_d(M))^T \).

In Section 2.1 and the related proofs, the symbol \( \mathcal{D} \) over an arrow \( \rightarrow \) will denote the convergence in distribution. We will also use the shorthand \( [d] := \{1, \ldots, d\} \) in several places. Finally, the bandwidth parameter \( b = b(n) \) will always be implicitly a function of the number of observations, the only exceptions being in Theorem 2 and the related proof.

2. Main result

Below, we prove an asymptotic expansion for the ratio of the Wishart density to the symmetric matrix-variate normal (SMN) density with the same mean and covariances. This result is (much) stronger than the result found, for example, in [4] Theorem 3.6.2 or [20] Theorem 2.5.1], which says that for a sequence of i.i.d. multivariate Gaussian observations \( X_1, \ldots, X_n \sim N_d(\mu, S) \) with \( \mu \in \mathbb{R}^d \) and \( S \in S_d^+ \), the scaled and centered sample covariance matrix of \( X_1, \ldots, X_n \) converges in law to a SMN distribution, specifically,

\[
\frac{1}{n} \sum_{i=1}^{n} (X_i - \mu)(X_i - \mu)^T \xrightarrow{\text{law}} \text{SMN}_{d \times d}(0, d, 2B_d(S \otimes S)B_d), \quad n \to \infty.
\]

The result in Theorem 1 is stronger than (6) since it is well known that \( \sum_{i=1}^{n} (X_i - \mu)(X_i - \mu)^T \sim \text{Wishart}(n, S) \) in this context.

Theorem 1. Let \( n > d - 1 \) and \( S \in S_d^+ \) be given. Pick any \( \eta \in (0, 1) \) and let

\[
B_{d, \eta}(S) := \left\{ X \in S_d^+ : \max_{1 \leq i \leq d} \left| \sqrt{2/n} \lambda_i(D_{\eta, S}) \right| \leq \eta^{1/3} \right\}
\]

denote the bulk of the Wishart distribution. Then, as \( n \to \infty \) and uniformly for \( X \in B_{d, \eta}(S) \), we have

\[
\log \left( \frac{K_{d, S}(X)}{g_{d, S}(X)} \right) = v^{-1/2} \cdot \left( \frac{\sqrt{2}}{3} \text{tr}(\Delta_{v, S}) - \frac{d + 1}{\sqrt{2}} \text{tr}(\Delta_{v, S}) \right) + v^{-1} \cdot \left( \frac{1}{2} \text{tr}(\Delta^2_{v, S}) + \frac{d + 1}{2} \text{tr}(\Delta^1_{v, S}) \right) - \frac{d(2d^2 + 3d - 5)}{24} + \frac{d}{6}
\]

\[
+ O_d\left( \left( 1 + \max_{1 \leq i \leq d} |\lambda_i(\Delta_{v, S})|^{1/2} \right)^{1/2} \right)
\]

Furthermore,

\[
\frac{K_{d, S}(X)}{g_{d, S}(X)} = 1 + v^{-1/2} \cdot \left( \frac{\sqrt{2}}{3} \text{tr}(\Delta^1_{v, S}) - \frac{d + 1}{\sqrt{2}} \text{tr}(\Delta_{v, S}) \right) + v^{-1} \cdot \left( \frac{1}{9} \text{tr}(\Delta^3_{v, S}) - \frac{d + 1}{3} \text{tr}(\Delta^2_{v, S}) \text{tr}(\Delta_{v, S}) + \frac{d(2d^2 + 3d - 5)}{24} + \frac{d}{6} \right) + O_d\left( \left( 1 + \max_{1 \leq i \leq d} |\lambda_i(\Delta_{v, S})|^{1/2} \right)^{1/2} \right)
\]

As a direct consequence of Theorem 1, we obtain expansions for the ratio and log-ratio of the density function for a multivariate bijective mapping \( h(\cdot) \) applied to a Wishart random matrix to the density function of the same mapping applied to the corresponding SMN random matrix. In particular, the corollary below provides an asymptotic expansion for the density of a bijective mapping applied to a sample covariance matrix for i.i.d. observations coming from a multivariate Gaussian population.

Corollary 1. Let \( n > d - 1 \) and \( S \in S_d^+ \) be given, and let \( W \sim \text{Wishart}_d(n, S) \) and \( N \sim \text{SMN}_{d \times d}(nS, B_d^*(\sqrt{2n}S \otimes \sqrt{2n}S)B_d) \). Let \( h(\cdot) \) be a one-to-one mapping from an open subset \( D \) of \( S_d^+ \) onto a subset \( R \) of \( \mathbb{R}^{d(d+1)/2} \). Assume further that \( h \) has continuous partial derivatives on \( D \) and its Jacobian determinant \( \frac{d}{d\text{vec}(X)} h(X) \) is non-zero for all \( X \in D \). Define

\[
\Lambda_{v, S} = (\sqrt{2n}S)^{-1/2}(h^{-1}(y) - vS)(\sqrt{2n}S)^{-1/2}, \quad y \in R,
\]
and denote by \( f_{\nu}(W) \) and \( f_{\nu}(N) \) the density functions of \( h(W) \) and \( h(N) \), respectively. Fix any \( \eta \in (0, 1) \), then we have, as \( \nu \to \infty \), and uniformly for \( \eta \in R \) such that \( h^{-1}(\nu) \in B_{\nu}(\eta) \),

\[
\log \left( \frac{f_{\nu}(W)(y)}{f_{\nu}(N)(y)} \right) = y^{-1/2} \cdot \left[ \frac{\sqrt{2}}{3} \tr(\Delta_{\nu,5}) - \frac{d + 1}{\sqrt{2}} \tr(\Delta_{\nu,3}) \right] + y^{-1} \cdot \left[ \frac{d + 1}{2} \tr(\Delta_{\nu,2}) - \left( \frac{d(2d^2 + 3d - 5)}{24} + \frac{d}{6} \right) \right] + \mathcal{O}(\nu^{5/2}),
\]

and

\[
\frac{f_{\nu}(W)(y)}{f_{\nu}(N)(y)} = 1 + y^{-1/2} \cdot \left[ \frac{\sqrt{2}}{3} \tr(\Delta_{\nu,5}) - \frac{d + 1}{\sqrt{2}} \tr(\Delta_{\nu,3}) \right] + y^{-1} \cdot \left[ \frac{d + 1}{2} \tr(\Delta_{\nu,2}) - \left( \frac{d(2d^2 + 3d - 5)}{24} + \frac{d}{6} \right) \right] + \mathcal{O}(\nu^{5/2}).
\]

Under the conditions of Corollary 1, we know from the multivariate delta method (see, e.g., [20] Theorem 2.5.2) that the random vectors \( \nu^{-1/2} (h(W) - h(\nu)) \) and \( \nu^{-1/2} (h(N) - h(\nu)) \) both converge in distribution, as \( \nu \to \infty \), to

\[
Y - \mathcal{N}(d, d + 1/2) \left( \frac{d}{\text{d vec}(\mathbb{X})} h(\mathbb{X}) \right) \bigg|_{\mathbb{X} = \nu} \sim \mathcal{N} \left( 0, \frac{\nu}{d \text{ vec}(\mathbb{X})} h(\mathbb{X}) \right) \bigg|_{\mathbb{X} = \nu}.
\]

where \( h(\mathbb{X}) = (h_1(\mathbb{X}), \ldots, h_{d+1}(\mathbb{X})) \) and

\[
\frac{d}{\text{d vec}(\mathbb{X})} h(\mathbb{X}) \bigg|_{\mathbb{X} = \nu} = \left[ \frac{d}{\text{d vec}(\mathbb{X})} h_1(\mathbb{X}) \bigg|_{\mathbb{X} = \nu} \quad \frac{d}{\text{d vec}(\mathbb{X})} h_2(\mathbb{X}) \bigg|_{\mathbb{X} = \nu} \quad \ldots \quad \frac{d}{\text{d vec}(\mathbb{X})} h_{d+1}(\mathbb{X}) \bigg|_{\mathbb{X} = \nu} \right]^T.
\]

Therefore, it would have been neat to extend Corollary 1 by expanding the log-ratio \( \log(f_{\nu^{-1/2}(h(W) - h(\nu)))}(y) / f_{\nu}(y)) \). However, this would most likely require an expansion for the log-ratio \( \log(f_{\nu^{-1/2}(h(N) - h(\nu)))}(y) / f_{\nu}(y)) \), and it is unclear which restrictions we should impose on \( h \) to progress in that direction. This question is left open for future research.

Below, we provide numerical evidence (displayed graphically) for the validity of the expansion in Theorem 1 when \( d = 2 \). We compare three levels of approximation for various choices of \( S \). For any given \( S \in S^d_{++} \), define

\[
E_0 := \sup_{S \in S^d_{++}} \left| \log \left( \frac{K_{\nu}(S)}{S_{\nu}(S)} \right) \right|,
\]

\[
E_1 := \sup_{S \in S^d_{++}} \left| \log \left( \frac{K_{\nu}(S)}{S_{\nu}(S)} \right) - y^{-1/2} \left( \frac{\sqrt{2}}{3} \tr(\Delta_{\nu,5}) - \frac{d + 1}{\sqrt{2}} \tr(\Delta_{\nu,3}) \right) \right|,
\]

\[
E_2 := \sup_{S \in S^d_{++}} \left| \log \left( \frac{K_{\nu}(S)}{S_{\nu}(S)} \right) - y^{-1/2} \left( \frac{\sqrt{2}}{3} \tr(\Delta_{\nu,5}) - \frac{d + 1}{\sqrt{2}} \tr(\Delta_{\nu,3}) \right) - \left( \frac{d + 1}{2} \tr(\Delta_{\nu,2}) - \left( \frac{d(2d^2 + 3d - 5)}{24} + \frac{d}{6} \right) \right) \right|.
\]

In order to avoid numerical errors in part due to the gamma functions in \( K_{\nu}(S) \), we have to work a bit to get an expression for \( \log \left( \frac{K_{\nu}(S)}{S_{\nu}(S)} \right) \) which is numerically more stable. By taking the expression for \( K_{\nu}(S) \) in (19) and dividing by the expression for \( S_{\nu}(S) \) on the right-hand side of (5), we get

\[
\frac{K_{\nu}(S)}{S_{\nu}(S)} = 1 + \sqrt{2/\nu} \Delta_{\nu,1}^{\nu / (2d + 1)} \cdot \exp \left( - \sqrt{2} \tr(\Delta_{\nu,5}) + \frac{d}{2} \tr(\Delta_{\nu,3}) \right),
\]

so that

\[
\log \left( \frac{K_{\nu}(S)}{S_{\nu}(S)} \right) = \frac{\nu - (d + 1)}{2} \sum_{i=1}^d \log \left( 1 + \frac{\sqrt{2}}{\nu} \lambda_i(\Delta_{\nu,5}) \right) - \frac{\nu - 1}{2} \tr(\Delta_{\nu,2}) - \frac{d}{2} \sum_{i=1}^d \left( \frac{\nu - i - 1}{\nu} \right) \log \left( 1 - \frac{i + 1}{\nu} \right) + \frac{i + 1}{2} \right] - \frac{1}{2} \log(2\pi) + \frac{d}{2} (\nu - (i + 1)) - \frac{\nu - i}{2} \log \left( \frac{1}{\nu} (\nu - (i + 1)) \right).
\]

In R, we used this last equation to evaluate the log-ratios inside \( E_0, E_1 \) and \( E_2 \).
Note that \( X \in B_{t,\infty}(2^{-1/2} r^{-1/6}) \) implies \( |\text{tr}(X^k)| \leq d 2^{-k} \) for all \( k \in \mathbb{N} \), so we expect from Theorem 1 that the maximum errors above \( (E_0, E_1 \text{ and } E_2) \) will have the asymptotic behavior

\[
E_i = O_d(r^{-(1+i)/2}), \quad \text{for all } i \in \{0, 1, 2\},
\]

or equivalently,

\[
\lim \inf_{N \to \infty} \frac{\log E_i}{\log (r^{-i/2})} \geq \frac{1 + i}{2}, \quad \text{for all } i \in \{0, 1, 2\}. \tag{10}
\]

The property (10) is verified in Fig. 2 below, for various choices of \( S \). Similarly, the corresponding log-log plots of the errors as a function of \( r \) are displayed in Fig. 1. The simulations are limited to the range \( 5 \leq r \leq 205 \). The R code that generated Fig. 1 and Fig. 2 can be found in Appendix B.

![Fig. 1: Plots of 1/Ei as a function of r, for various choices of S. Both the horizontal and vertical axes are on a logarithmic scale. The plots clearly illustrate how the addition of correction terms from Theorem 1 to the base approximation 9 improves it.](image)

\[\text{Fig. 1: Plots of } 1/E_i \text{ as a function of } r, \text{ for various choices of } S. \text{ Both the horizontal and vertical axes are on a logarithmic scale. The plots clearly illustrate how the addition of correction terms from Theorem 1 to the base approximation 9 improves it.}\]

3. Applications

3.1. Asymptotic properties of Wishart asymmetric kernel estimators

Symmetric positive definite (SPD) matrix data are prevalent in modern statistical applications. As pointed out by Hadjicosta [26] and Hadjicosta and Richards [27], where goodness-of-fit tests for the Wishart distribution were developed
based on integral transforms, factor analysis, diffusion tensor imaging, CMB radiation measurements, volatility models in finance, wireless communication systems and polarimetric radar imaging are just a few areas where SPD matrix data might be observed. Some articles have dealt with methods of density estimation on this space but the literature remains relatively scarce. Chevallier et al. [17] show how truncated Fourier series can be used for various applications, Haff et al. [28]. Kim and Richards [32, 33] explore the deconvolution of Wishart mixtures, Chevallier et al. [19] adapt the kernel estimator on compact Riemannian manifolds introduced by Pelletier [46] to compact subsets of the space of multivariate Gaussian distributions under the Fisher information metric and the Wasserstein metric, and Asta [5] defines a kernel density estimator on symmetric spaces of non-compact type (similar to Pelletier’s but for which Helgason–Fourier transforms are defined) and proves an upper bound on the convergence rate that is analogous to the minimax rate of classical kernel estimators on Euclidean spaces.

In a recent preprint, Li et al. [39] consider log-Gaussian kernel estimators (based on the logarithm map for SPD matrices) and a variant of the Wishart asymmetric kernel estimator that is slightly different from our definition below in (11). They prove various asymptotic properties for the former and a simulation study compares them both. If we were to apply traditional multivariate kernel estimators to the vectorization (in $\mathbb{R}^{d(d+1)/2}$, recall (2)) of a sequence of i.i.d. random SPD matrices, then these estimators would misbehave near the boundary because of the condition on the eigenvalues (i.e., that they remain positive), and the usual boundary kernel modifications would not be appropriate either since positive definiteness is not a condition that can be translated to individual bounds on the entries of a matrix. To the best of our knowledge, [39] is the only paper that presents estimators on the space of SPD matrices that address (implicitly) the spill over problem of traditional multivariate kernel estimators caused by the boundary condition on the

(11)
eigenvalues. Similarly to Li et al. [39], we can construct a new density estimator with a Wishart asymmetric kernel that creates a variable smoothing in our space and has a uniformly negligible bias on $S_{++}^d$ (including near the boundary).

In terms of applications, our new density estimation method on $S_{++}^d$ could be used, apart from visualization purposes, for nonparametric alternatives to regression and classification (both supervised and unsupervised) in any of the fields mentioned at the beginning of the first paragraph in this section. The favorable boundary properties of our estimator (Theorem 2 below) shows that the pointwise bias is asymptotically uniformly negligible means that it could be particularly useful for scarce data sets and/or data sets with clusters of observations near the boundary of $S_{++}^d$.

Here is the definition of our estimator. Assume that we have a sequence of observations $X_1, \ldots, X_n \in S_{++}^d$ that are independent and $F$ distributed ($F$ is unknown), with density $f$ supported on $S_{++}^d$ for some $d \in \mathbb{N}$. Then, for a given bandwidth parameter $b > 0$, let

$$\hat{f}_{n,b}(S) := \frac{1}{n} \sum_{i=1}^{n} K_{1/b, bS}(X_i), \quad S \in S_{++}^d, \tag{11}$$

be the (or a) Wishart asymmetric kernel estimator for the density function $f$, where $K_{1/b, bS}()$ is defined in (1). The estimator $\hat{f}_{n,b}$ can be seen as a continuous example in the broader class of multivariate associated kernel estimators introduced by Kokonendji and Somé [35, 36]. It is also a natural generalization of a slight variant of the (unmodified) Gamma kernel estimator introduced by Chen [16] because the Wishart distribution (recall (1)) is a matrix-variate analogue of the Gamma distribution. In [32, 12, 16, 19, 29, 58], many asymptotic properties for Gamma kernel estimators of density functions supported on the half-line $[0, \infty)$ were studied, among other things: pointwise bias, pointwise variance, mean squared error, mean integrated squared error, asymptotic normality and uniform strong consistency. Also, bias reduction techniques were explored by Igarashi and Kakizawa [31] and Funke and Kawka [21], and adaptive Bayesian methods of bandwidth selection were presented by Somé [52] and Somé and Kokonendji [53].

Below, we show how some of the asymptotic properties of $\hat{f}_{n,b}$ can be studied using the asymptotic expansion developed in Theorem 1. Assume that $f$ is Lipschitz continuous on $S_{++}^d$. (To make sense of this assumption, note that $S_{++}^d$ is an open and convex subset in the space of symmetric matrices of size $d \times d$, which itself is isomorphic to $\mathbb{R}^{d(d+1)/2}$.) Then, straightforward calculations show that, for any given $S \in S_{++}^d$,

$$\text{Var}(\hat{f}_{n,b}(S)) = n^{-1} \mathbb{E} \left( \left( K_{1/b, bS}(X) \right)^2 \right) - n^{-1} \left( \mathbb{E} \left( K_{1/b, bS}(X) \right) \right)^2 = n^{-1} \mathbb{E} \left( \left( K_{1/b, bS}(X) \right)^2 \right) - O_{d, \mathbb{R}}(n^{-1}), \tag{12}$$

where

$$\mathbb{E} \left( \left( K_{1/b, bS}(X) \right)^2 \right) = \int_{S^d} \int_{S^d} \left| \frac{\sqrt{2 \pi}}{\sqrt{\det \Sigma}} \right|^{-\frac{d+1}{2}} \left( f(S) + O_{d, \mathbb{R}}(b^{1/2}) \right) \frac{1}{\sqrt{2 \pi} |S|^{d+1/2}} \left( \frac{\det \Sigma}{\sqrt{\det S} \det S} \right)^{d+1/2} dS dS = b^{-d(d+1)/4} \left( \frac{\sqrt{2 \pi}}{\sqrt{\det S}} \right)^{d+1/2} \left( f(S) + O_{d, \mathbb{R}}(b^{1/2}) \right).$$

By applying this last estimate in (12), we obtain the pointwise variance.

**Proposition 1** (Pointwise variance). Assume that $f$ is Lipschitz continuous on $S_{++}^d$. For any given $S \in S_{++}^d$, we have

$$\text{Var}(\hat{f}_{n,b}(S)) = n^{-1} b^{-d(d+1)/4} \left| \frac{\sqrt{2 \pi}}{\sqrt{\det S}} \right|^{d+1/2} \left( f(S) + O_{d, \mathbb{R}}(b^{1/2}) \right), \quad n \to \infty.$$

From this, other asymptotic expressions can be derived such as the mean squared error and the mean integrated squared error, and we can also optimize the bandwidth parameter $b$ with respect these expressions to implement a plug-in selection method exactly as we would in the setting of traditional multivariate kernel estimators, see, e.g., Scott [50 Section 6.5] or Chacón and Duong [14 Section 3.6]. The expressions for the mean squared error and the mean integrated squared error (away from the boundary) are provided below in Corollary 2 and Theorem 4, respectively, together with the corresponding optimal choice of $b$. For the sake of completeness, we also provide results on the pointwise bias of our estimator (see Theorem 3), its pointwise variance as we move towards the boundary of $S_{++}^d$ (see Theorem 5) and its asymptotic normality (see Theorem 6).

For each result in the remainder of this section, one of the following two assumptions will be used:

- The density $f$ is Lipschitz continuous and bounded on $S_{++}^d$. \hspace{1cm} (13)
- The density $f$ and its first order partial derivatives are continuous and bounded on $S_{++}^d$, and the second order partial derivatives of $f$ are uniformly continuous and bounded on $S_{++}^d$. \hspace{1cm} (14)

**Remark 2.** Again, to make sense of the above assumptions, note that $S_{++}^d$ is an open and convex subset in the space of symmetric matrices of size $d \times d$, denoted by $S^d$, which itself is isomorphic to $\mathbb{R}^{d(d+1)/2}$. 7
We denote the expectation of \( f_{\hat{b},b}(S) \) by

\[
\hat{f}_{b}(S) := E \left[ f_{\hat{b},b}(S) \right] = E[K_{1/b,S}(X)] = \int_{S^n} K_{1/b,S}(M) f(M) dM.
\]

Alternatively, notice that if \( W_S \sim \text{Wishart}_d(1/b, bS) \), then we also have the representation

\[
f_{\hat{b}}(S) = E[f(W_S)].
\]

The asymptotics of the pointwise bias and variance were first computed by Chen [15, 16] for Beta and Gamma kernel estimators, by Oumet and Tolosana-Delgado [33] for the Dirichlet kernel estimator of Atchison and Lauder [2], and by Kokonendji and Somé [35, 36] for multivariate associated kernel estimators. The next two theorems below extend the (unmodified) Gamma case to our multidimensional setting.

**Theorem 2** (Pointwise bias). Assume that (13) holds. Then as \( b \to 0 \), and uniformly for \( S \in S^n_{++} \), we have

\[
\text{Bias}[\hat{f}_{\hat{b},b}(S)] = \hat{f}_{b}(S) - f(S) = b g(S) + o_b(b),
\]

where

\[
g(S) := \frac{1}{2} \sum_{i,j \in [d]} \left[ 2B^2_i(S \otimes S) B_{i,j} \cdot \frac{\partial^2}{\partial S_i \partial S_j} f(S) \right],
\]

and where \( \otimes \) denotes the Kronecker product, and \([\cdot]_{i,j} \) means that we select the entry \((i_2-1)i_2/2 + j_2, (j_2-1)j_2/2 + j_1 \) in the \((d(d+1)/2) \times (d(d+1)/2)\) matrix.

**Theorem 3** (Pointwise variance). Assume that (13) holds. Assume that \( S \in S^n_{++} \) be independent of \( b \) and assume that it diagonalizes as \( S = V \text{ diag}(\lambda_b(K)) V^T \). Pick any subset \( \emptyset \subset F \subset [d] \) and assume that

\[
S = V \text{ diag}(\lambda_b(K)) V^T, \quad \text{where the vector } \lambda_b(K) \text{ satisfies } [\lambda_b(K)] := \begin{cases} 
\lambda_b(K_i), & \text{if } i \in [d] \setminus F, \\
b \lambda_b(K_i), & \text{if } i \in F.
\end{cases}
\]

In particular, with this choice of \( S \), note that \( |S| = b^{2|F|} |K| \). Then we have, as \( n \to \infty \),

\[
\text{Var}[\hat{f}_{\hat{b},b}(S)] = n^{-1} b^{-\gamma(d)/2} \cdot \psi(S) \left( f(S) + O_d(b^{1/2}) \right) + O(n^{-1}),
\]

where

\[
r(d) := \frac{d(d+1)}{2} \quad \text{and} \quad \psi(S) := \frac{|\sqrt{2} V|}{2^{d(d+1)/2}}.
\]

The above theorem means that the pointwise variance is \( O_d(n^{-1} b^{-\gamma(d)/2}) \) away from the boundary of \( S^n_{++} \) and it gets multiplied by a factor \( b^{-\gamma(d)/2} \) every time one of the \( d \) eigenvalues approaches zero at a linear rate with respect to \( b \). If \( |F| \) eigenvalues approach zero as \( b \to 0 \), then the pointwise variance is \( O_d(n^{-1} b^{-\gamma(d)/2} |F|^{\gamma(d)/2}) \).

By combining Theorem 2 and Proposition 1 (equivalently, Theorem 3 for \( |F| = 0 \)), we can compute the mean squared error of our estimator and optimize the choice of the bandwidth parameter \( b \).

**Corollary 2** (Mean squared error). Assume that (14) holds. Then, as \( n \to \infty \) and \( b = b(n) \to 0 \), and for any given \( S \in S^n_{++} \), we have

\[
\text{MSE}[\hat{f}_{\hat{b},b}(S)] := E \left[ \left( \hat{f}_{\hat{b},b}(S) - f(S) \right)^2 \right] = \text{Var}[\hat{f}_{\hat{b},b}(S)] + (\text{Bias}[\hat{f}_{\hat{b},b}(S)])^2
\]

\[
= n^{-1} b^{-\gamma(d)/2} \cdot \psi(S) f(S) + b^2 g^2(S) + O_d(n^{-1} b^{-\gamma(d)/2 + 1/2}) + o_d(b^2).
\]

In particular, if \( f(S) \cdot g(S) \neq 0 \), the asymptotically optimal choice of \( b \), with respect to MSE, is

\[
b_{\text{opt}}(S) = n^{-2/(r(d)+4)} \left( \frac{r(d)}{2} \right)^{2/(r(d)+4)} \frac{\psi(S) f(S)}{g^2(S)},
\]

with

\[
\text{MSE}[\hat{f}_{\hat{b},b_{\text{opt}}}(S)] = n^{-4/(r(d)+4)} \left[ 1 + \frac{r(d)}{4} \right] \frac{\left( \psi(S) f(S) \right)^{4/(r(d)+4)}}{\left( g^2(S) \right)^{2/(r(d)+4)}} + o_d(n^{-4/(r(d)+4)}), \quad n \to \infty.
\]

More generally, if \( n^{2/(r(d)+4)} b \to \lambda \) as \( n \to \infty \) for some \( \lambda > 0 \), then

\[
\text{MSE}[\hat{f}_{\hat{b},b}(S)] = n^{-4/(r(d)+4)} \left[ \lambda^{-r(d)/2} \psi(S) f(S) + \lambda^2 g^2(S) \right] + o_d(n^{-4/(r(d)+4)}).
\]
By integrating the MSE on the following subset of $S^d_+$,

$$S^d_+(\delta) := \{M \in S^d_+ : \delta \leq \lambda_1(M) \leq \cdots \leq \lambda_d(M) \leq \delta^{-1}\}, \quad 0 < \delta < 1,$$

we obtain the next result.

**Theorem 4** (Mean integrated squared error on $S^d_+(\delta)$). Assume that (14) holds. For a given $\delta \in (0, 1)$, assume also that

\[
\int_{S^d_+(\delta)} \psi(S) f(S) dS < \infty, \quad \int_{S^d_+(\delta)} g^2(S) dS < \infty,
\]

where recall $\psi$ and $g$ were defined in (17) and (15), respectively. Then we have, as $n \to \infty$ and $b = b(n) \to 0$,

\[
\text{MISE}_d[\hat{f}_{n,b}] := \int_{S^d_+(\delta)} \mathbb{E} \left( \frac{1}{n} \int_{S^d_+(\delta)} \left( \hat{f}_{n,b}(S) - f(S) \right)^2 dS \right) dS
\]

\[
= n^{-1} b^{-\tau(d)/2} \int_{S^d_+(\delta)} \psi(S) f(S) dS + b^2 \int_{S^d_+(\delta)} g^2(S) dS + o_d(n^{-1} b^{-\tau(d)/2}) + o_d(b^2).
\]

In particular, if $\int_{S^d_+(\delta)} g^2(S) dS > 0$, the asymptotically optimal choice of $b$, with respect to $\text{MISE}_d$, is

\[
b_{opt} = n^{-2/(\tau(d)+4)} \left( \frac{r(d)}{4} \int_{S^d_+(\delta)} \psi(S) f(S) dS \int_{S^d_+(\delta)} g^2(S) dS \right)^{2/(\tau(d)+4)},
\]

with

\[
\text{MISE}_d[\hat{f}_{n,b_{opt}}] = n^{-4/(\tau(d)+4)} \left[ \frac{1 + r(d)}{4} \left( \int_{S^d_+(\delta)} \psi(S) f(S) dS \int_{S^d_+(\delta)} g^2(S) dS \right)^{4/(\tau(d)+4)} \right]^{\tau(d) / (\tau(d)+4)} + o_d(n^{-4/(\tau(d)+4)}), \quad n \to \infty.
\]

More generally, if $n^{2/(\tau(d)+4)} b \to \lambda$ as $n \to \infty$ for some $\lambda > 0$, then

\[
\text{MISE}_d[\hat{f}_{n,b}] = n^{-4/(\tau(d)+4)} \left[ \lambda^{-\tau(d)/2} \int_{S^d_+(\delta)} \psi(S) f(S) dS + \lambda^2 \int_{S^d_+(\delta)} g^2(S) dS \right] + o_d(n^{-4/(\tau(d)+4)}).
\]

A straightforward verification of the Lindeberg condition for double arrays yields the asymptotic normality.

**Theorem 5** (Asymptotic normality). Assume that (13) holds. Let $S \in S^d_+$ be such that $f(S) > 0$. If $n^{-1/2} b^{\tau(d)/4} \to \infty$ as $n \to \infty$, then

\[
n^{-1/2} b^{-\tau(d)/4} (\hat{f}_{n,b}(S) - f(S)) \xrightarrow{d} N(0, \psi(S) f(S)).
\]

If we also have $n^{-1/2} b^{\tau(d)/4 + 1/2} \to 0$ as $n \to \infty$, then Theorem 2 implies

\[
n^{-1/2} b^{-\tau(d)/4} (\hat{f}_{n,b}(S) - f(S)) \xrightarrow{d} N(0, \psi(S) f(S)).
\]

Independently of the above rates for $n$ and $b$, if we assume (14) instead and $n^{2/(\tau(d)+4)} b \to \lambda$ as $n \to \infty$ for some $\lambda > 0$, then Theorem 2 implies

\[
n^{2/(\tau(d)+4)} (\hat{f}_{n,b}(S) - f(S)) \xrightarrow{d} N(\lambda g(S), \lambda^{-\tau(d)/2} \psi(S) f(S)).
\]

**Remark 3.** The rate of convergence for the traditional $d(d+1)/2$-dimensional kernel density estimator with i.i.d. data and bandwidth $h$ is $O_d(n^{-1/2} b^{-\tau(d)/2})$ in Theorem 3.1.15 of Prakasa Rao [48], whereas $\hat{f}_{n,b}$ converges at a rate of $O_d(n^{-1/2} b^{-\tau(d)/4})$. Hence, the relation between the bandwidth of $\hat{f}_{n,b}$ and the bandwidth of the traditional multivariate kernel density estimator is $b \approx h^2$.

### 3.2. Total variation and other probability metrics upper bounds between the Wishart and SMN distributions

Our second application of Theorem 1 is to compute an upper bound on the total variation between the probability measures induced by (1) and (3). Given the relation there is between the total variation and other probability metrics such as the Hellinger distance (see, e.g., Gibbs and Su [24, p.421]), we obtain several other upper bounds automatically. For the uninitiated reader, the utility of having total variation or Hellinger distance bounds between two measures is discussed by Pollard [47].
Theorem 6. Let \( v > d - 1 \) and \( S \in S_d^+ \) be given. Let \( Q_{v,S} \) be the law of the \( \text{SMN}_{d,v}(v,S,B_{d,v}) = \left( \frac{\sqrt{2\pi}}{\sqrt{\sqrt{2\pi}}} S \right) B_{d,v} \) distribution defined in [5], and let \( P_{v,S} \) be the law of the Wishart\((v,S)\) distribution defined in [1]. Then we have, as \( v \to \infty \),

\[
\text{dist}(P_{v,S}, Q_{v,S}) \leq \frac{Cd^{3/2}}{\sqrt{v}} \quad \text{and} \quad \mathcal{H}(P_{v,S}, Q_{v,S}) \leq \sqrt{\frac{2Cd^{3/2}}{\sqrt{v}}},
\]

where \( C > 0 \) is a universal constant, \( \mathcal{H}(\cdot, \cdot) \) denotes the Hellinger distance, and \( \text{dist}(\cdot, \cdot) \) can be replaced by any of the following probability metrics: total variation, Kolmogorov-Smirnov metric, Lévy metric, Discrepancy metric, Prokhorov metric.

4. Proofs

Proof of Theorem 1 First, note that

\[
S^{-1/2}X S^{-1/2} = v(S^{-1}/2)(vS + X - vS)(vS)^{-1/2} = v(I_d + \sqrt{2/v} \Delta_{v,S}),
\]

so we can rewrite (1) as

\[
K_{v,S}(X) = \frac{|I_d + \sqrt{2/v} \Delta_{v,S}|^{1/2}}{2^{d/2} \pi^{d(d+1)/2} |\sqrt{2\pi} S|^{d+1/2}} \cdot \exp\left(-\frac{1}{2} \text{tr}(I_d + \sqrt{2/v} \Delta_{v,S})\right) \exp\left(\frac{d}{2} \sum_{i=1}^{d} \frac{(v - (i + 1))(v - i)}{2v} + O_d(v^{-2})\right).
\]

Using the Taylor expansion

\[
\log(1 - y) = -y - \frac{y^2}{2} - \frac{y^3}{3} + O(y^3), \quad |y| < 1,
\]

and Stirling’s formula,

\[
\log \Gamma(z + 1) = \frac{1}{2} \log(2\pi) + (z + \frac{1}{2}) \log z - z + \frac{1}{12z} + O(z^{-3}), \quad z > 0,
\]

see, e.g., Abramowitz and Stegun [1, p.257], we have

\[
\log \left(\prod_{i=1}^{d} \frac{(v - (i + 1))(v - i)}{2v} e^{-\frac{1}{2} (v - (i + 1))(v - i)(v - 1)/2}\right) = \sum_{i=1}^{d} \frac{(v - (i + 1))(v - i)}{2v} \log\left(1 - \frac{i + 1}{v}\right)\]

\[
= \sum_{i=1}^{d} \frac{i + 1}{2v} - \sum_{i=1}^{d} \frac{(v - i)(i + 1)}{2v} \left\{ (v - i)(i + 1) + (v - i)(i + 1)^2 \right\} + O_d(v^{-2})
\]

\[
= \sum_{i=1}^{d} \left\{ (v^2 - 1)^2 - \frac{4}{24} + O_d(v^{-2}) \right\} = v^{-1} \cdot \frac{d(2d^2 + 3d - 5)}{24} + O_d(v^{-2}).
\]

and

\[
\log \left(\prod_{i=1}^{d} \sqrt{2\pi} e^{-\frac{1}{2} (v - (i + 1))(v - i - 1)/2} (v - (i + 1))(v - i)\right) = \sum_{i=1}^{d} \left\{ \frac{1}{6(v - (i + 1))} + O_d(v^{-3}) \right\} = v^{-1} \cdot \frac{d}{6} + O_d(v^{-2}).
\]

By taking the logarithm in (19) and using the expressions found in (21) and (22), we obtain (also using the fact that \( \lambda_i(I_d + \sqrt{2/v} \Delta_{v,S}) = 1 + \sqrt{2/v} \lambda_i(\Delta_{v,S}) \) for all \( 1 \leq i \leq d \):

\[
\log K_{v,S}(X) = \frac{1}{2} \left( v - (d + 1) \right) \log \left( 1 + \sqrt{2/v} \lambda_d(\Delta_{v,S}) \right) - \frac{1}{2} \log \left( \frac{\sqrt{2\pi} |\sqrt{2\pi} S|^{d+1}}{2^{d/2} \pi^{d(d+1)/2}} \right) - \frac{d}{2} \sum_{i=1}^{d} \sqrt{\frac{2}{v}} \lambda_i(\Delta_{v,S})
\]

\[
- v^{-1} \cdot \left\{ \frac{d(2d^2 + 3d - 5)}{24} + \frac{d}{6} \right\} + O_d(v^{-2}).
\]

By the Taylor expansion in (20) and the fact that \( \sum_{i=1}^{d} \lambda_i(\Delta_{v,S}) = \text{tr}(\Delta_{v,S}) \) for all \( k \in \mathbb{N} \), we have, uniformly for \( X \in B_{v,S}(\eta) \),

\[
\sum_{i=1}^{d} \log \left( 1 + \sqrt{2/v} \lambda_i(\Delta_{v,S}) \right) = \sqrt{\frac{2}{v}} \text{tr}(\Delta_{v,S}) - \frac{1}{2} \text{tr}(\Delta_{v,S}^2) + \frac{2}{3} \sqrt{\frac{2}{v}} \text{tr}(\Delta_{v,S}^3) - \frac{1}{3} \text{tr}(\Delta_{v,S}^4) + O_d\left( \frac{\max_{1 \leq i \leq d} |\lambda_i(\Delta_{v,S})|^5}{v^{5/2}} \right).
\]
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Therefore,
\[
\log K_{\nu}(X) = -\frac{1}{2} \log \left( 2^{d} \pi^{d(d+1)/2} \left( \int \nu \|B\|^{2} \right)^{d/2} \right) - \frac{1}{2} \text{tr}(\Delta_{2x}^{2}) + \nu^{-1/2} \cdot \left\{ \frac{\sqrt{2}}{3} \text{tr}(\Delta_{1x}^{3}) - \frac{d + 1}{\sqrt{2}} \text{tr}(\Delta_{2x}^{2}) \right\} + \nu^{-1} \cdot \left\{ -\frac{1}{2} \text{tr}(\Delta_{1x}^{4}) + \frac{d + 1}{2} \text{tr}(\Delta_{2x}^{2}) - \frac{d}{6} \right\} + O_{d,n} \left( \frac{1 + \max_{1 \leq i \leq d} \|l_{i}(\Delta_{2x})\|^2}{\nu^{1/2}} \right).
\]

With the expression for the symmetric matrix-variate normal density in (3), we can rewrite the above as
\[
\log \left( \frac{K_{\nu}(X)}{g_{\nu}(X)} \right) = -\frac{1}{2} \cdot \left\{ \frac{\sqrt{2}}{3} \text{tr}(\Delta_{1x}^{3}) - \frac{d + 1}{\sqrt{2}} \text{tr}(\Delta_{2x}^{2}) \right\} + \nu^{-1} \cdot \left\{ -\frac{1}{2} \text{tr}(\Delta_{1x}^{4}) + \frac{d + 1}{2} \text{tr}(\Delta_{2x}^{2}) - \frac{d}{6} \right\} + O_{d,n} \left( \frac{1 + \max_{1 \leq i \leq d} \|l_{i}(\Delta_{2x})\|^2}{\nu^{1/2}} \right),
\]
which proves (7). To obtain (8) and conclude the proof, we take the exponential on both sides of the last equation and we expand the right-hand side with
\[
e^{\nu} = 1 + \nu + \frac{\nu^2}{2} + O(e^{\tilde{\eta} y^3}), \quad \text{for } -\infty < y \leq \tilde{\eta}.
\]

For \( \nu \) large enough and uniformly for \( X \in B_{\epsilon, \lambda}(\eta) \), the right-hand side of (23) is \( O_{d}(1) \), so we get
\[
\frac{K_{\nu}(X)}{g_{\nu}(X)} = 1 + \nu^{-1/2} \cdot \left\{ \frac{\sqrt{2}}{3} \text{tr}(\Delta_{1x}^{3}) - \frac{d + 1}{\sqrt{2}} \text{tr}(\Delta_{2x}^{2}) \right\} + \nu^{-1} \cdot \left\{ -\frac{1}{2} \text{tr}(\Delta_{1x}^{4}) + \frac{d + 1}{2} \text{tr}(\Delta_{2x}^{2}) - \frac{d}{6} \right\} + O_{d,n} \left( \frac{1 + \max_{1 \leq i \leq d} \|l_{i}(\Delta_{2x})\|^2}{\nu^{1/2}} \right).
\]
This ends the proof. \[\square\]

**Proof of Theorem 2** Assume that (14) holds, and let
\[
\mathbb{W}_{B} := (\mathbb{W}_{i})_{i \in [d]} \sim \text{Wishart}_{d}(1/b, b\mathbb{S}), \quad \mathbb{S} \in \mathfrak{S}^{d}_{++}, \quad b > 0.
\]

By a second order mean value theorem, we have
\[
f(\mathbb{W}_{B}) - f(\mathbb{S}) = \sum_{i \in [d]} (\mathbb{W}_{i} - S_{i}) \frac{\partial}{\partial S_{i}} f(\mathbb{S}) + \sum_{i,j \in [d]} (\mathbb{W}_{i} - S_{i})(\mathbb{W}_{j} - S_{j}) \frac{\partial^2}{\partial S_{i} \partial S_{j}} f(\mathbb{S})
\]
\[
+ \sum_{i \in [d]} (\mathbb{W}_{i} - S_{i})(\mathbb{W}_{j} - S_{j}) \frac{\partial^2}{\partial S_{i} \partial S_{j}} f(\mathbb{S}) - \frac{\partial^2}{\partial S_{i} \partial S_{j}} f(\mathbb{S})
\]
\[
= \sum_{i \in [d]} E \left[ (\mathbb{W}_{i} - S_{i}) | \mathbb{W}_{j} - S_{j} | \frac{\partial}{\partial S_{i}} f(\mathbb{M}_{S}) - \frac{\partial}{\partial S_{i}} f(\mathbb{S}) \right] - \frac{\partial^2}{\partial S_{i} \partial S_{j}} f(\mathbb{S})
\]
\[
+ \frac{1}{2} \sum_{i \in [d]} E \left[ (\mathbb{W}_{i} - S_{i}) | \mathbb{W}_{j} - S_{j} | \frac{\partial^2}{\partial S_{i} \partial S_{j}} f(\mathbb{M}_{S}) - \frac{\partial^2}{\partial S_{i} \partial S_{j}} f(\mathbb{S}) \right] \cdot \mathbb{I}_{\|\mathbb{W}_{i} - S_{i} \| \leq S_{i}, \|\mathbb{W}_{j} - S_{j} \| \leq S_{j}}
\]
\[
= : \Delta_{1} + \Delta_{2}.
\]

(24)
where for any given \( \varepsilon > 0 \), the real number \( \delta_{e,d} \in (0,1] \) is such that

\[
\|S' - S\|_1 \leq \delta_{e,d} \quad \text{implies} \quad \left| \frac{\partial^2}{\partial S_i \partial S_j} f(S') - \frac{\partial^2}{\partial S_i \partial S_j} f(S) \right| < \varepsilon,
\]

uniformly for \( S, S' \in S_t^d \). (We know that such a number exists because the second order partial derivatives of \( f \) are assumed to be uniformly continuous on \( S_t^d \).) Equations (25) and (4) then yield, together with the Cauchy-Schwarz inequality,

\[
\Delta_1 \leq \frac{1}{2} \sum_{i,j} \varepsilon \cdot \sqrt{\mathbb{E}[|W_i - S_i|^2]} \sqrt{\mathbb{E}[|W_j - S_j|^2]} = \varepsilon \cdot O_d(b).
\]

The second order partial derivatives of \( f \) are also assumed to be bounded, say by some constant \( M_2 > 0 \). Furthermore, \( \|W_S - S\|_1 \geq \delta_{e,d} \) implies that at least one component of \( (W_k - S_k)_{k \in [d]} \) is larger than \( \delta_{e,d}/d^2 \), so a union bound over \( k \) followed by \( d^2 \) concentration bounds for the marginals of the Wishart distribution (the diagonal entries of a Wishart random matrix are chi-square distributed while the off-diagonal entries are variance-gamma distributed) yield

\[
\Delta_2 \leq \frac{1}{2} \sum_{i,j} \varepsilon \cdot 2M_2 \cdot \sum_{k \in [d]} \mathbb{P}\left(|W_k - S_k| \geq \delta_{e,d}/d^2\right) \leq d^4 M_d \cdot 2 \exp\left(-\frac{(\delta_{e,d}/d^2)^2}{2 \cdot b^{-1} c_{d,S}}\right),
\]

where \( c_{d,S} > 0 \) is a large enough constant that depends only on \( d \) and \( S \). If we choose a sequence \( \varepsilon = \varepsilon(b) \) that goes to 0 as \( b \to 0 \) slowly enough that \( 1 \geq \delta_{e,d} > d \cdot \frac{4b^{-1} c_{d,S}}{\log b} \) for example, then \( \Delta_1 + \Delta_2 \) in (24) is \( o_d(b) \) by (26) and (27). This ends the proof.

**Proof of Theorem 3.** Assume that (13) holds. First, note that we can write

\[
f_{n,b}(S) - f_b(S) = n \sum_{i=1}^n Y_{i,b}(S),
\]

where the random variables

\[
Y_{i,b}(S) := K_{1,b,S_i}(X_i) - f_b(S), \quad 1 \leq i \leq n,
\]

are i.i.d.

Hence, if \( \tilde{W}_S \sim \text{Wishart}(2/b - (d + 1), bS/2) \), then

\[
\mathbb{V}ar(f_{n,b}(S)) = n^{-1} \mathbb{E}\left[K_{1,b,S}(X)^2\right] - n^{-1} f_b(S)^2 = n^{-1} A_b(S) \mathbb{E}[f(\tilde{W}_S)] = O(n^{-1})
\]

\[
= n^{-1} A_b(S) (f(S) + O_d(b^{1/2})) - O(n^{-1}),
\]

where

\[
A_b(S) := \left\{ b \cdot \sqrt{\frac{X^2}{\pi^2}} \right\} \cdot \prod_{i=1}^d \Gamma \left( \frac{1}{b} - \frac{d+i}{2} \right) \cdot \left( \frac{1}{b} - \frac{d+i}{2} + 1 \right)
\]

and where the last line in (29) follows from the Lipschitz continuity of \( f \), the Cauchy-Schwarz inequality and the analogue of (4) for \( \tilde{W}_S = (\tilde{W}_i)_{i \in [d]} \):

\[
\mathbb{E}[f(\tilde{W}_S)] - f(S) = \sum_{i \in [d]} A_b \left( \mathbb{E}[\tilde{W}_i - S_i] \right) \leq \sum_{i \in [d]} \mathbb{E}\left[ \sqrt{\mathbb{E}[|\tilde{W}_i - S_i|^2]} \right] = O_d(b^{1/2}).
\]

Now, by Stirling’s formula,

\[
\frac{\sqrt{2\pi}e^{-x}x^{x+1/2}}{\Gamma(x+1)} \to 1, \quad x \to \infty.
\]

Therefore,

\[
A_b(S) = \left\{ b \cdot \sqrt{\frac{X^2}{\pi^2}} \right\} \cdot \frac{1}{(2\pi)^{d/2}} \cdot \prod_{i=1}^d \frac{e^{(d-i)/2} \left( \frac{1}{b} - \frac{d+i}{2} \right)^{1/2}}{\left( \frac{1}{b} - \frac{d+i}{2} + 1 \right)^{1/2}} \cdot (1 + O(b))
\]

\[
= \left\{ b \cdot \sqrt{\frac{X^2}{\pi^2}} \right\} \cdot \frac{b^d}{(2\pi)^{d/2}} \cdot \prod_{i=1}^d \frac{e^{(d-i)/2} \left( \frac{1}{b} - \frac{d-i}{2} \right)^{1/2}}{\left( \frac{1}{b} - (i+1) \right)^{1/2}} \cdot (1 + O(b)) = \left\{ \sqrt{\frac{X}{\pi}} \right\} \cdot \frac{b^d}{2^{d(d+2)/2}} \cdot (1 + O_d(b)),
\]

(30)
where the last equality follows from the fact that \( \lim_{t \to 0} e^{t(1 - \frac{1}{2})n} = 1 \) for all \( t \in \mathbb{R} \). By our assumption on \( S \), note that \( |S| = b^{D/2}|K| \), so we get the general expression in (16) by combining (29) and (30). This ends the proof.

**Proof of Theorem 4** Assume that (14) holds. By Theorem 2, Theorem 3 for \( J = \emptyset \) (in contrast to Proposition 1) note that the \( O_d(b^{D/2}) \) term in (16) is independent of \( S \) and our assumptions in (18), the dominated convergence theorem yields

\[
\text{MISE}_{\nu}(\hat{f}_{\nu,b}) = \int_{S_{\nu}(b)} \text{Var}(\hat{f}_{\nu,b}(S))dS + \int_{S_{\nu}(b)} \text{Bias}(\hat{f}_{\nu,b}(S))^2dS
\]

\[
= n^{-1}b^{-D/2} \int_{S_{\nu}(b)} \psi(S)dS + b^2 \int_{S_{\nu}(b)} g^2(S)dS + o_d(n^{-1/2}b^{-D/2}) + o_d(b^n).
\]

This ends the proof.

**Proof of Theorem 5** Assume that (14) holds. By (25), the asymptotic normality of \( n^{1/2}b^{D/4}(\hat{f}_{\nu,b}(S) - f_b(S)) \) will be proved if we verify the following Lindeberg condition for double arrays (see, e.g., Section 1.9.3 in [51]): For every \( \varepsilon > 0 \),

\[
s_n^2 := \mathbb{E}[Y_{\nu,b}(S)^2] \quad \text{and} \quad b = b(n) \to 0.
\]

From Lemma 3 with \( \nu = 1/b \) and \( M = b S \), we know that

\[
|Y_{\nu,b}(S)| = O\left(\psi(S)b^{-D/2}\right) = O_d(b^{D/2}),
\]

and we also know that \( s_n = b^{-D/4}\sqrt{\psi(S)f(S)}(1 + o_d(1)) \) when \( f \) is Lipschitz continuous, by the proof of Theorem 3.

Therefore, whenever \( n^{1/2}b^{D/4} \to \infty \) as \( n \to \infty \) (and \( b \to 0 \)), we have

\[
\frac{|Y_{\nu,b}(S)|}{n^{1/2}b^{D/4}} = O_d(n^{-1/2}b^{-D/4}b^{-D/2}) = O_d(n^{-1/2}b^{-D/2}) \to 0.
\]

Under this condition, Equation (31) holds (since for any given \( \varepsilon > 0 \), the indicator function is equal to 0 for \( n \) large enough, independently of \( \omega \)) and thus

\[
n^{1/2}b^{D/4}(\hat{f}_{\nu,b}(S) - f_b(S)) = n^{1/2}b^{D/4} \cdot \frac{1}{n} \sum_{i=1}^{n} Y_{\nu,m} \overset{D}{\to} N(0, \psi(S)f(S)).
\]

This ends the proof.

**Proof of Theorem 6** By the comparison of the total variation norm \( ||-|| \) with the Hellinger distance on page 726 of Carter [13], we already know that

\[
||P_{\nu,S} - Q_{\nu,S}|| \leq 2 \mathbb{P}(\mathcal{X} \in B_{\nu,S}^{1/2}(1/2)) + \mathbb{E}\left[\log\left(\frac{dP_{\nu,S}}{dQ_{\nu,S}}(\mathcal{X})\right)I_{[\{\mathcal{X} \in B_{\nu,S}^{1/2}(1/2)\}]}ight].
\]

Then, by applying a union bound followed by large deviation bounds on the eigenvalues of the Wishart matrix, we get, for \( \nu \) large enough,

\[
\mathbb{P}(\mathcal{X} \in B_{\nu,S}^{1/2}(1/2)) \leq \sum_{i=1}^{d} \mathbb{P}\left(\lambda_i(\Lambda_{\nu,S}) > \frac{\nu^{1/2}}{2}\right) \leq d \cdot 2 \exp\left(-\frac{\nu^{1/2}}{100}\right).
\]

By Theorem 1 we have

\[
\mathbb{E}\left[\log\left(\frac{dP_{\nu,S}}{dQ_{\nu,S}}(\mathcal{X})\right)I_{[\{\mathcal{X} \in B_{\nu,S}^{1/2}(1/2)\}]}ight] = \nu^{-1/2} \cdot \left\{ \frac{\sqrt{2}}{3} \cdot \mathbb{E}\left[\text{tr}(\Lambda_{\nu,S}^2)\right] - \frac{d}{\sqrt{2}} \cdot \mathbb{E}\left[\text{tr}(\Lambda_{\nu,S})\right] \right\}
\]

\[
+ \nu^{-1/2} \cdot O\left(\mathbb{E}\left[\text{tr}(\Lambda_{\nu,S}^3)\right]I_{[\{\text{tr}(\Lambda_{\nu,S}) \leq B_{\nu,S}^{1/2}(1/2)\}]}ight) + d \cdot \mathbb{E}\left[\text{tr}(\Lambda_{\nu,S})\right]I_{[\{\text{tr}(\Lambda_{\nu,S}) \leq B_{\nu,S}^{1/2}(1/2)\}]}
\]

\[
+ \nu^{-1} \cdot O\left(\mathbb{E}\left[\text{tr}(\Lambda_{\nu,S}^4)\right] + d \cdot \mathbb{E}\left[\text{tr}(\Lambda_{\nu,S}^3)\right] + d^3\right).
\]

On the right-hand side, the first and third terms are estimated using Lemma 1 and the second line is bounded using Lemma 2. We find

\[
\mathbb{E}\left[\log\left(\frac{dP_{\nu,S}}{dQ_{\nu,S}}(\mathcal{X})\right)I_{[\{\mathcal{X} \in B_{\nu,S}^{1/2}(1/2)\}]}ight] = O(\nu^{-1}d^3).
\]

Putting (33) and (34) together in (32) gives the conclusion.
Appendix A. Technical computations

Below, we compute the expectations for the trace of powers (up to 4) of a normalized Wishart matrix. The lemma is used to estimate some trace moments and the \( \times \nu^{-1} \) errors in (34) of the proof of Theorem 6, and also as a preliminary result for the proof of Lemma 4.

**Lemma 1.** Let \( \nu > d - 1 \) and \( S \in \mathcal{S}^{d}_{++} \), be given. If \( X \sim \text{Wishart}(\nu, S) \) according to (1), then

\[
E [\text{tr}(\Delta_{1,d})] = 0, \quad E [\text{tr}(\Delta_{1,d}^2)] = \frac{d(d+1)}{2}, \quad E [\text{tr}(\Delta_{1,d}^4)] = \nu^{-1/2} \cdot \frac{d(d+1)(d^2+3d+4)}{2\sqrt{2}},
\]

\[
E [\text{tr}(\Delta_{4,d})] = \frac{d(2d^2+5d+5)}{4} + \nu^{-1} \cdot \frac{d(d^3+6d^2+21d+20)}{4},
\]

where recall \( \Delta_{4,d} := (\sqrt{2\nu}S)^{-1/2}(X - \nu S)(\sqrt{2\nu}S)^{-1/2} \).

**Proof of Lemma 1** Let \( Y := S^{-1/2}X^{-1/2} \sim \text{Wishart}(\nu, I_d) \). It was shown by Letac and Massam [38, p.308-310] (another source could be de Waal and Nel [57, p.66], or Lu and Richards [40, Theorem 3.2], although the latter is less explicit) that

\[
E[Y] = \nu I_d,
\]

\[
E[Y^2] = \nu I_d \text{tr}(I_d) + (\nu^2 + \nu) I_d^2 = \nu d I_d + (\nu^2 + \nu) I_d,
\]

\[
E[Y^3] = \nu I_d (\text{tr}(I_d))^2 + (\nu^2 + \nu) \left( \text{tr}(I_d) I_d - I_d \text{tr}(I_d) \right) + (\nu^3 + 3 \nu^2 + 4 \nu) I_d^3
\]

\[
= \nu d^2 I_d + 3 (\nu^2 + \nu) d I_d + (\nu^3 + 3 \nu^2 + 4 \nu) I_d,
\]

\[
E[Y^4] = \nu I_d (\text{tr}(I_d))^3 + 3 (\nu^2 + \nu) (I_d \text{tr}(I_d) I_d - I_d \text{tr}(I_d) I_d) + 6 (\nu^3 + 3 \nu^2 + 4 \nu) \left( I_d \text{tr}(I_d) + 3 I_d^3 \text{tr}(I_d) \right)
\]

\[
+ (2 \nu^2 + 5 \nu + 5) I_d^3 \text{tr}(I_d) + (\nu^3 + 6 \nu^2 + 21 \nu^2 + 20 \nu) I_d^4
\]

\[
= \nu d^3 I_d + 6 (\nu^2 + \nu) d^2 I_d + (6 \nu^3 + 17 \nu^2 + 21 \nu) d I_d + (\nu^4 + 6 \nu^3 + 21 \nu^2 + 20 \nu) I_d,
\]

from which we deduce the following:

\[
E[Y - \nu I_d] = 0,
\]

\[
E[(Y - \nu I_d)^2] = E[Y^2] - (\nu I_d)^2 = \left\{ \nu d I_d + (\nu^2 + \nu) I_d \right\} - \nu^2 I_d = \nu (d+1) I_d,
\]

\[
E[(Y - \nu I_d)^3] = E[Y^3] - 3 \nu E[Y^2] + 2 (\nu I_d)^3
\]

\[
= \left\{ \nu d^2 I_d + 3 (\nu^2 + \nu) d I_d + (\nu^3 + 3 \nu^2 + 4 \nu) I_d \right\} - 3 \nu I_d \left\{ \nu d I_d + (\nu^2 + \nu) I_d \right\} + 2 \nu^3 I_d^3
\]

\[
= \nu (d^2 + 3d + 4) I_d
\]

\[
E[(Y - \nu I_d)^4] = E[Y^4] - 4 (\nu I_d) E[Y^3] + 6 (\nu I_d)^2 E[Y^2] - 3 (\nu I_d)^4
\]

\[
= \nu d^3 I_d + 6 (\nu^2 + \nu) d^2 I_d + (6 \nu^3 + 17 \nu^2 + 21 \nu) d I_d + (\nu^4 + 6 \nu^3 + 21 \nu^2 + 20 \nu) I_d
\]

\[
- 4 \nu I_d \left\{ \nu d^2 I_d + 3 (\nu^2 + \nu) d I_d + (\nu^3 + 3 \nu^2 + 4 \nu) I_d \right\} + 6 \nu^2 I_d^2 \left\{ \nu d I_d + (\nu^2 + \nu) I_d \right\} - 3 \nu^4 I_d^3
\]

\[
= \nu^2 (2d^2 + 5d + 5) I_d + \nu (d^3 + 3d^2 + 21d + 20) I_d.
\]

Since the trace operator is linear, we have

\[
E \left[ \text{tr}(\Delta_{1,d}^k) \right] = (2\nu)^{k/2} \text{tr} \left[ E[(Y - \nu I_d)^k] \right], \quad \text{for any } k \in \mathbb{N}.
\]

The conclusion follows. \( \Box \)

We can also estimate the moments of Lemma 1 on various events. The lemma below is used to estimate the \( \times \nu^{-1/2} \) errors in (34) of the proof of Theorem 6.

**Lemma 2.** Let \( \nu > d - 1 \) and \( S \in \mathcal{S}^{d}_{++} \), be given, and let \( A \in \mathcal{B}(\mathbb{R}^d) \) be a Borel set. If \( X \sim \text{Wishart}(\nu, S) \) according to (1), then, for \( \nu \) large enough,

\[
\left| E \left[ \text{tr}(\Delta_{\nu,S} I_{(A\Delta_{\nu,S}) \cap A}) \right] \right| \leq d^{3/2} \left( P \left( (A\Delta_{\nu,S}) \in A^c \right) \right)^{1/2}, \quad (A.1)
\]
Lemma 3. If \( \nu > d + 1 \) and \( M \in S^d_+ \), then

\[
\sup_{X \in S^d_+} K_{\nu,M}(X) \leq \frac{(2\pi/e)^{-\frac{d+1}{2}} |M|^{-(d+1)/2}}{(2e)^{(d+1)/4}} .
\]

Proof of Lemma 3. When \( \nu > d + 1 \), it is easily verified that the mode of the Wishart\( \nu \) distribution is \( (\nu - (d + 1)) M \), so the expression for the Wishart density in (1) yields

\[
\sup_{X \in S^d_+} K_{\nu,M}(X) = \frac{(\nu - (d + 1))^{\frac{d+1}{2}} |M|^{-(d+1)/2} \exp \left(-\frac{d}{2}(\nu - (d + 1))\right)}{2^{d/2}|\nu - (d + 1)|/2} \prod_{i=1}^d \Gamma \left(\frac{1}{2}(\nu - (i + 1) + 1)\right).
\]

From Lemma 1 in [2], we know that, for all \( \nu > 1 \), \( \sqrt{2\pi e} e^{-\nu/2}(\nu - 1)^{-\frac{1}{2}} \leq \Gamma(\nu) \), so we get

\[
\sup_{X \in S^d_+} K_{\nu,M}(X) \leq \frac{(\nu - (d + 1))^{\frac{d+1}{2}} |M|^{-(d+1)/2} e^{-\frac{d}{2}(\nu - (d + 1))} \prod_{i=1}^d \Gamma \left(\frac{1}{2}(\nu - (i + 1) + 1)\right)}{2^{d/2}|\nu - (d + 1)|/2} \cdot (2e)^{(d+1)/4} (2\pi/e)^{-\frac{d+1}{2}} |M|^{-(d+1)/2} = \frac{(2\pi/e)^{-\frac{d+1}{2}} |M|^{-(d+1)/2}}{(2e)^{(d+1)/4}} .
\]

This ends the proof.

Appendix B. Simulation code

The R code that generated Fig. 1 and Fig. 2 is available online at:
https://www.dropbox.com/s/6r11na7ugn4wqb4/simulations LLT_Wishart.R?dl=0

Appendix C. Acronyms

CMB cosmic microwave background
i.i.d. independent and identically distributed
SMN symmetric matrix-variate normal
SPD symmetric positive definite
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