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Abstract—Due to the use of huge number of sensors and the increasing use of communication networks, cyber-physical systems (CPS) are becoming vulnerable to cyber-attacks. The ever-increasing complexity of CPS bring up the need for data-driven machine learning applications to fill in the need of model creation to describe the system behavior. In this paper, a novel stability condition predictor based on cascaded feedforward neural network is proposed. The proposed method aims to identify anomaly due to cyber or physical disturbances as an early sign of instability. The proposed neural network utilizes cascaded connections in order to increase accuracy of the prediction. The conjugate gradient backpropagation and Polak-Ribiére formula are utilized for training process. This method also can predict the critical generators to mitigate the effect of the cascading failure and consequent blackout in the system. Simulations results on the IEEE 39-bus system indicate the superiority of the proposed method in terms of accuracy, speed, and robustness.

Index Terms—cascaded feedforward neural network, deep learning, transient stability, power system, protection.

I. INTRODUCTION

With the integration of smart metering infrastructure and communication network, traditional power systems are transformed into the smart cyber-physical systems (CPS). The emerging smart power grids are among the most critical CPSs that revolutionized energy production and management. The ever-increasing complexity of CPS bring up the need for data-driven machine learning applications to fill in the need of model creation to describe the system behavior [1]. Because in many CPSs including smart power grids reliable performance of the system is a vital requirement, it is important to detect anomalous or faulty system behavior in real time.

In the normal operation, the synchronous generators operate in harmony with together [2]. Various cyber-attacks can manipulate the system in a way that generators lose their synchronism that If not properly addressed, out of step (OOS) condition occurs which results in instability and severe damages in the system [3]. Therefore, the early prediction of the cyber or physical disturbances and the OOS condition is essential to prevent these problems.

Diverse cyber-attack detection and prevention methods have been proposed in the literature that utilizes deep learning and machine learning [4-5], the combined feature selection algorithm [6], robust massively parallel dynamic state estimation [7].

Various OOS prediction methods have been presented in references with different advantages and defects. These methods assess the current or future transient stability (TS) condition of the smart power systems based on the various parameters behavior. Transient stability assessment (TSA) methods can be categorized into two parts, as follows:

1) The methods of first group detects transient after OOS condition. the utilization of the distance relays [8], phasor-based out-of-step detectors and dual blinder [9] and the wavelet transform [10] are the most common techniques of this group. The possibility of the incorrect identification between fault and the OOS condition and high-latency in detection are the main disadvantage of these methods.

2) The second groups include methods that predicts the instability of the power system at future moments based on the current behavior of the system parameters. These methods commonly utilize intelligent and deep learning based techniques. Since these methods predict the stability condition of the power system before OOS, are more efficient and applicable than first group methods.

The methods of this group include support vector machine [11], Bayesian technique [12], fuzzy theory [13], decision tree (DT) [14], state estimation [15], extreme learning machine [16] and ensemble online sequential learning machine [17]. Among these methods, artificial neural network (ANN) based methods are assumed as the most reliable, fast and integrated approaches, which can
handle the complicated pattern recognition problems of the power system with big data. The convolutional neural network (CNN) [18] and cascaded convolutional neural network (CCNN) [19] are the examples of deep learning based methods that have been presented for TSA.

Majority of the mentioned methods consider one type of fault and from this point of view are not practical in the real systems. In addition, due to weak structure of used neural network, these methods have low accuracy and have to utilize post fault data in order to increase accuracy up to acceptable level that lead to the late prediction.

In this paper, a new structure of feedforward neural network with cascaded connections is designed for TSA in the smart power systems. In order to design the cascaded feedforward neural network (CFNN), the number of cascaded connections is selected optimally that improves the accuracy of the network. The conjugate gradient backpropagation (CGB) and Polak-Ribière formula have been used for learning process. The sampling strategy for input vector generation has been conducted in such a way that, whole fault duration and some moments of system initial state are considered in input vectors. The presented method considers TSA of all fault types therefore can be considered as a comprehensive method for all short circuit types. On the other hand, due to robust structure and considering cascaded connections in an optimal way, the designed CFNN has high accuracy and fast performance.

The rest of paper is organized as follows. Section 2 introduces the TS. Section 3 proposes CFNN algorithm, feature sampling strategy, and training model of network. Simulation results and sensitivity analysis are discussed in Section 4. Finally, Section 5 concluded the paper.

II. TRANSIENT STABILITY ASSESSMENT

TS is the ability of system to retain synchronism after contingencies. In this condition, synchronous generators preserve their synchronism with together and their rotor angle differences remain less than 180 degrees. Short circuit faults are the most common cause for the loss of stability in the power systems. In a typical fault scenario, the faulty component is disconnected by the action of the adjacent breakers. During this time, the system moves away from the pre-fault balanced point and experiences transient fluctuations. In the unstable cases, undamped oscillations result in power swing between generators, which is named the OOS condition. In this situation, the intensity of the oscillations rapidly increases which may cause irreparable damage to the system and even results in blackout in whole power system.

To protect the system, TSA needs to be conducted to predict the instability. It is obvious that a faster prediction is always preferred to provide extra time for control actions. Therefore, fast and accurate identification of the OOS condition is paramount for the stable and reliable operation of the power systems.

A. Stability Detection

Traditionally, TS detection is performed once OOS condition happened. The most common technique is utilizing distance relays to measure the impedance variation rate in the generators. By examining the entrance velocity of the impedance from one zone to another zone and fault duration, the instability of the power system can be detected. The main drawback of these approaches is their high latency, which usually results in severe damages to the equipment and spreading instability over the system.

B. Stability Prediction

Another approach for TSA includes prediction-based techniques that attempt to predict instability before OOS happens. These methods predict the future stability condition by analyzing the current behavior of the system parameters. This provides enough time to take action and mitigate the effect of instability in the system. Among various techniques, machine learning-based methods have shown promising results. This paper proposes an accurate method based on deep learning for online prediction of the power system instability.

III. CFNN-BASED TSA

Various neural network structures are used for evaluation and prediction of the state of the systems by analyzing their signs. Depending on the type of the problems and the systems, these structures can be transformed into the optimal forms. The feedforward neural network (FNN) is considered as a one of the most used deep learning methods. FNN is composed from input, hidden and output layers. In each layer number of units called 'neuron' have the duty of generating outputs from the inputs of the previous layer. In FNN, the connections between layers exist only between consecutive layers and the procedure of network takes place in a forward direction. One of the structures of FNN is cascaded FNN (CFNN) that its general scheme is shown in fig. 1.

Figure 1. Cascaded feedforward neural network
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As seen in fig. 1, CFNN in addition to consecutive connections utilizes forward connections between input vectors and all hidden layers. This network prognosticates output classes according to input values. By using the external connections, each neuron adjusts its output value based on the previous layer outputs and main input vectors, and as a result enhance the accuracy of prediction.

A. Proposed CFNN Algorithm

This paper uses CFNN for TSA of power system. In the designed CFNN, CGB [20] and the Polak-Ribière formula [21] are used for learning and searching process, respectively. The CGB that has high convergence speed and needs low computational memory, is performed in the sparse systems that are complicated to be solved by direct methods such as the Cholesky decomposition.

Generally, the CGB is performed iteratively. In the first iteration, the algorithm searches the solution space in the gradient descent direction. In the next iterations, the searching in the direction of the negative of the gradient does not guarantee the fastest convergence. Therefore, in the next iterations, the searching process is done on the direction combined of previous iteration direction and current steepest descent direction, as (1):

\[ R_k = -G_k + P'_k R_{k-1} \]

In (1), \( G_k \) and \( R_k \) are gradient vector and searching direction vector in the \( k \) iteration, respectively. \( P'_k \) is the searching index corresponding to Polak-Ribière formula that can be obtained according to following equation:

\[ P'_k = \frac{G'_k (G_k - G_{k-1})}{G'_k G_{k-1}} \]

Where \( G'_k \) is the transposed form of the gradient vector at \( k \) iteration. In the next iterations, the changing distance of the algorithm is calculated as (3):

\[ x_{k+1} = x_k + \delta_k R_k \]

In (3), \( \delta_k \) determines the step length of the algorithm at \( k \) iteration that is obtained through a linear searching in the conjugate direction in order to minimizing objective function value \( f(x) \), according to:

\[ \delta_k = min \left\{ \frac{\partial f}{\partial x} (x_k + \delta_k R_k) \right\} \]

The cross-entropy function is calculated between actual and predicted output of the network. This error is used as a termination criterion in order to assess the learning level. In addition, for developing an appropriate correlation between input and output vectors, the input vectors are normalized that improves the performance of the CFNN.

One of the main properties of the CFNN is the utilization of the cascaded connections in its structure. In some cases, these connections increase the performance of the network, but in some others increase the computational burden and has not considerable impact on the accuracy of network. For designing optimal structure of the CFNN, the presence of each cascaded connection is considered as a binary variable, and the resulted optimization problem is solved by branch and bound method. In this optimization problem, the performance function of the CFNN is assumed as the objective function.

B. Feature Sampling

Implementation of the designed CFNN for TSA of the power system requires a set of suitable features that the network input vectors are produced by sampling of them. These features include mechanical and electrical parameters of the power system and generators. In order to achieve the efficient performance of the CFNN, the set of features should be selected optimally. In this paper, various features such as stator current, magnitude and angle of stator voltage, excitation current of generator, rotor speed, rotor angle differences, active and reactive power of generators and load angle, are separately examined and the set of features are selected among them, according to their performance.

Input vectors of the designed CFNN are generated by sampling of the selected features. For sampling these features, a time window with a specific length and sampling frequency are chosen. The length of time window is selected adequately to include whole fault duration and some moments of the system initial state. The number of samples in input vectors is calculated by (5).

\[ N_s = F_s \times LTW \]

Where, \( N_s \), \( F_s \) and \( LTW \) are the number of samples in the input vectors, the sampling frequency and the length of time window, respectively.

C. Training Designed CFNN

After selection of the set of features and generating input vectors, the designed CFNN with two sub-function is trained. The first function predicts the stability condition of the power system based on the input vectors, and the second function predicts the pair of critical generators that are most sensitive to desired fault and go to the OOS before other generators. For training the first function, the actual state of the system in post-fault moments and for the second function the index of the critical generators are given to the output vector of the CFNN.
D. Implementation of CFNN for TSA

In order to perform the designed CFNN, the sampling process is carried out constantly, and the designed time window always latches the specific number of derived samples in its memory. Whenever a clearance sign is received from the adjacent breakers of occurred fault, the sampling process is halted, and the latest input vectors are given to the trained function. The running of functions takes shorter than 1ms, therefore proposed TSA process is performed at maximum 1ms plus the duration of data communication after fault clearance. Fig. 2 shows the general scheme of proposed method. As seen in fig. 2, the proposed algorithm starts by generating scenarios for all fault types. In the next step, optimal feature set, are composed from available features, and by utilizing determined time window, the selected features are sampled, and the input vectors are generated. In the step (3), the designed CFNN is trained based on generated input vectors and two sub-functions are obtained. In the last step, trained functions are implemented in the system and predict the future stability condition and critical generators. As seen in fig. 2, the proposed algorithm starts by generating scenarios for all fault types. In the next step, optimal feature set, are composed from available features, and by utilizing determined time window, the selected features are sampled, and the input vectors are generated. In the step (3), the designed CFNN is trained based on generated input vectors and two sub-functions are obtained. In the last step, trained functions are implemented in the system and predict the future stability condition and critical generators.

IV. RESULT AND DISCUSSION

The proposed TSA algorithm are tested on IEEE new-England test system. This system has 39 buses and 10 generators. The simulations are done in the MATLAB software. The selected feature set includes output active power, magnitude of stator voltage and rotor speed of generators. By considering 10 connected generators and 3 features for each of them, the total number of features will be equal to 30 features. The number of hidden layers in the CFNN are considered equal to 20 layers. The length of time window and the sampling frequency are 500 ms and 500 sample per second, respectively. Therefore, each input vector will contain 250 samples.

In the scenarios, all fault types include 3-phase to ground, 2-phase, 2-phase to ground and single-phase to ground faults, are considered. In addition, fault duration is selected randomly between 60 and 400ms. Probable faults can be occurred along all lines of the power system and the load profile can vary between 70 to 140 percent of the basic load. In order to train and test designed CFNN, 1000 and 500 scenarios have been generated, respectively.

A. Performance Analysis

For assessing efficiency of the proposed TSA method, two sub-functions are trained by 1000 training scenarios and are tested on 500 test scenarios. Table I illustrates the results of first function related to stability prediction, compared to the other methods in the literature.
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### TABLE I. THE ACCURACY RESULTS OF STABILITY PREDICTION FUNCTION

| Prediction algorithm         | accuracy % | Prediction Time | Fault Type |
|-----------------------------|------------|-----------------|------------|
| Bayesian Technique [12]      | 91.57      | 100 ms after fault clearance | All types |
| DT [14]                     | 90.3       | 50 ms after fault clearance | 3-phase   |
| FC [22]                     | 97.15      | 70 ms after fault clearance | All types |
| CNN [18]                    | 89.22      | 90 ms after fault clearance | 3-phase   |
| Proposed TSA method         | 97.8       | 1 ms after fault clearance | All types |

As can be seen from Table I, the proposed TSA method predicts stability condition at one ms after fault clearance. In addition, the average accuracy of this function is 97.8% that has superiority to other methods, which predict the OOS condition at a longer time after fault clearance with lower accuracy. The lower prediction time of presented method is the significant factor that can help protection strategies to save stability of the system more efficiently. It should be mentioned that in majority of the existing techniques only one types of the fault is analyzed while proposed method significantly outperform existing techniques in terms of accuracy, speed and integrity. Fig. 3 shows a random 3-phase fault and the real-time output of stability predictor function for this fault.

![Figure 3. Output of stability predictor function for 3-phase fault](image)

As seen in Fig. 3, the fault occurred at t=2s and has been cleared at t=2.249s. The stability predictor function acts at 2.25s (one millisecond after fault clearance). To predict the pair of critical generators, which will result in OOS condition before other generators, another sub-function is trained. This function has been calculated 98.2 and 97.5 %, respectively.

![Figure 4. Output variation of critical generator predictor function for a random 2-phase fault](image)

This function localizes the effect of fault by isolating critical generator and saves lots of time for fault mitigation through proper protection schemes. Fig. 4 shows the output curve of this function for a random 2-phase to ground fault. As seen in fig. 4, critical generator estimator function predicts second and eighth generators as critical generators at 1ms after fault clearance time.

### TABLE II. THE ACCURACY AND FPR OF PROPOSED TSA METHOD IN DIFFERENT NUMBER OF CASCADED CONNECTIONS

| Num of cascaded connections | Accuracy (%) | FPR |
|----------------------------|--------------|-----|
| 90                         | 95.6         | 0.063 |
| 180                        | 95.4         | 0.067 |
| 270                        | 96.8         | 0.048 |
| 360                        | 97.3         | 0.032 |
| 450                        | 97.3         | 0.031 |
| 540                        | 97.4         | 0.028 |
| 630                        | 97.8         | 0.019 |
| 720                        | 97.9         | 0.026 |

B. Sensitivity Analysis

The presence of cascaded layers can enhance the performance of the designed network. These connections are used between input vectors and hidden layers, therefore the maximum number of them is equal to multiple of sum of neuron units in the hidden layers except first hidden layer (48) by number of input vectors (30). In this paper, the total number of neurons in the designed CFNN and first layer are 51 and 3 units, respectively. In this section, a sensitivity analysis is done on the performance of the designed CFNN, based on the number of cascaded connections.

![Figure 5. Rotor angle difference of generators during 2-phase fault](image)
Table II shows the accuracy and false positive rate (FPR) of the CFNN in the different number of cascaded connections. As seen in the table, by increasing the number of cascaded connections up to 630, the accuracy of proposed method has been increased to 97.8%, but by increasing the number of connections higher than 630, the accuracy of TSA method has been gradually decreased. In addition, the results show that the minimum FPR has been achieved when 630 connections are considered in the CFNN.

V. CONCLUSION

In this paper, a novel CFNN based TSA method has been presented that can predict instability of the smart power systems with high accuracy and fast response. The designed CFNN, is trained by pre-fault samples include whole fault duration and some moments of system initial state and is independent of post-fault data. The running time of the presented method is lower than 1 ms, therefore the proposed method can predict future stability condition in one ms after fault clearance. In the presented CFNN, in order to increase performance of assessment, the number of cascaded connections is selected optimally and this process enhance the robustness of the designed structure. The CGB and Polak-Ribiére updates method are used to learning step. In addition, the proposed method has the capability of predicting critical generators, which helps protection methods to select appropriate strategies for prevention of instability in the system. The simulation have been done on IEEE 39-bus system, and the obtained results indicates that the proposed method with 97.8 percent accuracy and lower prediction time are superior to other methods.
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