Overview and Challenges of Ambient Systems, Towards a Constructivist Approach to their Modelling

Gérald Rocher, Jean-Yves Tigli, Stéphane Lavriotte, and Nhan Le Thanh

Abstract—From a closed and controlled environment, neglecting all the external disturbances, information processing systems are now exposed to the complexity and the ales of the physical environment, open and uncontrolled. Indeed, as envisioned by Mark Weiser as early as 1991, the progresses made on wireless communications, energy storage and the miniaturization of computer components, made it possible the fusion of the physical and digital worlds. This fusion is embodied in a set of concepts such as Internet of Things, Pervasive Computing, Ubiquitous Computing, etc. From a synthesis of these different concepts, we show that beyond the simple collection of environmental data from sensors, the purpose of the information processing systems underlying these concepts is to carry out relevant actions that the processing of these data suggests in our environment. However, due to the complexity of these systems and the inability to predict the effects of their actions, the responsibility for these actions still often remains with users. Mark Weiser’s vision of disappearing computing is still far from being a reality. This situation calls for an epistemological rupture that is proposed to be concretized through the systemic approach which finds its foundations in constructivism. It is no longer a question of predicting but of evaluating in vivo the effectiveness of these systems. The perspectives for such an approach are discussed.
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I. INTRODUCTION

At the end of the 1980s, Mark Weiser laid the foundations of Ubiquitous Computing, which he theorized in 1991 in his article “The Computer for the 21st century” [1]. This paradigm consists in embedding computer resources on everyday objects and, even before the advent of the Internet, already suggests a form of omnipresent network. In 1995, with John Seely Brown, he pushed the concept to its limits by introducing the notion of Calm technology [2] whose founding idea can already be found in his 1991 seminal article: “The most profound technologies are those that disappear. They weave themselves into the fabric of everyday life until they are indistinguishable from it”. The idea of disappearance, here, is as much physical as cognitive.

From the mid-1990s onwards, this vision was technologically feasible thanks to the advent of mobile telephony and the progress it had made possible in terms of miniaturization of electronic components and wireless communication. At MIT (Massachusetts Institute of Technology), Hiroshi Ishii, a researcher at the Media-lab, is already wondering about the consequences of such an evolution (objects that think, [3]). In 1998, largely inspired by Mark Weiser’s work, Eli Zelkha introduced the concept of Ambient Intelligence (AmI) [4] which aims to bring together the computer resources embedded on everyday objects to assist people in their daily activities. In 1999, Kevin Ashton adopted the term Internet of Things (IoT) [5] which reflects the integration of the physical world into the Internet through sensors spread throughout our environments. In a broad sense, the notion of “things” (e.g., house, building, garden, etc.) goes well beyond that of “objects” (e.g., chair, watch, lamp, etc.). The concept of connected object then appeared in order to characterize the everyday objects connected to this network.

In the early 2000s, the term Pervasive Computing was introduced. Taking up the key ideas of ubiquitous computing as stated by Mark Weiser, both concepts are used interchangeably [6]. In 2002, the notion of “Disappearing Computing”¹, very similar to that of “Calm technology”, appeared as part of an initiative of the European Commission (Future and Emerging Technologies, FET).

In 2006, Helen Gill (National Science Foundation) introduced the term Cyber-Physical Systems (CPS) [7] which generalizes the concept of embedded systems to that of connected objects with the objective of coordinating them with physical processes [8]. Since 2007, CPSs have been a national priority in the United States². Just as the Internet has profoundly transformed the way humans interact with each other, CPSs will transform the way they interact with the physical world [8].

In 2008, mainly due to the explosion of mobile devices (phones, tablets, etc.), there are more connected objects than people on earth³. Dominique Guinand laid the foundations of the Web of Things (WoT) [9] which integrates the objects at the application layer of the OSI model. It is then possible to use a common interface to access objects (e.g., RESTful web services, Constrained Application Protocol (CoAP), Message Queue Telemetry Protocol (MQTT), etc.), to compose applications based on connected objects, etc.

Since then, many concepts have emerged, often promoted by industries or even states that have understood the eminently strategic dimension of these technologies. In particular, in the

¹http://www.disappearing-computer.org
²https://www.nsf.gov/geo/geo-data-policies/pcast-nir-final.pdf
³https://www.cisco.com/c/dam/en_us/about/ac79/docs/innov/IoT_IBSG_0411FINAL.pdf
early 2010’s, Cisco™ introduced the concept of the Internet of Everything (IoE) which, beyond Machine-to-Machine (M2M) communications, encompasses technology assisted People-to-People (P2P) communications and Machine-to-People (M2P) communications (via, for instance, social networks or other digital media). In line with CPS, the concepts of Industrial Internet of Things (IIoT) [10] and Industry 4.0 [11], by their highly strategic dimension, are gaining some momentum and, within the European Union, widely developed in Germany.

This brief historical overview highlights a number of concepts that characterize the fusion of the physical and digital worlds, prophesied by Mark Weiser as early as 1991. So as to clarify the picture, we provide, in the first part of this paper, a synthesis of the main concepts (§II). Without claiming to be exhaustive, this synthesis makes it possible to clarify their particularities and overlaps in terms of application and scientific research areas.

It results from the synthesis (§II-F) that the information processing systems underlying these concepts have in common that their purposes are achieved in the physical environment through actions effecting some of its properties. This common denominator brings them together under the term ambient systems. This semantics is justified by the general system theory [12] which defines an ambient environment by all the external factors which, by acting on certain properties of a physical system, determine its evolution.

By interacting with the physical environment, these systems inherit its complexity. This complexity is also driven by their infrastructure and the rationality of their decisions. These elements are detailed in §III. They justify an observation resulting from the synthesis : since their effects are unpredictable, (1) responsibility for actions is often left to users, (2) otherwise, there are risks to individuals and their environment. Mark Weiser’s vision of disappearing computing is still far from being a reality.

This situation calls for an epistemological rupture that we propose to concretize through the systemic approach whose methodology is presented in §IV. Without claiming to predict, the proposed approach makes it possible to evaluate in vivo the effectiveness of these systems.

To conclude (§V), we introduce some perspectives that the evaluation of the effectiveness can bring to these systems.

II. THEMATIC CLASSIFICATION

It is worth setting up a methodological framework which, without claiming for exhaustiveness, makes it possible to study the particularities and the commonalities of the main concepts highlighted in terms of application and research areas, namely “Internet of Things”, “Ubiquitous Computing”, “Pervasive Computing”, “Ambient Intelligence” and “Cyber-Physical Systems”. Figure 2 shows the evolution of the number of scientific publications relating to them. The graph was compiled from Scopus®, a database of citations and abstracts from peer-reviewed scientific publications (journals, books and conferences). The results obtained cannot be exhaustive here, as other databases are available (e.g., IEEE, ACM, Science Direct, etc.). The objective, while not exhaustive, is to identify a trend.

The methodology chosen consists in determining all the keywords associated with articles published over the period 1989-2019 relating to the various concepts, and classifying them according to their frequency of appearance (1989 being the year from which the term Ubiquitous Computing was introduced). Scopus® queries are given in the table 1.

In the sequel, the different concepts are analysed on the basis of these keywords (Denoted by keyword). The figure 1 depicts the main application domains associated with each of the concepts. The figure 3 shows a synthesis of the most common keywords associated with the concepts used in the study. This figure also depicts the relationships that can exist between the different concepts. In the sequel, these results serve as the basis for the analysis of each of the concepts.

A. Internet of Things

In its common sense, the notion of object is associated with any material entity perceived in our environments and assigned
to a specific usage (e.g., table, book, chair, etc.). Recent advances in electronics (e.g., reduction of power consumption, miniaturization of components, wireless communication technologies, etc.) make it possible to envisage new usages based on the digital exploitation of contextualized data resulting from the interactions of these objects with the environment.

Objects are equipped with resources allowing to process digital data. This processing makes it possible, on the one hand, to translate this data into different forms of energy through actuator/effector chains. It also makes it possible to convert different forms of energy into numerical data using sensors. The use of these resources leads to a multidimensional variability in the ability of the objects to perceive their environment and, through their energy activity, to be perceived by both humans and machines. The perceptible modification of certain environmental properties (e.g., radio waves, electromagnetic waves, etc.) then allows objects to communicate. The organized set of these elements with which the objects are equipped forms a device.

On this basis, it becomes possible to connect objects to a network through OSI\(^4\) hardware layers. The Internet of Things has been defined by the International Telecommunication Union (ITU) as “a global infrastructure for the information society, enabling advanced services by interconnecting (physical and virtual) things based on existing and evolving interoperable information and communication technologies (ICT)”.

In this context, new forms of interaction emerge from these devices, embodied through remotely accessible software services, resulting in the fusion of the digital and physical dimensions of our environments. Thereby, we define herebelow the notions of connected thing and connected object as follows:

**Connected thing** – A material entity made useful to individuals by means of organized electronic and computer resources that, together with the material entity, form a finalized system, technological artifact formally accessible and identifiable within a computer network.

The notion of connected thing then generalizes that of connected object by integrating, for example, entities delimited in space (building, house, factory, garden, forest, etc.). A thing does not necessarily have an identified primary function as it is for an object.

**Connected object** – An everyday object whose primary function is transcended by organized electronic and computer resources that, together with the object, form a finalized system, technological artifact formally accessible and identifiable within a computer network.

With these elements in mind, the structural model of a connected thing is described in figure 4. This model is based on those described in [13] and [14].

---

\(^4\)Open Systems Interconnection
The extraction of the keywords associated with scientific publications shows three predominant research areas related to the Internet of Things:

1) The first research area focuses on technological aspects, both from the point of view of the devices that are highly constrained (Low Power Electronics) and wireless communication protocols (WLAN, Zigbee, WiFi, Bluetooth, 5G, etc.) and network (Next Generation Networks, Gateways, Routing Protocols, etc.). The current diversity of protocols is at the heart of interoperability issues (Interoperability) that ETSI (European Telecommunications Standards Institute) in Europe, together with other standardisation actors around the world, is trying to solve (OneM2M [15]).

2) The second research area concerns sensor data. Due to their volume (Big Data), these data require special storage and processing strategies (Edge, Fog Computing).

3) Finally, the research focuses on security aspects, particularly those related to data (Security & Privacy, Mobile Security, Blockchain, Trusted Computing, etc.).

From an application point of view, three areas emerge: smart-cities/homes/buildings, healthcare and energy, mainly oriented towards monitoring:

1) In so-called smart cities (Smart City [16]), sensors...
provide information allowing to effectively manage resources and assets. These range from optimised road traffic management [17], transportation [18], parking spaces [19], lighting [20], to water supply network [21], waste management [22], etc. For instance, since 2006 in Paris, RFID chips have been installed in the city’s 95,000 trees, allowing them to be accurately monitored and maintained. Per Caroline Lohou, head of the parks, gardens and green spaces department at the Paris city hall, “the logger has one click access to everything he needs to treat the trees: watering, pruning, fertilization, treatments, old address if the tree has been transplanted, etc.”.

2) In the healthcare area (Healthcare [23]), IoT’s advantages are also undeniable. In New York, the Mt. Sinai Medical Center, in partnership with GE Healthcare, has implemented an intelligent bed allocation management that has resulted in a 50% reduction in patient referrals time [24]. On their side, Stanley Healthcare5 offers hospitals a real-time geolocation (Location) solution for their patients, staff and medical devices. Thereby, hospitals can thus optimize management and improve patient care. Via connected pill boxes, the various actors in the care pathway are able to know whether or not a patient has taken the prescribed treatment (therapeutic compliance) [25]. Even more reliable, the connected absorbable pill (Abilify MyCite from the Otsuka laboratory), available in the United States, allows therapeutic compliance for patients in psychiatric hospitals. Finally, deformable/stretchable electronic patches that adhere to the skin and track body movements provide doctors with real-time information on patients’ health status (epidermal electronics [26]).

3) Finally, in the field of energy (Energy Efficiency, Energy Utilization, Smart Power Grids), IoT makes it possible to support the energy transition by complying, for instance, with the 2009 European directive on the smart grids deployment [27]. Thus, by 2021, more than 35 million Linky electricity consumption meters will be installed in France. The meter is equipped with sensors and uses the existing network to receive and transmit data without the physical intervention of a technician.

---

5https://www.stanleyhealthcare.com
of data relating to humans and their environment. However, the valuation of this data is often the responsibility of users. Thus, the treatment of trees in the city of Paris remains the responsibility of the loggers; the optimization of patient care in hospitals to that of the nursing staff, therapeutic compliance to that of the patients, etc.

### B. Ubiquitous Computing

Ubiquitous computing, by moving computational resources from the personal computer to everyday objects, invites researchers to rethink the ways in which humans and computers interact.

This research area (Human Computer Interaction) is predominant, as is that concerning mobile devices (Mobile Devices, Telephone Sets, Mobile Phones, Wearable Computers, etc.), vectors of these new interaction modalities through services with high added-value (Location Based Services, Multimedia Services, Visualization, etc.). For instance, connected glasses (Wearable Computers), often associated with Eyewear Computing [28] are a representative example of the new modalities of interaction with the computer [29]. In the field of maintenance, the relevance of these new interaction modalities is all the greater because it allows significant time and efficiency gains thanks to information elements superimposed on reality (Augmented Reality) [30].

**From an application point of view, two areas emerge from the study of keywords: healthcare and smart environments (intelligent buildings, smart-homes and smart-buildings):**

1. **In the field of healthcare** (Healthcare) the most emblematic device is the connected watch (Wearable Computers) which, based on a certain number of physiological data, makes it possible to prevent cardiovascular or cerebral risks, to detect falls [31], biological dangers [32], etc. The LVL bracelet from the American company BSX measures the wearer’s cardiac parameters and hydration level. It signals in real time the amount of water to be absorbed via a dedicated application on the smartphone.

2. **In the field of so-called intelligent buildings and houses** (Smart Home, kwdIntelligent Buildings), sensors embedded on clothing pave the way for new interactions. For instance, biometric sensors sewn into clothing allow temperature and lighting to be modulated in a contextual way (Context Aware Computing, Location) for well-being and energy saving purposes (Energy efficiency, Energy Utilization) [33][34].

   The Homni [35] connected lamp, developed by Teraillon, adjusts its brightness throughout the day. Equipped with sensors for room temperature, brightness, humidity and noise, it also makes it possible to offer diagnostics and advice via the dedicated application “Teraillon Wellness Coach” to improve sleep quality. It also includes a bluetooth speaker allowing to broadcast a suitable sound atmosphere in the early and late hours of the night. Connected switches (e.g., the SmartPeeble portable switch/variator from Awox) and connected locks complete the possibilities offered by connected objects within the home (e.g., Smart Lock from the Austrian company Nuki is a box that can be installed on a lock and allows it to be opened and closed remotely via a dedicated application). Another example is the refrigerator, a connected object that is emblematic both for the fact that it is one of the first objects to have been connected (LG, 2000) and for the usage scenarios it suggests. Using RFID chips attached to food, the refrigerator reads its contents, offers adapted menus and warns users when food is missing or outdated [36][37]. Finally, the Luminon of the Ubiant startup is a watchtower that connects to all connected objects in the home and indicates by its colour (green or red) whether household consumption exceeds the predefined target. If the consumption target is exceeded, the user receives a notification on his smartphone to warn him of the location of the excess consumption.

Ubiquitous computing offers humans, via mobile devices, new ways of interacting with computer. However, it must be noted that these interactions most often result in a set of notifications from applications associated with the devices and are all the more restrictive because they require the permanent availability of users.

### C. Pervasive Computing

**Pervasive computing has strong connections with ubiquitous computing.** This is very clear from the figure 3. However, the predominant research area here is on middleware (Middleware), an architectural approach to mediation and orchestration of services [38], some of which being executed on connected things.

The exchange of messages (e.g., Message Queue Telemetric Transport, MQTT) and the implementation of **remote software services** (e.g., Service Oriented Approach, SOA) allow computer applications to interact, cooperate and exchange information with connected things (System of Systems). The dynamic nature of the everyday objects and services they carry means that they can appear and disappear over time. The implementation of **service discovery protocols** (Service Discovery) is an important research area that allows middleware to be aware of their execution context (Context Aware Services), a context that is defined by the purposes of the system concerned [39].

**From an application point of view, the same domains as above emerge with a strong predominance for the healthcare domain (Healthcare).**

There are many examples of middleware implementation [40]. Context consideration is characterized by **adaptive systems** (Adaptive Systems) that can rely on semantic annotations (Semantics) to select the most relevant available services available [41] to ensure continuity and **quality of service** (Quality of Service, QoS) [42].

### D. Ambient Intelligence

Ambient intelligence, as defined by Eli Zelkha, **aims to bring together the computer resources embedded in objects to**
assist people in their daily activities (Activities of Daily Life).

The elderly (Elderly People), often dependent because they are restricted in their freedom of movement and are subject to a decline in their cognitive abilities, are the ideal target of ambient intelligence. The economic and social impacts that ambient intelligence promises are enormous in this context [43] both on the prospects of reducing the costs of their care by society and their families and on improving their quality of life (Quality Of Life).

Two research areas emerge clearly from the study of keywords related to ambient intelligence (figure 3):

1) **Research on artificial intelligence** to assist people in their daily activities (Ambient Assisted Living, AAL). Addressing the cognitive and physical deficiencies of these people suggests a form of autonomous intelligence (Intelligent Systems, Autonomous Agents) that can interpret the needs of these people (Activity Recognition, Gesture Recognition, Speech Recognition) and make relevant decisions for them (Decision, Support Systems, Decision Making, Knowledge Based Systems).

2) **Research on the robotization of environments** for support and physical assistance to people (Intelligent Robots, Home Automation.)

From an application point of view, people assistance (Ambient Assisted Living) is logically the main field of application with repercussions in the fields of robotics, smart environments (Intelligent Buildings, Smart Home) and healthcare (Healthcare) [44][45].

There are many examples and usage scenarios. For example, through the means of communication available in the home (televisions, tablets, lamps, speakers, etc.) an intelligent system can send messages that are useful to people (e.g., "think about taking the medication") and adapted to their physical condition (e.g., deafness, visual impairment).

Another example concerns the use of sensors scattered throughout the habitat from which an intelligent system is likely to recognize people’s activity in order to anticipate their needs or prevent rescue in the event of a fall or abnormal activity suggesting a physical problem.

Combined with activity recognition, connected objects such as lamps, blinds, loudspeakers, radiators, etc. allow intelligent systems to learn people’s behavioural habits in order to improve their well-being by reproducing their favourite visual and sound environments (Decision Making) or by suggesting relevant actions (Decision Support Systems). A concrete example is the Nest thermostat, which controls the boiler by observing the habits of the occupants of the house in order to optimize energy consumption [46].

**E. Cyber-Physical systems**

Cyber-physical systems (CPSs) are a generalization of the concept of embedded systems to that of connected things with the objective of making them collaborate for the control of physical processes [8]. The purposes of these systems are achieved through the physical environment (Physical Systems, Physical Environments, Physical World) autonomously (Robots, Robotics, Actuators).

Two research areas emerge from the study of keywords related to these systems (figure 3) which could be related to “Trustworthy Systems of Systems” [47]:

1) Research that addresses cyber security aspects (Network, Security, Intrusion Detection, Cyber-Attack, Cyber Security, Security Systems),

2) Research related to risks and their management (Risk Assessment, Accident, Prevention). From this point of view, it is interesting to note the efforts regarding the formal verification of these systems (Formal Verification).

From an application point of view, three areas emerge: energy, industry and robotics:

1) In the fields of energy and smart power grids (Smart Power Grids) [48], the aim is to adjust electricity production and distribution according to real time demand in a targeted manner. For instance, Linky meters allow to determine electricity demand in real time. Depending on this demand, local production resources favouring renewable energy sources (solar panels, wind power) are used to meet this demand. In the long term, CPS should allow the advent of Zero-Net Buildings (ZNEs) [49] that, using sensors, solar panels, LED lighting and batteries, do not use more energy than they produce,

2) In the field of industry (Industry 4.0, Manufacturing) [50], a striking example is that of stock management at Amazon, carried out by robots that autonomously walk the warehouse and constitute orders using tags present on each of the products [51].

3) Finally, the implementation of robots such as autonomous vehicles (Vehicles) promises to improve the fluidity of road traffic. Connected to online services and equipped with sensors, their perception and reactivity, by not being subject to fatigue or inattention, are much better than that of humans. These vehicles are therefore intended to drastically reduce accidents due to fatigue, alcohol, etc., (94% of which being of human origin [52]), and costs by increased driving efficiency.

CPSs embody a robotization of the world whose interest lies mainly in the optimization of resources, their means of supply, etc. However, by interacting with their environment, these systems are not without risks, as evidenced by the current lines of research concerning them.

**F. Synthesis**

This brief synthesis highlights the fact that purpose of the systems underlying the different concepts discussed, beyond
the collection of environmental data from sensors, is mainly the implementation of relevant actions that the processing of these data suggests in our environments:

1) In cities, it is a question of controlling resources and assets in order, for example, to fluidify traffic [17], to manage energy distribution (water and electricity) [27], etc.,

2) Within the home, it is a question of controlling electrical appliances in order to optimize household consumption [46]; modifying certain physical parameters in order to assist and improve people’s well-being [35], their safety [53], etc.,

3) At the human level, it is about influencing behaviours to improve physical and cognitive performances [25].

This purpose, common denominator of the concepts discussed, brings them together under the term ambient systems. This semantics is relevant and reflects well the idea of the fusion of the physical and digital worlds. It finds roots in the general system theory [12] which defines an ambient environment by all the external factors which, by acting on certain properties of a physical system, determine its evolution. Nevertheless, responsibility for actions is still left to individuals, these systems only providing support for decision-making (Decision Support Systems). This is evidenced by the mobile applications associated with these systems, most of which being comparable to remote controls. However, the multiplication of dedicated applications and the notifications resulting from their analyses induce a cognitive overload which has the consequences of reducing users’ performance [54] and inducing stress [55] likely to motivate the abandonment of the systems and their applications [56][57]. Not to mention the risks to both humans and their environment that the decisions made by these systems are likely to cause. This situation is explained by the complexity of these systems [58]. This complexity, by preventing the accurate modelling of these systems, also makes it impossible to predict with certainty the effects that these systems are likely to have in the environment.

The next paragraph is devoted to formalizing this problem and justifying the complex nature of these systems.

### III. Complex systems, irreducible to a model

A definition of the notion of system appeared in the 1940s as part of the work on the systemic approach, which is at the origin of currents of thought such as structuralism in France or cybernetics in the United States. From the 1970s, under the influence of Ludwig von Bertalanffy [12], this work was extended to emerging systems and the concept of self-organization. In this context, a system is defined by:

**System** – A system is a set, forming a coherent and autonomous unit, of real or conceptual objects (material elements, individuals, actions, etc.) organized according to a goal (or a set of goals, objectives, purposes, projects, etc.) by means of a set of relationships (mutual interrelationships, dynamic interactions, etc.), all immersed in an environment [59].

The introduction of autonomy in this definition refers to the intrinsic capacity of a system to maintain, by itself, its unity in order to perpetuate the achievement of its purposes. The action of maintaining suggests feedback loops, a particular form of interaction whose study is at the heart of cybernetics: the system modifies the environment which, in turn, modifies the system within circular relationships.

As an integral part of these systems, computer systems (or, more generally, digital systems) can be defined as follows:

**Computer system** – A computer system is a set of computer, telecommunications equipment and software used to collect, process, store, transmit and present data [60].

It is a technological artifact whose purposes are achieved through data manipulation. All the IT and telecommunications resources form the coherent unit that refers here to the notion of infrastructure, which will have to be maintained in line with the purposes of the system. For instance, mechanisms for periodically refreshing the contents of DRAMs (Dynamic Random Access Memory) or hardware redundancy ensure the integrity of the data stored in the memory. Cyclic redundancy (CRC) or Error-Correcting Code (ECC) control mechanisms ensure the integrity of data as it is transmitted over a network. Consequently, the achievement of the purposes of these systems is deterministic, being conditioned only by the validity of the means of data processing implemented, regardless of time and space. This determinism allows the implementation of models and tests that allow the validation and prediction of the results of data processing.

An ambient system, fusion of the digital and physical worlds, is a system of systems whose singularity lies in the fact that its purposes are achieved, no longer exclusively through the manipulation of data, but also through the manipulation of some properties of the physical environment. It is no longer merely a question of collecting, processing and storing data, but of observing, modifying and maintaining properties of the physical environment through transducers (sensors and actuators), interfaces between the physical and digital worlds at the heart of their infrastructure.

In fact, the realization of the purposes of an ambient system is part of a set of dimensions (including spatio-temporal dimensions) that characterize the notion of context. For Bazire et Brézillon [39], the context is defined by the purposes of the system concerned: “context acts as a set of constraints that influence the behavior of a system dedicated to a certain task”.

The set of constraints here is threefold:

- First, it corresponds to the set of external factors inherent to the **physical environment**, complex system in non-linear interactions with the ambient system and possibly in conflict with the effects it produces,
- It then corresponds to the **latent dynamical of the infrastructure** inherent to the connected objects that do not offer any guarantee of interoperability and spatio-temporal availability,
- Finally, it corresponds to the **rationality of the decisions** specific to the decision-making algorithms underlying the
achievement of their purposes through transducers embedded on connected things (in this context, the notions of substantive and procedural rationalities introduced by Herbert Simon are particularly relevant).

These constraints, which are as much challenges in maintaining the unity of ambient systems and in achieving their purposes, are justified and detailed below.

A. The challenge of the physical environment

The purposes of ambient systems are achieved through the physical environment. In other words:

- It is no longer a question of storing a value in memory whose persistence is guaranteed by design, but of maintaining a set of properties of the physical environment around a point of equilibrium (the temperature of a room for example), which many physical processes, independently of the ambient system, are likely to disturb in a random manner;
- It is no longer a question of transmitting information by bounded or guided channels (optical fibre, coaxial cables, etc.), but by air channels (wireless telecommunications), the keystones of ambient systems whose sensitivity to disturbances inherent to the physical environment has been demonstrated. In particular, temperature is a factor in the degradation of data transmission performance [61][62];
- It is not a question of connecting the components of ambient systems to the wired electrical network, but of collecting and storing energy. The technological constraints associated with batteries and weather variations are potential disruptive factors here;
- Finally, it is no longer merely a question of controlled systems, reducible to a model, for processing and transforming information but, more broadly, of complex open systems, irreducible to a model, leading irreversible transformations of physical properties [63].

Before going further, it is necessary to introduce the notions of entropy, negentropy, controlled systems and open systems.

The notion of entropy was introduced by Rudolf Clausius in 1865 and is at the heart of the second principle of thermodynamics; it has since been adopted in many fields including statistical physics, information theory, mathematics, philosophy, human sciences, etc.

In the sense of thermodynamics, entropy characterizes the degree of dispersion, the homogenization of the energy of a system that no longer allows it to produce organized effects. Thus, entropy characterizes disorder, the disorganization of the system. In the sense of statistical physics, the entropy of a system characterizes the lack of information relating to the organization of its constituents. Entropy is minimal if the macroscopic state of the system is the representation of a single organization of its constituents. It increases with the number of possible organizations that lead to the same macroscopic state. In other words, the higher the entropy, the less informative the macroscopic state is about the actual internal organization of the system.

For instance, a macroscopic state for a set of 52 playing cards may correspond to “all cards are hidden”. Entropy is minimal, this macroscopic state is indeed the representation of a single organization of the cards. When the macroscopic state corresponds to “all cards are hidden except one” (the position of the visible card being important), entropy increases (the macroscopic state is the representation of possibly \(52^2 = 2704\) organizations). Indeed, the macroscopic state of the system is no longer the representation of a single organization of its elements. It is not informative of the underlying real organization. Entropy is maximum when the macroscopic state corresponds to “all cards are visible” (the macroscopic state is the representation of possibly \(52! = 8.06 \times 10^{67}\) organizations).

The notion of representation calls for that of modelling which, in its simplifying logic, is subject to abstractions that cannot allow it to be a single representation of the real organization of the constituent of a system. On this basis, a definition of the entropy of a system could then be as follows:

**Entropy of a system** – The entropy of a system characterizes the degree of ignorance, embodied in the impossibility of a model to predict the real evolution of the elements of the system. The higher the entropy of a system, the less its model is reliable to predict its future evolution.

The degree of ignorance is highlighted in the principle of maximum entropy. When the (imperfect) knowledge of a phenomenon is represented by a probability law, the principle of maximum entropy consists in choosing, among the set of distributions responding to the constraints specific to the phenomenon, the one with the greatest entropy, i.e., the one with the highest variance and which is therefore the least informative.

In light of entropy, the definition of a system can be completed in different ways. In the context of systems whose purposes are achieved through the physical environment, one may refer to so-called open or controlled systems.

**Open system** – An open system is in permanent relationship with its environment with which it exchanges energy, matter and information. The entropy of the system can then increase, stabilize or decrease as these reorganizing exchanges progress (figure 5.a). Entropy is minimal if the evolution of the system, depending on these exchanges, remains predictable (cf. negentropy).

**Controlled system** – A controlled system is a system in which all the exchanges of energy, matter and information likely to transform its organization are regulated by feedback loops in active opposition to the increase in its entropy, i.e., constrains the evolution of the system so that it remains predictable (figure 5.b).

Controlled systems are said neguentropic systems [64].

**Negentropy** – Negentropy, unlike entropy, characterizes the degree of knowledge available to enable a system to overcome entropy, i.e., to maintain the predictability of its future evolutions. The entropy of a system is minimal if its negentropy is maximal.
 Ambient systems often use feedback loops to counter entropy. In particular, ambient systems auto-adaptive (Adaptive Systems) which, through observations (Adaptive Systems), adapt to changes through feedback loops (e.g., Models@Runtime, MAPE-K (Monitor-Analyze-Plan-Execution over a shared Knowledge) as part of Autonomic Computing).

Nevertheless, while all the exchanges of energy, matter and information that contribute to the preservation of the organization of a system can, under certain conditions, be known and controlled (like cyber-physical systems in an industrial environment), it is illusory to think that they can be completely known within the physical environment. In other words, except in special cases, it is unrealistic to expect to control all the sources of entropy of a system whose objectives are achieved through the physical environment (figure 5.c), irreducible to a model and therefore complex.

Beyond the physical environment in which they operate, the complexity of ambient systems is also related to the dynamicity and variability of their infrastructure, inherent in a set of contextual, technological and environmental factors that are detailed in the following paragraph.

B. The challenge of the infrastructure

Infrastructure is at the heart of the ambient systems organization. It refers to the notion of (structural) unity that these systems must maintain in order to perpetuate the achievement of their purposes. It is characterized by a set of technological means (such as those discussed in the context of connected things, i.e., Devices, Resources, Services and Energy), immersed in the physical environment and interrelated within a communication network (Network). Thereby, the infrastructure of ambient systems is subject to dynamics and variability that may call into question its adequacy with the purposes of the system.

The main factors leading infrastructure dynamics and variability are technological, contextual and environmental.

1) Contextual factors: When the purpose of an ambient system is to maintain a property of the physical environment at a certain value, this purpose only makes sense if it is spatially bounded, i.e., concerns a well-defined subspace of that environment (e.g., a kitchen, a building, etc.). It is therefore clear that the purposes of an ambient system can only be achieved in presence of relevant devices and services, i.e., capable of influencing the physical property in question within the spatial boundaries of the subspace concerned (figure 6.a). However, even if this were the case: (1) the nomadic nature of the connected objects does not guarantee the availability in time and space of their associated devices and services (figure 6.b); (2) many devices and services, within the subspace, are likely to be able to also influence the physical property. The choice of the most pertinent devices and services, given the purposes of the system, is not a trivial task (figure 6.c). In this context, maintaining the adequacy of the infrastructure with the purposes of ambient systems lies in their ability at reorganizing themselves (self-organized) as the infrastructure evolves. From this point of view, middleware (Middleware) are intended to organize the services involved and their relationships. They ensures the continuity of service.

2) Technological factors: Middleware implementation is only possible within an ecosystem of interoperable services, both in terms of their accessibility within the network and in terms of the formal interpretation of the semantics of the interactions they offer with the physical environment. In this context, many challenges remain to be addressed. The interoperability of the devices embedded on objects is primarily limited by the heterogeneity of the many communication protocols as no standard has clearly emerged to date. Hence, players in the field are grouped into consortiums around communication protocols, the main ones being Wi-Fi, Cellular (2G, 3G, 4G and 5G), Bluetooth LE, ZigBee, KNX, Z-Wave, LoRaWAN, enOcean, etc.

On top of the communication protocols, application protocols based on service-oriented architectures (SOAP WS-*), re-
sources (REST API, CoAp) or messages (MQTT, AMQP,...) are widely used. These application protocols have the advantage of providing a generic way to access the data and APIs of the devices through gateways and thus abstract the underlying technological heterogeneity. They also allow these devices to be integrated into the world wide web. Therefore, it is possible to use existing web technologies on devices and their data (i.e., search engines, indexing robots, semantic annotations and knowledge bases, security, composite applications, physical mashups, etc.). This is referred to as the web of objects (Web of Things, WoT). The formal description of the data and APIs of each of the devices can then be considered on the basis of semantic annotations (Semantic Web of Things, SWoT). With these annotations, middleware are then able to index and search for devices and their services in the environment, interpret their interactions and compose high added-value applications that implement multiple devices in a relevant way. Originally syntactic, description formalisms such as RSDL (RESTful Service Description Language), WSDL (Web Service Description Language), etc. have evolved into semantic formalisms such as OWL-S (Semantic Markup for Web Services), SAWSDL (Semantic Annotations for WSDL), WSMO (Web Service Modeling Ontology), etc. In general, semantic description formalisms are based on a vocabulary (an ontology). Interoperability is then only possible if all annotations are based on a common ontology. Unfortunately, it is not possible to describe semantically, a priori, all objects, their devices, data and APIs within a single and global ontology (semantic heterogeneity) [65]. Hence, there are now a multitude of heterogeneous ontologies covering all fields of application. Thus, to date, 700 ontologies*, which follow the W3C’s recommendations in terms of quality and whose sources are available, are listed to date. This list does not take into account proprietary ontologies, many manufacturers of connected objects are likely to develop their own ontologies to describe objects, their devices, data and API.

3) Environmental factors: The nomadic nature of connected objects suggests that the vast majority of them cannot rely on wired power supply. Therefore, energy harvesting and storage strategies are implemented (self-powered) [66][67][68]. In this context, at the heart of the concepts Zero Energy and Green Computing, wireless power transfer technologies (e.g., RFID tags) and solar energy recovery technologies are the most widely used. However, these technologies are largely dependent on the physical environment in which they are implemented. Thus, the performance of wireless energy transfer is highly dependent on the obstacles that can be found between the transmitter and receiver. The efficiency of solar panels, beyond technological considerations specific to the materials used to produce them, is largely dependent on weather variations and the condition of photovoltaic panels which, when exposed to dust, require frequent cleaning [69]. In addition, when batteries are used to store energy, they must be replaced regularly, as their lifespan is limited. Finally, some approaches use the piezoelectric effect to allow objects to produce their own energy [70]. This is the case, for example, with enOcean’s switches, whose energy is created by the pressure exerted by the user. In terms of communication, the nomadic nature of connected objects also suggests the implementation of wireless communication technologies, again, largely dependent on the physical environment in which they are implemented. For example, temperature is a factor in the degradation of data transmission performance [61][62].

4) Human factors: The vulnerability of ambient systems to cyber attacks (Cyber Security, Cyber Attacks, Crime, Network Security) could also compromise the integrity of these systems [71]. Whether by accidental or malicious modification of sensors data (e.g., man-in-the-middle attack), by failure of a device (e.g. Denial of Service attack, DoS, malfunction, etc.) or by its malicious takeover, the purposes of an ambient system can be compromised or no longer be achieved, with potential risks for individuals and their environment [72].

Before closing the aspects related to the complexity of ambient systems, it is necessary to study the processes at the heart of the genesis of their decisions and which contribute to their

*http://lov.okfn.org/dataset/lov/
C. The challenge of the Simonian rationality

When ambient systems acquire a certain level of autonomy, their actions and the resulting effects are likely to be the result of bilateral or unilateral decisions which result from algorithmic reasoning (Decision Support Systems, Decision Making). Hence, the genesis of the decisions made by ambient systems and their rationality determine the achievement of the purposes of these systems. In this context, Herbert Simon's work, on the basis of Thomas Kuhn's work on Philosophy of Science, is particularly relevant. Economist (Nobel Prize in Economics in 1978) and sociologist, his work on limited rationality led him to focus on decision-making organizations and procedures as well as artificial intelligence (in 1975, with Allen Newell, he was awarded the Turing Prize for his work in this field). It is within the framework of this work that Herbert Simon introduces the concepts of substantive rationality and procedural rationality [73][74].

1) Substantive rationality: Substantive (or optimizing) rationality refers to the behaviour of a system that makes its decisions while trying to optimize (Optimization) the resources at its disposal in order to achieve its purposes. It deals with the adequacy between the means possessed by the agent and the purposes. [75]. The rationality of decisions here is entirely determined by the characteristics of the environment in which they take place, i.e., the context. For instance, middleware demonstrate substantive rationality by selecting, from among all the available devices, those whose services are in adequacy with the purposes of the system. The selection process then follows an optimising logic, one of the criteria of which is the quality of service (QoS, Quality of Service).

2) Procedural rationality: Procedural rationality is a decision-making process in which a system makes decisions according to predefined procedures. In this context, the rationality of the decisions taken is entirely determined by their algorithmic procedures, the improvement of which is necessarily accompanied by experimentation phases. Thus, the system examines, through a succession of trials and errors, a limited number of possible decisions and decides on the one that allows it to reach not the optimum but a minimum level of satisfaction. Procedural rationality highlights three essential phenomena that may call into question the achievement of the purposes of ambient systems:

1) Due to their limited computational capabilities and the complexity of the physical environment, ambient systems cannot claim to be optimal in their decisions,

2) The set of choices facing ambient systems is finite, and, based on [76], “all the choices available to the systems are not exogenous but endogenous to their past activity”. As a result, the processes of learning (Learning Systems) and decision-making are mutually constrained and difficult to distinguish,

3) Ambient systems are likely to be highly heterogeneous, not only in terms of the means they use to achieve their goals, but also in terms of their operating environment and the local nature of their learning.

The arguments developed in this paragraph illustrate the intrinsically complex nature of ambient systems. This complexity is embodied in the impossibility of predicting their behaviour and therefore the achievement of their purposes, with the risks that this entails for both humans and their environment. At best, can we hope to get close to the desired behaviour but never reach it exactly: “[...] as soon as a system is open there is no optimum and any equilibrium is in interaction with its environment” [77]. As a result, responsibility for actions is often left to individuals, with ambient systems only providing support for decision-making.

IV. Towards an epistemological rupture

The situation described in the previous paragraphs calls for an epistemological rupture that some researchers have advocated for [78][79][80][81][82]. Indeed, current software engineering approaches, which include formal testing and verification methodologies (Formal Verification), find their epistemological foundations in positivism, a doctrine theorized by Auguste Comte in the continuity of Cartesianism, which claims for predictability. But, as indicated by Jean-Louis Le Moigne, “In practice, analytical modelling is increasingly proving inadequate, whenever it is agreed that one is not sure that something cannot be forgotten (the hypothesis of closing the model), that objective evidence is only evident in a given ideology (...), in other words, whenever one has to make the assumption that the modelled phenomenon is not complicated but complex” [63] p.19. The predictability is assumed in the field of software engineering and justified by the technological means implemented to control computer systems and maintain their organisation in permanent adequacy with their purposes. This is not the case with ambient systems for which the notions of dependability [83] and trustworthiness, condition the acceptability of these systems.

Pragmatically, without predictability and being only able to get close to the desired behaviour without reaching it exactly, a relevant question to ask is then “to what extent does the ambient system actually do what it must do ?”, the answer to which can only be given in vivo. In order to address this question, it may be interesting to consider the systemic approach. This approach finds its epistemological foundations in constructivism [84]. It is then a question of considering an ambient system as a whole by focusing on the purposes it must produce (teleological point of view) in interaction with its environment (phenomenological point of view) without a priori knowledge of its constituents.

Systemic modelling consists in “representing a complex phenomenon as and by a system, a system that is general and stable enough to account for all the types of complexity that can be considered” [63] p.38. Although it is not possible to reduce complex systems to explanatory finite models, they still remain intelligible. Unlike analytical modelling, associated with disjunctive logic, systemic modelling is associated with conjunctive logic, which makes it possible to account for the perceived phenomena in and through their complex conjunctions (homomorphic correspondence between the object and
its model, and not isomorphic as is the case with analytical modelling approaches). This translates into considering a set of actions characterized by the general notion of active processes acting on the environment and characterized by inputs and outputs. On these basis, the figure 7 depicts the evolution of a complex system in the (T)ransform-(S)pace-(F)orm referential.

The systemic approach is a modelling method that takes place in iterative steps [85]. The objective of these different steps is to obtain a consensual understanding of the complex system considered:

1) The first step consists in identifying the complex system to be studied ("the observable"), isolate it to define its contours (systemic breakdown) according to different criteria that remain at the discretion of the modeler,

2) Using the triangulation method [86] p.64, the complex system thus defined is then approached from the functional, structural and historical points of view. The functional aspect consists in questioning the purposes of the system ("What does it do?"). The structural aspect focuses on studying the elements that make up the system by focusing on their interactions rather than on the elements themselves. Finally, the historical aspect consists in taking an interest in the temporal evolutions of the system. The knowledge of the system will then be represented by a barycentre whose position can evolve throughout the process of apprehending the object and improving its knowledge.

3) This knowledge, once ordered, makes it possible to build a qualitative model of the complex system (figure 8.a),

4) Once the qualitative model has been constructed, it must be formally represented by qualifying the forms of inputs and outputs (non-functional properties) that are involved in the evolution of the system in a quantitative manner 8.b). This formalization then allows the implementation of the model through temporal simulations.

By successive iterations, the model can be modified and improved until it reaches a consensus. A simple example is depicted in figure 8.

Based on this model and the observation of inputs and outputs, it will therefore be necessary to assess the effectiveness of an ambient system, i.e. the degree of adequacy between its purposes and the effects it produces. The effectiveness assessment is part of the Gibert's performance model as depicted in figure 9. Per Jean-Louis Le Moigne, "effectiveness is assessed by a multidimensional vector relating the behaviour of a system to its purposes" [63].

It is worth noting that middlewares act mainly at the relevance level of the Gibert model. For example, it is a matter of choosing the most relevant services (means) from among those available on the basis of their semantic annotations. Self-adaptive systems, on the other hand, generally act on low-level performance indicators that are part of an optimization problem at the efficiency level of Gibert’s model (e.g. self-healing, self-configuring, self-optimizing, self-tuning, etc.). The same applies to evaluations relating to the concepts of dependability, performance, performability and quality of service (QoS) that focus mainly on low level objective properties, which need to
be optimized over time. However, “the efficiency of a vehicle can be measured by the ratio: 5 litres per 100 km; 5 litres of gasoline, resources consumed; 100 km travelled, resources produced. But if the purpose of the vehicle was to go to Paris and it ends up in Bordeaux, the measurement of its efficiency (a priori very good) will not say anything about the quality of its effectiveness.” [63].

V. PERSPECTIVES
The evaluation of effectiveness, in addition to formal testing and verification methods, may offer interesting perspectives. Some of them are described below.

A. Self-Adaptation
Ambient systems are often self-adaptive, they are able, through feedback loops, to modify themselves in response to changes in their environment or the objectives they must achieve [88] (e.g. Model-Analyze-Plan-Execute over a shared Knowledge (MAPE-K) [88], Model Identification MIAC and Model Reference Adaptive Controllers (MRAC) [89]). In practice however, existing self-adaptive ambient systems are mainly designed by focusing on low-level performance indicators rather than high-level requirements [90][91] (e.g., self-healing, self-configuring, self-optimizing, self-tuning, etc.). Other approaches exist, based on reference models whose parameters are adjusted over time and on which formal verification methodologies are applied (Model Identification Adaptive Control (MIAC) and Model Reference Adaptive Control (MRAC)[89]). These approaches, however, are only relevant if the models are in line with reality (i.e. are isomorph).

Equipped with continuous evaluation of their effectiveness, these systems would be able to focus on a high-level performance indicator that does not assume the illusory existence of an isomorphic model.

B. DevOps
The DevOps approach [92] seeks to unify the practices of software development (i.e., development, integration and testing) and systems administration actors (i.e., deployment, operation and maintenance). This unification is justified by the antagonistic objectives of these actors. On the one hand, software development actors are constrained by cost and time constraints with the negative impacts that this can have on the quality of the software delivered. On the other hand, IT administration actors are constrained to stability and quality objectives even if this has repercussions in terms of costs and delays. The effectiveness assessment is part of a set of recommendations for the implementation of the DevOps approach. In particular [92]:

1) Continuous integration including continuous testing.
   The idea of using the evaluation of effectiveness as a result of unit tests (which do not sanction execution with a PASS/FAIL binary result but with a degree of compliance) is fully justified here. They contribute to the dichotomy between positivist test approaches based on models of the systems considered and implemented at development time (Dev/Tests) and constructivist approaches based on observations (Ops, monitoring).

2) Users’ feedback. The qualitative model as depicted in figure 8 may denote users’ preferences. In this context, the evaluation of the effectiveness could be used as an automatic users’ feedback indicator.

3) Monitoring of operation and production quality using key metrics and indicators. As such, the effectiveness assessment could provide such indicators.

C. Quality of Experience
The Quality of Experience (QoE) provides an assessment of end-users satisfaction with a service or, more generally, a
product [93]. It aims to take into account all factors that contribute to the quality of a system or service as perceived by the users, beyond purely technological factors. A definition is provided by the International Telecommunication Union (ITU): “The degree of delight or annoyance of the user of an application or service. It results from the fulfillment of his or her expectations with respect to the utility and/or enjoyment of the application or service in the light of the user’s personality and current state.”

In order to measure the quality of experience, human evaluations can be used. In this context, the Mean Opinion Score (MOS [94]) is widely used. Evaluations are mainly governed by ITU recommendations which define strict experimental frameworks for multimedia application areas (communication, video, speech, etc.). Besides MOS, some approaches are based on Random Neural Networks (RNN) as, for instance, the Pseudo Subjective Quality Assessment (PSQA) [95] which involves learning, through a set of subjective tests, how humans respond to quality.

MOS is only a limited form of quality of experience assessment, acquired in controlled environments that cannot reflect the open nature of environments where users’ experiences are shaped [96]. RNN-based approaches require a significant number of annotated datasets with the estimation of their respective quality. In the context of ambient systems, datasets must be acquired in different real situations, the number of which is likely to be prohibitive. In addition, given the subjective nature of the QoE assessment, this number should be multiplied by an equally large number of users. This approach therefore seems impracticable when it comes to generalizing it to ambient systems.

Here again, assuming that the qualitative model as depicted in figure 8 may denote users’ preferences, the evaluation of the effectiveness could be used as a QoE indicator.

D. Dependability

The notion of dependability [83] covers all critical aspects related to the reliability of ambient systems [97]. A definition of dependability, given by the International Federation for Information Processing (IFIP), is the following: “The trustworthiness of a computing system which allows reliance to be justifiably placed on the service it delivers, enables these various concerns to be subsumed within a single conceptual framework. Dependability thus includes as special cases such attributes as reliability, availability, safety, security.”

IEEE defines reliability as the “ability of a system or component to perform its required functions under stated conditions for a specified period of time” (continuity of correct service). Availability is concerned with the ability of a system to provide a service when it is required. Safety is about the ability of a system to operate normally or abnormally, without adverse effects on humans or the environment. Finally, security is the ability of a system to prevent unauthorized access or manipulation of its state.

The notion of dependability is often associated with the notions of performance and performativity. IEEE defines the performance as “the degree to which a system or component accomplishes its designated functions within given constraints, such as speed, accuracy or memory usage.”. The performability “quantifies how well the object system performs in the presence of faults over a specified period of time”[98].

When these attributes are not based on non-functional indicators, they require an implicit assessment of the behaviour of the system under consideration. This includes, for instance, measuring Mean Down Time (MDT), Mean Time To Failure (MTTF), Mean Time Before Failure (MTBF), etc. In this context, the evaluation of effectiveness can be used as a high-level indicator for both dependability and performance analysis, beyond non-functional indicators.

VI. Conclusion

Their purposes being realized in the physical environment, ambient systems are complex systems that are embodied in a set of concepts such as Pervasive Computing, Ubiquitous Computing, Cyber-Physical Systems, Ambient Intelligence, etc. This complexity, by resulting in the inability to obtain a predictive isomorphic model of the effects of their actions, implies that the responsibility for them often lies with users. When this is not the case, the effects produced are not without risk for users and their environment. In this context, we have proposed the systemic modelling approach, which has its epistemological roots in constructivism: it is no longer a question of predicting the effects produced by these systems but, in a more pragmatic way, of evaluating their effectiveness on the basis of a model of their purposes.

The proposed modelling approach paves the way to a set of opportunities in the areas of auto-adaptive systems, user experience, dependability, etc. First results are encouraging. For instance, the proposed modelling approach has been implemented in [99] where effectiveness assessment is achieved using probabilistic Input/Output Hidden Markov Model (IOHMM) and extended into the possibilistic framework in [100], accounting for temporal constraints.
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