Promotional videos are rapidly becoming a popular medium for persuading people to change their behaviours in many settings (e.g., online shopping, social enterprise initiatives). Today, such videos are often produced by professionals, which is a time-, labour- and cost-intensive undertaking. In order to produce such contents to support large applications (e.g., e-commerce), the field of artificial intelligence (AI)-empowered persuasive video generation (AIPVG) has gained traction in recent years. This field is interdisciplinary in nature, which makes it challenging for new researchers to grasp. Currently, there is no comprehensive survey of AIPVG available. In this paper, we bridge this gap by reviewing key AI techniques that can be utilized to automatically generate persuasive videos. We offer a first-of-its-kind taxonomy which divides AIPVG into three major steps: (1) visual material understanding, which extracts information from the visual materials (VMs) relevant to the target of promotion; (2) visual storyline generation, which shortlists and arranges high-quality VMs into a sequence in order to compose a storyline with persuasive power; and (3) post-production, which involves background music generation and still image animation to enhance viewing experience. We also introduce the evaluation metrics and datasets commonly adopted in the field of AIPVG. We analyze the advantages and disadvantages of the existing works belonging to the above-mentioned steps, and discuss interesting potential future research directions.
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1 INTRODUCTION

In e-commerce platforms (e.g., Taobao, Lazada, JD), promotional videos are rapidly becoming a popular form of product advertising. According to reports, 80% of video marketers stated that videos had helped increase their sales. The production of promotional videos has hitherto been performed mainly by professional teams. For individual or micro e-commerce sellers, hiring a professional video production team is unaffordable. Besides, manual video production is time-consuming, which hinders large-scale adoption of video-based product promotion campaigns.

To address this issue, artificial intelligence (AI) techniques for generating videos have been developed [16, 21, 54, 85, 86]. This field can be referred to as AI-empowered persuasive video generation (AIPVG). AIPVG systems usually take visual materials (VMs) (e.g., images and video clips) provided by sellers as the input, and generate videos as the output. One of the main design objectives of AIPVG is to motivate the viewers to change their behaviours (e.g., purchase products from an e-commerce platform, adopt an active and healthy lifestyle). Thus, generating videos that are persuasive is a major goal of AIPVG.

Persuasion has been a subject of study in social sciences for decades [5, 118]. Perloff [118] defines persuasion as a symbolic process in which communicators try to convince other people to change their attitudes or behaviours regarding an issue through the transmission of a message, in an atmosphere of free choice. In e-commerce, the transmission of messages can be carried out via images, texts, and promotional videos. The goal is to influence potential buyers’ purchasing decisions. Here, we provide a brief overview of persuasion models commonly adopted by AIPVG literature.

Elaboration Likelihood Model (ELM) [119] divides the process of persuasion into two routes: (1) the central route, and (2) the peripheral route. Persuasion through the central route requires the persuader to carefully analyse the facts surrounding the subject of persuasion in order to formulate a persuasive message. On the other hand, the peripheral route relies on auxiliary cues of the persuasion context (e.g., aesthetics, building relationships with the persuadees). In [119], the authors proposed to use peripheral routes when the persuadee has no motivation to analyze, cannot process information, or holds a neutral attitude towards the issue. Note that if a persuadee holds unfavourable thoughts, the peripheral routes may not be able to change his/her mind.

Focusing more on the knowledge of both the persuadee and persuader, the Persuasion Knowledge Model (PKM) [39] models the persuasion process in an adversarial form. The persuader performs persuasion based on his/her knowledge, while the persuadee copes with the persuasion attempt. Three types of knowledge are considered in the PKM: (1) topic knowledge, which refers to the knowledge related to the subject of persuasion (e.g., a product); (2) persuasion knowledge, which is about how to successfully persuade people (for persuaders), or how to cope with such persuasion (for persuadees); and (3) persuadee/persuader knowledge, which is the information that the persuadee or the persuader know about each other.

Applying AI techniques to videos generation has been a long-running research field. Many survey papers have been published on this broad topic. For example, video summarization techniques have been surveyed in [6, 55, 131]. Though video summarization and AIPVG generate videos that can tell stories, the design objectives and the inputs of these techniques are very different. Specifically, the video summarization trims a long video into a short version while aiming to preserve the original information. AIPVG, on the other hand, takes a set of VMs as the input to generate videos that aim to persuade viewers to change certain aspects of their behaviour. Several other papers have surveyed the field of video synthesis with generative models [17, 59]. Such techniques

1https://www.wyzowl.com/sovm-results-2020/.
do not require a set of VMs as the input to generate the videos. However, they can only generate videos without sophisticated storylines (e.g., talking-head videos [17] or virtual try-on videos [59]). AIPVG generates videos with storylines designed for persuasion by selecting and sequencing input VMs. This line of research work is distinct from the topics the previous survey papers covered. Moreover, some papers survey a part of the AIPVG techniques, e.g., deep metric learning [63, 95], CNN architectures [64], and recommender systems [25, 196]. However, they mainly focus on the specific techniques instead of their functionality, strength, weakness, and future works in the context of AIPVG. Currently, to the best of our knowledge, there is no comprehensive survey on the topic of AIPVG.

The techniques involved in AIPVG are interdisciplinary in nature, involving computer science, social sciences, and film theory. Thus, it can be challenging for new-comers to grasp the important developments in this field. The lack of a comprehensive survey on this topic further exacerbates this challenge. In this paper, we bridge this gap by providing a comprehensive review of the existing literature on AIPVG. This paper contributes to the AI literature in the following ways:

- Firstly, we provide an overview of the persuasion theory which plays an important role in AIPVG approach designs. This can be helpful for researchers to gain useful background knowledge on the ways through which technologies can influence users’ behaviours.
- Secondly, we propose a unique taxonomy which divides existing works in AIPVG into three main categories: (1) visual material understanding, (2) visual storyline generation, and (3) post-production. For each of these categories, we provide an overview of the main research challenges, discuss the key ideas of notable works, and highlight potential areas for improvement. We also introduce how to evaluate the generated videos.
- Finally, we outline ten promising future research directions towards building practical and efficient AIPVG approaches.

2 THE PROPOSED AIPVG TAXONOMY

The proposed AIPVG taxonomy divides existing works in this field into three main categories, as shown in Figure 1. Each of these categories correspond to one important step in the process of generating promotional videos with AI:

1. **Visual Material Understanding**: Works in this category aim to enable AI to extract useful information from images or videos provided by the sellers relevant to the target of promotion. They generally serve to enhance the informativeness and attractiveness of the generated promotional videos, which can be utilized by the subsequent steps.

2. **Visual Storyline Generation**: Works in this category focus on selecting and ordering the visual materials to compose a persuasiveness sequence. In this step, the informativeness and attractiveness of the visual materials are often taken into account to facilitate the selection and sequencing operations.

3. **Post-Production**: Works in this category aim to improve the viewing experience for the users. They include background music generation, image animation, and video rendering with special effects. This step can add more style and attractiveness to the final video output.

In the following sections, we discuss the main research challenges, ideas of notable works, and highlight potential areas for improvement in each of the aforementioned categories.

3 VISUAL MATERIAL UNDERSTANDING

Visual Material Understanding techniques that are useful for video generation can be divided into two parts: (1) Visual Material Representation, which takes a VM as the input and extracts a feature
from the VM. A good representation preserves information about the target object depicted in the image. It serves as a low-level understanding of the VMs for video generation and can be helpful to facilitate informativeness based central route of persuasion \[119\]; and (2) Cognitive Property Assessment (CPA), which estimates scores of cognitive properties for given VMs. It aims to predict the intensity of stimulation when viewers watch the VMs. Thus, it is considered as a high-level understanding approach. The cognitive properties help identify high quality VMs for the peripheral route of persuasion \[119\]. Commonly adopted cognitive properties in visual material understanding include emotions, aesthetics, and memorability.

3.1 Visual Material Representation

To generate promotional videos by leveraging AI techniques, the first step is to represent the visual materials (VMs). The VM representations can be used to perform tasks important for VM sequence generation and post-production (e.g., clustering, similarity calculation, and saliency map generation). A high quality VM representations generation model needs to satisfy the following requirements: (1) it shall generate embeddings that can be easily processed by AI models (e.g., 1-D vectors); and (2) it shall generate embeddings which preserve the rich product information, which is crucial in enhancing the informativeness of the resulting visual storylines, thus improving their persuasiveness \[8\].

3.1.1 Feature Extraction. Feature extraction approaches for visual material understanding have evolved over the years from traditional methods, to deep learning classification methods, and more recently to deep metric learning-based methods.

**Traditional Methods:** Before the emergence of Convolutional Neural Networks, feature engineering was generally performed manually by experts. Scale-invariant Feature Transform (SIFT) and Speeded-Up Robust Features (SURF) \[10, 94\] have been commonly used to extract image features. The SIFT \[94\] uses local features near detected key points of an image as the representation.
The local features are calculated based on the gradients of the pixels in each sub-region. Rotation and scale normalization are then performed on the features. SURF further leverages an integral image to accelerate SIFT [10]. These traditional image representation methods are generally fast. However, the major drawback is that they cannot learn what features are to be extracted from the input images. It heavily relies on manual feature engineering, which is hard to scale up. The model performance is also affected by the feature engineers’ expertise levels.

Classification-based Deep Learning Methods: Classification-based deep learning VM representation generation methods use the middle layer outputs of a trained classification Deep Neural Networks (DNN) as the feature. Commonly adopted classification DNNs for this task include convolutional neural networks (CNNs) such as AlexNet [73], ResNet [48], and VGG [142]. Recent research also suggests that the transformer networks [33] can achieve superior performance in classification. 3D-CNNs [37] can be used for video classification and feature extraction. Classification DNNs are trained by minimizing the classification loss via gradient descent optimization (e.g., stochastic gradient descent (SGD), Nesterov SGD [150], and Adam [68]). Commonly used loss functions are the cross-entropy loss and focal loss [82]. In practice, to extract the features in general, it is common to use the DNNs which have been pre-trained on well-known large-scale datasets (e.g., ImageNet [27] for images, and Kinetics-400 [62] for videos) as the feature extractors. Since such pre-trained DNNs are often available online, the training process can be skipped.

The advantage of DNNs over traditional methods is that they directly take the RGB images as inputs, and learn to find important regions and features by fitting the training data. In this way, manual feature engineering is no longer required, which enhances the scalability of such approaches. However, the classification tasks do not force models to encode rich product information commonly found in e-commerce applications. The resulting models can achieve good classification performance by only extracting information relevant to identifying pre-defined labels. One may propose to solve this issue by using finer-grained labels (e.g., defining each unique product as a class). However, this leads to a huge classification layer, which can incur high memory and computation costs during training.

Deep Metric Learning-based Methods: Compared to classification-based DNNs, deep metric learning (DML) can better preserve the rich product information in VMs when trained with large-scale fine-grained labels. This is because DML trains a CNN that directly outputs an embedding. The goal of DML is to make the data points within a class to be close together, and those from different classes far apart. The closeness measures can be defined in different ways. Since DML directly optimizes the data representations, the classification layer is not required in the training process. This reduces memory and computation costs, making training on large-scale fine-grained labels viable. The DNNs used for DML are the same as those under the classification-based deep learning methods, with the classification layer replaced by a fully connected layer to output the VM representations with a desired number of dimensions. To train such a model, a variety of loss functions have been proposed.

Proxy-based DML: Proxy-based loss, which represents a group of data with a proxy, has been proposed for DML. The proxy is usually a trainable 1-D vector, which is randomly initialized at first. The loss tries to minimize the distances between the proxy and corresponding data embedding extracted by the model and maximize the distances between proxies and data points that do not match. In the process of minimizing the loss, the proxy can be jointly trained with the model through backpropagation. For example, ProxyNCA loss [106] is defined as the logarithm of the Softmax function. The logits of the Softmax are the euclidean distance between the features of data \(x_i\) and the trainable proxies of \(x_i\).

Many previous works assign one proxy for each class (i.e., one-to-one mapping between data class and proxy), [28, 67, 91, 92, 164]. Nevertheless, approaches that assign multiple proxies for
each class have emerged [106, 121]. Movshovitz-Attias et al. propose randomly assigning multiple classes to a proxy so that the number of proxies can be smaller than the number of classes [106]. This strategy helps to tackle the high costs incurred by having a large number of classes, albeit at the cost of some performance degradation. Besides, [106] also proposed a dynamic proxy assignment, which assigns each data point to its closest proxy. The advantage of dynamic proxy assignment is that it does not require ground truth labels to train the model. On the other hand, static proxy assignment achieves better accuracy under supervised learning settings.

**Pair-based DML:** Pair-based loss is computed based on the similarities between pairs of data points. Two types of data pairs are usually considered in the loss: (1) positive pairs, in which the two data share the same ground truth labels; (2) negative loss, in which the two labels are different. The data pairs are usually formed within minibatch data. The most straightforward pair-based loss is the contrastive loss [22]. It is the sum of the euclidean distance of positive pairs, minus the sum of distance of selected negative pairs. The selection of negative pairs is based on their distance. If the distance is smaller than $\lambda$, then it will be selected. $\lambda$ is a predefined hyperparameter. It helps the loss function to focus on the hard negative examples which appear close together. By minimizing the contrastive loss, the similarities between negative data pairs are minimized, and those between positive pairs are maximized. Another commonly used pair-based loss is the triplet loss [128]. Instead of optimizing the similarity between each pair of data points, the triplet loss considers the relative difference between the distance among positive pairs and that among negative pairs.

Existing research works such as [144, 148, 165, 186] attempt to assign high learning weights to hard examples (i.e., negative data pairs that have high similarity values, or positive data pairs that have low similarity values) so that the model can learn to represent hard examples better. Wang et al. [165] found that most pair-based models weight the negative data pairs based on either self similarities, positive relative similarities, or negative relative similarities compared with other pairs. Specifically, the three types of similarities of negative data pairs are defined as follows:

- **Self similarity**, which is the cosine similarity between the negative sample and the anchor. This is used in contrastive loss [22], binomial deviance loss [186], and MS loss [165].
- **Positive relative similarity**, which is defined as the relative difference between the similarity of a negative data pair and that of positive data pairs. This is used in triplet loss [128], histogram loss [160], NCA loss [127], MS loss [165], and circle loss [148].
- **Negative relative similarity**, which represents the relative difference between the similarity of a negative data pair and that of other negative data pairs. Examples include N-pairs loss [144], lifted structure loss [113], NCA loss [127], and MS loss [165].

The similarities of positive data pairs can be defined in a similar fashion.

Pair-based loss functions enable training VM representation models without a classification layer. However, the accuracy heavily depends on training batch size, because the pairs are built from data within a minibatch. More data pairs are available if the batch size is large, which can better reflect the underlying data distribution. To reduce the dependency on the batch size settings, Wang et al. [167] proposed a memory bank which saves the data features obtained from previous iterations in a first-in-first-out queue. In each iteration, the features of current minibatch data is enqueued into the memory bank, while the oldest features are dequeued if the number of features reaches its maximum limit. By comparing the minibatch data with the memory bank data, the number of compared data pairs can be significantly increased. Thus, applying the memory bank with pair-based loss improves the accuracy of DML.

### 3.1.2 Feature Aggregation

Feature aggregation uses multiple features of the local patches or frames in VMs to generate a compact VM representation. Typically, the output representation has a fixed dimension, while the number of input features is not fixed. Feature aggregation can be...
leveraged to obtain a global feature for an image (when inputs are local patch features) or a video (when inputs are frame features).

**Bag of Visual Words (BoVW)** [24, 143] performs K-means on the features of local patches on all images in a dataset. Each local feature is then denoted by the ID of the cluster it belongs to, which is generated by K-means. Finally, BoVW represents each image as the histogram of local feature IDs. **Vector of Local Aggregated Descriptors (VLAD)** [57] also applies K-means in the same way as BoVW. The sum of the residuals between the local features and its cluster centre is used as the feature of image \(i\) belonging to the cluster \(k\) (denoted as \(V(i, k)\)). Finally, \([V(i, 1), V(i, 2), \ldots, V(i, K)]\) is used as the global representation of the \(i\)-th VM.

To further improve VLAD, NetVLAD [7] has been proposed to express \(V(i, k)\) in a differentiable form so that it can be incorporated into DNNs. The clustering process is also skipped by replacing the cluster centre \(c_k\) with a learnable parameter. NeXtVLAD [81] has been proposed to further reduce the number of parameters compared to VLAD while maintaining model accuracy.

### 3.2 Cognitive Property Assessment

Cognitive properties [43] (e.g., memorability, aesthetics, perceived emotion) are crucial for AIPVG. They represent a high-level understanding of the visual materials which is required for storyline generation. Accurately measuring the cognitive properties of VMs helps identify memorable and attractive VMs, which in turn, increase the persuasiveness of the generated videos [114]. Cognitive properties have been studied in-depth in fields such as psychology, sociology, and cognition science [126, 170]. There has been no mathematical formulation proposed for them, which makes it challenging to estimate the cognitive properties of images and videos using algorithms with hand-crafted features. In recent years, researchers start to build deep learning models to address this problem [76]. Many techniques are proposed for CPA tasks, especially image-based emotion estimation and aesthetics estimation. Table 1 reports the emotion classification accuracy on the FI dataset [191]. Table 2 reports binary classification accuracy on the AVA dataset of existing methods.

### Table 1. Comparative Analysis of Image-based Emotion Assessment Techniques

| Authors            | Classification Accuracy | Venue          | Year |
|--------------------|-------------------------|----------------|------|
| Borth et al. [12]  | 49.23%                  | ACM MM         | 2013 |
| Zhao et al. [198]  | 46.13%                  | ACM MM         | 2014 |
| Chen et al. [19]   | 51.54%                  | Arxiv          | 2014 |
| Zhu et al. [202]   | 73.03%                  | IJCAI          | 2017 |
| Yang et al. [181]  | 67.48%                  | IJCAI          | 2017 |
| Yang et al. [180]  | 67.64%                  | AAAI           | 2018 |
| Yang et al. [179]  | 70.07%                  | CVPR           | 2018 |
| Rao et al. [123]   | 75.46%                  | Neurocomputing | 2019 |
| Zhan et al. [193]  | 68.87%                  | ICCV           | 2019 |
| He et al. [49]     | 68.13%                  | IJCNN          | 2019 |
| Zhang et al. [195] | 71.77%                  | TMM            | 2019 |
| Lin et al. [78]    | 75.24%                  | AAAI           | 2020 |
| Rao et al. [122]   | 67.75%                  | Neural Processing Letters | 2020 |
| Zhang et al. [194] | 69.32%                  | Knowledge-Based Systems | 2020 |
| Yao et al. [185]   | 68.37%                  | TMM            | 2021 |
| Yang et al. [178]  | 72.42%                  | TIP            | 2021 |

Eight-class classification accuracy on FI dataset [191] is reported. Works are sorted by chronological order.
Table 2. Comparative Analysis of Image-based Aesthetics Estimation Techniques

| Authors              | Classification Accuracy | Venue    | Year   |
|----------------------|-------------------------|----------|--------|
| Lu et al. [96]       | 75.4%                   | ICCV     | 2015   |
| Mai et al. [102]     | 77.1%                   | CVPR     | 2016   |
| Kong et al. [72]     | 77.3%                   | ECCV     | 2016   |
| Kao et al. [61]      | 79.1%                   | TIP      | 2017   |
| Murray and Gordo [108]| 80.3%                   | Arxiv    | 2017   |
| Ma et al. [100]      | 82.5%                   | CVPR     | 2017   |
| Schwarz et al. [130] | 75.8%                   | WACV     | 2018   |
| Talebi and Milanfar [151]| 81.5%               | TIP      | 2018   |
| Ko et al. [70]       | 82.2%                   | ICIP     | 2018   |
| Sheng et al. [135]   | 83.0%                   | MM       | 2018   |
| Zeng et al. [192]    | 80.8%                   | TIP      | 2019   |
| Hosu et al. [50]     | 81.7%                   | CVPR     | 2019   |
| Shu et al. [136]     | 65.8%                   | Neurocomputing | 2020 |
| Hou et al. [51]      | 81.7%                   | ACM MM   | 2020   |
| Chen et al. [18]     | 83.2%                   | CVPR     | 2020   |
| Liu et al. [90]      | 83.6%                   | WACV     | 2020   |
| Li et al. [77]       | 83.7%                   | TIP      | 2020   |
| Jang and Lee [56]    | 69.5%                   | IEEE Access | 2021 |
| Hou et al. [52]      | 81.9%                   | Arxiv    | 2021   |
| She et al. [134]     | 84.6%                   | CVPR     | 2021   |
| Lv et al. [99]       | 85.1%                   | TMM      | 2021   |

Binary classification accuracy on the AVA dataset [109] is reported. Works are sorted by chronological order.

3.2.1 CNN-based CPA. The baseline models to assess cognitive image properties are CNNs (e.g., AlexNet [73], ResNet [48], and VGG [142]) which have been pre-trained on ImageNet [27] and fine-tuned on CPA datasets. A CNN takes an image as the input, and outputs a score that measures each type of cognitive property. Existing research works [56, 175] show that features learned from image classification tasks benefit cognitive image property assessment. To improve the traditional CNN architecture for CPA tasks, a variety of model components have been proposed.

Fusing Features of Different Layers: It has been found that combining features of different layers in a CNN can improve emotion classification performance [122, 180, 202]. This is because different layers refer to different parts of an image [202]. To fuse the features of different layers, a layer fusion component is needed in the existing CNN architectures. Zhu et al. [202] designed this component as a bi-directional GRU, which is a variant of RNN [20]. Other works such as [122, 180] designed it as a sub-network consisting of convolutions and fully connected layers. These components can either be trained separately [202] or together with the CNN backbones [122, 180].

Avoiding Re-scaling: The resolution and aspect ratio of an image are important when assessing its quality and aesthetics. Thus, it would be desirable if these two pieces of information can be preserved in CPA tasks. There are two main approaches for achieving this goal: (1) using pooling layers, or (2) using feature extractors.

Existing works such as [18, 70, 108] leverage spatial pyramid pooling (SPP) [47] to avoid altering the resolution and aspect ratio of an input image. The SPP layer is able to pool arbitrarily-sized features x and generate fixed-length outputs. It can be viewed as a layer composed of three adaptive pooling operations. Each adaptive operation takes x as the input and outputs a fixed-sized
matrix. Here, “adaptive” means that the kernel size \((w_{\text{kernel}}, h_{\text{kernel}})\) and stride \((s_{\text{width}}, s_{\text{height}})\) of the pooling depends on the input size and desired output size (i.e., \(w_{\text{kernel}} = \lceil \frac{w_{\text{input}}}{w_{\text{output}}} \rceil \) where \(w_{\text{input}}\) and \(w_{\text{output}}\) are the widths of the input and the output, respectively). Similarly, the height of the kernel can be defined. Finally the three pooled features are flattened and concatenated to become the output of the SPP layer.

Besides, Chen et al. [18] proposed a component that linearly combines features extracted via two dilated convolution operations at different dilation rates so as to preserve information related to aspect ratios. The feature combination can be viewed as a variant of (weighted) average pooling, where the weights are calculated based on the aspect ratio and dilation rate. Ma et al. [100] proposed A-Lamp, which selects multiple patches using a patch selection sub-module, VGG16 is used to extract features from the unscaled selected patches. The resulting features are the concatenation of max-pooled and average-pooled features of multiple patches.

Another line of research first extracts features by using feature extractors, and then uses a regressor to predict the final score. The extractor can either be expert-designed [156, 158] or pretrained neural networks [50, 188]. The extractors are not fine-tuned on the target dataset to reduce time and memory costs. After obtaining the features, a regressor which takes the features as the inputs and outputs the score is trained. Ying et al. [188] proposed to use 2D frame-level features and 3D video-level temporal features to extract video features. The 2D features are extracted by a image-quality-aware CNN called PaQ-2-PiQ [189], while the 3D features are extracted with a 3D ResNet-18 [46] pre-trained on the Kinetics dataset. InceptionTime [36] is utilized as the regressor network, which is a CNN that is designed for time series regression. A follow-up work [157] uses the features extracted by multiple video quality assessment networks that are publicly available, and then uses the SVM as the regressor.

Both approaches successfully avoid re-scaling in CPA tasks, albeit with reduced model throughput or accuracy. For most pooling-based techniques, models without re-scaling can only be trained on a batch size of 1, thereby consuming a huge amount of time. For models that first extract features with a pretrained model, the training is not in an end-to-end fashion. The feature extractor is not fine-tuned on the target dataset, which might not always achieve acceptable performance. Alternatively, an input image can be directly split into grids and take each grid cell as a region [90, 134].

To obtain the final predictions from the regions, [90, 134] proposed to use graph convolutional operations to reason on the graph of ROIs. Each node in the graph represents an ROI, while each edge represents the similarity between two ROIs. Yang et al. [182] proposed to linearly combine global and local predictions as the final results. Rao et al. [123] proposed to concatenate the ROIs and global features and send them to a classifier to predict the results. Wei et al. [169] first performs prediction on each local region, then aggregates the predictions by combining both the results of score fusion and Top-K decision fusion.

Another line of research employs the attention mechanism [162] to implicitly mine local regions. The attention mechanism allows the inputs to interact with each other, and allocates its attention.
to the inputs [162]. The outputs are aggregates of these interactions and attention scores. The attention mechanism has been used in existing CPA tasks to identify and highlight important local regions of a given VM. Depending on the dimensions involved, the attention mechanisms for CPA models can be divided into spatial attention [23, 135, 179, 199] and channel-wise attention [199]. The spatial attention calculates an importance score for each vector in the spatial dimension, while the channel-wise attention generates a score for each channel.

3.2.2 CPA Model Optimization. Apart from the model architecture, model optimization methods are also crucial to CPA. The conventional optimization approach is to minimize the mean squared error (MSE) loss [31, 72, 136, 177] for regression tasks. To improve the MSE loss, Murray and Gordo [108] proposed the Huber loss to improve model robustness to outliers. Zhao et al. [199] proposed the polarity-consistent regression (PCR) loss for emotion regression. It assigns a penalty to the predictions of a sample that has opposite polarity to the ground truth. The penalty is applied to the loss value of each sample in the form of MSE. The cross-entropy loss is commonly adopted by works that treat CPA as a classification task [90, 100, 135]. Talebi and Milanfar [151] proposed the Earth mover’s distance (EMD) loss to improve classification performance. Compared to the cross-entropy loss, EMD accounts for the distance between categories. EMD is defined as the minimum cost to move the mass of one distribution to another [151]. In addition, instead of improving the MSE or the cross-entropy, an alternative is to use pairwise-based loss (e.g., triplet loss, ranking loss) to optimize the model [30, 72, 130].

Moreover, multi-task learning is adopted by [61, 72, 136] in which auxiliary training tasks are incorporated to provide extra supervision to the models, thereby enhancing CPA performance. Models reported in [61, 72, 136] are trained on the AADB dataset that provides scores of aesthetics-related attributes (e.g., colour harmony, vivid colour, good lighting) [72, 136]. The model jointly outputs the prediction of the aesthetics score as well as the attribute score.

3.3 Discussion
In this section, we introduced VM understanding methods for visual storytelling, including VM representation and cognitive property assessment (CPA). On one hand, well-learnt representations can enhance the central route of persuasion [119] by improving the informativeness of storytelling. On the other hand, an accurate CPA model can improve the peripheral route of persuasion [119]. In the next section, we further elaborate how these considerations make an impact on visual storyline generation.

4 VISUAL STORYLINE GENERATION
Visual Storyline Generation (VSG) approaches take the information of the VMs as inputs in order to optimize the selection and sequencing of the VMs to produce visual storylines. Based on the criteria adopted for VM selection and sequencing, we divided the existing VSG methods into three categories: (1) Spatial-Temporal VSG, which use the time and location information as criteria to perform VSG; (2) Data-Driven VSG, which attempt to train a VM selection or sequencing model based on data; and (3) Knowledge-Based VSG, which perform selection and sequencing of VMs based on relevant domain knowledge (e.g., plot analysis of written stories or film making principles).

4.1 Spatial-Temporal VSG
The timestamp information and location information related to VMs have been leveraged to provide intuitive storytelling structures by existing VSG approaches [16, 54, 173]. Spatial-Temporal
VSG approaches are well-suited to photos which have been taken by users while traveling. These approaches commonly involve two major steps: VM selection and VM sequencing.

4.1.1 VM Selection. The aim of the VM Selection step is to identify and discard low quality and duplicate VMs. Earlier works define low quality images as underexposed, overexposed or blurry photos [16]. Hua et al. [54] further considers the homogeneity among candidate VMs for selection. Based on [54], Wu et al. [173] further added sharpness and features of important patches as selection criteria. All three lines of works use a wavelet-based blur detection method reported in [155] to measure the degree of blur in VMs. In [54], underexposure, overexposure, and homogeneity are measured by color entropy (i.e., the Shannon entropy of normalized HSV color histogram). Nevertheless, these approaches can be computationally costly. Thus, more straightforward methods to measure the underexposure and overexposure by counting the number of dark and bright pixels in a photo have been proposed [16, 173]. If the intensity value of a pixel is higher than a designated threshold, it is considered as bright; if the value is lower than a predefined threshold, it is considered as dark.

Existing works have leveraged the above-mentioned evaluation metrics to design policies for filtering VMs. In [16], a threshold is set for each of these metrics. If any photo scores below any threshold, it is discarded. Hua et al. [54] adds two more metrics (i.e., color entropy and the degree of blur) into consideration. Photos with final scores below a predefined threshold are considered as low quality and removed. Wu et al. [173] treats these metrics as features, and uses an SVM to determine VM quality. The SVM is trained on a large image set with each image manually labeled as “good” or “bad” quality. In addition, [16, 54] use the temporal information to group the VMs. Then, for each time segment, a content-based clustering algorithm is used to generate clusters of VMs. The top K clusters are selected as the candidate VMs for generating the storyline. The importance of each cluster is also calculated by jointly considering the number of photos in the cluster and the within-cluster distance.

Another important consideration during VM selection is duplication filtering. For temporally adjacent photos, [16, 54] calculate the pairwise euclidean distance on the down-sampled images to determine if they are duplicates. Wu et al. [173] uses a feature extraction method [172] to obtain features and calculates pairwise similarity. If a pair has a small distance, the image with a lower quality score will be removed [16, 54, 173]. Wang et al. [163] proposed a graph-based solution to select representative images for building a visual storyline. A graph is first built in which each node represents an image with a caption, and each edge represents the similarity between a pair of images considering both visual and textual components. The VM selection task is then performed by minimum-weight dominating set finding in the graph.

4.1.2 VM Sequencing. Spatial-Temporal VSG approaches generally sequence the selected images according to their timestamps, while placing photos that are taken in close spatial proximity together [16, 54, 163]. Chen et al. [16] presents the photos in each cluster as a tiling slideshow. Each frame is a tiling slide defined by a template that contains several cells, with each cell containing one photo. The method dynamically determines the template for each cluster. The photo importance (PI) score and the template importance (TI) score have been proposed to provide more fine-grained control over the sequencing step. PI is calculated by considering the face region ratio and an attention value [101] near the center of an image. TI is defined as the ratio between the area of a cell over the entire area. The PI values for all photos in a cluster are sorted in descending order, and thus becomes a cluster feature. The template feature is obtained in a similar fashion. The template is eventually determined by finding the one that maximizes the cosine similarity between the cluster feature and template feature. After the template is selected, photos are placed...
in cells according to their importance scores (i.e., a photo that ranks $i$-th by its importance score is placed into the $i$-th cell).

4.2 Data-Driven VSG

Another line of research performs visual storyline generation using machine learning models trained on large-scale datasets.

4.2.1 Supervised Learning. Agrawal et al. [1] proposed a supervised learning solution to sort image-caption pairs into storylines. The proposed model takes a permutation of $n$ image-caption pairs as the input and outputs the appropriateness of the permutation. Specifically, a VGG19 model [142] is used to embed images and a GRU [20] trained on the BookCorpus dataset [69] is used to embed the captions. Both embeddings are concatenated and fed into an MLP. During training, only the parameters of the MLP layers are updated. The best permutation is found with the Hungarian algorithm [107].

In contrast, [141] proposed a variant of RNN, namely skip RNN, to construct a visual storyline in a bottom-up manner by iteratively predicting the following image to be placed in a storyline. To perform image selection, the skip RNN model takes a series of photos as the input. At step $t$, the features of the currently selected images are taken as the input, and the model outputs a feature $y$. Softmax operation is performed on the dot product of $y$ and features of subsequent images $[x_{t+1}, x_{t+2}, \ldots, x_n]$ to calculate the probability of the image being $x_j, j \in [t+1, n]$ to be the following image. In addition, the skip RNN can also be used in the sequencing step by predicting the next image that has not yet been selected in the output sequence. The model is supervised by the orders given by a set of Flickr Albums.

4.2.2 Unsupervised Learning. Unsupervised learning-based models have been proposed to perform the VM sequencing steps. They generally learn to order images or video frames by learning from many videos in which temporal orders are given naturally. The unsupervised models usually take a pair of elements $(i, j)$ as the input and predict whether $i$ should be placed before $j$. By utilizing the pairwise comparison information, a global order can be determined, and thus the sequence can be generated.

Existing works such as [53, 137, 176, 203] utilize a large-scale video dataset and divide each video into several clips. The task is to sequence the video clips by inferring their temporal dependency. Xu et al. [176] proposed a solution that first uniformly samples clips from the video. Then, a 3D CNN is used to extract the features of each clip. Finally, the ordering of the video clips is established by an MLP layer. The MLP layer takes the concatenation of embeddings of the video clip pairs as the input, and outputs features for each possible pair. The features are further concatenated as the final representation to produce the probability distribution over all possible sequences. The training loss is the cross-entropy, in which each possible permutation is considered a class.

In [176], the number of clips is a predefined hyperparameter. The approach can only support between two to five video clips, because a large number of clips leads to a huge number of permutations, thus making the classification very difficult. Siar et al. [137] proposed to solve this issue by grouping the frames. A total of $\binom{N!}{2}$ groups can be formed. During training, the classification layer is only required to choose one of the two possible permutations.

El-Nouby et al. [35] noticed that for actions like doing pull-ups, the reverse order of the pulling up frames in a video is also temporally plausible. To address the problem of label ambiguity caused by this problem, they proposed a solution called skip-clip to take contextual information into consideration to improve order prediction. The context is defined as a clip that is $r$ frames before the first target clip. During training, instead of using classification, a hinge rank loss is used, which
aims to ensure that the target clips that are temporally close to the context clip have high cosine similarity values.

### 4.3 Knowledge-Based VSG

A major limitation of data-driven VSG approaches is the heavy reliance on relevant data, which might not be readily available. Therefore, most existing data-driven VSG works leverage temporal visual storylines as the training data, which can be obtained relatively easily by cutting up existing videos into clips. For other VSG tasks that consider more than temporal relationships (e.g., visual coherency, persuasiveness, viewing experience), there is no publicly available dataset to support data-driven VSG approaches. Collecting such a dataset is difficult and expensive because the criteria involved tend to be subjective.

To address this issue, some works incorporate knowledge from other domains to perform visual storyline generation. In this section, we describe the goals, domain knowledge selected, objective function definitions based on such knowledge, and the optimization approaches of these knowledge-based VSG approaches.

#### 4.3.1 Domain Knowledge from Storytelling Research

Storytelling plot analysis has been incorporated into personal video clip sequencing [21, 201]. They propose that visual storylines should follow a common plot like other written stories. Such a plot template starts with exposition, then moves on to rising action followed by a climax, and finally reaches a resolution. The authors define this plot using the metric of dynamicity. At the beginning of storylines, the content dynamicity is relatively low. Then, it gradually increases until the climax. Finally, it decreases but still remains higher than the dynamicity at the beginning. The dynamicity is calculated as the average magnitude of the dense optical flow features [84]. In the context of persuasion, the dynamicity is useful when applying the peripheral route persuasion under the Elaborate Likelihood Model (ELM) [119].

In addition, Choi et al. [21] proposed to consider coherence during the sequencing step. The dissimilarity between two adjacent video clips is utilized to calculate coherence for a possible sequence. The final objective function is the linear combination of coherence and dynamicity. Zhong et al. [201] calculates coherence using two RNNs. The RNNs are trained in an unsupervised manner, which aims to select the next video clip from the set of clips that are not yet selected. The video clips are obtained in a similar way as the temporal-based data-driven VSG [176]. One of the RNNs takes the spatial pyramid pooling on the histogram of dense optical flow (SPP-HOOF) as the input. The other RNN takes the C3D feature of current video clips as the input. They each output a probability distribution for the next clip. Then, the two distributions are added together to form the final coherence vector.

#### 4.3.2 Domain Knowledge from Persuasive Theory

Liu et al. [83] attempts to generate visual storylines that can maximize persuasiveness. According to the research on persuasive advertising [8], informativeness, attractiveness, and emotion are key stimuli for achieving persuasion. In the ELM persuasion model [119], informativeness measures whether the provided information is sufficient for the central route of persuasion, while attractiveness and emotion are important for the peripheral route of persuasion. The authors propose to use dissimilarities between adjacent visual materials, aesthetics [151], and arousal scores to compute informativeness, attractiveness, and emotion, respectively. Both aesthetics and arousal scores have been described in Section 3.2.

A Learnable Wundt Curve (LWC), which is inspired by the Wundt Curve [11], has been proposed to fuse the scores and produce a final persuasive score. The Wundt Curve is a bell-shaped curve in which increases in persuasion-related stimuli first cause the persuasiveness of the videos to increase. Once these stimuli increase past certain values, further increasing them causes the
persuasiveness of the videos to decrease rapidly. Such a theoretical curve indicates the effect of over stimulation on viewers’ experience. Liu et al. [83] uses two transformed Sigmoid functions to translate the Wundt Curve into a machine learning model, in which the key parameters are learned via backpropagation. The LWC is also used in [86] to calculate persuasion scores.

4.3.3 Domain Knowledge from Film-making Principles. Liu et al. [86] incorporates film-making principles with the aim of enhancing the viewing experience of the generated videos. This can, in turn, improve the persuasiveness of the videos under the peripheral route of persuasion. Three principles are considered: (1) the visual storyline should start with a wide shot and gradually narrow to a close-up shot; (2) the visual storyline should have a logic, and thus be easy for viewers to follow; and (3) there should be graphic discontinuities between scenes to keep viewers excited. To implement these principles algorithmically, the VMs are first clustered. Each cluster is treated as a shot in the video. In this way, a preliminary logic flow for the visual storyline can be created. The objective function for the sequencing step is a linear combination of distance penalty and graphic discontinuity. The distance penalty considers two distance functions: (1) the Salient Region Ratio (SRR), which measures the distance in terms of attention, which is calculated by the attention map generated by the CNNs and SIFT; and (2) the semantic distance (SED), which measures the distance between the shots and the product which is being promoted in the video. It is measured by the text embedding distance between the predicted classes and the text description of the product. The distance penalty function produces a penalty when the SRR decreases and the SED increases over time. By minimizing the penalty, Principle 1 can be achieved. The graphic discontinuity is represented by the cosine dissimilarities between features of adjacent shots.

Finding a sequence that minimizes the objective function in VSG is an NP-hard problem. In [21], a branch-and-bound searching approach is proposed, which reduces the search space by updating the lower and upper bound scores for each subspace, and removes all subdivided sub-spaces that the lower bound is larger than the upper bound. Zhong et al. [201] proposes a sub-modular ranking method, which iteratively selects the next video clip that shares high coherence with other clips while increasing the dynamics. Liu et al. [83] introduces a dynamic programming method, which formulates the searching process as a group backpacking problem. Each group is considered as a cluster of VMs, and the items in a group are a sub-sequence with a specific length. The goal is to maximize the persuasiveness within a predefined video length limit.

4.4 Discussion

Visual Storyline Generation selects and sequences the visual materials to form the storyline of the video, which is the most important step in AIPVG. The Spatial-Temporal VSG approaches mainly use meta-data of visual materials to select and order them. In the context of E-commerce product promotion, it is more reasonable to use visual content instead of the time and location information in the images or video clips to form the storylines, as the main purpose of the generated videos is to persuade viewers. In E-commerce, the sellers always edit, crop, and concatenate photos before putting them online. E-commerce platforms also delete the EXIF data to minimize the size of files. These factors make the date and location information of the VM unusable and render the Spatial-Temporal VSG approaches ineffective. Data-driven VSG builds DNN to select and order the storyline based on the contents of visual materials. The DNNs are learned from data by backpropagation. The data-driven solution can be a promising direction. However, current data-driven works focus more on inferring temporal relations between video clips. No dataset about persuasive storylines is publicly available, which hinders the research and deployment of data-driven VSG for persuasion. The knowledge-based VSG approaches use heuristics (i.e., domain knowledge created by humans), which can be more readily deployed in
real-world systems. However, the performance of such approaches may not be as good as the data-driven VSG methods. In addition, they are not well suited for personalizing storylines due to limited learning capability. An experimental comparison between different methods can be found in [88].

5 POST-PRODUCTION

The post-production phase often follows the visual storyline generation phase with the aim to further enhance the overall viewing experience of the resulting videos. In this phase, edits on the selected visual materials, including generating visual effects and background music, are often performed. Finally, the videos are rendered using software such as MoviePy\(^2\) and VidGear.\(^3\)

5.1 Music Recommendation & Generation

Music recommendation approaches aim to recommend background music from existing music repositories based on video contents. This is generally performed as a feature extraction and matching task between videos and music. The approach in [74] first extracts features from videos and music (e.g., Saturation Proportion and Contrast for videos, Beat Histogram and Loudness for music). Then, it performs K-means to discretize the features and mine the correlations between discretized video and music features using a modified version of Multiple-type Latent Semantic Analysis (M-LSA)\(^{[166]}\). The recommendations are generated by finding the nearest neighbours of the projected video features from the database of projected music features. Liu and Chen\(^{[89]}\) proposed to extract low-level features for both videos and musics, paying special attention to the emotional undertones of the video contents and the musics. The relevance scores are then calculated for recommendation, based on a custom designed emotion-aware scoring function. In\(^{[79, 80]}\), visual features are extracted by averaging the frame features produced by a pretrained VGG16 model. A multi-task learning method is proposed to train a network that jointly generates the music features and analyzes the emotions and styles of the musics. Music retrieval is then performed by a regression model, which computes the similarities between the generated music features and the musics in the repository. The Cross-modal Variational Auto-encoder (CMVAE)\(^{[187]}\) constrains the latent variables of the musics and videos while jointly generating these latent variables. An embedding for each video or music is generated by the encoder of CMVAE. Finally, the model recommends musics by calculating the similarity scores between the music and video embeddings. Suris et al.\(^{[149]}\) proposed to model the music recommendation as a video-to-audio retrieval problem. Music and video embeddings are extracted separately by modality-specific Transformers that are self-supervised by InfoNCE, then the Top-K retrieved audio is recommended to users. Recommending musics from repositories risks infringing music copyrights. Thus, another line of research attempts to address this issue by training DNNs to generate musics based on given video contents. In\(^{[40, 146, 147]}\), approaches have been proposed to generate musics for silent videos containing a musician playing a musical instrument. However, the application scenarios of such techniques are not well aligned with promotion video generation in e-commerce. Di et al.\(^{[29]}\) proposed to generate background music based on given video contents. During training, a transformer is used to analyze the attributes of Musical Instrument Digital Interface (MIDI) musics. The attributes are defined by compound words. The transformer decoder uses the sequence of words, along with beat timing information, to learning to re-generate the input MIDI musics. During inference, the attributes of input videos (e.g., motion speed, motion saliency, and timing) are also denoted by the compound words heuristically. Then, the trained decoder outputs the music.

\(^2\)zulko.github.io/moviepy.
\(^3\)abhitronix.github.io/vidgear.
### Table 3. Comparative Analysis of Video-based Pose Transfer

| Authors          | Tai-Chi | Tai-Chi-HD | Venue   | Year |
|------------------|---------|------------|---------|------|
| Tulyakov et al.  | 0.27    | -          | CVPR    | 2018 |
| Siarohin et al.  | 0.17    | 0.228      | CVPR    | 2018 |
| Wiles et al.     | -       | 0.272      | ECCV    | 2018 |
| Siarohin et al.  | -       | 0.179      | NeurIPS | 2019 |
| Siarohin et al.  | -       | 0.152      | CVPR    | 2021 |
| Tao et al.       | -       | 0.148      | ECCV    | 2022 |
| Tao et al.       | -       | 0.146      | CVPR    | 2022 |

Average Euclidean Distances (AED) (i.e., the mean value of euclidean distances between the ground truth and generated frame features. Features are extracted by [138]) [139] on Tai-Chi [138] and Tai-Chi-HD [139] dataset are reported. Works are sorted by chronological order.

### 5.2 Still Image Animation

Still image animation aims to create a short video clip with realistic motions based on given image(s). Mathieu et al. [103] proposed to predict future images from a video sequence. A multi-scale architecture is designed, in which the images are fed into a network with size $k/2$. Then, the outputs are aggregated with the result produced by the network with size $k$. Zhao et al. [197] extended this idea and proposes a two-stage generation framework in which videos are generated from structures and then refined by temporal signals. Shaham et al. [132] proposed SinGAN, which performs single image animation using a pyramid of GANs. Each level takes the output of the previous level, as well as a random noise as the input to produce refined images with higher resolutions.

Other works focus on animating images involving human bodies. Table 3 gives a performance overview of existing works on video-based pose transfer on Tai-Chi and Tai-Chi-HD datasets. Chan et al. [14] proposed a model for video-based pose transfer. It leverages a reference video that shows a person performing an action, and a photo with the target person. The model transfers the reference moves to the target person to generate animations. The model extracts the pose from the reference video as a sequence of skeleton images, then computes the pose-to-appearance mappings to generate the frames of the target person for each skeleton image. Temporal coherence is considered when training the generator. Siarohin et al. [138, 139] achieves video-based pose transfer by the proposed Monkey Net. It comprises a keypoint detector for generating sparse keypoints, a dense motion network that generates optical flow and an encoder-decoder style motion generator that uses the keypoints and optical flow to generate the synthesized frames. The output video clip is the sequence of the generated frames. Siarohin et al. [140] propose to detect regions instead of keypoints in the reference videos to achieve a more accurate detection. Furthermore, a method for decoupling the foreground from the background is proposed to remove the foreground introduced by a region-based solution. Yoon et al. [190] further proposed to improve pose-based human image animation by reducing the visual artifact of the output videos. Sub-networks are trained to explicitly predict silhouettes, garment labels, and textures with synthetic data. To reduce artifacts in the generated videos, [153] proposed to use the transformer model to explicitly mine the relation between different frames in the reference video. The enhanced motion information is then sent to an animation generator, combining the occlusion map and optical flow to generate the output frames.

### 5.3 Discussion

The post-production step improves the attractiveness of the AI generated promotional videos. Music generation and recommendation enhances the sense of immersion, while still image animation
enhances the dynamism of the videos. Together, they serve to enhance the peripheral route of persuasion under ELM.

However, excessive use of post-production techniques might negatively affect the persuasiveness of the generated videos under the central route of persuasion under ELM. Improper still image animation might result in incorrect information being presented to the viewers as the animation transformation is learned from the training data. For example, for a new product, some information might not be present in the input image, but is required to generate informative video clips. This makes still image animation ambiguous, reducing the informativeness of the video. An alternative solution that can enable the post-production step to enhance the central route of persuasion is to extract selling points from the VMs or descriptions by summarization or image/video captioning techniques, then explicitly present this information as voice-over or captions in the generated videos.

6 EVALUATION

In this section, we discuss the techniques and methods for evaluating AIPVG approaches. Specifically, we introduce the evaluation metrics and datasets for representation learning and cognitive property assessment. We also summarize online testing methods for evaluating the generated storylines, the post-production approaches, and the final generated videos.

6.1 Evaluating VM Representations

The quality of the VM representations can be assessed individually using a labelled test set. The evaluation is typically conducted in a retrieval fashion. In this section, we first introduce the publicly available datasets for VM representation learning, then discuss the evaluation metrics.

6.1.1 Datasets. The representation learning datasets for e-commerce product VMs mainly contain furniture and clothing. Table 4 summarizes the publicly available datasets for evaluating VM representation models in the context of E-commerce. The Stanford Online Products dataset [113] contains images of furniture items on eBay. Others [41, 45, 93] provide clothing photos taken by consumers and sellers. Generally the photos from sellers are of better quality than those from consumers. Thus, the datasets can be used to assess the VM representations under different image qualities. Street2Shop dataset [45] contains photos from ModCloth,[4] while DeepFashion [93] contains images collected from Forever21[5] and Mogujie.[6] All of them are E-commerce platforms selling clothing. MovingFashion [42] is a publicly available video dataset for clothing items. Each video is associated with a distinct image of a shop, and is retrieved from Net-A-Porter,[7] Instagram, or Tik Tok.

Table 4. Publicly Available Products Datasets for Evaluating VM Representations

| Dataset                  | Instance       | # image/video | # class |
|--------------------------|----------------|---------------|---------|
| Stanford Online Products | Furniture      | 59,551        | 11,318  |
| DeepFashion [93]         | Clothing       | 239,557       | 33,881  |
| DeepFashion2 [41]        | Clothing       | 224,114       | 45,417  |
| Street2Shop [45]         | Clothing       | >420,357      | 204,795 |
| MovingFashion [42]       | Clothing       | ~15,045       | 15,045  |

[4]https://modcloth.com/
[5]https://www.forever21.com/
[6]https://www.mogujie.com/
[7]https://www.net-a-porter.com/
6.1.2 Metrics. Features of each VM in the test set are extracted using the learned DNNs. Then, for each query VM in the test set, the $k$ nearest neighbours (NNs) are retrieved. The score is then calculated using the labels of $k$ NNs and that of the query VM. For instance, Recall@$k$ is calculated as the ratio of query VMs such that at least one of their $k$ NNs has the same label as that of the query VM.

Recall@$k$ is commonly adopted by VM representation research works as the evaluation metric \[87, 110, 121, 148, 165, 167\]. However, analysis has revealed the weaknesses of the Recall@$k$ \[110\]. Improper embedding space designs can lead to artificially high recall@$k$ scores. To address this issue, Musgrave et al. \[110\] has proposed R-Precision and Mean Average Precision at R (MAP@R) as alternative evaluation metrics. Denoting the total number of VMs belonging to the class of the query VM $y_q$ as $R$, the $R$ nearest neighbours can be retrieved. Suppose $r$ is the number of nearest neighbours that belongs to $y_q$. R-Precision is calculated as $\frac{r}{R}$. MAP@R considers the ranking of the correct retrievals. It is defined as mean average precision of the $R$ nearest neighbours for each query.

Another popular evaluation metric is Normalized Mutual Information (NMI) \[112, 113, 144\]. NMI, which is defined as the ratio between the mutual information and the square root of the product of entropy values between the ground truth labels and clustering results, is originally designed to assess clustering quality \[129\]. As DML-based VM representation learning approaches carry out clustering on the representations extracted by the learned CNN models, NMI has been adopted to evaluate the performance of such approaches.

Besides, \[110\] proposed a VM representation evaluation pipeline to fairly compare the DML losses and models employing existing datasets and metrics. A performance comparison of existing DML methods can be found in \[110\].

6.2 Evaluating Cognitive Property Assessment Models

The evaluation metrics of CPA models depends on the type of labels provided in the dataset. When the model is trained via classification, accuracy is commonly used as the main evaluation metric. While Spearman correlation coefficient (SPCC), mean absolute error (MAE), or mean squared error (MSE) are commonly adopted for evaluating the performance of regression-based CPA models. In this section, we focus on discussing the publicly available datasets for CPA evaluation.

There are a large number of publicly available datasets related to aesthetics, emotion, and memorability which can be used for CPA evaluation. Here, we only list large-scale datasets containing more than 10,000 images (Table 5) or more than 1,000 videos (Table 6).

6.2.1 Emotions. Many large-scale datasets are built for emotion assessment that aims to detect the induced emotion given an image/video, i.e., what emotion will be aroused after the viewer sees the image. Based on how the dataset defines emotions, the emotion assessment can either be a classification task or regression task.

Many datasets \[12, 60, 116, 161, 183, 184, 191\] contain emotion labels for each image/video. The emotion category system varies across datasets (e.g., Plutchik’s Wheel of Emotions \[120\] used by \[12, 60\], Ekman’s six emotions \[34\] in \[174, 184\], eight emotions defined by \[104\] are used for \[9, 58, 183, 191\], and Parrott’s wheel of emotions \[117\] in \[116\]). In terms of the annotation method, the majority uses crowdsourcing \[13\] to label the images \[9, 183, 191\]. Other datasets are built by extracting emotions from the comments/text/tags for the images \[12, 161, 184, 200\]. There are also works which skip annotation by directly using the emotion categories as keywords when querying the image search engine \[60, 116\]. In addition, Panda et al. \[116\] found that existing datasets contain significant biases. Thus, they have collected a large-scale web image dataset to
Table 5. Image-based Cognitive Property Assessment Dataset

| Task | # image | Source | # category | Annotation |
|------|---------|--------|------------|-----------|
| Emotion | The Flickr CC [12] | classification | 487,227 | Flickr | 24 | Extracted from image tag |
| Emotion | [184] | classification | 554,192 | Flickr | 36 | Emotion and text comments |
| Emotion | [200] | classification | 90,000 | Flicker and Instagram | 8 | Crowdsourcing |
| Emotion | T4SA [183] | regression | 1,012,901 | Flickr | N.A. | Extracted from text |
| Emotion | LDL [183] | classification | 20,745 | Flicker and Twitter | 8 | Crowdsourcing |
| Emotion | Cgna [66] | regression | 10,766 | Flickr | N.A. | Crowdsourcing |
| Emotion | LUCFER [9] | classification | 3,605,101 | Bing Search | 8 | Crowdsourcing |
| Emotion | WEBEmo [116] | classification | 268,000 | Multiple Websites | 354 | Queries |
| Emotion | T4SA [181] | classification | 1,473,394 | Twitter | 3 | Extracted from comments |
| Emotion | MVSO [60] | classification | 7,365 | Flickr | 8 | Queries + Crowdsourcing |
| Aesthetic | AROD [130] | regression | 380K | Flickr | N.A. | Crowdsourcing |
| Aesthetic | AADB [72] | regression | 10,000 | Flickr | N.A. | Crowdsourcing |
| Aesthetic | AWA [109] | regression | 255,530 | DPChallenge.com | N.A. | Multiple Experts rating |
| Aesthetic | CUHK-PQ [152] | classification | 17,690 | professional photography websites | 2 | Crowdsourcing |
| Aesthetic | Flickr-AES [124] | regression | 40,000 | Flickr | N.A. | Crowdsourcing |
| Aesthetic | L2PA [30] | regression | 72,3M | Instagram | N.A. | Number of likes |
| Memorability | LaMem [63] | regression | 60,000 | various public datasets | N.A. | Crowdsourcing |

Table 6. Video-based Cognitive Property Assessment Datasets

| Dataset | Task | Avg. Length (Sec) | # video | Source | # category | Annotation |
|---------|------|------------------|---------|--------|------------|-----------|
| Emotion | VideoEmotion-8 [58] | classification | 107 | 1,101 | YouTube and Flickr | 8 & 24 | Crowdsourcing |
| Emotion | YF-Ed [174] | classification | 112 | 1,837 | YouTube and Flickr | 24 | Crowdsourcing |
| Memorability | Memento [111] | regression | 3 | 10,000 | Internet | 8 | N.A. | Crowdsourcing |
| Memorability | VideoMem [25] | regression | 7 | 10,000 | TRECVID and Hollywood-like movies | N.A. | Crowdsourcing |

minimize the effect of dataset bias. Jou et al. [60] attempts to understand the relationships between emotions and languages. Twelve languages are considered when collecting images on Twitter so that culture-specific and inherent linguistic contexts can be taken into account by the dataset.

The above-mentioned datasets are well-suited for image-based emotion classification. However, to be useful for visual storyline generation, the distinct class labels require further processing (e.g., embedding). Some datasets assign VAD scores for each image [66, 183, 200]. Zhao et al. [200] extracts these scores from the keywords in the texts related to the images (i.e., title, tags and descriptions) using the VAD values of 13,915 English lemma [168]. Extracting VAD values from text is a way to build large-scale datasets in an affordable manner. However, such an approach often sacrifices accuracy to some extent since user-generated texts might not always reflect their real emotions. Other datasets [66, 75] are built by assessing images using Self Assessment Manikin (SAM) [15]. The subjects are either hired offline [75] or employed via online crowdsourcing [66]. The VAD scores are very useful for visual storyline generation algorithms. They can be directly fed into a neural network or linear regression models to predict a final score for each image/video. However, the scales of existing datasets containing VAD information tend to be small.

6.2.2 Aesthetics. Aesthetics scores reflect how beautiful an image is. Murray et al. [109] collected the AVA dataset, in which images and the corresponding aesthetics ratings are from DPChallenge.com. It is a digital photography contest website, where professional photographers provide ratings on user uploaded photos. Each image has 210.13 annotations on average, with a standard deviation of 61.51. Other datasets [72, 152] employ crowdsourcing workers to rate image aesthetics in the datasets. Datasets such as [30, 130] use the like rates (i.e., #likes divided by #views) on Flickr as the aesthetics labels. Schwarz et al. [130] considers the score distribution to ensure that the dataset follows a uniform distribution instead of normal distributions in other datasets [72, 109]. In addition, the Flickr-AES dataset [124] also provides worker IDs for each annotation, which enables the personalized aesthetics score estimation.
6.2.3 Memorability. The memorability score reflects how many viewers can remember an image/video after a certain period of time. A more memorable video can be more helpful in persuading a viewer to purchase a product in time to come [114]. A commonly-used method to collect memorability score is through visual memory games [65]. In such a game, a sequence of images are displayed to crowdsourcing workers, each of which is displayed for a short time (e.g., 500ms), with a certain short gap (800ms [65]) in between images. The task for a viewer is to press a button whenever he/she sees an image at he/she has seen before. Newman et al. [111] considers video memorability at different replay elapse time scales. VideoMem [23] provides short-term and long-term memorability annotations. They are obtained by repeating the videos after a few minutes (for short-term annotations) and 24–72 hours (for long-term annotations).

6.3 Online Testing

The importance of performing online testing on the generated promotional videos is two-fold. Firstly, online testing can directly reflect the impact of the generated videos on viewers’ purchasing behaviours. We refer it this as video-level assessment. Secondly, the e-commerce system administrators might want to compare two sets of videos generated by different algorithms to determine which algorithm to adopt. We refer to this as algorithm-level assessment. Online testing can be used to evaluate storyline generation and post-production.

The most accurate evaluation method is A/B testing in a real-world e-commerce platform [71]. The platform can use a small percentage of the production traffic for testing. Half of the testing traffic goes into bucket A which shows videos generated by algorithm a. The other half goes into bucket B which shows videos generated by algorithm b. Actual business metrics (e.g., add-to-cart click rate, number of orders per view, or GMV per view) of each bucket or video are recorded. By comparing the metrics, both video-level and algorithm-level assessments can be performed. Even though it can reflect the real-world performance of the video generation models, it is an expensive process and researchers may not have access to the A/B testing in real-world e-commerce platforms.

A more accessible way of performing A/B testing for researchers is through crowdsourcing platforms such as Amazon mTurk. This is commonly known as “pairwise comparison” [21, 83, 88, 141, 201]. A micro-task sent to the workers is illustrated in Figure 2. Two videos are presented to each worker. The videos are about the same product, but generated by different algorithms. After watching the videos, workers are asked to provide ratings according to a 5-point Likert scale [3] about whether the left hand side video is better than the right hand side video according to some predefined criteria (e.g., persuasiveness, attractiveness, logic flow). The performance of the video/algorithm is calculated by collecting and averaging the feedback from the workers. The pairwise comparison method might not reflect reality as accurately as A/B testing in e-commerce platforms as it is more subjective in nature [2].

7 PROMISING FUTURE RESEARCH DIRECTIONS

Through discussions in this review, it can be observed that the building blocks for each of the major steps required for AI-empowered automatic generation of promotion videos have been developed. The current state-of-the-art techniques can be used to generate videos that can serve the business objectives of e-commerce platforms to some extent. Nevertheless, research in this interdisciplinary field is still in its early stage. Many research problems remain to be solved. In this section, we highlight promising future research directions for AIPVG.

---
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7.1 Visual Material Understanding

7.1.1 Scaling Up Proxy-based Deep Metric Learning. As discussed, a large number of classes in the training dataset leads to a huge proxy matrix. Although it is not used for inference (i.e., representation extraction), it still incurs huge memory and computational costs. The pair-based loss reduces the computational costs by using real data pairs to train the model. However, it suffers from performance loss in some cases or datasets. For example, the proxy-based loss performs better on the Person Re-identification dataset [97, 98] than the pair-based loss. Movshovitz-Attias et al. [106] has enhanced proxy-based DML to only use $\frac{M^2}{2}$ proxies ($M$ is the number of classes), albeit at the cost of a severe drop in model accuracy. Enabling proxy-based DML training with a small number of proxies while maintaining model performance remains an open research problem.

7.1.2 Noise Resistant Deep Metric Learning. For large scale VM datasets, label noises are inevitable. Cleaning up labels manually is an expensive process. Figure 3 illustrates the label noises that may appear in a VM dataset. Within a class, some data can be wrongly labelled. VMs about a same object might also receive different labels. Label noises decrease the performance of DML models. However, existing research works on handling noisy labels are mostly designed for classification tasks [38, 145]. Although efforts to enable DML to work in the presence of label noises have emerged [87], the general approach of removing suspected noisy samples based on analyzing their average distances with clean data points still results in large accuracy drops when the noise ratio is high. DML models which are robust in the presence of label noises are still required in order to enhance the real-world applicability of VM understanding approaches.

7.1.3 Understanding and Extending Pairwise-Comparison Models in CPA. The high accuracy of pairwise comparison models [76] raises some interesting questions. Firstly, pairwise-comparison models are not commonly used in tasks like object recognition, as the state-of-the-art solutions generate predictions without explicit reference points. What is the reason behind the success of the pairwise-based methods in aesthetics estimation tasks? Secondly, given the fact that comparing a target image with all reference images is time-consuming, how to make the evaluation more efficient? Thirdly, existing approaches select the reference images based on human
Fig. 3. An example of label noise in an e-commerce product dataset for DML. Irrelevant images may appear in a class. VMs about a same product can be given different class labels due to mistakes in the data collection process. For example, multiple item IDs can refer to the same product. Thus, using item IDs in e-commerce platforms to label VMs might introduce such noises.

knowledge. Is is possible to perform this action without human intervention? Last but not least, can pairwise comparison models built for aesthetics estimation tasks improve the accuracy of emotion regression and other CPA tasks?

7.2 Visual Storyline Generation

7.2.1 Building Datasets of E-commerce Promotional Videos. Previous methods of visual storyline generation for promotional video production heavily relies on human priors [83, 88]. However, these priors may not always lead to the optimal sequence of VMs as the application scenarios change. Data-driven approaches can be more adaptable for such situations by taking user feedbacks into account. Specifically, user feedbacks can be in the form of user ratings on the storyline, or changes in purchasing behaviours after viewing the generated videos. Such user feedback signals can be leveraged to continually train machine learning models. These models can be generative models for generating visual storylines directly, or storyline rating models for estimating a score for a given visual storyline. In the latter case, a search algorithm is also required to find suitable storylines. All these require the existence of a large-scale visual storyline dataset related to e-commerce promotional videos. Currently, no such dataset is publicly available. In order to address this issue, more in depth open collaboration between e-commerce platform operators and the AI research community is necessary.

7.2.2 Personalized Visual Storyline Generation. As postulated by the Persuasion Knowledge Model (PKM) [39], to maximize persuasiveness, the persuader should adapt the persuasion attempt based on knowledge about the persuadee. In a real-world e-commerce platform, it is natural that different customers have different preferences. Existing AIPVG approaches mostly generate a fixed storyline for a given product for viewers. However, this approach does not account for differences in personal preferences. Personalized visual storyline generation can be a promising research direction to enhance the persuasiveness of the resulting videos. A possible approach is to incorporate user prior information into AIPVG by leveraging personalization techniques in content-based recommender systems [4, 26].

7.2.3 Human Crafted Visual Storyline Templates. Human crafted visual storylines, either by experts and crowdsourcing workers, can be useful for AIPVG. Despite being one of the easiest methods to implement in real-world e-commerce platforms, they have not received much research attention so far. In order for these approaches to be leveraged to enhance AIPVG, some important research problems must be tackled first. They include: (1) how to automatically evaluate the quality of the crowdsourced storylines for given products; (2) how to determine the suitability of the
crafted visual storylines for given products; and (3) how to determine the level of appeal to different viewers of each given visual storyline template?

7.3 Post-Production

7.3.1 End-to-End Background Music Generation. **Background musics (BGMs)** improve the sense of immersion for video viewers. BGM generation which considers video-music consistency is useful for AIPVG but a challenging research problem. One promising approach is to develop an end-to-end model training solution. Achieving this goal requires the following research problems to be tackled: (1) building datasets, which facilitates model training and offline evaluation (videos and soundtracks which hold Creative Common (CC) licenses are a promising source to explore); (2) model architectures, for which both accuracy and model throughput should be considered; and (3) optimization methods, which need to be custom designed to train such models effectively (e.g., adversarial training [115] could be useful).

7.3.2 Personalization in Subtitle Generation. Informative product descriptions are helpful for the customers to make purchasing decisions. The visual contents in promotional videos may be attractive, but key product information in the images/videos might be overlooked by the viewers when viewing the videos. This could be caused by the low resolution of generated videos, the small size of the devices used to display the videos, or viewers’ attention being diverted by other things when viewing the videos. One way to solve this issue is to explicitly present key information (e.g., product selling points) to the viewers. In this way, such information enhances viewers’ impressions about the product. The selling points can be presented as key words or short phrases in the form of subtitles, or as a sentence with voice-overs. Existing works in image/video captioning [32, 133] and textual selling point mining [44] can be useful starting points.

7.3.3 Personalization in Visual Effect Optimization. **Visual effects (VFX)**, such as zooming-in, zooming-out, and motion blurring, bring more dynamism to videos. A wide variety of visual effects can be implemented with the help of computer vision techniques (e.g., zooming into the product in an image using the product detection and segmentation [105]). However, the most suitable types of visual effects vary across different VMs, products, and viewers. New visual effect optimization approaches that can balance improvements in persuasion power with computational costs incurred are required.

7.4 Evaluation

7.4.1 Offline Video Persuasiveness Assessment. Currently, there is no methodology for evaluating the persuasiveness of videos without involving human viewers. This limits the advancement of video-based persuasion technology since user study-based evaluation is costly and time-consuming. To address this limitation, a video persuasiveness assessment dataset is required. Such a dataset should capture the diverse backgrounds of the viewers and their behaviours when rating the persuasiveness of different types of videos so that useful viewer behaviour phenotypes can be constructed. Based on such a dataset, persuasiveness evaluation metrics which are only related to video features need to be designed so that researchers can circumvent the need for involving human viewers when continually improving the persuasiveness of the generated videos.

8 CONCLUSIONS

In this paper, we provide a comprehensive survey on the artificial intelligence (AI)-empowered persuasive video generation (AIPVG) literature. We first introduce the theoretical foundations for many of such works, which is the persuasion theory. Then, we offer a unique taxonomy of the AIPVG literature which divides it into three steps: (1) visual material understanding; (2) visual
storyline generation; and (3) post-production. We analyse the design rationale, advantages, and limitations of the approaches under each of these three steps. In addition, we also introduce the metrics and datasets for evaluating the performance of AIPVG approaches. Through this survey exercise, we point out promising future research directions that are worth exploring. We hope that this survey can serve as a roadmap for engineers and researchers interested in the field of AIPVG to acquire insights and build useful applications.
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