Abstract. We show that compact embedded starshaped \( r \)-convex hypersurfaces of certain warped products satisfying \( H_r = aH + b \) with \( a \geq 0, b > 0 \), where \( H \) and \( H_r \) are respectively the mean curvature and \( r \)-th mean curvature, is a slice. In the case of space forms, we show that without the assumption of starshapedness, such Weingarten hypersurfaces are geodesic spheres. Finally, we prove that, in the case of space forms, if \( H_r - aH - b \) is close to 0 then the hypersurface is close to geodesic sphere for the Hausdorff distance. We also prove an anisotropic version of this stability result in the Euclidean space.

1. Introduction

The well-known Alexandrov theorem [1] ensures that a closed embedded hypersurface of the Euclidean space \( \mathbb{R}^{n+1} \) with constant mean curvature must be a round sphere. The hypothesis, that the hypersurface is to be embedded, is crucial as proved by the counter examples of Wente [23], Kapouleas [13] or Hsiang-Teng-Yu [11] for instance. Further, this result has been extended to scalar curvature and then higher order mean curvatures by Ros [18, 19] as well as for any concave function of the principal curvatures by Korevaar [14]. For higher order mean curvatures, the necessity of the embedding is still an open question.

Note that Montiel and Ros [17] proved that the Alexandrov theorem for the mean curvature as well as for higher order mean curvatures is also true for hypersurfaces of hyperbolic spaces and half-spheres.

On the other hand, very recently, de Lima [4] proved a comparable result for the so called linear Weingarten hypersurfaces satisfying \( H_r = aH + b \) for two real constants \( a \geq 0 \) and \( b > 0 \), where \( H \) and \( H_r \) are respectively the mean curvature and the \( r \)-th mean curvature of the hypersurfaces. The hypersurfaces are supposed to be embedded in this result too and \( H_r \) is a positive function.

The aim of the present note is to show that Lima’s result also holds for a large class of warped products which contains in particular the hyperbolic spaces and the half-spheres.

Let \( n \geq 2 \) be an integer and \((M^n, g_M)\) be a compact Riemannian manifold of dimension \( n \) satisfying
\[
\text{Ric}_M \geq (n-1)kg,
\]
for some constant \( k \). Moreover, let \( t_0 > 0 \) and \( h : [0, t_0) \to \mathbb{R} \) be a positive function satisfying the following four conditions
\[
(h_1) \quad h'(0) = 0 \quad \text{and} \quad h''(0) > 0,
\]
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Theorem 1.1. Let the function $r$ denote the four conditions (H1) - (H4) are satisfied. If $\Sigma$ is star-shaped and $H_r$ is a positive function satisfying $\bar{H}_r = aH + b$ for some real constants $a \geq 0$ and $b > 0$, then $\Sigma$ is a slice $\{t_1\} \times M$.

We consider the warped product $P$ defined by $P = [0,t_0) \times M$ endowed with the metric $g_P = dt^2 \oplus h(t)g_M$.

**Theorem 1.2.** Let $n \geq 2$ and $r \in \{2, \cdots, n\}$ are two integers and $\Sigma$ be a closed, connected and embedded hypersurface of $M^{n+1}(\delta)$. Assume that the $r$-th mean curvature $H_r$ is a positive function satisfying $H_r = aH + b$ for some real constants $a \geq 0$ and $b > 0$. Then, $\Sigma$ is a geodesic sphere of $M^{n+1}(\delta)$.

This result extend the result of Lima [4] for real space forms of non-zero sectional curvature. Note also that when $a = 0$, we recover the Alexandrov theorem of Montiel and Ros [17] for hypersurfaces with constant $r$-th mean curvature.

We also consider the stability of this new characterization of geodesic spheres in space forms, precisely, the following natural question: if a closed embedded and oriented hypersurface $\Sigma$ of $M^{n+1}(\delta)$ is almost Weingarten in the following sense,

$$H_r = aH + b + \varepsilon,$$

where $\varepsilon$ is a smooth function on $\Sigma$ which is sufficiently small, is $\Sigma$ close to a geodesic sphere?

We answer this question by the following result.

**Theorem 1.3.** Let $n \geq 2$ and $r \in \{2, \cdots, n\}$ are two integers. Let $\Sigma$ be a closed embedded and oriented hypersurface of $M^{n+1}(\delta)$ bounding a domain $\Omega$. There exist three constants $\gamma$, $C$ and $\varepsilon_1$, with $\gamma$ depending only on $n$; $C$ and $\varepsilon_1$ depending on $n$, $r$, $\delta$, $\min H_r$, $\min(H_{r,n})$, $\|B\|_\infty$, $V(\Sigma)$ and $R$ so that if $\Sigma$ is almost linear Weingarten in the following sense

$$H_r = aH + b + \varepsilon,$$

where $a \geq 0$ and $b > 0$ are real constants and $\varepsilon$ is a smooth function satisfying $\|\varepsilon\|_1 \leq \varepsilon_1$, then

$$d_H(\Sigma, S_{\rho_0}) \leq C\|\varepsilon\|_1^2,$$

where $S_{\rho_0}$ is a geodesic sphere of a certain radius $\rho_0$ and $d_H$ is the Hausdorff distance between compact sets into $M^{n+1}(\delta)$.
Here, $B$ is the second fundamental form, $V(\Sigma)$ the volume of $\Sigma$, $R$ the extrinsic radius of $\Sigma$ and $H_{r,n,1}$ is an extrinsic quantity defined from the second fundamental form (see [27] for the precise definition).

2. Preliminaries

2.1. Basics about warped products and Brendle’s inequality. The classical Heinze-Karcher inequality for compact embedded hypersurfaces of the Euclidean space says that

$$\int_{\Sigma} \frac{1}{H} dv_g \geq (n+1)V(\Omega),$$

where $\Sigma$ is the embedded hypersurface which bounds the compact domain $\Omega$, $H$ is the mean curvature of $\Sigma$, supposed to be positive, and $V(\Omega)$ is the volume of the domain $\Omega$.

In [3], Brendle proved an analogue of the Heintze-Karcher inequality for a large class of warped products manifolds, namely, the warped products $(P, g_p)$ of the form given in the introduction and satisfying conditions (H1), (H2) and (H3).

Let $\Sigma$ be a compact embedded and oriented hypersurface of $(P^{n+1}, g_P)$, we consider the function $f = h'$ and the vector field $X = h \frac{\partial}{\partial t}$. In [3], Brendle used the fact that $X$ is a conformal vector field, $L_X g = 2fg$, to obtain the following Hsiung-Minkowski formula for hypersurfaces of these warped products

$$\int_{\Sigma} H(X, \nu) dv_g = \int_{\Sigma} fdv_g,$$

where $g$ is the induced metric on $\Sigma$ and $\nu$ is the outward normal unit vector field.

Using this, he was able to prove the following extension of the Heinze-Karcher inequality:

$$\int_{\Sigma} \frac{f}{H} dv_g \geq (n+1) \int_{\Omega} f dv_g.$$

Moreover, if equality holds, then $\Sigma$ is umbilical. If in addition, condition (H4) is satisfied, then $\Sigma$ is a slice $\{t_1\} \times \mathbb{R}$.

2.2. Higher order mean curvatures and Hsiung-Minkowski formulas. The higher order mean curvatures are extrinsic quantities defined from the second fundamental form and generalising the notion of mean curvature. Up to a normalisation constant the mean curvature $H$ is the trace of the second fundamental form $B$:

$$H = \frac{1}{n} \text{tr}(B).$$

In other words, the mean curvature is

$$H = \frac{1}{n} S_1(\kappa_1, \ldots, \kappa_n),$$

where $S_1$ is the first elementary symmetric polynomial and $\kappa_1, \ldots, \kappa_n$ are the principal curvatures. Higher order mean curvatures are defined in a similar way for $r \in \{1, \ldots, n\}$ by

$$H_r = \frac{1}{\binom{n}{r}} S_r(\kappa_1, \ldots, \kappa_n),$$
where \( S_r \) is the \( r \)-th elementary symmetric polynomial, that is for any \( n \)-tuple \((x_1, \ldots, x_n)\)

\[
S_r(x_1, \ldots, x_n) = \sum_{1 \leq i_1 < \cdots < i_r \leq n} x_{i_1} \cdots x_{i_r}.
\]

(6)

By convention we set \( H_0 = 1 \) and \( H_{n+1} = 0 \). Finally, for convenience we also set \( H_{-1} = -\langle X, \nu \rangle \).

We also recall some classical inequalities between the \( H_r \) which are well-known. First, for any \( r \in \{0, \cdots, n-2\} \), we have

\[
H_r H_{r+2} \leq H_{r+1}^2,
\]

(7) with equality at umbilical points, cf. [7, p. 104]. Moreover, cf. [2], if \( H_{r+1} > 0 \), then \( H_s > 0 \) for any \( s \in \{0, \cdots, r\} \) and

\[
H_{r+1}^{\frac{1}{r+1}} \leq H_r^{\frac{1}{r}} \leq \cdots \leq H_2^{\frac{1}{2}} \leq H.
\]

(8)

In [15], the authors prove a general weighted Hsiung-Minkowski type formula in warped product. Namely, they prove

\[
\int_\Sigma \phi(f H_{k-1} - H_k \langle X, \nu \rangle) dv_g + \frac{1}{k(n-1)} \int_\Sigma \phi(div_{\Sigma} T_{k-1})(\xi) dv_g
= -\frac{1}{k(n-1)} \int_\Sigma (T_{k-1}(\xi), \nabla \phi) dv_g
\]

where \( \phi \) is a smooth function on \( \Sigma \) and \( \xi = X^T \) is the tangential part of the conformal vector field \( X \). Moreover, for \( r \geq 2 \) we have

\[
(div_{\Sigma} T_{k-1})(\xi) = -\binom{n-3}{k-2} \sum_{j=1}^{n-1} H_{k-1;j} \xi^j \text{Ric}(e_j, \nu),
\]

with \( H_{k-1;j} = \sigma_{k-1}(\lambda_1, \cdots, \lambda_{j-1}, \lambda_{j+1}, \cdots, \lambda_n) \) and where \( \sigma_k \) is the \( k \)-th elementary symmetric polynomial of order \( k \). In addition, if and if conditions (H1)-(H4) and \( \Sigma \) is starshaped, then

\[
\int_\Sigma f H_{r-1} dv_g \leq \int_\Sigma H_r(X, \nu) dv_g.
\]

(10)

In the case of space forms \( M^{n+1}(\delta) \), we have the classical Hsiung-Minkowski formulas

\[
\int_M \left( H_r \langle Z, \nu \rangle + c_\delta(\rho) H_r \right) dv_g = 0,
\]

(11)

where \( \rho(x) = d(p, x) \) is the distance function to a base point \( p \) (in the sequel, \( p \) will be the center of mass of \( M \)), \( Z \) is the position vector defined by \( Z = s_\delta(\rho) \nabla \rho \), where \( \nabla \) is the connection of \( M^{n+1}(\delta) \) and the functions \( c_\delta \) and \( s_\delta \) are defined by

\[
c_\delta(t) = \begin{cases} 
\cos(\sqrt{\delta}t) & \text{if } \delta > 0 \\
1 & \text{if } \delta = 0 \\
cosh(\sqrt{\delta}|t|) & \text{if } \delta < 0
\end{cases},
\]

and

\[
s_\delta(t) = \begin{cases} 
\frac{1}{\sqrt{\delta}} \sin(\sqrt{\delta}t) & \text{if } \delta > 0 \\
t & \text{if } \delta = 0 \\
\frac{1}{\sqrt{\delta}} \sinh(\sqrt{\delta}|t|) & \text{if } \delta < 0.
\end{cases}
\]
2.3. Anisotropic mean curvatures. Let $F : \mathbb{S}^n \rightarrow \mathbb{R}_+^n$ be a smooth function satisfying the following convexity assumption

$$A_F = (\nabla dF + F \text{Id}_{T_p \mathbb{S}^n})_x > 0,$$

for all $x \in \mathbb{S}^n$, where $\nabla dF$ is the Hessian of $F$ and $> 0$ means positive definite in the sense of quadratic forms. Now, we consider the following map

$$\phi : \mathbb{S}^n \rightarrow \mathbb{R}^{n+1}$$

$$x \mapsto F(x)x + (\text{grad}_{\mathbb{S}^n} F) x.$$

The image $W_F = \phi(\mathbb{S}^n)$ is called the Wulff shape of $F$ and is a smooth convex hypersurface of $\mathbb{R}^{n+1}$ due to condition (12). It is to note that if $F = 1$, then the Wulff shape is the sphere $\mathbb{S}^n$.

Let $X : (M^n, g) \rightarrow \mathbb{R}^{n+1}$ be an isometric immersion of $n$-dimensional closed, connected and oriented Riemannian manifold $M$ into $\mathbb{R}^{n+1}$. We denote by $\nu$ a normal unit vector field globally defined on $M$, that is, we have $\nu : M \rightarrow \mathbb{S}^n$. We set $S_F = -A_F \circ d\nu$, where $A_F$ is defined in (12). The operator $S_F$ is called the $F$-Weingarten operator or anisotropic shape operator. In this anisotropic setting, we can define all the corresponding extrinsic quantities. The anisotropic higher order mean curvatures $H^F_r$ are defined by

$$H^F_r = \frac{1}{(n)_r} \sigma_r(S_F),$$

where $\sigma_r(S_F)$ is the $r$-th elementary symmetric polynomial with $n$ variables computed for anisotropic principal curvatures $\kappa^F_1, \ldots, \kappa^F_n$.

We denote simply by $H^F$ the anisotropic mean curvature $H^F_1$. Moreover, for convenience, we set $H^F_0 = 1$ and $H^F_{n+1} = 0$ by convention. For the Wulff shape $W_F$, $\kappa^F_1 = \kappa^F_2 = \cdots = \kappa^F_n$ are nonzero constants. Moreover, if $\kappa^F_1 = \kappa^F_2 = \cdots = \kappa^F_n$, then the hypersurface has to be the Wulff shape (up to homotheties and translations). Like in the anisotropic case, we have the following inequalities between higher order mean curvatures. Namely, if $H^F_{r+1} > 0$ then $H^F_j > 0$ for all $j \in \{1, \cdots, r\}$ and

$$\left(H^F_{r+1}\right)^{1/2} \leq \ldots \leq \left(H^F_2\right)^{1/2} \leq H^F.$$  

Moreover, in any of these inequalities, equality occurs at a point $p$ if and only if all the anisotropic principal curvatures at $p$ are equal. Hence, equality occurs everywhere if and only if $M$ is the Wulff shape $W_F$, up to translations and homotheties. Finally, we recall the anisotropic Hsiung-Minkowski formulas. For $r \in \{0, \cdots n-1\}$, we have

$$\int_M \left( F(\nu)H^F_r + H^F_{r+1}(X, \nu) \right) dv_g = 0.$$

We also have an anisotropic analogue of the Heintze-Karcher inequality (see [8]). If $M$ is embedded (so bounds a domain $\Omega$) and $H^F$ is everywhere positive, then the following inequality holds

$$\int_M \frac{F(\nu)}{H^F} dv_g \geq (n+1)V(\Omega)$$

with equality if and only if $M$ is the Wulff shape $W_F$ (up to translations and homotheties).
All the above mentioned results by Alexandrov and Ros have analogues for anisotropic mean curvatures with the Wulff shape replacing the sphere (see [9]).

2.4. Michael-Simon extrinsic Sobolev inequality. We conclude this section of preliminaries by recalling the extrinsic Sobolev inequality of Michael and Simon [16]. If \((\Sigma, g)\) is a closed connected and oriented hypersurface of the Euclidean space, for any \(C^1\) function \(f\) on \(M\), the following inequality holds

\[
\left( \int_M f^{\frac{n}{n-1}} \, dv_g \right)^{\frac{n-1}{n}} \leq K(n) \int_M (|\nabla f| + |Hf|) \, dv_g,
\]

where \(K(n)\) is a constant that depends only on \(n\). Applying this inequality for the function \(f \equiv 1\), we get

\[
V(\Sigma)^{\frac{n-1}{n}} \leq K_n \int_{\Sigma} |H| \, dv_g.
\]

Now, we consider \(D \subset \mathbb{R}^{n+1}\) be an open domain and let \(N^{n+1} = (D, \tilde{h})\) be a conformally flat Riemannian manifold, i.e., \(h = e^{2\varphi} \tilde{h}\) where \(\tilde{h}\) is the Euclidean metric and \(\varphi \in C^\infty(D)\). Let \((\Sigma^n, g) \hookrightarrow (N^{n+1}, h)\) be a closed, connected, oriented and isometrically immersed hypersurface. We deduce from (17) that

\[
V(\Sigma)^{\frac{n-1}{n}} \leq c_{n,\varphi} \int_{\Sigma} |\tilde{H}| \, dv_{\tilde{g}},
\]

where \(\tilde{H}\) is the mean curvature of the isometric immersion \((\Sigma^n, \tilde{g}) \hookrightarrow (N^{n+1}, \tilde{h})\) with \(\tilde{g} = e^{-2\varphi} g\) and \(c_{n,\varphi}\) is a constant depending on \(n\) and \(\varphi\). Note that here, \(V(\Sigma)\) is the volume of \(\Sigma\) with the metric \(g\) which explain the dependence of the constant \(c_{n,\varphi}\) on the conformal factor \(\varphi\). Thus, we deduce immediately that

\[
V(\Sigma)^{-\frac{1}{n}} \leq c_{n,\varphi} \|\tilde{H}\|_1
\]

and so

\[
V(\Sigma)^{-\frac{n+1}{n}} \leq c_{n,\varphi} \|\tilde{H}\|_{n+1}.
\]

3. Proof of the results

3.1. Proof of Theorems 1.1 and 1.2 We will prove first Theorem 1.1. The proof of Theorem 1.2 differs very slightly so that we will just mention after the minor differences.

First, by the generalized Hsiung-Minkowski formula [10], we have

\[
\int_{\Sigma} \left( f H_{r-1} - H_r \langle X, \nu \rangle \right) \, dv_g \leq 0.
\]

Using the assumption that \(M\) is a Weingarten hypersurface, that is, \(H_r = aH + b\), we get

\[
\int_{\Sigma} \left( f H_{r-1} - aH \langle X, \nu \rangle - b \langle X, \nu \rangle \right) \, dv_g \leq 0.
\]

From the Hsiung-Minkowski [1] formula and the divergence theorem, we have

\[
\int_{\Sigma} H \langle X, \nu \rangle \, dv_g = \int_{\Sigma} f \, dv_g
\]

and

\[
\int_{\Sigma} \langle X, \nu \rangle \, dv_g = (n + 1) \int_{\Omega} f \, dv_{\Omega},
\]

where \(\Omega\) is the domain in \(\mathbb{R}^{n+1}\).
respectively. Hence, (21) becomes

\[ a \int_{\Sigma} f \, dv_g + (n + 1) b \int_{\Omega} f \, dv_{\bar{g}} \geq \int_{\Sigma} f H_{r-1} \, dv_g. \]

Now, since \( H_r \) is supposed to be a positive function, as a consequence of (8), we have \( H_{r-1} \geq H_r^{-1} \) which after reporting into (22) gives

\[ a \int_{\Sigma} f \, dv_g + (n + 1) b \int_{\Omega} f \, dv_{\bar{g}} \geq \int_{\Sigma} f H_r^{-1} \, dv_g \]

\[ \geq \int_{\Sigma} f \frac{H_r}{H} \, dv_g \]

(23)

\[ \geq a \int_{\Sigma} f \, dv_g + b \int_{\Omega} \frac{f}{H} \, dv_g, \]

(24)

where we have used in the last two lines the facts that \( H_1 \leq H \) and \( H_r = aH + b \) respectively. Now, we finish by applying the Brendle inequality

\[ \int_{\Sigma} \frac{f}{H} \, dv_g \geq (n + 1) \int_{\Omega} f \, dv_{\bar{g}} \]

which gives, since \( b \) is positive

\[ a \int_{\Sigma} f \, dv_g + (n + 1) b \int_{\Omega} f \, dv_{\bar{g}} \geq a \int_{\Sigma} f \, dv_g + (n + 1) b \int_{\Omega} f \, dv_{\bar{g}}, \]

which means that all the previous inequality are in fact equalities. In particular, equality holds in the Brendle’s inequality, which implies that (since condition (H4) is assumed) Theorem 1.1 is proved.

3.2. Proof of Theorem 1.3

The strategy of the proof consists in showing that the \( L^{n+1} \)-norm of \( \tau \) is small (compared to \( \varepsilon \)) and applying the following result of [20] with \( p = n + 1 \) where \( N^{n+1} \) is either the Euclidean space, the half-sphere or the hyperbolic space.

**Theorem 3.1.** (Roth-Scheuer [20]) Let \( D \subset \mathbb{R}^{n+1} \) be open and let \( N^{n+1} = (D, h) \) be a conformally flat Riemannian manifold, i.e., \( h = e^{2\varphi} \tilde{h} \) where \( \tilde{h} \) is the Euclidean metric and \( \varphi \in C^\infty(D) \). Let \( \Sigma^n \hookrightarrow N^{n+1} \) be a closed, connected, oriented and isometrically immersed hypersurface. Let \( p > n \geq 2 \). Then there exist constants \( c \) and \( \varepsilon_0 \), depending on \( n, p, V(\Sigma), \|B\|_p \) and \( \|\varphi\|_\infty \), as well as a constant \( \alpha = \alpha(n, p) \), such that whenever there holds

\[ \|\tau\|_p \leq \|\tilde{H}\|_p \varepsilon_0, \]

there also holds

\[ d_H(\Sigma, S_p) \leq \frac{cp}{\|H\|_p^\alpha} \|\tau\|_p^\alpha, \]

where \( S_p \) is the image of a Euclidean sphere considered as a hypersurface in \( N^{n+1} \) and the Hausdorff distance is also measured with respect to the metric \( h \).
First, we have
\[ \|\tau\|_{n+1}^{2(n+1)} = \left( \frac{1}{V(\Sigma)} \int_M \|\tau\|^{2(n+1)} dv_g \right)^2 \]
\[ \leq \frac{1}{V(\Sigma)^2} \left( \int_M \|\tau\|^{2n} dv_g \right) \left( \int_M \|\tau\|^{2} dv_g \right) \]
by the Cauchy-Schwarz inequality. From this, we deduce immediately that
\[ \|\tau\|_{n+1}^{2(n+1)} \leq \frac{1}{V(\Sigma)} \|B\|_{\infty}^{2n} \left( \int_M \|\tau\|^{2} dv_g \right). \]

Now, we estimate \( \int_M \|\tau\|^2 dv_g \). First, we have this lemma.

**Lemma 3.2.** There exists a constant positive constant \( K_1 = K_1(n, r, \min(H_{r,n}, 1), \|B\|_{\infty}) \) so that
\[ \|\tau\|^2 \leq K_1 (H_{r-1} - H_{r-1}^{r-1}). \]

**Proof:** First, as mentioned in the preliminaries section, for any \( k \in \{1, \ldots, n-1\} \), we have
\[ H_k^2 - H_{k+1} H_{k-1} \geq 0. \]
We have a more precise estimate of the positivity of this term. Namely,
\[ H_k^2 - H_{k+1} H_{k-1} \geq c_n \|\tau\|^2 H_{k+1,n,1}^2 \]
where \( c_n \) is a constant depending only on \( n \) and
\[ H_{k,i,j} = \frac{\partial H_i}{\partial \kappa_i \partial \kappa_j} = \frac{1}{(n!)^{(i)}} \sum_{1 \leq i_1 < \cdots < i_l \leq n} \kappa_{i_1} \cdots \kappa_{i_l}, \]
On can find the proof in [22] for instance. Hence, for \( k = r-1 \), we have
\[ H_{r-2}^2 - H_r H_{r-2} \geq c_n \|\tau\|^2 H_{r,n,1}^2, \]
which gives, with the fact that \( H_{r-2} \geq H_r^r \),
\[ H_{r-1}^2 - H_r^{2(r-1)} \geq c_n \|\tau\|^2 H_{r,n,1}^2. \]
Finally, we get
\[ H_{r-1} - H_r^{r-1} \geq \frac{c_n \|\tau\|^2 H_{r,n,1}^2}{H_{r-1} + H_r^{r-1}} \geq \frac{c_n \|\tau\|^2 H_{r,n,1}}{2H_{r-1}}. \]
Thus, bounding \( H_{r,n,1}^2 \) from below by its minimum and \( H_{r-1} \) form above with \( \|B\|_{\infty} \), we get
\[ H_{r-1} - H_r^{r-1} \geq \frac{c_n \|\tau\|^2 \min(H_{r,n,1})^2}{2\|B\|_{\infty}^2} \]
and finally
\[ \|\tau\|^2 \leq K_1 (H_{r-1} - H_r^{r-1}) \]
by setting \( K_1 = \frac{2\|B\|_{\infty}^{r-1}}{c_n \min(H_{r,n,1})^2} \).

It is to note that this lemma holds independently of the fact that \( M \) is almost
Weingarten. Now, using this condition of being almost Weingarten, we will bound from above $H_{r-1} - H_r^{\frac{1}{r-1}}$. For this, we begin from the $r$-th Hsiung-Minkowski formula

$$\int_{\Sigma} (H_r(X, \nu) + c_\delta(\rho) H_{r-1}) \, dv_g = 0,$$

which becomes

$$a \int_{\Sigma} H(X, \nu) \, dv_g + b \int_{\Sigma} \langle X, \nu \rangle \, dv_g + \int_{\Sigma} \varepsilon(X, \nu) \, dv_g + \int_{\Sigma} c_\delta(\rho) H_{r-1} \, dv_g = 0,$$

after using the assumption that $\Sigma$ is almost Weingarten. Now, using the first Hsiung-Minkowski formula

$$\int_{\Sigma} (H(X, \nu) + c_\delta(\rho)) \, dv_g = 0,$$

and the divergence theorem, (33) becomes

$$-a \int_{\Sigma} c_\delta(\rho) \, dv_g + (n+1)b \int_{\Omega} s_\delta(\rho) \, dv_g + \int_{\Sigma} \varepsilon(X, \nu) \, dv_g + \int_{\Sigma} c_\delta(\rho) H_{r-1} \, dv_g = 0.$$

On the other hand, using $H \geq H^{\frac{1}{r-1}}_r \geq H_1^\frac{1}{r}$ and the Brendle inequality

$$\int_{\Sigma} c_\delta(\rho) H_r^{\frac{1}{r-1}} \, dv_g = \int_{\Sigma} c_\delta(\rho) H_r H_1^{-\frac{1}{r-1}} \, dv_g \\
\geq a \int_{\Sigma} c_\delta(\rho) \, dv_g + b \int_{\Sigma} \frac{c_\delta(\rho)}{H_r} \, dv_g + \int_{\Sigma} c_\delta(\rho) \varepsilon H_1^{\frac{1}{r}} \, dv_g \tag{35}$$

By multiplying (32) by $c_\delta(\rho)$ and integrating over $\Sigma$, we get

$$\int_{\Sigma} c_\delta(\rho) \|\tau\|^2 \, dv_g \leq K_1 \int_{\Sigma} c_\delta(\rho) (H_{r-1} - H_r^{\frac{1}{r-1}}) \, dv_g. \tag{36}$$

Reporting (34) and (35) into (36), we get

$$\int_{\Sigma} c_\delta(\rho) \|\tau\|^2 \, dv_g \leq K_1 \left( -\int_{\Sigma} \varepsilon(X, \nu) \, dv_g - \int_{\Sigma} c_\delta(\rho) \varepsilon H_1^{\frac{1}{r}} \, dv_g \right),$$

so that we deduce

$$\inf_{\Sigma} (c_\delta(\rho)) \int_{\Sigma} \|\tau\|^2 \, dv_g \leq K_1 \left[ \sup_{\Sigma} (c_\delta(\rho)) \varepsilon \frac{\sup_{\Sigma} (H_1^\frac{1}{r})}{\inf_{\Sigma} (H_1^\frac{1}{r})} + \sup_{\Sigma} (s_\delta(\rho)) \right] \int_{\Sigma} \varepsilon \, dv_g. \tag{38}$$
Now, we set
\[ K_1 = \begin{cases} 
\frac{K_1}{c_5(R)} \left[ \frac{1}{\min(H^+_r)} + \frac{1}{\sqrt{\delta}} \right] & \text{if } \delta > 0 \\
K_1 \left[ \frac{1}{\min(H^+_r)} + R \right] & \text{if } \delta = 0 \\
K_1 \left[ \frac{c_6(R)}{\min(H^+_r)} + s_6(R) \right] & \text{if } \delta < 0,
\end{cases} \]
where \( R \) is the extrinsic radius of \( \Sigma \). Thus, we have
\[ \int_\Sigma \| \tau \|^2 dv_g \leq K_2 \int_\Sigma \varepsilon dv_g, \]
where \( K_1 \) is a positive constant depending on \( n, r, \delta, \min \Sigma H_r, \min(H_{r,n,1}) \), \( \| B \|_\infty \) and \( R \).

Now, combining (39) and (25), we get
\[ \| \tau \|_{n+1}^2 \leq \frac{K_2 \| B \|_{n+1} \varepsilon_0}{V(\Sigma)} \int_\Sigma \varepsilon dv_g = K_3 \| \varepsilon \|_1, \]
where \( K_3 = K_2 \| B \|_{n+1} \varepsilon_0 \) is a constant depending on \( n, r, \delta, \min \Sigma H_r, \min(H_{r,n,1}) \), \( \| B \|_\infty, V(\Sigma) \) and \( R \).

In order to apply Theorem 3.1, we need to compare the \( L^{n+1} \)-norms of \( \tau \) and the mean curvature \( \bar{H} \) of \( \Sigma \) viewed as a hypersurface of the Euclidean space after the conformal change of metric \( h = e^{2\varphi} \tilde{h} \).

Now, we use (20) to get
\[ 1 \leq c^2_{n,\varphi} V(\Sigma)^{2(n+1)} \| \bar{H} \|_{n+1}^2, \]
Hence, (40) gives
\[ \| \tau \|_{n+1}^2 \leq K_3 c^2_{n,\varphi} V(\Sigma)^{2(n+1)} \| \bar{H} \|_{n+1}^2 \| \varepsilon \|_1 = K_4 \| \bar{H} \|_{n+1}^2 \| \varepsilon \|_1, \]
where \( K_4 \) is a constant depending on \( n, r, \delta, \min \Sigma H_r, \min(H_{r,n,1}) \), \( \| B \|_\infty, V(\Sigma) \) and \( R \). Note that \( K_4 \) depends also on \( \| \varphi \|_{\infty,\Omega} \) due to (20), but since \( \varphi \) is the conformal change of metric between \( R^{n+1} \) and \( H^{n+1} \) or \( S^{n+1} \), this dependence can be replaced by a dependence on \( \delta \) and \( R \).

Now, if \( \| \varepsilon \|_1 \) is supposed to be smaller than \( \varepsilon_1 = \frac{\varepsilon_0}{K_4} \), where \( \varepsilon_0 \) is the constant of Theorem 3.1, then we have
\[ \| \tau \|_{n+1} \leq \| \bar{H} \|_{n+1} \varepsilon_0, \]
so that we can apply Theorem 3.1. Note that \( \varepsilon_1 \) is a positive constant depending on \( n, r, \delta, \min \Sigma H_r, \min(H_{r,n,1}) \), \( \| B \|_\infty, V(\Sigma) \) and \( R \). Thus, there exists \( \rho_0 > 0 \) so
that
\[
d_H(\Sigma, S_{\rho_0}) \leq \frac{c_{\rho_0}}{\|H\|_{n+1}^\alpha} \|\tau\|_{n+1}^{\alpha}.
\]

Using (40) once again, we get
\[
d_H(\Sigma, S_{\rho_0}) \leq c_{\rho_0} K_4 \|\varepsilon\|_1^{\frac{n+1}{n+1}} = C \|\varepsilon\|_1^\gamma,
\]
where \(C = c_{\rho_0} K_4 \frac{\gamma}{n+1}\) is a positive constant depending on \(n, \tau, \min \Sigma, \min(H_{r,n,1})\), \(\|B\|_\infty, V(\Sigma)\) and \(R\) and \(\gamma\) is a positive constant depending only on \(n\). This concludes the proof of Theorem 1.3. \(\square\)

4. An anisotropic result

We finish this paper by an anisotropic version of Theorem 1.3. In [21], we prove a new characterization of the Wulff shape which is an anisotropic version of the result of de Lima for linear Weingarten hypersurfaces. Namely, we proved the following.

**Theorem 4.1.** (Roth-Upadhyay [21]) Let \(n \geq 2\) be an integer, \(F: \mathbb{S}^n \rightarrow \mathbb{R}^*_+\) a smooth function satisfying the convexity assumption [12] and let \(M\) be a closed, connected and embedded hypersurface of \(\mathbb{R}^{n+1}\). Assume that the higher order anisotropic mean curvature \(H^F_r\), \(r \in \{2, \cdots, n\}\) never vanishes and satisfies \(H^F_r = a H^F + b\) for some real constants \(a \geq 0\) and \(b > 0\). Then, up to translations and homotheties, \(M\) is the Wulff shape \(W_F\).

Also in [21], we proved the following stability result for \(r = 2\).

**Theorem 4.2.** (Roth-Upadhyay [21]) Let \(n \geq 2\) be an integer, \(F: \mathbb{S}^n \rightarrow \mathbb{R}^*_+\) a smooth function satisfying the convexity assumption [12] and let \(M\) be a closed, connected and embedded hypersurface of \(\mathbb{R}^{n+1}\). Assume that the \(r\)-th order anisotropic mean curvature \(H^F_r\) never vanishes and satisfies \(H^F_2 = a H^F + c\) for some real constants \(a \geq 0\), \(b > 0\) and \(c\) a smooth function. Set \(\rho = \left(\frac{V(M)}{V(W_F)}\right)^\frac{1}{n}\). Then there exist a smooth parametrisation \(\psi: W_{\lambda F} \rightarrow M\), a vector \(c_0 \in \mathbb{R}^{n+1}\) and an explicit constant \(K\) depending on \(n, F, R, \|H^F\|_\infty, V(M)\) and \(\inf(H^F_\Sigma)\) so that
\[
\|\psi - \text{Id} - c_0\|_{W^{2,2}(W_{\lambda F})} \leq K \|\varepsilon\|_2.
\]

By comparable arguments as those used in the proof of Theorem 1.3 we can extend this result for any \(r \in \{2, \cdots, n\}\). Namely, we have the following.

**Theorem 4.3.** Let \(n \geq 2\) be an integer, \(F: \mathbb{S}^n \rightarrow \mathbb{R}^*_+\) a smooth function satisfying the convexity assumption [12] and let \(M\) be a closed, connected and embedded hypersurface of \(\mathbb{R}^{n+1}\). Assume that the \(r\)-th anisotropic mean curvature \(H^F_r\) is positive and satisfies \(H^F_r = a H^F + b + \varepsilon\) for some real constants \(a \geq 0\), \(b > 0\) and \(\varepsilon\) a smooth function. Set \(\rho = \left(\frac{V(M)}{V(W_F)}\right)^\frac{1}{n}\). Then there exist a smooth parametrisation \(\psi: W_{\lambda F} \rightarrow M\), a vector \(c_0 \in \mathbb{R}^{n+1}\) and an explicit constant \(K\) depending on \(n, r, F, R, \|S_F\|_\infty, V(M), \inf(H^F_\Sigma)\) and \(\inf(H^F_{r,n,1})\) so that
\[
\|\psi - \text{Id} - c_0\|_{W^{2,2}(W_{\lambda F})} \leq K \|\varepsilon\|_2.
\]
Proof: By computations analogous to those of Theorem 1.3 we get first that there exists a constant $A_2$ depending on $n, r, F, \|SF\|_\infty$ and $\inf_\Sigma(H^F_{r,n,1})$ so that
\[
H^F_{r-1} - (H^F_r)^{-1} \geq A_2\|\tau_F\|^2.
\]
Always proceeding as in Theorem 1.3 we get from the assumption that $M$ is almost anisotropic Weingarten, and using the anisotropic version of both Hsiung-Minkowski formula (14) and Heinzte-Karcher inequality (15)
\[
A_2 \int_\Sigma F(\nu)\|\tau_F\|^2 dv_g \leq \int_\Sigma \varepsilon\langle X, \nu \rangle dv_g - \int_\Sigma F(\nu)\varepsilon H^{-\frac{1}{p}} dv_g.
\]
We deduce immediately from this that
\[
\|\tau_F\|^2 \leq A_3 \|\varepsilon\|
\]
where $A_3$ is a constant depending on $n, r, F, R, \|SF\|_\infty, \inf_\Sigma(H^F_r)$ and $\inf_\Sigma(H^F_{r,n,1})$. Note that the extrinsic radius $R$ appear here since we need to bound from above the term $\langle X, \nu \rangle$.
Finally, we conclude by applying the following result of De Rosa and Giofrè.

**Theorem 4.4** (De Rosa-Giofrè [5, 6]). Let $n > 2$, $p \in (1, +\infty)$ and $F : S^n \to \mathbb{R}^+_+$ satisfying the convexity assumption (12). There exist a constant $\delta_0 = \delta_0(n, p, F) > 0$ such that if $M$ is closed hypersurface into $\mathbb{R}^{n+1}$ satisfying
\[
\text{Vol}(M) = V(W_F) \quad \text{and} \quad \int_M \|\tau_F\|^p dv_g \leq \delta_0
\]
then there exist a smooth parametrisation $\psi : W_F \to M$, a vector $c_0 \in \mathbb{R}^{n+1}$ and a constant $C$ depending on $n, p$ and $F$ so that
\[
\|\psi - \text{Id} - c_0\|_{W^{2,p}(W_F)} \leq C\|\tau_F\|_p.
\]
Moreover, if $p \in (1, n)$, then the condition $\int_M \|\tau_F\|^p dv_g \leq \delta_0$ can be dropped.

Here, it is important to mention that the volume of $M$ is supposed to be equal to $V(W_F)$. If we do not assume this, the same holds replacing $W_F$ by the homothetic of $W_F$ of volume equal to $V(M)$, that is for $W_{\rho F}$ for $\rho = \left(\frac{V(M)}{V(W_F)}\right)^\frac{1}{n}$. Since in the statement of Theorem 1.3 we do not assume that the volume is equal to $V(W_F)$, this introduce a dependence of the constant $C$ also on $V(M)$. Note that this is also the case for Theorem 1.3.
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