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Abstract

In recent years, individual-based/agent-based modeling has been applied to study a wide range of applications, ranging from engineering problems to phenomena in sociology, economics and biology. Simulating such agent-based models over extended spatiotemporal domains can be prohibitively expensive due to stochasticity and the presence of multiple scales. Nevertheless, many agent-based problems exhibit smooth behavior in space and time on a macroscopic scale, suggesting that a useful coarse-grained continuum model could be obtained. For such problems, the equation-free framework\cite{16, 17, 18} can significantly reduce the computational cost. Patch dynamics is an essential component of this framework. This scheme is designed to perform numerical simulations of an unavailable macroscopic equation on macroscopic time and length scales; it uses appropriately initialized simulations of the fine-scale agent-based model in a number of small "patches", which cover only a fraction of the spatiotemporal domain. In this work, we construct a finite-volume-inspired conservative patch dynamics scheme and apply it to a financial market agent-based model based on the work of Omurtag and Sirovich\cite{22}. We first apply our patch dynamics scheme to a continuum approximation of the agent-based model, to study its performance and analyze its accuracy. We then apply the scheme to the agent-based model itself. Our computational experiments indicate that here, typically, the patch dynamics-based simulation requires only 20\% of the full agent-based simulation in space, and need occur over only 10\% of the temporal domain.
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1. Introduction

Over the last years agent-based modeling has become a powerful simulation technique for a number of applications, varying from ecology\cite{4, 5, 13} to economics and financial systems\cite{27, 28, 35}, and from traffic and supply chain networks\cite{14, 23, 33} to biological\cite{6, 32, 36} and social\cite{12, 15, 21} systems. Agents are treated as unique and discrete entities, allowing a straightforward way to incorporate detailed interactions between individuals via a set of microscopic rules. Modelers use the fine-scale evolution at the individual agent level to study the macroscopic, population level dynamical behavior, often referred to as emergent behavior.
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It would of course be desirable (and computationally much more efficient) to simulate this emergent behavior through a continuum macroscopic model. However, accurately accounting for the consequences of individual interactions at the macroscopic level can be highly nontrivial. As a consequence, accurate macroscopic equations are typically unavailable, even in cases when a clear separation of time scales strongly suggests that such equations should exist. In this work, we will consider a financial market agent-based model, in which a stochastic process describes the “motion” of an individual agent along a spatial domain representing the agent’s propensity to buy or sell. This stochastic process needs to be simulated for a large number of (interacting) agents over long times. Doing this over the entire spatiotemporal domain of interest to observe the relevant macroscopic variables (e.g., agent density) incurs a prohibitive computational cost.

The recently developed equation-free framework ([16, 17, 18]) can be applied to exploit the time-scale separation between the (fine-scale) individual dynamics and the (coarse-scale) population-level behavior by performing the expensive agent-based simulations in a grid of small patches, which cover only a fraction of the spatiotemporal domain. Exploiting smoothness, the solution for the entire region is approximated by repeated interpolation/extrapolation of the macroscopic variables recorded within these patches.

This framework is built around the central idea of a coarse time-stepper, which advances the coarse variables over a time interval of size $\delta t$. It consists of the following steps: (1) lifting, i.e., the creation of appropriate initial conditions for the microscopic model; (2) fine-scale evolution; and (3) restriction, i.e., the estimation of macroscopic observables from the fine-scale solution. This coarse time-stepper can subsequently be used as input for time-stepper-based “wrapper” algorithms performing macroscopic numerical analysis tasks. These include, for example, time-stepper based bifurcation codes to perform coarse bifurcation analysis for the unavailable macroscopic equation [30, 31, 34], and other system level tasks such as rare event analysis [19], control [2, 29] and optimization [3].

The patch dynamics scheme [17] is a combination of two sub-schemes - the gap-tooth scheme (interpolate macroscopic properties in space) [25] and the coarse projective integration scheme (extrapolate macroscopic properties in time) [24]. First, in the gap-tooth scheme [25], microscopic simulations are only performed in a number of small subdomains of the spatial domain (intervals for the case of one space dimension); in-between these patches lie what we call gaps. We continue the discussion for the one-space-dimension paradigm that fits our application. A coarse time-$\delta t$ map is then constructed as follows. We first choose a number of macroscopic grid points and a small interval (“tooth”) around each grid point; we initialize the fine scale consistently with a macroscopic initial condition profile; apply the microscopic solver within each interval, using appropriate boundary conditions for time $\delta t$; and, finally, obtain macroscopic information at time $\delta t$ (e.g., by computing the average density in each tooth). In [25], the initial conditions for each of these teeth are obtained via interpolation over neighboring teeth; this can be seen to be equivalent to constructing a macroscopic finite difference approximation. In the gap-tooth scheme, this procedure is then repeated. We refer to [11] for an illustration of this scheme with particle-based simulations of the viscous Burgers equation.

Second, exploiting the smoothness of coarse variable evolution in the temporal domain, one can combine the gap-tooth scheme with a projective integration scheme [24]. In this context, we perform a number of gap-tooth steps of size $\delta t$ to obtain an estimate of the time derivative of the unavailable macroscopic equation. Based on this estimate, a projective step is subsequently taken over time $\Delta t \gg \delta t$. This combination has been termed patch dynamics [17].

In previous work, the gap-tooth and patch dynamics schemes have been applied to study a diffusion homogenization problem [25, 26], as well as a biological dispersal model [9]. For the kind of agent-based problems we study in this work, a conservation law needs to be satisfied. For this reason, instead of basing the gap-tooth scheme on a finite difference approximation, we design a finite volume-based patch dynamics scheme. We first apply this scheme to an approximate continuum model of the agent-based dynamics to illustrate the scheme, as well as to facilitate our error analysis. In this case, our “inner” microscopic model is a fine discretization of this continuum model, and our microscopic simulator is a classical finite volume scheme within each tooth. In general, a given microscopic code only allows us to run it with a set of predefined boundary conditions. It is highly non-trivial to impose macroscopically inspired boundary conditions on such microscopic codes, see, e.g., [20] for a control-based strategy. As in [26], the boundary conditions on the teeth are imposed via the use of buffer regions, surrounding the teeth, to “protect” the tooth inside each simulation unit from boundary artifacts. We call “simulation unit” the union of a tooth and its edge buffers. After several gap-tooth steps, we project the macroscopic properties forward in time for a bigger step $\Delta t$. 
Based on the projected macroscopic properties, we again construct consistent microscopic initial conditions
for the simulation units and the cycle repeats. We study the performance of this patch dynamics scheme,
and compute its order of accuracy both analytically and numerically. Subsequently, we apply the scheme to
the agent-based model, and observe that, typically, this requires the expensive microscopic simulations in
only 20% of the spatial domain and 10% of the temporal domain.

These micro/macro ideas also form the basis of the heterogeneous multiscale method [7, 8]. There, a
macro-scale solver is combined with an estimator for quantities that are unknown because the macroscopic
equation is not available. This estimator subsequently uses appropriately constrained runs of the microscopic
model. For a recent overview of results obtained in that framework, we refer to [1].

The remainder of this paper is organized as follows: in section 2 we introduce an agent-based financial
market model based on the work of [22] and the associated continuum approximation they derive. In section 3
we describe the “inner” finite volume scheme for the continuum model. In section 4 we describe the patch
dynamics scheme. In section 5 we first present patch dynamics results using the discretization introduced in
section 3 as the inner solver, and then analyze the order of consistency of this scheme both analytically and
numerically. The main result, the agent-based patch dynamics computations, are also presented in section
5. We conclude with a brief summary and discussion in section 6.

2. The models

2.1. The agent-based model

We consider a financial market model initially described by Omurtag and Sirovich [22]. This model simu-
lates the actions of buying and selling by a large population of N interacting individuals in the presence
of mimetic. In this model, the i-th agent’s propensity to buy or sell is indicated by its state \( x_i(t) \in (-1, 1) \)
which evolves according to two coupled processes. The first process is the exponential decay, at constant
rate \( \gamma_i \) of \( x_i(t) \) towards the neutral state 0. This decay implies that each agent gradually forgets its current
state and tends to eventually become neutral in its preference for buying or selling.

The second process is a stochastic process denoted by \( I_i(t) \) which represents the effect of incoming infor-
mation to each agent’s state \( x_i(t) \). \( I_i(t) \) incorporates three factors: (1) the arrival times of incoming information;
(2) the type of this information (i.e., “good” or “bad”); and (3) the quantitative effect of this information
on \( x_i(t) \). The arrival of incoming information is assumed to follow a Poisson distribution with mean arrival
frequency \( \nu_i \), \( i \) being the mean arrival frequency for good news and \( \nu^- \) the one for bad news. The mean arrival frequencies are given by

\[
\nu^\pm = \nu^\pm_{\text{ex}} + gR^\pm,
\]

where the parameters \( \nu^\pm_{\text{ex}} \) and \( \nu^-_{\text{ex}} \) represent the contribution of external information each individual receives
from its environment (e.g., mass media news or opinions of stock market consultants) and are assumed time-
independent. The quantities \( R^+ \) and \( R^- \) are the buy rates and sell rates, respectively, defined as the number
of buys or sells happening in the market per unit time over a small finite time horizon (which we call
reporting horizon) normalized by the total number of agents in the market. The parameter \( g \) is a feedback
constant which quantifies the extent to which the individuals’ propensity to buy or sell is determined by the
buy and sell rates. Note that the buy and sell rates are collective properties of the population (i.e., all
the agents in the market), which implies that the second term of (1), \( gR^\pm \), embodies how each individual
agent’s state is affected by the collective behavior of the entire population at that moment in time.

Each arriving “quantum” of information has probability \( \nu^+/(\nu^+ + \nu^-) \) to be good news and \( \nu^-/(\nu^+ + \nu^-) \)
to be bad news. When good news arrives for agent \( i \), the value of \( x_i(t) \) is increased instantaneously - jumps
- by a fixed amount \( \epsilon^+ > 0 \); similarly, when bad news arrives, \( x_i(t) \) decreases instantaneously - jumps -
changing by \( \epsilon^- < 0 \). If, after a positive jump, the value of \( x_i(t) \) exceeds the right boundary (i.e., \( x_i(t) > 1 \)),
then a “buy” is considered to have occurred and the number of buys for that time interval is increased
by one. Similarly, after \( x_i(t) \) crosses the left boundary (i.e., \( x_i(t) < -1 \)), the number of sells is increased
by one. In either case, \( x_i(t) \) is set back to the neutral state (i.e., \( x_i(t) = 0 \) with a small random offset to
prevent discontinuities) after the number of buys or sells is updated. In this way, each individual agent’s
decision affects the population’s collective behavior. This discrete jump process, combined with the previously
described exponential decay, form the evolutionary rule for each agent’s state $x_i(t)$, which can be summarized as the following stochastic differential equation

$$dx_i = -\gamma x_i(t) dt + dI_i(t).$$  \hspace{1cm} (2)

### 2.2. The continuum model

It is possible to derive a concise approximate description of the dynamics of a large assembly of agents by keeping track of only the density $\rho(x, t)$ of agents at each state $x$, rather than the individual states of every agent in the population. The resulting approximate evolution equation for $\rho(x, t)$, averaged over a large number of replicas of the population, is given by \cite{22}

$$\frac{\partial \rho}{\partial t} = -\gamma \frac{\partial (x \rho)}{\partial x} + \sum_{k=+, -} \nu^k (\rho(x - \epsilon^k, t) - \rho(x, t)) + (R^+ + R^-) \delta(x).$$  \hspace{1cm} (3)

For small $\epsilon^\pm$ by expanding $\rho(x - \epsilon^\pm, t)$ about $\rho(x, t)$ in terms of $\epsilon^\pm$ and truncating terms higher than second order in $\epsilon^\pm$, one obtains a Fokker-Planck-type approximation,

$$\frac{\partial \rho}{\partial t} = \frac{\partial}{\partial x} (\mu \rho) + \frac{1}{2} \sigma^2 \frac{\partial^2 \rho}{\partial x^2} + (R^+ + R^-) \delta(x),$$  \hspace{1cm} (4)

where

$$\mu(x, t) = \gamma x - (\nu^+ \epsilon^+ + \nu^- \epsilon^-),$$  \hspace{1cm} (5)

and

$$\sigma^2(t) = \nu^+(\epsilon^+)^2 + \nu^-(\epsilon^-)^2.$$  \hspace{1cm} (6)

Because agents leave the domain at $x = \pm 1$ and are restored at the origin, we have $\rho(x = \pm 1, t) = 0$, and a Dirac $\delta$ birth term at the origin. The buy and sell rates are defined as the outgoing fluxes at the boundaries, $R^\pm = \mp \frac{1}{2} \sigma^2 \partial \rho / \partial x \big|_{x=\pm 1}$. The Fokker-Planck-type equation (4), with its non-local reinjection term, is the approximate continuum model in our study.

### 3. The finite volume scheme

We are now ready to describe a finite volume discretization of eq (4), which will serve as the first “inner” fine-scale simulator on which our exploratory patch dynamics scheme (described in section 4) will be based. We divide the one dimensional spatial domain into equal-sized grid cells and keep track of our approximations to the average densities in these cells. At each time step we update the average cell densities using approximations of the fluxes through the edges of the cells. As shown in Fig. 1, we denote the $i^{th}$ grid cell by

$$C_i = (x_{i-1}, x_i).$$  \hspace{1cm} (7)
\[ U_{i-1/2}^n \text{ denotes the approximate average cell density in the } i\text{th cell at time } t_n, \]
\[ U_{i-1/2}^n \approx \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} \rho(x, t_n) \, dx = \frac{1}{\Delta x} \int_{C_i} \rho(x, t_n) \, dx, \quad (8) \]

where \( \Delta x = x_i - x_{i-1} \) denotes the size of the cell. Except for the central grid cell, which will be treated separately because of the particle reinjection, Eq. (4) can be rewritten as

\[ \frac{\partial \rho}{\partial t} = \frac{\partial}{\partial x} \left( \mu \rho + \frac{1}{2} \sigma^2 \frac{\partial \rho(x, t)}{\partial x} \right). \quad (9) \]

Define the function \( f(x, t) \) as the flux term

\[ f(x, t) = - (\mu(x, t) \rho(x, t) + \frac{1}{2} \sigma^2(t) \frac{\partial \rho(x, t)}{\partial x}), \quad (10) \]

so that the integral form (in space) of Eq. (9) gives

\[ \frac{d}{dt} \int_{C_i} \rho(x, t) \, dx = f(x_{i-1}, t) - f(x_i, t). \quad (11) \]

Integrating Eq. (11) in time from \( t_n \) to \( t_{n+1} \) and dividing by \( \Delta x \) gives

\[ \frac{1}{\Delta x} \int_{C_i} \rho(x, t_{n+1}) \, dx = \frac{1}{\Delta x} \int_{C_i} \rho(x, t_n) \, dx - \frac{1}{\Delta x} \int_{t_n}^{t_{n+1}} \left[ \int f(x_i, t) \, dt - \int f(x_{i-1}, t) \, dt \right]. \quad (12) \]

Based on Eq. (8), Eq. (12) can be rewritten as

\[ U_{i-1/2}^{n+1} = U_{i-1/2}^n + \frac{\Delta t}{\Delta x} (F_{i-1}^n - F_i^n), \quad (13) \]

where \( U_{i-1/2}^n \) is the average density defined in eq.(8), and \( F_{i-1}^n \) and \( F_i^n \) denote the average fluxes (i.e. fluxes averaged over \( \Delta t \)) across cell edges, that is,

\[ F_{i-1}^n = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} f(x_{i-1}, t) \, dt \quad \text{and} \quad F_i^n = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} f(x_i, t) \, dt. \quad (14) \]

Based on (10), the average fluxes over the time step are approximated by

\[ F_{i-1}^n \approx F(U_{i-3/2}^n, U_{i-1/2}^n) \]
\[ \approx - (\mu_{i-1} \frac{U_{i-3/2}^n + U_{i-1/2}^n}{2} + \frac{1}{2} \sigma^2 \frac{U_{i-1/2}^n - U_{i-3/2}^n}{\Delta x}), \quad (15) \]

\[ F_i^n \approx F(U_{i-1/2}^n, U_{i+1/2}^n) \]
\[ \approx - (\mu_i \frac{U_{i-1/2}^n + U_{i+1/2}^n}{2} + \frac{1}{2} \sigma^2 \frac{U_{i+1/2}^n - U_{i-1/2}^n}{\Delta x}). \quad (16) \]

For a detailed discussion about the construction of diffusion fluxes for finite volume schemes see [10]. The fluxes at the outer two boundaries are expressed as (recall that \( x_0 = -1 \) and \( x_N = 1 \))

\[ F_0^n = -R^- \approx -\sigma^2 \frac{U_{1/2}^n}{\Delta x} \quad \text{and} \quad F_N^n = R^+ \approx \sigma^2 \frac{U_{N-1/2}^n}{\Delta x}. \quad (17) \]

We use an odd number of grid cells \( N \) for this scheme. Since the central grid cell centered at \( x_{N/2} \) contains the source point at \( x = 0 \), two additional terms need to be added to Eq. (13) for this cell,

\[ U_{N/2}^{n+1} = U_{N/2}^n + \frac{\Delta t}{\Delta x} (F_{(N-1)/2}^n - F_{(N+1)/2}^n + (R^+ + R^-)). \quad (18) \]
Clearly, the above scheme is conservative by construction. In section 5, this scheme is used as the “inner” solver to mimic the agent-based simulator. Moreover, the associated patch dynamics scheme, introduced in the next section, will be inspired by this scheme, and will also be conservative at the agent level.

4. The patch dynamics scheme

As mentioned previously, the patch dynamics scheme combines gap-tooth and projective integration schemes. The gap-tooth scheme is illustrated in Fig. 2. We have divided the one dimensional space into two kinds of unequal-sized grid cells: the narrower cells, which we call teeth, and the wider cells, which we call gaps. We intend to solve the microscopic model only within the teeth (plus some buffer regions to handle the teeth boundary conditions). However, we keep track of the average densities in both the teeth and the gaps to obtain a conservative scheme. As in the finite volume scheme, we want to update the average cell densities based on the fluxes at the edges of the cells,

\[
U_{i}^{n+\delta} = U_{i}^{n} + \frac{\delta t}{L_{T}} (F_{i,L}^{n} - F_{i,R}^{n}) ,
\]

\[
U_{i+1/2}^{n+\delta} = U_{i+1/2}^{n} + \frac{\delta t}{L_{G}} (F_{i,R}^{n} - F_{i+1,L}^{n}) ,
\]

where \(L_{T}\) and \(L_{G}\) denote the tooth and gap size respectively. However, in contrast to the finite volume scheme, the fluxes \(F_{i,L}^{n}\) and \(F_{i,R}^{n}\) are not computed based on a known macroscopic equation (which is usually not available for agent-based models). Instead, our goal is to compute these fluxes based on the “microscopic simulations” inside a small fraction of the spatial domain - the simulation unit (“\(\alpha \Delta x\)” shown in Fig. 3). These separated simulation units are the only locations where microscopic simulations take place. The numerical simulation of the microscopic model in each simulation unit provides information on the evolution of the global state at the spatial location of the simulation unit, as if we were running the microscopic simulations in the entire spatial domain. Therefore, it is crucial to choose appropriate boundary conditions, so that the solutions inside the teeth evolve as if the simulations were performed over the entire domain. For some cases it is possible to implement macroscopically-inspired constraints on the microscopic model as boundary conditions [25]. However, this is not always the case. To overcome this difficulty, as discussed in [26], we use a larger box - the simulation unit - to run the microscopic simulations, but still compute the flux used to update the macroscopic state at the teeth boundaries. Each simulation unit consists of one tooth and its edge buffers; the simulation units on the outer boundaries of the spatial domain are treated slightly differently, as discussed later. The purpose of the additional computational domains, the buffers, is to “protect” the teeth simulations from boundary artifacts. This can be accomplished over short enough time intervals, provided the buffers are large enough. As Fig. 2 shows, we divide the one-dimensional spatial domain into an odd number, \(N\), of grid cells \(C_{i}, i = 1, 2, \ldots, N\). The size of each cell is \(\Delta x = 2/N\). We then put teeth (narrow bins) at the edges of these cells and put gaps (wide bins) between the teeth. There are \(N + 1\) teeth and \(N\) gaps. The average densities for the teeth at time \(t_{n}\) are denoted as \(U_{i}^{n}, i = 0, 2, \ldots, N\), and the densities for the gaps are denoted as \(U_{i-1/2}^{n}, i = 1, 2, \ldots, N\). We want to update these macroscopic properties at time \(t_{n+1}\) based on the microscopic simulations inside the simulation units during the time step from \(t_{n}\) to \(t_{n} + \delta t\).

The patch dynamics algorithm to proceed from \(U_{i}^{n}\) to \(U_{i}^{n+1}(i = 0, \frac{1}{2}, 1, \cdots, N)\) is given below:
1. **Lifting.** At time $t_n$ create initial conditions $u^i(x,t_n), i = 0,...N$ inside each simulation unit for the microscopic simulator, consistent with the spatial profile of the macroscopic properties - the average densities inside the teeth and gaps $U^n_i (i = 0, 1/2,1,...N)$.

2. **Simulation.** Based on the microscopic initial condition constructed in step 1 compute $F_{i,L}$ and $F_{i,R}$ by running the microscopic simulator inside the simulation units from time $t_n$ to $t_n + \delta t$.

3. **Restriction.** Obtain the spatially averaged densities inside the teeth and gaps $U^{n+\delta}_i (i = 0, 1/2,1,...N)$ based on Eq. (19)-(20).

4. **Projective step.** Estimate the macroscopic time derivative at time $t_n$, e.g., as

$$F(U^n_i ; \delta t) = \frac{U^{n+\delta}_i - U^n_i}{\delta t},$$

and use it in a time integration method of choice, e.g., forward Euler,

$$U^{n+1}_i = U^n_i + \Delta t F(U^n_i ; \delta t).$$

Fig. 3. Illustration of the lifting procedure. (a) Lifting procedure in the bulk of the domain. A local quadratic polynomial is constructed such that the averaged polynomial values inside the tooth (region 3), and inside the gaps (region 1 and 5) equal the average densities in these regions. (b) Lifting procedure in the left boundary. (c) Lifting procedure in the right boundary. One point value (zero on the outer boundary) and two average values are used in constructing the local polynomials for the simulation units at the two boundaries.
4.1. Lifting Procedure

Except for the two outer teeth that receive special treatment, we create the microscopic initial condition inside the \(i\)th simulation unit by constructing a local quadratic polynomial approximation, \(u^i(x, t)\), to the density that matches the average density in a tooth and its two neighboring gaps as follows. Let \(H\) be the width of the tooth (so \(\Delta x - H\) is the width of the gap) and require

\[
\frac{1}{H} \int_{-H/2}^{H/2} u^i(x, t_n) dx = U^n_i, \quad (23)
\]

\[
\frac{1}{\Delta x - H} \int_{-\Delta x + H/2}^{\Delta x - H/2} u^i(x, t_n) dx = U^n_{i-1/2}, \quad (24)
\]

\[
\frac{1}{\Delta x - H} \int_{H/2}^{\Delta x - H} u^i(x, t_n) dx = U^n_{i+1/2}. \quad (25)
\]

As shown in Fig. 3a, the microscopic initial conditions \(u^i(x, t_n) \ (i = 1, 2, \ldots, N - 1)\) are constructed such that the averaged function values inside the tooth (region 3), and inside the neighboring gaps (regions 1 and 5) equal the average densities in these regions.

At the two boundaries, as Fig. 3b and c show, there are gaps only on one side of the boundary teeth so the microscopic initial conditions are created in a slightly different manner. At the left boundary, a local quadratic polynomial \(u^0(x, t_n)\) is constructed such that

\[
u^0(-1, t_n) = 0, \quad (26)
\]

\[
\frac{1}{H} \int_{-H/2}^{H/2} u^0(x, t_n) dx = U^n_0, \quad (27)
\]

\[
\frac{1}{\Delta x - 3H/2} \int_{H/2}^{\Delta x - H} u^0(x, t_n) dx = U^n_{1/2}. \quad (28)
\]

Similarly, at the right boundary a local quadratic polynomial \(u^N(x, t_n)\) is constructed such that

\[
u^N(1, t_n) = 0, \quad (29)
\]

\[
\frac{1}{H} \int_{-H/2}^{H/2} u^N(x, t_n) dx = U^n_N, \quad (30)
\]

\[
\frac{1}{\Delta x - 3H/2} \int_{-\Delta x + H}^{\Delta x - H} u^N(x, t_n) dx = U^n_{N-1/2}. \quad (31)
\]

Note that the left edge of the leftmost tooth (and similarly the right edge of the rightmost tooth) is put at the two boundaries \(x = \pm 1\), instead of their respective centers. For this reason, the outermost gaps are of a slightly different size \((\Delta x - 3H/2)\) compared to the inner ones (which are of equal size \(\Delta x - H\)).

4.2. Simulation step

As mentioned previously, for our initial experiment and its analysis a fine-grid finite volume scheme is first used as the “inner”, microscopic simulator. We emphasize again that the purpose of first using a fine
discretization of eq (4) as our “inner” microscopic solver is to facilitate a numerical study of the errors involved - something we cannot do when dealing directly with the agent-based simulator.

We divide each simulation unit into $N_t + 2N_b$ fine bins, where $N_t$ denotes the number of fine bins inside the tooth while $N_b$ denotes the number of fine bins inside each buffer. All these fine bins are of equal size $\delta x$. Based on the previously constructed local quadratic polynomial $u^i(x, t_n)$ we initialize the averaged densities in the fine bins as follows:

$$
\frac{1}{h} \int_{x_j-h/2}^{x_j+h/2} u^i(x, t_n) dx = u^i_j,
$$

(32)

where $x_j$ denotes the center of each fine bin and $u^i_j$ denotes the average densities inside the $j^{th}$ fine bin of the $i^{th}$ simulation unit (as the red cross marks in Fig. 4 and 5 denote). Fig. 4 illustrates the simulation step in the bulk of the spatial domain. Starting from the previously constructed local quadratic polynomial $u^i(x, t_n)$ we first initialized the average densities inside the fine bins using Eq. (32). To evolve $u^i_j(t_0)$ for one microscopic step $dt$, as Eq. (13) and (15-16) show, it requires $u^i_j(t_0)$, $u^i_j(t_0)$ and $u^i_j(t_0)$. Because of that, we are not able to evolve the solutions for the two bins at the boundaries (the two bins denoted in grey in the upper-left part of Fig. 4). Therefore, after the first microscopic time step $dt$, these two bins are discarded. For the same reason, after another microscopic time step $dt$, two more (now outer) fine bins need to be discarded, and so on until all the bins in the buffer regions are discarded. There are $N_b$ fine bins in each buffer, so we can run the microscopic simulator for $N_b$ microscopic time steps. During the $k$-th step ($k = 1, 2, \ldots, N_b$), we save the fluxes computed at the left (resp. right) edge of the $i$-th tooth, $F^k_{i,L}$ (resp. $F^k_{i,R}$).

The simulations in the leftmost and rightmost simulation units are performed slightly differently. As Fig. 5 shows, a buffer is only used on one side of the tooth (the side to the interior of the spatial domain). On the other side, the outer boundary of the spatial domain, the boundary condition $\rho(x = \pm 1) = 0$ needs to be enforced. This is achieved using a ghost bin (colored pink in Fig. 5) with density equal in magnitude but opposite in sign to the density of the leftmost (resp. rightmost) inner bin. (See Fig. 5 for an illustration of the left boundary; the right boundary is treated in a similar way.)

4.3. Restriction procedure

At the end of the $N_b$th step, we update the total fluxes at the edges of each tooth for the coarse time interval $\delta t = N_b \cdot dt$ as follows
Fig. 5. Illustration of the simulation step for the simulation unit at the left boundary.

\[ F_{i,L} = \frac{1}{N_b} \sum_{k=1}^{N_b} F_{i,L}^k, \]  
\[ F_{i,R} = \frac{1}{N_b} \sum_{k=1}^{N_b} F_{i,R}^k. \]  

Then, based on Eqn. (19 - 20), the coarse variables - the average densities inside the teeth and gaps \( U_{i}^{n+\delta} (i = 0, 1/2, 1, \ldots N) \) - are updated.

4.4. Projective step

Eq. (21) is now used to estimate the macroscopic time derivative and Eq. (22) is used to project the macroscopic solutions forward to obtain \( U_{i}^{n+1} \).

5. Results and discussion

5.1. Comparison of the patch-dynamics scheme with fine and coarse finite volume schemes for the continuum equation

We compare the performance of the patch-dynamics scheme with two other schemes: one is the fine grid finite volume scheme i.e., our microscopic simulator applied to the entire region; the other is a coarse grid finite volume scheme, which mimics the usually unavailable macroscopic solver. All three schemes are first applied to the continuum approximation of the agent-based model. Fig. 6 shows several snapshots of the solutions of these three schemes along the time-path towards their steady states. Starting from the same Gaussian-like initial conditions (Fig. 6a) we evolve the solutions of the three systems for a long time (Fig. 6b shows one snapshot of the transient solutions) until they have reached their steady states (Fig. 6d). As we can see from the figure, the solution of the patch-dynamics scheme agrees well with the other two schemes along the entire process. The steady state solutions of the three schemes also agree well with the analytical steady state solution of the problem (Fig. 6d). In Fig. 6c and 6e we plot the differences between the fine finite-volume scheme and the other two methods, patch dynamics and coarse finite volume scheme. The solution to the fine finite-volume scheme is an approximation to the true solution, so these differences can be viewed as a first approximation to the errors in the other two methods. Also, since the patch dynamics uses the fine finite-volume scheme as its microscopic solver, the differences between it and patch dynamics are an indication of the error introduced by the patch dynamics scheme. As we can see from Fig. 6c and 6e, during the transient phase the two schemes give comparable errors, while as we further evolve the system.
Fig. 6. Comparison of the solutions obtained using the three different schemes. (a) The initial conditions for the three schemes, which are constructed from a common Gaussian-like function $f(x) = a \cdot \exp\left(-\frac{(x - b)^2}{c}\right)$ with $a = 1.811, b = 0.01545, c = 0.3115$. (b) Solutions of the three schemes at time $4 \times 10^3 \Delta t$. (c) Comparison of the errors of the patch-dynamics scheme and the coarse finite volume scheme at time $4 \times 10^3 \Delta t$, using the fine finite volume scheme as the reference. (d) Steady state solutions. (e) Comparison of the errors of the patch-dynamics scheme and the coarse finite volume scheme at steady state. The blue curve (in (a), (b), and (e)) denotes the solution of the fine finite volume scheme; the red curve (in (a), (b), and (e)) denotes the solution of the coarse finite volume scheme; the blue dots (in (a), (b), and (e)) denote the solutions of the teeth for the patch dynamics scheme; the blue dots (in (c) and (e)) denote the errors (in teeth) of the patch dynamics scheme; The red cross marks in (in (c) and (e)) denote the errors of the coarse finite volume scheme. Parameter values for the three schemes are as follows: $g = 40, \epsilon^+ = 0.075, \epsilon^- = -0.072, \gamma = 1, \nu_{ex}^+ = \nu_{ex}^- = 20$. Parameters specific for the patch dynamics scheme: $\alpha = 0.1, N = 41, N_b = N_t = 10, dt = 4h^2, \delta t = 9dt, M = 90, \Delta t = (M + 1)\delta t$. Parameters specific to the coarse finite volume scheme: $N_{fine} = 1271$. Parameters specific to the fine finite volume scheme: $N_{fine} = 1271$. To steady state the patch dynamics scheme gives smaller errors. This is probably due to the fact that our patch dynamics scheme utilizes more microscopic level information.

We now turn to the computational savings of patch dynamics. For the patch-dynamics scheme, we divide the spatial domain into $N = 41$ big cells, giving 42 teeth and 41 gaps. We run “microscopic simulations” in
only $\alpha = 10\%$ of the spatial domain (since the width of each simulation unit is equal to only $10\%$ of each big cell). Inside each simulation unit we put 10 equal-sized fine bins inside each tooth and each buffer to run the microscopic simulations (mimicked here by the fine grid finite volume scheme). We use $dt = 4 \times h^2$ as the time step for the microscopic simulator ($\delta x$ is the width of the “fine” bin). After running the microscopic simulator for $n_b = 10$ microscopic steps ($dt$), or equivalently one coarse time step $\delta t = n_b \times dt$, we project macroscopic variables 90 coarse steps forward in time. This means that the microscopic simulations are performed in only 1.11% of the temporal domain. For the fine finite volume scheme, we use $N_{fine} = 1271$ fine bins, and use the same time step size $dt$ as the one used in the microscopic simulator for the patch dynamics scheme. For the coarse finite volume scheme we use the same number of big cells ($N = 41$) as the one used for the patch-dynamics scheme. The time step size of this scheme is set to be equal to the effective time step size $\Delta t$ of the patch dynamics scheme (recall that $\Delta t = (M + 1) \delta t$, with $M = 90$). Overall, in this illustrative example the patch dynamics scheme runs the microscopic simulations in only 10% of the spatial domain and 1.11% of the temporal domain.

5.2. Error Analysis

The patch-dynamics scheme uses a microscopic integrator that is not specified (in this paper we have used an agent-based model as well as a fine-scale finite volume method to illustrate the method and to permit better analysis). The purpose of the gap-tooth part of the scheme is to estimate time derivatives of the macroscopic tooth and gap densities (more precisely, the chords of their time-dependent solutions over a small interval $\Delta t$), and these are input to an unspecified outer integrator or other macroscopic numerical analysis procedure (in this paper we have used projective forward Euler integration, but any scheme could be used).

The errors thus arise from three sources: the microscopic integrator itself, the patch-dynamics scheme, and the outer integrator (or whatever other numerical procedure we apply to the chord estimates). The final error is a non-linear combination of the errors from all three sources that depends on details of the problem being solved and the details of each method, making it very difficult to isolate each part of the process. Hence it seems advisable to consider each step from a backward error perspective. In the backward error view, the microscopic integrator integrates a perturbed equation exactly. The size of the perturbation is a function of the microscopic integrator and the equation being integrated, but for our purposes we can ignore it and assume that the microscopic integrator is exact (it is for the perturbed equation). Then we can examine the size of the errors introduced by the gap-tooth scheme.

The equations for estimating the teeth and gap chord slopes (for other than the center and end teeth) are:

$$\frac{U_{i+1}^n - U_i^n}{\Delta t} = \frac{F_{i,L}^n - F_{i,R}^n}{H} \quad (35)$$

and

$$\frac{U_{i-1/2}^{n+1} - U_{i-1/2}^n}{\Delta t} = \frac{F_{i-1/2,R}^n - F_{i-1/2,L}^n}{\Delta x - H}. \quad (36)$$

Note that if we compute the fluxes $\{F_{i,L}^n\}$ and $\{F_{i,R}^n\}$ exactly, these equations are exact. If, for example, we ran the microscopic integrator over all space and time, these equations would give the exact values of the average teeth and gap densities over time. However, we introduced the teeth to avoid running the microscopic simulation over all of space, so that after a finite time the buffer regions fail to “protect” the teeth from the lack of simulation information from the bulk of the gaps. At that point we have to stop the microscopic integration, and lift from the macroscopic information using the process described in Section 4 to get a new microscopic description. Under the assumption that the microscopic integrator is correct, the error introduced by the patch dynamics scheme is simply a change of initial values at the start of the $\Delta t$ integration block.

In the next subsection we will examine this error analytically and then report on some computational estimates of the errors in our finance model in the following subsection.
5.2.1. *Lifting Error*

Suppose that the computed microscopic solution at $t_n$ is $v(x)$. For each tooth the lifting process creates a quadratic polynomial approximation, $u(x)$, such that the average densities of $u$ and $v$ agree in the tooth and its neighboring gaps. The microscopic integration then continues starting from the $u$ values rather than from $v$. The effect is to add
\[ r(x) = u(x) - v(x) \tag{37} \]
to the initial values for the next integration interval.

We analyze each tooth separately. Let us set the spatial origin, $x = 0$, to be the tooth center and assume that the Taylor series for $v(x)$ is
\[ v(x) = v_0 + v_1 x + v_2 x^2/2 + v_3 x^3/6 + \cdots, \tag{38} \]
i.e., $v_q$ is the $q$-th spatial derivative of $v(x)$. It will be convenient to define $h = H/2$ and $D = \Delta x - h$ (so the left and right gaps are $[-D, -h]$ and $[h, D]$). Because of the average density condition in the tooth and its surrounding gaps we have
\[ \int_{-h}^{-D} r(x) dx = 0, \]
\[ \int_{-h}^{h} r(x) dx = 0, \]
\[ \int_{-h}^{D} r(x) dx = 0, \tag{39} \]
where $r(x)$ is given in eq (37). Let us define $u(x)$ as
\[ u(x) = r_0 + v_0 + (r_1 + v_1)x + (r_2 + v_2)x^2/2. \tag{40} \]
Hence
\[ r(x) = u(x) - v(x) = r_0 + r_1 x + r_2 x^2/2 - v_3 x^3/6 - v_4 x^4/24 + \cdots. \]
Solving eq (39) for $r_i$ in terms of $v_j$ we get
\[ r_0 = -D^2 h^2 v_1/120 + O(D^6 + h^6), \tag{41} \]
\[ r_1 = (D^2 + h^2) v_3/24 + O(D^4 + h^4), \tag{42} \]
\[ r_2 = (D^2 + h^2) v_4/20 + O(D^4 + h^4). \tag{43} \]
Thus, over the region comprising the tooth and its neighboring gaps the largest error that can be introduced is
\[ E = \max_{x \in [-D, D]} |(D^2 + h^2) x - 4x^3/24| + O(h^4 + D^4) \tag{44} \]
which is $O(h^3 + D^3)$.

How does the error in Eq. 44 affect the solution of the integration problem? Unfortunately it depends on the problem, but if the problem is such that modest perturbations do not cause serious difficulties (for example, if the system after semi-discretization in space satisfies a Lipschitz condition) the final error is equal to the sum of the errors, each multiplied by bounded amplifications. Thus, if the number of steps in the outer integrator is $O((\max(D, h))^{-1})$, the global error will be bounded. If the average time step size is $O((\max(D, H))^2)$ the global error is $O((\max(D, H))^3)$ over any finite interval, and if the average time step size is $O(\max(D, H))^2)$ the global error is $O((\max(D, H))^3)$. If the solution tends to a stable stationary state, then the final error may reflect only the most recent lifting errors and if many of the components are stiff, this may be true over much of the integration interval.
Table 1
Numerical results of the consistency order analysis for the two limits. \( N \) is the number of big cells in the patch-dynamics scheme. \( \Delta x \) denotes the size for the big cells. The error terms are defined in Eq. (45-46).

| \( N \) | \( \Delta x \) | \( \| U_t - U_{ref} \| \) | \( \| U_g - U_{ref} \| \) | \( \| U_t - U_{ref} \| \) | \( \| U_g - U_{ref} \| \) |
|-----|-----|-----|-----|-----|-----|
| 11  | 1.82E -1 | 6.76E -03 | 9.12E -03 | 6.03E -03 | 8.13E -03 |
| 15  | 1.33E -1 | 4.07E -03 | 5.01E -03 | 3.63E -03 | 4.47E -03 |
| 21  | 9.52E -2 | 2.29E -03 | 2.63E -03 | 2.04E -03 | 2.29E -03 |
| 31  | 6.45E -2 | 1.15E -03 | 1.20E -03 | 1.00E -03 | 1.07E -03 |
| 41  | 4.88E -2 | 6.16E -04 | 6.92E -04 | 5.75E -04 | 6.17E -04 |
| 61  | 3.28E -2 | 2.88E -04 | 3.02E -04 | 2.69E -04 | 2.75E -04 |

5.2.2. Numerical Results

To numerically validate that the order of consistency for the patch dynamics scheme is two, we compare solutions of the patch-dynamics scheme (using a fine-grid finite volume scheme as the “inner” microscopic simulator) with the solutions of a reference scheme, which is also a fine-grid finite volume scheme (but over the entire physical domain). In this reference scheme, the spatial domain is divided into 963 fine bins with bin width \( \delta x = 2/963 \). The microscopic time step is set to be \( dt = 2\delta x^2 \). As Fig. 7a shows, starting from the same Gaussian-like initial condition, we evolve both the patch-dynamics scheme and the reference scheme for some time \( t = 0.086 \), or equivalently 10000 time steps in the reference scheme), and then compute the differences between the solutions of these two schemes in order to construct the subsequent log-log plot for the consistency order analysis.

For the patch-dynamics scheme, two distinct limits have been numerically simulated. The first limit corresponds to cases where the tooth size becomes very small. In practice, the tooth size in this limit is set to be equal to the fine bin size in the reference scheme (\( \delta x = 2/963 \)). The size of the buffers is set to be the same as the one of the teeth. By fixing the size of the teeth and buffers, we studied cases with different sizes of big cells and therefore different sizes of gaps. Recall that, as Fig. 3 shows, each big cell is of size \( \Delta x \), which is equal to the sum of the sizes of a pair of tooth and gap. In the second limit, instead of fixing the teeth size to have a very small value, we keep the ratio between the sizes of the simulation unit and the big cell fixed, while varying both of them simultaneously. The second limit is closely related to the envisioned practical simulation cases, because in practice we need to use teeth with some finite size, in order to capture meaningful macroscopic properties.

For each limit we compute the differences between the average densities inside the teeth and the gaps for the patch dynamics scheme on the one hand, and the average densities inside the corresponding regions of the reference scheme on the other. We define the errors for the teeth and gaps as the L2 norm of these differences:

\[
\| U_t - U_{ref} \| = \sqrt{\frac{1}{N+1} \sum_{i=0}^{N} (U_t^i - U_{ref}^i)^2} \tag{45}
\]

\[
\| U_g - U_{ref} \| = \sqrt{\frac{1}{N} \sum_{j=1/2}^{N-1/2} (U_g^j - U_{ref}^j)^2} \tag{46}
\]

where, \( U_t^i \) and \( U_g^j \) denote the average densities in the teeth and gaps for the patch-dynamics scheme, while \( U_{ref}^i \) and \( U_{ref}^j \) denote the average densities inside the corresponding regions of the reference scheme. The detailed results of the different cases in these two limits are shown in Table 1.

To estimate the order of consistency, we generated the log(error) v.s. log(\( \Delta x \)) plot and performed linear fitting. The fitted plots for the two limits are shown in Fig. 7 (b) and (c). The slope of the fitted lines together with their respective 95% confidence interval estimates are shown in Table 2. The numerical consistency order estimates are all close to 2; the slight deviation is most likely due to the discontinuity at the origin and the boundary conditions.
Finally, we turn to the agent-based model (discussed in section 2.1) for which the patch dynamics scheme has been designed. We divide the spatial domain into $N = 21$ big cells, and set the ratio of the size of the simulation unit to the big cell ($\alpha$) to 0.2. This means we are running the microscopic simulations in 20% of the spatial domain. Our macroscopic observables (our coarse variables) are the average agent densities inside the teeth and gaps. Inside each simulation unit the tooth and the two buffers are of equal size, and each of them has been subdivided into 10 fine bins. Based on the lifting procedure discussed in section 4.1, microscopic agent densities are assigned to these fine bins. We then convert these density values into numbers of agents based on the total amount of agents available in the system; in this case the total number of agents we use is $N_{\text{agents}} = 3 \times 10^6$. Once the number of agents for each fine bin is assigned we start the agent-based simulations. As illustrated in section 4.2, the coarse time step size $\delta t$ - the time we can run the
agent-based simulator before we stop for reconstruction - is closely related to the size of the buffers. This is because the buffers are gradually “contaminated” due to boundary artifacts; we need to stop a little before these artifacts get propagated to the tooth. Our coarse time step size $\delta t$ is chosen to be $2 \times 10^{-3}$. Within this time interval, the chance for any agent to travel a distance of the size of a buffer or more is very low. In this way agents outside each simulation unit will not affect the solution of the tooth (although they do affect the solution of the buffers), and the tooth is therefore protected. Along the simulation process, the fluxes of agents across the edges of the teeth are tracked. In section 4.2, the fluxes are updated based on equations of the artificial microscopic simulator (a PDE). In the agent-based case we track the fluxes by counting the number of agents going across those edges.

Due to the stochastic nature of the agent-based modeling, we also need to reduce the noise for the macroscopic variables. The agent-based simulations are therefore repeated inside each simulation unit for $N_{\text{realizations}} = 20$ copies before the restriction procedure is applied. At the end of each coarse time step, we perform the restriction procedure to compute the averaged fluxes at the edges of the teeth. Based on these fluxes we update the numbers of agents inside the teeth as well as the neighboring gaps, and compute the corresponding densities based on the numbers of agents. Following the same procedure discussed in section 4.4, based on the macroscopic solutions (the densities) at the start and the end of each coarse time step, we estimate local time derivatives of the macroscopic variables and project them forward in time. What allows us to do this is the smoothness of these coarse variables in the time domain. In this case, we run the agent-based simulations over the duration of one coarse time step, and then “jump” nine coarse time steps ahead. In other words, we are running the agent-based simulations over 10% of the temporal domain.

Fig. 8 shows four snapshots along a patch dynamics agent-based trajectory on its way to the eventual steady state. The solutions for the agent-based patch-dynamics simulations are plotted in blue (teeth) and red (gaps) respectively. To compare the performance, the solutions of a fine-grid finite volume scheme for the continuum model are also plotted (in blue curve) as a reference. The analytical steady state for the continuum model is shown in Fig. 8(d). Overall, the solutions of the agent-based patch-dynamics simulations match well (although not perfectly) with the solutions of the continuum model. The deviations are most likely due to the approximations made to derive the continuum model from the agent-based one. In Fig. 8(d) we can see that the steady state of the patch-dynamics agent based simulations matches the stationary state of the full scale agent-based simulations better than the analytical steady state of the continuum model matches it.

We reiterate that the patch-dynamics agent-based simulations require the “expensive” agent-based computations to be performed in only 10% of the temporal domain and 20% of the spatial domain compared to the full scale agent-based simulations.

6. Conclusions

We described a patch dynamics scheme for conservative agent-based problems. This scheme approximates an unavailable effective equation over macroscopic time and length scales, when only a microscopic agent-based simulator is given. It only uses appropriately initialized simulations of the agent-based model over small subsets (patches) of the spatiotemporal domain, thus significantly reducing the computational cost. Because this scheme mimics a finite volume scheme for the underlying effective equation, it is conservative by construction. Since it is often not possible to impose macroscopically inspired boundary conditions on a microscopic agent-based simulation, we have used buffer regions around the patches, which temporarily shield the internal region of the patches from boundary artifacts. We have explored numerical characteristics of the scheme based on the continuum approximation (a Fokker-Planck-type evolution equation) of the agent-based model, and demonstrated its effectiveness for agent-based computations involving a financial market agent-based model. In this paper the agent-based model was mainly used for illustration purposes, to demonstrate the effectiveness of the approach. Several factors that can affect the performance of the patch dynamics scheme still need to be explored in more detail. One of the most interesting ones to study should be the effect of the noise (in the teeth and the gaps) on the estimation of relevant quantities, and through them to the overall performance of this scheme.
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Fig. 8. Snapshots along a patch dynamics agent-based trajectory on its way to an eventual steady state. The average agent densities inside the teeth are denoted by red dots, while the ones inside the gaps are denoted by blue dots. To compare the performance, solutions of a fine-grid ($N = 629$) finite volume scheme for the continuum model are plotted in (a-c) in blue curves. In (d) the analytical steady state of the continuum model is plotted as a blue curve while the approximated steady state of the full agent-based simulations is plotted as a red curve. Parameter values for the patch dynamics scheme are as follows: $N = 21$, $\alpha = 0.2$, $g = 1$, $\epsilon^+ = 2.9 \times 10^{-3}$, $\epsilon^- = -2.89 \times 10^{-3}$, $\gamma = 1 \times 10^{-3}$, $N_{\text{agents}} = 3 \times 10^6$, $N_{\text{realizations}} = 20$, $\delta t = 2 \times 10^{-3}$, $M = 9$.
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