Abstract

In this paper, we apply the concept of pre-training to hidden-unit conditional random fields (HUCRFs) to enable learning on unlabeled data. We present a simple yet effective pre-training technique that learns to associate words with their clusters, which are obtained in an unsupervised manner. The learned parameters are then used to initialize the supervised learning process. We also propose a word clustering technique based on canonical correlation analysis (CCA) that is sensitive to multiple word senses, to further improve the accuracy within the proposed framework. We report consistent gains over standard conditional random fields (CRFs) and HUCRFs without pre-training in semantic tagging, named entity recognition (NER), and part-of-speech (POS) tagging tasks, which could indicate the task independent nature of the proposed technique.

1 Introduction

Despite the recent accuracy gains of the deep learning techniques for sequence tagging problems (Collobert and Weston, 2008; Collobert et al., 2011; Mohamed et al., 2010; Deoras et al., 2012; Xu and Sarikaya, 2013; Yao et al., 2013; Mesnil et al., 2013; Wang and Manning, 2013; Devlin et al., 2014), conditional random fields (CRFs) (Lafferty et al., 2001; Sutton and McCallum, 2006) still have been widely used in many research and production systems for the problems due to the effectiveness and simplicity of training, which does not involve task specific parameter tuning (Collins, 2002; McCallum and Li, 2003; Sha and Pereira, 2003; Turian et al., 2010; Kim and Snyder, 2012; Celikyilmaz et al., 2013; Sarikaya et al., 2014; Anastasakos et al., 2014; Kim et al., 2014; Kim et al., 2015a; Kim et al., 2015c; Kim et al., 2015b). The objective function for CRF training operates globally over sequence structures and can incorporate arbitrary features. Furthermore, this objective is convex and can be optimized relatively efficiently using dynamic programming.

Pre-training has been widely used in deep learning (Hinton et al., 2006) and is one of the distinguishing advantages of deep learning models. The best results obtained across a wide range of tasks involve unsupervised pre-training phase followed by the supervised training phase. The empirical results (Erhan et al., 2010) suggest that unsupervised pre-training has the regularization effect on the learning process and also results in a model parameter configuration that places the model near the basins of attraction of minima that support better generalization.

While pre-training became a standard steps in many deep learning model training recipes, it has not been applied to the family of CRFs. There were several reasons for that: (i) the shallow and linear nature of basic CRF model topology, which limits their expressiveness to the inner product between data and model parameters, and (ii) Lack of a training criterion and configuration to employ pre-training on unlabeled data in a task independent way.

Hidden-unit CRFs (HUCRFs) of Maaten et al. (2011) provide a deeper model topology and improve the expressive power of the CRFs but it does not address how to train them in a task independent way using unlabeled data. In this paper, we present an effective technique for pre-training of HUCRFs that can potentially lead to accuracy gains over HUCRF and basic linear chain CRF models. We cluster words in the text and treat clusters as pseudo-labels to train an HUCRF. Then we transfer the parameters corresponding to observations to initialize the training process on labeled
data. The intuition behind this is that words that are clustered together tend to assume the same labels. Therefore, learning the model parameters to assign the correct cluster ID to each word should accrue to assigning the correct task specific label during supervised learning.

This pre-training step significantly reduces the challenges in training a high-performance HUCRF by (i) acquiring a broad feature coverage from unlabeled data and thus improving the generalization of the model to unseen events, (ii) finding a good a initialization point for the model parameters, and (iii) regularizing the parameter learning by minimizing variance and introducing a bias towards configurations of the parameter space that are useful for unsupervised learning.

We also propose a word clustering technique based on canonical correlation analysis (CCA) that is sensitive to multiple word senses. For example, the resulting clusters can differentiate the instance of “bank” in the sense of financial institutions and the land alongside the river. This is an important point as different senses of a word are likely to have a different task specific tag. Putting them in different clusters would enable the HUCRF model to learn the distinction in terms of label assignment.

2 Model

2.1 HUCRF definition

A HUCRF incorporates a layer of binary-valued hidden units $z = z_1 \ldots z_n \in \{0, 1\}$ for each pair of observation sequence $x = x_1 \ldots x_n$ and label sequence $y = y_1 \ldots y_n$. It is parameterized by

$$
\theta \in \mathbb{R}^d \text{ and } \gamma \in \mathbb{R}^{d'} \text{ and defines a joint probability of } y \text{ and } z \text{ conditioned on } x \text{ as follows:}
$$

$$
p_{\theta, \gamma}(y, z|x) = \frac{\exp(\theta^T \Phi(x, z) + \gamma^T \Psi(z, y))}{\sum_{z' \in \{0, 1\}^n \text{ and } y' \in \mathcal{Y}(x, z')} \exp(\theta^T \Phi(x, z') + \gamma^T \Psi(z', y'))}
$$

where $\mathcal{Y}(x, z)$ is the set of all possible label sequences for $x$ and $z$, and $\Phi(x, z) \in \mathbb{R}^d$ and $\Psi(z, y) \in \mathbb{R}^{d'}$ are global feature functions that decompose into local feature functions: $\Phi(x, z) = \sum_{j=1}^n \phi(x, j, z_j)$ and $\Psi(z, y) = \sum_{j=1}^n \psi(z_j, y_{j-1}, y_j)$.

HUCRF forces the interaction between the observations and the labels at each position $j$ to go through a latent variable $z_j$: see Figure 1 for illustration. Then the probability of labels $y$ is given by marginalizing over the hidden units,

$$
p_{\theta, \gamma}(y|x) = \sum_{z \in \{0, 1\}^n} p_{\theta, \gamma}(y, z|x)
$$

As in restricted Boltzmann machines (Larochelle and Bengio, 2008), hidden units are conditionally independent given observations and labels. This allows for efficient inference with HUCRFs despite their richness (see Maaten et al. (2011) for details). We use a perceptron-style algorithm of Maaten et al. (2011) for training HUCRFs.

2.2 Pre-training HUCRFs

How parameters are initialized for training is important for HUCRFs because the objective function is non-convex. Instead of random initialization, we use a simple and effective initialization scheme (in a similar spirit to the pre-training methods in neural networks) that can leverage a large
body of unlabeled data. This scheme is a simple two-step approach.

In the first step, we cluster observed tokens in $M$ unlabeled sequences and treat the clusters as labels to train an intermediate HUCRF. Let $C(u^{(i)})$ be the “cluster sequence” of the $i$-th unlabeled sequence $u^{(i)}$. We compute:

$$(\theta_1, \gamma_1) \approx \arg \max_{\theta, \gamma} \sum_{i=1}^{M} \log p_{\theta, \gamma}(C(u^{(i)}|u^{(i)}))$$

In the second step, we train a final model on the labeled data $\{(x^{(i)}, y^{(i)})\}_{i=1}^{N}$ using $\theta_1$ as an initialization point:

$$(\theta_2, \gamma_2) \approx \arg \max_{\theta, \gamma} \sum_{i=1}^{N} \log p_{\theta, \gamma}(y^{(i)}|x^{(i)})$$

While we can use $\gamma_1$ for initialization as well, we choose to only use $\theta_1$ since the label space is task-specific. This process is illustrated in Figure 2.

In summary, the first step is used to find generic parameters between observations and hidden states; the second step is used to specialize the parameters to a particular task. Note that the first step also generates additional feature types absent in the labeled data which can be useful at test time.

3 Multi-Sense Clustering via CCA

The proposed pre-training method requires assigning a cluster to each word in unlabeled text. Since it learns to associate the words to their clusters, the quality of clusters becomes important. A straightforward approach would be to perform Brown clustering (Brown et al., 1992), which has been very effective in a variety of NLP tasks (Miller et al., 2004; Koo et al., 2008).

However, Brown clustering has some undesirable aspects for our purpose. First, it assigns a single cluster to each word type. Thus a word that can be used very differently depending on its context (e.g., “bank”) is treated the same across the corpus. Second, the Brown model uses only unigram and bigram statistics; this can be an issue if we wish to capture semantics in larger contexts. Finally, the algorithm is rather slow in practice for large vocabulary size.

To mitigate these limitations, we propose multi-sense clustering via canonical correlation analysis (CCA). While there are previous work on inducing multi-sense representations (Reisinger and Mooney, 2010; Huang et al., 2012; Neelakantan et al., 2014), our proposed method is simpler and is shown to perform better in experiments.

3.1 Review of CCA

CCA is a general technique that operates on a pair of multi-dimensional variables. CCA finds $k$ dimensions ($k$ is a parameter to be specified) in which these variables are maximally correlated. Let $x^{(1)} \ldots x^{(n)} \in \mathbb{R}^d$ and $y^{(1)} \ldots y^{(n)} \in \mathbb{R}^d$ be $n$ samples of the two variables. For simplicity, assume that these variables have zero mean. Then CCA computes the following for $i = 1 \ldots k$:

$$\arg \max_{a_i \in \mathbb{R}^d, b_i \in \mathbb{R}^d} \frac{\sum_{l=1}^{n} (a_i^T x^{(l)}) (b_i^T y^{(l)})}{\sqrt{\sum_{l=1}^{n} (a_i^T x^{(l)})^2} \sqrt{\sum_{l=1}^{n} (b_i^T y^{(l)})^2}}$$

In other words, each $(a_i, b_i)$ is a pair of projection vectors such that the correlation between the projected variables $a_i^T x^{(l)}$ and $b_i^T y^{(l)}$ (now scalars) is maximized, under the constraint that this projection is uncorrelated with the previous $i-1$ projections. A method based on singular value decomposition (SVD) provides an efficient and exact solution to this problem (Hotelling, 1936). The resulting solution $A \in \mathbb{R}^{d \times k}$ (whose $i$-th column is $a_i$) and $B \in \mathbb{R}^{d' \times k}$ (whose $i$-th column is $b_i$) can be used to project the variables from

---

Figure 3: Algorithm for deriving CCA projections from samples of two variables.
4 Experiments

To validate the effectiveness of our pre-training method, we experiment on three sequence labeling tasks: semantic tagging, named entity recognition (NER), and part-of-speech (POS) tagging. We used L-BFGS for training CRFs and the averaged perceptron for training HUCRFs. The number of hidden variables was set to 500.

4.1 Semantic tagging

The goal of semantic tagging is to assign the correct semantic tag to a words in a given utterance. We use a training set of 50-100k queries across domains and the test set of 5-10k queries. For pre-training, we collected 100-200k unlabeled text from search log data and performed a standard preprocessing step. We use n-gram features up to \( n = 3 \), regular expression features, domain specific lexicon features and Brown clusters. We present the results for various configurations in Table 1. HUCRF with random initialization from Gaussian distribution (HUCRF\(_{G} \)) boosts the average performance up to 90.52\% from 90.39\% of CRF). HUCRF with pre-training with Brown clusters (HUCRF\(_{B} \)) and CCA-based clusters (HUCRF\(_{C} \)) further improves performance to 91.36\% and 91.37\%, respectively.

Finally, when we use multi-sense cluster (HUCRF\(_{C,+} \)), we obtain an F1-score of 92.01\%. We also compare other alternative pre-training methods. HUCRF with pre-training RBM

---

\(^{1}\)For CRFs, we found that L-BFGS had higher performance than SGD and the average perceptron.
Table 1: Comparison of slot F1 scores on nine personal assistant domains. The numbers in boldface are the best performing method. Subscripts mean the following: \( G \) = random initialization from a Gaussian distribution with variance \( 10^{-4} \), \( R \) = pre-training with Restricted Boltzmann Machine (RBM) using contrastive divergence of (Hinton, 2002), \( C \) = pre-training with CCA-based clusters, \( B \) = pre-training with Brown clusters, \( S \) = pre-training with skip-ngram multi-sense clusters with fixed cluster size 5, \( NS \) = pre-training with non-parametric skip-ngram multi-sense clusters, \( C+ \) = pre-training with CCA-based multi-sense clusters.

|        | alarm | calendar | comm. | note | ondevice | places | reminder | weather | home | avg |
|--------|-------|----------|-------|------|----------|--------|----------|---------|------|-----|
| CRF    | 92.8  | 89.59    | 92.13 | 88.02| 88.21    | 89.64  | 87.72    | 96.93   | 88.51| 90.39|
| HUCRF\(_G\) | 91.79 | 89.56    | 92.08 | 88.42| 88.64    | 90.99  | 89.21    | 96.38   | 87.63| 90.52|
| HUCRF\(_R\) | 91.64 | 89.6     | 91.77 | 88.64| 88.74    | 88.54  | 88.83    | 95.88   | 88.17| 90.06|
| HUCRF\(_B\) | 92.86 | 90.58    | 92.38 | 88.72| 89.37    | 91.14  | 90.05    | 97.63   | 89.08| 91.36|
| HUCRF\(_C\) | 92.82 | 90.61    | 92.84 | 88.69| 88.94    | 91.45  | 90.31    | 97.62   | 89.04| 91.37|
| HUCRF\(_S\) | 91.42 | 90.53    | 92.43 | 88.7 | 89.09    | 90.91  | 89.54    | 97.24   | 88.91| 90.84|
| HUCRF\(_NS\) | 90.8  | 89.88    | 91.54 | 87.83| 88.15    | 91.02  | 88.2     | 96.77   | 89.02| 90.36|
| HUCRF\(_C+\) | 92.86 | 91.6     | 93.27 | 89.18| 89.97    | 93.22  | 91.51    | 97.95   | 89.66| 92.22|

Table 2: F1 Score for NER task and Accuracy for POS task.

|        | NER  | POS  | NER  | POS  |
|--------|------|------|------|------|
| CRF    | Test-A | 89.75 | Test-A | 95.51 |
| HUCRF\(_G\) | 89.99 | 86.37 | 95.14 | 95.08 |
| HUCRF\(_R\) | 90.12 | 86.72 | 94.62 | 94.14 |
| HUCRF\(_B\) | 90.27 | 87.24 | 95.55 | 95.33 |
| HUCRF\(_C\) | 90.9  | 86.89 | 95.67 | 95.23 |
| HUCRF\(_S\) | 90.18 | 86.84 | 95.48 | 95.07 |
| HUCRF\(_NS\) | 90.14 | 85.66 | 95.35 | 94.82 |
| HUCRF\(_C+\) | 92.04 | 88.41 | 95.88 | 95.48 |

Table 3: Examples of disambiguated word occurrences.

| word | context |
|------|---------|
| Book | a book(1) store within 5 miles of my address find comic book(1) stores in novi michigan book(2) restaurant for tomorrow book(2) taxi to pizza hut look for book(3) chang dong tofu house in pocono find book(3) bindery seattle |
| High | restaurant nearby with high(1) ratings show me high(1) credit restaurant nearby the address for shelley high(2) school directions to leota junior high(2) school what’s the distance to kilburn high(3) road domino’s pizza in high(3) ridge missouri |

4.2 NER & POS tagging

We use CoNLL 2003 dataset for NER and POS with the standard train/dev/test split. For pre-training, we used the Reuters-RCV1 corpus. It contains 205 millions tokens with 1.6 million types. We follow same preprocessing steps as in semantic tagging. Also, we use the NER features used in Turian et al. (2010) and POS features used in Maaten et al. (2011).

We present the results for both tasks in Table 2. In both tasks, the HUCRF\(_C+\) yields the best performance, achieving error reduction of 20% (Test-A) and 13% (Test-B) for NER as well as 15% (Test-A) and 8% (Test-B) for POS over HUCRF\(_R\). Note that HUCRF does not always perform better than CRF when initialized randomly. However, however, HUCRF consistently outperforms CRF with the pre-training methods proposed in this work.

5 Conclusion

We presented an effective technique for pre-training HUCRFs. Our method transfers observation parameters trained on clustered text to initialize the training process. We also proposed a word clustering scheme based on CCA that is sensitive to multiple word senses. Using our pre-training method, we reported significant improvement over several baselines in three sequence labeling tasks.
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