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**Abstract**

Boundedly rational user equilibria (BRUE) represent traffic flow distribution patterns where travellers can take any route whose travel cost is within an ‘indifference band’ of the shortest path cost. Those traffic flow patterns satisfying the above condition constitute a set, named the BRUE solution set. It is important to obtain all the BRUE flow patterns, because it can help predict the variation of the link flow pattern in a traffic network under the boundedly rational behavior assumption. However, the methodology of constructing the BRUE set has been lacking in the established literature. This paper fills the gap by constructing the BRUE solution set on traffic networks with fixed demands connecting multiple OD pairs. According to the definition of the \(\epsilon\)-BRUE, where \(\epsilon\) is the indifference band for the perceived travel cost, we formulate the \(\epsilon\)-BRUE problem as a nonlinear complementarity problem (NCP), so that a BRUE solution can be obtained by solving a BRUE-NCP formulation. To obtain the whole BRUE solution set encompassing all BRUE flow patterns, we firstly propose a methodology of generating various path combinations which may be utilized under the boundedly rational behavior assumption. We find out that with the increase of the indifference band, the path set that contains boundedly rational equilibrium flows will be augmented, and the critical values of indifference bands to augment these path sets can be identified by solving a family of mathematical programs with equilibrium constraints (MPEC) sequentially. After these utilized path sets are attained, the BRUE solution set can be obtained when we assign all traffic demands to these utilized paths. Various numerical examples are given to illustrate our findings.
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1. Introduction

In the static traffic assignment problem, the traditional ‘perfect rationality’ (PR) route choice paradigm (Wardrop 1952) assumes that given the travel cost of each road, travellers only take the shortest paths (i.e., the least utility paths). However, this assumption is very restrictive in reality. Many empirical studies, including simulation experiments (Nakayama et al. 2001), stated preference surveys (Avineri and Prashker 2004), and GPS vehicle trajectory data (Morikawa et al. 2005, Zhu 2011) showed that in practice drivers do
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not always choose the shortest paths, and the classical Wardrop user equilibrium (UE) assignment model cannot give accurate prediction of traffic flow patterns. Thus, many other behavioral models have been developed to relax the PR assumption.

As opposed to 'rationality as optimization,' Herbert Simon, in 1957, proposed that people are boundedly rational in their decision-making process. This is either because people lack accurate information, or they are incapable of obtaining the optimized decision due to the complexity of the situations. They tend to seek a satisfactory choice solution instead. Since then, the concept of ‘bounded rationality’ (BR) was studied extensively in Economics and Psychology literature (See Conlisk 1996 for a detailed review).

Mahmassani and Chang (1987) introduced the BR assumption for the first time in modeling pre-trip departure time selection for a single bottleneck. Since then, a large body of literature incorporated bounded rationality in various transportation models, such as route choice behavior (Han and Timmermans 2006; Nakayama et al. 2001), traffic safety (Sivak 2002), hyperpath assignment (Fonzone and Bell 2010), transportation planning (Gifford and Checherita 2007; Khisty and Arslan 2005), traffic policy making (Marsden et al. 2012) and so on. Some researchers also incorporated some thresholds to the discrete choice model to capture the impact of inertia on travellers’ choices (Cantillo et al. 2006, 2007). All these studies indicated that the BR assumption plays a very important role in transportation modeling.

When the BR assumption is used to model drivers’ route choice behavior, there are two aspects regarding the boundedly rational route choice process. Some studies suggested that travellers do not take the shortest paths because they are not capable of perceiving actual travel costs due to limited cognitive capacity, or it is too costly to search information about all alternative paths (Gabaix et al. 2006; Gao et al. 2011).

On the other hand, some studies assumed that all path cost information are available to travellers through some information system, but they will not switch to shorter paths due to the existence of inertia, which was quantified by a term named ‘indifference band’ (Mahmassani and Chang 1987). A series of experiments were conducted by Mahmassani and his colleges to validate this BR behavioral assumption and calibrate the values of indifference bands (Hu and Mahmassani 1997; Jayakrishnan et al. 1994a; Mahmassani and Chang 1987; Mahmassani and Jayakrishnan 1991; Mahmassani and Liu 1999; Srinivasan and Mahmassani 1999). These experiments were conducted on an interactive simulator-DYNASMART, incorporating pre-trip departure time, route choices and en-route path switching decisions. Subjects, as travellers, could change paths en-route at each node and also adjust their departure-time choices the next day based on the previous days’ travel experiences. Travellers were assumed to follow the BR behavioral rule in decision-making processes, i.e., they would only switch routes when the improved trip time exceeded some indifference bands. The values of these indifference band depended on individual characteristics and network performances. Lu and Mahmassani (2008) further studied the impact of the congestion pricing on drivers’ behavior within the boundedly rational behavioral framework.

In this study, we will adopt the second aspect of bounded rationality. Within this BR framework, travel costs are assumed to be deterministically flow-dependent, and travellers can perceive travel costs accurately but some indifference bands exist due to inertia to switch routes. When traffic flow patterns stabilize to some equilibrium, called ‘boundedly rational user equilibria’ (BRUE), travellers can take any route whose travel time is within an indifference band of the shortest path cost (Guo and Liu 2011; Lou et al. 2010). Indifference bands vary among origin-destination (OD) pairs. By introducing one parameter (indifference band) for each OD pair, the BR framework relaxes the restrictive PR assumption that travellers only take the shortest paths at equilibrium.

According to Ben-Akiva et al. (1984), travellers’ route choice behavior is regarded as a two-stage process: path set generation (i.e., a path choice set is generated between origin and destination according to route characteristics) and traffic assignment (i.e., the traffic demands are mapped to these generated paths based on certain traffic assignment criteria). Accordingly, in this paper, we will study how to generate boundedly rational path sets first, and then assign traffic demands to these paths based on the BRUE condition. Many path generation algorithms were proposed in the existing literature, such as K-shortest path algorithm, labeling approach (Ben-Akiva et al. 1984), parametric least-generalized cost path algorithm (Mahmassani et al. 2005), doubly stochastic choice set generation (Bovy and Fiorenzo-Catalano 2007), pareto paths generation (Wang et al. 2009), and so on. We will propose a different path generation algorithm by solving a sequence of mathematical programs with equilibrium constraints.
After the BR path sets are generated, traffic demands will be assigned to these paths. One of the difficulty about the BR traffic assignment is that BRUE are generally not unique. The BRUE solution set includes all possible traffic flow equilibrium patterns over a traffic network. Obtaining all BRUE flow patterns offers urban planners an opportunity to investigate variability of traffic flows in a network. However, most existing literature on BRUE tried to avoid obtaining complete BRUE solutions due to its complex properties. Lou et al. (2010) for the first time studied some topological properties of the BRUE solution set, i.e., non-convexity, and implemented congestion pricing based on the BR behavioral assumption. However, it did not provide a systematic approach of solving the BRUE set. This paper constructs the BRUE solution set by focusing on networks with fixed demand. Proposing the methodology of obtaining the BRUE set and exploring the fundamental mathematical properties of BRUE will serve as a building block for BRUE related applications, such as BR-related congestion pricing and other network design problems.

Following the two-stage route choice process, the rest of the paper is organized as follows: In Section 2, the \( \varepsilon \)-BRUE is defined and formulated as a nonlinear complementarity problem (NCP). In Section 3, the BRUE-related acceptable path set is defined, and its structure is studied. In Section 4, how to obtain the acceptable path set is presented. In Section 5, we will construct the BRUE path flow solution set based on the acceptable path set. Some examples are given to illustrate the structure of the BRUE path flow solution set. Conclusions and future work are discussed in Section 6.

2. Definition of \( \varepsilon \)-BRUE and nonlinear complementarity formulation

The traffic network is represented by a directed graph that includes a set of consecutively numbered nodes, \( N \), and a set of consecutively numbered links, \( L \). Let \( W \) denote the O-D pair set connected by a set of simple paths (composed of a sequence of distinct nodes), \( P \), through the network. The traffic demand for OD pair \( w \) is \( d^w \). Let \( f_i^w \) denote the flow on path \( i \in P \) for OD pair \( w \), then the path flow vector is \( f = \{ f_i^w \}_{w \in W} \). The feasible path flow set is to assign the traffic demand on the feasible paths:
\[
\mathcal{F} = \{ f : f_0 \geq 0, \sum_{i \in P} f_i^w = d^w, \forall w \in W \}.
\]
Denote \( x_a \) as the link flow on link \( a \), then the link flow vector is \( x = \{ x_a \}_{a \in L} \). Each link \( a \in L \) is assigned a cost function of the link flow, written as \( t(x) \). Let \( \delta^w_{a,i} = 1 \) if link \( a \) is on path \( i \) connecting OD pair \( w \), and 0 if not; then \( \Delta \{ \delta^w_{a,i} \}_{a \in L, i \in P} \), denotes the link-path incidence matrix. Therefore \( f_i^w = \sum_{a \in L} \delta^w_{a,i} x_a \), and it can be rewritten in a vector form as \( x = \Delta f \). Denote \( C_i^w(f) \) as the path cost on path \( i \) for OD pair \( w \), then the path cost vector \( C(f) = \{ C_i^w(f) \}_{i \in P, w} \). So \( C(f) = \Delta^T t(x) \) under the additive path cost assumption.

In this paper, we assume the link cost is separable, continuous and linear with respect to its own link flow, i.e., \( t(x) = Hx \), where \( H \) is the Jacobian matrix of the link cost. Then the path cost can be computed as:
\[
C(f) = \Delta^T t(x) = \Delta^T H \Delta f \quad \text{Atf}.
\]

2.1. Definition

Mahmassani and Chang (1987) defined a BRUE flow vector as the one ‘whenever all users’ perceived travel costs on their selected routes are constrained within their respective indifference bands’. Following this line, Lou et al. (2010) and Guo and Liu (2011) specialize this description in a mathematical way as follows.

**Definition 2.1.** For a given nonnegative vector \( \varepsilon = (\varepsilon^w)_{w \in W}, \varepsilon^w \geq 0 \), a feasible path flow vector \( f \in \mathcal{F} \) is said to be a \( \varepsilon \)-boundedly rational user equilibrium (BRUE) path flow pattern, denoted by \( f_{BRUE}^\varepsilon \), if
\[
f_i^w > 0 \Rightarrow C_i^w(f) = \min_{j \in P} C_j^w(f) + \varepsilon^w, \forall i \in P, \forall w \in W
\]

This definition says that, for a one path flow pattern which is a boundedly rational user equilibrium, travellers only pick any route that is within a given indifference band \( \varepsilon \) of the shortest path.
Remark. • Equation (1) gives a necessary condition judging whether a flow pattern is BRUE, and is equivalent to the following condition:

\[ C_i^w(f) > \min_{j \in P} C_j^w(f) + \varepsilon_w \Rightarrow f_i^w = 0, \]

But the inverse is not always true:

\[ f_i^w = 0 \nRightarrow C_i^w(f) > \min_{j \in P} C_j^w(f) + \varepsilon_w. \]

In other words, an unused path may have lower cost than a used one, which will never happen in the UE setting. Therefore, if \( C_i^w(f) = \min_{j \in P} C_j^w(f) + \varepsilon_w, \) then \( f_i^w = 0. \)

• When \( \varepsilon = 0, \) the BRUE definition is reduced to:

\[
\mathcal{F}_{\text{BRUE}}^0 = \{ f \in \mathcal{F} : f_i^w > 0 \Rightarrow C_i^w(f) = \min_{j \in P} C_j^w(f), \forall i \in P, \forall w \in W \};
\]

The path flow set satisfying the above definition is called the UE path flow set. Based on the UE path flow set \( \mathcal{P}_{\text{UE}} \), the UE shortest path set \( \mathcal{P}_{\text{UE}} \) can be defined as:

\[
\mathcal{P}_{\text{UE}} = \{ i \in P : C_i^w(f) = \min_{j \in P} C_j^w(f), \forall f \in \mathcal{F}_{\text{UE}} \}. \]

(3)

Note. The UE shortest path from \( \mathcal{P}_{\text{UE}} \) may carry flow or may have no flow on it.

Usually the \( \varepsilon \)-BRUE is non-unique. Denote a set containing all path flow patterns satisfying Definition (1) as the \( \varepsilon \)-BRUE path flow solution set:

\[
\mathcal{F}_{\text{BRUE}}^\varepsilon = \{ f \in \mathcal{F} : f_i^w > 0 \Rightarrow C_i^w(f) = \min_{j \in P} C_j^w(f) + \varepsilon_w, \forall i \in P, \forall w \in W \};
\]

(4)

Proposition 2.1. If the link cost function is continuous, the \( \varepsilon \)-BRUE solution (\( \varepsilon = 0 \)) is non-empty.

Proof. First, Patriksson (1994) showed that, when the link cost function is continuous, UE exists.

Let \( f \in \mathcal{F}_{\text{UE}} \) be the UE path flow pattern, when \( \varepsilon = 0, \)

\[ f_i^w > 0 \Rightarrow C_i^w(f) = \min_{j \in P} C_j^w(f) = \min_{j \in P} C_j^w(f) + \varepsilon_w, \forall i \in P, \forall w \in W \]

So \( f \) is also a \( \varepsilon \)-BRUE (\( \varepsilon = 0 \)), i.e., \( f \in \mathcal{F}_{\text{BRUE}}^\varepsilon \). Then \( \mathcal{F}_{\text{UE}} \subseteq \mathcal{F}_{\text{BRUE}}^\varepsilon \). In other words, UE must be contained in the BRUE set. Given the continuous link cost function, at least one BRUE flow pattern exists, and therefore \( \mathcal{F}_{\text{BRUE}}^\varepsilon \neq \emptyset \).

Note. \( \mathcal{F}_{\text{UE}} \) may be non-unique if the link cost function is not strictly monotone. In spite of it non-uniqueness, it is still contained in the \( \varepsilon \)-BRUE set.

2.2. BRUE-NCP formulation

Given the continuous link cost function, the \( \varepsilon \)-BRUE must exist. The next question is, how we can compute the equilibrium solutions. Since UE is a special case of the BRUE, we will start with the UE. Based on the Wardrop’s first principle, the UE can be solved from a nonlinear complementarity problem (NCP). For all \( i \in P \) and all \( w \in W \):

\[
0 \quad f_i^w \perp C_i^w(f) - \pi^w \quad 0, \quad (5a)
\]

\[
0 \quad \pi^w \perp d^w - \sum_{i \in P} f_i^w \quad 0. \quad (5b)
\]

where \( \pi^w \) is the shortest path cost for the OD pair \( w \).

Similarly, BRUE can be formulated as a NCP as well, but some changes should be made.
Proposition 2.2 (BRUE NCP). Given $\varepsilon^w (w \in W)$, and some $\rho = (\rho^w_i)^w_i$, where $0 \leq \rho^w_i \leq \varepsilon^w$. A feasible path flow vector $f \in \mathcal{F}$ is a $\varepsilon$-BRUE path flow pattern if and only if it solves the following NCP, $\forall i \in P^w, \forall w \in W$:

\begin{align*}
(NCP(\rho)) & \quad f_i^w \perp C_i^w(f) + \rho_i^w - \pi^w = 0,
0 & \quad \pi^w \perp d^w - \sum_{j \in P} f_j^w = 0.
\end{align*}

(6a)\hspace{1cm}(6b)

where the physical meaning of $\pi^w$ is the maximal path cost within the band $\varepsilon^w$ for OD pair $w$.

Proof. In the fixed-demand case, (6b) is reduced to the nonnegative constraint on $\pi^w \geq 0$.

(1) To prove the necessary part. Let $f$ be a feasible flow pattern and let $(\rho, \pi)$ be a pair such that Equation (6) holds, then $0 \leq \rho \leq \varepsilon^w \forall w \in W$ and $i \in P^w$.

Moreover, $C_i^w(f) + \rho_i^w - \pi^w = 0$ and $0 \leq \rho_i^w \leq \varepsilon^w$ indicate that

$$\pi^w = C_i^w(f) + \rho_i^w - C_i^w(f) + \varepsilon^w,$$

thus,

$$\pi^w \min_{j \in P} C_{i,j}^w + \varepsilon^w.$$

For $f_i^w > 0$, (6a) holds iff $C_i^w(f) + \rho_i^w - \pi^w = 0$, i.e.,

$$f_i^w > 0 \Rightarrow C_i^w(f) = \pi^w - \rho_i^w \quad \pi^w \min_{j \in P} C_{i,j}^w + \varepsilon^w,$$

which satisfies Definition (2.1), so $f$ is a $\varepsilon$-BRUE path flow pattern.

(2) To prove the sufficient part, suppose $f$ is a BRUE flow pattern. For $i \in P^w$ and $w \in W$, define

$$\pi^w \min_{j \in P} C_{i,j}^w + \varepsilon^w = 0.$$

and

$$f_i^w \begin{cases} 
\pi^w - C_i^w(f), \text{ if } C_i^w(f) = \min_{j \in P} C_{i,j}^w + \varepsilon^w; \\
0, \text{ if } C_i^w(f) > \min_{j \in P} C_{i,j}^w + \varepsilon^w;
\end{cases}$$

(7)\hspace{1cm}(8)

Equation (6) holds automatically for any BRUE flow pattern. It suffices to show that $0 \leq \rho_i^w \leq \varepsilon^w, \pi^w > 0$. Since $f$ is a BRUE flow pattern, it follows that, by Definition (2.1), if $f_i^w > 0$, $C_i^w(f) = \min_{j \in P} C_{i,j}^w + \varepsilon^w$; if $C_i^w(f) > \min_{j \in P} C_{i,j}^w + \varepsilon^w$, then $f_i^w = 0$.

When $f_i^w = 0$, then $C_i^w(f) = \min_{j \in P} C_{i,j}^w + \varepsilon^w$, we have

$$C_i^w(f) = \min_{j \in P} C_{i,j}^w + \varepsilon^w = \pi^w,$$

which yields $\rho^w_i = 0$ from (8). Again, by (8),

$$\rho_i^w = \pi^w - C_i^w(f) = \min_{j \in P} C_{i,j}^w + \varepsilon^w - C_i^w(f) \leq \varepsilon^w,$$

showing that $\rho^w_i \leq \varepsilon^w$. So $0 \leq \rho^w_i \leq \varepsilon^w$ if $f_i^w > 0$.

When $C_i^w(f) > \min_{j \in P} C_{i,j}^w + \varepsilon^w$, i.e., $f_i^w = 0$, then $\rho^w_i = 0$ by (8).

In summary, $0 \leq \rho^w_i \leq \varepsilon^w$ and $\pi^w > 0$ for $i \in P^w$ and $w \in W$.

Remark. • Compare the UE-NCP with the BRUE-NCP formulation, there is one additional term $\rho^w_i$ in BRUE-NCP, we call it ‘indifference function.’ If $C_i^w(f) = \min_{j \in P} C_{i,j}^w + \varepsilon^w$, then $\rho^w_i = 0$; if $C_i^w(f) = \min_{j \in P} C_{i,j}^w(f)$, then $\rho^w_i = \varepsilon^w$. 
The meaning of $\pi^w$ is different in the two settings. Regarding UE, $\pi^w$ is the shortest travel time; while in BRUE, its value is equal to the shortest travel cost plus $\varepsilon^w$ (see Equation (7)). $\pi^w$ is a function of the flow pattern, so we call it the ‘maximum path cost’ for a specific BRUE flow pattern. For some flow pattern, there may not exist a path with the exact cost of $\pi^w$. If some flow pattern happens to have a path with the cost of $\pi^w$, this path may or may not carry flows.

From BRUE NCP (6) and its proof, we have another conclusion:

**Corollary 1.** If $f \in \mathcal{F}^e_{\text{BRUE}}$, there must exist at least one vector pair $(\rho, \pi)$ satisfying NCP (6). Moreover, one value of $(\rho, \pi)$ is determined by (7) and (8).

By substituting one indifference function $\rho \in \mathbb{R}^n_+$ into the BRUE-NCP, one BRUE path flow pattern can be obtained. The BRUE-NCP formulation provides an approach for solving one BRUE solution. In the following we will show how to construct the complete BRUE solution sets out of a specific solution.

### 3. Monotonically non-decreasing acceptable path set

In the last section, we show that, when the indifference band is zero, the BRUE is equivalent to the UE flow pattern, and travellers will only take shortest paths. When the indifference band gradually increases, some paths which are too costly to take under the UE may be utilized under the BRUE. In this section, we will discuss the relationship between the indifference band and the number of utilized paths.

#### 3.1. Monotonically non-decreasing property

All feasible paths for one particular BRUE flow pattern can be classified into three categories:

**Definition 3.1.** Given a $\varepsilon$-BRUE flow pattern $f \in \mathcal{F}^e_{\text{BRUE}}$, the total feasible paths could have three statuses: acceptable, zero-acceptable and unacceptable. The acceptable path carries flow, while its cost is within the shortest cost plus the band; the zero-acceptable path is acceptable in terms of the cost, but carries no flow; and the unacceptable path is longer than the shortest cost plus the band.

$$\alpha^e(f) = \{i \in \mathcal{P} : f_i > 0, C_{ij}^w(f) > \min_{j \in \mathcal{P}} C_{ij}^w(f) + \varepsilon^w, \forall w\}; \quad (9a)$$

$$0^e(f) = \{i \in \mathcal{P} : f_i = 0, C_{ij}^w(f) > \min_{j \in \mathcal{P}} C_{ij}^w(f) + \varepsilon^w, \forall w\}; \quad (9b)$$

$$u^e(f) = \{i \in \mathcal{P} : f_i = 0, C_{ij}^w(f) > \min_{j \in \mathcal{P}} C_{ij}^w(f) + \varepsilon^w, \forall w\}. \quad (9c)$$

There are three properties of the above three path sets:

**Proposition 3.1.** (1) Given one BRUE flow pattern $f$, the union of paths at these three status is the feasible path set: $\alpha^e(f) \cup 0^e(f) \cup u^e(f) = \mathcal{P}$;

(2) Given one BRUE flow pattern $f$, we can always find at least one path which is acceptable or zero-acceptable: $\alpha^e(f) \cup 0^e(f) \neq \emptyset$;

(3) Given one BRUE flow pattern $f$, if $\varepsilon \max_{j \in \mathcal{P}} C_{ij}^w(f) - \min_{j \in \mathcal{P}} C_{ij}^w(f)$, all feasible paths are either acceptable or zero-acceptable: $u^e(f) = \emptyset$.

**Proof.** (1) It is obvious from the definition.

(2) Since the shortest path $i = \arg\min_{j \in \mathcal{P}} C_{ij}^w(f)$ always exists, so $i \in \alpha^e(f) \cup 0^e(f) \subseteq \mathcal{P}$.

(3) $\max_{j \in \mathcal{P}} C_{ij}^w(f) - \min_{j \in \mathcal{P}} C_{ij}^w(f) \varepsilon$ implies $C_{ij}^w(f) \min_{j \in \mathcal{P}} C_{ij}^w(f) + \varepsilon, \forall i \in \mathcal{P}$, thus no path is unacceptable, i.e., $u^e(f) = \emptyset$.

Definition (3.1) divides all the feasible paths for one BRUE flow pattern into three classes. Each status notation indicates the dependency of the path status on $\varepsilon$ and the specific BRUE flow pattern. The following proposition will discuss the relationship between the path status and the value of $\varepsilon$. 


Proposition 3.2. Given $f \in \mathcal{F}_{BRUE}^\varepsilon$, if $0 < \varepsilon < \varepsilon'$, then $a^\varepsilon(f) \subseteq a^{\varepsilon'}(f)$, $0^\varepsilon(f) \subseteq 0^{\varepsilon'}(f)$.

Proof. It suffices to show that, if an arbitrary path $i$ is acceptable or zero-acceptable under the indifferece band $\varepsilon$, it is also acceptable or zero-acceptable when the indifference band is $\varepsilon' > \varepsilon$. $\forall i \in a^\varepsilon(f)$, we know $f_i > 0$, and

$$C_i^w(f) \min_{j \in P} C_j^w(f) + \varepsilon < \min_{j \in P} C_j^w(f) + \varepsilon' \implies i \in a^{\varepsilon'}(f).$$

Therefore $a^\varepsilon(f) \subseteq a^{\varepsilon'}(f)$. Similarly $0^\varepsilon(f) \subseteq 0^{\varepsilon'}(f)$.

Proposition (3.2) says, for a $\varepsilon$-BRUE flow pattern, the status of a path depends on the value of $\varepsilon$. Since its total feasible paths are fixed, those unused paths under smaller $\varepsilon$ can be utilized with bigger $\varepsilon$. Therefore, the bigger $\varepsilon$ is, the more paths are acceptable or zero-acceptable, and the less paths are unacceptable.

In the following, we will discuss the impact of the value of $\varepsilon$ on the size of the $\varepsilon$-BRUE flow set.

Proposition 3.3 (Monotonically non-decreasing flow set). If $0 < \varepsilon < \varepsilon'$, then $\mathcal{F}_{BRUE}^\varepsilon \subseteq \mathcal{F}_{BRUE}^{\varepsilon'}$.

Proof. It suffices to show that $\forall f \in \mathcal{F}_{BRUE}^\varepsilon \implies f \in \mathcal{F}_{BRUE}^{\varepsilon'}$.

$$\forall f \in \mathcal{F}_{BRUE}^\varepsilon \implies \{f_i^w > 0 \Rightarrow C_i^w(f) \min_{j \in P} C_j^w(f) + \varepsilon < \min_{j \in P} C_j^w(f) + \varepsilon', \forall i \in P, \forall w \in W\}$$

$$\implies f \in \mathcal{F}_{BRUE}^{\varepsilon'} \implies \mathcal{F}_{BRUE}^\varepsilon \subseteq \mathcal{F}_{BRUE}^{\varepsilon'} .$$

Proposition (3.3) indicates that when $\varepsilon$ increases, more flow patterns will be included in the $\varepsilon$-BRUE flow set.

When the $\varepsilon$-BRUE flow set exists and is non-unique, each flow pattern has different combination of acceptable, zero-acceptable and unacceptable paths. A ‘largest $\varepsilon$-acceptable path set’ contains all acceptable paths for every flow pattern in the $\varepsilon$-BRUE flow set, mathematically:

$$\mathcal{P}^\varepsilon_i = \bigcup_{f \in \mathcal{F}_{BRUE}^\varepsilon} a^\varepsilon(f). \quad (10)$$

The largest $\varepsilon$-acceptable path set shares the similar property as the $\varepsilon$-BRUE flow set has:

Proposition 3.4 (Monotonically non-decreasing path set). If $0 < \varepsilon < \varepsilon'$, $\mathcal{P}^\varepsilon_i \subseteq \mathcal{P}^{\varepsilon'}_i$, where $\mathcal{P}^\varepsilon_i$ is defined in (10).

Proof.

$$\mathcal{P}^\varepsilon_i = \bigcup_{f \in \mathcal{F}_{BRUE}^\varepsilon} a^\varepsilon(f) \subseteq \bigcup_{f \in \mathcal{F}_{BRUE}^{\varepsilon'}} a^{\varepsilon'}(f) \quad \text{(Proposition (3.3))}$$

$$\subseteq \bigcup_{f \in \mathcal{F}_{BRUE}^{\varepsilon'}} a^{\varepsilon'}(f) \quad \text{(Proposition (3.2))} = \mathcal{P}^{\varepsilon'}_i .$$

When $\varepsilon$ varies from zero to infinity, the minimum number of paths the largest $\varepsilon$-acceptable path set contains is the UE shortest paths when $\varepsilon = 0$, i.e., $\mathcal{P}_{BRUE}^0 \subseteq \mathcal{P}_{UE}$. The maximum number of paths the largest $\varepsilon$-acceptable path set contains is all feasible paths, meaning all feasible paths will be utilized if the indifference band is too large. Then we have the following corollary:

Corollary 2. $\mathcal{P}_{UE} \subseteq \mathcal{P}^\varepsilon_i \subseteq \mathcal{P}$.
Given $\varepsilon$, the largest $\varepsilon$-acceptable path set (defined in Equation (10)) is a set of all acceptable paths under the $\varepsilon$-BRUE set. It is possible that some acceptable paths for one $\varepsilon$-BRUE flow pattern are not acceptable for other flow patterns; vice versa. This necessitates the exploration of the interior structure of the $\varepsilon$-acceptable path set. Proposition (3.4) provides us with one approach of analyzing its structure by varying values of $\varepsilon$.

The path set is a set of finite paths, while $\varepsilon$ is treated as a continuous parameter for the time being. Start with the UE path set when $\varepsilon = 0$: provided the topology of a network and the link cost functions, $P_{UE}$ can be determined by some established algorithms, e.g., column generation algorithm (Patriksson, 1994), gradient projection algorithm (Jayakrishnan et al., 1994b), or maximum entropy algorithm (Bell and Iida, 1997). According to Proposition (3.4), when $\varepsilon$ is gradually increased, more paths will be included, and we should be able to identify those acceptable paths one by one, until all alternative paths are included. This offers the theoretical foundation for deriving different combinations of acceptable paths by varying $\varepsilon$ subsequently.

3.2. Definition of $\varepsilon$-acceptable path set

It is assumed that there are $n$ alternative paths for OD pair $w$, i.e., $P = \{1, \cdots, n\}$ and $|P| = n$, where $|P|$ is the cardinality of set $P$. Among these $n$ paths, there are $p$ shortest paths at the UE, i.e., $P_{UE} = \{1, \cdots, p\}$ and $|P_{UE}| = pn$.

Definition 3.2. Assuming there exists a unique sequence of finite critical points $\varepsilon_1^*, \varepsilon_2^*, \cdots, \varepsilon_J^*$, with $\varepsilon_1^* = 0, \varepsilon_J^* = \infty$, dividing the nonnegative real line into $(J + 1)$ intervals: $[0, \infty) = [0, \varepsilon_1^*) \cup [\varepsilon_1^*, \varepsilon_2^*) \cdots \cup [\varepsilon_J^*, \infty) = \bigcup_{j=0}^{J} [\varepsilon_j^*, \varepsilon_{j+1}^*)$. A sequence of critical points are defined as:

$$
\begin{align*}
\varepsilon_1^* &\quad \inf_{\varepsilon > 0} \{P_{UE} \subseteq P_{\varepsilon_1^*}\}; \\
\vdots \\
\varepsilon_j^* &\quad \inf_{\varepsilon > 0} \{P_{\varepsilon_j^*} \subseteq P_{\varepsilon_{j-1}^*}\}; \\
\vdots \\
\varepsilon_J^* &\quad \inf_{\varepsilon > 0} \{P_{\varepsilon_J^*} = P\}.
\end{align*}
$$

The largest $\varepsilon$-acceptable path set will remain the same until $\varepsilon$ reaches these values, i.e., for $\varepsilon_1^* < \varepsilon_2^* < \varepsilon_{j+1}^*, P_{\varepsilon_1^*} = P_{\varepsilon_2^*} = P_{\varepsilon_{j+1}^*} \subset P_{\varepsilon_j^*}$.

A ‘newly added path’ is defined as the path which is unacceptable under $\varepsilon_{j-1}^*$ but acceptable when $\varepsilon = \varepsilon_j^*$:

$$
\forall r_j^* \in \{i \in P : i \notin P_{\varepsilon_{j-1}^*}, i \in P_{\varepsilon_j^*}\}.
$$
Given the current acceptable path set $\mathcal{P}_{l-1}^{\varepsilon}$, after newly acceptable paths are identified, the updated acceptable path set is:

$$\mathcal{P}_{l}^{\varepsilon} = \mathcal{P}_{l-1}^{\varepsilon} \bigcup r_{j}^*.$$ (13)

**Remark.** There may exist two or more paths added at the same time, so $r_{j}^*$ should be treated as a path set.

Provided a fixed indifference band $\varepsilon$, and $\varepsilon < \varepsilon_{l+1}^*$. Let $K = \min\{I, J\}$. The $\varepsilon$-acceptable path set is defined as:

$$\mathcal{P}_{l}^{\varepsilon} = \{\mathcal{P}_{UE}, \mathcal{P}_{l}^{\varepsilon_{1}*}, \ldots, \mathcal{P}_{l}^{\varepsilon_{K}*}\}.$$ (14)

In other words, the $\varepsilon$-acceptable path set is composed of $K$ acceptable path sets with $\mathcal{P}_{UE} \subset \mathcal{P}_{l}^{\varepsilon_{1}*} \subset \cdots \subset \mathcal{P}_{l}^{\varepsilon_{K}*} \subseteq \mathcal{P}$.

### 4. Generation of the $\varepsilon$-acceptable path set

In the last section, we introduced a BR-related path set: the largest $\varepsilon$-acceptable path set. In this section, we will explore how to generate this path set. Definition (11) says that, the largest $\varepsilon$-acceptable path set includes more paths when $\varepsilon$ increases to some critical values. Thus, a mathematical program with equilibrium constraint (MPEC) can be developed to solve these critical values:

\[
\text{(MPEC)} \quad \min_{\varepsilon_j} \varepsilon_j \\
\text{s.t.} \\
0 \quad f_i \perp C_i(f) + \rho_i - \pi, \forall i \in \mathcal{P}, \quad (15a) \\
\sum_{r \in \mathcal{P}} f_r = d, \quad (15b) \\
d - \sum_{j \in \mathcal{P}_{l}^{\varepsilon_{l+1}*}} f_j > 0, \quad (15c) \\
0 \quad \rho_i - \varepsilon_j, \forall i \in \mathcal{P}, \quad (15d) \\
f_i + C_i(f) + \rho_i - \pi > 0, \forall i \in \mathcal{P}. \quad (15e)
\]

(15a-15b) is to guarantee the path flow pattern is a feasible BRUE; (15c) tries to push a small amount of flow from the acceptable path set $\mathcal{P}_{l}^{\varepsilon_{l+1}*}$ to some newly acceptable path if $\varepsilon$ is increased a little bit; (15d) sets the bounds for the indifference function; (15e) ensures the strict complementarity condition in (15a) (Cottle et al. 2009).

If MPEC (15) is solvable, optimal solutions ($f^*, \rho^*, \pi^*, \varepsilon^*$) will be obtained. The newly added path $r_{j}^*$ can be derived from $f^*$. It is the path that is excluded from $\mathcal{P}_{l}^{\varepsilon_{l+1}*}$, but begins to carry a very small amount of flow in $f^*$.

(15c) and (15e) are inequalities without equal sign, which defines an open set causing non-attainability of the optimal solution. So we introduce a parameter $0 < \delta < 1$ such that $d - \sum_{r \in \mathcal{P}_{l}^{\varepsilon_{l+1}*}} f_r = \delta d$ and $f_i + C_i(f) + \rho_i - \pi = \delta$. We call this modified version as '\(\delta\)-MPEC', and we will solve this version in practice by giving
\( \delta \) a very small value (\( \delta = 0.01 \) works well). Rewrite the \( \delta \)-MPEC in a compact form:

\[
\begin{align*}
(\delta\text{-MPEC}) & \quad \min \quad \epsilon_j \\
\text{s.t.} & \quad 1^T f = d, \quad (16a) \\
& \quad -v^T f = (\delta - 1)d, \quad (16b) \\
& \quad \epsilon_j 1 - \rho = 0, \quad (16c) \\
& \quad f + C(f) + \rho - \pi = \delta, \quad (16d) \\
& \quad \rho, \pi, \epsilon_j = 0, \quad (16e) \\
& \quad f^T (C(f) + f^T \rho - \pi 1) = 0. \quad (16f)
\end{align*}
\]

where \( v \) is an vector of the same dimension with the path flow vector, with the \( i \)th component equal to one if \( f_i \in \mathcal{P}_{\epsilon_{i-1}}^{\epsilon_i} \), and zero otherwise. \( 1 \) is a vector of 1.

In practice, this MPEC problem can be solved by GAMS software (General Algebraic Modeling System, see Rosenthal and Brooke 2007).

4.1. Solving critical points sequentially

When \( \epsilon_k^* \) is achieved, we include the corresponding path \( r_k^* \) into the UE shortest path set and get \( \mathcal{P}_{\epsilon_k}^{\epsilon_{k+1}} \). Next we are interested in finding the critical point \( \epsilon_{k+1}^* \) based on current \( \mathcal{P}_{\epsilon_k}^{\epsilon_{k+1}} \). We can solve the above MPEC again by replacing \( \mathcal{P}_{\epsilon_k}^{\epsilon_{k+1}} \) in (15b) with \( \mathcal{P}_{\epsilon_k}^{\epsilon_{k+1}} \), and \( \epsilon_{k+1}^* \) will be obtained. Similarly, \( \epsilon_{k+2}^*, \cdots, \epsilon_k^* \), are able to be computed sequentially. This procedure will not stop until all feasible paths are included into the BRUE acceptable set or the critical value reaches the given \( \epsilon \).

The above procedure provides a method of obtaining the critical points and the order of adding new paths to the acceptable path sets. We will illustrate how to implement this procedure on a small network in the following.

**Example 4.1.** A four-link network connecting one OD pair in parallel with demand 2, the link cost for each link is 1, \( x_2 + 1.5 \), \( x_3 + 3 \), \( x_4 + 3 \). The UE is \( x_1 = 2, x_2 = x_3 = x_4 = 0 \). Four paths are numbered as path 1, 2, 3, 4.

![Fig. 2: Single-OD pair network illustration](image)

Solving MPEC, we have \( \epsilon_0^* = 0, \epsilon_1^* = 0.5, \epsilon_2^* = 2, \epsilon_3^* = \infty \). There are three cases for the largest \( \epsilon \)-acceptable path sets:

1. \( 0 < \epsilon < 0.5: \mathcal{P}_{\epsilon}^{\epsilon_1} = \{1\}, f = [2, 0, 0, 0] \);
2. \( 0.5 < \epsilon < 2: \mathcal{P}_{\epsilon}^{\epsilon_1} = \{1, 2\}, f = [2, 0, 0, 0] \);
3. \( \epsilon = 2: \mathcal{P}_{\epsilon}^{\epsilon_1} = \{1, 2, 3, 4\}, f = [2, 0, 0, 0] \).

If \( \epsilon \) is calibrated from empirical data as 1.5, then \( \mathcal{P}_{\epsilon}^{\epsilon_1} = \{1\} \). Therefore, \( \mathcal{P}_{\epsilon}^{\epsilon_1} = \{1\} \).
4.2. \( \epsilon \)-acceptable path set for multiple OD pairs

For a network with total \( W \) OD pairs, let \( \varepsilon^w_j \) be the critical point for OD pair \( w \in W, j = 0, 1, \cdots, J^w \), then \( \varepsilon^w_j \in \{ \varepsilon^w_j \} \) is a set of critical points for all OD pairs, assuming \( \varepsilon^w_0 = 0, w \in W \).

Given \( \varepsilon = (\varepsilon^1, \cdots, \varepsilon^w), \) if \( \varepsilon^1 < \varepsilon^1_k, \cdots, \varepsilon^w_{nKw_i}, \varepsilon^w < \varepsilon^w_{nKw_i} \), then the largest \( \epsilon \)-acceptable set for multiple OD pairs is the union of the largest \( \epsilon \)-acceptable set for each OD path pair:

\[
P^w = P^{w_1} \cup \cdots \cup P^{w_{J^w}}.
\]

(17)

where, \( P^{w_{1}} \) is the largest \( \epsilon \)-acceptable set for OD pair \( w \) and can be solved by MPEC (15).

The \( \epsilon \)-acceptable path set is various combinations of largest \( \epsilon \)-acceptable sets when varying \( \epsilon^w_j \) among every critical point across all OD pairs:

\[
P^w = \left\{ P^{w_1} \right\} \cup \cdots \cup \left\{ P^{w_{J^w}} \right\}, w \in W, j = 0, 1, \cdots, J^w.
\]

(18)

Now we will discuss how to solve each critical point for every OD pair. Regarding one OD pair \( \nu \in W \), the same approach of computing \( \varepsilon^w_j \) as mentioned in Equation (15) can be adopted. The only difference is, path costs need the information of path flows across all OD pairs. So path flows \( f^w_j, w \neq \nu \) are parameters when Equation (15) for \( \nu \) is calculated. In other words, \( \varepsilon^w_\nu \) is a function of \( f^w_j, w \neq \nu \). But we only want those \( f^w_j, w \neq \nu \) such that \( \varepsilon^w_\nu \) can be achieved. So accordingly, we modify Equation (15) to accommodate this distinction. For any OD pair \( \nu \) and the \( j^th, j = 1, \cdots, J^\nu \) critical point \( \varepsilon^\nu_j \) can be computed as:

\[
\min \varepsilon^\nu_j \\
\text{s.t.} \\
0 \quad f^\nu_j \leq C^\nu_j(f) + \rho^\nu_j - \pi^\nu, \quad 0, \forall i \in P^\nu, \quad \text{(19a)} \\
\sum_{j \in P^w} f^w_j = d^w, \forall w \in W, \quad \text{(19b)} \\
d^\nu - \sum_{j \in P^\nu_{j-1}} f^\nu_j > 0, \quad \text{(19c)} \\
0 \quad \rho^\nu_j \leq \varepsilon^\nu_j, \forall i \in P^\nu, \quad \text{(19d)} \\
0 \quad f^\nu_j + C^\nu_j(f) + \rho^\nu_j - \pi^\nu > 0, \forall i \in P^\nu. \quad \text{(19e)}
\]

The algorithm of calculating \( \epsilon \)-acceptable path set for multiple OD pairs can thus be summarized as follows:

1. Calculate \( \varepsilon^\nu_j (j = 1, \cdots, J^\nu, \nu \in W) \) from Equation (19), and obtain the \( \epsilon \)-acceptable path set for OD pair \( \nu \);  
2. As a by-product in solving Equation (19), one feasible path flow pattern \( f^w_j, w \neq \nu \) is attained simultaneously. \( \forall w \neq \nu \), denote the longest used path for OD pair \( w \) as \( p^w := \left\{ \max_{j \in P^w} C^w_j(f), f^w_j > 0 \right\} \), and compute \( C^w_j(f) \). Then the \( i^th (i = 1, \cdots, J^\nu) \) critical point for OD pair \( w \) \( \varepsilon^w_i = C^w_i(f) - \min_{j \in P^w} C^w_j(f) \);  
3. After obtaining the critical points \( \varepsilon^w_i (i = 1, \cdots, J^w, w \neq \nu) \), if \( \varepsilon^w_i < C^w_i(f) - \min_{j \in P^w} C^w_j(f) < \varepsilon^w_i \), then \( f^w_j (w \neq \nu) \) is also a BRUE path flow pattern, and the path \( p^w \) is acceptable when \( \varepsilon^w_i < \varepsilon^w_j \) and \( \varepsilon^w_i < \varepsilon^w_\nu \); or else path \( p^w \) is unacceptable;  
4. Combine the acceptable paths under various combinations of critical points among all OD pairs, the \( \epsilon \)-acceptable path set \( P^w \) is obtained.

The following example will illustrate how to construct the \( \epsilon \)-acceptable path set for multiple OD pairs.
**Example 4.2.** The topology of the test network, two OD demands and link cost functions are illustrated above each link in Figure (3). Red curves on the right indicate six paths, denoted by the number of links it passes along: 1-3, 1-4, 2-3, 2-4, 1, 2. The first four paths belong to OD pair 1, the rest two belong to OD pair 2. The equilibrium path flow pattern is \( f_1 = 0, f_2 = 1, f_3 = 0, f_4 = 0, f_5 = 1, f_6 = 0 \).

\[ \[2, 5], 0 \begin{array}{cccc} 1 & 2 & 3 & 4 \end{array} \]

\[ \begin{array}{cccc} X_1 & 10 + X_2 & X_3 \end{array} \]

\[ \begin{array}{cccc} d = 2 & 1 & 2 \end{array} \]

\[ \begin{array}{cccc} d = 1 & 3 & 4 & 5 + X_3 \end{array} \]

Fig. 3: Two-OD pair network and paths illustration

Based on Equation (19), \( \varepsilon_1^+, \varepsilon_2^+ \) and \( \varepsilon_1^- \) can be computed separately. The critical points for each OD pair are:

For OD pair 1,

1. \( \varepsilon^+ < 4; \mathcal{P}_{\varepsilon^+}^+ = \{2\}; \)
2. \( \varepsilon^+ < 8; \mathcal{P}_{\varepsilon^+}^+ = \{2\}, \{1, 2\}; \)
3. \( \varepsilon^+ < 12; \mathcal{P}_{\varepsilon^+}^+ = \{2\}, \{1, 2\}, \{1, 2, 4\}; \)
4. \( \varepsilon^+ = 12; \mathcal{P}_{\varepsilon^+}^+ = \{2\}, \{1, 2\}, \{1, 2, 4\}, \{1, 2, 3, 4\}. \)

For OD pair 2,

1. \( \varepsilon^- < 8; \mathcal{P}_{\varepsilon^-}^- = \{5\}; \)
2. \( \varepsilon^- = 8; \mathcal{P}_{\varepsilon^-}^- = \{5\}, \{5, 6\}; \)

Combining two OD pairs, the overall \( \varepsilon \)-acceptable path set under different combination of critical points is:

\[
\mathcal{P}_{\varepsilon} = \begin{cases}
\{2, 5\}, 0 \varepsilon^+ 4, 0 \varepsilon^- 8; \\
\{2, 5\}, \{2, 5, 6\}, 0 \varepsilon^+ 4, \varepsilon^- 8; \\
\{2, 5\}, \{1, 2, 5\}, 4 \varepsilon^+ 8, 0 \varepsilon^- 8; \\
\{2, 5\}, \{1, 2, 5\}, \{2, 5, 6\}, 4 \varepsilon^+ 8, \varepsilon^- 8; \\
\{2, 5\}, \{1, 2, 5\}, \{1, 2, 4, 5\}, 8 \varepsilon^+ 12, 0 \varepsilon^- 8; \\
\{2, 5\}, \{1, 2, 5\}, \{1, 2, 4, 5\}, \{2, 5, 6\}, 8 \varepsilon^- 12, \varepsilon^+ 8; \\
\{2, 5\}, \{1, 2, 5\}, \{1, 2, 3, 4, 5\}, 12 \varepsilon^- 12, \varepsilon^+ 8; \\
\{2, 5\}, \{1, 2, 5\}, \{1, 2, 3, 4, 5\}, \{1, 2, 3, 4, 5, 6\}, 12 \varepsilon^- 12, \varepsilon^+ 8.
\end{cases}
\]

All acceptable path sets are also illustrated in the following figure: the numbers in each block displays acceptable path numbers for certain \( \varepsilon^+ \varepsilon^+ \) pair. The left bottom block for \( \varepsilon^+ < 4, \varepsilon^+ < 8 \) is the UE shortest path set. How to get acceptable paths in the block to its right for \( \varepsilon^+ < 4, \varepsilon^+ < 8 \) is explained in the following, and other blocks follow the same line of reason. As described above in step (2) and (3), one path flow pattern \( f_1 = 0.001, f_2 = 0.999, f_3 = 0, f_4 = 0, f_5 = 1, f_6 = 1 \) is attained when \( \varepsilon^+ = 4 \) is solved from Equation (19). For OD pair 1, its path flow increases from 0 to a positive number 0.001, meaning that path 1 will start to carry flows if \( \varepsilon^+ > 4 \); the utilized path 5 has the cost of 2 and the unused path 6 has the cost of 10, then their cost difference is 8. When \( \varepsilon^+ < 8 \), only path 5 is acceptable for OD pair 2. Therefore, when \( \varepsilon^+ < 4 \) and \( \varepsilon^+ < 8 \), only paths 1,2 (connecting OD pair 1) and 5 (connecting OD pair 2) are acceptable.
By far we have proposed how to solve the \(\varepsilon\)-acceptable path set for both single OD pair and multiple OD pairs. The following will discuss the methodology of constructing the \(\varepsilon\)-BRUE path flow set.

5. Construction of \(\varepsilon\)-BRUE path flow set

Generally the \(\varepsilon\)-BRUE set is non-convex (Lou et al., 2010), so it is not easy to construct it directly. If we can decompose the whole BRUE set into small subsets, which are easier to study, then constructing the whole set can be reduced to constructing each subset. Based on this idea, the key step is to explore the interior structure of the \(\varepsilon\)-BRUE set and identify these simpler subsets.

In Section (4), we analyze the interior structure of the \(\varepsilon\)-acceptable path set: as the indifference band gradually increases, more paths will begin to carry flows. Correspondingly, the \(\varepsilon\)-BRUE set can be decomposed into subsets as well, with only acceptable paths carrying flows for each subset. Denote the \(k\)th subset as \(F_{\varepsilon, k}\), and \(K\) is the total number of largest \(\varepsilon\)-acceptable path sets. Mathematically, \(F_{\varepsilon, \text{BRUE}}\) is the union of \(K + 1\) disjoint subsets:

\[
F_{\varepsilon, \text{BRUE}} = \bigcup_{k=0}^{K} F_{\varepsilon, k}.
\]  

(21b)

According to the largest acceptable path set defined in Equation (10), the \(k\)th \(\varepsilon\)-BRUE path flow subset is defined as:

\[
F_{\varepsilon, 0} = \big\{ f \in F_{\varepsilon, \text{BRUE}} : \alpha^\varepsilon(f) \subseteq P_{\text{UE}} \big\},
\]

\[
F_{\varepsilon, k} = \big\{ f \in F_{\varepsilon, \text{BRUE}} : P_{\varepsilon, k-1} \subset \alpha^\varepsilon(f) \subseteq P_{\varepsilon, k} \big\}, k = 1, \ldots, K.
\]  

(22)

where \(P_{\varepsilon, k}^r\) is the largest \(\varepsilon^r\)-acceptable path set defined in (13).

5.1. \(\varepsilon\)-BRUE path flow set for one OD pair

Equation (22) defines the \(k\)th subset of the \(\varepsilon\)-BRUE path flow set. In this section, we will explore how to construct each subset. Define a sequence of sets \(S^\varepsilon_k\), \(k = 0, \ldots, K\), and assign all travel demands to paths from the associated largest path set, then we get:

\[
S^\varepsilon_0 = \big\{ f \in F : \forall i \in P_{\text{UE}} : f_i, f_j \ 0, |C_i(f) - C_j(f)| < \varepsilon; \ \
\forall i \notin P_{\text{UE}} : f_i = 0 \big\}.
\]
The topology of the test network, the OD demand between nodes 1–4 and link cost functions are illustrated in Figure (5), and \( \varepsilon = 15 \). Red lines display four paths: 1-3-4 (path 1), 1-3-2-4 (path 2), 1-2-3-4 (path 3), 1-2-4 (path 4). The equilibrium path flow pattern is [2, 2, 0, 2], i.e., path 1, 2, 4 are utilized under UE. Substitute \( P_{i}^{e} = \{1, 2, 4\} \), path costs and the demand into MPEC (16), we obtain \( \sum_{i} = 6.5, f = [1.5, 3, 0, 1.5], C(f) = [96.5, 103, 103, 96.5] \). In other words, if \( \varepsilon_{1}^{e} = 6.5 \), path 3 is utilized as well. Since \( \varepsilon = 15 > \varepsilon_{1}^{e} \), we know \( \mathcal{F}^{e-15} = \{1, 2, 4\} \).
Due to the flow conservation of the fixed demand, its BRUE solution set can be characterized by the first three paths. The whole BRUE solution set is shown in Figure (6), composed of a 3-path yellow subset and a 4-path magenta subset. Each subset satisfies Equation (24):

\[
F^\varepsilon = \{ f \in F : \forall i \in \{1, 2, 4\} : f_i, f_j \leq 15, f_1 + f_2 + f_4 = 6; f_3 = 0 \};
\]

\[
F^\varepsilon = \{ f \in F : \forall i \in \{1, 2, 4\} : f_i > 0; f_3 > 0; f_1 + f_2 + f_3 + f_4 = 6; \forall i, j \in \{1, 2, 3, 4\} : |C_i(f) - C_j(f)| \leq 15 \}.
\]

In \( F^\varepsilon = \{ f \in F : \forall i \in \{1, 2, 4\} : f_i \leq 15, f_1 + f_2 + f_4 = 6; f_3 = 0 \} \), path 3 does not carry flow, so the 3-path subset is on the bottom of the \((f_1, f_2, f_3)\) coordinates; In \( F^\varepsilon = \{ f \in F : \forall i \in \{1, 2, 4\} : f_i > 0; f_3 > 0; f_1 + f_2 + f_3 + f_4 = 6; \forall i, j \in \{1, 2, 3, 4\} : |C_i(f) - C_j(f)| \leq 15 \} \), path 3 begins to carry flow and \( f_3 > 0 \). Either the 3-path subset or the 4-path subset is convex, but their union is not convex, which is consistent with results in Lou et al. (2010).
5.2. $\varepsilon$-BRUE path flow set for multiple OD pairs

After knowing the methodology of obtaining all acceptable paths sets for multiple OD pairs in Section (4.2), it is not difficulty to generalize the methodology of constructing the $\varepsilon$-BRUE set for a single OD pair to multiple OD pairs. For a network with multiple OD pairs, the $\varepsilon$-BRUE set is the union of all subsets where demands are assigned to all acceptable paths across OD pairs:

$$F_{\varepsilon}^{\text{BRUE}} = \bigcup_{k=1}^{K} S_k^\varepsilon,$$

where,

$$S_k^\varepsilon \{ f \in F : \forall i, j \in P_{\varepsilon} : f^w_i, f^w_j \geq 0, |C^w_i(f) - C^w_j(f)| \leq \varepsilon^w;$$

$$\forall i \notin P_{\varepsilon} : f^w_i = 0, w \in W \}.$$ 

$$S_k^\varepsilon \{ f \in F : \forall i \in P_{\varepsilon}^k : f^w_i \geq 0; \exists i \in P_{\varepsilon}^{k-1} \setminus P_{\varepsilon}^k : f^w_i > 0;$$

$$\forall i, j \in P_{\varepsilon}^k : |C^w_i(f) - C^w_j(f)| \leq \varepsilon^w;$$

$$\forall i \notin P_{\varepsilon}^{k-1} : f^w_i = 0, w \in W \}; k = 2, \cdots, K.$$ 

where, $K$ is the total number of acceptable path sets; $P_{\varepsilon}^k$ is defined in Equation (17).

6. Conclusion

The concept of the boundedly rational user equilibrium (BRUE) was proposed in the 1980s, and the boundedly rational behaviour assumption was validated extensively in the 1990s by various empirical studies and traffic experiments. However, no mathematical properties of the BRUE have been studied thoroughly, due to its non-uniqueness and non-convexity. This paper fills the theoretical gap by solving the BRUE solution set and studying its mathematical properties. A nonlinear complementarity problem (NCP) is formulated to solve one BRUE path flow pattern. The NCP formulation indicates that under the boundedly rational behaviour assumption, the path cost is perturbed by an indifference function related to its corresponding path flow. Since the BRUE set is generally non-unique, how to construct this set is the main task of this paper.

Before constructing the BRUE flow set, its associated BRUE path set is explored first. All feasible paths for one BRUE flow pattern can be divided into three categories: acceptable, zero-acceptable and unacceptable. According to the monotonically non-decreasing property of the BRUE set, as the value of the indifference band increases, some paths which are not utilized will be taken, and thus the path set that contains the equilibrium flow, named the acceptable path set, will be augmented. The critical values of the indifference band to augment the path set can be identified by sequentially solving a class of mathematical programs with equilibrium constraints. After the acceptable path sets are obtained, the whole BRUE flow set can be decomposed into several subsets containing different numbers of acceptable paths. Each BRUE flow subset can be obtained when traffic demands are assigned to the corresponding acceptable paths.

In summary, this paper proposed a systematic methodology of obtaining BRUE solutions for networks with fixed demands connecting multiple OD pairs. It can help predict BR link flow patterns in a network, which guides planners to make network design decisions accordingly when travellers behave boundedly rational.

In the future, we would like to utilize the proposed methodology of constructing the BRUE set to study network design problems within the bounded rationality framework. The classical network design problem is usually formulated as a bi-level program: the upper level is the decision made to either enhance capacities of the established links, execute congestion pricing, or add new links to an existing road network; the lower level is a equilibrium problem, describing how travellers distribute among a new network topology. Due
to the existence of the indifference band, travellers may respond differently to one traffic design proposal, causing difficulty of predicting the BRUE link flow patterns and evaluating the efficiency of the proposal. Therefore a new network design framework needs to be established to accommodate bounded rationality route choice behavior.
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