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Abstract

Deep Learning (DL) based Compressed Sensing (CS) has been applied for better performance of image reconstruction than traditional CS methods. However, most existing DL methods utilize the block-by-block measurement and each measurement block is restored separately, which introduces harmful blocking effects for reconstruction. Furthermore, the neuronal receptive fields of those methods are designed to be the same size in each layer, which can only collect single-scale spatial information and has a negative impact on the reconstruction process. This paper proposes a novel framework named Multi-scale Dilated Convolution Neural Network (MsDCNN) for CS measurement and reconstruction. During the measurement period, we directly obtain all measurements from a trained measurement network, which employs fully convolutional structures and is jointly trained with the reconstruction network from the input image. It needn’t be cut into blocks, which effectively avoids the block effect. During the reconstruction period, we propose the Multi-scale Feature Extraction (MFE) architecture to imitate the human visual system to capture multi-scale features from the same feature map, which enhances the image feature extraction ability of the framework and improves the performance of image reconstruction. In the
MFE, there are multiple parallel convolution channels to obtain multi-scale feature information. Then the multi-scale features information is fused and the original image is reconstructed with high quality. Our experimental results show that the proposed method performs favorably against the state-of-the-art methods in terms of PSNR and SSIM.

**Keywords:** Compressed sensing, Convolutional neural networks, Dilated convolution, Image reconstruction

## 1 Introduction

With the continuously increasing of modern data information, it brings a great challenge to signal acquisition, storage, and transmission technologies [47, 53, 54]. Nyquist sampling theorem does not meet the needs of practical application [35, 37, 39]. In recent years, the theory of compressed sensing (CS) proposed by Candes [4] shows that if the signal is sparse or compressible and the measurement matrix satisfies the Restricted Isometry Property (RIP) condition, the original signal can be accurately restored from less than that of the Nyquist sampling theorem, and it saves a lot of memory for data sampling, transmission, and storage [37, 53].

For traditional compressed sensing algorithms, there are two main categories of CS reconstruction methods: convex relaxation methods [18, 30] and greedy matching pursuit methods [33, 45]. Convex relaxation methods, which mainly include Interior Point Method (IPM) [24], Gradient Projection for Sparse Reconstruction (GPSR) [25], and Iterative Soft Thresholding Algorithm (ISTA) [21], can solve the optimization problem of compressed sensing based on gradient descent [30]. IPM uses the preconditioned conjugate gradients algorithm to compute the search direction. It can efficiently settle large dense problems, which arise in sparse signal recovery with orthogonal transforms, by exploiting fast algorithms for those transforms. GPSR is based on the gradient descent method. It introduces hidden variables which transform the non-differentiable optimization function into a differentiable unconstrained convex function to reconstruct the original signal. ISTA uses the contraction thresholding function to solve the sub-optimization problem instead of the optimization problem and sets a fixed threshold to select the support set of meeting the conditions. But the calculation of these algorithms is very complicated and the calculation speed is slow.

To accelerate the convergence speed of the algorithms, researchers propose some greedy matching pursuit methods. Representative algorithms are the Orthogonal Matching Pursuit (OMP) algorithm [31] and Compressive Sampling Matching Pursuit (CoSaMP) [33]. As these methods converge faster and are easy to implement in practice, researchers continue to study these methods. Needell et al. propose Regularized Orthogonal Matching Pursuit (ROMP) algorithm [28]. It is faster than OMP [31], but the stability becomes worse. Kang
et al. propose an adaptive subspace OMP method [13] which utilizes the prior knowledge of target size and coherence of target distribution to change the structure of subspace adaptively. Furthermore, it takes advantage of OMP [31], SP [11], and SaMP [44] to improve the performance of reconstruction. Davenport describes a variant of the CoSaMP algorithm [5] which uses the D-RIP (a condition on the CS matrix analogous to restricted isometry property). This method mainly focuses on an orientation around recovering the signal rather than its dictionary coefficients. Zhang et al. combine the CoSaMP [33] and the genetic algorithm (GA) [15] and propose new signal recovery framework [57] which has better reconstruction quality and effectively avoids premature convergence. Although the performance of traditional algorithms is improved in reconstruction speed and quality, these methods have high computational complexity, and the reconstruction accuracy is limited.

Recently, methods based on deep learning (DL) have been widely applied in multi-media tasks ranging from image classification [9], object detection [22], recognition [27], image super-resolution [46], CS image reconstruction [47], speaker recognition [38, 40, 41, 48], to digital forensics [34, 36, 42, 49–52]. Stacked Denoising Autoencoders (SDA) [46] is the first deep learning technology applied in the CS field. Mousavi et al. [26] apply SDA to solve the CS recovery problem, which captures statistical dependencies between different elements of image signals to improve image reconstruction quality. Since convolutional neural network (CNN) [14] has achieved great results in image processing, CNN is also applied in CS. Kulkarni et al. [16] are inspired by SRCNN [7] and propose a non-iterative reconstruction network (ReconNet), which uses CNN to learn the mapping from CS measurement to the original image. In [3], Bo et al. propose FompNet based on CNN, which is used as post-processing for fast matching pursuit algorithm. In [55], Zhang et al. are inspired by the Iterative Shrinkage-Thresholding Algorithm (ISTA) to propose ISTA-Net which casts ISTA into deep network form for image CS reconstruction. After the deep Residual Network (ResNets) [12] is proposed, researchers introduce residual learning to the network to improve reconstruction quality. Yao et al. propose a deep residual reconstruction network (DR2-Net) [43] which increases network depth based on ReconNet to further improve image reconstruction quality. All the above methods utilize the block-by-block measurement, and each measurement block is restored separately, which ignores the association between image blocks. Therefore, these may produce serious block effects, especially at low measurement rates (e.g., $MR = 0.01$). Shi et al. [32] propose an end-to-end framework dubbed CSNet, which does not directly block the input image during measurement, but uses convolution to obtain information about each image block. CSNet significantly improves image reconstruction quality and achieves fast running speed. In the reconstruction part, these methods only utilize standard CNN whose neuronal receptive fields are designed to the same size in each layer, which is inconsistent with the actual observation of the human visual system, hence hindering the representational ability of CNN.
Compared to the previous convolutional network, the multi-scale network can extract richer feature information and improve the representational ability of CNN. In [29], Prabhu et al. propose a multi-scale convolutional network termed U-Finger for fingerprint image denoising and inpainting. U-Finger obtains three different scales by downsampling and upsampling and merges each scale features information that effectively improves image denoising ability. In [8], Dong et al. propose a second-order multi-scale super-resolution network that concatenates the output of each RACB module to obtain a multi-scale group and concatenates the output of each group to obtain second-order multi-scale features information. The SMSR network achieves super-resolution reconstruction with high quality, even when dealing with remote sensing image which has highly complex spatial distribution. In [23] Lian et al. propose multi-scale residual reconstruction network (MSRNet) for CS image reconstruction. Although MSRNet also employs dilated convolution in the reconstruction part, multi-scale feature information is directly fused after extracting feature by dilated convolution with different dilated factors, which does not fully utilize multi-scale feature information.

To solve the above problems, we propose MsDCNN to learn the end-to-end mapping between the original images and the reconstructed images for CS image reconstruction in this paper. Firstly, by completely measuring the original image, we apply a fully convolutional network instead of a traditional CS matrix. The fully convolutional network directly measures the complete image and it doesn’t need to be cut into blocks, which effectively uses the image structure information. In the reconstruction period, we design the multi-scale feature extraction (MFE) network architecture which consists of multiple parallel convolutional channels to obtain multi-scale feature information. In each convolutional channel, we apply the dilated convolution with different dilation factors to obtain different receptive fields. Convolutional kernels of different receptive fields can extract different scale feature information after the convolutional operation. The MFE module can not only obtain multi-scale features which provide rich information for subsequent image reconstruction but also avoid the increase of parameters. The contributions of our research work are mainly in three aspects:

1. We propose a novel multi-scale dilated convolutional neural network for high quality image compressed sensing. The MsDCNN combines and jointly trains the measurement and reconstruction modules to learn the end-to-end mapping between the original image and the reconstructed image, which outperforms many other state-of-the-art methods in the quality of reconstruction.

2. During the measurement period, we train a fully convolutional measurement network to obtain all measurements from the complete input image. Therefore, these adjacent measurement data are closely related to each other, which is totally different from traditional block-by-block measurements. The
measurement method effectively uses the structural information of adjacent data to improve the quality of subsequent image reconstruction and eliminates the block effect.

(3). During the reconstruction period, in order to improve the feature extraction ability of the traditional deep CS methods with a fixed size feature map, we propose MFE architecture to imitate the human visual system to capture multi-scale feature information, which consists of multiple parallel dilated convolutional channels. We apply dilated convolution with different dilation factors to increase the receptive fields, which capture multi-scale features in the image. Finally, we fuse multiple feature information to further improve the quality of image reconstruction.

## 2 Related work

### 2.1 Compressed sensing theory

The mathematical model of CS measurement is expressed as follows:

\[
y = \Phi x
\]  

(1)

Generally, the above data reconstruction is an ill-posed inverse problem. However, as long as the signal \( x \) is sparse or compressible, the CS still can recover
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Fig. 1 The CS measurement method for each block.

the signal from the measurement $y$. When the original signal is an image, the matrix needs to be flattened into a vector row by row, and then the measurement is performed. After that, the output vector obtained by the reconstruction algorithm is spliced into a reconstruction image matrix. In the sparse domain, the original signal $x$ can be presented as follows:

$$x = \Psi s$$

(2)

The task of the above signal reconstruction is essentially the problem of $l_1$-norm minimization.

$$\min \|s\|_1, \ s.t. \ y = \Phi \Psi s$$

(3)

With $0 < \delta_K < 1$, $\Phi$ satisfies the $K$-order RIP condition:

$$(1 - \delta_K)\|x\|_2^2 \leq \|\Phi x\|_2^2 \leq (1 + \delta_K)\|x\|_2^2$$

(4)

Then we can reconstruct the original signal $x$ from the CS measurement.

2.2 Block-based CS measurement

Since the measurement can be obtained by $y = \Phi x$, the size of the CS matrix increases rapidly with increasing of the input image size. Direct measurement of the whole image requires large storage space and expensive computation. To overcome this problem, the block-based CS method (BCS) [10] is proposed. The block measurement method of CS is shown in Fig. 1. In this method, the input image is divided into several non-overlapping blocks and each block uses an independent and smaller CS matrix. The block measurement effectively reduces the dimension of the measurement data and the memory required for the calculation. Although this method effectively reduces computational complexity, it ignores the correlation between adjacent blocks resulting in serious block effects.

2.3 Dilated convolution

In the process of image reconstruction, it is significant to increase the receptive field. The large receptive field can capture more image information and improve the quality of image reconstruction. In CNN, a large-scale convolutional kernel, pooling layer, and deeper network are generally introduced to
increase the receptive field of the network. However, as the size of the convolutional kernel and the number of network layers increase, it will increase the network computational complexity, resulting in a longer image reconstruction time. Although pooling does not increase the computational complexity of the network, it loses a lot of information of the image, resulting in the bad quality of the reconstructed image. Fortunately, the dilated convolution not only increases the receptive field of the network but also maintains computational complexity, which obtains better quality of image reconstruction. For example, using the dilated factor $d = 2$ to expand the $3 \times 3$ convolution kernel, which will obtain $(2d + 1) \times (2d + 1) = 5 \times 5$ convolutional kernel. There are still nine nonzero values in the convolutional kernel, and the values in other positions are zero. The receptive field is changed from the original $3 \times 3$ to $5 \times 5$. Fig. 2 shows dilated convolution with dilated factors $d = 2$ and $d = 3$.

Although the dilated convolution increases the receptive field without increasing the number of network parameters, it also brings new problems. Since the dilated convolution is a sparse sampling method. When consecutive dilated convolution is used, some pixels are not involved in the calculation, which will lose the continuity and relevance of the data information resulting in the gridding effect.

2.4 Motivations

To solve the above problems, we propose a novel multi-scale dilated convolution neural network (MsDCNN) for image CS measurement and reconstruction, and the motivations of this paper are as follows:

(1). Most of the previous CS methods use a block-based method to measure.

Although the block-based method reduces computational complexity, it also brings some new problems. Since each image block is measured independently in the measurement part, correspondingly, we can only reconstruct each image block respectively. Finally, all reconstructed image blocks are
stitched together to obtain a complete image, which causes a serious block effect and obtains bad reconstruction quality.

(2). In the reconstruction part, Most of the CS methods based on DL use CNN instead of Deep Neural Network (DNN), which further improves reconstruction performance. But each convolutional layer uses the convolutional kernel of the same receptive field to extract feature information, which can only collect single-scale spatial information, and the potential of CNN is not fully utilized to reconstruct the image with higher quality.

3 The proposed method

In this section, we propose the MsDCNN to measure and reconstruct the images. As shown in Fig. 3, the MsDCNN consists of two components, which are the full convolution measurement network and the reconstruction network. The reconstruction network also includes initial reconstruction and deep reconstruction. Since the basic operations of the measurement and reconstruction networks are convolution and deconvolution, which can directly process the input and output image matrix, there is no need to take a matrix-vector conversion in both measurement and reconstruction processes. Then we will describe the details of the network.

3.1 Network architecture

3.1.1 Full convolution measurement instead of the CS matrix

The existing CS methods based on deep learning usually adopt the block-by-block measurement method. In the CS measurement, the images are divided into small blocks of $B \times B$, and each small block is measured respectively by the compressed sample expression $Y_i = \Phi_B \times X_i$. Here $\Phi_B$ is usually an artificially designed Gaussian random measurement matrix. The size of the input image block must be fixed which limits practical application, and it will correspondingly produce block effects in the final reconstruction result. In order to overcome this shortcoming, the MsDCNN uses a fully convolutional network to obtain measurement value from the input image, as shown in Fig. 4.

$$Y = H_{Cl}(X) = w_1 \otimes X$$

Where $H_{Cl}(\cdot)$ denotes convolutional measurement, $\otimes$ denotes convolutional operation, and $w_1$ is weights of measurement. Since in the measurement, each convolutional kernel outputs one measurement value. For the measurement rate $M/N$, the CS matrix $\Phi_B$ has $n = (M/N)B^2$ rows which will obtain $n$ measuring points. We set the number of kernels with $n$ in the measurement layer. In addition, there are no biases in each convolutional kernel and the fully convolutional CS measurement layer has no activation function. The fully convolutional neural network replaces the artificial measurement matrix to adaptively learn the structure information of the input image. And the fully convolutional neural network can adapt to input images of various sizes.
Fig. 3 The network architecture of our multi-scale dilated convolutional neural network (take the three parallel channel network as an example).
We summarize the advantages of using a fully convolutional layer for measurement as follows:

(1). It makes full use of the connection between adjacent data and eliminates the block effect caused by block-by-block measurement.
(2). It can process images of any size, which breaks the limitation that the fully connected layer can only measure fixed-size images.

3.1.2 Initial reconstruction with deconvolutional network

After the full convolution measurement, the resolution of the image becomes lower and the size of the images is also compressed. To accurately reconstruct the original image, we first enhance the dimension to the original image size by deconvolution and generate the initial reconstructed image.

\[ X_1 = H_{D_c}(Y) = w_2 \otimes y + b \]  

(6)

Where \( H_{D_c}(\cdot) \) denotes initial reconstruction, \( w_2 \) and \( b \) denote the weights and biases respectively of initial reconstruction layer. The deconvolution operation firstly adds zeros to the measured image to expand its dimension to the size of the original image, then transposes the convolution kernel in the previous full convolution measurement, and finally convolves the zero-filled image. Deconvolution is equivalent to the inverse process of convolutional, and deconvolution can be used as up-sampling to improve the dimension to the original image size, which prepares for subsequent deep reconstruction. Although the upsampling method of deconvolution cannot accurately restore the value of the original image, deconvolution has a good ability to learn image features from low level to high level. Therefore, deconvolution is applied as an initial reconstruction network as shown in Fig. 3.

3.1.3 Deep reconstruction network

In order to further improve the quality of image reconstruction, we imitate a human visual system using the multi-channel parallel network. Each channel applies convolutional kernels with different receptive fields to extract different scale information. So after getting the initial reconstructed image, we can
obtain the multi-scale features information \((F_1, F_2, F_3)\) via the MFE module. In order to obtain richer feature information, multi-scale feature information is fused by the ‘Concat’ operation.

\[
\mathcal{M} = H_{Concat}(F_1, F_2, F_3)
\]  

(7)

Where \(H_{Concat}(\cdot)\) denotes concatenate operation, which concatenates different scale channel feature maps by each convolutional channel output to obtain multi-scale features information \(\mathcal{M}\). The number of channel feature maps of \(\mathcal{M}\) is the sum of \(F_1\), \(F_2\) and \(F_3\). Finally, we get the final reconstructed image through two convolutional layers as shown in Fig.3.

\[
X^* = H_{con}(\mathcal{M}) = w_l \otimes ReLU(w_s \otimes \mathcal{M})
\]  

(8)

Where \(H_{con}(\cdot)\) includes two convolution layers. The \(w\) and \(w_s\) denote weights of two convolution layers, and the ReLU \([1]\) is used as activation function. The last convolution layer has no activation function. The \(X^*\) is the final reconstruction image.

### 3.2 The MFE module

The MFE is composed of multiple parallel convolutional channels. Each convolutional channel employs different dilated factors to obtain dilated convolutional kernels of different sizes which correspond to different receptive fields. To avoid the gridding effect caused by the continuous dilated convolution of the same dilated factor, we alternately set the dilated convolution and the normal convolution of the same receptive field in each convolutional channel. The MFE module can obtain different scale feature information after convolutional operation for each channel. The multi-scale feature information extracted by the MFE module contains structural information and image details, which provides sufficient information for subsequent multi-feature fusion. So textures, edges, and details of the image can be effectively reconstructed.

For this module, three situations about channel setting are as follow:

1. **Single channel:** This model is similar to the previous network reconstruction model and the size of the convolutional kernel is set to \(3 \times 3\), which only has a single channel.

2. **Two channels:** In the first channel, the dilated factor is 1 liking the single channel. In the second channel, we use dilated convolution with the dilated factor of 2. The receptive field enlarges from \(3 \times 3\) to \(5 \times 5\). In order to keep the receptive field consistent and avoid using continuous dilated convolution, we alternately set dilated convolution with the dilated factor of 2 and normal convolution with \(5 \times 5\).

3. **Three channels:** On the basis of the two channels, we added the convolutional channel with a dilated factor of 3. The size of convolutional kernel
changes from $3 \times 3$ to $7 \times 7$ which obtains a larger receptive field. Similarly, we alternately set dilated convolution with the dilated factor of 3 and normal convolution with $7 \times 7$.

We describe the three different MFE modules and the detailed structure parameters in Fig. 5.

### 3.3 The details of network structure

In the measurement part, the size of the convolutional kernel is set to $32 \times 32$. The stride is set to 32 for non-overlapping measurement. In the reconstruction part, the kernel size of the deconvolutional layer is $32 \times 32$ and the stride also is 32. Each channel of the MFE network has layers, each convolutional layer utilizes 32 convolutional kernels, and the activation function ReLU is used after each convolutional operation. In order to be consistent with the input dimension, we perform a padding operation. After executing MFE, different scale feature information of every channel output is fused to obtain multi-scale features. Fig. 5 shows the structural parameters of MFE in three different cases. In Fig. 5 (a), the MFE is a single channel, which is similar to most other reconstruction networks based on CNN. In Fig. 5 (b), the MFE has two channels, and according to channel dimensions, it merges all outputs to obtain 64 channel feature maps. In Fig. 5 (c), the MFE has three channels, which gets 96 channel feature maps. And the final reconstructed image will be obtained.
through the last two convolutional layers. The size of the convolutional kernel is set to $3 \times 3$.

### 3.4 Network training

Given a training set $\mathbf{X}$, our goal is to obtain a highly compressed measurement and accurately restore the original input image from measurement. From a practical point of view, it is not feasible to train the measurement network alone. This is because it is difficult to assess how good the quality of the measurement is without the reconstruction error as a reference, so the measurement network and reconstruction network are trained together, which means the CS measurement and reconstruction modules form an end-to-end network structure. The input and the label are images in training the network. Then our network is optimized with a loss function. The goal of training MsDCNN is to minimize the mean square error loss function:

$$
\min \frac{1}{2I} \sum_{i=1}^{I} \| (H_{\text{Con}}(H_{\text{Concat}}(H_{\text{De}}(H_{\text{Cl}}(X_i, \Theta)))))) - X_i \|_F^2
$$

(9)

Where $I$ represents the total number of training samples, $X_i$ represents the $i$-th input image, $\Theta$ are the parameters that need to be trained, $H_{\text{Cl}}(\cdot)$ denotes convolutional measurement operation, $H_{\text{De}}(\cdot)$ denotes deconvolution initial reconstruction operation, $H_{\text{Concat}}(\cdot)$ denotes 'Concat' operation, which concatenates multiple output feature information, $H_{\text{Con}}(\cdot)$ obtains the final output.

### 4 Experimental results and discussion

In this section, we will evaluate the performance of the proposed method for CS image reconstruction. Firstly, we describe the data set for training and the training details. Then, we verify the effectiveness of the multi-channel and dilated convolution in MFE. Finally, we will compare the proposed method with the state-of-the-art methods with real-world images. The source codes are released at https://github.com/CCNUZFW/MsDCNN.

#### 4.1 Datasets for training

The experiment uses 200 images as a training set and 200 images as a validation set from the BSDS500 database [2] for network training. We also use data augmentation (rotation or flip) to prepare the training data. Data augmentation (rotate or flip) is used to increase the data needed for network training, to improve the performance of the network model. We use the same test set of the ReconNet and DR2-Net methods as the benchmark.

#### 4.2 Training details

In this subsection, we use the method described in [58] to initialize the weights. We also use the Adam [6] optimization method to optimize all parameters of
Table 2 The average PSNR (dB) and SSIM with the different number of channels in MFE.

| Image set | MR | MsDCNN-1 PSNR/SSIM | MsDCNN-2 PSNR/SSIM | MsDCNN-3 PSNR/SSIM |
|-----------|----|---------------------|---------------------|---------------------|
|           | 0.01 | 23.74/0.6219         | 24.05/0.6391         | 24.15/0.6453         |
| Set5      | 0.04 | 27.89/0.7816         | 28.54/0.8127         | 28.58/0.8136         |
|           | 0.10 | 31.10/0.8709         | 31.64/0.8867         | 31.75/0.8892         |
|           | 0.01 | 22.47/0.5408         | 22.74/0.5568         | 22.79/0.5612         |
| Set14     | 0.04 | 25.57/0.6758         | 26.09/0.6982         | 26.07/0.6989         |
|           | 0.10 | 27.96/0.7860         | 28.36/0.7981         | 28.47/0.8006         |

the network. For Adam’s other hyper-parameters, the exponential decay rates of the first and second moment estimates are set to 0.9 and 0.999, respectively. The number of epochs is set to 100, the learning rate of the first 50 epochs is 0.001, that of the 51 to 80 epochs is 0.0001 and that of the remaining 20 epochs is 0.00001. Although increasing the number of epochs may improve the performance of the network model, it also increases the training time of the network. Finally, we take the 100th training epoch as the final testing. We implement our model also using MatConvNet [56] package on MATLAB2016b and train the model on a GPU NVIDIA Quadro M4000.

4.3 Effectiveness of multi-channel in the MFE module

To test the effectiveness of MFE modules under different channel numbers, three MFE modules are set up to test the performance separately. MsDCNN-1 is a single channel network that is similar to the previous simple reconstruction network. MsDCNN-2 indicates MFE has two channels which add dilated convolution with dilated factors of 1 and 2. MsDCNN-3 indicates MFE has three parallel convolutional channels with dilated factors of 1, 2, and 3.

To demonstrate that multi-channel is beneficial for improving image reconstruction quality, we evaluate the CS image reconstruction quality with two widely used image quality metrics: PSNR and SSIM, and compare performances at the measurement rates of 0.01, 0.04, and 0.10. Table 2 shows the average PSNR and SSIM of CS image reconstruction for different channels on 5 test images in set5 [20] and 14 test images in set14 [17]. It can be seen that PSNR and SSIM for MsDCNN-2 and MsDCNN-3 are higher than the single-channel MsDCNN-1 without dilated convolution. The average PSNR of MsDCNN-2 increases by 0.45dB, and the average PSNR of MsDCNN-3 increases by 0.51dB compared with MsDCNN-1. Because multi-channel networks can capture different scale features from the same feature map, the fused multi-scale feature contains richer image information than a single-channel networks. Accordingly, the original image can be reconstructed with high quality. Experimental results also indicate that multi-channel dilated convolution is beneficial to improve image reconstruction quality.

As the dilated factor increases, the receptive field expands correspondingly. However, when the number of parallel convolutional channels exceeds three, the
Table 3 The number of network parameters in MFE.

| Model         | MsDCNN-2\(^{(d)}\) | MsDCNN-2\(^{(c)}\) | MsDCNN-2 |
|---------------|---------------------|---------------------|----------|
| Parameters    | 56k                 | 105k                | 88k      |

improvement of reconstruction quality is little. In experiments, we design four parallel convolutional channels (The dilated factor of the fourth channel is 4, and the corresponding dilated convolutional kernel is \(9 \times 9\)). The average PSNR of the four channels is only 0.02\(dB\) higher than that of the three channels. Although a larger dilated factor (e.g., \(d = 4\)) still can improve the quality of image reconstruction, the improvement effect is not obvious. The reason for this problem is that it will lose more spatial information for an image, as the receptive field continues to expand. And as the number of channels increases, the parameters of the network also increase, which increases the computational complexity of the network. Therefore, we use \(d = 3\) as the largest dilated factor in MFE.

4.4 Effectiveness of dilated convolution in the MFE

We use dilated convolution with different dilated factors in MFE to increase the receptive field. In order to show that dilated convolution is beneficial, we set different convolutional kernels to experiment in MFE. MsDCNN-2\(^{(d)}\) indicates continuous dilated convolution is used in each convolutional layer in MFE. MsDCNN-2\(^{(c)}\) uses general convolutional in MFE. MsDCNN-2 alternately sets dilated convolution and general convolutional in each parallel convolutional channel as shown in Fig. 5(b).

Firstly we calculate the numbers of the parameters of the three methods. It can be seen from Table 3 that the numbers of the parameters of MsDCNN-2\(^{(d)}\) is much smaller than that of MsDCNN-2\(^{(c)}\), and the number of parameters in MsDCNN-2 is less than that of MsDCNN-2\(^{(c)}\) with general convolutional. We also compare the average time cost of the above three methods, as shown in Table 4. It can be seen, the time cost of MsDCNN-2\(^{(d)}\) is the least for reconstructing an image compared with MsDCNN-2\(^{(c)}\) and MsDCNN-2, and time cost of MsDCNN-2 is less than MsDCNN-2\(^{(c)}\). It indicates that dilated convolution can maintain the number of parameters unchanged and increase the receptive field, thus reducing the computational complexity caused by the extended receptive field.

Then, we evaluated the reconstruction quality of MsDCNN-2\(^{(d)}\), MsDCNN-2\(^{(c)}\) and MsDCNN-2 using the parameters PSNR and SSIM, as shown in Table 5. It can be seen that MsDCNN-2\(^{(d)}\) has the worst reconstruction performance. That’s because continuous dilated convolution with the same dilated factor leads to the loss of internal data structure and spatial information, and the reconstruction quality is limited.

Through the analysis of Table 4 and Table 5, we can see that the reconstruction quality of MsDCNN-2\(^{(c)}\) is slightly higher than MsDCNN-2, but the time
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Table 4: The average time cost (millisecond) comparisons with MsDCNN-2\(^{(d)}\), MsDCNN-2\(^{(c)}\) and MsDCNN-2.

| Image Set | MR | MsDCNN-2\(^{(d)}\) Time Cost | MsDCNN-2\(^{(c)}\) Time Cost | MsRFCNN-2 Time Cost |
|-----------|----|------------------------------|------------------------------|--------------------|
| Set5      | 0.01 | 40                           | 61                           | 44                |
|           | 0.04 | 44                           | 53                           | 46                |
|           | 0.10 | 46                           | 47                           | 47                |
| Set14     | 0.01 | 126                          | 149                          | 129               |
|           | 0.04 | 139                          | 150                          | 147               |
|           | 0.10 | 125                          | 150                          | 126               |

Table 5: The average PSNR (dB) and SSIM comparisons with MsDCNN-2\(^{(d)}\), MsDCNN-2\(^{(c)}\) and MsDCNN-2.

| Image Set | MR | MsDCNN-2\(^{(d)}\) PSNR/SSIM | MsDCNN-2\(^{(c)}\) PSNR/SSIM | MsRFCNN-2 PSNR/SSIM |
|-----------|----|-----------------------------|-----------------------------|--------------------|
| Set5      | 0.01 | 23.87/0.6305               | 24.11/0.6422                | 24.05/0.6391       |
|           | 0.04 | 28.15/0.7928               | 28.55/0.8314                | 28.54/0.8127       |
|           | 0.10 | 31.69/0.8857               | 31.85/0.8912                | 31.64/0.8867       |
| Set14     | 0.01 | 22.57/0.5486               | 22.78/0.5590                | 22.74/0.5568       |
|           | 0.04 | 25.78/0.6844               | 26.11/0.6995                | 26.09/0.6982       |
|           | 0.10 | 28.45/0.7978               | 28.53/0.8026                | 28.36/0.7981       |

cost of MsDCNN-2 is less than MsDCNN-2\(^{(c)}\). So we alternately set dilated convolution and general convolution in each parallel convolutional channel, and it not only effectively improves the quality of image reconstruction but also costs almost no more reconstruction time. The MsDCNN-2 used in this paper has compromised reconstruction performance.

4.5 Effectiveness of the full convolution measurement

In order to verify the influence of the measurement methods on the reconstruction quality, we compared the reconstruction algorithms under the three measurement methods of partial-DCT measurement, random Gaussian measurement, and full convolution measurement. For the first two measurement methods, since the size of the input image is different, the input image is divided into multiple 33 × 33 small blocks before measurement and then expanded into column vectors by row. After the measurement, a fully connected layer is up-sampled and deformed into a 33 × 33 image as the initial reconstructed image, which is in the same way as ReconNet. The following deep reconstruction network structure is the same as MsDCNN. As shown in Table 6, DCT-MsDCNN-1 and DCT-MsDCNN-3 refer to single-channel and three-channel reconstruction algorithms under partial-DCT measurement, G-MsDCNN-1 and G-MsDCNN-3 refer to single-channel
Table 6 The average PSNR (dB) for the different measuring methods on the testing dataset of Gray11.

| Methods         | MR=0.10 | MR=0.04 | MR=0.01 |
|-----------------|---------|---------|---------|
| ReconNet        | 22.68   | 19.99   | 17.27   |
| DCT-MsDCNN-1    | 16.09   | 15.55   | 15.12   |
| DCT-MsDCNN-3    | 16.62   | 15.98   | 15.21   |
| G-MsDCNN-1      | 22.58   | 19.81   | 17.16   |
| G-MsDCNN-3      | 23.87   | 20.29   | 17.43   |
| MsDCNN-3        | **26.43** | **23.96** | **20.22** |

and three-channel reconstruction algorithms under random Gaussian measurement, and MsDCNN-3 refers to the proposed reconstruction algorithm under the full convolution measurement. Since ReconNet is very similar in structure to DCT-MsDCNN-1 and G-MsDCNN-1, and the number of network layers is the same, it is listed as the baseline under random Gaussian measurement.

In this experiment, the Gray11 dataset is applied as the testing dataset. As shown in Table 6, the reconstruction quality under the random Gaussian measurement is significantly better than the reconstruction quality under the partial-DCT measurement, so the random Gaussian measurement is used by most benchmark algorithms. While compared with the Gaussian random measurement, the full convolution measurement can significantly improve the reconstruction quality, and the PSNR is improved by 3.01 dB on average at the three sampling rates. There are three main reasons to explain the results of this experiment: Firstly, the measurement network has learned the data characteristics and adjusted the network parameters to adapt to the input image, while the random Gaussian measurement is independent of the input signal. Secondly, when the Gaussian random measurement is independent of the reconstruction network, the end-to-end network framework and training method closely integrate the links between measurement and reconstruction, and the measurement network adaptively promotes the reconstruction. Thirdly, the full convolution measurement does not divide the input image into blocks, which avoids the blocking effect.

The difference between G-MsDCNN-1 and ReconNet is less than 0.1 dB, because they use the same measurement method and a similar reconstruction network structure. G-MsDCNN-3 is 0.68 dB higher than G-MsDCNN-1 on average, especially 1.29 dB higher at a measurement rate of 0.1, indicating that multi-channel can indeed improve the reconstruction quality. Therefore, this paper adopts the end-to-end framework of full convolution measurement and multi-channel reconstruction to improve the quality of reconstruction.

4.6 Comparisons with the state-of-the-art methods

We compare our method MsDCNN-2 and MsDCNN-3 with traditional algorithms TVAL3[19] and DL algorithms including ReconNet, DR2-Net, and
Table 7 The PSNR (dB) at different measurement rates for different methods.

| Image Name | Methods     | MR=0.10 | MR=0.04 | MR=0.01 |
|------------|-------------|----------|----------|----------|
| Brbara     | TVAL3       | 21.88    | 18.98    | 11.94    |
|            | ReconNet    | 21.89    | 20.38    | 18.61    |
|            | DR2-Net     | 22.69    | 20.70    | 18.65    |
|            | MSRNet      | 23.04    | 21.01    | 18.60    |
|            | MsDCNN-2    | 24.26    |          |          |
|            | MsDCNN-3    |          |          |          |
| Boats      | TVAL3       | 23.86    | 19.20    | 11.86    |
|            | ReconNet    | 24.15    | 21.36    | 18.61    |
|            | DR2-Net     | 25.58    | 21.11    | 18.67    |
|            | MSRNet      | 26.32    | 22.58    | 18.65    |
|            | MsDCNN-2    | 28.83    | 25.98    | 21.88    |
|            | MsDCNN-3    | 28.96    | 26.05    | 21.88    |
| Flinstones | TVAL3       | 18.88    | 14.88    | 9.75     |
|            | ReconNet    | 18.92    | 16.30    | 13.96    |
|            | DR2-Net     | 21.09    | 16.93    | 14.01    |
|            | MSRNet      | 21.72    | 17.28    | 13.83    |
|            | MsDCNN-2    | 22.91    | 20.07    | 16.57    |
|            | MsDCNN-3    | 22.98    |          |          |
| Lena       | TVAL3       | 24.16    | 19.46    | 11.87    |
|            | ReconNet    | 23.83    | 21.28    | 17.87    |
|            | DR2-Net     | 25.39    | 22.13    | 17.97    |
|            | MSRNet      | 26.28    | 22.76    | 18.06    |
|            | MsDCNN-2    | 28.46    | 25.92    | 22.31    |
|            | MsDCNN-3    | 28.53    |          |          |
| Monarch    | TVAL3       | 21.16    | 16.73    | 11.09    |
|            | ReconNet    | 21.10    | 18.19    | 15.39    |
|            | DR2-Net     | 23.10    | 18.93    | 15.33    |
|            | MSRNet      | 23.98    | 19.26    | 15.41    |
|            | MsDCNN-2    | 27.22    | 23.89    | 17.81    |
|            | MsDCNN-3    | 27.46    |          |          |
| Peppers    | TVAL3       | 22.64    | 18.21    | 11.35    |
|            | ReconNet    | 22.15    | 19.56    | 16.82    |
|            | DR2-Net     | 23.73    | 20.32    | 16.90    |
|            | MSRNet      | 24.91    | 20.90    | 17.10    |
|            | MsDCNN-2    | 26.24    | 24.34    | 20.56    |
|            | MsDCNN-3    | 26.59    | 24.31    | 20.63    |
| Mean PSNR  | TVAL3       | 22.84    | 18.39    | 11.31    |
|            | ReconNet    | 22.68    | 19.99    | 17.27    |
|            | DR2-Net     | 24.32    | 20.80    | 17.44    |
|            | MSRNet      | 25.16    | 21.41    | 17.54    |
|            | MsDCNN-2    | 26.32    | 23.96    | 20.15    |
|            | MsDCNN-3    | 26.43    | 23.96    | 20.22    |

MSRNet. The number of reconstruction network layers of DL-based algorithms are 6, 12, and 7 respectively, and our reconstruction network has 7 layers.
Firstly, we use PSNR as the evaluation parameter to quantitatively compare these methods. Table 7 shows the PSNR of different algorithms at different measurement rates. The results of TVAL3[19] and MSRNet are provided by literature [23]. As shown in this experiment, the DL based CS algorithms are better than traditional algorithms, and our method has the best performance at all measurement rates. Although our network has more layers than ReconNet, the PSNR of our method is higher than that of ReconNet by about 3.5 \(dB\). Moreover, the number of our reconstruction network layers is equal to MSRNet and much less than DR2-Net, but PSNR is obviously improved than MSRNet and DR2-Net. At a low measurement rate of 0.01, the advantage of our method is particularly prominent. At the same time, we also compare MsDCNN-2 and MsDCNN-3 and found that most of the time, the quality of three-channel reconstruction is slightly higher than that of two-channel reconstruction. Experimental results further show that multi-channel parallel expansion convolutional is beneficial to improving image reconstruction quality.

![Fig. 6 When \(MR = 0.01\), the reconstruction images are captured for visual comparison.](image)

| Original Images | TVAL3 | ReconNet | DR2-Net | MsDCNN-3 |
|-----------------|-------|----------|---------|----------|
| Barbara         | ![Barbara](image) | ![Barbara](image) | ![Barbara](image) | ![Barbara](image) |
| Boat            | ![Boat](image)   | ![Boat](image)   | ![Boat](image)   | ![Boat](image)   |
| Flinstones      | ![Flinstones](image) | ![Flinstones](image) | ![Flinstones](image) | ![Flinstones](image) |
| Lena            | ![Lena](image)   | ![Lena](image)   | ![Lena](image)   | ![Lena](image)   |
| Monarch         | ![Monarch](image) | ![Monarch](image) | ![Monarch](image) | ![Monarch](image) |
| Peppers         | ![Peppers](image) | ![Peppers](image) | ![Peppers](image) | ![Peppers](image) |

*Measurement Rate = 0.01*
Then, we compare the time complexity of these deep learning methods. It can be seen from Table 8 that when reconstructing a single image, the average time cost of our method is higher than that of the state-of-art methods. This is because these methods divide the image into small blocks before inputting the network. The dimension of the image block is much smaller than that of the complete image. Therefore, it is easier to reconstruct the image blocks separately than the complete image. At the same time, we can also see that the time cost of reconstructing an image is still slightly increasing as the number of channels increases. The reason for this problem is that it will bring other additional parameters as we add more parallel convolutional channels. Although our time cost is slightly higher than that of other methods, the reconstruction quality of the image is greatly improved.

Finally, we compare our method MsDCNN-3 with TVAL3, ReconNet, and DR2-Net in terms of visual effect, as shown in Fig. 6, Fig. 7, and Fig. 8, in which the CS measurement rates are 0.01, 0.04, and 0.10, respectively. It can be seen from the reconstruction images that our method achieves the best
When $MR = 0.1$, the reconstruction images are captured for visual comparison.

**Table 8** The average time cost (millisecond) for reconstruction a single $256 \times 256$ image in GPU.

| Methods     | MR=0.01 Time Cost | MR=0.04 Time Cost | MR=0.10 Time Cost |
|-------------|--------------------|--------------------|--------------------|
| ReconNet    | 10.7               | 10.0               | 10.1               |
| DR2-Net     | 31.7               | 11.7               | 31.4               |
| MSRNet      | 12.1               | 12.4               | 11.7               |
| MsDCNN-1    | 30.0               | 28.3               | 28.1               |
| MsDCNN-2    | 34.0               | 36.4               | 35.3               |
| MsDCNN-3    | 41.2               | 43.1               | 42.2               |

performance in visual effects. Even at a very low measurement rate of 0.01, MsDCNN-3 can effectively eliminate the block effect and retain sharper edges and finer detail.
In Fig. 8, although the measurement rate is 0.10, there is still a block effect in the region and edges of the person using ReconNet and DR2-Net. The reconstructed image by our method is not distorted in vision compared with the original image. As the measurement rate decreases, we can see that the images reconstructed by ReconNet and DR2-Net become blurry from Fig. 7. Images have serious block effects in high-frequency areas, and the edges seriously affect the visual effect. When the measurement rate is 0.01 in Fig. 6, images reconstructed by ReconNet and DR2-Net have severe block effects, and it is even difficult to judge the semantic information. However, the semantic meaning of the image can be clearly inferred from the image reconstructed by our method.

5 Conclusion

In this paper, we propose a multi-scale dilated convolutional neural network for image CS measurement and reconstruction, where fully convolutional is used as CS image measurement and the MFE module serves as multi-scale feature extraction to perform the deep reconstruction. In the measurement part, we use the fully convolutional measurement method instead of the previously block-by-block measurement, in which the measurement matrix can be automatically learned in a trained measurement network. Fully convolutional trained measurement effectively eliminates the block effect caused by the block-by-block measurement and preserves more structure information for subsequent image reconstruction. Specifically, in the reconstruction part, we propose the MFE architecture to imitate the human visual system to capture multi-scale feature information. In the MFE, there are multiple parallel convolutional channels and the dilated convolution are applied to obtain multi-scale receptive fields. In addition, the MFE can capture multi-scale feature information in images to improve the performance of image reconstruction. Experimental results show that the proposed end-to-end CS network achieves significant performance compared with the existing state-of-the-art methods. For future work, we will apply the residual network to obtain the multi-scale feature information of the image, adopt the weighted fusion method to fuse the feature information of different scales to further improve the quality of image reconstruction, and move our experiment implementations to the latest deep learning frameworks. Furthermore, the mathematical proofs of the reconstruction conditions of deep learning-based CS methods are a problem worthy of further study.
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