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ABSTRACT

Actuaries use predictive modeling techniques to assess the loss cost on a contract as a function of observable risk characteristics. State-of-the-art statistical and machine learning methods are not well equipped to handle hierarchically structured risk factors with a large number of levels. In this paper, we demonstrate the data-driven construction of an insurance pricing model when hierarchically structured risk factors, contract-specific as well as externally collected risk factors are available. We examine the pricing of a workers’ compensation insurance product with a hierarchical credibility model [Jewell, W. S. (1975). The use of collateral data in credibility theory: A hierarchical model. Laxenburg: IIASA], Ohlsson’s combination of a generalized linear and a hierarchical credibility model [Ohlsson, E. (2008). Combining generalized linear models and credibility models in practice. Scandinavian Actuarial Journal 2008(4), 301–314] and mixed models. We compare the predictive performance of these models and evaluate the effect of the distributional assumption on the target variable by comparing linear mixed models with Tweedie generalized linear mixed models. For our case-study the Tweedie distribution is well suited to model and predict the loss cost on a contract. Moreover, incorporating contract-specific risk factors in the model improves the predictive performance and the risk differentiation in our workers’ compensation insurance portfolio.
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1. Introduction

When pricing insurance contracts via risk classification, property and casualty (P&C or general, non-life) insurers use observable characteristics to group policyholders with a similar risk profile in tariff classes. To construct these tariff classes, we either use supervised or unsupervised learning techniques or a combination of both. For example, Henckaerts et al. (2021) developed a tariff structure using tree-based machine learning methods, Gao & Wüthrich (2018) employed clustering techniques to group policyholders with similar driving behavior and Zhu & Wüthrich (2021) combined image classification with clustering techniques to differentiate between driving styles.

Actuaries then estimate the loss cost for each constructed tariff class as a function of the observed risk characteristics using supervised learning methods. Within P&C insurance, continuous and geographical risk factors are typically binned into categorical variables with a limited number of levels. This transformation is either based on expert opinion (Frees & Valdez 2008, Antonio et al. 2010) or
obtained in a data-driven way (Henckaerts et al. 2018). The categorical format enables the construction of an interpretable tariff list that is easily explainable to all stakeholders. However, certain types of risk factors pose a challenge when we want to incorporate them in a pricing model. This particularly holds true for hierarchically structured risk factors with a large number of levels, which are also known as high-cardinality risk factors within the machine learning literature (Micci-Barreca 2001) or as multi-level risk factors (MLF) within the actuarial literature (Ohlsson & Johansson 2010). In this paper, we illustrate the construction of a data-driven insurance pricing model when both hierarchically structured risk factors and contract-specific risk factors are available.

Currently, generalized linear models (GLMs) (McCullagh & Nelder 1999) are regarded as state-of-the-art for insurance pricing (Haberman & Renshaw 1996, de Jong & Heller 2008, Frees 2015). One of the main advantages of GLMs is that the assumed distribution of the response variable belongs to the exponential family, thereby facilitating the modeling of non-normally distributed response variables such as the claim frequency or severity. The frequency-severity decomposition is a popular modeling strategy among P&C insurers (Denuit et al. 2007, Frees et al. 2014, Parodi 2014, Ohlsson & Johansson 2010, Henckaerts et al. 2018, 2021), where separate predictive models are built for the claim frequency and severity. In this approach we include contracts that reported zero claims during the policy period in the frequency model, but omit these when modeling the claim severity. Alternatively, we can use a Tweedie GLM which enables modeling the zero and continuous positive claim costs simultaneously (Jørgensen & Souza 1994, Smyth & Jorgensen 2002, Ohlsson & Johansson 2010). Recently, the traditional GLM is being challenged by machine learning methods. In contrast to GLMs, such methods are able to learn complex nonlinear transformations and interactions between risk factors without having to specify them explicitly (Blier-Wong et al. 2021). Henckaerts et al. (2021) and Yang et al. (2018), for example, showed how tree-based machine learning methods can be used to develop pricing models that outperform the classical GLM. Notwithstanding, machine learning methods have their own drawbacks. They might be more prone to overfitting (Ying 2019, Fang 2019, Colbrook et al. 2022), less transparent (Henckaerts et al. 2022, Dastile et al. 2020) and cannot reliably estimate the prediction uncertainty (Lakshminarayanan et al. 2016, Ovadia et al. 2019, Tohme et al. 2022, Kläs & Vollmer 2018).

Both GLMs and machine learning methods experience difficulties when confronted with MLFs. Within car insurance, a typical example would be the car model. Due to the large number of levels we often have insufficient data to get reliable parameter estimates when using a GLM with car model as a factor variable. Further, machine learning methods become computationally intractable when dummy encoding is applied to the MLFs. Our paper focuses on MLFs that exhibit a hierarchical structure and a typical example hereof, within workers’ compensation insurance, is the NACE code. NACE stands for the statistical classification of economic activities in the European community (European Commission and Eurostat 2017) and is used as a hierarchical classification system to group similar companies based on their economic activities. The NACE code consists of 4 hierarchical levels. When only using the first two levels, an example of a NACE code would be A03. The letter is used to identify the first level and A stands for Agriculture, Forestry and Fishing. The numbers following the letter identify the second level, nested within the first level. Here, 03 refers to Fishing and aquaculture. One way to handle (hierarchical) MLFs is via preprocessing with encoding methods that transform the categorical variable into a continuous one, see e.g. the strategy proposed in Micci-Barreca (2001).

Alternatively, we can introduce hierarchically structured random effects into our predictive model to handle the hierarchical MLF. Random effects make optimal use of both the within-cluster and between-cluster claims experience. Applied to our example, at the second level in the hierarchy, the within-cluster claims experience for A03 refers to the experience obtained from all companies in 03 within A. At the first level in the hierarchy, it entails the experience from all companies within cluster A. Between-cluster experience refers to the differences observed when comparing the claims experience across different clusters at the first (i.e. clusters A, B, . . .) and second (i.e. clusters within A) level in the hierarchy. Random effects allow to account for within-cluster dependency and between-cluster heterogeneity present in hierarchically structured data and enable the prediction of the loss
cost as a function of both the contract-specific risk factors and the hierarchical MLF. Further, to estimate the effect of the hierarchical MLF, we only have to estimate the variance of the (hierarchical) level-specific effects. Consequently, in comparison to dummy encoding, the random effects approach drastically reduces the number of parameters. A drawback of the random effects approach is that their estimation and the interpretation of the model output is more cumbersome than with a traditional GLM (Bolker et al. 2009, Zuur et al. 2009, Harrison et al. 2018).

The hierarchical credibility model of Jewell (1975) is one of the best-known actuarial random effects models. In this model, only assumptions on the mean and variance of the random variables (i.e. the response variable and the random effects) are made, making it a distribution-free approach. The hierarchical credibility model (or Jewell model, we use these terms interchangeably), however, does not allow the inclusion of contract-specific risk factors. Ohlsson (2008) therefore combined a GLM with the hierarchical credibility model which allows for a distributional assumption on the response. Another approach that makes use of random effects is the mixed models framework. Mixed models extend GLMs to accommodate correlated or clustered responses. In this framework, we impose distributional assumptions on the response, conditional on the random effects, and on the random effects. Within the actuarial literature, there are numerous papers that illustrate and advocate their use in ratemaking. Moreover, Frees et al. (1999) showed how several credibility models, including the hierarchical credibility model, can be expressed as special cases of the linear mixed model (LMM). Antonio & Beirlant (2007) gave a detailed overview of the theory and actuarial applications of generalized linear mixed models (GLMMs) as well as several advantages of using GLMMs. Another illustration is given in Antonio et al. (2010), where a hierarchically structured intercompany claim data set on fleet contracts was analyzed using GLMMs and Bayesian estimation techniques.

Our paper contributes to the actuarial literature in three ways. First, we provide a detailed discussion (with strengths and weaknesses) of pricing a workers’ compensation insurance product with the hierarchical credibility model (Jewell 1975), Ohlsson’s combination of a generalized linear and a hierarchical credibility model (Ohlsson 2008) and via the framework of (generalized and linear) mixed models. Second, we develop and demonstrate a comprehensive, data-driven workflow for the use of continuous and spatial covariates in such pricing models. Third, we compare the predictive performance of these models and evaluate the effect of the distributional assumption on the target variable. Here we compare linear mixed models and Tweedie generalized linear mixed models.

This paper is structured as follows. In Section 2, we illustrate the general structure of a workers’ compensation insurance portfolio and use this as a basis to introduce the theoretical framework. In Section 3, we present a case study on a workers’ compensation insurance product including an exploratory analysis, the pre-processing of the database, the development of predictive models and the evaluation of their predictive performance. We construct models under different distributional assumptions for the outcome variable, using different sets of company-specific risk factors (i.e. no risk factors, internal risk factors only, internal and externally collected risk factors). We assess the effect of the distributional assumption and the added value of internally and externally collected risk factors by comparing the predictive performance of different model specifications. We conclude with a discussion in Section 4.

2. Predictive modeling with hierarchically structured data in the presence of observable risk factors

2.1. Portfolio of hierarchically structured risks

Within insurance pricing, we are interested in determining the loss cost Y defined as the ratio between the claim cost Z and a corresponding exposure measure w of a contract, such as the duration of a policy (Ohlsson & Johansson 2010). Some insurance portfolios are characterized by an inherent hierarchical structure and of these, a portfolio of workers’ compensation insurance contracts is a prime example. This insurance product provides a financial compensation for lost wages and medical
expenses to employees who suffer from a job-related injury (European Insurance and Occupational Pensions Authority 2020, Stassen et al. 2017). Most often this product is subscribed by the employer, which is typically the company where the employee works. In a workers’ compensation insurance product, we commonly define the loss cost $Y$ as the ratio of the total claim amount $Z$ to the salary mass $w$ (Frees 2010, Denuit et al. 2019). To illustrate the typical hierarchical structure of a workers’ compensation insurance portfolio, a hypothetical example is given in Figure 1. We first group the companies into different clusters based on their primary business activity and we refer to this as the industry level. Next, we group the companies via branches within industries. Within each of these branches, we have several companies for which we have yearly data available. Due to the nested structure, there will be heterogeneity between clusters and dependency among observations belonging

![Figure 1. Hierarchical structure of a hypothetical example.](image-url)
to the same cluster. It is of utmost importance that this is accurately reflected in our predictive models.

In addition to the hierarchical MLF, insurance companies use historical data on policies and claims which is their main source of information (Ohlsson & Johansson 2010) and we refer to this as internal data. Depending on the insurer, information at various hierarchical levels may be available. For example, at the company-level, the insurer may have information on the company size or number of employees. This internally collected data can be supplemented with data from an external source to obtain complementary information on the contracts (e.g., financial statements). This information may help in explaining an additional part of the observed heterogeneity.

Our analysis puts focus on the loss cost $Y_{ijkt}$

$$Y_{ijkt} = \frac{Z_{ijkt}}{w_{ijkt}}$$

where we account for inflation by using the year-specific salary mass $w_{ijkt}$. Here, $i$ serves as an index for the risk profile based on the internally and externally collected company-specific risk factors, $j$ denotes the industry, $k$ the branch and $t$ the annual or repeated observations. Using these indices, the company-specific covariate vector is denoted as $x_{ijkt}$.

### 2.2. Random effects model specification

We specify the following functional form for a random effects model that satisfies our requirements

$$g(E[Y_{ijkt} | U_j, U_{jk}]) = \mu + x_{ijkt}^\top \beta + U_j + U_{jk} = \zeta_{ijkt}$$

where $g(\cdot)$ denotes the link function (for example the identity or log link), $\mu$ the intercept, $x_{ijkt}$ the company-specific covariate vector and $\beta$ the corresponding parameter vector. With the model parameters $\mu$ and $\beta$ we capture the company-specific effects. To assess the effect of the hierarchical MLF, we introduce the random effects $U_j$ and $U_{jk}$ which capture the unobservable effects of the industry and the branch in which the company operates. $U_j$ denotes the industry-specific deviation from $\mu + x_{ijkt}^\top \beta + U_j$ and $U_{jk}$ denotes the branch-specific deviation from $\mu + x_{ijkt}^\top \beta + U_j$. We assume that the random industry effects $U_j$ are independent and identically distributed (i.i.d.) with $E[U_j] = 0$ and $\text{Var}[U_j] = \sigma^2_I$. Similarly, the random branch effects $U_{jk}$ are assumed to be i.i.d. with $E[U_{jk}] = 0$ and $\text{Var}[U_{jk}] = \sigma^2_B$. We do not specify any company-specific random effects since we want to construct an a priori pricing model.

We refer to the right hand-side of Equation (2) as the systematic model component, which specifies how the company-specific covariates and hierarchical MLF are combined with $\mu$, $\beta$, $U_j$ and $U_{jk}$ to give the linear predictor $\zeta_{ijkt}$. Next to this systematic component, we introduce a distributional assumption for the conditional response $Y_{ijkt} | U_j, U_{jk}$. We assume that the distribution belongs to the exponential family with probability density function (pdf)

$$f(Y_{ijkt} | \mu, \beta, U_j, U_{jk}, \phi, w_{ijkt}) = \exp \left\{ \frac{Y_{ijkt} \theta_{ijkt} - \psi(\theta_{ijkt})}{\phi} w_{ijkt} + c(y_{ijkt}, \phi, w_{ijkt}) \right\}$$

where $\psi(\cdot)$ and $c(\cdot)$ are known functions, $\phi$ denotes the dispersion parameter and $\theta_{ijkt}$ is the natural parameter. Further, the following conditional relations hold

$$g^{-1}(\zeta_{ijkt}) = E[Y_{ijkt} | U_j, U_{jk}] = \psi'(\theta_{ijkt}),$$

$$\text{Var}[Y_{ijkt} | U_j, U_{jk}] = \frac{\phi}{w_{ijkt}} \psi''(\theta_{ijkt}) = \frac{\phi}{w_{ijkt}} V(g^{-1}(\zeta_{ijkt})),$$

where $V(\cdot)$ denotes the variance function.
Table 1. The power parameter $p$ and its associated distribution.

| Value of $p$ | Distribution                     |
|--------------|----------------------------------|
| $p = 0$      | Normal                           |
| $p = 1$      | Poisson                          |
| $p \in (1,2)$| Compound Poisson – Gamma         |
| $p = 2$      | Gamma                            |
| $p = 3$      | Inverse Gaussian                 |

Given the continuous nature of the registered losses, we can choose to model the loss cost by assuming a Gaussian distribution with an identity link function. However, a disadvantage of the Gaussian assumption is the handling of contracts with a zero loss cost (i.e. no claim occurred). Moreover, when fitting a Gaussian distribution on a sample containing zero-valued observations, the resulting fit will implicitly assume the existence of negative values due to the symmetric nature of this distribution. Consequently, this may inadvertently lead to predictions with a negative value which is undesirable in a pricing model. To address this shortcoming of the Gaussian distribution, we can opt for either the frequency-severity or Tweedie approach to appropriately model the zero and non-zero valued observations. The advantage of the Tweedie approach, compared to the frequency-severity strategy, is that we are able to model the claim frequency and severity simultaneously. This allows us to estimate the loss cost directly.

One of the most defining characteristics of the Tweedie distribution (see Delong et al. 2021, for example) is the relationship between the variance function and the mean

$$\text{Var}[Y_{ijkt} | U_j, U_{jk}] = \frac{\phi \cdot (g^{-1}(\xi_{ijkt}))^p}{w_{ijkt}}$$

with $p \in (-\infty, 0] \cup [1, \infty)$. The Tweedie family of distributions encompasses a large range of distributions, which are characterized by the value of $p$ (see Table 1).

2.3. Parameter estimation

2.3.1. Hierarchical credibility model

The basic hierarchical credibility model of Jewell (1975) corresponds to a random effects model where no company-specific covariates (i.e. $x_{ijkt}^T \beta = 0$ in (2)) are included and where $g(\cdot)$ is the identity link function

$$E[Y_{ijkt} | U_j, U_{jk}] = \mu + U_j + U_{jk}.$$  (6)

We refer to (6) as the additive Jewell model. We focus on the estimation of the industry expectation $V_j = \mu + U_j$ and the branch expectation $V_{jk} = \mu + U_j + U_{jk}$ (Dannenburg et al. 1996). These represent the conditional mean of all observations in industry $j$ and of all observations in branch $k$ within industry $j$, respectively, since $E[Y_{ijkt} | U_j] = V_j$ and $E[Y_{ijkt} | U_j, U_{jk}] = V_{jk}$. Following Ohlsson (2005, 2008), we rewrite the hierarchical credibility model of Jewell (1975) as

$$E[Y_{ijkt} | V_j, V_{jk}] = V_{jk} \quad \text{and} \quad E[Y_{ijkt} | V_j] = V_j.$$  (7)

We make the following assumptions

Assumption 2.1:  
(a) The industries are independent, i.e. $(Y_{ijkt}, V_j, V_{jk})$ and $(Y_{i'j'k't'}, V_{j'}, V_{j'k'})$ are independent for $j \neq j'$.
(b) For every $j$, conditional on the industry effect $V_j$, the branches are independent, i.e. $(Y_{ijkt}, V_{jk})$ and $(Y_{i'j'k't'}, V_{j'k'})$ are conditionally independent for $k \neq k'$.
(c) All the pairs $(V_j, V_{jk}), j = 1, \ldots, J; k = 1, \ldots, K_j$ are identically distributed, with $E[V_j] = \mu > 0$, $E[V_{jk} | V_j] = V_j$, $\text{Var}[V_j] = \sigma_I^2$ and $E[\text{Var}[V_{jk} | V_j]] = \sigma_B^2$. 


(d) For any \( (j, k) \), conditional on \( (V_j, V_{jk}) \), the \( Y_{ijkt} \) are independent, with mean \( V_{jk} \) and with variance satisfying \( E[\text{Var}[Y_{ijkt} \mid V_j, V_{jk}]] = \sigma^2 / w_{ijkt} \).

We use \( \mu = E[Y_{ijkt}] = E[V_j] = E[V_{jk}] \) to denote the overall expectation. Using Assumption 2.1(c) and (d), it follows that

\[
\text{Var}[Y_{ijkt}] = \frac{\sigma^2}{w_{ijkt}} + \sigma_I^2 + \sigma_B^2.
\]  

The credibility estimator of \( V_j \) (Dannenburg et al. 1996, Ohlsson 2005, 2008), under Assumption 2.1, is defined as

\[
\tilde{V}_j = q_j \tilde{Y}_{..jk} + (1 - q_j) \mu,
\]  

where

\[
\tilde{Y}_{jk} = \frac{\sum_{i,t} w_{ijkt} Y_{ijkt}}{\sum_{i,t} w_{ijkt}}, \quad z_{jk} = \frac{w_{jk}}{w_{jk} + \sigma^2 / \sigma_B^2},
\]

\[
\tilde{Y}_{..jk} = \frac{\sum_k z_{jk} \tilde{Y}_{jk}}{\sum_k z_{jk}}, \quad \text{and} \quad q_j = \frac{z_{jk}}{z_j + \sigma_B^2 / \sigma_I^2},
\]

and we define \( w_{jk} = \sum_{i,t} w_{ijkt} \). The credibility estimator of \( V_{jk} \) is specified as

\[
\tilde{V}_{jk} = z_{jk} \tilde{Y}_{..jk} + (1 - z_{jk}) \tilde{V}_j.
\]  

Here, \( q_j \) and \( z_{jk} \) are the credibility factors at the industry- and branch-level, respectively. \( \tilde{Y}_{jk} \) represents the weighted average for the \( k^{th} \) branch within industry \( j \) and serves as an estimator of the average loss cost at the branch level. The estimator of the average loss cost at the industry level is denoted by \( \tilde{Y}_{..jk} \) and we use the superscript \( z \) to indicate that we weigh the averages \( \tilde{Y}_{jk} \) with the credibility factors \( z_{jk} \) instead of the original weights \( w_{jk} \). The latter estimators, however, are not optimal for clusters that have a low number of observations. We therefore use the credibility estimators \( \tilde{V}_j \) and \( \tilde{V}_{jk} \), which are a weighted sum of a more stable average and a less stable, more cluster-specific average. To use these credibility estimators, we first require estimators of the variance parameters \( \sigma^2, \sigma_I^2 \) and \( \sigma_B^2 \) as well as an estimator of \( \mu \) (see Appendix 1). We refer the reader to Dannenburg et al. (1996), Ohlsson (2005) and Ohlsson & Johansson (2010) for detailed information on these estimators. Next, we predict the damage rate using \( \tilde{Y}_{ijkt} = \tilde{V}_{jk} \).

The hierarchical credibility model is relatively easy to implement and computationally light, which is one of its advantages. Furthermore, we only require estimates of the mean and variance parameters to obtain the random effect estimates. Statistical inference on the estimated parameters, however, is not possible with this distribution-free approach.

### 2.3.2. Combining the hierarchical credibility model with a GLM

Ohlsson (2008) reformulates the hierarchical credibility model in (7) as a multiplicative random effects model by defining \( V_j = \tilde{\mu} \tilde{U}_j \) and \( V_{jk} = \tilde{\mu} \tilde{U}_j \tilde{U}_{jk} = V_j \tilde{U}_{jk} \). Consequently,

\[
E[Y_{ijkt} \mid \tilde{U}_j, \tilde{U}_{jk}] = \tilde{\mu} \tilde{U}_j \tilde{U}_{jk}
\]  

and we refer to (12) as the multiplicative Jewell model. To obtain this multiplicative structure in (2) we define \( g(\cdot) = \log(\cdot) \). In this case, \( \tilde{\mu} = e^{\mu}, \tilde{U}_j = e^{U_j} \) and \( \tilde{U}_{jk} = e^{U_{jk}} \). To allow for company-specific
covariates, Ohlsson extends (12) to

\[ E[Y_{ijkt} | \tilde{U}_j, \tilde{U}_{jk}] = \mu \gamma_{ijkt} \tilde{U}_j \tilde{U}_{jk} = \gamma_{ijkt} V_{jk} \]  

(13)

where \( \gamma_{ijkt} \) denotes the effect of the company-specific covariates. We add a distributional assumption and assume that \( Y_{ijkt} | \tilde{U}_j, \tilde{U}_{jk} \sim T(\gamma_{ijkt} V_{jk}, \phi w_{ijkt}(\gamma_{ijkt} V_{jk})) \), where \( T \) denotes any member of the Tweedie family (see Table 1). To estimate the parameters in this model, Ohlsson (2008) devised the iterative GLMC (GLMs with credibility) algorithm which is given in Algorithm 1.

---

**Algorithm 1: Iterative GLM algorithm (Ohlsson 2008)**

**Model:** \( E[Y_{ijkt} | \tilde{U}_j, \tilde{U}_{jk}] = \mu \gamma_{ijkt} \tilde{U}_j \tilde{U}_{jk} \)

**Initialization:** Set \( \hat{\tilde{U}}_j = \hat{\tilde{U}}_{jk} = 1 \)

repeat

1. Estimate \( \hat{\mu}, \hat{\gamma}_{ijkt} \) and \( \hat{p} \) using a GLM with log link, include the \( \log(\tilde{U}_j) \) and \( \log(\tilde{U}_{jk}) \) as offset variables and the \( w_{ijkt} \)’s as weights. This yields \( \hat{\mu}, \hat{\gamma}_{ijkt} \) and \( \hat{p} \);

2. Use \( \hat{\mu} \) and \( \hat{\gamma}_{ijkt} \) to estimate \( \hat{\sigma}^2, \hat{\sigma}^2_B \) and \( \hat{\sigma}^2_I \) with the hierarchical credibility model (Dannenburg et al. 1996, Ohlsson 2005, 2008);

3. Compute \( \hat{V}_j \) and \( \hat{V}_{jk} \) using the estimates from steps 1 and 2 (see (9) and (11)). Calculate \( \hat{\tilde{U}}_j = \hat{V}_j/\hat{\mu} \) and \( \hat{\tilde{U}}_{jk} = \hat{V}_{jk}/\hat{V}_j \);

until convergence.

---

We initialize the model by setting \( \hat{\tilde{U}}_j = \hat{\tilde{U}}_{jk} = 1 \) and proceed to the first step, where we fit a GLM. When fitting the GLM, we include \( \log(\tilde{U}_j) \) and \( \log(\tilde{U}_{jk}) \) as offset variables and the \( w_{ijkt} \)’s as weights. This results in the GLM estimates \( \hat{\mu} \) (intercept), \( \hat{\gamma}_{ijkt} \) (company-specific parameter vector) and \( \hat{p} \) (the power parameter). We compute \( \hat{\mu} = e^{\hat{\mu}} \) and \( \hat{\gamma}_{ijkt} = e^{\hat{\gamma}_{ijkt} \hat{B}} \) to proceed to the second step. Here, we first transform the response variable \( Y_{ijkt} \) and weight \( w_{ijkt} \) as

\[ \tilde{Y}_{ijkt} = \frac{Y_{ijkt}}{\gamma_{ijkt}} \quad \text{and} \quad \tilde{w}_{ijkt} = w_{ijkt} Y_{ijkt}^{(2-p)} \]  

(14)

Consequently,

\[ E[\tilde{Y}_{ijkt} | V_j, V_{jk}] = \frac{1}{\gamma_{ijkt}} \gamma_{ijkt} V_{jk} = V_{jk} \]

\[ E[\tilde{Y}_{ijkt} | V_j] = \frac{1}{\gamma_{ijkt}} \gamma_{ijkt} V_j = V_j \]

\[ E\left[ \text{Var}[\tilde{Y}_{ijkt} | V_j, V_{jk}] \right] = E\left[ \frac{1}{\gamma_{ijkt}^2} \frac{\phi \cdot (\gamma_{ijkt} V_{jk})^p}{w_{ijkt}} \right] = \frac{\phi \cdot E[(V_{jk})^p]}{w_{ijkt} Y_{ijkt}^{(2-p)}} = \frac{\sigma^2}{w_{ijkt}} \]  

(15)

where \( \sigma^2 = \phi \cdot E[(V_{jk})^p] \). \( \tilde{Y}_{ijkt} \) and \( \tilde{w}_{ijkt} \) now satisfy the assumptions of the hierarchical credibility model (see Assumption 2.1), thereby enabling us to estimate the variance parameters and to calculate \( \hat{V}_j \) and \( \hat{V}_{jk} \) using Equations (9) and (11). In the third step, we compute the random effect estimates.
\( \hat{U}_j = \tilde{V}_j / \hat{\mu} \) and \( \hat{V}_{jk} = \tilde{V}_{jk} / \tilde{V}_j \) using the estimates from steps 1 and 2. Steps 1 to 3 are repeated until the algorithm has converged. Once converged, we predict the damage rate as \( \hat{\gamma}_{ijk} = \hat{\mu} \hat{\gamma}_{ijk} \hat{U}_j \hat{V}_{jk} \).

Similarly to the hierarchical credibility model, Ohlsson’s GLMC algorithm is relatively easy to implement, computationally light and only requires estimates of the mean and variance parameters to obtain the random effect estimates. Further, Ohlsson’s approach allows for statistical inference on the parameters estimated by the GLM. Hereo, we use the fitted GLM from the last run in Algorithm 1 and base the inference on the following likelihood

\[
\prod_j \prod_k \prod_{i,t} f(Y_{ijk} | \hat{\mu}, \hat{\beta}, \hat{p}, \log(\hat{U}_j), \log(\hat{V}_{jk}), \phi, w_{ijkt})
\]

where the log-transformed random effects \( \hat{U}_j \) and \( \hat{V}_{jk} \) enter as constants. Hence, the statistical inference on \( \hat{\mu} \) and \( \hat{\beta} \) ignores the variability in the random effects.

### 2.3.3. Mixed models

(Generalized) Linear mixed models (GLMMs) are considered an extension of (G)LMs to the case where responses are correlated or clustered (Molenberghs & Verbeke 2005, Tuerlinckx et al. 2006). They are founded in a well-developed statistical framework that provides us with the appropriate inferential tools. The framework of mixed models encompasses a wide range of model specifications, including models with a hierarchical structured random effects.

Applied to our setting, the general equation for a mixed model is the same as in Equation (2).

We assume that \( Y_{ijk} | U_j, U_{jk} \sim \mathcal{E}(g^{-1}(\xi_{ijk}), \phi_{w_{ijkt}} V(g^{-1}(\xi_{ijk}))) \), where \( \mathcal{E} \) denotes any member of the exponential family, and make a distributional assumption on the random effects \( U_j \) and \( U_{jk} \). In most applications we assume that \( U_j \sim \mathcal{N}(0, \sigma^2) \), \( U_{jk} \sim \mathcal{N}(0, \sigma^2_B) \) (McCulloch & Neuhaus 2011, Drikvandi et al. 2017), where \( \mathcal{N} \) denotes the normal distribution. Verifying these assumptions, however, is often not straightforward. The linear mixed model (LMM) is a special case of a GLMM, where we define \( \mathcal{E} := \mathcal{N} \) and use the identity-link function \( g(x) \). The additive hierarchical credibility model discussed in (6) is a special case of an LMM and both use the same equations to estimate \( \mu, U_j \) and \( U_{jk} \) (Frees et al. 1999). The variance parameters, however, are estimated differently in the additive hierarchical credibility model compared to the LMM.

We maximize the marginal likelihood to obtain estimates of the parameters \( \mu, \beta, \phi, \sigma^2, \sigma^2_B \) (and \( p \) in case of a Tweedie GLMM). The marginal likelihood is obtained by integrating out the random effects and is given by

\[
\prod_j \int \left[ \prod_k \int \prod_{i,t} f(Y_{ijk} | \Theta, U_j, U_{jk}, \phi, w_{ijkt}) f(U_{jk} | \sigma^2_B) \, dU_{jk} \right] f(U_j | \sigma^2) \, dU_j.
\]

where \( \Theta = (\mu, \beta, p) \) for a Tweedie GLMM and \( \Theta = (\mu, \beta) \) for other GLMMs. For an LMM, an analytical expression is available for the integrals. In this case, we use the generalized least squares estimator to estimate \( \mu \) and \( \beta \) and rely on either maximum likelihood or restricted maximum likelihood estimators for the estimation of the parameters \( \phi, \sigma^2 \) and \( \sigma^2_B \). Conversely, in most GLMMs there is no analytic expression available for the integrals in (17) and we therefore rely on numerical approximations to estimate the parameters. These approximations can be subdivided into those that approximate the integrand, the data or the integral. A detailed discussion on the different approximation methods is covered in Molenberghs & Verbeke (2005), Tuerlinckx et al. (2006) and Frees et al. (2014). In mixed models, we base the statistical inference on (17) and account for the variability in the random effects when performing inference on \( \hat{\mu} \) and \( \hat{\beta} \) Further, several hypothesis tests are available for the variance parameters \( \sigma^2 \) and \( \sigma^2_B \).

To predict the realized values of the random effects \( U_j \) and \( U_{jk} \), we rely on empirical Bayes estimates. Hereo, we base the estimation on the posterior distribution of the random effects given
The density of the posterior distribution of $U_j$ is

$$\propto \prod_k \int \prod_i f(Y_{ijkt} \mid \Theta, U_j, U_{jk}, \phi, w_{ijkt}) f(U_{jk} \mid \sigma_{B}^{2}) dU_{jk} f(U_{j} \mid \sigma_{I}^{2}).$$  \hspace{1cm} (18)$$

For $U_{jk}$, the density of the posterior distribution is

$$\propto \int \prod_i f(Y_{ijkt} \mid \Theta, U_j, U_{jk}, \phi, w_{ijkt}) f(U_{j} \mid \sigma_{I}^{2}) dU_{j} f(U_{jk} \mid \sigma_{B}^{2}).$$  \hspace{1cm} (19)$$

The estimates $\hat{U}_j$ and $\hat{U}_{jk}$ are those values for $U_j$ and $U_{jk}$ that maximize the corresponding posterior densities. In these densities, the unknown parameters are replaced by their maximum likelihood estimates. For LMMs, we have a closed-form solution for $\hat{U}_j$ and $\hat{U}_{jk}$. Conversely, for most GLMMs we do not have an analytical expression available and we have to rely on numerical approximations. Hereafter, we predict the damage rate using

$$\hat{Y}_{ijkt} = g^{-1}(\hat{\mu} + x_{ijkt}^\top \hat{\beta} + \hat{U}_j + \hat{U}_{jk}).$$  \hspace{1cm} (20)$$

## 2.4. Computational aspects and implementation in R

We perform our estimations with the statistical software R (R Core 2019). To estimate the random effects model with the hierarchical credibility model (Jewell 1975) and the combination of the hierarchical credibility model with a GLM (Ohlsson 2008), we developed our own package called actuaRE. This package is publicly available on https://www.github.com. For mixed models, a multitude of software implementations are available alongside with detailed documentation. In our paper, we rely on the lme4 (Bates et al. 2015) and cplm (Zhang 2013) packages to estimate the random effects model using the mixed model framework.

Estimation via the hierarchical credibility model, as discussed in Section 2.3.1, is fastest in terms of computation time. Estimation via (G)LMMs is by far the slowest as they require the approximation and maximization of complicated likelihoods. Computationally, GLMMs are complex and they are more likely to experience convergence problems (see Bolker 2022 for information on how to handle convergence warnings). Related hereto is that, in certain situations, we may obtain negative variance estimates and this may occur for all estimation methods. Within the mixed models framework, this is a well-known problem (Pryseley et al. 2011). Negative variance estimations may be due to low variability (Oliveira et al. 2017) or a misspecification of the hierarchical MLF (Pryseley et al. 2011).

## 3. Case study: workers’ compensation insurance

We illustrate the predictive model building workflow on a workers’ compensation insurance data set from a Belgian insurer. In this data set, we have a hierarchical MLF and company-specific covariates at our disposal. Further, we have the company identification number for each of the companies in the portfolio which enables us to retrieve company-specific financial information from an external data source. We refer to the externally acquired data as the external database. To preserve the confidentiality of the data, we omit all confidential information. Hereto, we either remove all values from the figures or apply a transformation when showing values.

### 3.1. Internal data set

To prevent that large claims distort our findings, we start the analysis by capping large claim amounts $Z_{hijkt}$ using concepts from extreme value theory (EVT) (Beirlant et al. 2005). Here, the index $h$ refers
to an individual claim of company \(i\) operating in branch \(k\) within industry \(j\) in year \(t\). In the analysis we use the ratio of \(Z_{hijkt}\) to a year-specific correction factor \(c_t\), thereby accounting for inflation. Using tools from EVT, we determine the threshold \(\tau\) between the attritional losses and the large losses. We transform \(\tau\) to a year-specific threshold using \(\tau_t = \tau \times c_t\) and cap \(Z_{ijkt}\) as follows

\[
\tilde{Z}_{hijkt} = \min(Z_{hijkt}, \tau_t)
\]

where \(\tilde{Z}_{hijkt}\) denotes the capped claim amount. Thereafter, we redistribute the total capped amount among all claims based on their share in the total cost. Hereby, we ensure that the total claim amount after redistribution equals the total claim amount before capping. Given the confidentiality of the data, we do not disclose how we redistribute the total capped amount.

After this first data preprocessing step, we compute the damage rate for each of the individual companies as

\[
Y_{ijkt} = \frac{\sum_h Z_{hijkt} w_{ijkt}}{\sum_{i,k,t} w_{ijkt}}
\]

where \(Z_{hijkt}\) denotes the capped claim amount after redistributing the total capped claim amount. The empirical distribution of the damage rates \(Y_{ijkt}\) of the individual companies is visualized in panel (a) of Figure 2. The empirical distribution is characterized by a strong right skew and this right skew is still present when log transforming \(Y_{ijkt}\) for \(Y_{ijkt} > 0\) (see Figure 2(b)). Of all the individual damage rates \(Y_{ijkt}\), 85% equals zero and a mere 0.4% of the \(Y_{ijkt}\)’s are larger than one (Figure 2(a)). Hence, the majority of the damage rates are either zero or relatively low compared to the salary mass.

We use the individual \(Y_{ijkt}\) and corresponding \(w_{ijkt}\) to compute the weighted average of the damage rates at the industry- and branch-level

\[
\bar{Y}_{.j..} = \frac{\sum_{i,k,t} w_{ijkt} Y_{ijkt}}{\sum_{i,k,t} w_{ijkt}}, \quad \bar{Y}_{.jk.} = \frac{\sum_{i,t} w_{ijkt} Y_{ijkt}}{\sum_{i,t} w_{ijkt}}
\]

and visualize these in the treemaps in Figure 3. Panel (a) shows the \(\bar{Y}_{.j..}\’s\) and panel (b) the \(\bar{Y}_{.jk.}\’s\). In the treemaps, the summed salary mass of the industries and branches within industries determines the size of the rectangles and a color gradient is used for the weighted averages. The larger the summed salary mass, the larger the rectangle and the larger the weighted average, the darker the color.
Considerable variation is present between industries as well as within industries in the weighted averages. In addition, we see that the $\bar{Y}_{jk}$’s are more similar within industries than between industries (see Figure 3(b)). For industry K, for example, the $\bar{Y}_{jk}$’s are visibly larger than those of industry D and within industry K, there are clear differences between the different branches (e.g. between K1 and K7). Consequently, an indispensable part of the variation of $Y_{ijkt}$ seems to be attributable to the industry and branch in which the companies operate.

In addition to the hierarchical MLF, we have company-specific covariates at our disposal, such as the number of FTEs or the company type. We refer to these covariates as the internal variables. For a particular level $l$ of a covariate, we calculate the weighted average of the damage rates as

$$\bar{Y}_l = \frac{\sum_{(i,j,k,t) \in l} w_{ijkt} Y_{ijkt}}{\sum_{(i,j,k,t) \in l} w_{ijkt}}. \quad (24)$$

Here, $\sum_{(i,j,k,t) \in l}$ indicates that the summation is limited to those observations that are categorized into level $l$. For example, when computing $\bar{Y}_l$ with $l = 1$ for internal variable 1, we only consider the $Y_{ijkt}$’s of companies that have the value 1 for internal variable 1. By comparing the $\bar{Y}_l$ across the different levels we empirically explore whether certain levels are considered to be more risky than others with a marginal, empirical analysis.

Figure 4 shows the $\bar{Y}_l$’s for the internal variables. To preserve the confidentiality of our findings, we randomly allocate the postal codes to different regions on the map. We preserve this allocation throughout the article for consistency of the results. The weighted average mainly differs between the levels of the variables internal variable 2, internal variable 3, internal variable 4 and postal code.
3.2. Externaldataset

The second source of information is the Bel-First database (https://belfirst.bvdinfo.com) which contains the financial statements of all Belgian private entities that file their financial accounts to the National Bank of Belgium (Bureau 2021). For each of the companies, we have yearly data available in the Bel-First database. We link the claims observed during year $t$ with the financial performance indicators for year $t-1$. For example, we extract the financial information of company $i$ in year 2019 and link this to the registered claims of company $i$ in 2020.

We retrieve information on 30 variables, 26 of which are related to the financial situation of the company and we are able to retrieve information for approximately 70% of the companies. For all extracted variables, we have occasional missing values. For 30% of the companies we are not able to retrieve any financial information since these companies are not obliged to report to the National Bank of Belgium. Of this 30%, the majority of the companies are categorized as independent natural persons, craftsmen. A minority of this 30% are non-profit organizations, private companies with a limited liability, Belgian companies/associations without accounts or Belgian companies/associations that do not file their account in a standard model.

Using the available financial information, additional variables are created. We specify a binary variable that indicates whether the company is considered to be a zombie firm or not and we use the definition of McGowan et al. (2018). According to McGowan et al. (2018), a firm is identified as a zombie firm when its interest coverage ratio (ICR) has been less than one for at least three consecutive years and if the company is at least 10 years old. Next to this zombie variable, we compute the relative change of the variables that are commonly associated with growth. These variables are sales, number of employees, total assets, cash flow and added value (see, for example, Vanacker & Manigart (2008)). The relative change at time $t$ for a variable $X$ is then computed as $(X_t - X_{t-1})/|X_{t-1}|$.

3.3. Binning continuous and spatial company-specific covariates

In order to arrive at an interpretable tariff list that is easily explainable to all stakeholders, we transform continuous and spatial company-specific covariates to categorical ones. Here we employ a data-driven binning strategy based on the work of Henckaerts et al. (2018). We use a different strategy for continuous and spatial variables to account for the variable type. For continuous variables, we want to preserve the ordering and only allow for the binning of consecutive values. Conversely, for spatial variables we want a strategy that enables us to merge non-adjacent postal codes. In this section, we provide a general description of the binning process.
Figure 5. Illustration of the binning process for continuous covariates. The histogram on the left shows the empirical distribution of the variable net added value, after limiting its range to non-outlying values. The figure on the right depicts the fitted smooth effect \( g^{-1}(\mu + \hat{f}(x_{ijkt})) \) (black solid line) together with the 95% confidence interval (black dashed lines). Here, the blue bars depict the empirical weighted averages by consecutively grouping values until they contain at least 5% of the observations.

**Continuous variables.** We start the binning process of a continuous variable by fitting a univariate generalized additive model (GAM) to the company-level data. In this exploratory preprocessing step, we do not include any random effects in the GAM for computational simplicity and fit the following model

\[
g(E[Y_{ijkt} \mid BF x_{ijkt}, x_{ijkt}]) = \mu + BF x_{ijkt} \beta_{BF} + I(x_{ijkt} \text{ available}) f(x_{ijkt}) \tag{25}
\]

where \( i \) serves as an index for the company. \( BF x_{ijkt} \) is a binary variable indicating that no financial information is available for company \( i \) in the Bel-First database, \( x_{ijkt} \) is the external variable, \( I(x_{ijkt} \text{ available}) \) indicates whether \( x_{ijkt} \) is known \( (I(x_{ijkt} \text{ available}) = 1) \) or not \( (I(x_{ijkt} \text{ available}) = 0) \) and \( f(\cdot) \) denotes the smooth effect. This model specification allows us to use all available external information and we hereby do not omit information from companies that either cannot be found in the Bel-First database or that can be found in the Bel-First database, but have a missing value for the covariate. Missing values are assumed to be missing at random for companies found in the Bel-First database. Given the size of our data set we opt for the simplicity of the indicator method to handle missing data (Bennett 2001). In addition, we include \( BF x_{ijkt} \) as a confounding variable to account for the fact that certain companies are not found in the Bel-First database. The wage bills \( w_{ijkt} \) are incorporated as weights. To examine the effect of the distributional assumption, we perform this procedure once using univariate GAMs with a Gaussian distribution and identity link and once using univariate GAMs with a Tweedie distribution and log link.

An illustration of the binning process for the variable net added value is given in Figure 5 when assuming a Gaussian distribution for the response in the GAM. The histogram on the left side of the figure shows the empirical distribution of the continuous variable (after limiting its range to non-outlying values to focus on the pattern seen in the majority of the companies) and the figure on the right side shows the fitted smooth effect \( g^{-1}(\mu + \hat{f}(x_{ijkt})) \) (black solid line) together with the 95% confidence interval (black dashed lines). The blue bars on the right side depict the empirical weighted averages by consecutively grouping values until they contain at least 5% of the observations.

The fitted smooth effect is binned with a regression tree and the resulting bins are inspected in detail for every covariate. In addition to inspecting the fitted smooth effect and the resulting bins at the original scale of the covariate, we assess the binning based on the log-transformed counterpart for positively valued covariates and we choose the binning that best approximates the empirical weighted averages.

**Spatial variable.** For postal code, we first construct preliminary clusters by using only the first two digits of the postal code. We use dummy variables to encode the two-digit postal code and fit the following model to the company-level data

\[
g(E[Y_{ijkt} \mid U_j, U_{jk})] = \mu + x_{ijkt}^T \beta + U_j + U_{jk}. \tag{26}
\]
where the covariate vector $x_{ijkt}$ consists of the dummy variables. The model is fit using Ohlsson’s iterative algorithm (see Algorithm 1) and the estimated coefficients are clustered using the Ckmeans.1d.dp algorithm (Wang & Song 2011). To select the number of clusters $n_c$, we perform a grid search with the AIC as criterion. The results of the clustering strategy are shown in Figure 6(a) and Figure 6(b) when assuming a Gaussian and Tweedie distribution for the response, respectively. The Gaussian model specification results in seven separate clusters and the Tweedie model specification results in nine clusters. After clustering, we refit the model using Ohlsson’s algorithm. The colors in the plot depict the estimated damage rate for each of the clusters. We calculate the estimated damage rate for cluster $C_l$ as $Y_{C_l} = g^{-1}(\mu + \hat{\beta}_{C_l})$ for $l = (1, \ldots, n_c)$. Here, $\hat{\beta}_{C_l}$ denotes the estimated coefficient for cluster $C_l$. Overall, both results closely resemble each other and are in line with the results of our exploratory analysis shown in Figure 4.

### 3.4. Development of the predictive model

We split the data into a training and test set. We use the training set to develop the predictive model and the test set to assess its predictive performance. The training set contains data from the first seven years and the test set contains data from the eighth and most recent year.

**Preselection of the external covariates.** Considering that we have a substantial amount of externally selected company-specific covariates, we first perform a preliminary variable selection to retain the most important external covariates. Since this step determines which external covariates are investigated further, we rely on the well-developed statistical framework of mixed models. This framework enables us to accurately estimate the external covariate parameters and to calculate the marginal AIC (mAIC) of the fitted GLMM (Saefken et al. 2014). The mAIC focuses on the fixed effects and we use this criterion to select the covariates that fit the data well. We start by fitting univariate GLMMs (i.e. only one external covariate is included) to the company-level data with the following general equation

$$g(E[Y_{ijkt} | U_j, U_{jk}]) = \mu + BF_{ijkt} \beta_{BF} + Ext_{ijkt} \beta_{Ext} + U_j + U_{jk}. \quad (27)$$

Here, $Ext_{ijkt}$ consists of the dummy variables for the binned external covariate as obtained from Section 3.3 and $\beta_{Ext}$ denotes the corresponding parameter vector. To make the model identifiable, observations with a missing value for the external covariate serve as a reference. We compute the
mAIC of the univariate GLMM as specified in (27) using

\[
mAIC = -2 \log(f(Y_{ijkt} \mid \Theta, \phi, w_{ijkt}, \sigma_I^2, \sigma_B^2)) + 2(n_p + q + 1) \tag{28}
\]

where \(\log(f(Y_{ijkt} \mid \Theta, \phi, w_{ijkt}, \sigma_I^2, \sigma_B^2))\) denotes the marginal log-likelihood (see Equation (17)), \(\Theta = (\mu, \beta_{BF}, \beta_{Ext}, p)\) for Tweedie GLMMs and \(\Theta = (\mu, \beta_{BF}, \beta_{Ext})\) for other GLMMs, \(n_p\) the number of parameters of the external covariate plus intercept and \(q\) the number of variance parameters of the random effects. Note that we add a one to \(n_p + q\) to account for the estimation of the dispersion parameter \(\phi\). In case of a Tweedie GLMM, we add a two to \(n_p + q\) to account for the estimation of the dispersion parameter \(\phi\) and the power parameter \(p\). We use the mAIC values to select the top 5 covariates. We rely on the mAIC, since information criteria are better suited for model selection than statistical tests (Burnham & Anderson 2002).

This procedure results in a different set of preselected external covariates, depending on the assumed distribution for the response. Comparing the results based on the LMM and Tweedie GLMM, we see that external variable 2 and external variable 3 are the only variables that are selected by both models.

Using the internal and preselected external variables, we compute the damage rate \(Y_{ijkt}\) for each possible combination of company-specific covariates and hierarchical MLF values and one such combination determines a tariff class. We use \(i\) as an index for the tariff class and calculate \(Y_{ijkt}\) as

\[
Y_{ijkt} = \frac{\sum_h Z_{hijkt}}{\sum_h w_{hijkt}} \tag{29}
\]

where \(Z_{hijkt}\) refers to the capped claim amount of the \(h^{th}\) company in tariff class \(i\) operating in branch \(k\) within industry \(j\) at time \(t\) and \(\sum_h w_{hijkt}\) represents the sum of the corresponding salary masses. All possible tariff classes are combined into a tariff table.

**Variable selection.** Next, we apply best subset regression (Beale et al. 1967, Hocking & Leslie 1967) with the Akaike Information Criterion (AIC) (Akaike 1974) as selection criterion. The general model equation is given by

\[
g(E[Y_{ijkt} \mid U_j, U_{jk}) = \mu + Int x_{ijkt}^\top \beta_{Int} + BF x_{ijkt}^\top \beta_{BF} + Z x_{ijkt}^\top \beta_{Z} + Ext x_{ijkt}^\top \beta_{Ext} + U_j + U_{jk}. \tag{30}
\]

where subscripts \(Int\) and \(Z\) refer to the internal variables and zombie variable, respectively. \(Ext x_{ijkt}\) refers to the covariate vector of the external covariates with corresponding parameter vector \(\beta_{Ext}\). The observations with missing values serve as a reference for the zombie and external variables.

To estimate the parameters in Equation (30) we use Ohlsson’s GLMC algorithm. We fit models with all possible combinations of the company-specific covariates and include the hierarchical MLF in all models. We opt for Ohlsson’s GLMC algorithm given its simplicity and computational efficiency. In comparison, GLMMs are computationally heavy, frequently experience convergence issues and are therefore not suited for exhaustive variable selection methods using this data set. Ohlsson’s estimation method, however, does not allow us to calculate the mAIC since this method does not maximize the marginal likelihood. We therefore extract the AIC from the GLM fit resulting from the last iteration in Ohlsson’s GLMC algorithm and we select the model with the lowest AIC. Hereby, we select the best fitting parsimonious model from a set of fitted models.

We first perform best subset regression with the set of internal covariates only and in every model, we include the hierarchical MLF. Following this, we perform best subset regression with the set of external covariates and include the selected internal covariates, \(BF x_{ijkt}\) and hierarchical MLF in all models. We perform this procedure once with a Gaussian model specification and identity link and once with a Tweedie model specification with a log link.
Table 2. Results best subset regression.

| Predictor | Gaussian | Tweedie |
|-----------|----------|---------|
|           | Internal only | Internal + external | Internal only | Internal + external |
| Internal variable 1 | × | × | × | × |
| Internal variable 2 | × | × | × | × |
| Internal variable 3 |  |  |  |  |
| Internal variable 4 |  |  |  |  |
| Two-digit postal code binned | × | × | × | × |
| External | Available information Bel-First | × | × |
| External variable 1 |  |  | × | |
| External variable 2 |  |  | × | |
| External variable 3 |  |  |  | × |

Table 2 shows the results of the variable selection procedure. In the internal covariates only models, the first two internal variables and two-digit postal code binned are selected. When external covariates are entered, external variable 2 is selected in the Gaussian model. Conversely, with the Tweedie model specification the first and third external variable are selected.

**Benchmark models.** The models resulting from best subset regression allow us to examine the predictive performance when we use internally and externally collected company-specific covariates as well as a hierarchical MLF. We also fit a hierarchical credibility model and an intercept-only (G)LMM to the training set which serve as benchmark models.

### 3.5. Inspecting the model fits on the training set

Following, we refit and refine the selected models. To evaluate the distributional assumption on the target variable and the goodness of fit, we examine the estimated effect sizes of the company-specific covariates and random effects (Section 3.5) as well as the fitted values on the training set (Section 3.6) in detail. An appropriate distributional assumption will provide a good fit with the data. In this case, the estimated values of the company-specific parameters and random effects are expected to be in line with the findings of the exploratory analysis in Section 3.1.

**Examining the company-specific covariates.** We refit the models selected by best subset regression, as sketched in Section 3, using GLMMs and use the 95% confidence intervals (CIs) of the estimated coefficients of the company-specific covariates to refine the model. For variables with a large number of levels, we need an alternative strategy. Here, we want to reduce the number of levels. Hereeto, we use the multi-type Lasso (Reynkens et al. 2018) with the Fused Lasso penalty for these variables to merge consecutive levels in a data-driven way. To account for the hierarchical structure, we use the random effect estimates of the GLMMs and specify these as offset variables in the multi-type Lasso. We include the salary mass as weight.

Figure 7(a,b) show the estimated coefficients of the company-specific risk factors and the 95% CIs for the internal covariates only models (i.e. the models resulting from best subset regression with only internal covariates). The direction of the estimated coefficients (positive or negative) is the same for the LMM and Tweedie GLMM. In addition, the model fits confirm the findings of our exploratory analysis. Considering that none of the confidence intervals are close to zero, no adjustments are made to the internal covariates only models.

When adding external covariates to the internal covariates only LMM, external variable 2 is selected by best subset regression. For the Tweedie GLMM, the covariates external variable 1 and external variable 3 are selected. For the internal and external covariates
LMM, we merge two levels of external variable 2 since the point estimates are approximately the same and the 95% CIs show a large overlap. Hence, in this model we retain the external covariates \(BFx_{ijkt}\) and external variable 2. Further, based on the results of the multi-type Lasso, external variable 1 and external variable 3 are removed from the internal and external covariates Tweedie model and \(BFx_{ijkt}\) is the only remaining external covariate in (30). After these adjustments, the internal and external covariate models are refit. Figure 8(a,b) show the estimated coefficients of the external covariates only.

When rounded, the estimated power parameter \(\hat{p} = 1.77\) in both the internal covariates only and internal and external covariates Tweedie GLMMs, which corresponds to a claim-size distribution with mode in zero since \(\hat{p} \in (1.5, 2)\) (Jørgensen & Souza 1994). This value seems appropriate considering that our data set is characterized by a large amount of \(Y_{ijkt} = 0\) (see Section 3.1).

**Examining the random effect estimates.** To examine and compare the random effect estimates across the different estimation methods, we plot the estimates obtained for the industries and branches. Figure 9 shows the random effect estimates of the industries for the LMMs and Tweedie GLMMs. In these plots, we add the random effect estimates of the hierarchical credibility model (see Section 2). For the LMMs, we use the additive Jewell model (see Equation (6)) and for the Tweedie GLMMs, we use the multiplicative Jewell model (see Equation (12)). We use the exponent of the random effect
estimates of the Tweedie GLMMs to be able to compare these with the estimates resulting from the multiplicative Jewell model.

The random effect estimates of the LMMs are approximately equal to those of the additive Jewell model. In addition, the random effect estimates of the internal covariates only LMM (blue) and internal and external LMM (green) are nearly identical. This causes the estimates to overlap in the left plot of Figure 9. In contrast, the differences across the different estimation methods are larger for the multiplicative models. Here, we see a large difference between the random effect estimates of the Tweedie GLMMs and the random effect estimates of the multiplicative Jewell model. Comparing the random effect estimates of the industries across the different Tweedie GLMMs, we see that these are slightly higher for the internal and external covariates model compared to estimates of the intercept only and internal covariates only models. In contrast, the random effect estimates of the branches are approximately equal for all Tweedie GLMMs (see Appendix 2). There are, however, large differences between the random effect estimates of the branches estimated by the multiplicative Jewell model and those estimated by the Tweedie GLMMs. We therefore inspect these estimates in detail for a selected group of branches, but can only give the overall conclusion due to the confidentiality of the data. We observe large contract-specific damage rates \( Y_{ijkl} \) as well as high weighted averages \( \bar{Y}_{jk} \) in branches with large corresponding random effect estimates. Both the estimation method as well as the distributional assumption seem to have an impact on the random effect estimates. The results indicate that the random effect estimates of the Tweedie GLMMs are more in line with the empirical results compared to the random effect estimates of the multiplicative Jewell model.

### 3.6. Inspecting the fitted values on the training set

Next, we examine the fitted values on the company-level training set in more detail. We focus on the (Gaussian and Tweedie) internal covariates only models and we use the hierarchical credibility model as a benchmark. We compute the damage rate for an individual company as

\[
Y_{hijkl} = \frac{Z_{hijkl}}{w_{hijkl}}
\]

where \( Z_{hijkl} \) denotes the capped claim amount of the \( h^{th} \) company of tariff class \( i \) operating in branch \( k \) within industry \( j \) at time \( t \) and \( w_{hijkl} \) is the salary mass. \( \hat{Y}_{hijkl} \) stands for the fitted damage rate. To enable a detailed description of the results whilst preserving the confidentiality of the data, we multiply both \( Y_{hijkl} \) and \( \hat{Y}_{hijkl} \) with a constant.
**Balance property.** For insurance applications, it is crucial that the models provide us a reasonable premium volume at portfolio level. Here, we examine the balance property (Bühlmann & Gisler 2006, Wüthrich 2020) on the training set. That is,

\[
\sum_{i,j,k,t} w_{ijkt} \hat{Y}_{ijkt} = \sum_{i,j,k,t} w_{ijkt} \hat{Y}_{ijkt}
\]

(32)

where \(i\) serves as an index for the tariff class. GLMs fulfill the balance property when we use the canonical link (see Wüthrich 2020). For LMMs and hence, the hierarchical credibility model this property also holds. Conversely, most GLMMs do not have this property. To regain the balance property, we introduce a quantity \(\alpha\)

\[
\alpha = \frac{\sum_{i,j,k,t} w_{ijkt} \hat{Y}_{ijkt}}{\sum_{i,j,k,t} w_{ijkt} \hat{Y}_{ijkt}}
\]

(33)

which quantifies the deviation of the total predicted damage from the total observed damage. In case of the log link, we can then use \(\alpha\) to update the intercept to \(\hat{\mu} + \log(\alpha)\) to regain the balance property. We therefore update the intercept for all Tweedie GLMMs, at the level of the training data, and calculate the fitted values using the updated intercept.

**Company-specific covariate levels.** The internal covariates only models contain the first two internal variables and two-digit postal code binned. For each tariff class \(i\), we compute the empirical weighted average of the damage rates \(\hat{Y}_{\cdot;i\ldots}\) and weighted average of the predictions \(\hat{\bar{Y}}_{\cdot;i\ldots}\) using

\[
\hat{Y}_{\cdot;i\ldots} = \frac{\sum_{h,j,k,t} w_{hjkt} \hat{Y}_{hjkt}}{\sum_{h,j,k,t} w_{hjkt}} \quad \text{and} \quad \hat{\bar{Y}}_{\cdot;i\ldots} = \frac{\sum_{h,j,k,t} w_{hjkt} \hat{\bar{Y}}_{hjkt}}{\sum_{h,j,k,t} w_{hjkt}}.
\]

(34)

Figure 10 depicts the results for two different tariff classes. The plots on the left show the empirical distribution of the \(Y_{hjkt}\)’s together with the \(\hat{Y}_{\cdot;i\ldots}\). The plots on the right show the distribution of the \(\hat{Y}_{hjkt}\)’s and the \(\hat{\bar{Y}}_{\cdot;i\ldots}\) of the different models. For the majority of the tariff classes, the predictions of the Tweedie model most closely correspond with what we observe empirically. Overall, we observe that, as the range of the \(Y_{hjkt}\)’s increases, the range of the \(\hat{Y}_{hjkt}\)’s increases correspondingly. The predictions are centered at \(\hat{Y}_{\cdot;i\ldots}\) and \(\hat{\bar{Y}}_{\cdot;i\ldots}\) is approximately equal to \(\hat{Y}_{\cdot;i\ldots}\). In comparison, for the LMM we have negative \(\hat{Y}_{ijk}\)’s and the predictions show a larger deviation from what we observe in the data.

**Hierarchical MLF levels.** To inspect the predictions at the different hierarchical MLF levels, we split the company-level training set using the hierarchical MLF. We compute the empirical weighted average of the damage rates \(\hat{Y}_{\cdot;jk}\) and weighted average of the predictions \(\hat{\bar{Y}}_{\cdot;jk}\) using

\[
\hat{Y}_{\cdot;jk} = \frac{\sum_{h,i,t} w_{hikt} \hat{Y}_{hikt}}{\sum_{h,i,t} w_{hikt}} \quad \text{and} \quad \hat{\bar{Y}}_{\cdot;jk} = \frac{\sum_{h,i,t} w_{hikt} \hat{\bar{Y}}_{hikt}}{\sum_{h,i,t} w_{hikt}}.
\]

(35)

Figure 11 shows the results for branch D4 in industry D (associated with a low random effect of the branch and industry) and for branch P2 in industry P (associated with a high random effect for the branch and industry). As before, the Tweedie GLMM predictions most closely resemble the empirical results in most branches. The range of the \(\hat{Y}_{hjk}\)’s increases as the range of the \(Y_{hjk}\)’s increases, \(\hat{Y}_{\cdot;jk}\) is approximately equal to \(\hat{Y}_{\cdot;jk}\) and the predictions are centered at \(\hat{Y}_{\cdot;jk}\). Furthermore, the predominant covariate pattern in a branch determines whether the average prediction of the (G)LMM is lower or higher compared to the prediction of the hierarchical credibility model. Within branch D4, for example, the majority of the observations are categorized into covariate levels that are considered to be less risky relative to the other levels. Consequently, the average prediction of the (G)LMM is lower than the prediction of the hierarchical credibility model.
Figure 10. Distribution and weighted averages of $Y_{hijk}$ and $\hat{Y}_{hijk}$ for a selected set of tariff classes. Both $Y_{hijk}$ and $\hat{Y}_{hijk}$ are multiplied with a constant to preserve the confidentiality of the data.

Figure 11. The distribution and weighted averages of $Y_{hijk}$ and $\hat{Y}_{hijk}$ for branch D4 in industry D and for branch P2 in industry P are shown on the left. The bar plots and map on the right depict the composition of the covariate levels in these branches. Both $Y_{hijk}$ and $\hat{Y}_{hijk}$ are multiplied with a constant to preserve the confidentiality of the data.
3.7. Assessing the predictive performance

We assess the predictive performance of the pricing model on the test set, which contains damage rates of the individual companies $i$ in the most recent year available. The empirical distribution of the damage rates $Y_{ijkt}$ of the individual companies in the test set is shown in Figure 12. Panel (a) contains all $Y_{ijkt}$’s present in the test set and panel (b) shows the empirical distribution of the log transformed $Y_{ijkt}$ for $Y_{ijkt} > 0$. The empirical distribution of the $Y_{ijkt}$ in the test set is similar to the one observed when using all available data (Figure 2).

Performance measures. To assess the performance of the models, we predict the damage rates in the test set and evaluate the model predictions using the Lorenz curve (Lorenz 1905), Gini-index (Gini 1921) and loss ratio. The Lorenz-curve and Gini-index are considered to be appropriate tools to compare competing pricing models (Denuit et al. 2019) and assess how well the models are able to differentiate between low- and high-risk companies. Conversely, the loss ratio gives an indication of the overall accuracy of the model predictions.

The Lorenz curve plots the cumulative percentage of the predicted damage rates against the cumulative proportion of damage rates, with the latter sorted by the predicted damage rates from high to low. An ideal Lorenz curve situates itself in the upper-left corner and indicates that it perfectly distinguishes high-risk companies from low-risk companies. The Gini-index is defined as the ratio of the area between the Lorenz curve and the line of equality ($A$) over the total area between the upper-left corner and the line of equality ($= 0.5$)

$$G = \frac{A}{0.5}.$$  \hspace{1cm} (36)

For a perfect model, we obtain the maximum theoretical value of $G = 1$. To compute the loss ratio, the total damage on the test set is computed together with the predicted damage by each of the models by transforming the individual predictions $\hat{Y}_{ijkt}$ as follows (see Equation (1))

$$\hat{Z}_{ijkt} = \hat{Y}_{ijkt} \cdot w_{ijkt}.$$  \hspace{1cm} (37)

When we denote the total capped claim amount as $Z_{t}^{tot} = \sum_{i,j,k} Z_{ijkt}$ and the total predicted claim amount as $\hat{Z}_{t}^{tot} = \sum_{i,j,k} \hat{Z}_{ijkt}$, the loss ratio is computed as $Z_{t}^{tot} / \hat{Z}_{t}^{tot}$. Next to these performance measures, we also inspect the difference in technical premium between the (G)LMMs and the hierarchical
Table 3. Comparison predictive performance on the test set.

| Model  | Distribution | Variable set                  | Gini-index | Loss ratio |
|--------|--------------|-------------------------------|------------|------------|
| Jewell | Gaussian     | Intercept only                | 0.592      | 1.009      |
|        |              | Internal covariates           | 0.653      | 1.013      |
|        |              | Internal + external covariates | 0.644      | 1.032      |
| LMM    | Tweedie      | Intercept only                | 0.607      | 1.010      |
|        |              | Internal covariates           | 0.660      | 1.007      |
|        |              | Internal + external covariates | 0.650      | 1.006      |

where \( \hat{Y}_{ijkt} \) denotes the predicted pure premium by the (G)LMMs and \( \hat{Y}^I_{ijkt} \) the predicted pure premium by the hierarchical credibility model, which serves as the benchmark model. This allows us to identify both overpriced and underpriced policies. Compared to the hierarchically credibility model, policies are currently overpriced when \( R_{ijkt} < 0 \) and can potentially be lost to competitors. Conversely, \( R_{ijkt} > 0 \) indicates that the policy is underpriced compared to the hierarchical credibility model and this necessitates appropriate loss control measures to prevent future financial losses.

Out-of-sample performance. Table 3 summarizes the out-of-sample performance of the models on the test set. For both the LMM and Tweedie GLMM, the Gini-index increases when company-specific risk factors are included. Consequently, by adding company-specific risk factors we are better able to distinguish high- from low-risk companies compared to when we do not include these in the model. Further, in both the LMMs and Tweedie GLMMs the model performance decreases when we add external covariates. In addition, the loss ratio of the internal and external covariates LMM is higher than the loss ratio of the internal covariates only LMM. When the external covariate \( BF_{xijkt} \) is added to the internal covariates only Tweedie GLMM, the loss ratio shows a slight improvement. Comparing the internal covariates only LMM and internal covariates only Tweedie GLMM, we see that the predictive performance of the Tweedie model is better. The Gini-index is higher and the loss ratio is closer to one, indicating that the Tweedie GLMM is better able to differentiate between low- and high-risk companies and results in a more accurate estimation of the total damage. In addition, the loss ratio of the internal covariates only Tweedie GLMM is lower than the loss ratio of the hierarchical credibility model.

Figure 13 shows the Lorenz curves of the different models. The hierarchical credibility model has the lowest performance and the internal covariates only Tweedie GLMM the best performance. For all models the Lorenz curve is close to the diagonal line for observations that are considered to be high-risk. This indicates that the models experience difficulties with accurately ordering companies characterized by high \( \hat{Y}_{ijkt} \)’s. Conversely, when the predicted risk decreases, the ordering of the companies gets more accurate as the Lorenz curves are further removed from the diagonal line. Consequently, all models are better able to differentiate high- from low-risk companies that have medium to low predicted damage rates.

Figure 14 depicts the relative premium differences. The difference is negligible when using the intercept-only LMM, which is due to the equivalence between the intercept-only LMM and Jewell model. Larger differences are seen in the \( \hat{Y}_{ijkt} \)’s when using the Tweedie intercept-only GLMM which is caused by larger differences in the random effect estimates. When adding company-specific risk factors to the LMM and Tweedie GLMM, the majority of the companies see a decrease in the expected pure premium. Here, the density is larger for \( R_{ijkt} < 0 \) indicating that \( \hat{Y}^M_{ijkt} < \hat{Y}^I_{ijkt} \). In addition, for
most companies that see an increase in the expected pure premium when company-specific risk factors are added, this will be a 50% increase of the pure premium at most and this will be more than 50% for only a few companies.

4. Discussion

In this paper, we show how random effects models can be used to construct a data-driven insurance pricing model when working with hierarchically structured data supplemented by internal and external contract-specific risk factors. We examine several random effects models previously proposed within the actuarial literature, such as the hierarchical credibility model of Jewell (1975), the
The random effects specification allows us to efficiently estimate and quantify the effect of the different hierarchical MLF levels. Further, incorporating contract-specific information in the model results in an improved predictive performance. With regard to the estimation methods, we find that Ohlsson’s iterative GLMC algorithm is ideal in combination with (exhaustive) variable selection methods. Its simplicity and computational efficiency allows for a quick estimation of the parameters. In addition, the parameter estimates can be used as starting values when fitting GLMMs. The GLMMs are computationally heavy and are prone to convergence issues. Providing appropriate starting values drastically speeds up the GLMM algorithm and frequently helps to overcome convergence issues. Given their well-developed statistical framework, which allows for statistical inference, the GLMMs are well suited to examine the model and can be used as a final estimation step to obtain accurate estimates. With regard to the distributional assumptions, the results indicate that the Gaussian distribution is not ideal in combination with company-specific covariates. Due to the presence of zero valued claims and the symmetric nature of the Gaussian distribution, some companies obtain a negative predicted damage rate. Conversely, the Tweedie distribution is especially suited for modeling and predicting damage rates. As previously stated by Jørgensen & Souza (1994), the Tweedie distribution handles zero valued observations in a natural, satisfactory way. Moreover, compared to the LMMs, the Tweedie GLMMs are better able to differentiate between low- and high-risk companies and result in a more accurate estimation of the total claim amount in the test set. In addition, including company-specific covariates allows for more and better differentiation between companies and the Tweedie model is possibly better able to detect groups characterized by large damage rates. Adding external company-specific covariates to the internal covariates only model, however, did not result in significant improvements.

The absence of an added value of incorporating external data may be caused by limiting ourselves to one specific external data source. Future research can examine whether this generalizes to other data sets and examine the potential predictive value of other external data sources. Further, we limit ourselves to regression-type random effects models. The theoretical framework can be extended to include random effects machine-learning methods as well, such as the RE-EM tree of Sela & Simonoff (2012). Given the promising results of machine-learning methods within actuarial applications, it may prove to be worthwhile to examine whether this generalizes to hierarchically structured data as well.
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In our analysis, we make use of the estimators proposed by Ohlsson (2005)

\[ \sigma^2 = \frac{1}{\sum_j \sum_k (T_{jk} - 1)} \sum_{i,j,k,t} w_{ijkt} (Y_{ijkt} - \bar{Y}_{jk})^2, \]

\[ \sigma_B^2 = \frac{\sum_j \sum_k w_{jk} (\bar{Y}_{jk} - \bar{Y}_{j...})^2 - \hat{\sigma}^2 \sum_j (K_j - 1)}{w_{j...}} = \frac{\sum_j w_{jk}}{w_{j...}} \]

\[ \sigma_I^2 = \frac{\sum_j \sum_k w_{jk} \bar{Y}_{jk} - \bar{Y}_{j...})^2 - \sigma_B^2 (J - 1)}{z_{j...}} \]

where

\[ \bar{Y}_{j...} = \frac{\sum_k w_{jk} \bar{Y}_{jk}}{\sum_k w_{jk}} \text{ and } \bar{Y}_{j...} = \frac{\sum_j \bar{Y}_{j...}}{\sum_j Z_j}. \]

In the above equations, \( T_{jk} \) denotes the number of observations in group \((j, k)\), \( K_j \) the number of branches in industry \( j \) and \( J \) the number of industries.

To estimate \( \mu \), we use

\[ \tilde{\mu} = \frac{\sum_j q_j \bar{Y}_{j...}}{\sum_j q_j}. \]
Appendix 2. Random effect estimates

Figure A1. LMM: Random effects estimates of the branches within industries.
Figure A2. LMM: Random effects estimates of the branches within industries (continued).
Figure A3. Tweedie GLMM: Random effects estimates of the branches within industries.
Figure A4. Tweedie GLMM: Random effects estimates of the branches within industries (continued).