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Abstract
In this tutorial, recent development of pattern generation algorithms based on DNA computing will be overviewed. Natural pattern generation, especially in biological organisms, are often driven by spatio-temporal chemical reactions. Various reaction–diffusion systems have been proposed to generate artificial patterns out of DNA sequences. To program DNA reaction–diffusion systems, in addition to the design of the reaction, diffusion of each DNA species must be considered. This is realized by immobilizing or suppressing diffusion of DNA molecules in the reaction field. Here, several typical methods to build patterns by 1-D or 2-D reaction–diffusion systems are introduced and how to implement the system by DNA molecules is explained. The direction of future research and possible applications of this technology will be also discussed.
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Introduction

Various patterns such as spirals, stripes, and spots are found in nature. Many of them are classified as dissipative structures, which appear in thermal, chemical, and other dissipative processes [1]. In particular, living organisms are known to form versatile patterns through complex biochemical processes [2]. For instance, skin cells synthesize different proteins which affect the interaction among the cells, resulting in a characteristic pattern on the skin. The mechanisms of biological pattern formation are not yet completely understood, however, a gene expression in the cell and
propagation of molecules among the cells, i.e. reaction and diffusion, are thought to be essential.

Biological pattern formations have been modelled using reaction–diffusion systems [3], described as a set of partial differential equations. For instance, chemical species $X$ and $Y$ react and produce $Z$, namely

$$X + Y \rightarrow Z,$$

And the spatio-temporal behaviour of the system is modelled as follows;

$$\frac{\partial}{\partial t}[X] = D \Delta[X] - k[X][Y],$$
$$\frac{\partial}{\partial t}[Y] = D \Delta[Y] - k[X][Y],$$
$$\frac{\partial}{\partial t}[Z] = D \Delta[Z] + k[X][Y],$$

where $[X]$, $[Y]$, and $[Z]$ represent the concentration of species $X$, $Y$, and $Z$, respectively, $D$ is the diffusion coefficient, and $k$ is the rate constant of the reaction.

The concentration change caused by diffusion is in proportion to $D$ and the spatial second derivative of the concentration. The diffusion coefficient $D$ is affected by the size of the molecule, temperature, and viscosity of the medium. In this example, the reaction term is a simple multiple of $k$ and concentrations of $X$ and $Y$. The spatio-temporal pattern formation process can be simulated by solving these equations.

The most famous example of a reaction–diffusion system was given by Turing [4]. By choosing appropriate values for the diffusion coefficient and the reaction rate, the system is able to reproduce various patterns such as fish scales, animal furs, and sea shells [5–7].

In addition to these analytic research, researchers made an artificial reaction–diffusion system in a test tube. The Belousov–Zhabotinsky (BZ) reaction is a typical example [8, 9], which exhibits oscillatory behaviour between two metal ions via redox reactions. In a 2-D reaction field, the reaction produces spatio-temporal patterns such as a spiral. Theoretical studies have revealed relationships between the geometric properties of formed patterns and chemical parameters in the system; however, it is difficult to manipulate the pattern for specific purposes [10, 11].

**Reaction Programming Using Synthetic DNA**

To program a reaction–diffusion system with the desired pattern formation capability, it is required to implement them as a chemical reaction. For this purpose, synthetic DNA has a great potential.

DNA is composed of a backbone polymer attached with bases. The backbone is a simple repeat of sugar and phosphate groups, and one of the four bases [adenine (A), guanine (G), cytosine (C), or thymine (T)] is attached to each sugar molecule. The sequence of the bases stores genetic information of living organisms, but our primary interest is not in DNA’s biological functionalities, rather, we focus on DNA’s
specific properties based on its complementarity. It is defined as a property that only the combination of A/T and G/C forms a pair (Watson–Crick base pairing) [12]. A pair of DNA strands with complementary base sequences forms a double helix (i.e. Fig. 1 Basic DNA reactions. a A process of hybridization. Two DNA strands hybridize each other and form a double-stranded DNA. Each arrow represents a single strand of DNA. b Toehold-mediated strand displacement reaction. The toehold regions initiate the process by allowing Invader to hybridize with Original. After the binding of Invader at the toehold, branch migration of invading domain results in the displacement of Protector. c DNA PEN toolbox. In the autocatalysis process, Target is amplified by DNA polymerase and nickase, using Amplifier as a catalyst. After the nicking, the original and produced Target strands are spontaneously released when the temperature is set around the melting temperature (melting temperature is the temperature at which 50% of DNA strands can maintain hybridization) between Target and Amplifier strands. In the repression process, Target is elongated and it becomes Waste which is released by thermal fluctuation. Waste cannot be extended by polymerase, because its 3’ end does not hybridize with Amplifier. Both Target and Waste are degraded by exonuclease.
hybridize) (Fig. 1a). Thermodynamic properties of DNA have been so well studied that it is possible to predict the specific parts of sequences that hybridize in a pool of various DNA strands. (This is called the secondary structure prediction problem). By solving the inverse problem of the structure prediction, it is able to design a set of sequences which take a desired secondary structure [14–19].

A double helix made of a complementary pair of DNA is the most stable structure in an aqueous environment. However, if there is a single-stranded region called a toehold (Fig. 1b), it is possible to replace one of the DNA strands in the double helix [20]. This reaction is called toehold-mediated strand displacement, and is often utilized in the design of DNA reaction systems. A cascade of the strand displacement reactions has been applied to various DNA computing systems [21–25].

Oscillatory or cyclic reactions are difficult to realize in this way, because free energy difference of the strand displacement reaction is very small, since the driving force of the strand displacement reaction is only due to the hydrogen bond formation at the toehold region. DNA enzymes capable of synthesizing and degrading new DNA strands solve this problem.

The DNA PEN toolbox is one of the most well-established approaches to build enzymatic DNA reaction system with dynamic properties. In the PEN toolbox, Polymerase elongates DNA, Nickase cleaves DNA at a specific sequence, and Exonuclease non-specifically degrades DNA. These three enzymes are combined to build arbitrary reaction dynamics (Fig. 1c) [26–28].

In the following sections, we review reaction–diffusion systems using DNA computing technology. All of them but the system in [29] were implemented in laboratories, some of them being supported by simulation. In [29], the programmability of the reaction–diffusion system was examined in silico only.

A DNA Reaction–Diffusion System in Hydrogel

Well-designed DNA reactions combined with diffusion of DNA is a promising way to program artificial reaction–diffusion systems. For predicting and designing such DNA reactions, several online services such as DINAMelt [30], NUPACK [31], and Visual DSD [32] are useful. Especially, Visual DSD is capable of solving partial differential equations [33], which is essential to predict the spatial behavior of the reaction–diffusion system.

In [29], the authors examine the programmability of DNA reaction–diffusion systems by a computer simulation. The goal of this research is to program a system generating a desired pattern. The system is hierarchically built using primitive reaction modules such as duplication, overlap, extraction, inversion, and blur. By combining these modules under given boundary conditions, the desired pattern is constructed. As this system requires many species of DNA, experimental implementation is not realistic in its present form.

---

1 It is possible to predict the secondary structure made of various DNA strands under the assumption that the structure does not contain pseudoknots [13].
The order of the reaction rate and diffusion coefficient must be considered in the design of reaction–diffusion systems. For instance, in the case of a strand displacement of 50 nt DNA at a concentration of 1 μM, its diffusion coefficient is about 40 μm² s⁻¹ [34], while its reaction rate is 3 × 10⁶ M⁻¹ s⁻¹ [16]. Therefore, the diffusion term (40 μM s⁻¹) is ten times larger than the reaction term (3 μM s⁻¹). In general, diffusion is much faster than the hybridization reaction. The strand displacement reaction is even slower. To produce spatio-temporal patterns, these terms must be balanced.

**Fig. 2** Edge detection system. **a** Edge detection of UV-irradiated area. **b** UV light activates A and disables activation of B. **c** In the UV-exposed area, A is activated and the activation of B is disabled. The activated A diffuses into the region not exposed to UV, and activates B there. The activated B activates C, and the result is visualized by fluorescence. Adapted from [35]
One approach to solve this is to build a reaction–diffusion system in hydrogel medium to suppress diffusion [35–38]. A system for 2D edge detection in polyacrylamide gel is a good example (Fig. 2) [35]. It can detect the circumference of UV-exposed area on the gel. The outline of the mechanism is as follows. The system employs three DNA species A, B, and C; each of them has an active and an inactive state, and all of them are “inactive” at the beginning. An activation cascade occurs in three steps. First, UV irradiation activates A and disables the activation of B. Second, the activated A diffuses into the non-irradiated area and activates B. Third, the activated B activates C to emit fluorescence. Since C is activated only around the circumference of the area, the overall reaction works as an edge detector. Special photocleavable DNA is used for implementation of the system. The obtained edge pattern cannot be maintained against dissipation.

To keep formed pattern in the medium, we need to compensate lost molecules by diffusion. For this purpose, some systems adopt reservoirs of DNA. Zenk et al. use reservoirs as a part of boundary condition, where the concentration of DNA in it is maintained by constant replacement of the solution (Fig. 3) [36]. The pattern is visualized by three reactions: release, recapture, and reporting. Initiator and Source are diffused into hydrogel from Reservoir 1 and 2, react there, and release Output by strand displacement (Release). It is visualized by fluorescence in the reversible reaction (Reporting) then slowly consumed to make Waste (Recapture). Without supply, the obtained pattern gradually decays. By supplying DNA from the reservoirs, the generation of Output DNA continues, and thus the pattern is maintained.

A Reaction–Diffusion System Using an Enzymatic Reaction

The concentration of DNA can also be maintained by balancing enzymatic synthesis and degradation. In [39, 40], the DNA PEN toolbox is used to make a French flag pattern of DNA molecules (Fig. 4). A reactions among repressor, amplifier, and target are designed, in which either autocatalysis or repression is dominant, depending on the concentration of the reference. Gradient of amplifier concentration is used as a reference to make a pattern that divides the whole field into three regions. Target (red) is amplified when its concentration is lower than the reference and decomposed when it is higher than the reference (Fig. 4a). It is also possible to design an antagonistic reaction system where the production of one species [Target 1 (red)] suppresses the other [Target 2 (blue)] and vice versa (Fig. 4b). The resultant French flag pattern is maintained with this mechanism.

Not only stationary patterns, but also dynamic (ever-changing) patterns can be generated using a chemical oscillator. In [41, 42], a propagating wave pattern is
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produced by using a reaction system derived from the predator–prey model (Fig. 5). Under certain conditions, the population oscillates in a constant cycle. Namely, the number of prey increases by using grass as a catalyst. On the other hand, the number of predators increases by prey. This process increases predator, while it decreases prey. A fluctuation in the number of prey is transmitted to predator with a certain time delay, which generates an oscillation.

Here, DNA strand representing prey is duplicated on grass strand by polymerization followed by a nicking reaction (Fig. 5a). Prey is also elongated on predator, which transforms prey to predator. Exonuclease decomposes both of them. The overall reaction system combining these reactions exhibits wave propagation in 2D reaction field (Fig. 5b).
Pattern Formation with Programmed Diffusion

In the previous section, several DNA-based reaction–diffusion systems have been introduced. These systems are designed on the premise that all DNA species diffuse in the medium. Here, we introduce approaches to tune diffusion speed of individual DNA species, which enables us to extend the design ability of reaction–diffusion systems.

**Fig. 5** Wave pattern formation using enzymatic reactions. **a** Mechanism of the prey–predator model using DNA. Prey is amplified by grass, and predator increases by prey. Both predator and prey are degraded by exonuclease. **b** Distribution of prey and predator. The wave propagates from left to right. Adapted from [41]
The first example is DNA immobilization developed in our group. The Stokes–Einstein equation tells us that larger molecules diffuse slower. When a DNA is anchored to a polymer, it becomes non-permeable through the hydrogel wall. Moreover, by using strand displacement, it is possible to attach and detach a molecule from the anchored DNA, meaning that diffusion can be turned on or off by another DNA.

We have applied the DNA immobilization to realize the concept of gellular automaton [43–45]. Gellular automaton is a materialized cellular automaton consisting of an array of cellular compartments containing a solution of molecular computers (Fig. 6a). The compartment is made of a hydrogel wall, mimicking the cell wall, which allows only small molecules to pass through [45]. In the gellular automata, we chose the property of the gel such that free DNA which is not anchored can diffuse through it (Fig. 6b). We use an acrydite-modified DNA copolymerized with acrylamide to make an anchored DNA. To represent the state transition of cellular automata, a DNA logic gate is immobilized in a cell, and their outputs pass through the wall to realize intercellular communication.

The second approach is a direct control of diffusion. This method achieves sequence-specific tuning of the diffusion speed by using reversible toehold exchange reaction. Both Target and Competitor are designed to hybridize with Anchor (Fig. 7a). The net diffusion coefficient of Target can be tuned by the concentration of Competitor, because the equilibrium of the reaction depends on the concentrations of those reactants. Experiment shows that the diffusion coefficient can be modulated by a factor of 6 [46]. We also demonstrated sequence-specific modulation among orthogonal DNA sequences.

The last example is pattern formation utilizing diffusion modulation. By combining a logic gate, anchoring, and diffusion modulation, we are able to program both reaction and diffusion [38]. In the experiment, an AND gate outputs fluorescence only when it receives both Input A and B using associated toehold activation [21]. The gate is anchored to the gel matrix and is uniformly distributed over
the gel. Input A and B are diffused from source points located at the corner of the reaction field. As a result, fluorescence was observed on the bisection between the sources when no modulation was applied (Fig. 7b). The position of the bisector is

Fig. 7 Pattern formation using diffusion modulation. a Mechanism of diffusion modulation. Target and Competitor competitively hybridize with Anchor. When Target hybridizes with Anchor, Competitor displaces Target in a reversible way. b Schematic of bisector pattern formation. Input A and B diffuse from their sources and form a bisector at an equal distance from the sources. When diffusion of Input A is suppressed, the position of bisector shifts to the left. c Schematic of Voronoi and weighted Voronoi diagrams. d Weighted Voronoi pattern formation by using diffusion modulation. Adapted from [38]
shifted by the diffusion modulation. Anchor for Input A is distributed in the gel, and when there is no Competitor, Input A can be trapped by nearby Anchor, therefore its diffusion is strongly suppressed. In this case, the bisector appears near source A. If Competitor is added, the suppression become smaller, and the position of the bisector shifts toward source B depending on its concentration. This process is verified by experiments and was consistent with the simulation (Fig. 7c). We have also performed experiments on a field containing two pairs of sources. When there are no Competitor and Anchor, the system forms a cross-shaped bisector at the center. When the diffusion modulation is applied, it forms two curves that correspond to the weighted Voronoi diagram (Fig. 7d).

Future Issues

As seen in this tutorial, various reaction–diffusion systems have been proposed so far. In those systems, the programmability of DNA has greatly increased the freedom of design. Much research is still underway, and it seems that more advanced pattern formation will be possible in the near future. In this section, several directions for future research is discussed.

One obvious direction is to combine existing methods to manipulate reaction and/or diffusion. It has already been proved that the DNA PEN toolbox and the anchoring mechanism can coexist in the same hydrogel [47]. For instance, a combination of DNA enzymes and diffusion modulation will enable us to design more elaborate patterns which exhibit temporal development.

The second direction is to realize a hierarchical system. By mimicking the pattern formation in embryogenesis [48, 49], a multistage DNA reaction diffusion system can be designed. For instance, we can utilize the formed pattern as the initial condition for the next reaction stage, which generates more complex patterns.

The third direction is to scale up the system. Thanks to the rapid development of DNA synthesis technology, large amounts of synthetic DNA are now available at low cost. This would enable us to build a system at centimeter scale or even larger for various applications.

The fourth direction is functionalization of the formed patterns. Although DNA itself has almost no chemical function, it can be functionalized by various kinds of modification. For instance, using DNA segments, coding proteins is a promising approach to functionalize the formed pattern [50]. A DNA sequence which recognizes a specific molecule called an aptamer is also useful. A hydrogel with such a recognition ability will produce a system responsive to various chemical signals. This will be useful for tissue engineering [51].

The last but not the least significant example is to utilize the physical properties of DNA hydrogel. Recently, DNA hydrogel that swells and shrinks in response to DNA signal has been reported [52–55]. By using this method, the generated pattern on a gel can work as a movable object or an actuator.

Controlled gelation of various synthetic polymers have been reported [55–59]. Reaction–diffusion systems can be built by using these polymers. DNA hydrogel
is much more powerful than these polymer materials with no programmability. For instance, gelation/melting of DNA can be controlled by a chemical signal such as a short DNA segment or physical stimuli such as UV irradiation [60].

Thanks to the rapid price down in the synthetic DNA, functionalized DNA gels combined with programmed reaction–diffusion will open various new applications. It also gives a foundation to build robots made of chemical materials [61].
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