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Adopting speech as their mode of interaction, speech-enabled conversational agent (CA) systems hold the potential to enable more natural and engaging self-report experiences than traditional media (e.g., pen and paper, web, or smartphone systems). Our recent research concerns the potential design and use of CAs to support mental health and wellbeing. In this article, we present findings from a study during which 22 individuals with affective disorders (e.g., depression, bipolar disorder) used either a speech-enabled CA or web app to self-report their emotional wellbeing. Analysis of users’ experiences and engagement with the system for daily self-report suggests that despite many technical limitations, users rated self-reporting via CA as a significantly novel and attractive experience yielding similar rates of engagement to a traditional web-based method.

Mental health self-report tools such as diaries and health questionnaires are increasingly adapted to digital platforms including mobile and web apps (WAs) in line with the widespread general use of the Internet and smartphones. Due to the accessible nature and efficiency of these graphical user interface (GUI) based systems for the collection of self-reports, they are often presented as viable means of overcoming the limitations of more traditional methods including pen and paper and in-person interviews.

GUI-based systems, however, also and often limit users’ capacity for self-expression, and can likewise place a reporting burden on users resulting in negative self-report experiences. This burden can prove particularly substantial in the case of open-ended questions potentially leading to a decline in the use of the system over time and compromising the quality and reliability of the data due to the additional time and effort required to formulate responses.

In contrast, recent advancements in voice recognition technology, natural language processing (NLP), and artificial intelligence (AI) have made more engaging and “natural” forms of interaction possible via speech interfaces. In recent years, speech-enabled conversational agents (CAs) in particular have grown in popularity, as reflected in the increasing trend in ownership of smart-speakers such as Google Home and Amazon Echo. The growing number of health and wellness applications available through these systems further reflects an increasing interest in CAs’ potential to support healthcare.

A recent survey of 1004 U.S. adults reported that 52% possessed an interest in using CAs, while 7.5% had already made use of such systems for a healthcare-related task, including the self-report of mental health and wellbeing.

Research suggests that speech-enabled CAs can engage users in interactions of greater duration and improve self-reporting experiences due in part to the more “natural” and conversational forms of interaction afforded by these systems.

In light of these findings, we have been investigating the design and use of speech-enabled CAs for mental healthcare, primarily to support the self-report of mental health and wellbeing, as key to the diagnosis and treatment of many mental health conditions. This article reports findings from a four-week between-group “in-the-wild” study comparing users’ self-report
experiences and engagement with a bespoke speech-enabled CA and a WA. This study engaged 22 individuals living with either depression or bipolar disorder, half of whom used a CA deployed via smart speaker during the study, and the other half a WA via their own personal desktop or smartphone to log their emotional wellbeing.

Findings from this study suggest that speech-enabled CAs can serve as a more engaging method for the self-report of mental health and wellbeing yielding similar rates of engagement compared to a more traditional GUI-based method.

CONVERSATIONAL AGENTS FOR THE SELF-REPORT OF MENTAL HEALTH AND WELLBEING

In recent years, the growing popularity of smart-speakers such as Google Home and Amazon Alexa has enabled researchers to investigate users’ lived experiences of CAs in their home settings. One such study entailed a comparison of a custom-designed CA named “Robota,” deployed as both a chat-based Slack Bot and a speech-based Alexa Skill, which asked users to journal their workplace activity by answering ten open-ended questions daily. This three-week field study examined the impact of text- and speech-based platforms on participants’ reflections and self-learning, showing that speech interaction enabled users to better reflect on their work and provided opportunities for workplace-related behavior change, despite many technical limitations. Quiroz et al. similarly developed an Alexa Skill that enabled users to self-report their emotions, complete self-assessments for depression and anxiety, and receive suggestions for improving their mental state. Results from a pilot study of this system indicated acceptance and trust among users for the technology’s adoption for the self-report and assessment of mental health.

While CAs as a medium for self-report therefore have the potential to improve reporting experiences, these technologies also have their limitations. Kocielnik et al., for example, found that Amazon’s Alexa Skills allow a maximum of 12 s for each user response, limiting opportunities for open-ended self-reports.

CAs’ inability to interpret or recognize free utterances have likewise been reported to cause confusion during conversations leading to further errors. For depression-related utterances, for example, a sensitivity of 80% was reported along with a positive predictive value of 83%, and for clinician-identified harm-related sentences a word error rate of 34%.

Most CAs are not capable of engaging in dynamic conversation, and users, therefore, often have to know in advance what they can or cannot say to the CA, frequently making it cognitively demanding to interact.

Combined, the conceptual gap between CAs’ capacities and users’ expectations of emotional exchanges, relationship building, and human-like conversations have been shown to lead to drastic declines in the use of CAs.

Findings from these studies, on the one hand, suggest that speech-enabled CAs can improve users’ self-reporting experiences and potentially address the significant challenge of sustaining user engagement associated with GUI-based mental health self-report technologies. On the other hand, CAs’ current technical limitations might seriously and adversely impact users’ self-report experiences and behaviors, undermining their potential advantages.

CONVERSATIONAL AGENT SOFIA

To investigate users’ experiences and behaviors in using a speech-enabled CA to self-report their mental health and wellbeing, we developed a CA named Sofia. It enabled users to both maintain a daily journal of their feelings by responding to a series of open-ended questions and respond to the World Health Organization-Five Well-Being Index (WHO-5) questionnaire in Likert scale form fortnightly.

We combine open-ended questions with the standardized WHO-5 scale in order to enable users to experience different types of self-report, and in turn explore and potentially address through design the current and diverse limitations of CA technologies. We chose to adopt the WHO-5 questionnaire as it is a well-established health questionnaire posing five simple questions and containing less invasive questions than many clinical scales.

Figure 1 provides an overview of the conversational design of Sofia. These conversational dialogues were designed with the involvement of the authors and a single external human–computer interaction (HCI) researcher; using a “Wizard of Oz” method to test the design with three university students. The final design of the conversation enabled users to freely express their emotional wellbeing by responding to three open-ended questions starting with a greeting. Multiple variations of the questions were designed to reduce the repetition of the conversation.

To render the WHO-5 questionnaire more conversational in nature, slight variations in the wording of the questions and preamble were incorporated.
Sofia handles “no response” (respondent takes too long to respond) and “no match” (Sofia does not understand the respondent) errors by providing fallback prompts. It also repeats the question when a user states “repeat” or “what was the question?,” and reminds the user of the response options by repeating the preamble (e.g., “You can answer the question on the scale of 0 to 5; 0 being at no time, and 5 being all of the time”) during the fortnightly WHO-5 questionnaire when asked for “help.”

The conversational design was implemented using Dialogflow\textsuperscript{14} and deployed via Google Nest Mini smart speakers.

**WEB APP**

To enable us to compare users’ mental health self-report experiences via CA with more traditional methods, we also developed a WA implementing the CA’s content entry features. As shown in Figure 2, this simply comprised a text-field labeled with the daily

---

**FIGURE 1.** Sample conversation between P18 and the CA.
open-ended question “How are you feeling today?” and a submit button. To keep the design of the WA as comparable to the CA as possible, the open-ended question in the WA was presented in three different variations (“How have you been feeling today?,” “How are you feeling today?,” and “How do you feel today?”), each time the user logged into the WA. In addition to this daily entry, users were also asked to respond to the WHO-5 questionnaire fortnightly. To ensure reliable collection of these self-reports, appropriate data validation methods including user accounts and error messages were incorporated into the app.

IN-THE-WILD STUDY

We then conducted a four-week study “in the wild” comprising a between-group study design.

Participant Recruitment
Inclusion criteria for participating in this study required participants to:

1) be over the age of 18;
2) identify as diagnosed with an affective disorder (AD); and
3) have continuous access to WiFi.

A total of 22 participants were recruited through the national recruitment site http://www.forsoegsperson.dk, social media, university internal email, and posters.

This study was exempt from ethical approval by the Danish National Committee on Health Research Ethics in accordance with Section 14 (2) of the Danish Act on Research Ethics Review of Health Research Projects, as states that “Notification of questionnaire surveys and medical database research projects to the system of research ethics committee system is only required if the project involves human biological material.”

Procedure
Prior to the study, all participants were asked to sign a consent form and provide demographic information including their name, email, age, gender, education level, employment, year when diagnosed with the AD, symptoms last experienced, other known health conditions, and technical ability.

Participants were randomly assigned to one of the two systems. Participants assigned to use the CA (Group CA) were provided with a Google Nest Mini 2 smart speaker and walked through the setup process. This involved pairing the smart speaker with the Google Home app on their personal mobile phone, creating an account with the CA, and going through a sample conversation. Each participant using the WA (Group WA) was provided with a unique ID with which to log into the WA and asked to access the WA on their own devices.

Each group was provided with corresponding handouts describing instructions on how to use the system, information on the data collected through the system, and expectations of participants during the study. Participants were encouraged to adopt their own preferred methods to remind themselves to report their mental health each day. CA participants were additionally made aware of the Google Assistant’s “Routine” feature and the possibility of setting up a reminder by asking the assistant to remind them to speak to Sofia.
The CA handout included information regarding invocation phrases, instructions for asking Sofia to repeat the question and end the conversation, as well as details of what Sofia could and could not do.

The handout for the WA contained the uniform resource locator (URL) of the app, suggested browsers for users accessing the WA, and instructions for logging in and submitting self-reports via the app.

Data collected through the systems included participants’ responses to the open-ended questions and WHO-5 questionnaires and timestamps of their interactions. CA-based self-reports were automatically transcribed and stored in the database.

On completion of the study, participants in each group were asked to fill out the user experience questionnaire (UEQ) scale as a subjective assessment of their self-report experiences.

CA participants were granted the possibility of keeping the device used during the study. And WA participants were offered a Google Nest Mini device or a gift card corresponding to Danish Kroner 300 (~US$50) for their participation.

Measures
We assessed participants’ self-report experiences based on their responses to the UEQ scale, and behaviors in terms of their engagement with the system for the daily practice of self-report and over time.

As additional context for users’ self-report behaviors, we furthermore analyzed participants’ WHO-5 scores collected and performed text and sentiment analysis of the open-ended responses.

We found that Google Action allowed a maximum of 12 s for each open-ended user response which significantly impacted self-report duration and the number and frequency of the words used to express their emotions. In contrast, the WA supported unlimited text input over any period of time. For these reasons, we did not consider self-report duration nor the word count of the open-ended self-reports as primary outcome measures in this case although prior studies of a similar nature have used such data as indicators of user engagement.

User Experience Questionnaire
The UEQ is a fast and reliable questionnaire for the measurement of the user experience of interactive products, consisting of 26 items representing six key user experience dimensions: attractiveness, perspicuity, efficiency, dependability, stimulation, and novelty. Each item of the questionnaire describes users’ subjective assessment of their experience using the system and is rated on a 7-point Likert scale randomly ordered from positive to negative extremes.

Engagement
Across the HCI literature, engagement has been defined in relation to a wide variety of contexts and technologies, and often tied to measurement in practice. For the purposes of this work, we define engagement as the total number of days for which a participant self-reported their wellbeing during the study period. Multiple entries made by the same participant in a single day were therefore counted as one daily self-report. Each participant in the study was expected to provide 28 daily self-reports resulting in a total of 308 reports per user group (n = 11). We also measured the trend of engagement for each user group in order to compare users’ continued willingness to use the system.

Data Analysis
Data collected from each of the systems were analyzed in R (Version 3.6.2). For each statistical analysis conducted, normality was assessed by inspecting the distribution of the residuals and visually comparing the outer quantiles with a standard normal distribution. For all the dependent variables, Welch two sample t-tests were conducted. We conducted a sentiment analysis of the open-ended responses using Sentimentr, which scores each response on the scale of −2 (negative) to 2 (positive). We carried out a linear regression to investigate the relationship between the number of daily self-reports and days within CA and WA users.

RESULTS
We report our results from a comparative analysis of the experiences and behaviors of 22 individuals (F = 73%, 16/22) with a mean age of 27.8, living with ADs using either a CA or WA to self-report their mental health and wellbeing in the home setting.

We decided to remove outliers during analysis of the self-report duration; defined as any value more than 2.5 SD from the global mean (GM) as a significant self-report duration in the case of the CA could arise as a result of latency in the system. In the case of the WA, this could also indicate a participant becoming distracted while completing their self-report. Seven entries from Group CA (M = 197.4 s, GM = 52.2 s) and 2 entries from Group WA (M = 45762.5 s, GM = 648.1 s) were as such removed.
As expected, WA participants spent a significantly higher period of time ($M = 264.6 \text{ s, SD} = 755.5$) expressing their emotions every day than participants using the CA ($M = 47.5 \text{ s, SD} = 26$) ($t(357) = -7.1, p < 0.001$).

Similarly, the number of words provided during daily self-reports by WA users ($M = 178, SD = 340$) was significantly higher than provided by CA users ($M = 44, SD = 31$) ($t(228) = -5.9, p < 0.001$).

Regarding users’ responses to the WHO-5 questionnaire, participants were required to answer the questionnaire on the 1st, 14th, and 28th day of the study. However, several participants in both study arms responded later (CA = 45%, 5/11 and WA = 27.27%, 3/11); as a consequence of our system design, this could cause the last questionnaire to not be presented to some of those users. Participants with missing WHO-5 scores were removed from the analysis.

As shown in Figure 3, CA participants’ WHO-5 scores trended slightly higher over time whereas there was a small drop in the sentiment scores of their open-ended responses. In contrast, there was a slight decline in WA participants’ WHO-5 scores and little variation in the sentiment scores of their open-ended responses.

**User Experience**

Figure 4 shows participants’ subjective assessments of their self-report experiences via CA and WA according to all six dimensions of the UEQ scale. This figure indicates an overall positive self-report experience via CA. In particular, participants rated the CA significantly higher than the WA in terms of novelty ($M = 0.7, SD = 0.9, t(19) = 4.45, p < 0.001$) and attractiveness ($M = 1.2, SD = 0.9, t(19) = 2.19, p < 0.05$).

However, there were no statistically significant differences between the two systems in terms of perspicuity, efficiency, dependability, and stimulation. These results suggest then that participants experienced the practice of self-report via CA as more novel and attractive than via WA.

**User Engagement**

The overall rates of user engagement via CA and WA were 72.7% and 73.3%, respectively. The difference in users’ engagement via CA ($M = 8, SD = 1.3$) and WA ($M = 8.1, SD = 1.41$) was not statistically significant. Only WA participants made multiple entries for the same day, which summed up to 31 entries from six participants.

Furthermore, we did not find any significant interaction ($\beta_1$) between the number of self-reports and days for CA ($\beta_1 = -0.01$) and WA ($\beta_1 = -0.07$) ($t(52) = -1.27, p = .21$), which indicates that participants engaged with the CA to a similar extent to those users.
of the WA, despite this comprising a new method of self-report entailing several limitations as discussed earlier. Figure 5 illustrates the trend of engagement with the system for each user group.

**DISCUSSION**

This work compared people living with ADs’ experiences and behaviors of mental health self-report via smart speaker and WA in their home settings. Overall, participants who used smart speakers to self-report their mental health and wellbeing reported positive experiences and rated their experiences significantly higher in terms of novelty and attractiveness, compared to those participants using a WA. We also found that the difference between users’ engagement with CA and WA was not statistically significant. These findings suggest that speech-enabled CAs can serve as a more novel and attractive means for the self-report of mental health and wellbeing with similar rates of engagement to a traditional web-based method.

**CAAs as a Novel and Attractive Means of Self-Report**

Participants in this study rated self-reporting via CA as a novel and attractive experience compared to a web-based method. While this finding may seem obvious as speech is a novel mode of interaction and consists of voice features that can prove attractive (e.g., voice tone, rate of speech), one prior study has found rather contrasting results for users’ self-report experiences using a CA; Quiroz et al. compared users’ experiences of a custom-designed Alexa Skill implementing a single open-ended question allowing users to express their emotions in a single word and asked them to take a self-test for depression or anxiety by responding to standard health questionnaires (PHQ-9, GAD-7). The authors reported that participants rarely used the system and considered the CA used during the study to lack efficiency and novelty.

One particular difference in the design of the CA implemented in the case of this study was that it allowed users to express their emotions by responding to a series of three open-ended questions for the purpose of engaging participants in more conversational interaction (see Figure 1). Perhaps then the conversational dialog design of Sofia might have been the key reason for users to rate this system significantly more highly; in line with prior research which indicates that users tend to hold human-to-human-like conversational expectations of CAs. Therefore, although the current state of the technology may not be sophisticated enough to engage users in truly conversational interaction, our results suggest the value of this novel mode of interaction as means to support positive experiences of the self-report of mental health and wellbeing.

**CAAs as an Engaging Means of Self-Report**

Our findings furthermore demonstrate users’ consistent engagement with the CA for daily self-reports despite many limitations. The smart speakers used during this study were, in particular, required to be plugged in; therefore, rendered stationary and limiting users’ access to the system. In contrast, the WA was a more accessible medium as it could also be used on mobile devices. Yet, the difference between users’ engagement with these two different media was not statistically significant.

In addition, while the inclusion of open-ended questions in GUI-based systems has been reported to place an additional burden on users, participants in this study primarily reported their emotional wellbeing by responding to three open-ended questions. Users’ continued engagement with the CA during this study, therefore, also suggests CA’s potential to overcome the reporting burden otherwise placed on users by traditional self-report systems. These results indicate CAs’ potential to serve as an engaging means of mental health self-report, echoing results from prior research. However, users’ higher rating of their self-reporting experiences via CA in terms of novelty and attractiveness also reflects the potential challenge of...
sustaining the CA user engagement. Novelty and attractiveness as motivators of users’ engagement may soon lose their impact if the CA is not also able to continuously meet users’ expectations.

Limitations

The generalizability of these results is subject to a number of limitations First, this study was conducted with a small sample size ($N = 22$) over a short period of time (4 weeks). Second, participants in this study used Google Nest Devices alone to self-report their emotional wellbeing via CA, and the results might, therefore, not translate to CAs deployed via other devices. Third, neither of the self-report systems (CA or WA) used in this study included a notification mechanism; and hence results might prove different with the introduction of such a feature. And finally, this study was conducted during the COVID-19 outbreak. Due to social distancing guidelines and travel restrictions, participants might have stayed home more often than normal and, hence, engaged with these systems more than they would have in a more typical context.

CONCLUSION

In this article, we have presented the results of a comparative analysis of the self-report experiences and behaviors of people living with ADs, using either a CA or WA to self-report their mental health and wellbeing in their home settings over a period of four weeks. Participants using Sofia rated their self-report experience as significantly novel and attractive than those who self-reported via a more traditional web form. Although there was no significant difference in the users’ engagement with either platform, participants’ engagement with Sofia remained more consistent throughout the study. These findings then suggest that CAs may serve as an engaging means to support the self-report of mental health and wellbeing.
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