The perception of emotional cues by children in artificial background noise
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Abstract
Most typically developed individuals have the ability to perceive emotions encoded in speech; yet, factors such as age or environmental conditions can restrict this inherent skill. Noise pollution and multimedia over-stimulation are common components of contemporary society, and have shown to particularly impair a child’s interpersonal skills. Assessing the influence of such features on the perception of emotion over different developmental stages will advance child-related research. The presented work evaluates how background noise and emotionally connoted visual stimuli affect a child’s perception of emotional speech. A total of 109 subjects from Spain and Germany (4–14 years) evaluated 20 multi-modal instances of nonsense emotional speech, under several environmental and visual conditions. A control group of 17 Spanish adults performed the same perception test. Results suggest that visual stimulation, gender, and the two sub-cultures with different language background do not influence a child’s perception; yet, background noise does compromise their ability to correctly identify emotion in speech—a phenomenon that seems to decrease with age.
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1 Introduction
As the acquisition of affective skills runs parallel to cognitive developmental stages (Piaget 1962), emotional understanding also increases over the first stages of life (Friend and Bryant 2000). In the development of such emotional awareness, vocal communication has a crucial role, being one of the first channels to be acquired and developed for perceiving and expressing emotion (Darwin 1872). Yet, noise pollution, an unavoidable factor of modern life, has shown to have a noticeable effect on children (Fritschi et al. 2011). For listeners with normal hearing, this might recreate a condition typical of those with hearing-impairments: The ability of hearing-impaired users to perceive emotions from speech has shown to be reduced both for children (Öster and Risberg 1986; Most and Michaelis 2012) and adults (House 2009). Furthermore, the digital era has led to auditory and visual over-stimulation that became a typical feature of everyday-life, especially affecting a child’s interpersonal skills (Klorer 2009). Despite this, the impact of multi-modal stimuli on children’s perception of emotional speech has received minimal attention (Shackman and Pollak 2005); how noise pollution affects normal-hearing adults’ perception of emotion has been investigated only recently (Parada-Cabaleiro et al. 2017; Scharenborg et al. 2018), and children’s perception in background noise has only been assessed for the linguistic understanding (Bent and Holt 2018), while the paralinguistic component of the message has not been evaluated so far.

For evaluating the influence of noise on the perception of emotional speech, we chose pink noise to artificially recreate adverse environmental conditions—this noise type was found to particularly affect a listener’s ability to correctly identify emotions in speech (Parada-Cabaleiro et al. 2017)—as well as two emotionally connoted drawings of a tree (Winston et al. 1995) in order to recreate multi-modal (audio + visual) affective stimuli, that is, emotional speech (audio) and emotional drawings (visual) in concomitance.
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Since culture might influence children’s perception of emotional speech (McCluskey and Albas 1981; Matsumoto and Kishimoto 1983), we considered children from two (sub-)cultures with different language backgrounds, namely Spanish and German. Following research focused on children’s vocal expression of emotion (Batliner et al. 2008), this work encourages the understanding of children’s perception of emotional speech. In turn, it might inspire interdisciplinary research with a focus on childhood, for example, in order to develop technology-based tools for educational purposes. Such applications would be in line with those oriented towards promoting children’s emotional intelligence through the utilisation of virtual reality (Finkelstein et al. 2009).

The rest of the manuscript is laid out as follows: Sect. 2 sketches the state of the art in the field; Sects. 3 and 4 present methodology and statistical design, Sects. 5 and 6 results and discussion; Sect. 7 details limitations of the presented work; finally, future goals and conclusions are given in Sect. 8.

### 2 State of the art

The theory of cognitive development (Piaget 2000) states that a child’s acquisition of knowledge is a learning process divided into four stages: Sensorimotor (0–2 years; in this stage, the acquisition of new knowledge is based on sensory and motor experiences, such as the manipulation of physical objects); Preoperational (2–7 years; a stage characterised by the beginning of symbolic thought and the acquisition of language; still children tend to be mostly egocentric, that is, they have difficulties in understanding other’s perspective); Concrete Operational (7–11 years; in this stage, the inductive logical reasoning applied to concrete events is developed); and Formal Operational (from 11 years upwards; a stage in which the deductive logic emerges and children start to reflect about concepts that require abstract reasoning, such as moral or philosophical problems); cf. Table 1 for the distribution of our subjects group. Children’s perception of emotional speech has been studied extensively (Friend and Bryant 2000; Morton et al. 2003; Waxer and Morton 2011; Shackman and Pollak 2005; Quam and Swingley 2012). Despite this, and even though the ability to perceive emotions from non-verbal cues is progressively acquired during the second (preoperational) developmental stage (Friend and Bryant 2000; Morton et al. 2003), children’s perception of multi-modal emotional cues, that is, of emotional information encoded in different channels simultaneously (e. g., audio–visual), has been addressed rarely (Shackman and Pollak 2005)—and never, to the best of our knowledge, in the earlier stages of development.

As children can have difficulties in understanding the concept of emotional dimensions (Russell 1980), such as arousal (related to the intensity of the emotion) or valence (related to the positive or negative hedonic value), most studies that evaluate children’s perception of emotion employ a categorical model (Morton et al. 2003; Waxer and Morton 2011; Shackman and Pollak 2005; Quam and Swingley 2012) where every emotional state is defined by a unique category (Scherer 1984). Furthermore, since perception studies can be specially tedious for children, for whom sustained periods of attention may be difficult (Gumenyuk et al. 2001), strategies such as evaluating a reduced number of stimuli (Matsumoto and Kishimoto 1983) through interactive computer-based tasks (Morton et al. 2003) guarantee more reliable results.

### 3 Methodology

The tendency of a child to prioritise some cues belonging to another modality, such as facial expressions or linguistic content, over the vocal/non-verbal message encoded, for example, in voice quality, could depend on his/her cognitive elaboration of the instructions instead of an inability to perceive paralinguistic information (Morton et al. 2003). This could be the reason why linguistic meaning (Morton et al. 2003) or cross-culturally accepted emotional icons such as facial expressions (Shackman and Pollak 2005) may bias a child’s perception of emotion in multi-modal stimuli. Thus,
we chose stimuli void of emotional linguistic meaning, that is, nonsense speech, and a visual input with non-standardised emotional connotation.

### 3.1 Stimuli

Since linguistic meaning influences both adults’ (Friend and Farrar 1994) and children’s perception of emotional speech (Morton et al. 2003), the linguistic content has been obscured in previous research by considering a foreign language and pass-filtering the samples (Friend and Farrar 1994; Morton and Trehub 2001). Nonsense utterances, commonly used in cross-cultural studies to highlight the non-verbal emotional component, have been extensively used for assessing adults’ perception (Scherer et al. 2001)—but rarely for children (Matsumoto and Kishimoto 1983).

We thus chose the nonsense acted emotional utterance *ne kal ibam soud molen!* pronounced in the three emotional states happiness,\(^1\) anger,\(^2\) and sadness, from the *GEnova Multimodal Emotion Portrayals* (GEMEP) database (Bänziger et al. 2006), used in the *ComParE* 2013 challenge (Schuller et al. 2013). The considered nonsense utterance was created to represent a plausible pseudo-linguistic phoneme sequence with a similar pronunciation in several Western languages (Bänziger and Scherer 2010). Due to this, it is specially suited to test our two groups of listeners (Spanish and German) who could perceive it as a pronounceable foreign language (Scherer et al. 2001); the sentence was produced by a native French actress, i.e., a ‘foreigner’ with respect to both language and sub-culture. In addition, unlike previous research that created nonsense utterances for each cultural sub-group (Matsumoto and Kishimoto 1983), by that we guarantee identical conditions by using the same nonsense stimulus. According to previous research on children’s perception of emotional speech (Matsumoto and Kishimoto 1983; Morton and Trehub 2001), to avoid the influence of gender, for this study, we used only a female speaker.

We employed an artificially polluted background created in *Matlab R2014a* (Mathworks 2014) through the addition of *pink noise* at a Signal-to-Noise Ratio (SNR) of $-1\text{ dB}$; this was found—due to its higher intensity in the low frequency band when compared with brownian and white noise—to be especially effective in reducing listeners’ ability to correctly identify emotions in speech (Parada-Cabaleiro et al. 2017).

---

1 Realised in GEMEP as the sub-category ‘elation’.
2 Realised in GEMEP as the sub-category ‘hot anger’.

---

**Fig. 1** Spectrograms of the clean (left) and noisified (right) nonsense emotional utterances: anger, happiness, and sadness (from top to bottom), produced by a female speaker; x-axis: duration in sec.; y-axis: frequency between 0 and 8 kHz.
For the audio stimuli, we considered six utterances: three clean (i.e., without the addition of background noise) and three noisified. In Fig. 1, a comparison between the clean and the noisified samples’ spectrum is given, showing that pitch modulation and spectral variance, which are relevant features for emotion recognition, are specially affected in the noisified samples.

Children express and perceive emotion encoded in drawings from the age of three years (Misailidi and Bonoti 2008). Drawings of trees have been extensively investigated, those with leaves, green, and robust, being identified as positive, and thin ones without leaves as negative (Ives 1984; Winston et al. 1995). Two emotionally connoted drawings (taken from an online stock-image library and modified by the authors) were chosen for the visual stimuli: a ‘positive’ and a ‘negative’ tree (cf. Fig. 2). These were evaluated by the children without audio, in order to guarantee the intended emotional connotations. From the 109 children, the positive drawing was correctly identified by 100 (five misclassified it with sadness and four with anger); the negative one was correctly perceived by 99 children (88 identifying it with sadness, 11 with anger, and 10 misclassified it as happiness). Since the children who misclassified the visual stimuli did not belong to a specific age group, and their responses did not differ from those given by others, we did not exclude their responses. Moreover, Sect. 5 shows that the visual stimuli seem not to influence the children’s perception of emotional speech.

### 3.2 Test design

We evaluated the perception of anger, happiness, and sadness—emotions which are commonly studied to evaluate a child’s perception of emotional speech (Shackman and Pollak 2005; Matsumoto and Kishimoto 1983). A forced-choice categorical computer-based perception test, hosted on the on-line platform Typeform,3 was conducted. Three drawings of emotional facial expressions (displayed in Fig. 3), representing the three possible test responses anger, happiness, and sadness, were used as reference, because they are more adequate than verbal labels for a perceptual assessment of children (Waxer and Morton 2011; Matsumoto and Kishimoto 1983).

Each child assessed 20 emotionally connoted stimuli: 8 mono-modal (6 audio and 2 visual) and 12 multi-modal (audio + visual). The 6 audio stimuli, lasting 2, 1, 2, 2, and 2, 6 s for anger, happiness, and sadness, respectively, are the three emotional utterances, both clean and noisified. The 2

---

3 https://www.typeform.com/.
visual stimuli are the positive and negative drawings. The 12 multi-modal stimuli are obtained by the combination of the previous, that is, the 6 audio and the 2 visual stimuli presented concomitantly. All in all, the children evaluated 18 samples containing emotional speech: 9 noisified (3 only audio, 3 audio + positive drawing, and 3 audio + negative drawing) and 9 clear (same distribution as before). The two samples that contain only visual stimuli, that is, the emotionally connoted drawings, have been evaluated with the purpose of guaranteeing their intended emotional connotation.

In order to promote interest and to avoid fatigue, the stimuli were divided into five short tasks, each presenting four randomly selected stimuli out of the total 20, lasting between 2 and 3 min. The tasks (whose order could be chosen by the child) had different-coloured interfaces and could be performed by the children consecutively or in separate sessions, depending on their interest. All participants gave positive feedback and performed voluntarily the tasks in one session which lasted around 10 to 15 min. For each stimulus, the caregiver instructed the children to listen carefully (wearing headphones) and to observe the image on the screen (when visual stimuli were considered). Then, the children were asked about the emotional state of the speaker, and invited to select on their own one of the three emotional faces. An informal interview was performed at the end by the caregiver in which the children were asked about the goal of the task in order to ensure that they understood it, by that guaranteeing the validity of the responses.

A total of 109 children took part in the perception test (cf. Table 1). 92 children were Spanish: 17 (6 male, 11 female) from the preoperational stage (4–6 years); 53 (34 male, 19 female) from the concrete operational stage (7–10 years); and 22 (8 male, 14 female) from the formal operational stage (11–14 years). 17 children were German (6 male, 11 female) from the preoperational stage (4–6 years). All the children performed the test in their native language. Out of the 92 Spanish children, 62 were recruited via the collaboration of a public Spanish primary school (CPI Plurilingüe Cabo da Area of Laxe), the remaining 30 via the voluntary participation of their parents. The 17 German children were recruited via the collaboration of a kindergarten. The setting with a familiar caregiver leading the test (teacher or parent) guaranteed a natural behaviour. In order to evaluate how differences in the perception of emotional speech may have a relationship with adults’ assessment, the perception test was also performed by 17 Spanish adults (12 male, 5 female), with ages from 17 to 48 years (mean 31, standard deviation 7.5). The adults were recruited directly by the experimenters and were middle class native Spanish from the same region as the Spanish children (i.e., Galicia).

4 Statistical design

Our statistical analysis is based on a two-level hierarchical structure of the data: at Level-1, we define repeated measures nested within participants, that is, the user variables; at Level-2, observations relate to the experimental setup, that is, the task variables. For Level-1, we consider four independent variables (i–iv) and a dependent (v) one: (i) user-id (nominal: 34 categories for the cross-cultural assessment, 109 for the general assessment, 34 for adults vs. children assessment); (ii) age (scale: from 4 to 6 years for the cross-cultural assessment, from 4 to 14 for the general assessment; binary: kid and adult for adults vs. children assessment); (iii) gender (binary: female and male); (iv) nationality (binary: Spanish and German); (v) perception (binary: correct and incorrect). For Level-2, we consider four independent (i–iv) variables: (i) task-id (nominal: 18 categories from question 1 to question 18); (ii) SNR (binary: clean and noisy); (iii) reinforcement (nominal: encouraging, discouraging, and none); (iv) emotion (nominal: happiness, anger, and sadness). In Table 2, a summary of the variables considered in the statistical analysis is given. We assume encouraging reinforcement when the emotion displayed in the drawing matches the emotional content of the speech, discouraging when there is no match, that is, the visual stimulus contradicts the emotional content of the speech, and no reinforcement when no visual stimulus is given.

We employ Generalised Linear Mixed Models (GLMM) from SPSS (Corporation 2012). Robust estimation of fixed effect and covariances, as well as binary logistic regression, to relate the target distribution to the model (due to the dependent variable perception being binary), were considered. Given the unbalanced sample size between Spanish and German children (92 vs. 17), and between the adults’ control group and the total of involved children (17 vs. 109), we divided the statistical evaluation in three subsections: the cross-cultural assessment (only children from 4 to 6 years, both Spanish and German, were considered, i.e., 34 children in total), general assessment (all the children, both Spanish
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4 These two stimuli were the emotionally connoted drawings mentioned above, which were evaluated in the same perception test as the other stimuli.
5 Different from the definition of the stages given in Sect. 2, the years of each stage are disjunct, for obvious reasons.
6 Consent to use the anonymised responses of each child for research purposes only was obtained through caregivers’ signed consent, and under the approval of the TUM IRB ethics committee (Hantke et al. 2016).
7 Note that Reinforcement might also be considered as an ordinal variable: for instance, 1 (negative), 2 (none), and 3 (positive); yet, since we want to consider ‘no reinforcement’ as a reference for the dummy coding, we have chosen to identify this variable as a nominal.
and German, were considered, i.e., 109 children in total), and adults versus children’s assessment (only Spanish children from 4 to 6 years and the adults were considered, i.e., 34 individuals in total). In order to estimate the variability of the responses across participants, that is, whether it might be any difference in performing the perception task across individuals, an unconditional (null) logistic regression model without predictors—no independent variables were included—was performed as starting configuration of the model for the three assessments (cross-cultural, general, and adults vs. children). Considering that the individual observations are nested simultaneously within the task-id and the user-id variables (all the participants answer all the questions), we approach the repeated measures nature of our data by considering these two variables as crossed random effects (Baayen et al. 2008). In addition, as covariance type for the random effects, Variance Component (VC)—the default setting option in SPSS—was considered to build up the model. Finally, in the data structure, the variable perception was indicated as a target, the variables task-id and user-id as subjects. When the z-test of the unconditional model indicated intercept variance, thus suggesting that the independent variables might influence participants’ responses, multi-level evaluation was performed by hierarchically adding into the model the independent variables: first those of Level-1, then those of Level-2; note that the variables that did not play a role were subsequently excluded (Heck et al. 2013). Since the variables reinforcement and emotion have three different classes, dummy coding was employed to evaluate them: as a reference, no reinforcement, and happiness (the only positive emotion) were considered.

The following statistical parameters are employed: We evaluate the magnitude and direction of the effects shown by the model in terms of odds ratios; yet, since odds ratios might be poorly understood in the communication of research findings (Grant 2014), we additionally convert them into the more common effect size measure Cohen’s $d$ (Borenstein et al. 2009). For the (null) model, we report in the text $z$-test and $p$-values. However, Null-Hypothesis-Testing with $p$-values as decisive criterion has been criticised repeatedly from its beginning; we refer to the statement of the American Statistical Association in Wasserstein and Lazar (2016). Throughout this article, we will thus report $p$-values not as criteria for a binary ‘significant/not significant’ decision but rather as a descriptive device; note that we do not correct the $p$-values for repeated measurements. For the model with Level-1 and Level-2 variables, we discuss Cohen’s $d$ in the text; F-statistic, degrees of freedom, coefficient $\hat{\beta}$, exp(B), Cohen’s $d$, $p$-values, and 95% confidence intervals, are always given in the tables. For reporting statistical results, two floating points are used except for the $p$-values where the usual three are displayed. Percentages are indicated with no floating points since most of the time, the number of evaluated instances was less than 100. For reproducibility, we make the SPSS syntax and dataset considered for the present study freely accessible.8

| Variable     | Level     | Type                      | Measurement               | Values                          |
|--------------|-----------|---------------------------|----------------------------|---------------------------------|
| USER-ID      | 1—user var. | Independent               | Nominal                    | Cross-cultural: participant 1–34 |
|              |           |                           |                            | General: participant 1–109      |
|              |           |                           |                            | Adult/children: participant 1–34|
| AGE          | 1—user var. | Independent               | Scale                      | Cross-cultural: 4–6 years        |
|              |           |                           |                            | General: 4–14 years             |
|              |           |                           |                            | Adult/children: adult, child    |
| GENDER       | 1—user var. | Independent               | Binary                     | Female, male                    |
| NATIONALITY  | 1—user var. | Independent               | Binary                     | Spanish, German                 |
| PERCEPTION   | 1—user var. | Independent               | Binary                     | Correct, incorrect              |
| TASK-ID      | 2—task var. | Independent               | Nominal                    | Question 1–18                   |
| SNR          | 2—task var. | Independent               | Binary                     | Noisy, clean                    |
| REINFORCEMENT | 2—task var. | Independent               | Nominal                    | Positive, negative, none        |
| EMOTION      | 2—task var. | Independent               | Nominal                    | Sadness, anger, happiness       |

Note that for user-id and age, different values are considered for each assessment: cross-cultural, general, and adults vs. children)

5 Results
5.1 Cross-cultural assessment
It has been shown that culture influences a child’s perception of emotional speech, that is, children from different cultures show different sensitivity toward emotions (McCluskey and
A Generalized Linear Mixed Model (GLMM) was performed on the responses given by 17 Spanish and 17 German children from the preoperational stage (4–6 years), considering task-id and user-id as crossed random effects, age, gender, and nationality as fixed effects; F-statistic (F), degrees of freedom 1 (df1) and 2 (df2), Coefficient $\beta$, effect sizes $\exp(B)$ and Cohen’s $d$, $p$-value, and 95% confidence intervals (CI): lower and upper, are given.

Table 3 Results for the fixed effects computed in the cross-cultural assessment considering Level-1 variables

| Factor     | F  | df1 | df2 | $\beta$ | $\exp(B)$ | $d$ | $p$ | 95% CI Lower | 95% CI Upper |
|------------|----|-----|-----|---------|-----------|-----|-----|--------------|--------------|
| age        | 2.44 | 1   | 608  | 0.24    | 1.28      | 0.14 | .119 | 0.94         | 1.74         |
| gender     | 0.11 | 1   | 608  | -0.08   | 0.92      | -0.05 | .739 | 0.58         | 1.47         |
| nationality | 0.04 | 1   | 608  | -0.04   | 0.96      | -0.02 | .842 | 0.63         | 1.46         |

To find out whether the probability for the 109 children to correctly perceive emotional speech varies across tasks, again the unconditional (null) logistic regression model without predictors was performed—considering this time all the children, both Spanish and German, from 4 to 14 years (i. e., all the participants in Table 1). Our analysis shows that there is intercept variance across users between the different questions: $z = 2.50$, $p = .012$ for task-id and $z = 4.12$, $p = .000$ for user-id; this encourages a multilevel evaluation. To evaluate whether Level-1 variables, that is, age and gender, might explain this variability, these two variables were added into the model as fixed effects. As previously, perception was kept in the model as target, task-id and user-id as crossed random effects—meaning that the evaluation of fixed effects and further random effects will be performed by adding these elements to the current configuration of the model.

Table 4 displays the results for the model considering Level-1 variables as fixed effects, which again indicates that age is positively correlated with the probability to properly identify emotional speech: keeping gender constant, older children increase their likelihood to give the right response—notice that even though the effect size is very small ($d = 0.04$), this increment is per year, and for age ten levels have been considered. Regarding gender, we observe that for females, the probability to answer correctly slightly increases, but as well as in the cross-cultural assessment, the difference between genders is minimal, as shown by a very small effect size ($d = 0.03$). Once again, the $z$-test suggests multilevel interactions: $z = 2.50$, $p = .012$ for task-id and $z = 3.98$, $p = .000$ for user-id; this was evaluated by adding the Level-2 variables into the model.

Table 5 displays the results for the model with Level-1 and Level-2 variables, which was performed in order to evaluate whether the relationship between age and probability to
answer correctly might be linked to the task variables. For this, we specified \textit{age} (user variable) as random effect and added \textit{snr}, \textit{reinforcement}, and \textit{emotion} (task variables) as fixed effects—\textit{gender}, since not relevant, was no longer considered in the equation (Heck et al. 2013). The model estimated that \textit{snr} influences the correlation between \textit{age} and the likelihood to correctly identify emotions in speech, that is, the probability of children to answer correctly increases in clean conditions, which is shown by a medium effect size ($d = 0.47$). By evaluating Level-2 variables, \textit{reinforcement} did not influence children’s responses, as displayed by the very small effect sizes for both positive ($d = 0.01$) and negative ($d = -0.05$) reinforcement. \textit{Emotion} showed a slightly bigger (although small) effect size, indicating that children are more likely to answer correctly when evaluating sadness ($d = 0.24$) than when assessing anger ($d = 0.17$). By looking at the random effects, the $z$-test did not encourage further evaluation, displaying $z = 0.91, p = .362$ for \textit{task-id} and $z = 0.21, p = .837$ for the level-1 slope; $z = 0.51, p = .614$ for \textit{user-id} and $z = 1.64, p = .101$ for the level-1 slope.

### 5.3 Adults versus children’s assessment

To perform a balanced comparison and to avoid cultural bias, the 17 Spanish adults’ responses and those of the 17 Spanish children from the \textit{Preoperation} stage (4–6 years) were evaluated. Again, to examine the variability of the responses from the 34 participants across the different questions, the unconditional (null) logistic regression model without predictors was performed by taking into account the 17 adults and the 17 children. The model shows again variability in intercepts across the different questions ($z = 2.06, p = .040$ for \textit{task-id}) and children ($z = 2.15, p = .032$ for \textit{user-id}), thus encouraging multilevel evaluation. To evaluate whether Level-1 variables, that is, \textit{age} and \textit{gender}, might explain this variability, these two variables were added into the model as fixed effects; unlike previously, \textit{age} was considered as a binary variable: adults (17–48 years) versus children (4–6 years). Again, from now on, \textit{perception} was kept in the model as a target, \textit{task-id} and \textit{user-id} as crossed random effects.

Table 6 displays the results for the model considering Level-1 variables as fixed effects. As expected, the model predicted that the correlation between \textit{age} and the likelihood to properly identify an emotion is positive, which indicates that, holding \textit{gender} constant, the likelihood of adults to answer correctly increases, which is shown by a medium-large effect size ($d = 0.57$). As in the general assessment, \textit{gender} seems not to play a role in perception of emotional speech, as shown by the very small effect size ($d = 0.11$), indicating that the differences between females and males are minimal. The model showed variability in intercepts

---

**Table 4** Results for the fixed effects computed in the general assessment considering Level-1 variables

| Factor | F   | df1 | df2 | $\beta$ | $\exp(B)$ | $d$  | $p$  | 95% CI Lower | 95% CI Upper |
|--------|-----|-----|-----|--------|-----------|------|------|--------------|--------------|
| AGE    | 6.80| 1   | 1959| 0.07   | 1.08      | 0.04 | .009 | 1.02         | 1.14         |
| GENDER | 0.15| 1   | 1959| 0.06   | 1.06      | 0.03 | .695 | 0.80         | 1.41         |

The GLMM was performed on the responses given by the 109 children, considering \textit{task-id} and \textit{user-id} as crossed random effects, \textit{age} and \textit{gender} as fixed effects; $F$-statistic (F), degrees of freedom 1 (df1) and 2 (df2), coefficient $\beta$, effect size: $\exp(B)$ and Cohen’s $d$, $p$-value, and 95% confidence intervals (CI): lower and upper, are given.

**Table 5** Results for the fixed effects computed in the general assessment considering Level-1 and Level-2 variables

| Factor   | F     | df1 | df2 | $\beta$ | $\exp(B)$ | $d$  | $p$  | 95% CI Lower | 95% CI Upper |
|----------|-------|-----|-----|--------|-----------|------|------|--------------|--------------|
| SNR      | 31.28 | 1   | 1955| 0.85   | 2.34      | 0.47 | .000 | 1.74         | 3.76         |
| REINF (positive) | 0.01 | 1   | 1955| 0.02   | 1.02      | 0.01 | .920 | 0.71         | 1.47         |
| REINF (negative) | 0.24 | 1   | 1955| -0.09  | 0.91      | -0.05| .628 | 0.63         | 1.32         |
| EMO (sadness) | 5.43 | 1   | 1955| 0.44   | 1.55      | 0.24 | .020 | 1.07         | 2.23         |
| EMO (anger)  | 2.56 | 1   | 1955| 0.30   | 1.35      | 0.17 | .110 | 0.94         | 1.94         |
| AGE        | 3.91  | 1   | 1955| 0.06   | 1.06      | 0.03 | .048 | 1.00         | 1.12         |

The GLMM was performed on the responses given by the 109 children, considering \textit{task-id} and \textit{user-id} as crossed random effects, the Level-1 slope \textit{age} as randomly varying, and the Level-2 predictors: \textit{snr}, \textit{reinforcement–reinforcement} (positive and negative w. r. t. the reference no reinforcement), \textit{emotion–emo} (the negative emotions sadness and anger w. r. t. the positive emotion happiness), and the Level-1 predictor \textit{age} as fixed effects; $F$-statistic (F), degrees of freedom 1 (df1) and 2 (df2), coefficient $\beta$, effect size: $\exp(B)$ and Cohen’s $d$, $p$-value, and 95% confidence intervals (CI): lower and upper, are given.
across the different questions (z = 2.18, p = .038 for task-id) but not between participants (z = 1.07, p = .284 for user-id), which is probably due, as previously indicated in the cross-cultural assessment, to the low number of subjects. Despite this, again, in order to evaluate multilevel interactions, Level-2 variables were added into the model.

Table 7 displays the results for the model with Level-1 and Level-2 variables, which was performed in order to examine if the relationship between AGE (user variable) and the probability to give a correct response might be linked to the variables SNR, REINFORCEMENT, and EMOTION (task variables). AGE was added into the model as random effect, and SNR, REINFORCEMENT, and EMOTION as fixed effects, while GENDER, since irrelevant, was not considered (Heck et al. 2013). The model estimated that SNR and EMOTION are influential factors in the correlation between AGE and the likelihood to answer correctly, that is, keeping AGE constant, the probability to correctly identify emotions increases in clean conditions (d = 0.49), as well as when evaluating negative emotions, a phenomenon that is slightly more prominent for sadness (d = 0.49) than for anger (d = 0.43). This confirms previous findings (Parada-Cabaleiro et al. 2018), suggesting that both arousal and valence are relevant dimensions for children in the evaluation of emotional speech—thus, sadness (low aroused and negative) is identified with more accuracy than happiness (high aroused and positive), with anger (high aroused and negative) in between. REINFORCEMENT was again not relevant, which is shown by a very small effect size for both positive (d = 0.03) and negative (d = 0.01) reinforcements. These findings, however, should be carefully interpreted, since the model lead to an over-specification warning, compromising the computation of z-test. This is due, as previously indicated, to the relatively high number of stimuli (18), considering the limited number of users (34).

6 Discussion

Our statistical analysis shows that the user variables at Level-1, GENDER and NATIONALITY, do not influence listeners’ perception of emotional speech, whereas the variable AGE is positively correlated with the probability to answer correctly; thus, showing that the ability to identify emotions in speech develops with age. Against our expectations, the presented study also indicates that the Task variable at Level-2, VISUAL REINFORCEMENT, does not influence the perception of emotion—neither for children nor for adults; yet, other
visual stimuli should also be investigated in order to generalise such finding. As expected, the variable snr influences the perception of emotional speech for both children and adults, regardless of culture. This can be seen in Fig. 4, which shows that in clean conditions, the percentage of correct responses is always higher than that of incorrect ones for both cultural groups (Spanish and German) across the three evaluated ages (4–6 years). In noisy background, however, the percentage of wrong answers is higher than that of correct ones, for both children of 4 and 5 years, while only for the oldest children (6 years), the percentage of correct responses is slightly higher than that of incorrect ones. This suggests that the difficulty of identifying emotions in adverse environmental conditions decreases with age—a tendency that is displayed when evaluating the remaining age groups. To illustrate such a tendency, some representative age groups—excluding groups with a very low number of participants—were considered, that is, 4, 7, 9, 11, and 14 years. In Fig. 5 it is displayed that in clean conditions, across the evaluated ages, the percentage of utterances correctly identified is higher than the one of incorrect ones. In noisy background, however, the percentage of wrong answers is higher than the one for correct answers; this tendency is inverted after the age of 9 years. This is shown by the Unweighted Average Recall\(^9\) (UAR) as well, which in background noise progressively increases with age, demonstrating that the impairing effect of adverse environmental conditions decreases with age (cf. UAR for Noise in Table 8). There is a weak, positive correlation between children’s age and UAR (2-tailed, Pearson: \(r = .252, p < .008\), Spearman: \(\rho = .245, p < .010\)) for samples with background noise. This correlation is markedly lower for clean samples (2-tailed, Pearson: \(r = .165, p < .087\), Spearman: \(\rho = .156, p < .106\)). This indicates that younger children might have developed the ability to correctly identify emotions in speech; yet, this can easily be impaired by adverse conditions such as background noise.

When evaluating the confusion patterns between emotions, we observe that in background noise, happiness is the emotion worst identified, displaying similar accuracy across

\(^9\) Unweighted Average Recall is the unweighted (by number of instances in each class) mean of percent correctly classified in the diagonal of the confusion matrix. Chance level is only defined by the number of classes (50 % for two classes, 33.3 % for three classes, and so on) and not by the number of cases per class which varies across experiments (Schuller and Batliner 2014).
the different age groups (e.g., 30% and 33% for children of 4 and 14 years, respectively), whereas the correct identification of anger and sadness progressively increases with age (cf. confusion matrices for noisy in Table 8). Indeed, even though the perception of emotional speech by the older children (14 years) in clean conditions is comparable to that performed by adults, differences between these two age groups are observed when evaluating the confusion patterns displayed in background noise—children identify anger and happiness worse than adults: 14 years old children achieve an accuracy of 67% and 33% for anger and happiness (cf. noisy for age 14 in Table 8); adults achieve an accuracy of 78% and 41% for anger and happiness (cf. noisy for adult in Table 8). This suggests that children in the last stage of the developmental age might have already acquired the capacity to fully identify these emotions in speech; still, this is an ability that has not been refined to the same level as in adults, and might be more easily impaired in adverse environmental conditions. Note that the higher performance of 14 years old children for some cells (cf. Table 8) might be also explained by the difference in sample size: 4 children versus 17 adults.

Supporting previous research (Parada-Cabaleiro et al. 2017), we can see a most prominent one-directed confusion: happiness is misidentified as sadness. This is particularly evident in noisy background regardless age, as displayed for both adults and children: the percentage of happiness wrongly perceived as sadness is higher than for those cases correctly identified (for instance, 50% vs. 30% and 45% vs. 41% for happiness misclassified vs. correctly identified for 4 years old children and adults, respectively; cf. Table 8). Indeed, in background noise, the acoustic properties of emotional speech are attenuated—pitch and energy are obfuscated, less discernible, and therefore, it is more difficult to tell apart them from the characteristics of sadness. By acoustically evaluating F0 and energy range10 of each emotional utterance, we see that anger shows the highest differences in range (F0 range = 433.09 Hz, energy range = 0.13), sadness the lowest (F0 range = 159.56 Hz, energy range = 0.08), and happiness is in between (F0 range = 256.33 Hz, energy

---

**Table 8** Confusion matrix for the percentage of accuracy in the perception of each emotion (emo): anger (ang), happiness (hap), and sadness (sad); by children of 4, 7, 9, 11, and 14 years (cf. Table 1) and adults (17–48 years); in both snr (noisy and clean)

| age | emo | noisy | clean | # |
|-----|-----|-------|-------|---|
|     |     | ang   | hap   | sad |     | ang   | hap   | sad | UAR |     | ang   | hap   | sad | UAR | # |
| 4   | ang | 43 | 27 | 30 | 37.7 | 64 | 13 | 23 | 60 | 60 |     |
|     | hap | 20 | 30 | 50 |     | 7 | 73 | 20 |     |     | 60 |     |     |     |     |
|     | sad | 33 | 27 | 40 |     | 20 | 27 | 53 |     |     |     |     |     |     |     |
| 7   | ang | 36 | 33 | 31 | 36.0 | 61 | 22 | 17 | 72 |     |     |     |     |     |     |
|     | hap | 28 | 30 | 42 |     | 5 | 67 | 28 |     |     |     |     |     |     |     |
|     | sad | 28 | 30 | 42 |     | 14 | 33 | 53 |     |     |     |     |     |     |     |
| 9   | ang | 53 | 30 | 17 | 50.3 | 70 | 22 | 8 | 144 |     |     |     |     |     |     |
|     | hap | 14 | 42 | 44 |     | 7 | 65 | 28 |     |     |     |     |     |     |     |
|     | sad | 21 | 23 | 56 |     | 4 | 17 | 79 |     |     |     |     |     |     |     |
| 11  | ang | 59 | 28 | 13 | 53.0 | 61 | 31 | 8 | 78 |     |     |     |     |     |     |
|     | hap | 25 | 36 | 39 |     | 15 | 62 | 23 |     |     |     |     |     |     |     |
|     | sad | 23 | 13 | 64 |     | 10 | 10 | 80 |     |     |     |     |     |     |     |
| 14  | ang | 67 | 16 | 17 | 66.7 | 92 | 0 | 8 | 24 |     |     |     |     |     |     |
|     | hap | 0 | 33 | 67 |     | 0 | 75 | 25 |     |     |     |     |     |     |     |
|     | sad | 0 | 0 | 100 |     | 0 | 0 | 100 |     |     |     |     |     |     |     |
| adult| ang | 78 | 14 | 8 | 69.0 | 82 | 10 | 8 | 102 |     |     |     |     |     |     |
|     | hap | 14 | 41 | 45 |     | 4 | 73 | 23 |     |     |     |     |     |     |     |
|     | sad | 10 | 2 | 88 |     | 6 | 2 | 92 |     |     |     |     |     |     |     |

In each row, the reference is given (emotions indicated in bold); in each column, ‘identified as’ is given (emotions indicated in italics). Darker shadowing represents higher levels of accuracy; Unweighted Average Recall (UAR) and number of responses encoded in each row (#) are given as well.

In each row, the reference is given (emotions indicated in bold); in each column, ‘identified as’ is given (emotions indicated in italics). Darker shadowing represents higher levels of accuracy; Unweighted Average Recall (UAR) and number of responses encoded in each row (#) are given as well.

---

10 Both features (F0 range and energy range) were extracted from the ComParE feature set (Schuller et al. 2013) by the openSMILE feature extractor (Eyben et al. 2010).
range = 0.12); cf. Fig. 1. This explains that in background noise anger, being more prominent than happiness, is better recognised (for instance, with an accuracy of 43% in 4 years old children, cf. Table 8). On the other side, since sadness is ‘typically’ an acoustically less prominent emotion, the confusion between this emotion and happiness shows up mostly in one direction, that is, happiness is misclassified as sadness, but sadness is not misclassified as happiness. This phenomenon is clearly shown for adults’ perception in background noise: 41% versus 45% for happiness correctly identified versus misclassified and 88% versus 2% for sadness correctly identified versus misclassified (cf. Table 8).

7 Limitations of the presented study

Even though we put much effort in developing a methodology which is adequate for our age groups, the extent to which the lower performance observed for younger children might be due to cognitive difficulties in the understanding of the task and not—or to a lesser extent—to poorer emotional skills, cannot be answered unequivocally. In this regard, we firmly believe that the performance of the presented task in a familiar environment is essential to maximise the validity of the results. This is shown, for example, by the children’s curiosity about the meaning of the sentences and the language of the speaker—demonstrating, as expected, that the children perceived the nonsensical utterances as a foreign language. The fact that visual reinforcement did not influence the perception of emotional speech does not necessarily mean that emotionally contradictory visual stimulation does not play a role, but instead it might also relate to our procedure being not sufficiently immersive. Note that with our work, we present a first attempt to evaluate the influences of visual stimuli—implicitly related to an emotional content—in the perception of emotional speech; this differs with previous research (Shackman and Pollak 2005) where the visual stimuli associated to the emotional cues were facial expressions, that is socially accepted icons that explicitly represent emotional expressions. Considering the outcomes presented by Shackman and Pollak (2005) which show that a contradictory visual reinforcement influences children’s perception of emotional speech, our findings might indicate that the implicit stimuli used by us were too abstract to influence children’s perception; for a deeper understanding of the topic, further evaluation should be done by taking into account a larger selection of explicit and implicit emotionally-connoted visual stimuli.

Our results are consistent with the scant literature on the development of cognitive and affective empathy, and on the development of the social brain (Theory of Mind, ToM), from childhood to adolescence. Richardson et al. (2018) report “evidence that ToM and pain networks are functionally distinct by 3 years of age, and become increasingly specialized between the ages of 3–12 years” (p. 3). The result of Sánchez-Pérez et al. (2014) are in line with other research findings “that both cognitive and affective empathy increased with age [i.e., 9 to 18 years], although the effect sizes were small” (p. 2). Moreover, our dilemma that with our experimental design, we cannot really tell apart cognitive and affective aspects, is shared by practically all experimental approaches: We do not know whether the tasks in the lab are processed by our subjects the same way as the tasks in real life they want to model.

Other aspects are the unbalanced sample size and the limited cultural diversity. The unequal distribution of children across age groups might not only have biased the results to a certain extent but has also impaired the evaluation of gender related patterns within each age group. This is a frequent problem in recruiting subjects from groups (such as classes at schools or universities) with inherently unbalanced distributions; we took this into account by conducting separate analyses, that is, the cross-cultural, general, and children vs. adult assessments. The consideration of two specific cultures impedes the generalisation of our conclusions, as they, strictly speaking, only hold for the groups considered. Indeed, since previous findings have shown that even children from different European countries may present diverse emotional intelligence skills (Lahaye et al. 2011), further evaluation is still needed not only by comparing highly dissimilar cultures, as, for example, Asian and European, but also within European countries.

8 Conclusions

In this work, we assessed the extent to which background noise and multi-modal stimuli influence children’s perception of emotional speech throughout different stages of the cognitive development. The visual reinforcement employed did not have an effect, whereas artificially superimposed noise significantly decreased the ability to identify emotions in speech correctly. The influence of noise decreased with age, and it affected the perception of happiness most predominately. This is most likely due to happiness being an emotion acoustically less characterised than anger and sadness: Happiness shows medium levels of F0 and energy range, whereas anger and sadness show ‘extreme’ levels (anger the highest, sadness the lowest). We found no differences between children from the two evaluated cultures (German and Spanish)—this might be due to the similarity between both cultures. Differences in the confusion patterns displayed in the perception of emotional speech in background noise between adults and older children suggest that the full development of such skills is only achieved in higher age.
In future work, we will consider children coming from more diverse cultures, in order to evaluate if adverse conditions and multi-modal stimuli may influence the perception of emotional speech differently, depending on a child’s cultural background. Our goal with this and future work is to develop an understanding of children’s perception of emotional speech, and by that, to contribute to the advancement of educational, psychological, and technological areas of research, for example, to develop artificially intelligent systems based on child–computer-interaction for psychopedagogic purposes (Song et al. 2019).
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