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Abstract

There is no doubt that customer retention is vital for the service sector as companies’ revenue is significantly based on their customers’ financial returns. The prediction of customers who are at the risk of leaving a company’s services is not possible without using their connection details, support tickets and network traffic usage data. This paper demonstrates the importance of data mining and its outcome in the telecommunication area. The data in this paper are collected from different sources like Net Flow logs, call records and DNS query logs. These different types of data are aggregated together to decrease the missing information. Finally, machine learning algorithms are evaluated based on the customer dataset. The results of this study indicate that the gradient boosting algorithm performs better than other machine learning algorithms for this dataset.

Keywords: Data analysis, customer satisfaction, subscriber churn, machine learning, telecommunication.

* ADDRESS FOR CORRESPONDENCE: Ahmet Turkmen, Aalborg University, Fredrik Bajers Vej 5, 9220Aalborg, Denmark
E-mail address: atu@es.aau.dk
1. Introduction

Companies from various sectors, such as banking, retailing, insurance and internet service providers, are having difficulties with customer retention because they have a limited amount of knowledge about their customers. Having sufficient information about customers will increase revenue and decrease complaints about the company. The required knowledge can be mined from their anonymised data which includes a variety of different information about them. In this research, we aim to analyse and understand customers’ intentions as much as possible by applying machine learning algorithms with detailed visualisation and using various data sources offered by the internet service providers (TurkNet). It is no secret that customer retention is more significant and tougher than gaining a new customer. Hence, having a system, where it can automatically propose potential customer who is at risk of leaving the company, is crucial and doable with data mining. Even more significant than having a system is having clean data from which we can get results. However, it is nearly impossible to have clean data before hand because every company has different data points where customer data are stored in various systems within the company. Furthermore, there are some companies that do not rely on recent technologies and cause difficulties when they have to be integrated into the new system.

Despite other articles in the community, our research investigates customers in two different ways, one is trying to predict customers who are willing to churn and the other is clarifying the services (Netflix, Spotify, etc.) that are mostly used by Turk Net’s customers in order to make a special agreement with those services.

2. Related work

The community is suffering from the lack of data used in churn prediction and behaviour analysis studies in many sectors. It is a significant advantage to have data from the company itself. Researchers in this area have conducted studies which generally tackle the problem of old and non concrete data. Although there is a lack of data in the community, there is plenty of training in customer churn prediction in many sectors like banking, insurance, telecommunication and internet service providers.

[1] reached the highest accuracy of 93% by using gradient boosting implementations of XG Boost [2]. In their study, they also used the social network analysis of users as a feature, which is rarely seen in the previous churn prediction studies. Among the features extracted from social network analysis, they preferred to add additional features to enrich feature sets, such as SMS, MMS and number of calls. Large data technologies can aid in handling an enormous amount of data when the volume of data does not fit the existing systems. This happened in their study since they dealt with more than 70TB of unstructured data and they used new large data tools, such as Hadoop. [3] did not use all features as input; they selected the combinations of the most important features using the k-means clustering technique. [3] tested decision tree, logistic regression and neural network on the dataset. They achieved an accuracy of 89.08% in churn prediction rate by using feed-forward neural networks. [4] proposed the usage of feed-forward neural network architecture with particle swarm optimisation. Particle swarm optimisation provides weight tuning for the proposed neural network Marikannan, 2019), and this model achieved a better accuracy of 92.90% on their local dataset. Their [4] local dataset belonged to a telecommunication company in Jordan. [5] proposed a genetic algorithm methodology which used a rough set theory. He combined the success of rough set theory with the feed-forward neural network and the genetic algorithm outperformed the other algorithms with an accuracy of 98%.

All studies examined were concerned with feature engineering because of the main nature of churn prediction. The main features are frequency of usage, the volume of the network, short message usage and phone numbers. Although plenty of studies are carried out in the area of predicting churners, the lack of data problem is raised due to privacy concerns.
3. Problem

Customer satisfaction and revenue of the company could increase by mining raw database and log data. However, there are several issues regarding the source of data and giving meaning to them. First of all, the data, which are collected from real scenarios, are generally not sufficient enough to have direct processing for machine learning algorithms. Furthermore, the data sources are not completely compatible with new data processing methods, such as creating clusters and indexing data on top of it. Hence, some data are sampled with all features from big data collections and they are examined according to one’s needs.

The data used in this study contain missing information, misspelling features that point to the same thing and are no streamlined to query newly generated data. Since the behaviour of users might change according to the trend on the internet, having continuous data streaming would make our analysis process much smoother. To overcome the missing information which existed in the sample dataset, different kinds of methods have been implied according to the type of data. Although applied methods (mean, median and mode) are not sophisticated, the approach helps to recover information, and its effects will be discussed. Another issue regarding to sampled dataset is that the units of features were not normalised at all. Applied normalisation approaches could be explained and formulated as the following.

Min-max normalisation basically calculates the minimum and maximum values of a feature set, and in order to standardise the value, it extracts the existing value with a minimum one and divides it by the result of maximum minus minimum value as follows:

\[ x_{new} = \frac{x - x_{min}}{x_{max} - x_{min}} \]

Figure 1 shows the min–max normalisation diagram.

![Figure 1. Representation of min–max](image)

Z-score is another normalisation algorithm that basically focuses on avoiding outlier issues in the dataset with the following formula. It standardises the data by extracting the value from the mean and dividing it by the standard deviation of the feature set as follows:

\[ z = \frac{v_i - \mu}{\sigma} \]

The Standard Scaler was applied to the data for a more general normalisation process that was implemented on the scikit-learn [6] machine learning and feature engineering library. The data became clearer when the discussed procedures used on the data enabled us to make further investigations and observations.

Another problem was having different data sources that were somehow not connected to each other, and which created a lack of communication between departments in the company. In order to deal with it, the following mechanism was created to match the required information from the sources and feed the cluster which is mainly created for handling data. Figure 2 shows the simplified case where data are collected from different sources and fed into the cluster which consists of several servers and runs Elastic search on them (It is an open source tool to index data in efficient way.). The
main problems were overcome by implementing the described procedures, and while implementing these approaches, it became clear that having a pipeline procedure would be much nicer. The following sections discuss about the pipeline, models, dataset, features on the dataset and behaviour analysis which is driven from DNS queries.

4. Modelling

The modelling section consists of several main steps which analyse, pre-process and process data. Raw data may be unstructured, structured or semi-structured. In this section, we focus mainly on unstructured and semi-structured data. The data include information regarding internet usage, DNS queries and number of complaints to the call centre. However, they are independent of each other and there is no way to use them in an important matter. In the pre-processing step, missing information is clarified, spelling mistakes are fixed and all features within the data are renamed. There is a dilemma when there is a large amount of data and an increase in the likelihood of having wrong observation of the data; yet, correct observation can be gained by looking at a small amount of data. However, in this case, the observation might not be enough to predict the primary goal. The steps explained in Figure 3 shows how pre-processing and processing data took place in most of the case.

The step ‘apply learning algorithm to data’ consists of all machine learning algorithms which are somehow tested against different scenarios or promises to have better accuracy according to the literature review. In this study, we created a pipeline which provides an end-to-end continuous process, from gathering data from the source (the cluster) and implementing all required steps, that is one click away.
Figure 4. Pipeline construction of the process

Figure 4 shows the pipeline for data processing in the projects which involve machine learning algorithms; in the first step, pre-processing takes place, such as pseudonymisation; then the encoding of categorical values (such as having an invoice on paper or receiving it as an e-mail (0,1)) takes place in the feature set and in the selection of features. Since the number of churners is greater than non-churners, in the second step, a stratified k-fold approach is implied, which is basically a diving test and training sets for each strata after applying some shuffling in order to decrease the bias on sampled data. For each iteration, a different portion of data is selected as training and test sets, which decreases the likelihood of having wrong observation on data. After that, each individual step in data processing is shown in Figure 4, which is considered independently whether the configuration of run enabled the options or not. Most of the machine learning algorithms are tested with the same testing dataset with a stratified k-fold in order to compare the differences and effects of pre-processing steps in the algorithms.

4.1. Dataset and features

The dataset contains more than 35 features that are aggregated from different sources and are converted to comma-separated value (CSV) types and are written to the SQL Server database of the companies. The features covering a 3-month background check is presented in Table 1.

| Feature                                      | Explanation                                      |
|----------------------------------------------|--------------------------------------------------|
| number_of_service_channel_complaints         | Number of complaints about the service           |
| invoice_review_support_count                 | Number of invoice support                        |
| internet_connection_error_complain_count     | Number of no internet connection complaints       |
| number_of_call_centers                       | Number of call centres                           |

Apart from the features seen in Table 1, there are plenty of features that contain information of the last three months about the customer. Clarifying the most significant features is made by implementing the feature selection part of the random forest algorithm. The training dataset contains 24,935 non-churners and 3,847 churners; despite the training dataset, the test dataset contains 46,138 non-churners and 1,728 churners. Detailed information regarding how those datasets are used and evaluated is given in the evaluation section.
5. Behaviour analysis

Behaviour analysis of the customer is carried out by analysing DNS requests, which are (without any sensitive information of customer) collected and fed into another index in the cluster system. Every day, there are over 4TB of DNS requests from different domains name servers of the company which makes it harder to parse, eliminate and feed into another source from a variety of domain name servers. A DNS request consists of an IP address, a domain, a URL, a timestamp and many other fields; from a DNS query, the URL’s category should be matched correctly per one query, for instance, if a DNS query contains ‘www.facebook.com’ URL, it should be matched with ‘social networking’. Therefore, a web service, which updates itself according to changes in the content of the website, is used to categorise URLs. It was costly to make a DNS request to web service; hence, implementing bulk requests with a synchronisation increased the overall performance of the system.

To boost the speed of processing and cleaning data, some preliminary steps have been applied; for instance, when a user, who is surfing on the internet, has some DNS requests which are not made intentionally. To overcome this situation, advertisement URLs, some content delivery network data, extension requests, third-party requests, which do not seem right URLs, are filtered. Meanwhile, having local service which updates itself according to the web service might decrease overhead when dealing with requests to the web. In this sense, there is no need to check a URL which is already categorised; this concept is shown in Figure 5.

Figure 5 is an example of redundant data in DNS requests from the data point of view.

When Figure 5 is examined, it is very obvious that some URLs are not visited by the user, for instance, ‘a.root-servers.net’, ‘time.nist.gov’ and many other requests do not represent real cases. The data that is not cleaned cannot be used for behaviour analysis, as it may have wrong observations about customers. After the cleaning of data, as shown in Figure 5, most of the URLs have been removed, which either belongs to a background job or an advertisement or something else. It enables us to create clusters based on cleaned data using some clustering machine learning algorithms, such as k-means, mean-shift and agglomerative hierarchical clustering algorithms. However, although we have cleaned out redundant information on DNS requests, the volume of data is high. In this case, the proper algorithm to run, which obtains faster results, is the k-means clustering algorithm; we have implied clustering algorithms to categorise the DNS data; however, the number of clusters was clarified by elbow analysis which is a heuristic method of interpretation and understanding required by the number of clusters. The result of elbow analysis shows that having four clusters would be the
best clustering approach for the data that we have. The algorithm was run and the following results were gathered in different clusters, as shown in Figure 6.

The four clusters and their detailed information show the percentage of people who are spending their time on which site category. It provided us a quiet vision about our customers’ behaviour, according to detailed information on each cluster, our company proposed some kind of campaign to boost the number of customers and existing customers satisfaction as well. For example, if we observe that most of the traffic points have a new kind of application other than a known kind, then the next campaign could be based on that application. The four clusters in Figure 6 shows that customers are grouped from their traffic of game, social media, office and messaging. For instance, an internet service provider would understand the expectations of the network speed from customers; the customers in Cluster 3 expect much higher network speed because of their gaming habits. Apart from DNS request analysis, another approach regarding behaviour analysis that we analysed anonymously was Net Flow traffic and we realised that in some particular time intervals download data is much higher than the rest of the days as shown in Figure 7.
The customers could be categorised into different groups according to time periods, which can provide more information about the load on the network infrastructure of the company. When customers are divided into four distinct periods, 65% of our customers are active between 22.00 and 02.00 (10.00 PM – 02:00 AM). It illustrates the overview consumption of our resources and helps us to decide whether there is a need for increasing bandwidth on specified given times for specific channels.

The overall illustration regarding customers and their active periods are shown in Figure 8.

All in all, behaviour analysis is not as simple as you think; however, it is an excellent way to understand your community and customer, and how they are react to your services. Observing new tendencies in the internet environment beforehand provides measurable success.
6. Evaluation

In this study, classic machine learning algorithms like logistic regression, decision tree, random forest, gradient boosting and k-nearest neighbours (KNN) are compared. While examining the results of the study, metrics like AUC/ROC, Matthew’s correlation score and confusion matrix are more important than the accuracy score due to the imbalanced data on churn prediction studies. The high AUC score close to the one is showing high separability of the model. The accuracy score becomes irrelevant in measuring the quality of the model in the imbalanced dataset which has binary output expectations. Matthew’s correlation score shows the success of binary classification. The confusion matrix shows the true positive, true negative, false positive, false negative numbers from the model predictions. The number of non-churners is extremely higher than the churners and, in general, the ratio of churners in internet service providers is 3%.

Figure 5 shows the numbers and percentage of churners and non-churners. The training dataset contains 24935 non-churners and 3847 churners. All the models in this study are tested with 46,138 non-churners and 1728 churners. It is a fact that the number of clients who are churning is much higher than non-churners; however, the ratio cannot be the same in the training dataset. The main reason is that the model itself can have a problem with over fitting or under fitting since the percentage of churners is around 3%, and if we assume that everyone will not leave the company, we will have an accuracy of 97%. To prevent well-known machine learning drawbacks, the training dataset is balanced although the test dataset is kept as a real case (with 3% of churners). Sampling methods were used to reduce the level of imbalance of the dataset. The data are resampled for increasing the number of churners and closing the gap between churners and non-churners numbers for training datasets only. Down sampling the number of non-churners in the training dataset provides a more balanced dataset.

The solution applied for the imbalanced dataset problem is two resampling methods, which are up sampling and down sampling. The dataset obtained in the CSV format is anonymised and fetched from the database. It contains 38 features that are categorical and numerical. Categorical variables are converted to numerical values by using one hot encoding.
Figure 6. Comparison of machine learning algorithms

Figure 10 shows the comparison of different machine learning algorithms with a variety of sampling methods; the results are achieved using a clean dataset with stratified k-fold implementation. The gradient boosting algorithm with no resampling method receives the highest accuracy among machine learning algorithms. These results indicate that gradient boosting performs well in imbalanced datasets. Its precision score is 59% and the AUC score is 86%. By looking at the precision value, the AUC score shows that the gradient boosting model is successful at predicting the churners. The results shown in Figure 10 show that gradient boosting with up sampling received better AUC and precision scores than down sampling. Down sampling with all algorithms on the table decreased the metric scores of our model for using this dataset.

Figure 7. Confusion matrix on the test dataset

The confusion matrix represents the most critical part of the results which is achieved by running machine learning algorithms. Figure 11 shows all the predictions in a given confusion matrix with a low false positive rate. The gradient boosting model predicted 408 churners out of 47866 with a low false
positive rate as shown earlier. These results indicate that the model can separate churners from non-churners and the model performs well on the churner prediction.

7. Conclusion

All in all, having strong knowledge about customers can lead to a lot of opportunities, which include gaining new customers, increasing the revenue of the company and creating trust between customers and company. In this research, a variety of approaches have been implemented to understand and analyse customer satisfaction with anonymised datasets. The data comprised different sources, which made the data much more usable in different areas, such as clarifying required network bandwidth, understanding customer intention and having a campaign on a product or not. Although a lot of work has been conducted in this research, there are plenty of works to improve it; creating an environment using large data technologies (such as Hadoop, Hive and Kafka) can be the next step for further research. This will extend the scope of the project and provide more accessibility to recent technologies.
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