Planar unclustered graphs to model technological and biological networks
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Abstract. Many real life networks present an average path length logarithmic with the number of nodes and a degree distribution which follows a power law. Often these networks have also a modular and self-similar structure and, in some cases - usually associated with topological restrictions- their clustering is low and they are almost planar. In this paper we introduce a family of graphs which share all these properties and are defined by two parameters. As their construction is deterministic, we obtain exact analytic expressions for relevant properties of the graphs including the degree distribution, degree correlation, diameter, and average distance, as a function of the two defining parameters. Thus, the graphs are useful to model some complex networks, in particular technological and biological networks.

PACS. 89.75.Hc Networks and genealogical trees – 05.45.Df Fractals – 89.75.Fb Structures and organization in complex systems

1 Introduction

Ten years have past since the publication of the groundbreaking papers by Watts and Strogatz\textsuperscript{[1]} on small-world networks and Barabasi and Albert\textsuperscript{[2]} on scale-free networks. Their works led researches to the design of new network models to describe complex systems in nature and society like the Internet, protein-protein interactions, transportation systems or social and economic networks. Their models try to match observational studies which have identified at least three important common characteristics for real-life networks: They exhibit a small average distance and diameter (compared to a random network with the same number of nodes and links); the number of links attached to the nodes obeys a power-law distribution (the networks are scale-free); and recently it has been discovered that, often, real networks are self-similar, see\textsuperscript{[3]} sometimes showing a degree hierarchy related to the modularity of the system.

Many of the proposed models are stochastic as this is the case for the now classical preferential attachment method\textsuperscript{[2]}. Thus, the use of probabilistic techniques is required to estimate the main parameters of a network\textsuperscript{[4]}. However, a deterministic approach has proven useful to complement and enhance the probabilistic and simulation techniques. Deterministic models have a clear advantage, as they allow an analytical exact determination of relevant network parameters, which then may be compared with experimental data coming from real and simulated networks.

Among the different techniques to generate deterministic models are of particular interest those based in recursive or iterative methods, where at each generation step nodes are connected to a known substructure of the network. This is the case of the pseudo-fractal networks\textsuperscript{[5]} where, at each step, all existing links are considered and a new vertex is added to each of them. This construction can be generalized if cliques of a given size are used instead of links (which are 2-cliques), see\textsuperscript{[6]}. Similar rules give the interesting Apollonian networks\textsuperscript{[7,8,9]}. A related technique produces networks by duplication of certain substructures, see\textsuperscript{[10]}.

A generalization of these former methods introduces at each iteration a more complex substructure than a single node which is added to the network in a deterministic way. Substructures considered are triangles\textsuperscript{[11]}, circles\textsuperscript{[12]} and paths\textsuperscript{[13]}.

In this paper we go an step further in the generalization by considering the introduction of $d$ parallel paths. The result is a family of planar, modular, hierarchical and self-similar networks, with small-world scale-free characteristics and with clustering coefficient zero, and all these parameter are determined by $d$ as well as by the iteration step $t$. We note that some important real life networks, for example those associated to electronic circuits, Internet and some biological systems\textsuperscript{[14,15]}, have these char-
acteristics as they are modular, almost planar and with a reduced clustering coefficient and have small-world and scale-free properties. Thus, these networks can be modeled by our construction which can be considered as a new tool to study their associated complex systems. In the next section we introduce the family of graphs object of study and in Section 3 we calculate analytically some relevant properties for the graphs, namely, the degree distribution, degree correlations, the diameter and the average distance. The last section provides some conclusions.

2 Generation of the graphs $M_d(t)$

In this section we introduce a family of modular, self-similar and planar graphs which have the small-world property and are scale-free. The family depends on an adjustable parameter $d$ and the iteration number $t$. We provide an iterative algorithm, and also a recursive method, for its construction. The construction methods allow a direct determination of the order and size of the graph.

Iterative construction. – We give here an iterative formal definition of the proposed family of graphs, $M_d(t)$, characterized by $t \geq 0$, the number of iterations and a parameter $d$ associated with the self-repeating modular structure.

First, we call generating edge the only edge of $M_d(0)$ and all edges of $M_d(t)$ whose endvertices have been introduced at different iteration steps $t$. All other edges of $M_d(t)$ will be known as passive edges. A generating edge becomes passive after its use in the construction.

The graph $M_d(t)$ is constructed as follows:

For $t = 0$, $M_d(0)$ has two vertices and a generating edge connecting them.

For $t \geq 1$, $M_d(t)$ is obtained from $M_d(t - 1)$ by adding, to every generating edge in $M_d(t - 1)$, $d$ parallel paths $P_4$ of length three by identifying the two final vertices of each path with the endvertices of the generating edge.

The process is repeated until the desired graph order is reached, see Fig. 1. We note that the graph order can be also adjusted with the parameter $d$ (number of parallel paths that are attached to each generating edge).

Recursive modular construction. – The graph $M_d(t)$ is also defined as follows:

For $t = 0$, $M_d(0)$ has two vertices and a generating edge connecting them.

For $t = 1$, $M_d(1)$ is obtained from $M_d(0)$ by adding to its only edge $d$ parallel paths $P_4$ of length three by identifying the two final vertices of each path with the endvertices of the initial edge.

For $t \geq 2$, $M_d(t)$ is made from $2d$ copies of $M_d(t - 1)$, by identifying, vertex to vertex, the initial edge of each $M_d(t - 1)$ with the generating edges of $M_d(1)$, see Fig. 1.

Order and size of $M_d(t)$. – We use the following notation: $\hat{V}(t)$, $\hat{E}(t)$ and $\hat{g}(t)$ denote, respectively, the set of vertices, edges and generating edges introduced at step $t$, while $V(t)$ and $E(t)$ denote the set of vertices and edges of the graph $M_d(t)$.

Notice that, at each iteration, a generating edge is replaced by $2d$ new generating edges and $d$ passive edges. Therefore: $| \hat{E}(t + 1) | = 2d \cdot | \hat{E}(t) |$, and $| \hat{g}(t) | = (2d)^t$.

As each generating edge introduces at the next iteration $2d$ new vertices and $3d$ new edges we have $| \hat{V}(t + 1) | = 2d \cdot | \hat{V}(t) | = (2d)^{t+1}$ and $| \hat{E}(t + 1) | = 3d \cdot | \hat{g}(t) | = 3d \cdot (2d)^t$.

As $| \hat{V}(0) | = 2$ and $| \hat{g}(0) | = 1$, the order and size of $M_d(t)$, $t \geq 0$, is:

\[
| V(t) | = \sum_{i=0}^{t} | \hat{V}(i) | = \frac{(2d)^{t+1} + 2d - 2}{2d - 1},
\]

\[
| E(t) | = \sum_{i=0}^{t} | \hat{E}(i) | = \frac{3d(2d)^t - d - 1}{2d - 1}.
\]

Planarity. – A graph is planar if it can be drawn on the plane with no edges crossing. By construction of $M_d(t)$, the introduction at each iteration of $d$ parallel paths connected to each generating edge, which afterwards becomes passive, adds $2d$ new vertices to the graph and they can be drawn without crossing edges. Planarity could also be proven from Kuratowski’s theorem or from the known pla-
3 Topological properties of $M_d(t)$

Thanks to the deterministic nature of the graphs $M_d(t)$, we can give exact values for the relevant topological properties of this graph family, namely, the degree distribution, degree correlations, the diameter and the average distance.

Degree distribution. Initially, at $t = 0$, the graph has two vertices of degree one. When a new vertex $i$ is introduced to the graph at iteration $t_i$, this vertex has degree 2 and it is connected to only one generating edge. We use the following notation: $k_g(i, t)$, $k_p(i, t)$ and $k(i, t)$ are, respectively, the number of generating edges, passive edges and total edges connected to vertex $i$, at step $t \geq t_i$. Therefore $k(i, t) = k_g(i, t) + k_p(i, t)$ is the degree of vertex $i$ at this step.

From the construction process we can write,

$$
\begin{align*}
  &k_g(i, t_i + 1) = k_p(i, t_i) + k_g(i, t_i) \\
  &k_p(i, t_i + 1) = d k_g(i, t_i)
\end{align*}
$$

with the initial conditions,

$$
\begin{align*}
  k_g(i, t_i) &= 1 \quad \forall t_i \quad \text{and} \quad k_p(i, t_i) = \begin{cases} 
    0 & \text{if } t_i = 0 \\
    1 & \text{otherwise}
  \end{cases}
\end{align*}
$$

we have for $d > 1$,

$$
\begin{align*}
  k_g(i, t) &= d^{t-t_i} \quad \forall t_i \\
  k_p(i, t) &= \begin{cases} 
    1 + \frac{d^t - d}{d-1} & \text{if } t_i = 0 \\
    2 + \frac{d^{t-t_i} - d}{d-1} & \text{otherwise}
  \end{cases}
\end{align*}
$$

All the vertices that have been introduced at step $t_i$ have the same degree at step $t$:

1. The two vertices introduced at step $t_i = 0$ have degree,

$$
\begin{align*}
  k(i, t) &= k_g(i, t) + k_p(i, t) = \\
  &= d^t + 1 + \frac{d^t - d}{d-1} = \frac{d^{t+1} - 1}{d-1}.
\end{align*}
$$

2. The $|V(t_i)| = (2d)^{t_i}$ vertices introduced at step $t_i > 0$ have degree,

$$
\begin{align*}
  k(i, t) &= k_g(i, t) + k_p(i, t) = \\
  &= d^{t-t_i} + 2 + \frac{d^{t-t_i} - d}{d-1} = 1 + \frac{dd^{t-t_i} - 1}{d-1}.
\end{align*}
$$

Therefore the degree spectrum of the graph is discrete and to relate the exponent of this discrete degree distribution to the power law exponent of a continuous degree distribution for random scale free networks, we use the technique described by Newman in [15] to find the cumulative degree distribution $P_{\text{cum}}(k)$. If we denote by $V(t, k)$ the set of vertices that have degree $k$ at step $t$,

$$
P_{\text{cum}}(k) = \frac{\sum_{i \geq 0} |V(t, k)|}{|V(t)|} = \frac{2 + \sum_{t_i = 1} (2d)^{t_i}}{(2d)^{t+1} + 2d - 2} = \\
= \frac{(2d)^{t_i+1} + 2d - 2}{(2d)^{t+1} + 2d - 2} = \\
= \frac{(2d)^t + \frac{\ln(k+2-k-1)}{\ln(2d)} + 2d - 2}{(2d)^{t+1} + 2d - 2}.
$$

For $t$ large, we obtain,

$$
P_{\text{cum}}(k) \approx (2d)^{-\frac{\ln(k+2-k-1)}{\ln(2d)}} = (k + \frac{2 - k}{d} - 1) \approx \frac{\ln(2d)}{\ln(d)}.
$$

For $k > 1$ this expression gives

$$
P_{\text{cum}}(k) \approx k^{-\frac{\ln(2d)}{\ln(d)}} (1 - \frac{1}{d}) \frac{\ln(2d)}{\ln(d)}
$$

The degree distribution follows a power-law $P_{\text{cum}}(k) \sim k^{-\gamma}$ with exponent $\gamma = \frac{\ln(2d)}{\ln(d)}$, see Fig. 2.

![Fig. 2. Log-log representation of the cumulative degree distribution for $M_d(t)$, $d = 2, 3, 4, 5$. The reference line has slope -2.](image)

Therefore the degree distribution is scale-free. Research on networks associated to electronic circuits show that many of them are almost planar, modular and have a small clustering coefficient and in most cases their degree distributions follow a power-law [14, 15] with exponent values in the same range than those of $M_d(t)$.

Correlation coefficient. We obtain here the Pearson correlation coefficient, $r(d, t)$, for the degrees of the end-vertices of the edges of $M_d(t)$ [17].

$$
r(d, t) = \frac{|E(t)| \sum d_i k_j - \sum \frac{1}{2} (j_i + k_i)|^2}{|E(t)| \sum \frac{1}{2} (j_i^2 + k_i^2) - \sum \frac{1}{2} (j_i + k_i)|^2}
$$
where $j_i$, $k_i$ are the degrees of the endvertices of the $i$th edge, with \( i = 1, \ldots, |E(t)| \).

To find $r(d, t)$ we look at the degree distribution of the endvertices of the edges in $\tilde{E}(t_i)$ at a given step $t_i$. We denote by $(j, k)$ an edge connecting vertices of degrees $j$ and $k$.

The edges introduced at step $t_i$ are:

1. Edges $(2, 2)$, connecting two vertices introduced at step $t_i > 0$. There are $(2d)^i/2$ edges (a half of the vertices introduced at step $t_i$). Notice that there is one edge $(1, 1)$ introduced at $t_i = 0$.

2. Edges $(2, k(i', t_i))$ connecting vertices of degree two, introduced at step $t_i$, with all the vertices $i'$ introduced at step $t_i$ with $0 \leq t_i < t_i - 1$. For each vertex $i'$ there are $k_{ij}(i', t_i)$ edges:

   From the two vertices introduced at $t_i = 0$, see [4], there are $2d^{i'}$ edges $(2, d^{i'})/2$.

   From the $(2d)^{i'}$ vertices introduced at $t_i > 0$, see [4], there are $(2d)^{i'}d^{i-t_{i'}}$ edges $(2, 1 + d^{i'-i'-1})$.

Table [1] displays a summary of these results.

Using the results of Table [1] we can find the sums:

$$\sum_i j_ik_i = (4d + 16d^2 - 51d^3 + 41d^4 - 8d^5 - 3d^6 + d^7 + d^6 + (40 + 8t - 80 \cdot 2^i) + 6d^7 + 6d^7 + (184 + 20t + 528 \cdot 2^i) + 6d^7 + 3d^7 + 3d^7 + 7d^7 + d^7 - 2d^7 + 2d^7)$$

$$\sum_i (j_i + k_i) = - \frac{-2}{(2d-1)(d-1)}(2d-1)^2$$

$$\sum_i j_i^2 + k_i^2 = -2(8d^2 - 32d^3 + 186d^4 - 282d^5 + 145d^6 + 49d^7 - 96d^8 + 48d^9 - 111d^{10} + d^{11} + d^{11} - 72 + 160 \cdot 2^i) + d^{11} + 3d^{11} - 782 \cdot 2^i + d^{15} + 4d^{15} + 5d^{15} + 1252 \cdot 2^i) + d^{16} + 6d^{16} + 3d^{16} + 3d^{16} - 2d^{16} + 1)$$

Replacing these sums into equation [5] we obtain directly, and for any $d$, a (long) exact analytical expression for the Pearson correlation coefficient of $M_d(t)$. For $d = 2$ the equation is displayed in Eq.(9):

| \( t \) | \( t = 1 \) | \( t = 2 \) | \( t = 3 \) | \( t = 10 \) |
|---|---|---|---|---|
| \( d = 2 \) | -0.1667 | -0.0886 | -0.0460 | -0.0003 |
| \( d = 10 \) | -0.4091 | -0.2338 | -0.1174 | -0.0009 |
| \( d = 100 \) | -0.9901 | -0.9957 | -0.9934 | -0.0007 |

Table 2. Correlation coefficient at steps $t = 1, 2, 3, 10$ for several values of $d$.

From the values of the correlation coefficient we see that this family of graphs has the degrees of the endvertices negatively correlated, large degree vertices tend to be connected with low degree vertices, and the graphs are disassortative.

We notice that most technological and biological networks have this property, see [15].

For $d > 1$, we obtain

$$r(d, t) \approx \frac{-4d^{2t+12}}{d^{2t+12}(4 + 6 \cdot 2^i)} = \frac{1}{1 - 3 \cdot 2^{t-1}},$$

which for $t$ large gives $r(d, t) \sim 0$.

Diameter.– At each iteration step we introduce, for every generating edge, $2d$ new vertices. These vertices are among them at distance at most 3. As each vertex joins the graph of the former step through one new edge, the diameter will increase by exactly 2 units. Therefore $D(t) = D(t-1) + 2$, $t \geq 2$. As $D(1) = 3$, we have that the diameter of $M_d(t)$ is $D(t) = 3 + 2 \cdot (t - 1)$, $t \geq 1$. Therefore, from Eq. [1] and as for $t$ large, $t \sim \ln |V(t)|$ we have in this limit that $D(t) \sim \ln |V(t)|$.

Average distance.– The average distance of $M_d(t)$ is defined as:

$$\bar{D}(t) = \frac{1}{|V(t)||V(t)| - 1/2} \sum_{i,j \in V(t)} d_{i,j}, \quad (10)$$

where $d_{i,j}$ is the distance between vertices $i$ and $j$. In what follows, $S(t)$ will denote the sum $\sum_{i,j \in V(t)} d_{i,j}$.
where \( |\Delta | \) is the minimum degree (i.e., \( w \) and \( x \) in Fig. 3) among all vertices, and \( \Delta_1 \) is the maximum degree, which is the sum of all shortest paths between vertices of degree \( \Delta \).

| Step \( t_i \) | Edges at step \( t_i \) | Number | Edges at step \( t > t_i \) |
|----------------|----------------|--------|-------------------------|
| \( t_i = 0 \) | \((1, 1)\) | 1 | \( \frac{(d^{t+1} - 1)}{d - 1}, \frac{(d^{t+1} - 1)}{d - 1} \) |
| \( 1 \leq t_i \leq t \) | \((2, 2)\) \( \frac{(2d)^t}{2} \) | \( (1 + \frac{dd^{t} - 1}{d - 1}, 1 + \frac{dd^{t} - 1}{d - 1}) \) |
| \( 2 \leq t_i \leq t \) | \((2, \frac{d^{t+1} - 1}{d - 1})\) \( 2d^t \) | \( (1 + \frac{dd^{t} - 1}{d - 1}, 1 + \frac{dd^{t} - 1}{d - 1}) \) |
| \( 1 \leq t_i \leq t - 1 \) | \((2, 1 + \frac{dd^{t+1} - 1}{d - 1})\) \( 2d^t \) | \( (1 + \frac{dd^{t} - 1}{d - 1}, 1 + \frac{dd^{t} - 1}{d - 1}) \) |

Table 1. Number of edges in \( M_d(t) \) according to the degrees of their endvertices.

\[
r(2, t) = \frac{4^t t^2 - 2^{t+1} + 3 - 2^{2t+1} + 2^{3t+2} + 13 - 4^t - 3 - 2^{t+1} + 4^{t+1} - 3 - 2^{3t+2}}{2^{2t+1} + 2^{2t+1} + 2^{3t+2} + 2^{2t+1} + 2^{3t+2} - 2^t + 5 - 2^{3t+4} - 3 - 2^{3t+3} + 3 - 2^{5t+2}}
\]

(9)

To compute \( \Delta_t \), we classify the vertices of \( M_d(t + 1) \) into two categories: the two vertices with the largest degree (i.e., \( w \) and \( x \) in Fig. 3) are called hubs, while any other vertex is named a non-hub vertex. Thus \( \Delta_t \) can be obtained by summing the following path lengths that are not included in the distance between vertex pairs of \( M^{(2d)}_t \): length of the shortest paths between non-hub vertices, length of the shortest paths between a hub and non-hub vertices, and length of the shortest paths between hubs (for example, \( d_{uv}, d_{ux}, \) and \( d_{uz} \)).

Let us denote \( \Delta_t^{2b} \) as the sum of all shortest paths between non-hub vertices, whose endpoints are in \( M^{(2)}_t \) or \( M^{(3)}_t \), respectively. Thus, \( \Delta_t^{2b} \) rules out the paths with endpoints at the connecting vertices belonging to \( M^{(2)}_t \) or \( M^{(3)}_t \). For example, each path contributing to \( \Delta_t^{2b} \) does not end at vertex \( u, v, w, x, \) or \( z \). According to its value, \( \Delta_t^{2b} \) can be split into three classes, where the three representatives are \( \Delta_t^{1,2} \), \( \Delta_t^{1,3} \), and \( \Delta_t^{1,4} \), and the cardinality of the three classes are \( d, d(d - 1) \), and \( d(d - 1) \), respectively. Analogously, the length of the shortest paths between a hub and all non-hub vertices can be classified into two classes, while the shortest paths between hubs can be partitioned into three classes with path lengths equal to 1, 2, or 3.

Let \( \Omega^{(i)}_t \) be the set of non-hub vertices in \( M^{(2)}_t \), then the total sum \( \Delta_t \) is given by

\[
\Delta_t = d\Delta_t^{1,2} + d(d - 1)\left(\Delta_t^{1,3} + \Delta_t^{1,4}\right) + 2d(d + 1)
\]

\[
+ \sum_{j \in \Omega^{(2)}_t} d_{wj} + 2d(d - 1) \sum_{j \in \Omega^{(2)}_t} d_{uw} + \sum_{j \in \Omega^{(2)}_t} d_{uy} + d(d + 1)d_{uv} + d(d + 1)d_{uy} + d(d - 1)d_{uz},
\]

(12)

where \( d_{uv} = 1, d_{uy} = 2, \) and \( d_{uz} = 3 \) are easily seen.
Having $\Delta_t$ in terms of the quantities of $\Delta_t^{1,2}$, $\Delta_t^{1,3}$, $\Delta_t^{1,4}$, $\sum_{j \in \Omega_1^2} d_{w_j}$ $\sum_{j \in \Omega_2^2} d_{w_j}$, and $\sum_{j \in \Omega_2^2} d_{w_j}$, the next step is to explicitly determine these quantities. To this end, we classify non-hub vertices in $M_d(t + 1)$ into two different parts according to their shortest path lengths to either of the two hubs (i.e. $w$ and $x$). Notice that the vertices $w$ and $x$ themselves are not partitioned into either of the two parts represented as $P_1$ and $P_2$, respectively. The classification of vertices is shown in Fig. 3. For any non-hub vertex $\varphi$, we denote the shortest path length from $\varphi$ to either of the two hubs $w$ and $x$ as $a$ and $b$, respectively. By construction, $a$ and $b$ can differ at most by 1 since vertices $w$ and $x$ are adjacent. Then the classification function $\text{class}(\varphi)$ of vertex $\varphi$ is defined to be

$$\text{class}(\varphi) = \begin{cases} P_1 & \text{for } a < b, \\ P_2 & \text{for } a > b. \end{cases}$$

(13)

It should be mentioned that the definition of the vertex classification is recursive. For instance, class $P_1$ and $P_2$ in $M_d(t + 1)$ belong to class $P_1$ in $M_d(t + 1)$, class $P_1$ and $P_2$ in $M_d(t + 1)$ belong to class $P_2$ in $M_d(t + 1)$, and so on. Since the two hubs $w$ and $x$ are symmetrical, in the graph we have the following equivalent relations from the viewpoint of class cardinality: classes $P_1$ and $P_2$ are equivalent one to each other. We denote the number of vertices in network $M_d(t)$ that belong to class $P_1$ as $N_{t,P_1}$, and the number of vertices in class $P_2$ as $N_{t,P_2}$. By symmetry, we have $N_{t,P_1} = N_{t,P_2}$, which will be abbreviated as $N_t$ hereafter. It is easy to see that

$$N_t = \frac{|V(t)|}{2} - 1 = \frac{d(2d)^t - d}{2d - 1}. \quad (14)$$

For a vertex $\varphi$ in $M_d(t + 1)$, we are also interested in the smallest value of the shortest path length from $\varphi$ to either of the two hubs $w$ and $x$. We denote the shortest distance as this value by $f_{\varphi}$, and it can be defined as

$$f_{\varphi} = \min(a, b). \quad (15)$$

Let $\delta_t, p_i (\delta_t, p_j)$ denote the sum of $f_{\varphi}$ for all vertices belonging to class $P_i (P_j)$ in $M_d(t)$. Again by symmetry, we have $\delta_t, p_i = \delta_t, p_j$ that will be written as $\delta_t$ for short. Taking into account the recursive method of constructing $M_d(t)$, we notice that the vertex classification follows also a recursion. Therefore we can write the following recursive formula for $\delta_{t+1}$:

$$\delta_{t+1} = 2d \delta_t + d N_t + d. \quad (16)$$

Substituting equation (14) into equation (16), and considering the initial condition $\delta_0 = 0$, equation (16) is solved inductively

$$\delta_t = \frac{2d - 2d^2 - (2d)^{1+t} + d(2d)^{1+t} - dt(2d)^t + dt(2d)^{1+t}}{2(2d - 1)^2}. \quad (17)$$

We now return to compute equation (12). For convenience, we use $\Gamma_t^{n,i}$ to denote the set of non-hub vertices belonging to class $P_i$ in $M_t^{(n)}$. Then $\Delta_t^{1,2}$ can be written as

$$\Delta_t^{1,2} = \sum_{r \in \Gamma_t^{1,1}} \sum_{s \in \Gamma_t^{1,2}} d_{rs} = \sum_{r \in \Gamma_t^{1,1}} \sum_{s \in \Gamma_t^{1,2}} (d_{rw} + d_{wx} + d_{xs}) + \sum_{r \in \Gamma_t^{1,1}} \sum_{s \in \Gamma_t^{1,2}} (d_{rv} + d_{uw} + d_{vs}) + \sum_{r \in \Gamma_t^{1,2}} \sum_{s \in \Gamma_t^{1,2}} (d_{ru} + d_{ux} + d_{xs}) + \sum_{r \in \Gamma_t^{1,2}} \sum_{s \in \Gamma_t^{1,2}} (d_{tu} + d_{uw} + d_{us}) = 8N_t \delta_t + 6(N_t)^2. \quad (18)$$

Analogously, we find

$$\Delta_t^{1,3} = 8N_t \delta_t + 4(N_t)^2 \quad (19)$$

and

$$\Delta_t^{1,4} = 8N_t \delta_t + 8(N_t)^2. \quad (20)$$

Next we will determine other quantities in equation (12), with $\sum_{j \in \Omega_t^2} d_{w_j}$ given by

$$\sum_{j \in \Omega_t^2} d_{w_j} = \sum_{j \in \Gamma_t^{1,1}} (d_{wx} + d_{xj}) + \sum_{j \in \Gamma_t^{1,2}} (d_{wx} + d_{xj}) = 2 \delta_t + 3 N_t. \quad (21)$$

Analogously, we can obtain

$$\sum_{j \in \Omega_t^2} d_{w_j} = 2 \delta_t + 5 N_t. \quad (22)$$

Substituting equations (18), (19), (20), (21) and (22) into equation (12), we have the final expression for cross distances $\Delta_t$,

$$\Delta_t = 1 + 5d^2 + 4d(4d - 1)N_t + 6d(2d - 1)(N_t)^2 + + 8d \delta_t + (d + 2d - 1)N_t = \frac{1}{(1 - 2d)^2} (1 - 4d + 5d^2 - 2d^3 + (1 - d)(2d)^{2+t} + + (5 + 2t)4^{1+t}d^{1+2t} - (7 + 2t)d^2(2d)^{2+t}). \quad (23)$$

Inserting equation (23) into equation (11) and using the initial condition $S_0 = 1$, equation (11) is solved inductively,

$$S_t = \frac{1}{(-1 + 2d)^t} (-1 + 4d - 5d^2 + 2d^3 + 2^{1+t}d^{1+t} - - 7 \cdot 2^t d^{2+2t} + 3 \cdot 2^{1+2t}d^{3+2t} - 2^{1+t}d^{1+t} + + 3 \cdot 2^{1+t}d^{2+t} - 2^{1+t}d^{1+t} + + 2^{2+t}d^{3+2t}). \quad (24)$$

Substituting equation (24) into equation (10) yields the exact analytic expression for the average path length of
\( M_d(t) \) as

\[
\bar{D}(t) = (-1 + 4d - 5d^2 + 2d^3 + 2^{1+t}d^{1+t} - 7 \cdot 2^{2t}d^{2+2t} +
3 \cdot 2^{1+2t}d^{3+2t} - 2^{1+t}d^{1+t}t + 3 \cdot 2^{1+t}d^{2+2t}t -
2^{2+t}d^{3+t}t - 2^{1+2t}d^{2+2t}t + 2^{2+2t}d^{3+2t})
/ \((-1 + 2d)(-1 + d + 2d^{1+t})(-1 + 2d^{1+t+t})).
\]

(25)

Notice that for a large iteration step, \( t \to \infty \), \( \bar{D}(t) \approx
\ln|V(t)| \), which shows a logarithmic scaling of the average distance with the order of the graph. As we have a similar behavior for the diameter, the graph is small-world.

4 Conclusion

The graphs \( M_d(t) \) introduced and studied here are planar, modular, have a disassortative degree hierarchy and are small-world and scale-free. Another relevant characteristic of the graphs is their clustering zero. A combination of a low clustering coefficient, modularity, and small-world scale-free properties can be found in some real networks, in particular in technical and biological networks [15,14], and most of them are also disassortative. As examples, the largest benchmark considered in [14]—a network with 24097 nodes, 53248 edges, average degree 4.34 and average distance 11.05—has a degree distribution which follows a power-law with exponent 3.0, and it has a small clustering coefficient \( C = 0.01 \) and other network properties (diameter, average distance, average degree, etc.) are also in the same range than those of the graph \( M_0(4) \), see [15]. Also, the \( S.\ cerevisiae \) protein-protein interaction network has 1870 and 2240 edges, see [18], and again most of its network parameters, as described in [15] can be compared directly with those of the graph \( M_0(3) \).

Finally, we should emphasize that the planar property and the deterministic character of the family, in contrast with more usual probabilistic approaches, should facilitate the exact determination of other network parameters and the development of new network algorithms that then might be extended to real-life complex systems.
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