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Abstract There is no exact closed form formula for pricing of European options with discrete cash dividends under the model where the underlying asset price follows a piecewise lognormal process with jumps at dividend ex-dates. This paper presents alternative expansions based on the technique of Etore and Gobet, leading to more robust first, second and third-order expansions across the range of strikes and the range of dividend dates.
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1. Introduction

The Black-Scholes-Merton framework supposes a continuous dividend yield. In practice however, dividends are better modelled as fixed cash amounts, especially for short maturities (the first two or three years) where the uncertainty related to the dividend amount is low. For very short maturities (a quarter), the dividend amount is known exactly. For longer maturities, proportional dividends are more appropriate. From the arbitrage-free hypothesis and ignoring transaction costs, a discrete dividend implies that the stock jumps from the dividend amount at the dividend ex-date.

In order to stay within the Black-Scholes-Merton framework, practitioners often compute the equivalent dividend yield, that is the dividend yield which leads to the same forward price as with pure discrete dividends for a given maturity. One issue however, is that the Black-Scholes-Merton model is then inconsistent around a dividend date. Indeed, around an ex-dividend date $t_i$, the option price must obey the following continuity relation [Bos and Vandermark, 2002]

$$V_{\text{call}}(S_0, K, t_i^-) = V_{\text{call}}(S_0, K - \delta_i, t_i^+)$$

for a cash dividend amount $\delta_i$, where $V_{\text{call}}(S_0, K, t)$ is the price of a European call option of strike $K$ and maturity $t$ and initial underlying price $S_0$.

As an example, let us consider the parameters $S_0 = 100, K = 100, \delta_i = 1, t_i = 0.5$, volatility $\sigma = 0.30$, interest rate $r = 0$, and apply the Black-Scholes formula using the constant dividend yield $\mu_T = r - \frac{1}{T} \ln \frac{S_0 - \delta_i}{S_0}$, which preserves the forward price to maturity. We obtain

$$V_{\text{call}}(100, 100, 0.4999) = 8.446, \quad V_{\text{call}}(100, 99, 0.5001) = 8.363.$$  

The discontinuity is more obvious in the plot of the option price against the time to maturity (Figure 1). As a consequence, under the Black-Scholes model, the volatility $\sigma$ must jump just after the dividend date in order for the prices to obey the continuity relationship.
In our example, the call prices are equals if the volatility jumps to $\sigma(t^+_i) = 30\%$. Thus, in practice, the discontinuity may be solved by using a specific interpolation in time of the implied volatility surface around the dividend dates. It will also impact directly any implementation of the Dupire local volatility model, as the local volatility is computed from the time-derivative of the call option prices ([Dupire et al., 1994]). The impact on path-dependent options is more subtle, and there, the models can not be reconciled. In particular, American options are very sensitive to the dividend modelling: a dividend yield, a proportional dividend and a cash dividend lead to significantly different exercise boundaries, even when those are calibrated to give the same European option price ([Meyer, 2002; Göttsche and Vellekoop, 2011; Vellekoop and Nieuwenhuis, 2011]). Other issues of the equivalent dividend yield approach are: an exploding forward dividend yield which will impact numerical accuracy when solving the Black-Scholes PDE, wrong delta and gamma hedging greeks.

In order to better take into account the discontinuity at dividend dates, and obtain a more meaningful hedging for European and American options, a natural model is to represent the equity or equity index as a piecewise lognormal process, which jumps from the dividend amount at each exercise date. There is however no exact analytical formula for this problem. Standard numerical techniques like Monte-Carlo, or better, finite difference or quadrature methods can be applied without much difficulty. The pricing of European options requires however fast evaluation methods in practice. While a quadrature might be fine for a single dividend ([Haug et al., 2003]), it is much slower for many dividends. As a consequence many have tried to develop corrections to the Black-Scholes formula to take into account the discrete dividends. [Bos and Vandermark, 2002] proposed a simple adjustment to the spot and the strike. More recently more precise approximations were discovered ([Sahel and Gocsei, 2011; Zhang, 2011]). Of particularly interest is the stochastic Taylor expansion technique around a shifted lognormal model of [Etore and Gobet, 2012] leading to first-, second- and third-order (with regards to the dividend amount) formulas. Here, we will apply their Taylor expansion technique, but on a different proxy, aiming for more accurate approximations of European options prices under the piecewise lognormal model.

This paper is organized as follows. Section 2 introduces the notation that will be used across the paper. In sections 3, 4, we apply the Etore-Gobet expansion technique using respectively the forward model and the Lehman model of [Bos and Vandermark, 2002] as a proxy to obtain
European option prices expansions of up to third-order. Finally, in section 5, we compare the accuracy and performance against of our new expansions against other approximations for the price of European options under the piecewise-lognormal model.

2. Notation

We borrow the notation of Etore and Gobet (2012) as we reuse their technique. The asset price with proportional dividends \( y_i \in [0, 1) \) and cash dividends \( \delta_i \geq 0 \) is represented by the process \( S^{(y,\delta)}(y,\delta) \). The piecewise lognormal dynamics of the stock price under the risk-neutral measure \( Q \) between two dividend dates is:

\[
dS^{(y,\delta)}_t = \sigma_t S^{(y,\delta)}_t dW_t + (r_t - q_t)S^{(y,\delta)}_t dt
\]

where \( r_t \) is the risk free deterministic interest rate and \( q_t \) a deterministic repo spread. And it jumps at the dividend dates \( t_i \):

\[
S^{(y,\delta)}_{t_i} = S^{(y,\delta)}_{t_{i-1}} - (\delta_i + y_i S^{(y,\delta)}_{t_{i-1}}) = S^{(y,\delta)}_{t_{i-1}} (1 - y_i) - \delta_i.
\]

The fictitious asset without dividends \( S^{(y,\delta)} \) follows

\[
dS_t = \sigma_t S_t dW_t + (r_t - q_t)S_t dt
\]

with initial value \( S_0 = S^{(y,\delta)}_0 \). The zero discount factor \( B_t \), the discount factor \( D_t \) and the lognormal martingale \( M_t \) are defined as

\[
B_t = e^{-\int_0^t r_s ds}, \quad D_t = e^{-\int_0^t (r_s - q_s) ds}, \quad M_t = e^{\int_0^t \sigma_s dW_s - \frac{1}{2} \int_0^t \sigma_s^2 ds}.
\]

Thus, we have \( S_t = S_0 \frac{M_t}{D_t} \). We set \( \pi_{i,n} = \prod_{j=i+1}^n (1 - y_j) \) and will make use of the simplified notation

\[
\hat{\delta}_i = \delta_i \frac{D_{t_i}}{D_T}
\]

where \( T \) will typically be the option maturity.

Finally we recall the Lemma 1.1 of Etore and Gobet (2012):

**Lemma 2.1:** We have \( S^{(y,\delta)}_t = \pi_{0,n}S_t - \sum_{i=1}^n \delta_i \pi_{i,n} \frac{S_t}{S_{t_{i-1}}} \).

3. Expansion around the forward

Etore and Gobet (2012) consider an expansion around a shifted lognormal spot model where the asset price \( S^{(y,\delta)}_t \) follows

\[
\bar{S}^{(y,\delta)}_t = S_t - \mathbb{E} \left[ \sum_{i=1}^n \delta_i \pi_{i,n} \frac{S_t}{S_{t_{i-1}}} \right] = \pi_{0,n}S_t - \sum_{i=1}^n \delta_i
\]

We will instead do an expansion on the forward model:

\[
F_t = \left( \pi_{0,n}S_0 - \sum_{i=1}^n \delta_i \pi_{i,n}D_{t_i} \right) \frac{M_t}{D_t}
\]

We recall that the degree \( k \) of smoothness of \( h \) is defined as \( H_k \): the function \( h \) is \( (k-1) \)-times continuously differentiable and the \( (k-1) \)-th derivative is almost everywhere differentiable. Moreover, the derivatives are polynomially bounded: for some positive constant \( C \) and \( p \), one has \( |h(x)| + \sum_{j=1}^n |\partial_x^j h(x)| \leq C(1 + |x|^p) \) for any \( x \in \mathbb{R} \).
3.1 First-order expansion around the forward

**Theorem 3.1:** For a smooth function \( h \) satisfying \( H_2 \), we have

\[
E \left[B_T h(S_T^{(y,\delta)} - K)\right] = E \left[B_T h(F_T - K)\right] + \sum_{i=1}^{n} \hat{\delta}_i \left( \partial_K E \left[B_T h(F_T e^{\int_0^t \sigma_s^2 ds}) - K\right] \right) + \text{Error}_2(h) \tag{10}
\]

\[
E \left[B_T h(F_T - K)\right] \left( M_T - \frac{M_T}{M_{t_i}} \right) + \text{Error}_2(h) \tag{11}
\]

where \( |\text{Error}_2(h)| \leq c(1 + S_0^p) \sup_i (\delta_i \sigma \sqrt{t_i})^2 \).

**Proof:** Let us first rewrite Lemma 2.1 in terms of the forward \( F_t \):

\[
S_T^{(y,\delta)} = \pi_{0,n} S_{T} \frac{M_T}{D_T} - \sum_{i=1}^{n} \pi_{i,n} \delta_i M_T \frac{D_t_i}{M_{t_i}}
\]

\[
= F_t + \sum_{i=1}^{n} \pi_{i,n} \delta_i \left( D_t_i - \frac{D_t_i}{M_{t_i}} \right)
\]

\[
= F_t + \sum_{i=1}^{n} \delta_i \left( M_T - \frac{M_T}{M_{t_i}} \right). \tag{13}
\]

We then apply a simple Taylor expansion of order-1 on \( h \):

\[
E \left[B_T h(S_T^{(y,\delta)} - K)\right] = E \left[B_T h(F_T - K)\right] + \sum_{i=1}^{n} \delta_i E \left[B_T h'(F_T - K) \left( M_T - \frac{M_T}{M_{t_i}} \right) \right] + \text{Error}_2(h) \tag{14}
\]

where \( |\text{Error}_2(h)| \leq (1 + S_0^p) \sup_i (\delta_i \| \frac{M_T}{M_{t_i}} - M_T \|)^2 \). Reusing Lemma 3.3 of Etore and Gobet (2012), we have

\[
\| \frac{M_T}{M_{t_i}} - M_T \| \leq \sigma \sqrt{t_i}. \tag{15}
\]

The assumptions on \( h \) allow us to interchange derivation and expectation:

\[
E \left[B_T h'(F_T - K) \left( M_T - \frac{M_T}{M_{t_i}} \right) \right] = - \partial_K E \left[B_T h(F_T - K) M_T \right] + \partial_K E \left[B_T h(F_T - K) \frac{M_T}{M_{t_i}} \right]. \tag{16}
\]

We now proceed to a change of measure defined by \( \frac{M_T}{M_{t_i}} \) where \( \tau = 0 \) and \( \tau = t_i \) for the two expectations of the right hand side. Under the new measure \( \mathbb{Q}^\tau \), \( \tilde{W}_t = W_t - \int_0^t \sigma_s 1_{\tau \leq s \leq T} ds \) is a Brownian motion. \( F_T \) under \( \mathbb{Q}^\tau \) has the same law as \( F_T e^{\int_0^T \sigma^2 ds} \) under \( \mathbb{Q} \). Thus,

\[
E \left[B_T h(F_T - K) M_T \right] = E \left[B_T h(F_T e^{\int_0^T \sigma^2 ds}) - K \right] \tag{17}
\]

\[
E \left[B_T h(F_T - K) \frac{M_T}{M_{t_i}} \right] = E \left[B_T h(F_T e^{\int_0^T \sigma^2 ds}) - K \right] \tag{18}
\]
3.2 Second-order expansion around the forward

**Theorem 3.2:** For a smooth function $h$ satisfying $H_3$, we have

$$
\mathbb{E} \left[ B_T h(S_T^{(y, \delta)} - K) \right] = \mathbb{E} [B_T h(F_T - K)] \\
+ \sum_{i=1}^{n} \delta_i \mathbb{E} \left[ B_T h(F_T e^{h_i T} \sigma_i^2 ds - K) \right] - \partial_K \mathbb{E} \left[ B_T h(F_T e^{h_i T} \sigma_i^2 ds - K) \right] \\
+ \frac{1}{2} \sum_{1 \leq i,j \leq n} \delta_i \delta_j \mathbb{E} \left[ B_T h(F_T e^{h_i T} \sigma_i^2 ds + h_j T \sigma_j^2 ds - K) \right] e^{\int_0^T (h_i - \frac{M_T}{M_{t_i}}) ds} \\
- \left( \sum_{j=1}^{n} \delta_j \right)^2 \partial_K \mathbb{E} \left[ B_T h(F_T e^{2 h_j T} \sigma_j^2 ds - K) \right] e^{\int_0^T \sigma_j^2 ds} \\
+ \frac{1}{2} \left( \sum_{j=1}^{n} \delta_j \right)^2 \partial_K \mathbb{E} \left[ B_T h(F_T e^{2 h_j T} \sigma_j^2 ds - K) \right] e^{\int_0^T \sigma_j^2 ds} \\
+ \text{Error}_3(h)
$$

(19)

where $|\text{Error}_3(h)| \leq c (1 + S_0^n) \sup_i (\delta_i \sigma \sqrt{t_i})^3$.

**Proof:** We start with a Taylor expansion of order-2 on $h$:

$$
\mathbb{E} \left[ B_T h(S_T^{(y, \delta)} - K) \right] = \mathbb{E} [B_T h(F_T - K)] \\
+ \sum_{i=1}^{n} \delta_i \mathbb{E} [B_T h(F_T - K) (M_T - M_{t_i})] \\
+ \frac{1}{2} \mathbb{E} [B_T h''(F_T - K) \left( \sum_{i=1}^{n} \delta_i \left( M_T - M_{t_i} \right) \right)^2] \\
+ \text{Error}_3(h)
$$

(20)

where $|\text{Error}_3(h)| \leq (1 + S_0^n) \sup_i (\delta_i \|M_T - M_{t_i}\|)^3$.

The first two terms stem from the first-order expansion of Theorem 3.1. The remaining term can be written as:

$$
\mathbb{E} \left[ B_T h''(F_T - K) \left( \sum_{i=1}^{n} \delta_i \left( M_T - M_{t_i} \right) \right)^2 \right] = \sum_{1 \leq i,j \leq n} \delta_i \delta_j \mathbb{E} \left[ B_T h''(F_T - K) \frac{M_T}{M_{t_i}} \frac{M_T}{M_{t_j}} \right] \\
- 2 \sum_{j=1}^{n} \delta_j \sum_{i=1}^{n} \delta_i \mathbb{E} \left[ B_T h''(F_T - K) \frac{M_T^2}{M_{t_i}} \right] \\
+ \left( \sum_{i=1}^{n} \delta_i \right)^2 \mathbb{E} \left[ B_T h''(F_T - K) M_T^2 \right].
$$

(21)

Similarly to equality 17, we proceed to a change of measure $Q^{(t_i, t_j)}$ defined by
\begin{align*}
e^{\int_0^T \sigma_x (1_{t_i \le t \le T} + 1_{t_j \le t \le T}) \,dW_t - \frac{1}{2} \int_0^T \sigma_x^2 (1_{t_i \le t \le T} + 1_{t_j \le t \le T})^2 \,ds}
\text{knowing that}
M_T M_{t_r} M_{t_j} = e^{\int_0^T \sigma_x (1_{t_i \le t \le T} + 1_{t_j \le t \le T}) \,dW_t - \frac{1}{2} \int_0^T \sigma_x^2 (1_{t_i \le t \le T} + 1_{t_j \le t \le T})^2 \,ds} e^{\int_{\max(t_i, t_j)}^T \sigma_x^2 \,ds}.
\end{align*}

This means that \( F_T \) under \( \mathbb{Q}^{t_i, t_j} \) has the same law as \( F_T e^{\int_{t_i}^T \sigma_x^2 \,ds + \int_{t_j}^T \sigma_x^2 \,ds} \) under \( \mathbb{Q} \). Thus we have
\begin{align*}
\mathbb{E} \left[ B_T h''(F_T - K) \frac{M_T M_{t_r} M_{t_j}}{M_{t_i} M_{t_j}} \right] = & \mathbb{E} \left[ B_T h''(F_T e^{\int_{t_i}^T \sigma_x^2 \,ds + \int_{t_j}^T \sigma_x^2 \,ds} - K) \right] e^{\int_{\max(t_i, t_j)}^T \sigma_x^2 \,ds} \tag{23} \\
\mathbb{E} \left[ B_T h''(F_T - K) \frac{M_T M_{t_r} M_{t_i}}{M_{t_i} M_{t_j}} \right] = & \mathbb{E} \left[ B_T h''(F_T e^{\int_{t_i}^T \sigma_x^2 \,ds + \int_{t_j}^T \sigma_x^2 \,ds} - K) \right] e^{\int_{t_i}^T \sigma_x^2 \,ds} \tag{24} \\
\mathbb{E} \left[ B_T h''(F_T - K) M_{t_i}^2 \right] = & \mathbb{E} \left[ B_T h''(F_T e^{2 \int_{t_i}^T \sigma_x^2 \,ds} - K) \right] e^{\int_{t_i}^T \sigma_x^2 \,ds}. \tag{25}
\end{align*}

Finally, the assumptions on \( h \) allow us to interchange the derivative and the expectation, proving the theorem.

Applying Theorem 3.2 to \( h(x) = |x|^+ \) would result in an approximation for the call option prices of second-order. Note that however this specific choice of \( h \) does not obey \( H_3 \). Fortunately, Etore and Gobet [2012] have proven that the results stay valid for such a function.

Under the forward model, the option price of strike \( k \), forward \( f = \mathbb{E}[F_T] \) and maturity \( T \) is obtained by the Black formula [Black, 1976]:
\begin{equation}
V_B(f, k) = \eta B_T \left[ x \Phi(\eta d_1(f, k)) - k \Phi(\eta d_2(f, k)) \right] \tag{26}
\end{equation}
where \( \Phi \) is the cumulative normal distribution function, \( \eta = 1 \) for a Call, \( \eta = -1 \) for a Put and
\begin{equation}
d_1(f, k) = \frac{1}{\sqrt{\int_0^T \sigma_x^2 \,ds}} \ln \frac{f}{k} + \frac{1}{2} \sqrt{\int_0^T \sigma_x^2 \,ds}, \quad d_2(f, k) = d_1(f, k) - \sqrt{\int_0^T \sigma_x^2 \,ds}. \tag{27}
\end{equation}

The derivatives towards the strike are:
\begin{align*}
\partial_k V_B(f, k) = & -\eta B_T \Phi(\eta d_2(f, k)) , \tag{28} \\
\partial^2_{kk} V_B(f, k) = & \frac{B_T}{k \sqrt{\int_0^T \sigma_x^2 \,ds}} \phi(d_2(f, k)) \tag{29}
\end{align*}

where \( \phi \) is the normal density function. The following relations will be useful to simplify the expansions of the vanilla option price:
\begin{align*}
\partial_f V_B(f, k) = & \eta B_T \Phi(\eta d_1(f, k)) , \tag{30} \\
\partial^2_{ff} V_B(f, k) = & \eta \frac{B_T}{f \sqrt{\int_0^T \sigma_x^2 \,ds}} \phi(d_1(f, k)) , \tag{31} \\
d_2 \left( f e^{\int_{t_i}^T \sigma_x^2 \,ds}, k \right) = & d_1 , \tag{32} \\
\phi(d_2(f, k)) = & \frac{f}{k} \phi(d_1(f, k)) , \tag{33} \\
\frac{1}{k} \phi \left( d_2 \left( f e^{2 \int_{t_i}^T \sigma_x^2 \,ds - \int_{t_j}^T \sigma_x^2 \,ds}, k \right) \right) e^{\int_{t_i}^T \sigma_x^2 \,ds} = & \frac{1}{f} \phi \left( d_1(f, k) - \frac{\int_{t_i}^T \sigma_x^2 \,ds}{\sqrt{\int_{t_i}^T \sigma_x^2 \,ds}} \right) . \tag{34}
\end{align*}
Let \( v_t = \sqrt{\int_0^t \sigma_s^2 ds} \), applying Theorem 3.2 to the vanilla option payoff leads to:

\[
\mathbb{E} \left[ B_T | \eta S_T^{(y, \delta)} - \eta K |^+ \right] = \eta B_T \left[ f \Phi(\eta d_1) - K \Phi(\eta d_2) \right]
- \eta B_T \sum_{i=1}^n \hat{\delta}_i \left( \Phi(\eta d_1 - \frac{v_{i, T}^2}{v_T}) - \Phi(\eta d_1) \right)
+ \frac{1}{2} B_T \sum_{1 \leq i, j \leq n} \hat{\delta}_i \hat{\delta}_j \phi(d_1 + v_T - \frac{v_{i, T}^2 + v_{j, T}^2}{v_T}) e^{\frac{v_{i, T}^2}{v_T} - v_{\max(i, j)}^2}
- B_T \left( \sum_{j=1}^n \hat{\delta}_j \right) \sum_{i=1}^n \hat{\delta}_i \frac{\phi(d_1 - \frac{v_{i, T}^2}{v_T})}{f v_T}
+ \frac{1}{2} B_T \left( \sum_{j=1}^n \hat{\delta}_j \right)^2 \frac{\phi(d_1)}{f v_T}
+ \text{Error}_3(h)
\]

where \(|\text{Error}_3(h)| \leq c(1 + S_0^6) \sup_i (\delta_i \sigma \sqrt{t_i})^3\), with \( d_1 = d_1(f, K), d_2 = d_2(f, K) \) and \( f = \frac{S_0}{\mathcal{D}_T} - \sum_{i=1}^n \delta_i \mathcal{D}_{i,n} \).

Note that it could also be expressed purely with derivatives of the vanilla option towards the forward (i.e. through the usual option Delta and Gamma greeks):

\[
\mathbb{E} \left[ B_T | \eta S_T^{(y, \delta)} - \eta K |^+ \right] = V_B(f, K)
- \sum_{i=1}^n \hat{\alpha}_i \left[ \frac{\partial V_B}{\partial f} \left( f e^{-\int_0^{d_1} \sigma^2(s) ds}, K \right) - \frac{\partial V_B}{\partial f} (f, K) \right]
+ \frac{1}{2} \left[ \sum_{1 \leq i, j \leq n} \hat{\alpha}_i \hat{\alpha}_j e^{\int_0^{d_1} \int_0^{d_2} \sigma^2(s) ds} \frac{\partial^2 V_B}{\partial f^2} \left( f e^{-\int_0^{d_1} \sigma^2(s) ds - \int_0^{d_2} \sigma^2(s) ds}, K \right) \right]
- 2 \left( \sum_{j=1}^n \hat{\alpha}_j \right) \sum_{i=1}^n \hat{\alpha}_i \frac{\partial^2 V_B}{\partial f^2} \left( f e^{-\int_0^{d_1} \sigma^2(s) ds}, K \right)
+ \left( \sum_{j=1}^n \hat{\alpha}_j \right)^2 \frac{\partial^2 V_B}{\partial f^2} (f, K)
\]

where we used the equation (34) and the identity \( i + j - \max(i, j) = \min(i, j) \).

This is not too surprising. We performed the Taylor expansion on the strike variable as it is simpler to derive, but there is an equivalent formulation in terms of the forward variable.
3.3 Third-order expansion around the forward

**Theorem 3.3:** For a smooth function \( h \) satisfying \( H_4 \), we have

\[
E \left[ B_T h(S_T^{(g, \delta)} - K) \right] = E \left[ B_T h(F_T - K) \right] + \sum_{i=1}^{n} \delta_i \left( \partial_{K} E \left[ B_T h(F_T e^{f_i^T T_t \sigma_t^2 ds} - K) \right] - \partial_K E \left[ B_T h(F_T e^{f_i^T T_0 \sigma_t^2 ds} - K) \right] \right) + \frac{1}{2} \sum_{1 \leq i, j \leq n} \delta_i \delta_j \partial_{K} E \left[ B_T h(F_T e^{f_i^T T_t \sigma_t^2 ds + f_j^T T_t \sigma_t^2 ds} - K) \right] e^{f_i^T T_t \sigma_t^2 ds} - \sum_{j=1}^{n} \delta_j \left( \sum_{i=1}^{n} \delta_i \partial_{K} E \left[ B_T h(F_T e^{f_i^T T_0 \sigma_t^2 ds + f_j^T T_0 \sigma_t^2 ds} - K) \right] e^{f_i^T T_0 \sigma_t^2 ds} \right) + \frac{1}{6} \sum_{1 \leq i, j, l \leq n} \delta_i \delta_j \delta_l \partial_{K} E \left[ B_T h(F_T e^{f_i^T T_t \sigma_t^2 ds + f_j^T T_t \sigma_t^2 ds + f_l^T T_t \sigma_t^2 ds} - K) \right] e^{f_i^T T_t \sigma_t^2 ds + f_j^T T_t \sigma_t^2 ds + f_l^T T_t \sigma_t^2 ds} - \frac{1}{2} \sum_{j=1}^{n} \delta_j \left( \sum_{1 \leq i, j \leq n} \delta_i \delta_j \partial_{K} E \left[ B_T h(F_T e^{f_i^T T_0 \sigma_t^2 ds + f_j^T T_0 \sigma_t^2 ds} - K) \right] e^{f_i^T T_0 \sigma_t^2 ds + f_j^T T_0 \sigma_t^2 ds} \right) + \frac{1}{2} \sum_{j=1}^{n} \delta_j \left( \sum_{i=1}^{n} \delta_i \partial_{K} E \left[ B_T h(F_T e^{f_i^T T_0 \sigma_t^2 ds} - K) \right] e^{f_i^T T_0 \sigma_t^2 ds} \right) + \frac{1}{6} \sum_{j=1}^{n} \delta_j \partial_{K} E \left[ B_T h(F_T e^{f_j^T T_0 \sigma_t^2 ds} - K) \right] e^{f_j^T T_0 \sigma_t^2 ds} + Error_4(h),
\]

where \( |Error_4(h)| \leq c(1 + S_0^n) \sup_i (\delta_i \sigma \sqrt{t_i})^4 \).

**Proof:** The second-order terms follow directly from Theorem 3.2. The third-order terms come from the third-order Taylor expansion on \( h \). The additional term from the Taylor expansion is:

\[
\frac{1}{6} E \left[ B_T h'''(F_T - K) \left( \sum_{i=1}^{n} \delta_i \left( M_T - \frac{M_T}{M_{t_i}} \right) \right)^3 \right].
\]
We can expand the cubic term as
\[
\left( \sum_{i=1}^{n} \bar{\delta}_i \left( M_T - \frac{M_T}{M_{t_i}} \right) \right)^3 = \left( \sum_{i=1}^{n} \bar{\delta}_i \right)^3 \frac{M_T^3}{M_{t_i}} - \left( \sum_{i=1}^{n} \bar{\delta}_i \frac{M_T}{M_{t_i}} \right)^3 + 3 \left( \sum_{i=1}^{n} \bar{\delta}_i \right) \left( \sum_{1 \leq i, j \leq n} \bar{\delta}_i \bar{\delta}_j \frac{M_T^3}{M_{t_i} M_{t_j}} \right) - 3 \left( \sum_{j=1}^{n} \bar{\delta}_j \right) \left( \sum_{i=1}^{n} \bar{\delta}_i \frac{M_T^3}{M_{t_i}} \right).
\]
(39)

We then compute the expectation of each term, using the linearity of the expectation and the identity
\[
E \left[ B_T h'''(F_T - K) \frac{M_T^3}{M_{t_i} M_{t_j} M_{t_l}} \right] = \delta_K^3 E \left[ B_T h \left( F_T e^{\int_{t_i}^{t_j} \sigma^2 s + f_{t_i}^T \sigma^2 s + f_{t_j}^T \sigma^2 s ds + f_{\max(t_i,t_j)}^T \sigma^2 s ds} - K \right) \right] e^{\int_{\max(t_i,t_j)}^{T} \sigma^2 s ds + \int_{\max(t_j,t_l)}^{T} \sigma^2 s ds + \int_{\max(t_i,t_l)}^{T} \sigma^2 s ds}
\]
with \( t_i = 0 \) or \( t_j = 0 \) or \( t_i = T \) or \( t_j = T \) depending on the expression to evaluate.

4. Expansion around the Lehman model

The Lehman model consists in simple adjustment of the spot and the strike in the Black-Scholes formula. The spot is adjusted by the present value of near-term dividends, just as in the forward model, while the strike is adjusted by far-away dividends (Bos and Vandermark, 2002). Let the near and far parts be
\[
X_n^T = \sum_{i} \frac{T - t_i}{T} \delta_i \pi_{i,n} D_{t_i} \frac{D_{t_i}}{D_T},
\]
(40)
\[
X_f^T = \sum_{i} \frac{t_i}{T} \bar{\delta}_i \pi_{i,n} D_{t_i} \frac{D_{t_i}}{D_T}.
\]
(41)

In the Lehman model, the asset follows
\[
\bar{S}_t = \left( \pi_{0,n} \frac{S_0}{D_T} - X^n_T \right) M_t - X^f_T.
\]
(42)

The vanilla option price can be obtained through the Black formula \( V_B(F, K) \) for a forward \( F \), strike \( K \), expiry \( T \):
\[
V(S_0, K) = V_B \left( \frac{S_0}{D_T} \pi_{0,n} - X^n_T, K + X^f_T \right).
\]
(43)

Let us define
\[
\bar{F}_t = \left( \pi_{0,n} \frac{S_0}{D_T} - X^n_T \right) M_t,
\]
(44)
\[
\bar{f} = \frac{S_0}{D_T} \pi_{0,n} - X^n_T,
\]
(45)
\[
\bar{k} = K + X^f_T.
\]
(46)
4.1 First-order expansion around the Lehman model

**Theorem 4.1:** For a smooth function $h$ satisfying $H_2$, we have

\[
E \left[ B_T h(S_T^{(y,\delta)} - K) \right] = E \left[ B_T h(\bar{F}_T - \bar{k}) \right] + \sum_{i=1}^{n} \frac{T - t_i}{T} \hat{\delta}_i \left( \partial_K E \left[ B_T h \left( \bar{F}_T e^{\int_0^T \sigma^2 ds} - \bar{k} \right) \right] - \partial_K E \left[ B_T h \left( \bar{F}_T e^{\int_0^T \sigma^2 ds} - \bar{k} \right) \right] \right) + \sum_{i=1}^{n} \frac{t_i}{T} \hat{\delta}_i \left( \partial_K E \left[ B_T h \left( \bar{F}_T e^{\int_0^T \sigma^2 ds} - \bar{k} \right) \right] - \partial_K E \left[ B_T h \left( \bar{F}_T - \bar{k} \right) \right] \right) + \text{Error}_2(h)
\]  

(47)

where $|\text{Error}_2(h)| \leq c(1 + S_0^n) \sup_i \left( (\delta_i \sigma T^{-t_i} \sqrt{t_i})^2 + (\delta_i \sigma T^{-t_i} \sqrt{t_i})^2 \right)$.

**Proof:** Let us first rewrite Lemma 2.1 in terms of $\bar{S}_T$:

\[
S_T^{(y,\delta)} = \pi_{0,n} S_0 \frac{M_T}{D_T} - \sum_{i=1}^{n} \pi_{i,n} \delta_i \frac{M_T}{D_T} \frac{D_{t_i}}{M_{t_i}}
\]

\[
= \bar{S}_T + X^n_T M_T + X^f_T - \sum_{i=1}^{n} \frac{T - t_i + t_i}{T} \hat{\delta}_i \frac{M_T}{M_{t_i}}
\]

\[
= \bar{S}_T + \sum_{i=1}^{n} \frac{T - t_i}{T} \hat{\delta}_i \left( M_T - \frac{M_T}{M_{t_i}} \right) + \sum_{i=1}^{n} \frac{t_i}{T} \hat{\delta}_i \left( 1 - \frac{M_T}{M_{t_i}} \right).
\]

(49)

As for Theorem 3.1 we apply a simple Taylor expansion of order-1 on $h$:

\[
E \left[ B_T h(S_T^{(y,\delta)} - K) \right] = E \left[ B_T h(\bar{F}_T - \bar{k}) \right] \]

\[
+ \sum_{i=1}^{n} \frac{T - t_i}{T} \hat{\delta}_i E \left[ B_T h'(\bar{F}_T - \bar{k}) \left( M_T - \frac{M_T}{M_{t_i}} \right) \right] \]

\[
+ \sum_{i=1}^{n} \frac{t_i}{T} \hat{\delta}_i E \left[ B_T h'(\bar{F}_T - \bar{k}) \left( 1 - \frac{M_T}{M_{t_i}} \right) \right] + \text{Error}_2(h)
\]

(50)

where $|\text{Error}_2(h)| \leq (1 + S_0^n) \sup_i \left( (\delta_i T^{-t_i} \| M_T - M_{t_i} \| + \delta_i T^{-t_i} \| M_T - 1 \|)^2 \right)$.

The first part can be obtained through the same steps as in Theorem 3.1 applied to $\delta_i^n = \frac{T - t_i}{T} \hat{\delta}_i$ and the second part can be obtained through the same steps as in Theorem 2.1 of Etoire and Gobet (2012) applied to $\delta_i^f = \frac{T}{t_i} \hat{\delta}_i$.

\[\square\]
4.2 Second-order expansion around the Lehman model

Theorem 4.2: For a smooth function $h$ satisfying $H_3$, we have

$$
E \left[ B_T h(S_T^{(y, \delta)} - K) \right] = E \left[ B_T h(\bar{F}_T - \bar{k}) \right]
+ \sum_{i=1}^{n} \frac{T-t_i}{T} \delta_i \left( \partial_K E \left[ B_T h \left( \bar{F}_T e^{\int_0^T \sigma_i^2 ds} \right) \right] - \partial_K E \left[ B_T h \left( \bar{F}_T e^{\int_0^T \sigma_i^2 ds} - \bar{k} \right) \right] \right)
+ \sum_{i=1}^{n} \frac{t_i}{T} \delta_i \left( \partial_K E \left[ B_T h \left( \bar{F}_T e^{\int_0^T \sigma_i^2 ds} - \bar{k} \right) \right] - \partial_K E \left[ B_T h \left( \bar{F}_T - \bar{k} \right) \right] \right)
+ \frac{1}{2} \sum_{1 \leq i, j \leq n} \frac{T-t_j}{T} \delta_i \delta_j \partial_K^2 E \left[ B_T h(\bar{F}_T e^{\int_0^T \sigma_i^2 ds + \int_0^T \sigma_j^2 ds} - \bar{k}) \right] e^{\int_0^T \sigma_i^2 ds}
- \left( \sum_{j=1}^{n} \frac{T-t_j}{T} \delta_j \right) \sum_{i=1}^{n} \delta_i \partial_K^2 E \left[ B_T h(\bar{F}_T e^{\int_0^T \sigma_i^2 ds} - \bar{k}) \right] e^{\int_0^T \sigma_i^2 ds}
+ \frac{1}{2} \left( \sum_{j=1}^{n} \frac{t_j}{T} \delta_j \right) \sum_{i=1}^{n} \delta_i \partial_K^2 E \left[ B_T h(\bar{F}_T - \bar{k}) \right] e^{\int_0^T \sigma_i^2 ds}
+ \frac{1}{2} \left( \sum_{j=1}^{n} \frac{t_j}{T} \delta_j \right) \left( \sum_{j=1}^{n} \frac{T-t_j}{T} \delta_j \right) \partial_K^2 E \left[ B_T h(\bar{F}_T e^{\int_0^T \sigma_i^2 ds} - \bar{k}) \right] + \text{Error}_3(h)
$$

where $|\text{Error}_3(h)| \leq c(1 + S_0^n) \sup_i \left( (\delta_i \sigma \frac{T-t_i}{T} \sqrt{T_i})^3 + (\delta_i \sigma \frac{T-t_i}{T} \sqrt{T-t_i})^3 \right)$.

Proof: Let $\delta_i^T = \frac{T-t_i}{T} \delta_i$, $\delta_i^f = \frac{t_i}{T} \delta_i$. We start with a Taylor expansion of order-2 on $h$:

$$
E \left[ B_T h(S_T^{(y, \delta)} - K) \right] = E \left[ B_T h(\bar{F}_T - \bar{k}) \right]
+ \sum_{i=1}^{n} \delta_i^n E \left[ B_T h'(\bar{F}_T - \bar{k}) \left( M_T - \frac{M_T}{M_t} \right) \right]
+ \sum_{i=1}^{n} \delta_i^f E \left[ B_T h'(\bar{F}_T - \bar{k}) \left( 1 - \frac{M_T}{M_t} \right) \right]
+ \frac{1}{2} E \left[ B_T h''(\bar{F}_T - \bar{k}) \left( \sum_{i=1}^{n} \delta_i^n \left( M_T - \frac{M_T}{M_t} \right) + \delta_i^f \left( 1 - \frac{M_T}{M_t} \right) \right)^2 \right]
+ \text{Error}_3(h)
$$
where \(|\text{Error}_3(h)| \leq (1 + S_0^n) \sup_t \left( \delta_i \| \frac{M_T}{M_t} - M_T \| \right)^3\).

The first three terms stem from the first-order expansion of Theorem 4.1. The remaining term can be written as:

\[
\mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \left( \sum_{i=1}^{n} \hat{\delta}_i^n \left( M_T - \frac{M_T}{M_t} \right) + \hat{\delta}_j^f \left( 1 - \frac{M_T}{M_t} \right) \right)^2 \right]
\]

\[
= \mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \left( \sum_{i=1}^{n} \hat{\delta}_i^n \left( M_T - \frac{M_T}{M_t} \right) \right)^2 \right] + \mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \left( \sum_{j=1}^{n} \hat{\delta}_j^f \left( 1 - \frac{M_T}{M_t} \right) \right)^2 \right] + 2 \mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \left( \sum_{i=1}^{n} \hat{\delta}_i^n \left( M_T - \frac{M_T}{M_t} \right) \right) \left( \sum_{j=1}^{n} \hat{\delta}_j^f \left( 1 - \frac{M_T}{M_t} \right) \right) \right] \tag{54}
\]

The first two terms have been computed in the proof of Theorem 3.2 above and in the proof of Theorem 2.2 of Etore and Gobet (2012). The remaining term can be written as:

\[
\mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \left( \sum_{i=1}^{n} \hat{\delta}_i^n \left( M_T - \frac{M_T}{M_t} \right) \right) \left( \sum_{j=1}^{n} \hat{\delta}_j^f \left( 1 - \frac{M_T}{M_t} \right) \right) \right] \tag{55}
\]

\[
= \sum_{1 \leq i, j \leq n} \hat{\delta}_i^n \hat{\delta}_j^f \mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \frac{M_T}{M_t} \right] - \left( \sum_{j=1}^{n} \hat{\delta}_j^f \right) \sum_{i=1}^{n} \hat{\delta}_i^n \mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \frac{M_T}{M_t} \right] + \left( \sum_{i=1}^{n} \hat{\delta}_i^n \right) \sum_{j=1}^{n} \hat{\delta}_j^f \mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \frac{M_T}{M_t} \right] \tag{56}
\]

The terms in \(\hat{\delta}_i \hat{\delta}_j\) can be assembled together to give:

\[
= \sum_{1 \leq i, j \leq n} \hat{\delta}_i^n \hat{\delta}_j^f \mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \frac{M_T}{M_t} \right] + \sum_{1 \leq i, j \leq n} \hat{\delta}_i^f \hat{\delta}_j^f \mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \frac{M_T}{M_t} \right] + 2 \sum_{1 \leq i, j \leq n} \hat{\delta}_i^n \hat{\delta}_j^f \mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \frac{M_T}{M_t} \right]
\]

\[
= \sum_{1 \leq i, j \leq n} \left( 1 + \frac{t_j - t_i}{T} \right) \hat{\delta}_i \hat{\delta}_j \mathbb{E} \left[ B_T h''(\bar{F}_T - \bar{k}) \frac{M_T}{M_t} \right]
\]

as \(1 - \frac{t_j}{T} \left( 1 - \frac{t_i}{T} \right) + \frac{t_j}{T} \frac{t_i}{T} + 2 \left( 1 - \frac{t_j}{T} \right) \frac{t_i}{T} = 1 + \frac{t_j}{T} - \frac{t_i}{T}\).

Similarly to Theorem 3.3 changes of measure and interchange of expectation and derivatives will lead to the proof. \(\Box\)

Although the formula of Theorem 4.2 looks long, it will not be more costly to evaluate than the simpler formula of Theorem 3.2 when applied to vanilla options. Let \(v_t = \sqrt{\int_0^t \sigma_s^2 ds}\),
applying Theorem 4.2 to the vanilla option payoff leads to:

$$
\mathbb{E} \left[ B_T | \eta S_T^{(y, \delta)} - \eta K |^+ \right] = \eta B_T \left[ \bar{f} \Phi(\eta d_1) - \kappa \Phi(\eta d_2) \right] \\
- \eta B_T \sum_{i=1}^{n} \delta_i \left( \Phi(\eta d_1 - \eta \frac{v_t^2}{v_T}) - \frac{T - t_i}{T} \Phi(\eta d_1) - \frac{t_i}{T} \Phi(\eta d_2) \right) \\
+ \frac{1}{2} B_T \sum_{1 \leq i, j \leq n} \delta_i \delta_j T + t_j - t_i \phi(d_1 + v_T - \frac{v_t^2 + v_j^2}{v_T}) e^{v_j^2 - v_{\text{max}}^2} \\
+ B_T \left( \sum_{j=1}^{n} \frac{T - t_j}{T} \delta_j \right) \Phi(d_1) \frac{\delta_j}{kv_T} \\
+ \frac{1}{2} B_T \left[ \left( \sum_{j=1}^{n} \frac{T - t_j}{T} \delta_j \right) \Phi(d_1) \frac{\delta_j}{kv_T} \right] + \text{Error}_3(h)
$$

where $|\text{Error}_3(h)| \leq c(1 + S_0^2) \sup_i \left( (\delta_i \sigma \frac{T - t_i}{\sqrt{T}})^3 + (\delta_i \sigma \frac{\sqrt{T} - t_i}{\sqrt{T}})^3 \right)$, with $d_1 = d_1(\bar{f}, \kappa), d_2 = d_2(\bar{f}, \kappa).

The double sum can be split into two symmetric parts, leading to a nearly 50% performance gain over a naive implementation when the number of dividends is high as we have for any function $u$:

$$
\sum_{1 \leq i, j \leq n} (T + t_j - t_i) \delta_i \delta_j u(v_{i_t}^2 + v_{i_j}^2, \max(t_i, t_j)) \\
= \sum_{i=1}^{n} T \delta_i^2 u(2v_i^2, t_i) + \sum_{i=1}^{n} \sum_{j=i+1}^{n} (T + t_j - t_i) \delta_i \delta_j u(v_{i_t}^2 + v_{i_j}^2, t_i) \\
+ \sum_{i=1}^{n} \sum_{j=i+1}^{n} (T + t_j - t_i) \delta_i \delta_j u(v_{i_t}^2 + v_{i_j}^2, t_j) \\
= \sum_{i=1}^{n} T \delta_i^2 u(2v_i^2, t_i) + \sum_{i=1}^{n} \sum_{j=i+1}^{n} (T - t_j + t_i) \delta_i \delta_j u(v_{i_t}^2 + v_{i_j}^2, t_j) \\
+ \sum_{i=1}^{n} \sum_{j=i+1}^{n} (T + t_j - t_i) \delta_i \delta_j u(v_{i_t}^2 + v_{i_j}^2, t_j) \\
= \sum_{i=1}^{n} T \delta_i^2 u(2v_i^2, t_i) + 2 \sum_{i=1}^{n} \sum_{j=i+1}^{n} T \delta_i \delta_j u(v_{i_t}^2 + v_{i_j}^2, t_i).
$$

In terms of computational cost, this expansion is not more costly than the original second-order expansion of Eto and Gobet (2012): in a careful implementation, counting in the normal density function evaluations, it involves the same number of exponential functions.
evaluations.

In theory, we can expect the expansion around the displaced strike to be more accurate when the dividends are near the maturity date of the option: in the extreme case where the dividends happen at maturity, the zero-th order price stemming from the shifted Black formula is exact. Similarly, we can expect the expansion around the forward to be more accurate when the dividends are near the valuation date. In this regard, being a mix of the two, the expansion around the Lehman model should provide a more stable approximation over the full range of dividend dates.

4.3 Third-order expansion around the Lehman model

**Theorem 4.3**: For a smooth function \( h \) satisfying \( H_4 \), the third-order correction is:

\[
\frac{1}{6} \left[ h'^{(3)}(\hat{E}_T - \hat{K}) \left( \sum_{i=1}^{n} \hat{\delta}^i \left( \frac{M_T - M_{t_i}}{M_{t_i}} \right) + \hat{\delta}_f \left( 1 - \frac{M_T}{M_{t_j}} \right) \right) \right]^3
\]

\[
= \frac{1}{6} \left( \sum_{i=1}^{n} \hat{\delta}^i \right)^3 \partial^3_{\hat{K}} \mathbb{E} \left[ B_T h (\hat{E}_T - \hat{K}) \right]
\]

\[
+ \frac{1}{6} \left( \sum_{i=1}^{n} \hat{\delta}_f \right)^3 \partial^3_{\hat{K}} \mathbb{E} \left[ B_T h \left( \hat{E}_T e^{\int_0^T \sigma^2_s ds} - \hat{K} \right) \right] e^{\int_0^T \sigma^2_s ds}
\]

\[
- \frac{1}{6} \sum_{1 \leq i,j,l \leq n} \hat{\delta}_l \hat{\delta}_j \hat{\delta}_i \partial^3_{\hat{K}} \mathbb{E} \left[ B_T h \left( \hat{E}_T e^{\int_0^T \sigma^2_s ds} + f_{\max(t_i,t_j)}^T \sigma^2_{\hat{t}_j} + f_{\max(t_i)}^T \sigma^2_{\hat{K}} - \hat{K} \right) \right] e^{\int_0^T \sigma^2_s ds}
\]

\[
+ \frac{1}{2} \left( \sum_{i=1}^{n} \hat{\delta}^i \right) \left( \sum_{j=1}^{n} \hat{\delta}_j \right)^2 \partial^2_{\hat{K}} \mathbb{E} \left[ B_T h \left( \hat{E}_T e^{\int_0^T \sigma^2_s ds} - \hat{K} \right) \right]
\]

\[
+ \frac{1}{2} \left( \sum_{i=1}^{n} \hat{\delta}_i \right) \left( \sum_{j=1}^{n} \hat{\delta}_j \right) \partial^2_{\hat{K}} \mathbb{E} \left[ B_T h \left( \hat{E}_T e^{\int_0^T \sigma^2_s ds} - \hat{K} \right) \right] e^{\int_0^T \sigma^2_s ds}
\]

\[
+ \frac{1}{2} \left( \sum_{i=1}^{n} \hat{\delta}_i \right) \sum_{1 \leq i,j \leq n} \hat{\delta}_j \partial^2_{\hat{K}} \mathbb{E} \left[ B_T h \left( \hat{E}_T e^{\int_0^T \sigma^2_s ds} + f_{\max(t_i,t_j)}^T \sigma^2_{\hat{t}_j} + f_{\max(t_i)}^T \sigma^2_{\hat{K}} - \hat{K} \right) \right] e^{\int_0^T \sigma^2_s ds}
\]

\[
+ \frac{1}{2} \left( \sum_{i=1}^{n} \hat{\delta}_i \right) \sum_{1 \leq i,j \leq n} \hat{\delta}_j \partial^2_{\hat{K}} \mathbb{E} \left[ B_T h \left( \hat{E}_T e^{\int_0^T \sigma^2_s ds} + f_{\max(t_i,t_j)}^T \sigma^2_{\hat{t}_j} + f_{\max(t_i)}^T \sigma^2_{\hat{K}} - \hat{K} \right) \right] e^{\int_0^T \sigma^2_s ds}
\]

\[
- \frac{1}{2} \left( \sum_{i=1}^{n} \hat{\delta}_i \right)^2 \sum_{i=1}^{n} \hat{\delta}_i \partial^2_{\hat{K}} \mathbb{E} \left[ B_T h \left( \hat{E}_T e^{\int_0^T \sigma^2_s ds} - \hat{K} \right) \right]
\]

\[
- \frac{1}{2} \left( \sum_{i=1}^{n} \hat{\delta}_i \right)^2 \sum_{i=1}^{n} \hat{\delta}_i \partial^2_{\hat{K}} \mathbb{E} \left[ B_T h \left( \hat{E}_T e^{\int_0^T \sigma^2_s ds} - \hat{K} \right) \right] e^{\int_0^T \sigma^2_s ds}
\]

(60)
**Proof:** We start by expanding the cubic term as

\[
\left( \sum_{i=1}^{n} \delta_i^n \left( M_T - \frac{M_T}{M_{t_i}} \right) + \delta_i^f \left( 1 - \frac{M_T}{M_{t_j}} \right) \right)^3 = \left( \sum_{i=1}^{n} \delta_i^n M_T + \delta_i^f - \left( \delta_i^n + \delta_i^f \right) \frac{M_T}{M_{t_j}} \right)^3
\]

\[
= \left( \sum_{i=1}^{n} \delta_i^n \right)^3 M_T^3 + \left( \sum_{i=1}^{n} \delta_i^f \right)^3 - \left( \sum_{i=1}^{n} \delta_i \frac{M_T}{M_{t_i}} \right)^3
+ 3 \left( \sum_{i=1}^{n} \delta_i^n \right)^2 \left( \sum_{j=1}^{n} \delta_j^f \right) M_T^2 + 3 \left( \sum_{i=1}^{n} \delta_i^n \right) \left( \sum_{j=1}^{n} \delta_j^f \right) M_T
+ 3 \left( \sum_{i=1}^{n} \delta_i^n \right) \left( \sum_{1 \leq i,j \leq n} \delta_i \delta_j \frac{M_T^3}{M_{t_i} M_{t_j}} \right) + 3 \left( \sum_{i=1}^{n} \delta_i^f \right) \left( \sum_{1 \leq i,j \leq n} \delta_i \delta_j \frac{M_T^3}{M_{t_i} M_{t_j}} \right)
- 3 \left( \sum_{j=1}^{n} \delta_j^n \right)^2 \left( \sum_{i=1}^{n} \delta_i \frac{M_T^3}{M_{t_i}} \right) - 3 \left( \sum_{j=1}^{n} \delta_j^f \right)^2 \left( \sum_{i=1}^{n} \delta_i \frac{M_T^3}{M_{t_i}} \right) - 6 \left( \sum_{j=1}^{n} \delta_j^n \right) \left( \sum_{i=1}^{n} \delta_i^f \right) \left( \sum_{i=1}^{n} \delta_i \frac{M_T^3}{M_{t_i}} \right)
\]

(61)

We then compute the expectation of each term, using the linearity of the expectation and the identity

\[
\mathbb{E} \left[ B_T h'''(F_T - K) \frac{M_T^3}{M_{t_i} M_{t_j} M_{t_l}} \right] = \delta^3 K \mathbb{E} \left[ B_T h \left( F_T e^{\int_{t_i}^{t_j} \sigma_T^2 ds + \int_{t_j}^{t_l} \sigma_T^2 ds + \int_{t_i}^{t_l} \sigma_T^2 ds} - K \right) \right] e^{\int_{t_i}^{t_j} \sigma_T^2 ds + \int_{t_i}^{t_j} \sigma_T^2 ds + \int_{t_i}^{t_j} \sigma_T^2 ds}
\]

with \( t_i = 0 \) or \( t_j = 0 \) or \( t_i = T \) or \( t_j = T \) depending on the expression to evaluate. \( \square \)

Note that the quadratic term of the second-order expansion could have been written in a similar fashion:

\[
\left( \sum_{i=1}^{n} \delta_i^n \left( M_T - \frac{M_T}{M_{t_i}} \right) + \delta_i^f \left( 1 - \frac{M_T}{M_{t_j}} \right) \right)^2 = \left( \sum_{i=1}^{n} \delta_i^n M_T + \delta_i^f - \left( \delta_i^n + \delta_i^f \right) \frac{M_T}{M_{t_j}} \right)^2
\]

\[
= \left( \sum_{i=1}^{n} \delta_i^n \right)^2 M_T^2 + \left( \sum_{i=1}^{n} \delta_i^f \right)^2 + \left( \sum_{i=1}^{n} \delta_i \frac{M_T}{M_{t_i}} \right)^2
+ 2 \left( \sum_{i=1}^{n} \delta_i^n \right) \left( \sum_{j=1}^{n} \delta_j^f \right) M_T - 2 \left( \sum_{j=1}^{n} \delta_j^n \right) \left( \sum_{i=1}^{n} \delta_i \frac{M_T^2}{M_{t_i}} \right) - 2 \left( \sum_{j=1}^{n} \delta_j^f \right) \left( \sum_{i=1}^{n} \delta_i \frac{M_T^2}{M_{t_i}} \right).
\]

(62)
Numerically, in order to speed up the evaluation, the sum over \( i, j, l \) can be split as:

\[
\begin{align*}
&\sum_{1\leq i,j,l\leq n} \tilde{\delta}_i \tilde{\delta}_j \tilde{\delta}_l 3 \mathbb{E}\left[ B_T h \left( F_T e^{\int_{t_i}^{T} T \sigma^2 ds + \int_{t_j}^{T} \sigma^2 ds + \int_{t_l}^{T} \sigma^2 ds} - K \right) \right] e^{\int_{t_j}^{T} \sigma^2 ds + 2 \int_{t_i}^{T} \sigma^2 ds} \\
&= 6 \sum_{i=1}^{n} \sum_{j=i+1}^{n} \sum_{l=j+1}^{n} \tilde{\delta}_i \tilde{\delta}_j \tilde{\delta}_l 3 \mathbb{E}\left[ B_T h \left( F_T e^{\int_{t_i}^{T} \sigma^2 ds + \int_{t_j}^{T} \sigma^2 ds + \int_{t_l}^{T} \sigma^2 ds} - K \right) \right] e^{\int_{t_l}^{T} \sigma^2 ds + 2 \int_{t_i}^{T} \sigma^2 ds} \\
&+ 3 \sum_{i=1}^{n} \sum_{j=i+1}^{n} \tilde{\delta}_i^2 \tilde{\delta}_j \tilde{\delta}_l 2 \mathbb{E}\left[ B_T h \left( F_T e^{2 \int_{t_i}^{T} \sigma^2 ds + \int_{t_j}^{T} \sigma^2 ds} - K \right) \right] e^{\int_{t_l}^{T} \sigma^2 ds + 2 \int_{t_i}^{T} \sigma^2 ds} \\
&+ 3 \sum_{i=1}^{n} \sum_{j=i+1}^{n} \tilde{\delta}_i \tilde{\delta}_j^2 \tilde{\delta}_l 2 \mathbb{E}\left[ B_T h \left( F_T e^{\int_{t_i}^{T} \sigma^2 ds + 2 \int_{t_j}^{T} \sigma^2 ds} - K \right) \right] e^{\int_{t_l}^{T} \sigma^2 ds} \\
&+ \sum_{i=1}^{n} \tilde{\delta}_i^3 \tilde{\delta}_i^3 \mathbb{E}\left[ B_T h \left( F_T e^{3 \int_{t_i}^{T} \sigma^2 ds} - K \right) \right] e^{\int_{t_l}^{T} \sigma^2 ds}.
\end{align*}
\]

(63)

Let \( v_t = \sqrt{\int_0^T \sigma^2 ds} \), applying Theorem 4.3 to the vanilla option payoff leads to the additional third-order correction:

\[
\begin{align*}
&\frac{1}{6} \left( \sum_{j=1}^{n} \delta_j^3 \right)^3 \frac{\phi(d_2) d_2}{k^2 v_T} \left( \frac{d_2}{v_T} - 1 \right) + \frac{1}{6} \left( \sum_{i=1}^{n} \delta_i^3 \right)^3 \frac{\phi(d_2) f^3}{3 v_T} \left( \frac{d_2}{v_T} + 2 \right) \\
&+ \frac{1}{2} \left( \sum_{i=1}^{n} \delta_i^3 \right) \left( \sum_{j=1}^{n} \delta_j^2 \right) \frac{2 \phi(d_2) d_2}{k^2 v_T} + \frac{1}{2} \left( \sum_{i=1}^{n} \delta_i^3 \right) \left( \sum_{j=1}^{n} \delta_j^2 \right) \frac{2 \phi(d_2) f^2}{v_T} \\
&- \frac{1}{6} \sum_{1\leq i,j,l\leq n} \delta_i \delta_j \delta_l \frac{\phi \left( \frac{d_2 + 3 v_T^2 - v_j^2 - v_l^2}{v_T} \right) e^{3 v_T^2 - v_j^2}}{k^2 v_T} \left( \frac{d_2}{v_T} + \frac{3 v_T^2 - v_j^2 - v_l^2}{v_T} - 1 \right) \\
&+ \frac{1}{2} \left( \sum_{i=1}^{n} \delta_i^3 \right) \sum_{1\leq i,j\leq n} \delta_i \delta_j \frac{\phi \left( \frac{d_2 + 2 v_T^2 - v_j^2}{v_T} \right) e^{3 v_T^2 - v_j^2}}{k^2 v_T} \left( \frac{d_2 + 2 v_T^2 - v_j^2}{v_T} - 1 \right) \\
&+ \frac{1}{2} \left( \sum_{i=1}^{n} \delta_i^3 \right) \sum_{1\leq i,j\leq n} \delta_i \delta_j \frac{\phi \left( \frac{d_2}{v_T} \right) e^{3 v_T^2 - v_j^2}}{k^2 v_T} \left( \frac{d_2 + 2 v_T^2 - v_j^2}{v_T} - 1 \right) \\
&- \frac{1}{2} \left( \sum_{i=1}^{n} \delta_i^3 \right) \sum_{1\leq i,j\leq n} \delta_i \frac{\phi \left( \frac{d_1 - v_T^2}{v_T} \right) d_1 - v_T^2}{f^2 v_T} \left( \frac{d_1 - v_T^2}{v_T} + 1 \right) - \frac{1}{2} \left( \sum_{i=1}^{n} \delta_i^3 \right) \sum_{1\leq i,j\leq n} \delta_i \phi \left( \frac{d_1 - v_T^2}{v_T} \right) \frac{d_1 - v_T^2}{v_T} \\
&- \left( \sum_{j=1}^{n} \delta_j^3 \right) \left( \sum_{i=1}^{n} \delta_i^3 \right) \sum_{i=1}^{n} \delta_i \frac{\phi \left( \frac{d_1 - v_T^2}{v_T} \right) d_1 - v_T^2}{k^2 v_T} \left( \frac{d_1 - v_T^2}{v_T} - 1 \right)
\end{align*}
\]

(64)

with \( d_1 = d_1(\tilde{f}, \tilde{k}) , d_2 = d_2(\tilde{f}, \tilde{k}) \).
5. Numerical experiments

5.1 Single dividend

We consider vanilla call options of maturity $T = 1.0$ on an asset of spot $S(0) = 100$, volatility $\sigma = 30\%$, with no drift $\tau_R = 0\%$ and look at the error in implied Black volatility for a range of strikes when a single dividend of amount $\delta_1 = 7$ is paid at various dates $t_1 = \{0.1, 0.5, 0.9\}$. EG-1, EG-2 denote the first and second-order expansions on the displaced strike from [Étoré and Gobet (2012)], LF-1, LF-2 denote the first and second-order expansions on the forward, LL-1, LL-2 denote the first and second-order expansions on the Lehman model and HHL is the price obtained via the method of [Haug et al. (2003)], which is exact in the case of a single dividend and will serve as a reference.

As expected, the expansions on the forward LF-1 and LF-2 are much more accurate when the dividend ex-date is close to the valuation date. For low strikes, LF-1 becomes more accurate than the second-order expansion on the displaced strike EG-2 (Figures 2(a) and 2(b)).

When the dividend is paid at $t_1 = 0.5$, the expansions on the forward and on the displaced strike have very similar error across the whole range of strikes (Figure 3(a)). When the dividend is paid near maturity, the situation is reversed, and the expansions on the displaced strike are more accurate than the expansions on the forward (Figure 3(b)).

Overall, the expansion using the Lehman model as a proxy is the most accurate, independently whether the strike is far from the asset price or whether the dividend is close to the valuation date or to the maturity date. It behaves like the best of both forward and strike approximations.

In Table 2, we compare our expansions to other good approximations, GS denotes the one from [Sahel and Göcsei (2011)] and Zhang-1, Zhang-2 denote the first and second-order expansions from [Zhang (2011)]. The most accurate overall is the second-order approximation from Zhang, followed very closely by the second-order expansion on the Lehman model LL-2. The GS approximation is still very accurate, but its behaviour with a short dated dividend in low strikes is noticeably worse. The LL-2 expansion is a significant improvement over both the expansion around the displaced strike (EG-2) and the expansion around the forward (LF-2).

The third-order expansions increase the accuracy significantly over the second-order counterparts. Figure 4 shows that the expansions on the forward LF-3 or on the strike EG-3 are
not necessarily more accurate than good second-order expansions Zhang-2 or LL-2 for low strikes. The third-order LL-3 is however much more accurate over the full range of strikes, with a maximum error of less than 0.0002 volatility point. For practical applications however, the second-order expansions LL-2 is sufficiently accurate as its maximum error in implied volatility is around 0.001 volatility point for a dividend at $t_1 = 0.5$.

### 5.2 Many dividends

We reuse here the example of Sahel and Gocsei (2011) and consider the underlying asset price $S(0) = 100$, the volatility $\sigma = 25\%$, the discount and repo rate $r = 3\%$, the maturity $T = 10$ and dividends of amount $\delta_i = 2$ at dates $t_i = 0.5i + \frac{1}{365}$. The first dividend happens just one
Table 2.: Price and absolute error in % volatility for a single dividend at $t_1 = 0.9$.

| Strike | 50 | 100 | 150 |
|--------|----|-----|-----|
| HHL    | 43.24845580 (0.00e-00) | 9.07480014 (0.00e-00) | 1.06252881 (0.00e-00) |
| Black  | 43.14297574 (-2.77e+00) | 8.3384820 (-1.99e+00) | 0.8294312 (-1.67e+00) |
| Lehman | 43.25128936 (6.32e-02) | 9.06953193 (-1.42e-02) | 1.0568017 (3.85e-02) |
| EG-1   | 43.24718664 (-2.85e-02) | 9.07239859 (-6.49e-03) | 1.06192565 (-4.05e-03) |
| LF-1   | 43.22988026 (-4.26e-01) | 9.07127538 (-9.52e-03) | 1.06205749 (-3.17e-03) |
| LL-1   | 43.24751323 (-2.11e-02) | 9.07242807 (-6.41e-03) | 1.06205987 (-3.17e-03) |
| Zhang  | 43.24752144 (-2.09e-02) | 9.07243939 (-6.49e-03) | 1.06253441 (3.76e-05) |
| EG-2   | 43.24846889 (2.93e-04) | 9.07479039 (-2.63e-05) | 1.06253007 (8.45e-06) |
| LF-2   | 43.24767995 (-1.74e-02) | 9.07501725 (5.87e-04) | 1.06266611 (9.22e-04) |
| LL-2   | 43.24851113 (-1.04e-04) | 9.07480497 (1.31e-05) | 1.06253007 (8.45e-06) |
| Zhang-2| 43.24845254 (7.30e-05) | 9.07480191 (4.71e-06) | 1.06252951 (4.71e-06) |
| GS     | 43.24865150 (4.38e-03) | 9.07509909 (8.08e-04) | 1.06257287 (2.96e-04) |
| EG-3   | 43.24845582 (4.35e-07) | 9.07480026 (3.43e-07) | 1.06258275 (-3.84e-07) |
| LF-3   | 43.24856118 (2.36e-03) | 9.07478707 (-3.53e-05) | 1.06254437 (1.05e-04) |
| LL-3   | 43.24845549 (-6.92e-06) | 9.07480027 (3.70e-07) | 1.06252874 (-4.94e-07) |

Figure 4.: Error in implied volatility of third-order expansions with a single dividend at $t_1 = 0.5$.

day after the valuation date.

On this example, the HHL method from Haug et al. (2003) is not exact anymore as we use their shifted lognormal approximation to work around the multiple integral problem. In fact, in more extreme scenarios, the HHL method can lead to implausible prices: prices that cannot be inverted via the Black formula or prices below the intrinsic value.

The reference value is obtained through a finite difference method, with a fine enough grid. We will ignore the simpler expansions LF-1, EG-1 as they are not practical even with a single dividend.

The HHL method is less accurate than our first-order expansion (Figure 5(a)) and first-order Zhang approximation has the same error as our first-order expansion LL-1. Overall, the second-order methods of Zhang (2011) and Sahel and Gocsei (2011) are the most accurate.
Our second-order expansion LL-2 is nearly as good, and improves greatly over the second-order expansion on the displaced strike. The third-order expansion on the displaced strike

![Graphs showing error in Black volatility percentage for different models.](image)

Figure 5.: Error in implied volatility on Gocsei et al. semi-annual dividend case of ten years maturity.

EG-3 does not really improve over LL-2 or Zhang-2 expansions on this example. But the third-order expansion on the Lehman model LL-3 is significantly more accurate.

On another example of Sahel and Gocsei (2011) where they consider a long term option on an index paying weekly dividends with \( S(0) = 3000, r = 3\%, \delta_i = 2, T = 20 \), the GS approximation is noticeably worse than Zhang-2 for low strikes, in line with the behaviour we noticed in the single dividend case (Figure 6(a)). This is also an example where the HHL method gives a wrong price for low strikes. The third-order expansion LL-3 does not really improve on the second-order expansion LL-2. Note that this is not a particularly practical example, as, in reality, long term dividends, typically beyond four year, will be modelled as proportional dividends and not as cash dividends. Interestingly, if we consider a maturity
of four years instead of twenty years, with otherwise the same asset and the same weekly dividends, LL-3 is then much more accurate, very much like the example of Figure 5(c).

It is interesting to look at a more extreme example like the one from Zhang (2011). The author considers an option of maturity one year and strike $K = 50$ on an asset with price $S(0) = 100$ and very large semi annual dividends $\delta_i = 25$ at dates $t_0 = 0.3$ and $t_1 = 0.7$ with a very high volatility $\sigma = 80\%$. On this example, the second-order method of Zhang has the best overall accuracy. Our third-order expansion on the Lehman model, while more accurate than the expansion on the displaced strike EG-3 is only as accurate as Zhang, while the method from Sahel and Gocsei (2011) results in an error more than three times larger (Figure 6(b)).

In terms of performance, the second-order methods are relatively similar as they all involve $O(n^2)$ exponential evaluations (Table 3). Zhang-2 is the slowest as it involves some numerical solving, even if two to three steps of Halley’s method are generally enough.

With a single dividend, the second-order approximations can be 5000 times faster than a finite difference method, with 100 dividends, they are still around forty times faster than a finite difference method. With around 1000 dividends they become of similar performance. For third-order approximations, the threshold is around 100 dividends. With 1000 dividends, they become not so practical as it takes then around 7 seconds to price one option.

6. Conclusion

Among the first-order expansions, our expansion with the Lehman proxy is as robust as Zhang first-order expansion, but purely analytical, while the latter expansion requires a (simple) numerical solving.

Among the second-order methods, we found the Zhang method to be the most accurate
across a wide range of strikes, dividend dates and dividend amounts. Our second-order expansion using the Lehman model as a proxy is as robust as Zhang second-order formula across strikes and expiries, even with unrealistically large dividends, but it has a larger error. It is however possible to compute the Greeks through analytical formulas even in the second and third-order expansions, and the formulas for the Greeks are not more complex than the formula for the price. The second-order Zhang method does not allow this as easily.

Finally, our third-order expansion using the Lehman model as proxy is the most accurate in practical use cases. Its accuracy is not as good for very long term options where dividends would be modelled as cash. Furthermore, it will be significantly slower for a very large number of dividends. In reality however, the practice is to model long term dividends as proportional and those drawbacks may not be relevant.

A classical approach to price American option under the piecewise-lognormal model consists in applying a finite difference method to the corresponding partial differential equation. The accurate and fast expansions for European options prices under the piecewise-lognormal model allow for an interesting alternative method to price American options. Indeed, Vellekoop and Nieuwenhuis (2011) show that exercise boundary of an American option, and thus its price, may be computed by solving a non-linear integral equation. The one-dimensional integral involves the cumulative probability density of the piecewise-lognormal model, which is generally unknown, but may easily be approximated using the expansions presented in this paper.
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