Brownian walkers within subdiffusing territorial boundaries
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Inspired by the collective phenomenon of territorial emergence, whereby animals move and interact through the scent marks they deposit, we study the dynamics of a 1D Brownian walker in a random environment consisting of confining boundaries that are themselves diffusing anomalously. We show how to reduce, in certain parameter regimes, the non-Markovian, many-body problem of territoriality to the analytically tractable one-body problem studied here. The mean square displacement (MSD) of the 1D Brownian walker within subdiffusing boundaries is calculated exactly and generalizes well known results when the boundaries are immobile. Furthermore, under certain conditions, if the boundary dynamics are strongly subdiffusive, we show the appearance of an interesting non-monotonicity in the time dependence of the MSD, giving rise to transient negative diffusion.
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I. INTRODUCTION AND MOTIVATION

How disorder affects the intrinsic diffusion of a particle is a question of extreme practical relevance. It is often encountered in transport processes whenever one attempts to confront theoretical predictions with actual experiments. Not surprisingly, the study of disorder has attracted a lot of interest in a variety of contexts and often with the aim of understanding the validity of the theoretical assumptions of idealized systems. Although many different kinds exist, disordered systems are broadly divided into two classes depending on the type of heterogeneity: static or dynamic. When the heterogeneity is due to the presence of some ‘quenched’ observables that do not change over time, one talks about a system with static disorder (see e.g. [1]). On the other hand, when the heterogeneity emerges as the system evolves in time, one talks about dynamic disorder (see e.g. [2]). Of interest here is one of the simplest dynamically disordered systems: a random walker constrained to move within an area whose extent is randomly fluctuating.

A problem where dynamic disorder plays a fundamental role is the formation of territorial patterns in the animal kingdom. A recent study [3] shows how territories (spatial inhomogeneity) collectively emerge from the spatio-temporal trajectories of individual animals with interactions between them mediated via scent marks. In that study a microscopic stochastic model of territorial random walkers is introduced whereby each animal performs a random walk [10] with the added ingredient that, when an animal visits a site, it leaves its scent that lasts for a fixed time $T_{AS}$. During this time, no other animal can visit this site. As a result, each animal has a territory at any given instant $t$. This territory is the set of sites visited by the animal in the time period $[t-T_{AS}, t]$. An animal can diffuse only over sites that belong to its own territory and those sites which do not belong to the territory of any other animal. Thus, both the animals and their respective territories move with time, but their growth rates are different. The centroids of the territories subdiffuse, due to the exclusion principle [11,12], while the animals themselves move diffusively.

One of our aims is to reduce, in the 1D case, the many-body non-Markovian problem of territory formation to the one-body problem of a random walker moving within a random environment. The wildly different time scales over which territories and animals displace, allows us to find the appropriate one-body effective description. If we focus on a specific individual, we can view it as being subject to reflecting boundary conditions, located at the position of the left and right neighbouring territorial borders, that are changing gradually relative to the time scale over which the walker diffuses. This gradual change in the external conditions (environment) is what characterizes an adiabatic process. We thus invoke an adiabatic approximation, which consists of taking the probability distribution of the walker to be identical to the one governed by a diffusion equation within an interval equal to the instantaneous separation distance between the neighboring territorial borders. The joint probability distribution $P(x, L_1, L_2, t)$ of the walker position $x$ and, respectively, the left and right boundary locations $L_1$ and $L_2$ can be written as $P(x, L_1, L_2, t) \approx Q(L_1, L_2, t)W(x, t|L_1, L_2)$, with $W(x, t|L_1, L_2)$ being the walker probability distribution for a given value of $L_1$ and $L_2$, and with $Q(L_1, L_2, t)$ the joint distribution of the two boundary positions, to be determined. Our goal here is to show that it is possible to capture the dynamics of the random walkers in the territoriality problem by representing the dynamics of $Q(L_1, L_2, t)$ through a Fokker-Planck formalism [14] with time-dependent diffusion coefficients.

The paper is organized as follows. The analytic expression for the probability $P(x, L_1, L_2, t)$ of the simplified one-body problem is computed in Sec. I. The results in Sec. II are compared, in Sec. III, with stochastic simulations of
two territorial random walkers in an interval with periodic boundary conditions. In Sec. [IV] the analytic computation of the MSD is developed to show the appearance of transient negative diffusivity under certain conditions. The paper ends with a brief discussion in Sec. [V].

II. JOINT PROBABILITY DISTRIBUTION OF WALKER AND BOUNDARIES

Since territorial boundaries undergo an exclusion process, the probability distribution of the separation distance between the left and right boundaries can be represented at long times by a Gaussian whose width is increasing proportionally to \( \sqrt{t} \) rather than \( t \), or by a diffusion equation with an appropriate time-dependent diffusion constant [15, 16]. The mean of this Gaussian is centered around the average territory size, which is simply the inverse of the population density [9]. In our reduced one-body problem we mimic the presence of a mean territory size and fluctuations around this mean by assuming that the left and right boundaries are attached by a spring, whose rest position equals the mean territory size \( L \). This leads us to the use of a Fokker-Planck formalism with a time-dependent diffusion constant [17] and with a constraining quadratic potential \( U(L_1, L_2) = \gamma(t)(L_2 - L_1 - L)^2/4 \) of the form

\[
\frac{\partial Q(L_1, L_2, t)}{\partial t} = K \varphi(t) \left( \frac{\partial^2}{\partial L_1^2} + \frac{\partial^2}{\partial L_2^2} \right) Q(L_1, L_2, t) + \frac{\gamma(t)}{2} \left( \frac{\partial}{\partial L_2} - \frac{\partial}{\partial L_1} \right) [(L_2 - L_1 - L)Q(L_1, L_2, t)],
\]

(1)

The 2D force that \( U(L_1, L_2) \) generates, that is \( \gamma(t)(L_2 - L_1 - L)/2 \) along \( L_1 \) and \(-\gamma(t)(L_2 - L_1 - L)/2 \) along \( L_2 \), has the effect of making the mean distance between the two boundaries equal \( L \) at long times. Counter to this driving force is the boundary spreading due to the random fluctuations associated with the positive function \( \varphi(t) \). For the time dependence of \( \gamma(t) \) we focus on the case in which \( \gamma(t) = \gamma \varphi(t) \) and to the constant case, i.e.
when \( \gamma(t) = \gamma \). In the former case we talk about a subordinated stochastic process since Eq. [1] can be rewritten via the transformation \( \tau = \int_0^t ds \varphi(s) \) as the evolution over the time \( \tau \) of a Fokker-Planck equation without time-dependent coefficients. In the latter case we have a time scale disparity between the diffusive process and the time it takes for the boundaries to reach their asymptotic separation value \( L \). This, we will show in Sec. [IV], has the effect of generating negative diffusivity under certain conditions.

Through the variable transformation \( \lambda = L_2 - L_1 \) and \( \mathcal{L} = (L_2 + L_1)/2 \), Eq. [1] can be decoupled, i.e. \( Q(L_1, L_2, t) = Q_1(\lambda, \mathcal{L}, t)Q_2(\lambda, t) \), into a differential equation for the boundary separation \( \lambda \) and a differential equation for the boundary centroid location \( \mathcal{L} \). These two equations, together with the condition that, at all times, the two boundaries cannot cross each other, i.e. \( \nabla Q(L_1, L_2, t) \cdot 1 = 0 \) where \( 1 \) is the normal to the line of points where \( L_1 = L_2 \) [18], can be solved exactly (see details in Appendix A). For localized initial conditions of Dirac \( \delta \) type of the form \( Q(L_1, L_2, 0) = \delta(L_1 + L/2)\delta(L_2 - L/2) \) with \( L_{2,0} = L/2 = -L_{1,0} \), the time-dependent solution of Eq. [1] with the mentioned boundary condition is given by

\[
Q(\lambda, \mathcal{L}, t) = H(\lambda) e^{-\frac{(\lambda-L)^2}{2\sigma^2(t)}} \sqrt{\pi \sigma^2(t)},
\]

(2)

where \( b(t) = 8K \int_0^t ds \varphi(s)e^{-2(G(t) - G(s))} \) with \( G(t) = \int_0^t ds \gamma(s) \), \( c(t) = 2K \int_0^t \varphi(s)ds \) and the Heaviside function \( H(y) = 1 \) \((H(y) = 0) \) if \( y > 0 \) \((y < 0) \). From the form of Eq. [2] it is evident that \( b(t) \) controls the diffusion of the boundary separation around the mean value \( L \), and \( c(t) \) regulates the diffusion of the boundary centroid. For the choice \( \gamma(t) = \gamma \varphi(t) \) we have \( b(t) = 4(K/\gamma) \left\{ 1 - \exp \left[ -2\gamma \int_0^t \varphi(s)ds \right] \right\} \), whereas \( b(t) = 8K \int_0^t ds e^{-2\gamma(t-s)}\varphi(s) \) when \( \gamma(t) = \gamma \).

Armed with the probability distribution \( Q(L_1, L_2, t) \) one can now write down the full probability \( P(x, L_1, L_2, t) \) because \( W(x, t; L_1, L_2) \) can be obtained analytically with the method of images [19, 20] as

\[
W_{x_0}(x, t) = \left[ H(x - L_1) - H(x - L_2) \right] \sum_{n=-\infty}^{+\infty} e^{-\frac{[x + 2n(L_2 - L_1) - x_0]^2}{4w(t)}} + e^{-\frac{[x - 2n(L_2 - L_1) + x_0]^2}{4w(t)}},
\]

(3)

where \( x_0 \) is the initial walker position and \( w(t) = 4Dt \) with \( D \) being the diffusion coefficient of the walker. The Heaviside functions in Eq. [3] show explicitly that outside the region \( L_1 \leq x \leq L_2 \) the walker probability distribution is identically zero. For ease of notation we have omitted here and in the rest of the paper \( L_1, L_2 \) in the definition of \( W \). The quantity directly comparable to the simulation output, which is also easily accessible from field data, is the marginal probability distribution \( M(x, t) \) of the walker position \( x \)

\[
M(x, t) = \int_0^{+\infty} d\lambda \int_{-\infty}^{+\infty} d\mathcal{L} e^{-\frac{\lambda^2}{2\sigma^2(t)}} W_{x_0}(x, t),
\]

(4)
Let's start with the equation:
\[
Z(\lambda, t) = \frac{\sqrt{\frac{\lambda^2}{\pi b(t)}}}{2 \cosh \left( \frac{2\lambda L}{b(t)} \right)}.
\]

We study in particular the dynamics of Eq. (4) for a time dependence in the diffusion constant of the form \( \varphi(t) = \alpha(t/\zeta)^{\alpha-1} \) with \( \zeta \) being a characteristic time. This choice allows the tuning of the anomalous diffusion of the boundaries in terms of only one parameter, the exponent \( \alpha \). From the expression derived after performing the integration over \( \mathcal{L} \) (see Appendix B for details) one notices that by using the dimensionless parameters \( D' = D/(L^2\gamma) \), \( K' = K/(L^2\gamma) \), \( \beta = \gamma\zeta \) and \( \tau = \gamma t \), the time-dependence in Eq. (4) is lumped into the functions \( c(t)/L^2, b(t)/L^2 \) and \( w(t)/L^2, D' \) and \( K' \) represent the average area covered in a time \( \gamma^{-1} \) by, respectively, the walker and the boundaries relative to the square of the average boundary separation \( L \). \( \beta \), being proportional to \( \gamma \), represents the dimensionless rate at which the boundary separation returns to its average value. For subdiffusive processes, which we focus on here, we have \( 0 < \alpha < 1 \), with \( \alpha = 1 \) being the limiting diffusive case. We thus have \( b(t)/L^2 = 4K'[1 - \exp(-2\beta^{1-\alpha}\tau^{\alpha})] \) when \( \gamma(t) = \gamma \varphi(t) \) or \( b(t)/L^2 = 8K'\beta^{1-\alpha} \int_0^\tau dp \exp[-(\tau-p)]\rho^{\alpha-1} \) when \( \gamma(t) = \gamma \), whereas \( c(t)/L^2 = 2K'\beta^{1-\alpha}\tau^{\alpha} \) and for the walker we have \( w(t)/L^2 = 4D'\tau \).

### FIG. 1: Dependence of the parameters in the reduced model of Sec. III in terms of the output from the stochastic simulations of the many-body problem. Panel (a) is a log-linear plot of the dimensionless \( K/D \) versus the dimensionless quantity \( Z = T_{AS}' \rho^2 \) where \( \rho' \) is the population density multiplied by the lattice spacing and \( T_{AS}' \) is the dimensionless quantity obtained by multiplying \( T_{AS} \) with the random walk transfer rate \( F \) between nearest neighbour sites. Panel (b) is a log-linear plot of the dimensionless quantity \( s^*/L^2 \) versus \( Z^{1/4} \). The solid lines are least square fits of all the data points for respectively \( \log(K/D) = 1.11 - 0.95 \times Z \) in panel (a) and \( \log(s/L^2) = 0.64 - 2.32 \times Z^{1/4} \) in panel (b). Each point in (a) is found by averaging over \( 10^5 \) stochastic realisations of the simulation for sufficiently many time-steps to reach the boundary MSD's asymptotic regime. The time to reach this asymptotic regime increases exponentially with both \( \rho' \) and \( T_{AS}' \). For lower values of \( \rho' \), a high \( T_{AS}' \) is required for the boundary MSD to reach the asymptotic regime before the limits of the box-size are reached. Therefore using either very high or very low \( \rho' \) is not practically possible, allowing us only the limited set of values in this plot. For (b), a single simulation of \( 10^5 \) time-steps gave sufficient data for finding each data-point.

### III. STOCHASTIC SIMULATIONS OF THE MANY-BODY PROBLEM

We compare stochastic simulations of two territorial random walkers on a ring lattice with the reduced model of Sec. III in the subordinate case, i.e. when \( \gamma(t) = \gamma \varphi(t) = \frac{1}{2}\gamma t^{\frac{1}{4}} \). With this choice of \( \gamma(t) \), the MSD of the boundary separation in the simulations is qualitatively similar to the reduced model, in that \( \langle (L - \lambda)^2 \rangle \) is monotonic, increasing initially and saturating at long times. In order to make this comparison we need to determine the dependence of
K and $\gamma$ on the active scent time $T_{AS}$ and the walker population density $\rho$, which in this case is simply twice the inverse of the number of lattice sites in the ring. In Fig. 1 we show these dependencies for a range of values of active scent time and population density by plotting the dimensionless parameter $K/D$ and the asymptotic value $s^* = s(t \to +\infty)/L^2$ of the normalized MSD of the boundary separation distance $s(t)$ (see Appendix A for its analytic expression). These parameters depend on the quantity $Z = T'_{AS}/\rho'^2$ where $T'_{AS}$ and $\rho'$ are dimensionless versions of $T_{AS}$ and $\rho$ respectively (see caption of Fig. 1). Qualitatively one would expect $K$ to decrease as function of $Z$ as the latter represents the time for the scent mark to disappear, $T_{AS}$, divided by the mean first passage time to move between the left and right boundaries, which is proportional to a first approximation to the length squared of the domain itself [21]. The rate of movement of the boundaries is obviously larger the longer it takes the walker to refresh its own scent marks as well as the shorter the scent remains active. The fitting lines obtained in Fig. 1 provide the means for selecting the appropriate parameter values $K'$, $D'$ and $\beta$, which are present in the expression for the marginal probability distribution of the walker in Eq. (19).

**FIG. 2:** Comparison of the walker probability distribution from the simulated model (dashed lines) with the reduced model (solid lines) at time $tF=10,500$ for four values of $Z$: a) $Z=1.8$, b) $Z=1.4$, c) $Z=1.2$ and d) $Z=0.6$ To plot the probability distribution of the reduced model, $M(x,t)$ in Eq. (19) is multiplied by the lattice constant. In all panels the density has been kept fixed at $\rho' = 0.02$, whereas $T_{AS} = 9000, 7000, 6000, 3000$ for the panel a), b), c) and d), respectively. Running the simulations requires a choice of initial scent spatial profile, i.e. the time value associated with each lattice site that defines how long before the scent stops being active. We have selected a biologically relevant scent profile with minimum values at the scent boundaries and a maximum in the middle of the territory. The initial location of the two walkers is consequently the middle of their respective territories (see ref. [9] for further details).

For a choice of $T'_{AS}$ and $\rho'$ in the simulations, one determines $K/(\gamma L^2)$ with $L = \rho^{-1}$, and $K/D$ of the reduced model. The walker diffusion constant is simply $a^2F$ where $a$ is the lattice spacing and $F$ the random walk transfer rate between nearest neighbour sites. $F$ and $a$ do not need to be measured since they are input of the model. From Fig. 1, one can now determine $K$ and subsequently $\gamma$ from Fig. 1b. In Eq. (1) for convenience $K$ has units of a diffusion constant and $\varphi(t)$ is a dimensionless quantity since time is rescaled with the time constant $\zeta$. To measure $K$ from the MSD of the boundary in the simulation, it is necessary to choose a value for $\zeta$. Figure 1 was produced by picking $\zeta = 1/F$ so this value of $\zeta$ must be used in any comparisons between the simulation output and the reduced model. However, this choice is arbitrary since if we were to choose $\zeta = C'/F$ for some $C > 0$ instead, each value of $K$ measured from the simulation output would be reduced by a factor of $C^{1-\alpha}$, i.e. points in Fig. 1b would be shifted down by Log($C^{1-\alpha}D$). Then, if the new values of $\zeta$ and $K$ were placed back into Eq. (1), the changes would cancel one another out.

In Fig. 2 we show the result of this exercise for four sets of $T'_{AS}$ – $\rho'$ parameter choice by superimposing the simulated probability distribution of either walker and the marginal probability distribution of the reduced model, whose parameters have been selected from the empirically derived long-time relations between $K/D$ and $Z$ and $s^*/L^2$ and $Z$. By looking sequentially at the panels from (a) to (d) in Fig. 2 it is evident that the dissimilarity between the
theoretical curves and their respective simulated curves increases as $Z$ gets smaller. This is due to the assumptions in our reduced model. The adiabatic approximation relies upon the walker probability distribution to be close to the case when boundaries are immobile, a situation corresponding to $T_{AS} = \infty$. A reduction of the value of $Z$ corresponds to a decrease in the active scent time and/or a decrease of the walker population density. For a given density $\rho$ of walkers, a large reduction in $T_{AS}$ causes the region where foreign scent is present to move too quickly compared to the diffusion time of the walker. Scent deposited at a boundary site is more likely to become inactive before the animal has had a chance to re-visit that site, causing the boundary to move with higher probability. Similarly, for a given value of $T_{AS}$, a big reduction in $\rho$ makes the walkers move within a much larger area. The time it takes for the walker to roam between the territorial boundaries becomes too large to assume that $L_1$ and $L_2$ move little compared to the walker. In other words, as $Z$ diminishes the conditions for the assumptions in the adiabatic approximation breaks down.

IV. NON-MONOTONIC DEPENDENCE OF THE MEAN SQUARE DISPLACEMENT

An important quantity that characterizes the walker anomalous movement is the time-dependence of the MSD averaged over all boundaries’ locations:

$$
\langle\langle\langle(x - x_0)^2)\rangle\rangle(t) = \int_{-\infty}^{+\infty} dL_2 \int_{-\infty}^{+\infty} dL_1 \int_{L_1}^{L_2} dx (x - x_0)^2 Q(L_1, L_2, t) W_{x_0}(x, t),
$$

where the symbol $\langle\langle\langle(\ldots)\rangle\rangle$ indicates that the average is over the three variables $x$, $L_1$ and $L_2$. By performing two of the integrations Eq. (6) can be reduced (see Appendix C for details) to the analytic formula

$$
\langle\langle\langle(x - x_0)^2)\rangle\rangle = x_0^2 + \frac{L^2}{12} + \frac{b(t)}{24} + c(t) + \frac{I}{\pi} d\lambda Z(\lambda, t) \sum_{n=1}^{+\infty} \frac{4\lambda^2 (-1)^n}{\pi^2 (2n)^2} \cos \left( \frac{2n\pi x_0}{\lambda} \right) e^{-\frac{(2b(t)+w(t)+x(t))^2}{4\lambda^2}}
$$

which is a generalization of the time-dependence of a Brownian walker MSD within immobile boundaries whose distance equals $L$. In the limit $K \rightarrow 0$ we have in fact that $c(t) \rightarrow 0$ and $b(t) \rightarrow 0$ which transforms $Z(\lambda, t)$ into $\frac{\delta(\lambda - L)}{L}$, reducing Eq. (7) to a well known expression (see e.g. ref. [22]).

An inspection of Eq. (7) when $x_0 = 0$ shows that by expanding the exponential up to second order in the even series and up to first order in the odd series one obtains $\langle\langle(x^2)\rangle\rangle \sim w(t)$ for $t \rightarrow 0$. The short-time dependence of the MSD is thus dependent only on the walker movement when away from the boundaries. The long time behaviour on the other hand shows that $\langle\langle(x^2)\rangle\rangle \sim L^2/12 + b(t)/24 + c(t)/2$. The two series in Eq. (7) in fact decay to zero when $t \rightarrow +\infty$ because of the exponential terms. In other words the boundary dispersal dictates how the MSD increases at long times through the diffusion of the boundary separation $b(t)$ and the boundary centroid $c(t)$. Since $b(t)$ and $c(t)$ contains $\varphi(t)$, the choice of the exponent $\alpha$ allows us to control the time-dependence of the (normalized) asymptotic factor $a(t) = 1 + b(t)/(2L^2) + c(t)/L^2$ and consequently the long-time anomalous diffusion characteristics of the MSD. For the case $\gamma(t) = \gamma \varphi(t)$, $b(t)$ reaches a positive asymptotic value, as shown previously, whereas $b(t)$ approaches 0 at long times when $\gamma(t) = \gamma$. This means that in both cases the dominant effect in the walker MSD at long times is due to the boundary centroid rather than the boundary separation. In the remaining part of this section we focus on the case $\gamma(t) = \gamma$.

The non-monotonicity of the time-dependence in the $b(t)$ under certain conditions may also appear in $a(t)$. When that occurs we say that the walker undergoes the phenomenon of negative diffusion as a result of the interplay between two contributions to the boundary movement: the centroid displacement, governed by $c(t)$, and the deviation of the boundary separation distance from $L$, governed by $b(t)$. The former is monotonically increasing, whereas the latter is not, increasing initially, before reaching a peak and decaying to zero at long times. If at any point the increase of $c(t)$ is sufficiently slow compared to the decrease of $b(t)$, the boundary MSD will decrease.

The parameter dependence for this non-monotonicity can be found by first studying the time dependence of the walker’s MSD asymptotic expression $a(t)$, which possesses a maximum and a minimum whenever the $\alpha$-dependent function $\varphi_0(\tau) > 2$ with $\varphi_0(\tau) = \tau^{1-\alpha} \int_0^\tau ds \exp[-2(\tau - s)] s^{\alpha-1}$. A numerical study of $v_0(\tau)$ shows that this occurs when $\alpha < \alpha_0$ with $\alpha_0 \approx 0.105$ and irrespective of any other parameters. In Fig. 4 we show a few examples with $\alpha < \alpha_0$ where the MSD possesses a dip in time for different values of the parameters $K'$, $D'$, $\beta$ and $\alpha$. Fig. 4a shows that, for fixed $D'$, $\beta$ and $\alpha$, decreasing $K'$ tends to smooth out the appearance of the dip, eventually making it disappear with further decrease of $K'$ (not shown in the figure). On the other hand, maintaining $K'$, $\beta$ and $\alpha$ fixed, it is the increase of $D'$ that eventually makes the dip disappear, as one can see by looking sequentially at the various curve in
FIG. 3: Non-monotonicity of the walker’s MSD (Eq. (7) with $x_0 = 0$) for different parameter values. The subfigure (a) shows how the non-monotonic behaviour of the MSD, for two choices of $\alpha < \alpha_0$, tends to be washed away as $K'$ decreases, while the $D'$ and $\beta$ are kept fixed. In the subfigure (b) the MSD dependence over $D'$ is shown while keeping the other parameters fixed: $K' = 0.01$, $\alpha = 0.05$, $\beta = 0.1$, and in subfigure (c) the MSD dependence over $\beta$ is shown with $K' = 0.01$, $\alpha = 0.05$, $D' = 1$.

A qualitative similar dependence is depicted in Fig. 3 as $\beta$ decreases while keeping the other parameters fixed.

To explain why varying $K'$, $D'$ and $\beta$ as shown in Fig. 3 make the transient negative diffusivity present in the expression $a(t)$ disappear, we rewrite Eq. (7). We do so by performing the $\lambda$ integration (see Appendix D for details). In the resulting expression (33), besides the asymptotic term $a(t)$, the time dependence is lumped into powers of order $f(t)^{k/2}$ with $k > 1$, but more importantly terms like $\exp[-L^2/b(t)]$, $\exp[-2\pi \sqrt{f(t)}]$ and $\exp[-\pi \sqrt{f(t)}]$ containing the dimensionless quantity $f(t) = [c(t) + w(t)]/b(t) = (\tau^\alpha + 2D'z\beta^{\alpha-1}/K')/\{4\int_0^\infty dp \exp[-(\tau - p)\alpha\beta^{\alpha-1}] \}$. Since $f(t)$ is linearly proportional to $D'$ and inversely proportional to $K'\beta^{1-\alpha}$, it is possible to understand qualitatively the direct and inverse proportionality on $K'$ and $D'$ that can be evinced by looking sequentially at the various curves in Fig. 3. As $D'$ increases, the value of $f(t)$ increases, and the MSD more rapidly becomes very close to its asymptotic expression $a(t)$, as clearly shown by the trend in the plots depicted in Fig. 3a. The opposite trend is observed when $K'\beta^{1-\alpha}$ increases due to its inverse proportionality in the MSD expression.

Having identified the parameter combination for which the MSD time-dependence is non-monotonic, we now try to interpret it, and in particular we try to explain the reasons for the sudden transition at $\alpha < \alpha_0$. For that, it is sufficient to consider the asymptotic expression $a(t)L^2/12$ of the MSD and determine from it the value of the (time-dependent) diffusion constant. With simple algebra one can rewrite $d/dt[a(t)L^2/12]$ as an effective diffusion coefficient $D_{eff}(t) = K\phi(t)[1 + \Gamma[\alpha]E_{1,a}(-2\gamma t)/3]$, where $E_{\sigma,\delta}(z) = \sum_{n=0}^{\infty} z^n / \Gamma(\sigma n + \delta)$ is the 2-parameter Mittag-Leffler function. $K\phi(t)$, the first term in $D_{eff}(t)$, is the time-dependent diffusion coefficient of either boundary, whereas the second term in $D_{eff}(t)$ is the one for the boundary separation. Interestingly, the function $E_{1,a}(-2\gamma t)/3$ starts at $1/3$ at $t = 0$ and remains positive for any values of time only if $\alpha = 1$, i.e. when the Mittag-Leffler reduces to an exponential. For $\alpha < 1$ on the other hand, $\Gamma[\alpha]E_{1,a}(-2\gamma t)/3$ becomes negative, reaches a minimum and eventually approaches the value zero from below as $\sim \Gamma[\alpha] \sqrt{6\Gamma(\alpha - 1)\gamma t}^{-1}$.

The negative diffusion is due to the qualitative difference in time scales of two processes: the random movement of the boundary separation variable $\lambda$ and its rate of return to the value $L$. The former is sublinear, except when $\alpha = 1$, whereas the latter is always linear. At short times the Gaussian nature of the process makes the effective diffusion constant of the boundary separation positive. Although at time $t = 0$ we have set the random variable $\lambda$ to be $\delta$-localized, i.e. zero everywhere except at $\lambda = L$, at any time $t > 0$, $\lambda$ can assume values much larger than $L$ due to the Gaussian shape of $Q_\lambda(\lambda, t)$. Irrespective of the shape of the constraining potential, the diffusion constant for the boundary separation is initially positive making the MSD increase sub-linearly (when $\alpha < 1$). The spring force acts against this initial transient increase in the MSD by pushing the value $\lambda$ back to $L$. The drift towards $L$ occurs on such a fast time scale that it counteracts the boundary separation dispersion, making the MSD decrease its value after a certain amount of time. At that moment the system can be described by an effective diffusion constant with
a negative sign.

Although the above description is valid for any $\alpha < 1$, the transition is observed only at $\alpha = \alpha_0$ rather than $\alpha = 1$. This is because we have only described the dynamics of the boundary separation, neglecting the effects of the boundary centroid. The decreasing trend observed in the full asymptotic expression $a(t)$ eventually ends once the reduction in the MSD of the boundary separation is overcome by the monotonic increase in the MSD of the boundary centroid. The effective diffusion constant $D_{eff}(t)$ is in fact the sum of an always positive contribution due to the boundary centroid, and a contribution due to the boundary separation, which is initially positive and negative afterwards. When one considers both contributions, it turns out that only when the boundary subdiffusion is particularly pronounced, i.e. when $\alpha < \alpha_0 \approx 0.105$, does the negative diffusion due to the spring force fail to compensate for the positive diffusion of the boundary centroid, making the MSD non-monotonic.

V. CONCLUSIONS

We have analyzed the movement of a 1D Brownian walker within anomalously diffusing boundaries, focusing on the case in which each boundary moves subdiffusively at all times. We have shown how the analytic dependence of the walker MSD depends on the movement statistics of the boundary separation and boundary centroid by using a Fokker-Planck formalism with a time-dependent diffusion coefficient. The study has been motivated by the need to
derive an approximate model of the many-body phenomenon of territorial emergence consisting of walkers interacting through a renormalized exclusion process for which individuals are excluded from an area recently visited by other walkers.

Despite the non-Markovian nature of territorial dynamics, we have exploited the time scale disparity between the territory movement, which is subdiffusive, and the walker movement, which is diffusive, to construct a reduced one-body model that captures the salient features of the many-body problem. Through an adiabatic approximation we have shown how the analytic model of the single walker moving within subdiffusing boundaries is able to represent the complex dynamics present in animal territoriality. A comparison between the probability distribution of the analytic model and the stochastic simulations of two territorial random walkers on a ring has confirmed the validity of the adiabatic approximation.

Explicit expressions of the walker MSD have been computed, which are direct generalizations of the MSD of random walker within fixed boundaries. An interesting outcome of our formalism is the appearance, under certain conditions, of a non-monotonic behaviour of the Brownian walker MSD at intermediate times, that is to say, the system undergoes the phenomenon of transient negative diffusion (seen in other context e.g. [23]).

Although a direct application of our equations is the displacement of an animal within its own moving territorial boundaries [4], any situation where the movement of two or more objects are separated by an enclosing interface or boundaries (see e.g. 24) could benefit from our study. We have focused on the case of a Brownian walker within subdiffusing boundaries, but our formalism could also be employed in other applications in which the boundary movement is modelled as a subordinate anomalous diffusion process, by choosing more general dependence of the boundary time-dependent diffusion constant $\varphi(t)$. Similarly, one could take into account anomalously diffusing walkers by having $w(t) = 4D \int_0^t ds \chi(s)$ where $D\chi(t)$ is a time-dependent diffusion constant.

Applications of these kinds may occur at much smaller spatial scales compared to those typical of animal territorial dynamics. At the sub-cellular level for example, the positioning of certain cell components is crucial to its functioning and relies upon the continuous exploration through a variety of motor proteins of the slowly changing intracellular space [25]. The moving boundaries in this context would represent the translation and deformation of the cell membrane. Examples at the cellular level can be found in developmental studies on certain macrophages that move via contact-inhibition interaction, a form of repulsion mechanism upon contact. This mechanism allows the macrophages to partition the space they continuously monitor for the presence of infectious agents [26]. This space partitioning creates effective boundaries between macrophages that continuously change in time, which could also be modeled though the help of the formalism developed here.

We have chosen to represent anomalous diffusion via a subordinate Gaussian process, but other representations are possible, one such being a time non-local formalism given by the Generalized Master Equation (GME) [22, 28] or its equivalent, the Fractional Diffusion Equation (FDE) [29] (see e.g. ref. [30] for the equivalence between GME and FDE). A comparative investigation between the time local formalism used here, i.e. $\partial Q(\vec{z}, t)/\partial t = K\varphi(t)\nabla^2 Q(\vec{z}, t)$, and the time non-local GME formalism, i.e. $\partial Q(\vec{z}, t)/\partial t = K \int_0^t ds \phi(t-s)\nabla^2 Q(\vec{z}, s)$, where $\phi(t)$ is the so-called memory function, has been carried out in ref. [31]. That comparative analysis, however, did not consider the presence of a constraining potential. We plan to extend that work by performing a comparative analysis between a time local and a time non-local representation of the boundary fluctuations in presence of a constraining force, as well as analyzing the influence that the potential shape has on the results presented here.
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Appendix A

The variable transformation to the boundary separation $\lambda$ and boundary centroid $L$ described in Sec. III allows one to rewrite Eq. 1 as

$$\frac{\partial Q(L, \lambda, t)}{\partial t} = K\varphi(t) \left( \frac{1}{2} \frac{\partial^2}{\partial \lambda^2} + 2 \frac{\partial^2}{\partial L^2} \right) Q(L, \lambda, t) + \gamma(t) \frac{\partial}{\partial \lambda} \left[ (L - L_0)Q(L, \lambda, t) \right],$$

and the corresponding initial conditions as $Q(L, \lambda, 0) = \delta(L - L_0)\delta(\lambda - \lambda_0)$ with $L_0 = (L_{1.0} + L_{2.0})/2$ and $\lambda_0 = L_{2.0} - L_{1.0}$. 

Eq. (8) can now be decoupled as $Q(L_1, L_2, t) = Q_1(L, t)Q_2(\lambda, t)$, into a differential equation for the boundary separation $\lambda$

\[
\frac{\partial Q_1(L, t)}{\partial t} = \frac{K}{2} \varphi(t) \frac{\partial^2 Q_1(L, t)}{\partial L^2},
\]

and a differential equation for the boundary centroid location $L$

\[
\frac{\partial Q_2(\lambda, t)}{\partial t} = 2K \varphi(t) \frac{\partial^2 Q_2(\lambda, t)}{\partial \lambda^2} + \gamma(t) \frac{\partial}{\partial \lambda} [(\lambda - L) Q_2(\lambda, t)].
\]

Eq. (9) and (10) are solved together with the reflection condition at $\lambda = 0$, i.e.

\[
\frac{\partial}{\partial \lambda} Q_2(\lambda, t)|_{\lambda=0} = 0.
\]

The solution of Eq. (9) trivially gives a Gaussian whose width increases in time proportionally to $c(t)$, whereas the solution of Eq. (10) is more involved as it needs to be solved with the method of characteristics [32]. The general solution of Eq. (10) is given by

\[
Q_2(\lambda, t) = \frac{e^{-\frac{(\lambda - \bar{\lambda}(t))^2}{8\pi b(t)}}}{\sqrt{\pi b(t)}}
\]

where

\[
\bar{\lambda}(t) = L + e^{-G(t)}(\lambda_0 - L),
\]

\[
b(t) = 8K \int_0^t ds \varphi(s)e^{-2(G(t) - G(s))}
\]

and $G(t)$ is defined so that $G'(t) = \gamma(t)$. Once again with the help of the method of images [19] one takes into account the reflective boundary condition at $\lambda = 0$ and obtains the general solution of Eq. (10) as

\[
Q_2(\lambda, t) = H(\lambda) \frac{e^{-\frac{(\lambda - \bar{\lambda}(t))^2}{8\pi b(t)}} + e^{-\frac{(\lambda + \bar{\lambda}(t))^2}{8\pi b(t)}}}{\sqrt{\pi b(t)}}.
\]

Eq. (15) represents the probability distribution of the positive distance $\lambda$ and it is given by the sum of two Gaussian curves with the same width but centered around two different values: $L$ for the first one and $-L$ for the second one (for the choice of initial conditions we have that $\bar{\lambda}(t) = L$). If $\gamma(t) = \varphi(t)$ the width of each of these Gaussian curves starts at 0 and then increases monotonically to the value $4K/\gamma$ if $\gamma(t) = \varphi(t)$. On the other hand when $\gamma(t) = \gamma$, these curve widths have an initial increase to a maximum followed by a decrease back to 0. Given that the second Gaussian is centered at some negative value of $L$, for values of $L$ that are not too small one can think of the dynamics of $Q_2(\lambda, t)$ as given essentially by the spreading of the Gaussian centered around the positive constant $L$. The deviations from this qualitative description can be determined exactly by computing the MSD $s(t) = \langle (\lambda - L)^2 \rangle$ of $\lambda$ from $L$. A simple integration gives

\[
s(t) = \frac{b(t)}{2} \left\{ 1 - \frac{4}{\sqrt{\pi b(t)}} \frac{L}{\sqrt{b(t)}} e^{-\frac{L^2}{b(t)}} + 4 \frac{L^2}{b(t)} \left[ 1 - \text{erf} \left( \frac{L}{\sqrt{b(t)}} \right) \right]\right\},
\]

which shows that the MSD equals $b(t)/2$, as one would expect for the case of a Gaussian with variance $b(t)/2$ and mean $L$, only when $L/\sqrt{b(t)} >> 1$. When comparing with simulations, in the case $\gamma(t) = \varphi(t)$, the pertinent value is the limit $s(t \to +\infty) = s^*$. To find this limit, simply substitute $4K/\gamma$ for $b(t)$ everywhere in Eq. (16).

Appendix B

The marginal probability distribution of the walker can be computed via the double integral expression

\[
M(x, t) = \int_0^{+\infty} d\lambda Z(\lambda, t) \int_{-\infty}^{+\infty} dL \frac{e^{-\frac{L^2}{2}}}{\sqrt{\pi c(t)}} g_{x_0}(x, t) [H(x - L + \lambda/2) - H(x - L - \lambda/2)],
\]
where $g_{x_0}(x,t)$ represents the series terms in Eq. (3). By making use of the Poisson summation formula, for the first series in $g_{x_0}(x,t)$ one can transform Eq. (17) into

$$M(x,t) = \int_{-\infty}^{+\infty} d\lambda \mathcal{Z}(\lambda,t) \left\{ \frac{1}{2\lambda} + \frac{1}{\lambda} \sum_{n=1}^{+\infty} \cos \left( \frac{n\pi x - x_0}{\lambda} \right) e^{-\frac{x^2 n^2 w(t)}{4\lambda^2}} + \frac{1}{\sqrt{\pi w(t)}} \left( e^{-\frac{(x-x_0)^2}{4\lambda^2 w(t)}} - e^{-\frac{x^2 n^2 w(t)}{4\lambda^2}} \right) \right\}.$$  

Integration over $\mathcal{L}$ then gives

$$M(x,t) = \frac{1}{2} \int_{0}^{+\infty} d\lambda \mathcal{Z}(\lambda,t) \left\{ \text{erf} \left( \frac{x + \lambda/2}{\sqrt{c(t)}} \right) - \text{erf} \left( \frac{x - \lambda/2}{\sqrt{c(t)}} \right) \right\} \left\{ \frac{1}{2\lambda} + \frac{1}{\lambda} \sum_{n=1}^{+\infty} \cos \left( \frac{n\pi x - x_0}{\lambda} \right) e^{-\frac{x^2 n^2 w(t)}{4\lambda^2}} \right\} + \sum_{n=-\infty}^{+\infty} e^{-\frac{1}{4\lambda^2 w(t)}} \right\} \left( \text{erf} \left[ \frac{h(x,x_0,t)}{\sqrt{4c(t) + w(t)}} \right] - \text{erf} \left[ \frac{h(x,x_0,t) - \lambda \left( q_n^+(t) + 4 \sqrt{\frac{c(t)}{w(t)}} \right)}{\sqrt{4c(t) + w(t)}} \right] \right\},$$

with

$$h(x,x_0,t) = x \left( \frac{w(t)}{c(t)} + 2 \sqrt{\frac{c(t)}{w(t)}} \right) - 2x_0 \sqrt{\frac{c(t)}{w(t)}},$$

$$q_n^\pm(t) = \frac{1}{2} \sqrt{\frac{w(t)}{c(t)}} \pm 4n \sqrt{\frac{c(t)}{w(t)}}.$$  

\textbf{Appendix C}

For a simplified analytic expression of Eq. (10), it is convenient to rewrite each infinite series in Eq. (3) by making use of the Poisson summation formula, which gives

$$g_{x_0}(x,t) = \frac{1}{\lambda} + \frac{1}{\lambda} \sum_{n=1}^{+\infty} \cos \left( \frac{n\pi x - x_0}{\lambda} \right) + (-1)^n \cos \left( \frac{n\pi x + x_0}{\lambda} \right) \cos \left( 2n\pi \frac{\mathcal{L}}{\lambda} \right) + \frac{1}{\lambda} \sum_{n=1}^{+\infty} \cos \left( \frac{n\pi x - x_0}{\lambda} \right) e^{-\frac{x^2 n^2 w(t)}{4\lambda^2}}.$$

To obtain Eq. (17) from (10) in the main text, one can perform the integration over $x$ between the values $L_1$ and $L_2$, and subsequently the $\mathcal{L}$-integration after transforming to $(\lambda,\mathcal{L})$-space. Alternatively one can exploit the relation $(x - x_0)^2 = \frac{\partial^2}{\partial x^2} \mathcal{F}\{W_{x_0}(x,t)\} + 2ix_0 \frac{\partial}{\partial x} \mathcal{F}\{W_{x_0}(x,t)\} + \frac{x_0^2}{2} \mathcal{F}\{W_{x_0}(x,t)\}$ to obtain the Fourier transform of $W_{x_0}(x,t).$ We write here the details of this calculation due to its potential applicability when only the Fourier expression of $W_{x_0}(x,t)$ is known, e.g. when the walker probability is a Lévy distribution.

Since $W_{x_0}(x,t)$ is the product of $g_{x_0}(x,t)$ and the step function $H(x - L_1) - H(x - L_2)$, the Fourier expression of $W_{x_0}(x,t)$ is the convolution of $F\{W_0(x,t)\}$ with $F\{H(x - L_1) - H(x - L_2)\}$ which are equal, respectively, to

$$\mathcal{F}\{g_{x_0}(x,t)\}(k) = \frac{2\pi}{\lambda} \delta(k) + \frac{\pi}{\lambda} \sum_{n=1}^{+\infty} \left[ e^{i\frac{kn\pi}{\lambda}} \delta \left( k - \frac{n\pi}{\lambda} \right) + e^{-i\frac{kn\pi}{\lambda}} \delta \left( k + \frac{n\pi}{\lambda} \right) \right] \left[ \left( \frac{n\pi x_0}{\lambda} \right) + (-1)^n \left( \frac{n\pi x_0}{\lambda} \right) \right] e^{-\frac{x^2 n^2 w(t)}{4\lambda^2}} + (-1)^n \left[ e^{i\frac{kn\pi}{\lambda}} \delta \left( k - \frac{n\pi}{\lambda} \right) + e^{-i\frac{kn\pi}{\lambda}} \delta \left( k + \frac{n\pi}{\lambda} \right) \right] \left[ \left( \frac{n\pi x_0}{\lambda} \right) \sin \left( 2n\pi \frac{\mathcal{L}}{\lambda} \right) \right] e^{-\frac{x^2 n^2 w(t)}{4\lambda^2}}.$$

By exploiting the presence of the various Dirac delta function in (22), one can compute the convolution in Fourier domain between Eq. (22) and (23) and obtain

$$\mathcal{F}\{W_{x_0}(x,t)\}(k) = \frac{2e^{ik\mathcal{L}} \sin \left( \frac{kn\pi}{\lambda} \right)}{k\lambda} + \frac{1}{\lambda} \sum_{n=1}^{+\infty} \left[ e^{i\frac{kn\pi}{\lambda}} e^{ik\left( k - \frac{n\pi}{\lambda} \right)} \frac{\mathcal{L}}{k - \frac{n\pi}{\lambda}} \sin \left( \frac{(k - \frac{n\pi}{\lambda}) \mathcal{L}}{2} \right) + \frac{1}{\lambda} \sum_{n=1}^{+\infty} \left[ e^{i\frac{kn\pi}{\lambda}} e^{ik\left( k - \frac{n\pi}{\lambda} \right)} \frac{\mathcal{L}}{k - \frac{n\pi}{\lambda}} \sin \left( \frac{(k - \frac{n\pi}{\lambda}) \mathcal{L}}{2} \right) \right]$$
interchanged, which occurs when the series is uniformly convergent \([33]\) (this occurs for all times when \(L\) after inserting Eq. (25) in Eq. (6), changing the 
integration and obtain 

\[
+ e^{-\frac{n\pi(2z_0+\omega_0)}{4\lambda^2}} \sin \left( \frac{(k+\frac{n\pi}{2})}{2} \right) \left( e^{\frac{n\pi(2z_0-\omega_0)}{4\lambda^2}} \sin \left( \frac{(k+\frac{n\pi}{2})}{2} \right) \right) \]
\]

(24)

From the Fourier expression \(\mathcal{F}\{W_{x_0}(x,t)\}\) in \([24]\) it is now straightforward to determine that

\[
\langle (x-x_0)^2 \rangle = \langle L - x_0 \rangle^2 \lambda^2 + \sum_{n=1}^{\infty} \frac{4\lambda^2(-1)^n}{(2n)^2\pi^2} \cos \left[ \frac{2n\pi(L-x_0)}{\lambda} \right] e^{-\frac{\pi^2(2n)^2\omega(t)}{4\lambda^2}} \\
+ 8\lambda(L-x_0) \sum_{n=1}^{\infty} \frac{(-1)^n}{(2n-1)^2\pi^2} \sin \left[ \frac{(2n-1)n\pi(L-x_0)}{\lambda} \right] e^{-\frac{\pi^2(2n-1)^2\omega(t)}{4\lambda^2}} 
\]

(25)

After inserting Eq. (25) in Eq. (6), changing the \(L_1\)- and \(L_2\)-integration into a \(\lambda\)- and \(L\)-integration and performing the \(L\)-integration, one then recovers Eq. (7) in the main text.

**Appendix D**

When \(x_0 = 0\) the MSD expression \([10]\) can be simplified further if the infinite summation and the integral can be interchanged, which occurs when the series is uniformly convergent \([33]\) (this occurs for all times when \(\gamma(t) = \gamma\varphi(t)\), whereas it occurs for \(t > 0\) when \(\gamma(t) = \gamma\)). One first needs to notice that

\[
\int_0^{+\infty} d\lambda \lambda^{2m} e^{-\beta\lambda^2 - \frac{x^2}{\lambda^2}} = \frac{\sqrt{\pi}}{2} (-1)^m \frac{d^m}{d\beta^m} \left( e^{-2\alpha\sqrt{\beta}} \right) .
\]

(26)

When Eq. (26) is evaluated at \(\beta = 1\) one obtains

\[
\int_0^{+\infty} d\lambda e^{-\lambda^2 - \frac{x^2}{\lambda^2}} \lambda^{2m} = \frac{\sqrt{\pi}}{2m+1} \Theta_m(2\alpha) e^{-2\alpha},
\]

(27)

where

\[
\Theta_m(z) = \frac{1}{2^m} \sum_{k=0}^{m} \frac{(2m-k)!}{(m-k)!} (2z)^k
\]

(28)

are Bessel polynomials \([34]\). By using the series representation of the hyperbolic cosine one can now perform the \(\lambda\)-integration and obtain

\[
\langle \langle x^2 \rangle \rangle = \frac{L^2}{12} + \frac{c(t)}{24} + \frac{c(t)}{2} + e^{-\frac{L^2}{b(t)}} \sum_{m=0}^{+\infty} \frac{(4L^2)^m}{b(t)} \frac{1}{(2m)!} \left[ \frac{b(t)}{\pi^2} \sum_{n=1}^{+\infty} \frac{2\pi n \sqrt{f(t)}}{2m+1} \Theta_{m+1}(2\alpha) e^{-2\pi n \sqrt{f(t)}} \right] \\
+ \frac{4c(t)}{\pi} \sum_{n=1}^{+\infty} \Theta_m \left( \frac{\pi(2n-1)\sqrt{f(t)}}{2m} \right) \frac{(-1)^n}{2n-1} e^{-\pi(2n-1)\sqrt{f(t)}} \] 

(29)

with \(f(t) = |c(t) + w(t)|/b(t)\) as defined in the main text. The summation over \(n\) can now be performed by rewriting the two series as, respectively,

\[
\sum_{n=1}^{+\infty} (-1)^n n^{k-2} e^{-2\pi n \sqrt{f(t)}} = \sum_{n=1}^{+\infty} \left( e^{-2\pi \sqrt{f(t)}} \right)^n n^{2-k},
\]

(30)

and

\[
\sum_{n=1}^{+\infty} (-1)^n (2n-1)^{k-1} e^{-\pi(2n-1)\sqrt{f(t)}} = -2^{k-1} e^{-\pi \sqrt{f(t)}} \sum_{n=0}^{+\infty} \left( e^{-2\pi \sqrt{f(t)}} \right)^n \frac{1}{(n + \frac{1}{2})^{1-k}},
\]

(31)
and noticing that $\sum_{n=0}^{\infty} z^n/n^r = \text{Li}_r(z)$ is the polylogarithm \[32\], which reduces to a polynomial for any integer $r \leq 0$, and that $\sum_{n=0}^{\infty} z^n/(n+a)^r = \Phi(z, r, a)$ is the so-called Lerch transcendent function \[36\], which reduces to a ratio of $y$ polynomials for any $r \leq 0$ when $a = 1/2$. From Eq. (30) and (31) it follows that

$$\langle\langle\langle x^2 \rangle\rangle \rangle = \sum_{m=0}^{\infty} \left( \frac{L^2}{b(t)} \right)^m \frac{1}{(2m)!} \sum_{k=0}^{m+1} \frac{(2m+2-k)!}{(m+1-k)!k!} \left[ 4\pi \sqrt{f(t)} \right]^k \text{Li}_{2-k} \left( -e^{-2\pi \sqrt{f(t)}} \right)$$

To simplify further the infinite series expression in (32) one can sum the infinite $m$-series for specific values of $k$. For example, if all the $k = 0$ and $k = 1$ terms in the first series and all the $k = 0$ and $k = 1$ terms in the second series are summed over all $m$-values, Eq. (32) becomes

$$\langle\langle\langle x^2 \rangle\rangle \rangle = \sum_{m=0}^{\infty} \left( \frac{L^2}{b(t)} \right)^m \frac{1}{(2m)!} \sum_{k=0}^{m+1} \frac{(2m+2-k)!}{(m+1-k)!k!} \left[ 4\pi \sqrt{f(t)} \right]^k \text{Li}_{2-k} \left( -e^{-2\pi \sqrt{f(t)}} \right)$$

Continuing this process for all $k$ gives the following single-sum expression, involving the generalized hypergeometric function $\text{$_2F_2$(a\textsubscript{1}, a\textsubscript{2}; b\textsubscript{1}, b\textsubscript{2}; z)}$ (see e.g. \[37\] and references therein or \[38\] for the properties of the $\text{$_2F_2$}$ hypergeometric function).

$$\langle\langle\langle x^2 \rangle\rangle \rangle = \sum_{m=0}^{\infty} \left( \frac{L^2}{b(t)} \right)^m \frac{1}{(2m)!} \sum_{k=0}^{m+1} \frac{(2m+2-k)!}{(m+1-k)!k!} \left[ 4\pi \sqrt{f(t)} \right]^k \text{Li}_{2-k} \left( -e^{-2\pi \sqrt{f(t)}} \right)$$
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