Global correlation matrix spectra of the surface temperature of the Oceans from Random Matrix Theory to Poisson fluctuations
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Abstract

In this work we use the random matrix theory (RMT) to correctly describe the behavior of spectral statistical properties of the sea surface temperature of oceans. This oceanographic variable plays an important role in the global climate system. The data were obtained from National Oceanic and Atmospheric Administration (NOAA) and delimited for the period 1982 to 2016. The results show that oceanographic systems presented specific $\beta$ values that can be used to classify each ocean according to its correlation behavior. The nearest-neighbors spacing of correlation matrix for north, central and south of the three oceans get close to a RMT distribution. However, the regions delimited in the Antarctic pole exhibited the distribution of the nearest-neighbors spacing well described by the Poisson model, which shows a statistical change of RMT to Poisson fluctuations.

Keywords:
1. Introduction

The Ocean and its interaction with the atmosphere are significant components that influence Earth’s weather and climate. The presence of a pattern in ocean variables as sea surface temperature (SST), sea level pressure (SLP) and wind speed (WS) allows to understand these climatic variations more clearly. For instance, the SST presents a chaotic dynamic and is fundamental for the understanding of the behavior of a meteorological system, important in several applications in the maritime area. Cyclones, hurricanes, rainfall, ocean currents patterns, weather forecasts, surface energy flux, atmospheric ocean interactions are characteristics studied and influenced by SST. Thus it plays an important role in the study of the variability of patterns in the global climate system.

Among the many characteristics of oceanographic variables, their empirical correlation matrices are object of study in multivariate time series analysis in atmospheric sciences and many other fields. Their statistical properties are capable to separate the signal from noise. For instance, the data matrices are often subject of empirical orthogonal function (EOF) method (frequently called as Principal Component Analysis), and they are used to identify and study the different modes of variability or correlation of atmospheric variables in large scale patterns. In this case, the dominant mode associated to a geographical location would correspond to the EOF with the largest eigenvalue.

Evaluating the density distribution of SLP, SST and WS eigenvalues, Santhanam and Patra showed that the empirical correlation matrices that arise in atmospheric sciences can be modeled as a random matrix chosen from an appropriate ensemble. They found that the Gaussian orthogonal ensemble (GOE) is appropriate for the mean SLP and SST correlations and the Gaussian unitary ensemble (GUE) is appropriate for pseudo-wind-stress vectors. That is, these variables present good agreement with the universality classes of the Random Matrix Theory (RMT). Therefore, this technique has great potential to be applied in separating the random modes from the physically significant modes of the correlation matrix. RMT was first used in
physics by Eugene Wigner in the 1950s in nuclear physics, with the objective of studying the statistical properties of heavy atom spectra. It has been successfully applied in a variety of multivariate datasets in the various areas of knowledge, such as finance, human health, biological systems, protein dynamics, subway system, HIV infection and seismic vibrations.

Besides the capability to separate the random modes, RMT is used as a diagnostic tool to find the presence of transitions in the spectral distribution behavior. Srivastava et al. show that the spectral fluctuations of non-interacting chaotic systems are well described by the Poisson distribution while when the interaction is introduced the fluctuations are well described by the RMT. The similar behavior manifest in fluctuation of Bombay Stock Exchange index data. On the other hand, in all the cases studied by, the empirical histograms did not follow the Poisson curves at all. For this reason, these authors questioned whether it would be possible to observe limits of the spectra of correlation matrices of the ocean SST that can exhibit Poisson spacing, behavior that has not been yet observed.

Following this questioning, the technique of RMT was applied here to analyze the correlation structure of the matrices of SST data series derived from a more comprehensive area of Pacific, Atlantic and Indian Oceans, considering north, central and south regions. Our wider area allowed for proper evaluations of the different correlation behavior of SST from global Oceans, and of the presence of statistical change of RMT-to-Poisson in the studied area.

In the following sections, the concepts and properties of the RMT based on the behavior of the distribution of eigenvalue spacing in several bounded regions in the Pacific, Atlantic and Indian Oceans, are presented. It was demonstrated that all oceanographic systems presented a specific eigenvalue spacing distribution that can be used to classify each ocean according to its correlation behavior. Besides, we show that north, central and south ocean regions exhibit an eigenvalue spacing distribution approaching a RMT, while pole ocean regions approaches a Poisson distribution. This represents a statistical change in behavior not yet observed for this dynamical system and answers the issue raised by Santhanam and Patra. Therefore, the results indicate that the general dynamic of SST can be understood as a set weakly interacting dynamic subsystems with Poisson fluctuations or one with strong interactions, with RMT fluctuations.
Figure 1: World map with the matrix boundaries of NOAA data for the Pacific, Atlantic and Indian Oceans. Each oceans region can be understudy as a matrix and the labels are described in Table 1.

2. Ocean Surface Temperature Data Arrays

The SST data was obtained from the National Oceanic and Atmospheric Administration (NOAA) website [25], where various oceanographic measurements have been systematically provided since 1981. In the NOAA website, a global and continuous coverage map is presented with daily temporal and spatial resolution. The data are obtained by combining observations from different platforms (satellites, ships and buoys), corrected through the optimum interpolation algorithm for large-scale satellite bias adjustment in relation to in-situ moored and drifting data, and also to fill space gaps [26].

The complete NOAA SST data matrix has spacing of $0.25^\circ$ between geographic coordinates, with dimensions of 720 latitudes (rows) with grids of $89.875^\circ$ N to $89.875^\circ$ S, and 1440 longitudes (columns) with grids of $0.125^\circ$ E at $379.5^\circ$ W, as illustrated in the Fig. 1.

It is well known that the north, central, south and pole regions of the Pacific, Atlantic and Indian Oceans have different climate dynamics [5]. Hence, it is convenient to divide the oceans in regions as showing in the Fig. 1. Each region can be understudy as a matrix with dimension conveniently...
Figure 2: The figures (a - d) show the nearest-neighbor spacing histogram $s_j$ for each oceanic region of Pacific Ocean. The black line is obtained from Brody equation (3) while the red and green lines are GOE distribution (5) and Poisson distribution (4), respectively. Note that the figures (a), (b) and (c) get close to GOE while (d) tends to Poisson.

The ocean data for the period 1982 to 2016 was selected, totaling 12,784 days, so that each region of Table 1 corresponds to an ensemble of 12784 matrices. These matrices were used to obtain the correlation matrix, which is then analyzed within the RMT framework, as described in the following section.

3. Random Matrix Theory

The description of the systems can be defined by an ensemble of random matrices. The realization is done through the statistics of the eigenvalue densities fluctuations obtained from the diagonalization of the matrices, whose elements are randomly distributed [8]. With the aim to study the SST time dynamic of oceans, we introduce here a statistical model to analyze the eigenvalue spacing spectra of correlation matrix obtained from SST ensemble.

Let $X$ be a matrix with dimension $M \times T$, where $M$ is the number of rows (latitudes), and $T$ is the number of columns (longitude), see Table 2.
Table 1: Geographic coordinates of the data matrices for each of the studied oceans obtained from the National Oceanic and Atmospheric Administration (NOAA). The label is used in the Fig. (1).

| Label | Oceans                      | Latitude                      | Longitude                      |
|-------|-----------------------------|-------------------------------|--------------------------------|
| NP    | North Pacific               | (50.875° N; 15.125° N)       | (229.875° W; 145.375° E)      |
| NA    | North Atlantic              | (59.625° N; 20.125° N)       | (307.375° W; 342.875° W)      |
| NTA   | North Tropical Atlantic    | (25.875° N; 8.625° N)        | (299.625° W; 325.125° W)      |
| CP    | Central Pacific             | (15.625° N; 15.875° S)       | (266.625° W; 152.375° E)      |
| CA    | Central Atlantic            | (4.125° N; 10.875° N)        | (325.375° W; 8.875° E)        |
| CI    | Central Indian              | (5.875° N; 15.875° S)        | (50.625° E; 95.125° E)        |
| SP    | South Pacific               | (50.875° S; 20.125° S)       | (284.375° W; 153.625° E)      |
| SA    | South Atlantic              | (11.375° S; 40.125° S)       | (342.875° W; 11.625° E)       |
| STA   | South Tropical Atlantic     | (20.125° S; 50.875° S)       | (319.875° W; 13.125° E)       |
| SI    | South Indian                | (15.875° S; 50.875° S)       | (50.625° E; 94.875° E)        |
| PP    | Pole Pacific                | (51.125° S; 71.625° S)       | (284.625° W; 170.875° E)      |
| PA    | Pole Atlantic               | (51.125° S; 69.875° S)       | (319.875° W; 13.125° E)       |
| PI    | Pole Indian                 | (50.125° S; 65.625° S)       | (49.875° E; 120.125° E)       |

Table 2: Dimension of data matrices for each of the studied oceans obtained from the National Oceanic and Atmospheric Administration (NOAA). The label is used in the Fig. (1).

| Label | Oceans                | Matrix Dimension ($M \times T$) |
|-------|-----------------------|---------------------------------|
| NP    | North Pacific         | 144 × 399                       |
| NA    | North Atlantic        | 159 × 143                       |
| NTA   | North Tropical Atlantic | 116 × 116                      |
| CP    | Central Pacific       | 127 × 458                       |
| CA    | Central Atlantic      | 61 × 175                        |
| CI    | Central Indian        | 88 × 179                        |
| SP    | South Pacific         | 124 × 524                       |
| SA    | South Atlantic        | 124 × 214                       |
| STA   | South Tropical Atlantic | 70 × 123                      |
| SI    | South Indian          | 141 × 178                       |
| PP    | Pole Pacific          | 83 × 456                        |
| PA    | Pole Atlantic         | 76 × 214                        |
| PI    | Pole Indian           | 63 × 282                        |
Figure 3: The figures (a - f) show the nearest-neighbor spacing histogram $s_j$ for each oceanic region of Atlantic Ocean. The black line is obtained from Brody equation (3) while the red and green lines are GOE distribution (5) and Poisson distribution (4), respectively. Note that the figures (a - e) get close to GOE while (f) tends to Poisson.
From the SST data, we can build an ensemble with 12,784 matrices, one matrix for each day during the years 1982 to 2016. Hence, we can calculate the correlation matrix \( C \) given by
\[
C = \frac{XX^t}{T},
\]
where \( t \) denotes the matrix transpose. From Eq. (1), one can compute the eigenvalues \( \lambda_i \), which are ordered \( \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_M \) by size.

From eigenvalues of the correlation matrices, one can obtained the nearest-neighbor spacing given by
\[
s_i = \frac{\lambda_{i+1} - \lambda_i}{\langle \lambda_{i+1} - \lambda_i \rangle}, \quad i = 1, \ldots, M
\]
where \( \langle \lambda_{i+1} - \lambda_i \rangle \) denotes the average of the 12,784 consecutive eigenvalue pair differences. The nearest-neighbor spacing distribution can well described by Brody distribution [27].

The Brody distribution has been used to describe the energy levels of the nearest-neighbor statistic, represented by the parameter \( \beta \), which permits to classify the correlation of the system in relation to its probability distribution, and also describes a direct transition from Poisson to GOE behavior [28]. The Brody distribution probability density function is given by:
\[
P(s_i) = c(\beta)(1 + \beta)s_i^\beta e^{-c(\beta)s_i^{1+\beta}}
\]
where
\[
c(\beta) = \left[ \Gamma \left( \frac{2 + \beta}{1 + \beta} \right) \right]^{\beta+1}
\]
and \( \Gamma(x) \) is the Gamma function. The parameter \( \beta \) is a measure of the repulsion intensity between neighboring levels, varying from 0 to 1. When level repulsion is not present, there is no correlation between them, that is, \( \beta \to 0 \). However, when level repulsion is present there are correlated, hence \( \beta \to 1 \). The latter means that they exhibit more randomness in the structure of the SST matrices.

For \( \beta = 0 \) Eq. (3) reduces the Poisson distribution
\[
P(s_i) = e^{-s_i}.
\]
However, if \( \beta = 1 \), the system is represented by the Gaussian Orthogonal Ensemble (GOE), which represents a universal class described by Wigner for
matrices whose elements have real inputs. This means that the maximum correlation exists in the structure of the set of time series. The GOE is given by

$$P(s_i) = \frac{\pi}{2} s_i e^{-\frac{s_i^2}{4}}. \quad (5)$$

4. Results

The technique of RMT was used to analyze the general behavior of the distribution of eigenvalue spacing in the north, central, south and pole regions of the oceans during the 35 years of observation, summing up 12,784 arrays. Fig. (2), (3) and (4) show the spacing distribution between the nearest-neighbor eigenvalues for Pacific, Atlantic and Indian Oceans, respectively. The number of points depends on the size of each set of matrices and, in turn, the dimensions of the matrices depend on the region and the ocean (Tables 1 and 2).

The Fig. (2) shows the histograms of nearest-neighbor eigenvalues for Pacific Ocean. We used Eq. (3) to adjust the best fit (black line) of data,
besides, the GOE (red line) and Poisson (green line) are plotted for comparison. To obtain the best adjustment, we have performed fits of all $s_i$ histograms ($i = 1, \ldots, M$) and calculated the average over $\beta_i$, $\beta = \sum_{i=1}^{M} \beta_i/M$. That means that the best fit (black line) is the Eq. (3) with $\beta$ average.

The values found for parameter $\beta$ for the Pacific Oceans were $\beta = 0.79 \pm 0.01$ (north, Fig. (2-a)), $\beta = 0.81 \pm 0.07$ (central, Fig. (2-b)), $\beta = 0.84 \pm 0.01$ (south, Fig. (2-c)), and $\beta = 0.43 \pm 0.04$ (pole Fig. (2-d)). The first three values of $\beta$ are rather close each other, which means that these regions of Pacific Ocean have similar SST dynamics. Furthermore, correlation matrix eigenvalues have a strong repulsion which makes eigenvalue distributions so close to the GOE. The last value of $\beta$ for Pacific Oceans at the pole is significantly lower than the others, which indicates that SST dynamics of the pole region deserves more attention. The value $\beta = 0.43$ means that correlation matrix eigenvalues have a slight repulsion as opposed to other regions. However, this slight repulsion is sufficiently for the eigenvalue distributions to demonstrate a subtle deviation from the Poisson distribution. Hence, the pole region can be understood as set of dynamic subsystems with a slight interaction, while the other three regions can be attributed strong interaction.

The Atlantic Ocean was delimited in several matrices due to the narrow oceanographic area in the central region. Besides, the intertropical zone is an important meteorological system that operates in the tropics and, therefore, it was represented by 3 matrices: tropical north, central and tropical south (Table 1, Fig. 1). This division accommodated both the shape of the central region and its climate diversification. The best fit and proximity to the GOE distribution are found for the delimitation of the south ($\beta = 0.77 \pm 0.01$, Fig. (3-d)), as the south Pacific. The $\beta$ values for the others Atlantic systems were: $\beta = 0.71 \pm 0.01$ (north, Fig. (3-a)), $\beta = 0.60 \pm 0.03$ (tropical north, Fig. (3-b)), $\beta = 0.68 \pm 0.03$ (central, Fig. (3-c)) $\beta = 0.75 \pm 0.01$ (tropical south, Fig. (3-e)) and $\beta = 0.05 \pm 0.003$ (pole, Fig. (3-f)). Comparing their $\beta$ values, one can verify that the tropical north is closer to the central region, while the tropical south is closer to the south region, possibly because the southern tropical region presents a greater superposition with the south. In contrast, the Atlantic pole spacing adjustments were very close to the green curve of the theoretical Poisson distribution Fig. (3-f). This indicates that the pole can be understood as a set of dynamic subsystems with weak interaction, which means that what happens in one part of pole does not propagate to another.

Among the Indian systems, the south region showed the best approxima-
tion to the GOE curve ($\beta = 0.77 \pm 0.02$, Fig. 4(b)), as also observed for the Pacific and Atlantic Oceans. The other regions presented the following results: $\beta = 0.73 \pm 0.06$ (central, Fig. 4(a)), and $\beta = 0.36 \pm 0.05$ (pole, Fig. 4(c)). The central region departs somewhat from the GOE distribution; however, the pole region presents a slight deviation from the Poisson distribution, similarly as observed for the Pacific pole system. Hence, as happened with the Pacific ocean, the south and central Indian oceans can be understood as set of dynamic subsystems with a strong interaction, while the pole region with slight interaction.

5. Discussion and Conclusions

Analyzing the Equatorial Pacific Ocean, an intrinsic area observed in the present work, Santhanam and Patra [6] concluded that their results agree with the GOE distribution. The results presented here confirms this conclusions in a broader perspective, since the eigenvalue statistics of the SST variable in the north, central and southern regions of the Pacific, Atlantic and Indian Oceans are modeled by the universal GOE class of the RMT. We not observe an universality in the spectra fluctuation of nearest-neighbor spacing of SST dynamics, since our results show that the eigenvalue statistics of the SST variable of pole oceans are modeled by the Poisson distribution. This indicates a clear statistical change of RMT-to-Poisson fluctuations, which was not previously noticed in atmospheric variables.

To understand a possible cause of statistical change of RMT-to-Poisson fluctuations observed in the present work, we developed a model based on reference [23]. Let’s consider the matrix $X$ of equation (1) as a tensor product of two random statistically independent matrices ($X_1$ and $X_2$), where the elements have a gaussian distribution, as following

$$X(\epsilon) = (X_1 \otimes X_2)X_{12}(\epsilon). \tag{6}$$

The matrix $X_{12}$ is the coupling matrix defined as $X_{12} = 1(1 - \epsilon) + \epsilon U$. The $1$ is identity matrix, $U$ is a random matrix with elements given by a uniform distribution on the interval $(-1/2, 1/2]$ and $\epsilon$ is the intensity of coupling between the two systems that range from 0 to 1. Applying the equation (6) in the equation (1), we obtain the correlation matrix and its eigenvalues as described above. Figure 5 presents the nearest-neighbor spacing histogram of $s_{100}$ for different values of interaction ($\epsilon$). Matrices $X_1$
Figure 5: The figure shows the nearest-neighbor spacing histogram of $s_{100}$ for the model of equation (6). For $\epsilon = 0$ the histogram is given by Poisson distribution, for $\epsilon = 1$ GOE and for $\epsilon = 0.03$ is a intermediate between RMT-to-Poisson.

and $X_2$ with dimension $15 \times 15$ were used in the numeric simulations, which means that $X$ and $X_{12}$ have dimension $225 \times 225$ and an ensemble with 4,000 matrices. When $\epsilon = 0$ there is no interaction between two systems, hence the fluctuation spacing goes to Poisson distribution. In turn, a strong interaction gives rise to RMT fluctuation (GOE) when $\epsilon = 1$. Furthermore, for slight interaction $\epsilon = 0.03$ we have a intermediate fluctuation between RMT-to-Poisson.

Following this model, we can understand the SST dynamic as a set of dynamical subsystems with weak or strong interaction. In these RMT regions, the SST is highly correlated and the dynamic subsystems present strong interaction. Therefore, specific $\beta$ values can be used to classify each ocean according to its correlation behavior.

More precisely, the northern boundary matrices for the Pacific and Atlantic oceans presented similar behavior. The north oceanic regions are more geographically closed and they are influenced by the cold waters of the Arctic pole. Therefore, it is possible that these characteristics bring certain randomness in these systems. Randomness is important to determine the level of interaction of eigenvalues in these complex systems, consequently, the correlation among these values.

The oceanographic systems with higher $\beta$ are represented by the regions
bounded to the south. The Pacific Ocean stands out for presenting more randomness among the others, and better fit for the universal GOE class described by the Brody distribution. These regions are more opened and away from continental masses. Thus, they are more susceptible to variations in temperature values.

The values of $\beta$ for the central area of the oceans indicate that they tend to have a less pronounced temporal dynamics compared to the southern region. This was also observed by [29] studying the globally SST variation based on a time series model. It seems that the important and highly researched events that occur in the central areas of the Pacific and Atlantic Oceans, such as El Nino and La Nina, the Atlantic intertropical zone (strictly related to surface temperature of the waters) contribute more to the randomness of their adjacency.

In contrast, the Pacific and Indian pole regions have $\beta$ average significantly lower than other regions ($\beta = 0.43$ and 0.36, respectively), moving away from the RMT fluctuation but without arriving to the Poisson fluctuation. In turn, the Atlantic pole region presented the lowest observed values for the $\beta$ average ($\beta = 0.05$), adjusting well to the Poisson distribution. In these cases, the SST dynamic is composed by a set of dynamical subsystems with slight (Pacific and Indian pole) and weak (Atlantic pole) interactions (independent regions) with more local than global perturbations.

This seems to be the first observation of such statistical change of RMT-to-Poisson fluctuation in climate or atmospheric phenomena, such as SST variation. Their correlation matrix spectra can display both Poisson spacing distribution and RMT spacing distribution, formed by subsystems with or without interaction. The consequences of this to climate models need to be investigated.
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