1. INTRODUCTION

The transfer of metals between interstellar gas and dust constitutes an important component of the baryon cycle in galaxies, the incessant recycling of gas, dust, and metals between stars, the interstellar medium, and galaxy halos. Recent observations and modeling have shown that interstellar dust can grow and evolve in the interstellar medium (ISM). The evolution of the dust content of galaxies over cosmic times (Morgan & Edmunds 2003; Boyer et al. 2012; Rowlands et al. 2012, 2014; Zhukovska & Henning 2013) cannot be explained by balance of the dust production rates in evolved stars (Bladh & Höfner 2012; Riebel et al. 2012; Srinivasan et al. 2016) and supernova remnants (Matsuura et al. 2013) and the dust destruction rates in interstellar shocks (Jones et al. 1994, 1996). This so-called dust budget crisis can be resolved by dust growth in the ISM, via accretion of dust particles onto pre-existing dust grains (Zhukovska et al. 2008, Draine 2009, McKinnon et al. 2016), effectively modifying the relation between dust and gas mass. The dust-to-metal ratio (D/M) and the dust-to-gas ratio (D/H = D/M × Z, where Z is the metallicity) are fundamental parameters resulting from the interstellar gas-dust cycle, and are expected to substantially vary with environment, in particular metallicity (Asano et al. 2013; Feldmann 2015).

Owing to the key role of dust in the radiative transfer, chemistry, and thermodynamics, galaxy evolution cannot be understood without accounting for dust, and thus for the interstellar gas-dust cycle. Because 30%-50% of stellar light is absorbed by dust in the optical-ultraviolet (UV) and re-emitted in the far-infrared (FIR), our understanding of dust is critical to correct for reddening effects, interpret observations of galaxies, and trace their stellar, metal, dust, and gas content over cosmic times. Additionally, a comprehensive understanding of how metals deplete from the gas to the dust phase via dust formation in the ISM, and from the dust to the gas phase via dust destruction by sputtering in Supernova (SN) shock waves, is critical to understand the chemical enrichment of the universe over cosmic times. Indeed, the chemical enrichment of the universe is traced by quasar absorption spectroscopy through damped Lyman-α systems (DLAs, e.g., Rafelski et al. 2012), and the resulting DLA neutral gas abundances have to be corrected for depletion effects, particularly above 1% solar metallicity.

D/M and D/H can either be estimated in two ways. The first method consists in using emission-based trac-
ers of gas (H\textsc{i} 21 cm and CO rotational transitions) and dust (FIR emission) as in, e.g., Rémy-Ruyer et al. \cite{2014}; De Vis et al. \cite{2019}. However, the degeneracies between the dust opacity, dust mass, and CO dark-gas \citep[e.g.,][]{2014, 2018} preclude an unambiguous characterization of the variations of D/M and D/H with metallicity using these emission-based ISM tracers. The second approach compares chemical abundances in neutral interstellar gas based on UV spectroscopy to stellar abundances of young stars recently formed out of ISM \citep[e.g.,][]{1998}, which can be used as a proxy for the total (gas + dust) abundances of the ISM (i.e., interstellar depletions, as in Savage & Sembach \cite{1996}; Jenkins \cite{2009}; Tchernyshyov et al. \cite{2015}). In order to understand how metals deplete from the gas into the dust phase, and thus how D/M varies with environment, a detailed census of metals in neutral gas and dust from UV spectroscopy is therefore required.

Interstellar depletions are the logarithm of the fraction of metals in the gas-phase. Thus, the depletion for element X is

$$\delta(X) = \log_{10}(X/H)_{\text{gas}} - \log_{10}(X/H)_{\text{total}} \quad (1)$$

where \((X/H)_{\text{gas}}\) is the abundance of X in the gas-phase and \((X/H)_{\text{total}}\) is the total abundance of X (gas+dust), assumed to be equal to the abundance of X in the photospheres of young stars that have formed out of the ISM recently. Metallicities estimated from the emission lines of H\textsc{ii} regions suffer from relatively large systematics due to 1) the need to estimate a temperature from line ratios and temperature fluctuations inside these regions, 2) the poorly understood discrepancy between recombination and collisionally excited lines, and 3) the presence of dust in H\textsc{ii} regions, removing some of the metals from the gas.

In the Milky Way \citep{2009} and SMC \citep{2017}, the fraction of metals in the gas-phase decreases with increasing hydrogen volume density and column density, albeit at different rates for different elements. In this paper, we derive interstellar depletions in the Large Magellanic Cloud (LMC) using recent observations with the Hubble Space Telescope obtained as part of the METAL large Cycle 24 program (GO-14675, see \cite{2019}). The LMC metallicity (1/2 solar, see Russell & Dopita \cite{1992}) lies approximately midway between that of the MW (solar) and the SMC (1/5 solar, see Russell & Dopita \cite{1992}) and provides the link between the large differences in dust properties seen between the MW and SMC, which is below the "critical metallicity" \citep{2015} where the dust-to-gas ratio departs from a linear scaling with metallicity \citep[Rémy-Ruyer et al. \cite{2014}; Roman-Duval et al. \cite{2014}, 2017; Chiang et al. \cite{2018}]{2015}, the PAH fraction is an order of magnitude lower than in the MW \citep{2010}, and the UV extinction curves distinctively lacks a 2175 Å bump and are steeper in the FUV than in the MW \citep{2003}. In addition, the LMC’s gas disk is thinner (120 pc, Elmegreen et al. \cite{2001}) and less inclined than the SMC, alleviating confusion in velocity and distance structure along the line-of-sight.

In this paper, we focus on the variations of interstellar depletions with environment within the LMC. In an upcoming paper, we will perform a detailed comparison of depletions between the Milky Way, LMC, and SMC. The paper is organized as follows. We describe the observations and abundance measurements in Sections 2 and 3. In Section 4, we describe the derivation of volume density and radiation fields from the C I fine structure line. The correlations between depletions of different elements and with environment are examined in Sections 5 and 6. Combining depletions of different dust constituents, the variations of the dust-to-gas ratio with environment are derived in Section 7. Section 8 provides a summary of this paper.

2. OBSERVATIONS

The details of the observing strategy, sample properties, and survey parameters were covered in the METAL Survey paper (Roman-Duval et al. \cite{2019}; hereafter Paper I). For convenience we provide a brief summary and explanation of the sample here. In short, this study of interstellar depletions in the LMC is based on STIS and COS medium-resolution spectra of 32 massive stars, obtained predominantly as part of the METAL large HST program (GO-14675, see \cite{2019}), but also from archival HST spectra of the same target sample (DOI 10.17909/t9-g6d9-rj76). The target sample used in this analysis is listed in Table 1, along with the LMC H\textsc{i} and H\textsc{2} column densities toward each star, and the heliocentric velocity intervals with detectable absorption in the Fe II lines (1608 Å, 2249 Å, 2260 Å). Information in Table 1 is directly taken from the survey paper \cite[hereafter Paper I]{2019}.

The COS spectra were obtained with the G130M and G160M gratings, while the STIS spectra used the E140M and E230M. Two of the targets (SK-70 115 and SK-68 73) had archival E230H spectra as well, which were preferred since they minimized the effects of unresolved saturation. The complete list of medium-resolution spectra used in this analysis, including the program IDs of archival data, is included in Paper I (Tables A1 and A2).

3. GAS-PHASE COLUMN DENSITY AND ABUNDANCE MEASUREMENTS

The quality of the METAL spectra allows us to derive neutral gas abundances for Fe, Mg, Si, Ni, Cu, Cr, Zn, S, in all METAL targets listed in Table 1 \cite[i.e., all METAL targets except SK-69 220, which is an LBV with a very complex stellar spectrum precluding accurate measurements of interstellar features]{2017}. Gas-phase column densities for transitions observed in the STIS/E140M (R = 45,000) and STIS/E230M (R = 30,000) spectra were derived using the apparent optical depth method (AOD, Savage & Sembach \cite{1991}; Jenkins \cite{1996}), as outlined in Paper I for the Si abundances. The methodology for the STIS-based AOD measurements is described in Section 3.1. For transitions in the COS G130M and G160M spectra (R = 15,000-20,000), we used profile fitting to derive gas-phase column densities, following the method described in Section 3.3. In some instances of targets and ions covered by both instruments, we chose the STIS-based abundances for this analysis given the higher resolution. We compare the column densities derived by these two methods at different spectral resolutions in Section 9.3. Lastly, ionization corrections for singly ionized column densities are negligible in the column density range of our sight-lines (log N(H) = 20-22).
et al. (2015) and Wallerstein (2017), so the abundance of an element is taken to be that of the measured low ion.

The resulting equivalent widths and column densities for each individual spectral line in the STIS spectra are listed in Table 3, while the combined column density and abundance measurements for each element (combining different spectral lines) in the METAL survey are included in Table 5.

3.1. Column densities with the AOD method in the STIS spectra

We first determined the continuum levels by best-fitting Legendre polynomials (Sembach & Savage 1992) to fluxes on either side of the absorption profiles (see the top panels of Figures 1 and 2 for some examples). We then applied the AOD method to each feature and determined the apparent column density \( N_a \) as a function of velocity. The velocity ranges used to integrate the AOD-based apparent column densities in the STIS spectra are listed in Table 1. The upper portions of the integration velocity ranges are well defined by the sharp, long wavelength edges of strong transitions, such as the Fe II 2344.2 Å line (see Figure 6 in Roman-Duval et al. 2019). The low velocity edge for gas associated with the LMC is however poorly defined, owing to the presence of intermediate and high-velocity gas. Therefore, we define the low velocity edge of AOD integration using observations of H I 21 cm emission in the GASS III survey (McClure-Griffiths et al. 2009) Kalberla et al. 2010 in the directions of our target stars, which reveal a well defined feature arising from gas in the LMC. Specifically, the lower velocity limit of AOD integration corresponds to the edge of the H I 21 cm emission, where the brightness temperature rises above 0.2 K (\( \sim 4 \sigma \)). Our basic premise is therefore that much of the foreground gas at lower velocities contains fully ionized hydrogen and thus should not be included.

To convert the integrated apparent optical depths to column densities, we assume the oscillator strengths with several transitions from which column densities, we assume the oscillator strengths were available, we applied a correction for saturation taking into account the different column densities, where the weight is given by the inverse square of the error.

In some cases the lines are saturated, or nearly so, and when this saturation is not properly resolved, a straight evaluation of the AOD will underestimate the true column density. If the weakest (or only) line has a central emission, where the brightness temperature rises above 0.2 K (\( \sim 4 \sigma \)). Our basic premise is therefore that much of the foreground gas at lower velocities contains fully ionized hydrogen and thus should not be included.

| Target | Ra    | Dec   | E(B−V) | log \( N(H_1)^a \) LMC | log \( N(H_2)^b \) | \( V_{helio} \) |
|--------|-------|-------|--------|-------------------------|------------------|---------------|
| SK-67 2 | 04h47m04.451s | -67d06m53.12s | 0.26 | 21.04 ± 0.12 | 20.95 | 220–310 |
| SK-67 5 | 04h39m18.918s | -67d39m38.10s | 0.14 | 21.02 ± 0.04 | 19.46 | 240–320 |
| SK-67 179 | 04h41m44.690s | -69d35m43.90s | 0.21 | 21.59 ± 0.09 | 20.31 | 210–345 |
| SK-67 174 | 04h41m31.899s | -67d11m24.58s | 0.08 | 20.21 ± 0.06 | 15.01 | 230–345 |
| SK-67 173 | 04h41m21.858s | -66d21m53.85s | 0.06 | 21.35 ± 0.03 | 21.60 | 210–310 |
| GSWW 3120 | 04h05m16.548s | -66d21m56.72s | 0.20 | 21.48 ± 0.03 | 18.3 | 220–340 |
| GSWW 3223 | 04h10m00.589s | -66d24m52.12s | 0.19 | 21.4 ± 0.06 | 18.09 | 230–340 |
| SK-68 100 | 04h34m23.498s | -66d36m48.58s | 0.11 | 20.83 ± 0.04 | 19.3 | 230–340 |
| SK-68 102 | 04h34m23.248s | -68d10m42.93s | 0.29 | 21.6 ± 0.06 | 20.38 | 225–320 |
| SK-70 79 | 05h00m37.262s | -70d12m24.16s | 0.18 | 21.4 ± 0.04 | 20.26 | 180–270 |
| SK-68 104 | 05h18m09.001s | -69d11m41.82s | 0.1 | 19.57 ± 0.08 | 14.03 | 200–290 |
| SK-68 103 | 05h22m09.181s | -68d01m46.62s | 0.4 | 21.06 ± 0.02 | 20.09 | 215–340 |
| SK-67 101 | 05h25m06.221s | -67d43m02.07s | 0.05 | 20.2 ± 0.04 | 14.14 | 230–300 |
| SK-67 105 | 05h26m06.192s | -67d21m06.79s | 0.11 | 21.4 ± 0.04 | 19.13 | 235–340 |
| BI 173 | 05h27m09.411s | -67d07m36.48s | 0.15 | 21.25 ± 0.05 | 15.04 | 250–280 |
| BI 184 | 05h30m10.657s | -67d10m21.46s | 0.2 | 21.12 ± 0.04 | 19.63 | 200–340 |
| SK-71 41 | 05h31m15.654s | -67d04m10.00s | 0.16 | 21.11 ± 0.05 | 18.63 | 200–345 |
| SK-67 107 | 05h32m05.540s | -69d05m08.39s | 0.17 | 20.04 ± 0.05 | 14.28 | 190–370 |
| SK-67 191 | 05h34m34.028s | -67d30m28.67s | 0.1 | 20.78 ± 0.05 | 14.28 | 245–340 |
| SK-67 211 | 05h34m15.905s | -67d35m21.41s | 0.11 | 20.81 ± 0.04 | 13.98 | 240–355 |
| BI 247 | 05h36m14.628s | -67d23m19.18s | 0.2 | 21.64 ± 0.05 | 20.06 | 245–350 |
| SK-67 129 | 05h36m26.708s | -68d37m50.90s | 0.22 | 21.59 ± 0.14 | 20.4 | 270–340 |
| SK-68 114 | 05h37m05.398s | -68d43m35.18s | 0.18 | 21.47 ± 0.05 | 18.21 | 240–320 |
| SK-68 112 | 05h37m05.398s | -68d43m35.18s | 0.18 | 21.47 ± 0.05 | 18.21 | 240–320 |
| SK-68 135 | 05h37m14.401s | -68d51m10.20s | 0.23 | 21.67 ± 0.05 | 19.76 | 200–320 |
| SK-68 126 | 05h37m14.401s | -68d51m10.20s | 0.23 | 21.67 ± 0.05 | 19.76 | 200–320 |
| SK-68 130 | 05h41m07.18s | -68d49m05.18s | 0.29 | 21.47 ± 0.11 | 20.11 | 240–340 |
| SK-74 101 | 05h41m15.192s | -71d21m08.05s | 0.2 | 21.17 ± 0.05 | 20.13 | 190–320 |
| SK-68 105 | 05h42m04.938s | -68d38m44.93s | 0.28 | 21.44 ± 0.09 | 19.99 | 220–360 |
| SK-70 115 | 05h42m49.623s | -70d41m37.87s | 0.3 | 21.13 ± 0.08 | 19.94 | 195–360 |

*The \( H_I \) column densities are from Roman-Duval et al. (2019)

*The \( H_2 \) column densities are from Welty et al. (2012)
in the lines of S II λλ1250, 1253 Å and Zn II λλ2062, 2026 Å did not appear to be too severe and both lines could be measured, the sulfur and zinc column densities were corrected for the effects of unresolved saturation using the method outlined in Jenkins [1996]. Such unresolved saturation effects usually are apparent when the strong transition indicates a lower column density than the weaker one. The outcome of correcting for this saturation yields a column density that is larger than that from the weak line. Figure 3 shows an example of this procedure for S II, where AOD determinations at specific velocities are compared with each other and treated in the same manner as equivalent widths in a standard curve-of-growth analysis. The corrected outcomes for log N(S II) and N(Zn II) can be identified in Table 3 because they show no specifications for wavelengths, oscillator strengths, or equivalent widths (as opposed to the measurement of the strong and weak lines). The magnitudes of the corrections are typically +0.15 dex for S II and +0.2 for Zn II.

The lines of Zn II presented special challenges arising from the interference of other lines at similar wavelengths, which can be troublesome because the velocity ranges of absorption features from the LMC are large. The left-hand side of the Zn II line at 2062.6604 Å may have an overlap from the Cr II line at 2062.2361 Å, which is situated a relative velocity of −61.7 km s\(^{-1}\), and the right-hand side of the Zn II line at 2026.1370 Å can suffer from interference by the Mg I line at 2026.4768 Å (at +50.3 km s\(^{-1}\)). To compensate for such interfering features, we use apparent optical depths of other Cr II and Mg I lines, multiply them by the appropriate ratios of \(f_\lambda\)\(\lambda\), and then subtract them with their respective velocity offsets from the Zn II features. This procedure works well when using the Cr II line at 2056.2569 Å because its value of \(f_\lambda\)\(\lambda\) is not much different from that of the 2062.2361Å line. The Mg I comparison line at 1827.9351Å is considerably weaker than that of the interfering 2026.4768 Å transition, and if the latter has unresolved saturation, the compensation will be larger than warranted. When it was clearly evident that this was
happening, we disregarded the (usually extreme) right-hand portion of the Zn II 2062 Å line and used only the information from the other Zn II feature when we calculated the effects of saturation by comparing the AOD outcomes for the two lines. For the individual results that we obtained for the 2062 Å line of Zn II in Table 3, we list the AOD column density outcomes after subtracting off the contribution from Cr II. For the 2062 Å line, the corrections were often larger than they should have been, for the reason discussed above. Hence, for this line we listed the uncorrected column densities.

At the opposite extreme, we considered a measurement to be marginal if the equivalent width outcome was less than the 2σ level of uncertainty from noise and continuum placement. For weak lines below this uncertainty threshold, we specified an upper limit for the column density based on a completely unsaturated line having a strength at the measurement value plus a 1σ positive excursion, but with an allowance for the fact that negative real line strengths are not allowed even though we occasionally obtained negative measurement outcomes caused by downward noise fluctuations (or a continuum placement that was too low). Details of how we calculated these 1σ upper limits are given in Appendix D of Bowen et al. (2008). Such a calculation avoids the unphysical conclusion that an upper limit for a column density can be nearly zero or negative when the measurement yields an outcome that is < −1σ. It also yields a smooth transition to a conventional expression of an upper limit as a value plus 1σ when the value is larger than twice the noise level.

Errors on the column densities stem from the effects of three different sources: (1) noise in the absorption profile, (2) errors in defining the continuum level, and (3) uncertainties in the transition oscillator strengths, $f_A$, all of which were combined in quadrature in our error estimation. We evaluate the expected deviations produced by continuum definition by remeasuring the AODs at the lower and upper bounds for the continua, which are derived from the expected formal uncertainties in the polynomial coefficients of the fits as described by Sembach & Savage (1992). We multiply these coefficient uncertainties by 2 in order to make approximate allowances for additional deviations that might arise from some freedom in assigning the most appropriate order for the polynomials.

When two or more, non-saturated lines - as shown by Jenkins & Tripp (2005) - are available for an element (e.g., Fe II, Ni II, Zn II), we considered the measurements to be consistent if the equivalent widths of the two or more lines were within 2σ.

| Element/ion | 12 + log(X/H)$_{LMC,\text{tot}}$ | Wavelength | log $f_A$ |
|-------------|----------------------------------|------------|-----------|
| Mg II       | 7.26 ± 0.08                      | 1239.925   | -0.106    |
|             |                                  | 1240.395   | -0.355    |
| Si II       | 7.35 ± 0.10                      | 1808.013   | 0.575     |
| O I         | 8.50 ± 0.11                      | 1355.598   | -2.805    |
| P II        | 5.10 ± 0.1                       | 1152.818   | 2.451     |
| S II        | 6.94 ± 0.04                      | 1250.578   | 0.809     |
|             |                                  | 1253.805   | 1.113     |
| Cr II       | 5.37 ± 0.07                      | 2056.254   | 2.326     |
|             |                                  | 2066.161   | 2.024     |
| Fe II       | 7.32 ± 0.08                      | 1608.451   | 1.968     |
|             |                                  | 1611.201   | 0.347     |
|             |                                  | 2249.877   | 0.612     |
|             |                                  | 2260.780   | 0.742     |
| Ni II       | 5.92 ± 0.07                      | 1317.217   | 1.876     |
|             |                                  | 1370.132   | 1.906     |
|             |                                  | 1454.842   | 1.672     |
|             |                                  | 1709.600   | 1.743     |
|             |                                  | 1741.549   | 1.871     |
|             |                                  | 1751.910   | 1.686     |
| Cu II       | 3.89 ± 0.04                      | 1358.773   | 2.569     |
| Zn II       | 4.31 ± 0.15                      | 2026.13    | 3.106     |
|             |                                  | 2062.664   | 2.804     |

Table 2: Spectral lines and oscillator strengths used for abundance and depletion measurements.

**Note.** — Mg, Si, O, P, Cr, Fe, Ni, Zn LMC total (gas + dust) abundances are from Tchernyshyov et al. (2015); S, Cu abundances are from Asplund et al. (2009) scaled by a factor 0.5. Oscillator strengths are from Morton (2003), except for Zn II (Kisielius et al. 2015), S II (Kisielius et al. 2014), and Ni II (Jenkins & Tripp 2005).
Ni II, Mg II), we derived the final column density value as average of the column densities derived from each line, weighted by the inverse of their squared errors.

3.2. The problematic case of the single Si II $\lambda$1808 transition

For Si II, the only line that is not always badly saturated is the $\lambda$1808 Å transition. This means that we cannot evaluate and correct for the effects of mild saturation on the Si II column density determination using different transitions of varying oscillator strengths, as is typically done with the AOD method (see previous Section). Nonetheless, the $\lambda$1808 Å line is seldom completely saturated, and Si II being a key component of dust, it is important to measure its abundance. Therefore, we have devised a hybrid method to constrain the column density and abundance of Si II. The method uses both the AOD and curve-of-growth (COG) analysis performed on multiple non- or very mildly saturated transitions for other elements (Fe II, Mg II, S II) with similar equivalent widths to that of the single Si II $\lambda$ 1808 Å transition in order to determine the Doppler parameter, $b$. The approach then applies this $b$ value to the Si II COG to adjust the AOD-determined Si II column density and associated errors, which can be impacted by saturation.

The methodology for evaluating and correcting the effects of saturation on the Si II column density determination from the AOD method is illustrated in Figures 4 (for Sk-67 5) and 5 (for BI 173). These two figures show probability contours based on a $\chi^2$ distribution with two degrees of freedom for various combinations of log $N$ (x-axis) and $b$ (y-axis) for a standard COG, given the measured values of equivalent widths and their uncertainties for each of the two transitions used (e.g., $\lambda\lambda$ 2249, 2260 Å for Fe II, $\lambda\lambda$ 1250, 1253 Å for S II, $\lambda\lambda$ 1239, 1240 Å for Mg II). The column density determined from the AOD method is also overlaid on the contours. The COG and AOD results are shown for Mg II, S II, Fe II, and Si II. For Mg II, S II, Fe II, which have two measured transitions, the contours are closed or half-closed and log $N$ and $b$ are constrained, while for Si II, we have only one measurement but two parameters, and hence the contours are open ended and only indicate unacceptable combinations of log $N$ and $b$. Our objective is to determine a plausible range of $b$ values for Si II relying on the combined COG and AOD analyses for Mg II, Fe II, S II, so that log $N$(Si II) can be constrained given the Si II COG contours.

For transitions that do not suffer from saturation (Mg II, Fe II), the column densities determined from the AOD method applied to lines with different oscillator strengths are within errors, and the column density determination is consistent with the COG contours. For S II, saturation effects can be evaluated and corrected for using the Jenkins (1996) method. In this case, the intersection of the corrected column density is generally in agreement with the COG contours. Thus, the intersection of the AOD-determined $N$ and the COG contours provides a well-constrained range of $b$ values, shown as gray lines in Figures 4 and 5.

The range of allowed $b$ values depends on the strength of the transition, on the measurement errors on the AOD-derived column density, and on the tightness of the COG contours, which in turn depends on the error bars on the measured equivalent widths. Thus, different elements provide constraints on $b$ that are generally consistent, but can differ between different elements. One important criterion in prioritizing the $b$-values derived from different elements is that the two features have transition probabilities that differ enough to give good indications of the COG behavior. The lines in the Mg II doublet have strengths that differ by 1.77, and the depletion behavior of Mg II is similar to that of Si II in the MW. However, both of the lines in the doublet are considerably weaker than the Si II feature, and effective $b$ values can change with increasing line strength as weaker non-Gaussian wings start to become more influential. Si II has lines that differ in strength by a factor 2.01, and the equivalent widths are more similar to those of Si II (with the benefit that saturation effects can be corrected for using the Jenkins [1996] method). One possible disadvantage with Si II is that its depletion behavior may differ from that of Si II, which may drive a difference in the velocity behaviors. The two Fe II lines that we investigated also have equivalent widths similar to that of Si II, but the strengths of the two lines differ by only a factor of 1.35, which weakens the COG test. Additionally, Fe II is substantially more depleted than Si II. In our analysis, we therefore determine the most plausible range of $b$ values by prioritizing the constraints on $b$ from S II owing to its benefits outlined above, and the fact that is generally offers the tightest constraints (narrowest $b$ range). When Si II is not available, we prefer Fe II over Mg II.

In the example of Sk-675 (Figure 4), Mg II and Fe II indicate $b = 10 \pm 2$ km s$^{-1}$, while the strongest constraints comes from S II with $b = 10.75 \pm 0.5$ km s$^{-1}$. For Si II, the intersection of the innermost COG contour and the AOD column density measurement are consistent with $b = 10.75$ km s$^{-1}$, and the error bars on the AOD measurement are also consistent with the range of $b$ values determined from S II, Mg II, and Fe II. From the location of this intersection below where the contours become curved, it is clear that there is some saturation of the line, but the AOD analysis seems to have handled it well.

In the second example of BI 173 (Figure 5), the
### Table 3

**Equivalent widths and individual AOD and column density measurements for the STIS observations**

| Sight-line | grating | Element | Wavelength | log $\lambda f_\lambda$ | EW | log($N_X$) |
|------------|---------|---------|------------|--------------------------|----|-------------|
| BI 173     | STIS-M  | OI      | 1355.598   | -2.805                   | 10.4±11.9 | <18.10 |
| BI 173     | STIS-M  | MgII    | 1239.925   | -0.106                   | 60.1±6.9  | 15.96±1.13 |
| BI 173     | STIS-M  | MgII    | 1240.395   | -0.355                   | 44.7±7.2  | 16.06±1.14 |
| BI 173     | STIS-M  | SiII    | 1808.013   | 0.575                    | 236.6±11.7 | 15.98±0.20 |
| BI 173     | STIS-M  | PII     | 1152.818   | 2.451                    | 166.4±24.9 >13.60 |
| BI 173     | STIS-M  | SiI     | 1253.805   | 1.113                    | 213.3±6.5 | 15.54±0.04 |
| BI 173     | STIS-M  | SiI     | 1250.578   | 0.809                    | 183.2±8.0 | 15.69±0.05 |
| BI 173     | STIS-M  | SiI     | ...        | ...                      | ... | 15.86±0.06 |
| BI 173     | STIS-M  | CrII    | 2055.254   | 2.326                    | 118.2±8.2 | 13.57±0.04 |
| BI 173     | STIS-M  | CrII    | 2066.161   | 2.024                    | 77.1±9.1  | 13.65±0.06 |
| BI 173     | STIS-M  | FeII    | 2260.780   | 0.742                    | 157.2±8.9 | 15.26±0.04 |
| BI 173     | STIS-M  | FeII    | 2249.877   | 0.612                    | 114.2±8.8 | 15.22±0.05 |
| BI 173     | STIS-M  | NiII    | 1370.132   | 1.906                    | 86.0±5.4  | 14.03±0.05 |
| BI 173     | STIS-M  | NiII    | 1317.217   | 1.876                    | 53.9±7.1  | 13.87±0.06 |
| BI 173     | STIS-M  | NiII    | 1741.549   | 1.871                    | 79.4±12.0 | 13.92±0.08 |
| BI 173     | STIS-M  | NiII    | 1709.600   | 1.743                    | 66.1±18.3 | 13.90±0.15 |
| BI 173     | STIS-M  | NiII    | 1751.910   | 1.686                    | 79.1±42.6 | <14.21 |
| BI 173     | STIS-M  | NiII    | 1454.842   | 1.672                    | 49.8±9.6  | 13.97±0.15 |
| BI 173     | STIS-M  | CuII    | 1358.773   | 2.569                    | 17.9±8.0  | 12.63±0.47 |
| BI 173     | STIS-M  | ZnII    | 2026.136   | 3.106                    | 153.8±8.5 | 12.95±0.04 |
| BI 173     | STIS-M  | ZnII    | 2062.664   | 2.804                    | 119.8±8.1 | 13.08±0.04 |
| BI 173     | STIS-M  | ZnII    | ...        | ...                      | ... | 13.22±0.04 |
| SK-66 19   | STIS-M  | FeII    | 1237.059   | 3.033                    | 8.1±8.6   | <12.18 |
| SK-66 19   | STIS-M  | SiII    | 1808.013   | 0.575                    | 254.8±36.7 >15.91 |
| SK-66 19   | STIS-M  | CrII    | 2055.254   | 2.326                    | 81.7±30.1 | 13.45±0.12 |
| SK-66 19   | STIS-M  | CrII    | 2066.161   | 2.024                    | 94.7±24.7 | 13.78±0.10 |
| SK-66 19   | STIS-M  | FeII    | 2260.780   | 0.742                    | 161.0±14.9 | 15.32±0.05 |
| SK-66 19   | STIS-M  | FeII    | 2249.877   | 0.612                    | 127.0±13.1 | 15.32±0.05 |
| SK-66 19   | STIS-M  | NiII    | 1741.549   | 1.871                    | 37.5±63.4 | <14.00 |
| SK-66 19   | STIS-M  | ZnII    | 2026.136   | 3.106                    | 250.0±17.2 | 13.36±0.09 |
| SK-66 19   | STIS-M  | ZnII    | 2062.664   | 2.804                    | 270.6±70.8 | 13.61±0.10 |
| SK-66 19   | STIS-M  | ZnII    | ...        | ...                      | ... | 13.72±0.13 |
| SK-68 73   | STIS-H  | OI      | 1355.598   | -2.805                   | 16.9±5.2  | 18.02±0.11 |
| SK-68 73   | STIS-H  | MgII    | 1240.395   | -0.355                   | 118.2±32.9 >16.85 |
| SK-68 73   | STIS-H  | SiI     | 1250.578   | 0.809                    | 182.7±6.9  >15.92 |
| SK-68 73   | STIS-H  | NiI     | 1370.132   | 1.906                    | 84.6±8.7  | 14.06±0.06 |
| SK-68 73   | STIS-H  | NiI     | 1317.217   | 1.876                    | 77.8±6.6  | 14.07±0.05 |
| SK-68 73   | STIS-H  | CuII    | 1358.773   | 2.569                    | 22.4±5.6  | 12.74±0.15 |
| SK-68 73   | STIS-H  | SiII    | 1808.013   | 0.575                    | 234.5±12.9 >15.92 |
| SK-68 73   | STIS-M  | CrII    | 2056.254   | 2.326                    | 136.4±6.6 | 13.68±0.03 |
| SK-68 73   | STIS-M  | CrII    | 2066.161   | 2.024                    | 69.4±8.1  | 13.63±0.05 |
| SK-68 73   | STIS-M  | FeII    | 2260.780   | 0.742                    | 163.4±4.8 | 15.32±0.03 |
| SK-68 73   | STIS-M  | FeII    | 2249.877   | 0.612                    | 132.8±7.3 | 15.32±0.04 |
| SK-68 73   | STIS-M  | NiI     | 1741.549   | 1.871                    | 95.9±9.5  | 14.00±0.06 |
| SK-68 73   | STIS-M  | NiI     | 1709.600   | 1.743                    | 45.8±19.4 | 13.89±0.15 |
| SK-68 73   | STIS-M  | NiI     | 1751.910   | 1.686                    | 58.6±25.5 | 13.96±0.16 |
| SK-68 73   | STIS-M  | ZnII    | 2026.136   | 3.106                    | 199.0±3.9 | 13.26±0.04 |
| SK-68 73   | STIS-M  | ZnII    | 2062.664   | 2.804                    | 264.2±8.4 | 13.47±0.03 |
| SK-68 73   | STIS-M  | ZnII    | ...        | ...                      | ... | 13.71±0.05 |

**Note:** The entirety of this table is available online in machine-readable format.
weighted average of the strong and weak Fe II lines gives a most plausible $b$ value of 22 km s$^{-1}$, with a possible range $b > 16$ km s$^{-1}$. Mg II yields $b > 8$ km s$^{-1}$. The weak Mg II lines show smaller $b$ values than the stronger Fe II lines for the reasons outlined above. This can be understood in terms of a velocity profile that is narrow in the central portion but then has broad wings in the lower portions. Such a behavior will cause a shift to higher $b$ values for stronger lines. The best constraints on $b$ again arise from S II for this target, with a most plausible value of 16±1 km s$^{-1}$. In this case, $b = 16±1$ km s$^{-1}$ in the S II COG corresponds to $N = 15.98±0.05$ cm$^{-2}$, while the column determined from the AOD is $N = 15.78±0.03$ cm$^{-2}$. In this case, saturation did therefore impact the S II column density determination. In Table 3, we report $N$(Si II) determined from the hybrid AOD/COG method, with upper and lower error bars of ±0.2 dex to capture the possibility of the original measurement and account for possible further effects of saturation in this horizontal part of the COG contours where $N$ is insensitive to changes in $b$.

We proceed with this analysis for all sight-lines and find that 14 out of 32 targets in the sample need adjustments to their AOD-derived S II column densities. This includes 5 targets for which $I_0/I_e > 0.05$ and therefore $N$(Si II) was derived from the AOD, but the examination of the COG contours revealed that only a lower limit could be estimated. The results of these corrections are listed in Table 4.

### 3.3. Column densities with profile fitting in the COS spectra

The lower resolution of COS dictated the need for profile fitting, in order to overcome the effects of additional smoothing of the absorption profiles. We performed such fitting to the COS G130M spectra and derive column densities of Mg II ($\lambda\lambda 1239.9253$ Å,$\lambda 1240.3947$ Å) and Ni II ($\lambda\lambda 1317.217$ Å, $\lambda 1370.132$ Å). The approach is similar to that of Tchernyshyov et al. (2015): it simultaneously fits for the continuum and line profiles, which allows us to propagate the total uncertainty (including the uncertainty on the continuum fitting). The approach uses a Gaussian Process (Rasmussen & Williams 2006) to capture the large and short wavelength scale fluctuations in the continuum level, respectively, and uses Voigt profile fitting (e.g. Carswell & Webb 2014) to model the absorption features.

For each element (including all available lines), the absorption model consists of one Voigt profile component in every 10 km s$^{-1}$ interval over the range in which absorption can be detected. Each component has a column density, central velocity (within its 10 km s$^{-1}$ interval), and width. One might anticipate that reducing the component spacing could lead to larger column densities since smaller $b$ values would be associated with more tightly spaced components. In Appendix A, we show that the column density measurements obtained from profile fitting do not change beyond their uncertainties when a shorter component spacing of 5 km s$^{-1}$ is used, although a handful of sight-lines do have higher (by +0.5-0.7 dex) column densities of Mg II, with correspondingly larger uncertainties, with the tighter component spacing.

The modeled absorption features are multiplied by the continuum and convolved with the COS instrumental line spread functions (LSF) in order to forward-model the observations, and allow for the correct propagation of uncertainties. We marginalize over the individual component parameters using a custom implementation of the simplified Manifold Metropolis-adjusted Langevin algorithm (Girolami & Calderhead 2011) and sum the column densities of all of the components. The inferences of the Mg II, Ni II, and S II column densities are performed independently. For each element, different spectral lines observed in different exposures (e.g., different FP-POS dithers) are fit simultaneously.

We use samples drawn from the posterior probabilities using MCMC to build posterior probability distributions for each species column density and the model flux at each wavelength. The reported column densities correspond to the 50$^{th}$ percentile of the posterior distribution. The resulting uncertainties, taken as the difference between the 16$^{th}$ and 50$^{th}$ percentile (lower uncertainties) and between the 50$^{th}$ and 84$^{th}$ percentile (upper uncertainties) of the posterior distribution, include uncertainties on the measurement (noise), continuum estimation, and the possibility of observationally similar but physically different velocity component structures. Figure 6 provides an example of profile fitting of the Mg II ($\lambda\lambda 1317, 1370$ Å) and Ni II ($\lambda\lambda 1317, 1370$ Å) lines in the COS G130M/1291 spectrum of BI 184.

### 3.4. Gas-phase abundances and depletions

Gas-phase abundances are derived by taking the ratio of the measured column densities to the total hydrogen column density, $N$(H) = $N$(H I) + 2$N$(H$_2$), where $N$(H) is listed in Table 1. The H I column densities are determined from the METAL spectra (see Paper I), while the H$_2$ column densities are from Welty et al. (2012). The depletion (logarithm of the fraction of...
Fig. 4.— Outcome of the AOD and COG approaches to determine column densities of Mg II (top left), S II (top right), Fe II (bottom left) and Si II (bottom right) toward Sk-67 5. Each panel shows the probability contours based on a χ² distribution with two degrees of freedom for various combinations of log N (x-axis) and b (y-axis) for a standard COG, given the measured values of equivalent widths and their uncertainties for each of the two transitions used (e.g., λλ 2249, 2260 Å for Fe II, λλ 1250, 1253 Å for S II, λλ 1239, 1240 Å for Mg II). The column density determined from the AOD method is also overlaid on the contours in blue (strong line) and cyan (weak line). For Fe II, Mg II, and S II, two transitions are available to evaluate and correct for the effects of saturation, and the column densities determined from the AOD and COG are in agreement, and the intersection of the AOD-determined N and the COG contours provides a well-constrained range of b values, shown as gray lines. This value of b can then be applied to the COG contours obtained from the single Si II transition in order to evaluate and correct for the effects of saturation. For this Sk-67 5 sight-line, the Si II COG contours and AOD-determined column density are in agreement for the b value derived from the other element. Therefore, saturation is not an issue for this sight-line and no adjustment to the AOD outcome is necessary.

element X in the gas-phase) is then calculated assuming that the total (gas and dust) neutral ISM abundance of X is equal to the photospheric abundance of X in young stars. Because young stars recently formed out of the ISM and have not yet undergone self-enrichment, they are good proxies for the present-day ISM composition. A number of studies have spectroscopically investigated the composition of luminous young stars in the LMC. However, no single study includes all the elements for which we wish to compute interstellar depletions. Tchernyshyov et al. (2015) carefully pooled measurements of young star abundances across studies using a multilevel linear model to account for differences between studies and missing uncertainty information. In this work, we assume the LMC stellar abundances compiled in Tchernyshyov et al. (2015) for the total ISM abundances. These reference abundances are listed in Table 2 for each element. The measurement errors on the depletions are obtained by summing the errors on the logarithms of the column densities of X and H in quadrature. Systematic errors on the depletions due to uncertainties on the photospheric abundances are not included in Table 5, because they do not affect the relative trends examined here (e.g., environmental parameters). An estimate of these systematic errors can be found in Table 4 of Tchernyshyov et al. (2015).

4. HYDROGEN DENSITIES AND RADIATION FIELDS FROM THE C I FINE STRUCTURE LINES

The C I lines (C I at λ1276.483 Å, C I* at λ1276.749 Å, and C I** at λ1277.719 Å) observed in the METAL spectra can be used to obtain more insight on the local environment properties of our sight-lines, in the same pencil-beam volume probed by the abundance and depletion measurements. As described in Jenkins & Tripp (2011) and references therein, the ratios N(C I*)/N(C I)_{tot} and N(C I**)/N(C I)_{tot} provide an es-
estimate of the number density of hydrogen atoms, which, combined with estimate of the \( \frac{N(C\ II)}{N(C\ I)_{\text{tot}}} \) ratio and an iterative approach, yields an estimate of the intensity of the UV radiation field \( I \) normalized to the to a value \( I_0 \) specified by Mathis et al. (1983) for the average intensity of ultraviolet starlight in the solar neighborhood. We applied a line profile fitting method to the C I lines in the METAL spectra and followed this approach to estimate \( n(H) \) and \( I/I_0 \) in 26 out of 32 METAL sightlines.

We first derive column densities of \( N(C\ I), N(C\ I^+), \) and \( N(C\ I^{++}) \) (summing up to \( N(C\ I)_{\text{tot}} \)) using the same profile fitting method as described in Section 3.3 (see example in Figure 7). We also assume a 10 km s\(^{-1}\) component spacing for C I. As for Mg II and Ni II, we investigate possible systematic differences in the \( N(C\ I), N(C\ I^+), \) and \( N(C\ I^{++}) \) outcomes for a tighter component spacing of 5 km s\(^{-1}\) in Appendix A and find results within uncertainties. The resulting column densities are listed in Table 6 and the ratios \( f_1 = \frac{N(C\ I^+)}{N(C\ I)_{\text{tot}}} \) and \( f_2 = \frac{N(C\ I^{++})}{N(C\ I)_{\text{tot}}} \) are shown in Figure 8.

As explained in Jenkins & Tripp (2001, 2011) and references therein, for a given kinetic temperature and radiation field intensity, the location of the \( f_1, f_2 \) measurements follows a track that is dependent on the volume density of hydrogen, \( n(H) \) (or equivalently on pressure for a given temperature), and the fraction of low-pressure gas, \( g_{\text{low}} \). Geometrically, the composite measurement of \( (f_1, f_2) \) toward a sight-line, which includes contributions from high pressure gas with C I column density \( 1 - g_{\text{low}} \), and low pressure gas with C I column density \( g_{\text{low}} \), corresponds to the center of mass of the points \( (f_{1,\text{hp}}, f_{2,\text{hp}}), (f_{1,\text{lp}}, f_{2,\text{lp}}) \) associated with the high and low pressure contributors, with the weights for each component corresponding to the corresponding fraction of the C I column density they represent, \( (1-g_{\text{low}}) \) and \( g_{\text{low}} \), respectively. The high pressure component is assumed to have \( (f_{1,\text{hp}}, f_{2,\text{hp}}) = (0.38, 0.49) \), as in Jenkins & Tripp (2011). We will discuss the effects of different assumptions on the location of the high-pressure component further in this section. The low pressure component follows tracks that depend on density, temperature, and radiation field intensity (responsible for optical pumping of the excited C I states). The model is identical to the one described in Jenkins & Tripp (2001, in particular their equations 10–12). This geometrical estimation of the low and high pressure components is illustrated in Figure 9 showing the \( (f_1, f_2) \) measurement for Sk-68 135.

By geometrically matching the \( (f_1, f_2) \) measurements...
to the model tracks for the low pressure component shown in Figures 8 and 9 and assuming that the kinetic temperature of the gas is equal to the rotational temperature of H$_2$, $T_{01}$(H$_2$) reported in Welty et al. (2012), $g_{\text{low}}$ and $n(H)$ can be derived, if the radiation field intensity for the low-pressure is known. Fortunately, as described in Jenkins & Tripp (2011) their Equation 1), an estimate of the ionized to neutral carbon ratio, $N(C^{\text{II}})/N(C^{\text{I}})_{\text{tot}}$, can provide the necessary constraints on the radiation field intensity. Because the calculation of the radiation field intensity from Equation 1 of Jenkins & Tripp (2011) depends on the local hydrogen volume density $n(H)$ (in addition to $N(C^{\text{II}})/N(C^{\text{I}})_{\text{tot}}$), and conversely, the determination of $n(H)$ from $f_1$ and $f_2$ requires the knowledge of the radiation field intensity, an iterative approach is necessary to solve for both. We start the iterative calculation by assuming the standard radiation field intensity specified by Mathis et al. (1983) ($I/I_0 = 1$) in the computation of $n(H)$ using the model shown in Figure 8 and the $(f_1, f_2)$ measurements. We can then apply this density to calculate the radiation field intensity from $N(C^{\text{II}})/N(C^{\text{I}})_{\text{tot}}$, following the approach described later in this section. From the density and radiation field, we derive the electron density $n_e$ (the procedure for deriving the electron density is described in the next paragraph). These are the initial values for the radiation field intensity, hydrogen density, and electron density. Next, we proceed with the iterative approach below:

- Compute an updated radiation field intensity $I/I_0$ using the density $n(H)$ and electron density
Given the density and radiation field at each step of the following Equation 24 in Weingartner & Draine (2001), we solve for the ionization equilibrium electron density. Computation of the electron density is required. For this, during the iteration on radiation field and density, a statistical uncertainty is listed here. Systematic errors on the depletions due to uncertainties on the photospheric abundances are not included.

\[ n_e \text{ from the previous iteration, as well as fixed measurements } (N(C I)_{\text{tot}}, N(C II), T) \text{, as inputs to Equation 1 of Jenkins \& Tripp (2011).} \]

- Using this updated radiation field intensity as input for the model tracks, derive an updated density for the low pressure component, \( n(H) \), from the observed \( f_{1}, f_{2} \) line ratios using the geometrical approach described above.

- Using the fixed temperature \( T_{01}(H_2) \) and the updated \( I/I_0 \) and \( n(H) \) values as inputs in Equation 24 of Weingartner \& Draine (2001), compute an updated electron density \( n_e \) (see next paragraph for more details on this step).

- Repeat this process using the radiation field intensity, density, and electron density output by an iteration as input for the next iteration. Continue iterating on the radiation field intensity, density, and electron density until convergence is reached, i.e., when the difference between successive iterations is less than 5% on all parameters.

During the iteration on radiation field and density, a computation of the electron density is required. For this, we solve for the ionization equilibrium electron density following Equation 24 in Weingartner \& Draine (2001), given the density and radiation field at each step of the iteration. The calculation also includes physical coefficients such as the ionization from metals of \( x_{e,0} = 8.7 \times 10^{-5} \) in the LMC (scaled by a factor of 1/2 to account for the metallicity difference between the LMC and Milky Way), and the cosmic ray ionization rate in the LMC, found to be 30% (Abdo et al. 2010) of the Milky Way value \( 2 \times 10^{-16} \) s\(^{-1}\) (Indriolo et al. 2007; Neufeld et al. 2010) (although the results are largely insensitive to the assumed cosmic ray ionization rate within a factor of a few of this value). The radiative plus di-electronic recombination coefficients, \( \alpha_r(H) \), and the recombination rates for different elements due to collisions with dust grains, \( \alpha_q(X) \), are taken from Shull \& van Steenberg (1982) and Weingartner \& Draine (2001), respectively. We scale \( \alpha_q(X) \) down by a factor 1.73 to account for the lower abundance of dust grains in the LMC. While the LMC has half-solar metallicity, Roman-Duval et al. (2019) showed that the fraction of Si in the dust-phase is a factor 1.5 in the LMC than in the MW, leading to a dust-to-gas ratio 3 times lower in the LMC than in the Milky Way. The results described further in this paper confirm this result for other elements than Si. Since the Equation 24 of Weingartner \& Draine (2001) used to compute the electron density cannot be solved analytically, we take an iterative approach. As explained above, we use the \( \text{N(C II)}/\text{N(C I)_{tot}} \) ratio to estimate the radiation field intensity, using the density and electron density at each step of the iteration as inputs to Jenkins \& Tripp (Equation 1 of 2011). In

### Table 5: Column Densities and Depletions

| Target | log N(H) cm\(^{-2}\) | Element | Grating | log N(X) cm\(^{-2}\) | \( 12 + \log(X/H) \) _LMC, gas_ | Depletion \( \delta(X) \) |
|--------|----------------------|---------|---------|------------------------|--------------------------|-------------------|
| BI 173 | 21.25±0.05          | CI      | STIS-M  | 13.59±0.03             | 4.34±0.06                | -1.03±0.06        |
| BI 173 | 21.25±0.05          | CuII    | STIS-M  | 12.63±0.22             | 3.38±0.23                | -0.41±0.23        |
| BI 173 | 21.25±0.05          | FeII    | STIS-M  | 15.24±0.03             | 5.99±0.06                | -1.33±0.06        |
| BI 173 | 21.25±0.05          | GeII    | STIS-M  | <12.19                 | <2.93                    | <0.42             |
| BI 173 | 21.25±0.05          | MgII    | STIS-M  | 16.01±0.10             | 6.76±0.11                | -0.50±0.11        |
| BI 173 | 21.25±0.05          | NiII    | STIS-M  | 13.96±0.03             | 4.71±0.06                | -1.21±0.06        |
| BI 173 | 21.25±0.05          | OII     | STIS-M  | <18.10                 | <8.85                    | <1.35             |
| BI 173 | 21.25±0.05          | PH      | STIS-M  | >13.60                 | >4.35                    | >0.75             |
| BI 173 | 21.25±0.05          | SiII    | STIS-M  | 15.86±0.06             | 6.61±0.08                | -0.52±0.08        |
| BI 173 | 21.25±0.05          | SiII    | STIS-M  | 15.98±0.20             | 6.73±0.21                | -0.62±0.21        |
| SK-66 19 | 21.87±0.07        | CrII    | STIS-M  | 13.66±0.09             | 5.79±0.11                | -1.58±0.11        |
| SK-66 19 | 21.87±0.07        | FeII    | STIS-M  | 15.32±0.04             | 5.45±0.08                | -1.87±0.08        |
| SK-66 19 | 21.87±0.07        | MgII    | COS-M   | 16.49±0.16             | 6.62±0.17                | -0.64±0.17        |
| SK-66 19 | 21.87±0.07        | NiII    | COS-M   | 14.00±0.06             | 4.13±0.10                | -1.79±0.10        |
| SK-66 19 | 21.87±0.07        | SiII    | STIS-M  | >15.91                 | >6.04                    | >1.31             |
| SK-66 19 | 21.87±0.07        | SiII    | STIS-M  | 13.72±0.12             | 3.86±0.13                | -0.46±0.13        |
| SK-68 73 | 21.68±0.02        | CuII    | STIS-M  | 13.67±0.03             | 3.90±0.03                | -1.38±0.03        |
| SK-68 73 | 21.68±0.02        | CuII    | STIS-H  | 12.74±0.14             | 3.06±0.14                | -0.73±0.14        |
| SK-68 73 | 21.68±0.02        | FeII    | STIS-M  | 15.32±0.02             | 5.04±0.03                | -1.68±0.03        |
| SK-68 73 | 21.68±0.02        | MgII    | COS-M   | 16.49±0.14             | 6.81±0.14                | -0.45±0.14        |
| SK-68 73 | 21.68±0.02        | NiII    | COS-M   | 14.07±0.04             | 4.30±0.04                | -1.54±0.04        |
| SK-68 73 | 21.68±0.02        | OII     | STIS-H  | 18.02±0.13             | 8.34±0.13                | -0.16±0.13        |
| SK-68 73 | 21.68±0.02        | SH      | STIS-M  | >15.92                 | >6.24                    | >0.89             |
| SK-68 73 | 21.68±0.02        | SiII    | STIS-M  | >15.92                 | >6.24                    | >1.11             |
| SK-68 73 | 21.68±0.02        | TiII    | STIS-M  | 12.52±0.03             | 2.84±0.04                | -1.92±0.04        |
| SK-68 73 | 21.68±0.02        | ZnII    | STIS-M  | 13.71±0.12             | 4.03±0.13                | -0.28±0.15        |

**Note.** — This entirety of this table is available online in machine-readable format.

*a* The statistical uncertainty is listed here. Systematic errors on the depletions due to uncertainties on the photospheric abundances are not included, because they do not affect the relative trends examined here (e.g., environmental parameters). An estimate of these systematic errors can be found in Table 4 of Tchernyshyov et al. (2015).
the METAL sample of sight-lines, the C II λ1334 Å line is always strongly saturated, and the λ2325 Å line is too weak to be detected. Instead, we estimate the gas-phase C II column density with the following procedure. First, we scale the hydrogen column density $N(H)$ for each sight-line by the carbon abundance in the LMC $(12 + \log(O/H) = 7.94$, see Table 2), and obtain an estimate of the total carbon column density in the ISM (gas + dust). Second, we compute the carbon depletion corresponding to the measured iron depletion for each sight-line, using the coefficients presented in Jenkins (2009). We applied this depletion value to the total carbon column density, thus yielding an estimate of the gas-phase carbon column density for each sight-line. Since the C I column density for the range of hydrogen column densities probed by the METAL sight-lines is negligible compared to the C II column density, we can then estimate $N(C\ I)_{\text{tot}}/N(C\ II) \approx N(C\ I)_{\text{tot}}/N(C)$. Other ways to estimate $N(C\ II)$ from the measured S II and Mg II column densities are examined in Appendix A, but yield very similar results to the method used here. Furthermore, $N(H)$ is measured for all targets, unlike $N(Mg\ II)$ and $N(S\ II)$, giving this approach a fundamental advantage.

In most cases, the $H_2$ rotational temperature $T_{1/2}$ was reported in Welty et al. (2012). When this was not the case, we assumed the median value of the Welty et al. (2012) sample, or 80 K. For Sk-66 172, the iterative computation of density and radiation field from C I and C II line ratios diverges with the $H_2$ $T_{1/2}$ rotational temperature given in Welty et al. (2012) ($41^{°}_{140}$ K) input to the model as the kinetic temperature. The closest temperatures for which the models converge is 110 K, which are well within the error bars of the temperature estimation.

We propagate the errors on $f_1$ and $f_2$ on the density and radiation field intensity determination, we use a Monte-Carlo approach. We draw sample of $(f_1, f_2)$ within Gaussian distributions of standard deviation equal to the 1σ error on $f_1$ and $f_2$, and repeat the procedure to compute $N(H)$ and $I/I_0$ for each draw. The error on these parameters is then taken as the standard deviation of the resulting distributions. The errors on $N(H)$ and $I/I_0$ are reported in Table 6.

We have explored the systematic effect of assuming a different $(P_{12}^{hp}, P_{23}^{hp})$ location for the high-pressure component on the resulting density derivations. Given the geometrical set-up of the approach, the density of the
Fig. 7.— Example of profile fitting of the C I band system in the COS spectrum of BI 184. The left panel shows the spectrum near the lines of interest (scaled by a constant), and different realizations of the continuum (gray) and absorption (orange) models sampling the posterior probability density functions shown in the right panel.

Fig. 8.— Distribution of line ratios \( f_2 = N(C I^{**})/N(C I)_{tot} \) versus \( f_1 = N(C I^*)/N(C I)_{tot} \) for the sight-lines in the METAL program. The model tracks for the low pressure gas are computed for several temperatures indicated in the legend, and the logarithm of the densities along the tracks are indicated on the figure.

The low-pressure component is very weakly dependent on \( f_2^{hp} \) (only \( g_{low} \) would change in this case). Given a displacement \( \Delta f_1^{hp} \) of the assumed location of the high-pressure component, and using the Thales theorem, \( \Delta f_1^{hp} = g_{high}/g_{low} \Delta f_1^{hp} = (1-g_{low})/g_{low} \Delta f_1^{hp} \). For all our targets, \( g_{low} < 0.5 \), and thus, \( \Delta f_1^{lp} < \Delta f_1^{hp} \). Furthermore, the location of the high-pressure component cannot slide too far off the high-density end of the model tracks. The fiducial value we assume, \( (f_1^{hp}, f_2^{hp}) = (0.38, 0.49) \) (as in Jenkins & Tripp 2011), corresponds to \( n(H) \sim 10^4 \) cm\(^{-3} \) and \( T \sim 250 \) K as seen in the gray model tracks in Figure 8. The model for densities \( > 10^5 \) cm\(^{-3} \) all converge around the left-most point at \( n(H) = 10^5 \) cm\(^{-3} \),
located at \((f_1, f_2) = (0.36, 0.51)\). For lower temperature models, the extremity of the model tracks would lie on top of the \(10^9 \text{ cm}^{-3}\) point as well. For \(T \sim 100 \text{ K}\), this means the high-pressure point is at \((0.39, 0.46)\). Thus, for a reasonable temperature, the high-pressure component is constrained between \(f_1 = 0.36\) and 0.39, meaning only a maximum displacement of \(\Delta f_1^\text{hp} = 0.03\) is possible. Given the high ratio of \(\delta n_\text{low} / \delta n_\text{high}\), this implies that the effects of moving the location of the high-pressure point within reasonable model bounds has a negligible effect on the outcome. We have verified this numerically by recomputing densities using \((f_1^\text{hp}, f_2^\text{hp}) = (0.36, 0.51)\) and \((0.39, 0.46)\) and found that the resulting differences in density determinations were typically lower than the \(1\sigma\) statistical error on \(n(\text{H})\).

Finally, we note that C I toward 3 of the sight-lines (SK-70 115, SK-68 73, and SK-67 5) was previously analyzed by Welty et al. (2016). Our measurements of \(N(C)\) at \(f_1\) and \(f_2\) are in reasonable agreement with those in Welty et al. (2016). For SK-67 5, the values compare as follows: \(N(C)\) at \(f_1 = 17.35 \pm 0.03\) (W16) vs \(13.86 \pm 0.01\); \(f_2 = 0.28 \pm 0.06\) (W16) vs \(0.29 \pm 0.01\); \(f_2 = 0.00 \pm 0.03\) (W16) vs \(0.10 \pm 0.01\). For SK-67 3, the comparison yields: \(N(C)\) at \(f_1 = 14.29 \pm 0.03\) (W16) vs \(14.49 \pm 0.02\); \(f_1 = 0.45 \pm 0.06\) (W16) vs \(0.40 \pm 0.01\); \(f_2 = 0.27 \pm 0.04\) (W16) vs \(0.23 \pm 0.01\). Finally, for SK-70 115, we have \(N(C)\) at \(f_1 = 13.73 \pm 0.03\) (W16) vs \(13.86 \pm 0.01\); \(f_1 = 0.36 \pm 0.06\) (W16) vs \(0.42 \pm 0.01\); \(f_2 = 0.16 \pm 0.02\) (W16) vs \(0.14 \pm 0.01\). Thus, the column densities of C I differ beyond the uncertainties, but not by a large amount, while the \(f_1\) and \(f_2\) values, which are the driving parameters in the density derivation, are within \(1\sigma\). There are differences in the assumptions for the estimation of \(N(C)\), and possibly in the modeling of the C I line ratios, leading to differences in the output parameters. We derive \(n(\text{H}) = 101 \pm 6, 268 \pm 44,\) and \(310 \pm 25 \text{ cm}^{-3}\) for the 3 sight-lines while W16 obtain \(n(\text{H}) = 119, 1919,\) and \(212 \text{ cm}^{-3}\) (no uncertainties reported). Densities for SK-67 5 and SK-70 116 are roughly consistent within our uncertainties between the two studies, but densities toward SK-68 73 differ by a large factor (beyond our uncertainties, but not necessarily beyond the W16 uncertainties, which are not reported). This is due to the location of SK-68 73 in the \((f_1, f_2)\) diagram, near the curve where change of 5% in \(f_1\) can lead to a large change in density. More generally, this difference indicates densities derived from C I integrated along the entire line-of-sight may not be physically meaningful when the physical conditions show drastic changes from one component to the next. Finally, for the radiation fields, we find \(I/\lambda_0 = 2.3 \pm 1.3, 6.7 \pm 4.7,\) \(8.1 \pm 3.3,\) while W16 report \(2.4, 5.7, 4.5\) (no uncertainties reported). The two sets of measurements are within the uncertainties reported here.

5. THE CORRELATION OF DEPLETIONS BETWEEN DIFFERENT ELEMENTS

As pointed out by Jenkins (2009) in the Milky Way, depletions for different elements correlate well with each other, indicating that the depletion process is a collective one. We investigate these correlations in the LMC using the METAL data in Figure 10. As expected, we also find tight correlations between the depletions of different elements and that of iron. Following Jenkins (2009) and Jenkins & Wallerstein (2017), we fit those correlations with linear functions of the form

\[ \delta(X) = a(X) (\delta(\text{Fe}) - z(X)) + b(X) \]

where \(a(x)\) and \(b(x)\) (slope and intercept of the relation between depletions of element X and Fe depletions) are fitted for, and where

\[ z(X) = \frac{\sum \delta(\text{Fe})}{\sigma(\delta(X))^2} \]

Here \(\sigma(\delta(X))\) is the error on \(\delta(X)\). Introducing the zero-point reference \(z(X)\) in \(\delta(\text{Fe})\) has the benefit to reduce the covariance between the formal fitting errors in \(a(X)\) and \(b(X)\) to near zero, as explained in Jenkins (2009). The resulting parameters and their uncertainties are listed in Table 7, where we also list the p-value and correlation coefficients for this relation for each element. The correlation coefficients can be artificially enhanced by the covariant errors on \(\delta(\text{Fe})\) and \(\delta(X)\), through common errors on \(n(\text{H})\). We account for this following the method described in Jenkins et al. (1986). The "corrected" correlation coefficient is also listed in Table 7. Accounting for covariant errors only marginally reduces the correlation coefficient, which is >0.8 for all elements but Zn.

As previously observed in the Milky Way (Savage & Sembach 1996, Jenkins 2009, Ritchey et al. 2018), the slope of the relation between the depletion of an element and that of iron steepens with increasing condensation temperature. Similarly, the depletion level (the absolute value of the depletion value, i.e. of how depleted the gas phase metals are) increases with increasing condensation temperature. This can be seen in Figure 11 which shows the slope of the \(\delta(X) - \delta(\text{Fe})\) relation as a function of condensation temperature of element X, and the zero-point of this relation (at \(\delta(\text{Fe}) = -1.5\)). The 50% condensation temperatures, listed in Table 8, are taken from Lodders (2003). The original premise for the relation between depletion and condensation temperatures was in the context of grains being produced in outflows from stars (Field 1974). Nevertheless, such a relation is expected in the context of grain formation and destruction in the ISM owing to the correlation between condensation temperature and the strengths of chemical bonds.

Zn and Magnesium are the most volatile elements. They deplete at a rate roughly half that of iron and have depletion levels about 10 times smaller than iron. Si, Cr, Cu, Ni, and Ti deplete at a similar rate (slope 0.8-1.2), but only the depletion levels of Cr, Ni, Ti reach that of Fe, with Si and Cu being about 5 and 10 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively. S and Zn, which are commonly assumed to suffer little to no depletion, actually present significant depletions. S is 7 times less depleted than Fe, respectively.
of the universe through QSO absorption spectroscopy of damped Lyman-α systems (DLAs), in which S and Zn are often used as metallicity tracers.

Given the tight correlations between depletions of different elements, Jenkins (2009) introduced the parameter $F_*$ to describe the collective advancement of the depletions process in the Milky Way. The depletion levels of element X is then modeled by a linear relation with $F_*$, of the form $\delta(X) = A_X \times (F_* - z_X) + B_X$. $F_* = 0$ corresponds to the most lightly depleted sight-lines in the Milky Way with log N(H) > 19.5 cm$^{-2}$, where ionization corrections are negligible, and $F_* = 1$ corresponds to the well studied heavily depleted velocity component toward ζ Oph. Since the $F_*$ scale is tied to the particular sight-lines used to anchor the $F_* = 0$ and 1 extremes, a comparison of depletion patterns using the $F_*$ parameter in other galaxies requires one to use the same normalizations for $F_*$. Therefore, similar to the computation of $F_*$ in SMC by Jenkins & Wallerstein (2017), the $F_*$ parameter in the LMC is given by:

$$F_*(LMC) = \frac{\delta(Fe) - B_{Fe}}{A_{Fe}} + z_{Fe}$$

where $A_{Fe} = -1.285$, $B_{Fe} = -1.513$, and $z_{Fe} = 0.437$ are the coefficients of the linear relation between $\delta(Fe)$ and $F_*$ in the Milky Way given in Table 4 of Jenkins (2009). Thus, $F_*$ in galaxies other than the Milky Way corresponds to a scaling of iron depletions, which makes it easier to compare depletion patterns to those in the Milky Way. The top axis of Figure 10 shows the $F_*$ scale in the LMC. Iron was chosen as a proxy for $F_*$ due to its abundance of spectral lines of different oscillator strengths, allowing straight-forward measurements of column densities, abundances, and depletions (all METAL sight-lines have an iron depletion determination).

6. VARIATIONS OF DEPLETIONS WITH LOCAL ENVIRONMENT

In this Section, we explore the environmental parameters driving variations of the interstellar depletions and subsequently dust-to-metal ratio within the LMC. Thanks to the tight correlation between depletions of iron and other elements, we can explore the variations of depletions as a function of environment using iron as a representative element. We examine the correlations between iron depletions and hydrogen column density (N(H)), H$_2$ fraction (f(H$_2$)), hydrogen volume density (n(H)), radiation field intensity (I/I$_0$), and distance from various landmarks in the LMC, in particular to its center, located about 1 kpc West of the 30 Dor massive star-forming region.

6.1. Multi-linear regression of iron depletions versus local environment parameters

In order to determine which environmental parameters amongst N(H), n(H), I/I$_0$, f(H$_2$) drive the variations of depletions and dust-to-metal ratio, we first perform a multi-linear regression of the iron depletions ($\delta(Fe)$) as a function of combinations of 3 of these parameters. We cannot perform a robust multi-linear regression analysis on more parameters in one instance with only 32 measurements. The covariance of errors in the depletions (recall $\delta(X) \propto N(X)/N(H)$) with N(H) and f(H$_2$) can strengthen or weaken the inferred correlation between parameters. To account for this, we use the minimix.err IDL package developed by Kelly (2007), which uses a Bayesian approach to multi-linear regression, accounting for errors and covariances between dependent and independent variables.

We explore the multi-linear correlations between $\delta(Fe)$ and log N(H), f(H$_2$) and n(H) in Figure 12 which shows the distributions of the slopes of the iron depletions versus each parameter, $\alpha_{log N(H)}(Fe)$, $\alpha_{log f(H_2)}(Fe)$, and $\alpha_{log n(H)}(Fe)$, such that:

$$\delta(Fe) = \alpha_{log N(H)}(Fe) \log N(H) + \alpha_{log f(H_2)}(Fe) \log f(H_2) + \alpha_{log n(H)}(Fe) \log n(H) + \beta(Fe)$$

We find $\alpha_{log N(H)}(Fe) = -0.74 \pm 0.18$, $\alpha_{log f(H_2)}(Fe) = 0.01 \pm 0.04$, and $\alpha_{log n(H)}(Fe) = -0.14 \pm 0.12$. In other words, the clearest and strongest anti-correlation of depletions with environment occurs with hydrogen column density. We find no correlation with the fraction of molecular gas $f(H_2)$ in the regime probed by the METAL sight-lines (3×10$^{-7}$ − 0.62 with a median value of 0.03). There is a secondary marginal anti-correlation with hydrogen volume density, as traced by the C I gas. In theory, one would expect a strong correlation between depletions and volume density, because dust growth timescales are inversely proportional to density. However, since C II is the dominant form of carbon in the neutral translucent ISM probed by this spectroscopic program, the C I gas may represent a small mass and volume fraction of the gas traced by our sight-lines, and thus the density in the C I gas may not be representative of the mean density along the line of sight, traced by other metals and H1. Rather, since we are viewing the LMC nearly face on, variations in the path length are effectively driven by any changes in the scale height of the gas perpendicular to the plane of the LMC. The magnitudes of such variations are probably small compared to the variability of N(H) in our sample. Hence, N(H) should be a good proxy for the average n(H) over the entire line of sight to a star embedded near the plane of the LMC, explaining the resulting strong correlation with depletions.

In Figure 13 we perform a multi-linear regression with the combination of log N(H), log f(H$_2$), and I/I$_0$. In this case, we find $\alpha_{log N(H)}(Fe) = -0.74 \pm 0.19$, $\alpha_{log f(H_2)}(Fe) = 0.00 \pm 0.04$, and $\alpha_{log I/I_0}(Fe) = -0.05 \pm 0.12$. We therefore conclude that there is no correlation between depletions and radiation field intensity or H$_2$ fraction, at least in the parameter space probed by the METAL survey. We note however, that the radiation field probed by the C I gas, as for the density, may not be representative of the radiation field illuminating the gas along the entire line of sight, since the C I gas is associated with a small fraction of the H1.

6.2. Depletions vs hydrogen column density

Because timescales for accretion of gas-phase metals onto dust grains become shorter as density increases (Asano et al. 2013; Zhukovska et al. 2016), it is expected that the fraction of metals in the gas (i.e., depletion)
Fig. 10.— Depletions (log fraction in the gas-phase) for Si, Mg, Ni, Cu, S, Zn, Ti, Cr, as a function of iron depletions ($\delta(Fe)$). Measurements made with COS at slightly lower resolution are outlined in magenta. The fits of the depletions are shown by the gray lines, the transparency of which is equal to the square-root of the probability of a given fit.

| TABLE 7 |
|---|
| Fits of depletions vs iron depletion $\delta(Fe)$ |
| Elements | $a_X$ | $\sigma(a_X)$ | $b_X$ | $\sigma(b_X)^a$ | $z_X$ | $r^b$ | $r_c^c$ | $p$-value | STD$^d$ |
| Si | 0.871 | 0.093 | -0.68 | 0.030 | -1.27 | 0.85 | 0.80 | 2.56e-07 | 0.11 |
| Ni | 1.006 | 0.059 | -1.26 | 0.017 | -1.38 | 0.98 | 0.98 | 3.84e-21 | 0.04 |
| Mg | 0.472 | 0.087 | -0.50 | 0.024 | -1.47 | 0.74 | 0.72 | 1.07e-05 | 0.08 |
| Cu | 0.900 | 0.330 | -0.64 | 0.049 | -1.37 | 0.88 | 0.87 | 3.46e-09 | 0.09 |
| Cr | 0.925 | 0.061 | -1.13 | 0.016 | -1.42 | 0.87 | 0.86 | 3.46e-09 | 0.09 |
| Zn | 0.567 | 0.056 | -0.36 | 0.015 | -1.41 | 0.66 | 0.56 | 5.90e-05 | 0.10 |
| S | 0.891 | 0.075 | -0.31 | 0.025 | -1.13 | 0.93 | 0.91 | 3.90e-08 | 0.08 |
| Ti | 1.156 | 0.120 | -1.63 | 0.023 | -1.46 | 0.99 | 0.99 | 2.08e-07 | 0.07 |

$^a$ Systematic errors on $b_X$ due to uncertainties on the photospheric abundances are not included, because they do not affect the relative trends examined here (e.g., environmental parameters). An estimate of these systematic errors can be found in Table 4 of Tchernyshyov et al. (2015).

$^b$ Correlation coefficient

$^c$ Correlation coefficient corrected for covariant errors (through the log N(H) dependence of $\delta(Fe)$ and $\delta(X)$) following Jenkins et al. (Appendix B of 1986)

$^d$ Standard deviation of the measurements about the fit

decreases with increasing hydrogen column density or volume density (they are related). Section 6.1 demonstrates that the strongest correlation between depletions and environment is with hydrogen column density, even accounting for the covariance between depletions and log N(H). Such a trend has also been observed in the Milky Way (Wakker & Mathis 2000; Jenkins 2009) for the full suite of the major components of the ISM, and Magellanic Clouds (Tchernyshyov et al. 2015; Roman-Duval et al. 2019), albeit for a limited range of elements.

Here, we quantify the correlation between depletions and log N(H) for all elements probed by the METAL spectra. In Figure 14, the depletions toward the 32 METAL sight-lines in the LMC decrease with increasing hydrogen column density for all elements probed by the survey: Si, Fe, Mg, O, Ni, Cu, S, Zn, and Cr. The Ti depletions are taken from Welty & Crowther (2010), an optical spectroscopic study of a large number of LMC sight-lines. We fit the relation between elemental depletions and log N(H) taking into account the errors in log N(H) and depletions, and using a linear function of the form:
seen in Figure 14 are reflected in the $r$ values, which range from $-0.99$ to $-0.40$, with high significance ($p < 3.6 \times 10^{-2}$).

6.3. What other parameter(s) drives depletion variations?

While hydrogen column density appears to be a main driver of the depletion levels, and depletions do not appear to correlate with volume density, radiation field intensity, or $H_2$ fraction, the residuals of the $\delta(X) - \log N(H)$ for different elements $X$ correlate strongly with each other, as seen in Figure 13. This indicates a physical origin for these residuals and subsequently a secondary correlation with another parameter other than volume density, $H_2$ fraction, or radiation field intensity. We note that the residuals of the $\delta(X) - \log N(H)$ correlation could also be caused by variations of similar magnitude of the true total metallicity of the ISM (gas + dust).

We investigated possible correlations of these residuals with tracers of interstellar shocks, star-formation and feedback, such as the distance to the closest supernova (SN) remnant (Temim et al. 2015), the Ho surface brightness from the SHASSA survey at 1¹′ (15 pc) resolution (Ganustad et al. [2001]), 24 µm surface brightness in the SAGE Spitzer survey of the LMC (Meixner et al. [2006]) at 6¹″ resolution (1.5 pc)), and the dust temperature at 36¹″ (10 pc) resolution (Gordon et al. [2014]). We found no correlation between the residuals of the $\delta(X) - \log N(H)$ correlation and any of these parameters.

Ultimately, we uncovered a significant correlation between the residuals of the $\delta(X) - \log N(H)$ correlation and distance to the center of the LMC, located at RA = 82.25⁰ and DEC = −69.5⁰, about 1 kpc to the West of 30 Doradus. The relation is shown in Figure 16 for iron. The correlation coefficient is $-0.3$ with a p-value of 0.1, indicating a weak correlation. Similar values were found for other elements, such as nickel and silicon. Given this newly discovered dependence, and the marginal correlation with volume density discussed in Section 6.1, we ran the multi-linear regression on hydrogen column density, volume density, and distance to the LMC center, shown in Figure 17. Once the most significant dependencies are included, the correlations tighten-up, and we finally find $\alpha_{\log N(H)}(\text{Fe}) = -0.82 \pm 0.15$, $\alpha_{\log n(H)}(\text{Fe}) = -0.13 \pm 0.11$, and $\alpha_{\text{decenter}}(\text{Fe}) = -0.10 \pm 0.04$.

Having determined that the drivers of depletion variations are hydrogen column density, hydrogen volume density (marginal correlation), and distance to the LMC center, we then compute the slopes $\alpha_{\log N(H)}(X)$, $\alpha_{\log n(H)}(X)$, $\alpha_{\text{decenter}}(X)$ for all elements $X$, as well as the intercept of the multilinear correlation, $\beta$. The results are listed in Table 10. All elements exhibit similar anti-correlations between their depletions, the hydrogen volume density, and the distance to the LMC center.

The anti-correlations between depletions, hydrogen column density and volume density are expected if metals accrete onto dust grains in the ISM, since the timescale for accretion is inversely proportional to density (and subsequently column density). The anti-correlation with distance to the LMC center is a relatively surprising finding, which could result from two effects. The first is a possible metallicity gradient. We assume constant total
abundances for the ISM based on the lack of observed gradient in > 1 Gyr old stars (e.g., Cioni 2009 and references therein) and H ii regions (Toribio San Cipriano et al. 2017 and references therein). If a metallicity gradient did exist in young (a few tens of million years old) stars, it would give the appearance of a gradient in the depletions, as observed here. The second effect possibly causing the observed negative radial gradient in depletions is dust processing (formation and destruction). In this case, metals are less depleted from the gas-phase near the LMC center and 30 Dor, and more depleted into dust grains away from 30 Dor.

To get more insight into which effect might be at play, we map out the residuals of the main trend between iron depletions and hydrogen column density relative to the LMC gas disk in Figure 18. There is a clear gradient in gas-phase metallicity (and/or depletions) from East to West. Sight-lines on the East (left) side of the LMC center, along the H i filament associated with the South-East H i overdensity (Nidever et al. 2008; Mastropietro et al. 2009), have positive residuals up to +0.3 dex, i.e., higher gas-phase metallicities for their H i column den-
\[ \alpha_{\log N(H)} = -0.64^{+0.20}_{-0.20} \]

\[ \alpha_{\log f(H_2)} = 0.00^{+0.04}_{-0.04} \]

\[ \alpha_{\log f(H_2)} = 0.00^{+0.04}_{-0.04} \]

\[ \alpha_{I/I_0} = -0.01^{+0.01}_{-0.01} \]

Fig. 13.— Distributions of the slopes of the iron depletions versus the logarithm of the hydrogen column density, \( \alpha_{\log N(H)}(\text{Fe}) \), the logarithm of the \( H_2 \) fraction, \( \alpha_{f(H_2)}(\text{Fe}) \), and the radiation field intensity, \( \alpha_{I/I_0}(\text{Fe}) \), such that \( \delta(\text{Fe}) = \alpha_{\log N(H)}(\text{Fe}) \log N(H) + \alpha_{f(H_2)}(\text{Fe}) f(H_2) + \alpha_{I/I_0}(\text{Fe}) I/I_0 + \beta(\text{Fe}) \)

Stars and \( \text{H} \text{\textsc{ii}} \) regions in the LMC do no exhibit a similar pattern in metallicity variations. While a shallow \((-0.047\pm0.003 \text{ dex kpc}^{-1})\) radial metallicity gradient, similar to the one we derive, is observed in 1-2 Gyr old AGB stars (Cioni 2009 and references therein). The metallicity gradient for red giants in clusters in the disk is also negligible (Grocholski et al. 2006a,b). Furthermore, abundances in \( \text{H} \text{\textsc{ii}} \) regions show either a mild, not statistically significant gradient \((-0.03 \text{ dex kpc}^{-1})\) or no gradient at all (Toribio San Cipriano et al. 2017), albeit with sparse samples (\( \text{II} \) and \( \text{TH} \text{\textsc{ii}} \) regions respectively). Similarly, measurements in OB stars in N11 and NGC 2004 (Trundle et al. 2007), as well as 30 Doradus (Markova et al. 2020) show very similar abundances, within errors.

On the other hand, one could argue that the increased turbulence and feedback from active star-formation on the East side of the LMC, compressed as a result of the...
collision with the SMC (Tsuge et al. 2019), might result in increased dust destruction rates returning metals to the gas-phase faster than in the quiescent, trailing West side of the LMC. This would result in a gas-phase metallicity gradient, with the East side being more metal rich than the West side, while the total metallicity of the LMC remains uniform. This would be consistent with the finding reported in Tsuge et al. (2019) that the gas-to-dust ratio is 30% higher on the East side than the West side of the LMC. While Tsuge et al. (2019) interpret this result as an indication that the East side is more metal poor as a result of the mixing with the lower metallicity SMC gas, the observed reduced dust abundance on the East side might actually result from dust processing. The gas-phase metal enhancement observed in this study on the East side compared to the West side of the LMC would be a direct consequence from metals being returned from the dust to the gas-phase as a result of this increased large-scale shock-induced dust processing.

Metallicity gradient or variations in dust processing? The jury is still out. Given the sparse spatial coverage of H II regions and OB stars on the face of the LMC, it is possible that metallicity variations such as those shown in Figure 18 might have been missed. Stellar abundances in the 100+ LMC young massive stars from the ULYSES HST Director’s discretionary program will provide an essential dataset to test whether the metallicity of stars formed out of the ISM in the last few million years exhibits spatial variations similar to the ones observed in the neutral gas.

If we are indeed looking at East-West variations in the metallicity of the ISM (dust and gas), models accounting for the dynamical interaction between the LMC, SMC, and the MW halo in their predictions for the star-formation history and chemical enrichment of the LMC will be required. A possible (albeit admittedly highly
7. GAS-TO-DUST RATIO FROM DEPLETIONS AND VARIATIONS WITH HYDROGEN COLUMN DENSITY

With depletion measurements in hand, we can estimate how the dust-to-gas ratio (D/H) varies with environment in the LMC. Note that we do not include the contribution of helium here, which would increase the gas mass by 36% from the hydrogen mass (G/D = 1.36 H/D). Since the depletions correlate in the strongest way with hydrogen column density, we focus here on the variations of D/H with N(H). The dust-to-gas ratio, given by Equation 8 can be obtained from the fractions of each element in the gas (10^{δ(X)}) and dust (1 - 10^{δ(X)}) phases.

$$D/H = \sum_X \left(1 - 10^{δ(X)}\right) A(X)W(X)$$  \hspace{1cm} (8)$$

where A(X) is the abundance of element X given in Table 2 and W(X) is the atomic weight of element X.

The METAL survey provided interstellar depletions for Mg, Si, S, Fe, Ni, Cr, Cu, Zn, with Ti from Welty & Crowther (2010). METAL only yielded 4 measurements of oxygen depletions, which are not sufficient to constrain variations with column density. The carbon Λ1334 is heavily saturated, and the very weak Λ2325 line is not detected in any of the METAL sight-lines. Carbon and oxygen are the two most abundant metals in the ISM, and hence the largest reservoir of metals for dust growth is not included in our accounting of elements in the gas and dust phases. To circumvent this limitation...
in our estimation of D/H as a function of hydrogen column density, we assume that the depletions of C and O as a function of iron depletions behave similarly to those in the Milky Way, where the weak C and O lines are detected and interstellar depletions can be measured. Figure 3 of Jenkins & Wallerstein (2017) shows that the relation between iron depletions and those of other elements probed by METAL only very weakly vary between the MW and SMC, so this is the best assumption we can make given the data we have for C and O at the intermediate metallicity of the LMC. Nonetheless, we make a note of caution that a deficiency of carbon relative to other elements in the LMC (log C/O = −0.56 in the LMC vs −0.30 in the MW, and −0.62 in the SMC) may potentially affect the rate of carbon depletions compared to those of other elements. Indeed, we know that the fraction of carbonaceous dust and polycyclic aromatic hydrocarbons (PAH) is different between the MW, LMC, and SMC, possibly due to the different chemical affinities of dust compounds induced by the lower carbon abundances in the Magellanic Clouds compared to the MW.

Knowing the iron depletions for all our sight-lines, we
Fig. 18.— Map of the H\textsc{i} column density in the LMC derived from 21 cm emission ([Kim et al. 2003]), with the METAL sight-lines overlaid. Cyan and magenta circles correspond to sight-lines with negative and positive residuals from the main relation between iron depletions and hydrogen column density, respectively. The size of the circles is proportional to the absolute value of the residuals. The blue and red (very small) circles similarly scale with the depletion measurement error, which is negligible compared to the magnitude of the residuals for all sight-lines except Sk-69 104. There is a clear East-West split in the gas-phase abundances and depletions, with sight-lines along the South-East over-dense H\textsc{i} filament ([Mastropietro et al. 2009]) having enhanced gas-phase metallicities (up to +0.3 dex), and sight-lines on the West side of the LMC center having depressed metallicities (up to −0.5 dex).

### TABLE 10

**Multilinear regressions results for depletions as a function of hydrogen column density, hydrogen volume density, and distance to the LMC center**

| Elements | # measurements | \( \alpha_{\log N(H)} \) | \( \alpha_{\log n(H)} \) | \( \alpha_{d(\text{center})} \) | \( \beta \) |
|----------|----------------|--------------------------|--------------------------|--------------------------|-----------------|
| Fe       | 32             | -0.89±0.15               | -0.13±0.11               | -10.10±0.04              | 16.45±3.30      |
| Si       | 23             | -0.74±0.25               | -0.45±0.18               | -0.08±0.07               | 15.94±3.41      |
| Mg       | 27             | -0.34±0.13               | -0.09±0.08               | -0.07±0.03               | 7.08±0.71       |
| Ni       | 30             | -0.83±0.16               | 0.06±0.12                | -0.10±0.04               | 16.38±3.50      |
| S        | 18             | -1.35±0.22               | -0.10±0.22               | -13.10±0.10              | 29.19±2.40      |
| Zn       | 31             | -0.43±0.13               | -0.26±0.09               | -0.05±0.03               | 9.24±0.80       |
| Ti       | 10             | -1.32±0.13               | 0.09±0.09                | -0.22±0.12               | 27.00±0.55      |
| Cr       | 27             | -0.62±0.19               | -0.10±0.12               | -0.06±0.05               | 12.45±0.04      |
Fig. 19.— (Top) Dust-to-gas ratio (D/H), obtained from the collection of depletions measured by the METAL program, as a function of the logarithm of the hydrogen column density, N(H) (orange points and red lines). The orange points are measurements for each sight-line, while the red lines, the transparency of which scales with the posterior probability of the realization, were obtained from the fits of the individual depletions with log N(H). For comparison, the D/H measured from FIR, 21 cm, and CO 1-0 in Roman-Duval et al. (2017) is shown in black. (Bottom) Contributions of different elements X to D/H.
apply the known MW relation between δ(C) or δ(O) and δ(Fe) (Jenkins 2009) and obtain an estimate of δ(C) and δ(O) for each sight-line. We then compute the D/H according to Equation 8 for each sight-line. The resulting dust-to-gas ratio values are plotted in the top panel of Figure 19 as orange points.

In addition, we perform the same type of estimate of D/H for each N(H) in a grid of column densities covering the observed range (log N(H) = 20−22 cm$^{-2}$). We determine the depletion of Fe, δ(Fe)$_{\text{LMC}}$, corresponding to this value of N(H) from Equation 6 and its best-fit coefficients in Table 9 ($a_{\text{Fe}}(F_{\text{LMC}})$, $b_{\text{Fe}}(F_{\text{LMC}})$, and $z_{\text{Fe}}(F_{\text{LMC}})$). We then use the fitted relations between depletions of different elements, δ(X)$_{\text{LMC}}$ and that of iron, described by Equation 4 and its best-fit coefficients listed in Table 7 ($a(X)_{\text{LMC}}$, $b(X)_{\text{LMC}}$, $c(X)_{\text{LMC}}$, $a(C,O)_{\text{LMC}}$, $b(C,O)_{\text{LMC}}$) within their uncertainties. In Figure 19 the uncertainties on the D/H measurements for each sight-line are shown as orange error bars, while the fitted trend of D/H vs N(H) for each realization has a color proportional to its posterior probability.

D/H in the LMC increases by a factor 4 between log N(H) = 20 and 22 cm$^{-2}$, from D/H = 0.004 (H/D = 1000) to D/H = 0.0044 (H/D = 250). This magnitude of variation is similar to findings by Tchernyshyov et al. (2015) in the LMC and SMC based on a more limited sample of depletions.

For comparison, Roman-Duval et al. (2017) found from FIR and H I 21 cm emission that G/D decreases from 1500 (H/D = 1100) at $\Sigma_g = 9 M_{\odot}$ pc$^{-2}$, corresponding to log N(H) = 8×10^{20} cm$^{-2}$, to 500 (H/D = 370) at $\Sigma_g = 100 M_{\odot}$ pc$^{-2}$ (log N(H) = 10^{22} cm$^{-2}$) (black points in Figure 19), albeit with large systematic uncertainties inherent to the lack of constraints on the FIR dust emissivity and the CO-to-H$_2$ conversion factor. Figure 19 shows that the slope of the relation between log N(H) and D/H is consistent between the FIR and UV-spectroscopy based depletions, but the zero-point of the FIR-based trend lies a factor of 2 lower than the depletion-based trend. Two possible effects could explain this difference.

First, as pointed out earlier in this paper, and also by author studies (e.g., Roman-Duval et al. 2014; Clark et al. 2019), the dust FIR opacity is degenerate with dust surface density: even if the dust temperature is known from fitting the FIR SED, the FIR surface brightness at a given wavelength is still proportional to the product of opacity and dust surface density (see, e.g., Equation 7 of Gordon et al. 2014). Furthermore, the dust opacity can vary significantly with environment (e.g. Stepnik et al. 2003; Köhler et al. 2012; Demyk et al. 2017). A factor of 2 systematic uncertainty on FIR opacity, and therefore on dust surface densities derived from FIR maps, would not be surprising at all. It is therefore possible that the offset seen in Figure 19 between the D/H derived from depletions and FIR maps is simply due to an uncertain assumption on the FIR opacity.

Second, the geometrical set-up is fundamentally different between pencil-beam UV spectroscopy toward massive stars randomly distributed in the dust disk and FIR observations in a 10-15 pc beam probing the interstellar dust through the entire depth of the disk. Already, a comparison of H I column densities derived from fitting the damping wings of the Ly-α line at 1216 Å toward massive stars and those derived from 1’ resolution (15 pc) 21 cm observation yield vastly different column densities. To evaluate the magnitude of these geometric effects on the D/H vs N(H) trends, we used a prototypical hydrodynamic simulation from Federrath et al. (2010) to create a simple toy model. We scale the 256 pixel box to a mean density of 20 cm$^{-3}$, and assume that a pixel in gas density cube is 0.2 pc wide. Following the chemical evolution model by Asano et al. (2013), we furthermore assume that the G/D is given by G/D = (G/D)$_0$ with $f_0/f_{\text{dust}}$, where $f_0$ is the fraction of metals locked in dust at (G/D)$_0$ (we assume $f_0 = 0.15$ and (G/D)$_0 = 1200$ in the LMC), and $f_{\text{dust}}$ is given by Equations 16 of Roman-Duval et al. (2017), repeated here for clarity:

$$f_{\text{dust}} = f_0 \frac{\exp \left(\frac{t}{\tau_{\text{sec}}}\right)}{1 - f_0 + f_0 \exp \left(\frac{t}{\tau_{\text{sec}}}\right)}$$

(9)

and

$$\left(\frac{\tau_{\text{sec}}}{\text{yr}}\right) = 2 \times 10^7 \times \left(\frac{<a>}{0.1 \mu m}\right) \left(\frac{n_H}{100 \text{cm}^{-3}}\right)^{-1} \left(\frac{T_d}{50 K}\right)^{-\frac{1}{2}} \left(\frac{Z}{0.02}\right)^{-1}$$

(10)

with Z = 0.01 for the LMC (half solar), and we assume $t = 1$ Gyr. This simple model basically assumes that dust growth with a timescale inversely proportional to density and metallicity, and this allows us to compute the H/D and $n_{\text{dust}} = n_{\text{gas}} \times (D/H)$ in each model cell based on its gas density.

We place 32 random sight-lines in the simulation box such that their hydrogen column density is between 10$^{20}$ and 10$^{22}$ cm$^{-2}$ as in our sample, and compute the surface density of gas $\Sigma_g$, the surface density of dust $\Sigma_{\text{dust}}$, and the D/H = $\Sigma_{\text{dust}}/\Sigma_g$ toward each sight-line. To emulate the nature and lower spatial resolution of FIR observations, we re-bin the simulated cube to a 5$^5$ cube of 10 pc wide pixels, and compute surface densities of gas and dust and the dust-to-gas ratio through the entire depth of this simulated box. The resulting trends of D/H vs hydrogen column density in this simple toy model are shown in Figure 20. Owing to the different regions probed by these different type of measurements (absorption spectroscopy toward point sources in the disk vs FIR emission photometry through the entire disk)
and the hierarchical density structure of the ISM, the relation between D/H and log N(H) recovered from the randomly placed pencil-beam sight-lines and the coarser resolution integrated measurements are offset by a factor >1.5. Similar geometric effects could be at play in our comparison of D/H derived from depletions using UV spectroscopy to massive stars and from FIR+21cm+CO emission data, and thus contribute to the zero-point offset in the trends between N(H) and D/H obtained from UV depletions and FIR maps.

This toy model furthermore shows that a dependence on volume density of the dust-to-gas ratio will transpire as a column density dependence once integrated along the line-of-sight. The density dependence would be recovered if one could measure the mean density along the line of sight, but that is not the case as the density traced by the C I fine structure lines is only representative of the C I gas, which represents a small fraction of the gas along the line of sight. In the bottom panel of Figure 19 we show the fractional contribution of each element to the D/H, as a function of hydrogen column density. This figure provides some constraints about the composition of dust expected from depletion measurements. In particular, the mass contributions of refractory elements, such as Fe, Ti, Ni, and that of carbon, decrease with increasing column density. Conversely, volatile elements such as O, S, Si, Mg, Zn increasingly contribute to the dust mass budget as the column density of ISM increases. In particular, O, S, and Zn only contribute above log N(H) > 21 cm$^{-2}$.

8. SUMMARY

In this paper, we presented the analysis of the 32 UV medium-resolution COS and STIS spectra toward massive stars in the half-solar metallicity LMC taken as part of the METAL large program. From the spectra, chemical abundances and interstellar depletions (fraction of an element in the gas-phase) for key constituents of dust in neutral gas (Mg, Si, Fe, Ni, S, Zn, Cr, and Cu) are derived using the apparent optical depth method. For each sight-line, we also derive the volume density, radiation field, and electron density from the C I fine structure lines and an estimate of the C I/C II line ratio. Combined with previously determined atomic and molecular hydrogen column densities, this allows us to probe the environmental dependence of depletions.

We find that the depletions of different elements are tightly correlated with each other (even after accounting for covariant errors), implying that 1) depletions respond to the same environmental parameters causing their variations, and 2) depletions for an element (e.g., Fe for which many lines of different oscillator strengths are accessible throughout the UV) can be used as a proxy for depletions for another element. For all elements, depletions decrease with increasing hydrogen column density, at rates that do not systematically depend on condensation temperature.

We find that hydrogen column density is the main driver for depletion variations, even after accounting for the covariant errors between depletions and hydrogen column density. Within the parameter space probed by METAL, no correlations with molecular fraction or radiation field intensity are found. There are, however, secondary, weaker correlations with volume density, de-
Fig. 20.— Dust-to-gas ratio (D/H) as a function of the logarithm of hydrogen column density (left) and mean density (right), in a toy model based on a hydrodynamic simulation. In the toy model, the local dust-to-gas ratio is assumed to be dependent on the local volume density, via density-dependent timescales for the formation of dust (see Equations 10). The red points, emulating pencil beam absorption spectroscopy measurements, were obtained by computing the integrated D/H (ratio of surface densities of dust to gas integrated along the sight-lines all the way to the depth of the source) toward 32 point sources (1 pixel wide) randomly placed in the $256^3$, which is assumed to be 50 pc wide (0.2 pc pixels). The black points, emulating D/H measurements at the lower resolution of FIR observations, were computed by integrating the dust and gas surface densities over the entire depth of the box, as well as 50 pixels on each side (10 pc). Owing to the different regions probed by these different types of measurements and the hierarchical density structure of the ISM, the resulting integrated dust-to-gas ratio follows trends with hydrogen column density that are offset from one another. The trends agree between the two types of measurements as a function of mean volume density.

Future work based on the parallel imaging obtained as part of METAL to produce extinction maps in the LMC and compare them to FIR emission based obtain with the Spitzer and Herschel space telescopes will allow us to characterize the FIR opacity of dust and its variations in this galaxy. This work will in turn substantially reduce the systematic uncertainties on D/H measured from FIR, and disentangle opacity and geometric effects responsible for the factor 2 discrepancy between D/H measured from FIR and from UV-spectroscopy-based depletions.

Additionally, an upcoming paper will examine how the relation between dust-to-metal ratio and environment changes at different metallicities, based on similar depletion samples in the Milky Way (Jenkins 2009) and Small Magellanic Cloud (Jenkins & Wallerstein 2017). The characterization of depletion patterns at a range of metallicities will provide key information for interpreting metallicity measurements in DLAs, reduce systematic uncertainties on dust-based gas mass estimates in galaxies in the nearby and high-redshift universe, and constrain chemical evolution models.
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associated with more tightly spaced components. To evaluate the impact of the choice of component spacing on the

9. APPENDIX A: VALIDATION OF THE MEASUREMENTS

9.1. Impact of the component spacing in the profile fitting

In fitting the COS line profiles (Mg II, Ni II, C I), we nominally use a component spacing of 10 km s^{-1}. One might anticipate that reducing the component spacing could lead to larger column densities since smaller b values would be associated with more tightly spaced components. To evaluate the impact of the choice of component spacing on the
column density outcomes, we have performed the profile fitting on the COS spectra for the Mg II, Ni II, and C I lines with 5 km s\(^{-1}\) component spacing. The comparison of the results for 10 km s\(^{-1}\) and 5 km s\(^{-1}\) component spacing is shown in Figure 21.

For Ni II, the column density measurements with 5 and 10 km s\(^{-1}\) component spacing are in excellent agreement for all but 2 sight-lines (BI 184 and BI 253), for which the column density derived with a 5 km s\(^{-1}\) component spacing exceeds the column density derived from 10 km s\(^{-1}\) spacing by 1-1.5 dex. The uncertainties are nonetheless much larger in the 5 km s\(^{-1}\) case, and thus both results are within uncertainties. Furthermore, the AOD method applied to the Ni II lines in the STIS NUV spectra (1709, 1741, and 1751 Å) for both sight-lines yields column density outcomes that are in near perfect agreement (within 0.1 dex) of the column densities derived from the profile fitting applied to the COS FUV spectra (1317, 1370 Å) with the more realistic 10 km s\(^{-1}\) component spacing.

For Mg II, 5 out of 10 sight-lines show excellent agreement between the results obtained with 5 and 10 km s\(^{-1}\) component spacings, while for the other half (Sk-69 279, Sk-66 19, Sk-68 73, BI 253, Sk-68 140), the tighter component spacing yields column densities 0.1 dex in excess of the ones derived from the 10 km s\(^{-1}\) spacing (albeit still within uncertainties given the larger errors associated with the 5 km s\(^{-1}\) spacing). Thus, it is possible that our Mg II values derived from profile fitting with 10 km s\(^{-1}\) applied to COS spectra underestimate the true column densities. However, we deem the values derived from a 5 km s\(^{-1}\) spacing implausible given the excellent agreement between the values derived from the AOD applied to STIS spectra for Ni II and their counterpart derived from COS spectra and the profile fitting method with 10 km s\(^{-1}\) component spacing.

Finally, for C I, the values of \(N(C I)_{\text{tot}}\), \(f_1\) and \(f_2\) are all within uncertainties whether a component spacing of 5 km s\(^{-1}\) or 10 km s\(^{-1}\) is assumed.

9.2. Comparison of column densities derived from the AOD and profile fitting applied to STIS spectra

Owing to the different spectral resolutions of COS and STIS, different approaches were selected to determine column densities (AOD for the higher resolution STIS spectra, profile fitting for the lower resolution COS spectra). In order to evaluate systematic differences between the two methods, we applied the profile fitting method to the Fe II and Si II lines for a few STIS spectra. These lines were selected as benchmarks because 1) Fe II column densities are very robustly determined from the AOD thanks to the many lines available and the lack of saturation deduced from the consistency between weak and strong lines, and 2) Si II column density measurements with the AOD are difficult due to the availability of only one transition (\(\lambda 1808\) Å), requiring further analysis involving a COG analysis to several elements (see Section 3.2).

The results of this comparison are shown in Figure 22. For both lines, the column density derived from both methods are in very good agreement, as well as within uncertainties.

9.3. Comparison between COS-, STIS-, and FUSE-based column densities

A few sight-lines in the METAL sample were observed with COS in the FUV (G130M and G160M), and STIS/E230M/1978 in the NUV (see Table 7 in Roman-Duval et al. [2019]). For those sight-lines, the Ni II column densities estimated from the \(\lambda 1317\) Å and \(\lambda 1370\) Å lines in the COS FUV spectra (\(R \sim 18,000\)), and from the \(\lambda 1709\) Å, \(\lambda 1741\) Å, and \(\lambda 1751\) Å in the STIS E230M spectra (\(R \sim 30,000\)), can be compared in order to evaluate the effects of unresolved saturation on column density measurements in lower resolution spectra. Additionally, Tchernyshyov et al. [2015] measured column densities of Fe II, Si II, Zn II, and Cr II in FUSE and COS NUV spectra, a few of which were also observed with STIS as part of the METAL survey. We can therefore also compare the column density measurements of these ions obtained at two different resolutions. The central optical depth of a line, \(\tau_0\), is determined by the column density, oscillator strength \(f_\lambda\), and velocity dispersion \(b\) through \(\tau_0 = 1.497 \times 10^{-15} N f_\lambda \lambda / b\). The velocity dispersions for our sight-lines are not known, but assuming that they do not exhibit significant variations from one case to the next, we can state that \(W_\lambda / \lambda = 2hF(\tau_0)/c\), where the function \(F\) increases monotonically (see Eq. 4 of Jenkins 1996). We thus compare the column densities derived from higher resolution (STIS) observations to those from lower resolution (COS, FUSE) as a function of equivalent width. The results of these comparisons are shown in Figure 23.

In Figure 23, it is clear that, as the strength of a line increases, measurements made in lower resolution spectra (FUSE, COS) increasingly underestimate the column density obtained from the higher resolution (STIS) spectra. While the vast majority of column density measurements presented here were performed using STIS spectra, the effects of unresolved saturation constitute a limitation of our measurements for a few sight-lines for which the Mg II, S II and/or Ni II column densities were measured with COS only (see Table 3). For Mg II, column densities derived from COS range between \(\log N(Mg II) = 15.77\) and 16.06 cm\(^{-2}\). With \(f_\lambda \lambda = -0.106\) Å for the \(\lambda 1239\) Å line, Mg II measurements occupy the range \(\log W_\lambda / \lambda < -4\), which empirically appears to be less susceptible to unresolved saturation according to the differences in column densities derived at different resolutions in Figure 23. All the S II column density measurements (except one) derived from COS only yielded lower limits and thus account for the significant effects of saturation. Lastly, the Ni II measurements derived from COS spectra only (\(\lambda 1370\) Å line with \(f_\lambda \lambda = 2.02\) Å) have a range of COS-based \(W_\lambda / \lambda = -4\) to \(-3.4\), which is similar to the range of equivalent widths observed in the sight-lines probed with both COS and STIS, and which exhibit significant unresolved saturation (with underestimation of the COS column density by up to 0.5 dex with respect to STIS, albeit with large
error bars). Thus, the effects of saturation in our COS-based Ni II column density estimates are probably relatively large, but our large error bars should capture this uncertainty.

9.4. Comparison of different estimations of the column density of C II

In calculating the radiation field intensity and volume density in Section 4, we estimate the column density of C II by scaling the hydrogen column density with the total (stellar) carbon abundance in the LMC and the depletion of carbon derived from the relation between iron depletion and carbon depletion established in the Milky Way (Jenkins 2009). To validate this estimation, we have compared this approach with scaling the Mg II and S II column densities.
Fig. 22.— Comparison of Fe II (left) and Si II (right) column densities derived from the AOD (x-axis) and profile fitting (y-axis) methods applied to STIS spectra (with 10 km s$^{-1}$ component spacing for the profile fitting method). The red dashed line indicates a 1:1 comparison.

Fig. 23.— Difference between column densities of various low ions $X$ measured in COS or FUSE spectra ($R \sim 15,000$-$20,000$) with respect to column densities measured in higher resolution STIS spectra (E140M, E230M, E140H, or E230H, $R > 30,000$), as a function of the equivalent width $W_{\lambda}/\lambda$ measured with the higher resolution STIS instrument. The FUSE and COS/NUV-based column densities are from Tchernyshyov et al. (2015), while the COS/FUV-based column densities are measured in METAL spectra (Ni II lines only). All STIS-based measurements are from METAL (Table 3). The empty gray circles represent binned averages, with the error in x being the width of the bin and the error in y the error on the mean in each bin. As the central optical depth (and hence equivalent width) increases, the lower resolution data (FUSE or COS) increasingly underestimates the true column density (as estimated from the higher resolution STIS data), due to unresolved saturation.

measured in the LMC (Table 5) with the ratio of the LMC carbon/magnesium or carbon/sulfur stellar abundances and the ratio of the carbon and magnesium or sulfur depletions. In this case also, the carbon depletions are estimated from the iron depletions measured in the LMC and the relation between iron and carbon depletions established in the Milky Way (Jenkins 2009). The magnesium and sulfur depletions are estimated from the relation between iron and magnesium (or sulfur) depletions established in the LMC from this study (Table 7).

Owing to the weak carbon lines not being observable in the LMC and the strong carbon lines always being badly saturated, we have no other option than to use the relation between iron and carbon depletions established in the Milky Way applied to the iron depletions measured in the LMC in order to estimate the carbon depletions in the LMC. However, it is possible that the relation between carbon and iron depletion in the LMC could differ from the one in the Milky Way. While we cannot compare the relations between carbon and iron depletions in the Milky Way and LMC, we can perform this exercise for magnesium, which was measured in the Milky Way by Jenkins (2009) and in the LMC by this study. Therefore, in order to gauge the impact of possible differences in depletion patterns between the LMC and Milky Way on the estimate of C II column densities, we also scaled the measured LMC Mg II column densities (Table 5) by the ratio of carbon/magnesium stellar abundances and the ratio of carbon/magnesium depletions as described above, but this time using the iron depletion measured in the LMC applied to the relation...
Fig. 24.— Comparison of the C II column density estimates obtained from different methods: 1) scaling the hydrogen column density by the stellar abundance of carbon and carbon depletion, obtained from the relation between iron and carbon depletions in the Milky Way and the iron depletion measured in the LMC (x-axis), 2) scaling the column densities of magnesium (red) and sulfur (black) measured in the LMC with the ratio of the LMC carbon/magnesium or carbon/sulfur stellar abundances and the ratio of the carbon and magnesium or sulfur depletions (y-axis). In both cases, the carbon depletions are estimated from the iron depletions measured in the LMC and the relation between iron and carbon depletions established in the Milky Way (Jenkins 2009). The blue points correspond to the second approach, but in this case, the magnesium depletions are estimated from the iron depletions measured in the LMC and the relation between iron and magnesium depletions established in the Milky Way by Jenkins 2009.

The comparison of these different approaches is shown in Figure 24. We found no differences in the C II column density outcomes between these different approaches. This is a direct consequence of the result that will be published in an upcoming METAL paper that the relation between iron depletion and the depletions of other elements vary only very weakly between the MW, LMC, and SMC (even though the relation between depletions and N(H) does vary significantly between these galaxies as shown in Roman-Duval et al. (2019) for silicon). Therefore the most simple approach of scaling the column density of hydrogen by the carbon abundance and depletions is preferred since it can be applied to all sight-lines (not all sight-lines have measured sulfur and magnesium column densities).