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Abstract

We present expressions for correlation functions of scalar field theories in perturbation theory using quantum $A_{\infty}$ algebras. Our expressions are highly explicit and can be used for theories both in Euclidean space and in Minkowski space including quantum mechanics. Correlation functions at a given order of perturbation theory can be calculated algebraically without using canonical quantization or the path integral, and we demonstrate it explicitly for $\varphi^3$ theory. We show that the Schwinger-Dyson equations are satisfied as an immediate consequence of the form of the expressions based on quantum $A_{\infty}$ algebras.
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## 1 Introduction

Homotopy algebras such as $A_\infty$ algebras [1,2,3,4,5,6] and $L_\infty$ algebras [7,8] have been playing a significant role in the construction of string field theory, which can be seen most magnificently in the construction of closed string field theory by Zwiebach [7]. When we consider projections onto subspaces of the Hilbert space of the string, homotopy algebras have turned out to provide useful tools. The projection onto on-shell states describes on-shell scattering amplitudes [9], the projection onto the physical sector leads to mapping between covariant and light-cone string field theories [10], and the projection onto the massless sector is relevant for the low-energy effective action [11,12,13,14,15].

We can also describe quantum field theories using homotopy algebras [16,17,18,19,20,21,22]. For scalar field theories the description in terms of homotopy algebras is rather trivial, which reflects the fact that there are no gauge symmetries in scalar field theories. However, the relation between the action and on-shell scattering amplitudes is universal, and the description of on-shell scattering amplitudes in terms of homotopy algebras is nontrivial for scalar field theories and provides new perspectives.
In quantum field theory, we also consider correlation functions. Since there does not seem to 
be any immediate relation between correlation functions and projections in homotopy algebras, 
we may have an impression that homotopy algebras will not be useful in describing correlation 
functions. On the other hand, the description of on-shell scattering amplitudes in terms of 
homotopy algebras is based on the fact that Feynman diagrams are algebraically generated in 
this approach \[9, 23, 24\], and we expect that there is a way to generate Feynman diagrams 
for correlation functions using homotopy algebras as well. Furthermore, the Batalin-Vilkovisky 
formalism \[25, 26, 27\] can be thought of as being dual to the homotopy algebra, and correlation 
functions have been discussed in the framework of the Batalin-Vilkovisky formalism \[28, 29\]. 
Therefore, we again expect that there is a way to describe correlation functions using homotopy 
algebras. In this paper we demonstrate that it is indeed the case that we can describe corre-
lration functions in terms of homotopy algebras, and we present highly explicit expressions for 
correlation functions of scalar field theories in perturbation theory using quantum \(A_{\infty}\) algebras.

The rest of the paper is organized as follows. In section 2 we explain the description of 
scalar field theories in terms of quantum \(A_{\infty}\) algebras and we present our formula for correlation 
functions. In section 3 we calculate correlation functions of the free theory and confirm that 
our formula reproduces Wick’s theorem. In section 4 we consider \(\phi^3\) theory and we calculate 
correlation functions in perturbation theory explicitly. We then show that the Schwinger-Dyson 
equations are satisfied as an immediate consequence of the form of the expressions based on 
quantum \(A_{\infty}\) algebras in section 5. In section 6 we consider scalar field theories in Minkowski 
space. Section 7 is devoted to conclusions and discussion.

2 Correlation functions from quantum \(A_{\infty}\) algebras

We explain the description of scalar field theories in terms of \(A_{\infty}\) algebras in subsection 2.1. We 
then explain the coalgebra representation of \(A_{\infty}\) algebras in subsection 2.2\(^1\) and we consider 
projections onto subspaces in subsection 2.3. Finally in subsection 2.4 we present our formula 
for correlation functions in terms of quantum \(A_{\infty}\) algebras.

2.1 Scalar field theories in terms of \(A_{\infty}\) algebras

Let us first consider scalar field theories in Euclidean space. Scalar field theories in Minkowski 
space will be discussed later in section 6. The action of the free theory is given by

\[
\frac{1}{2} \int d^d x \left[ \partial_\mu \varphi(x) \partial_\mu \varphi(x) + m^2 \varphi(x)^2 \right],
\]

\[(2.1)\]

\(^1\)The coalgebra representation of \(A_{\infty}\) algebras is explained in detail, for example, in appendix A of \[30\] and in \[13\]. We mostly follow the conventions used in these papers.
where \( \varphi(x) \) is a real scalar field in \( d \) dimensions and \( m \) is a real parameter.

To describe this action in terms of an \( A_\infty \) algebra, we introduce two copies of the vector space of functions of \( x \). We denote them by \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \), and we define \( \mathcal{H} \) by

\[
\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 .
\] (2.2)

The vector space \( \mathcal{H} \) is graded with respect to degree. Any element in \( \mathcal{H}_1 \) is degree even and any element in \( \mathcal{H}_2 \) is degree odd, but signs from anticommuting degree-odd objects never appear in the calculations to be presented in this paper.

We then introduce a symplectic form and denote it by \( \omega(\varphi_1(x), \varphi_2(x)) \) for \( \varphi_1(x) \) and \( \varphi_2(x) \) in \( \mathcal{H} \). The symplectic form for \( \varphi_1(x) \) in \( \mathcal{H}_1 \) and \( \varphi_2(x) \) in \( \mathcal{H}_2 \) is defined by

\[
\omega(\varphi_1(x), \varphi_2(x)) = \int d^d x \varphi_1(x) \varphi_2(x) \quad \text{for} \quad \varphi_1(x) \in \mathcal{H}_1 \quad \text{and} \quad \varphi_2(x) \in \mathcal{H}_2 .
\] (2.3)

The symplectic form is graded antisymmetric, and \( \omega(\varphi_1(x), \varphi_2(x)) \) for \( \varphi_1(x) \) in \( \mathcal{H}_2 \) and \( \varphi_2(x) \) in \( \mathcal{H}_1 \) is given by

\[
\omega(\varphi_1(x), \varphi_2(x)) = -\int d^d x \varphi_1(x) \varphi_2(x) \quad \text{for} \quad \varphi_1(x) \in \mathcal{H}_2 \quad \text{and} \quad \varphi_2(x) \in \mathcal{H}_1 .
\] (2.4)

The symplectic form vanishes for other cases:

\[
\omega(\varphi_1(x), \varphi_2(x)) = 0 \quad \text{for} \quad \varphi_1(x), \varphi_2(x) \in \mathcal{H}_1 \quad \text{or} \quad \varphi_1(x), \varphi_2(x) \in \mathcal{H}_2 .
\] (2.5)

The last ingredient for the action of the free theory is \( Q \), which is a linear operator on \( \mathcal{H} \). The action of \( Q \) on \( \varphi(x) \) in \( \mathcal{H}_1 \) is defined by

\[
Q \varphi(x) = (-\partial^2 + m^2) \varphi(x) \quad \text{for} \quad \varphi(x) \in \mathcal{H}_1 ,
\] (2.6)

and \( Q \varphi(x) \) is in \( \mathcal{H}_2 \). On the other hand, the operator \( Q \) annihilates any element in \( \mathcal{H}_2 \):

\[
Q \varphi(x) = 0 \quad \text{for} \quad \varphi(x) \in \mathcal{H}_2 .
\] (2.7)

Let us summarize the nonvanishing part of \( Q \) as follows:

\[
Q : \mathcal{H}_1 \to \mathcal{H}_2 .
\] (2.8)

Since an element in \( \mathcal{H}_1 \) is degree even and an element in \( \mathcal{H}_2 \) is degree odd, we say that \( Q \) is degree odd. Note that the operator \( Q \) has the following cyclic property:

\[
\omega(\varphi_1(x), Q \varphi_2(x)) = -(-1)^{\text{deg}(\varphi_1)} \omega(Q \varphi_1(x), \varphi_2(x)) ,
\] (2.9)

where \( \text{deg}(\varphi) = 0 \mod 2 \) when \( \varphi(x) \) is degree even and \( \text{deg}(\varphi) = 1 \mod 2 \) when \( \varphi(x) \) is degree odd. We also use this notation for operators and maps. For example, we write \( \text{deg}(Q) = 1 \).
mod 2. In the current case the symplectic form \([2.9]\) can be nonvanishing only when both \(\varphi_1(x)\) and \(\varphi_2(x)\) are in \(\mathcal{H}_1\), so the sign factor \((-1)^{\text{deg}(\varphi_1)}\) in \([2.9]\) is trivial, but it can be nontrivial for more general \(A_\infty\) algebras. Using the symplectic form \(\omega\) and the operator \(Q\), the action of the free theory can be written for \(\varphi(x)\) in \(\mathcal{H}_1\) as follows:

\[
\frac{1}{2} \int d^d x \left[ \partial_\mu \varphi(x) \partial_\mu \varphi(x) + m^2 \varphi(x)^2 \right] = \frac{1}{2} \omega (\varphi(x), Q \varphi(x)).
\] (2.10)

Note that the operator \(Q\) is nilpotent:

\[
Q^2 = 0.
\] (2.11)

This relation is trivially satisfied in the current case as the action of \(Q\) can be nonvanishing only when it acts on an element in \(\mathcal{H}_1\) but the resulting element is in \(\mathcal{H}_2\) and is annihilated by the following action of \(Q\). For more general cases, this property of \(Q\) is related to the gauge invariance of the free theory.

Let us next consider interactions. The classical action of \(\varphi^3\) theory in Euclidean space \(S^{(0)}\) is given by

\[
S^{(0)} = \int d^d x \left[ \frac{1}{2} \partial_\mu \varphi(x) \partial_\mu \varphi(x) + \frac{1}{2} m^2 \varphi(x)^2 - \frac{1}{6} g \varphi(x)^3 \right],
\] (2.12)

where \(g\) is the coupling constant. To describe the cubic interaction in terms of an \(A_\infty\) algebra we introduce a linear map from \(\mathcal{H} \otimes \mathcal{H}\) to \(\mathcal{H}\) and denote it by \(b_2\). The action of \(b_2\) on \(\varphi_1(x) \otimes \varphi_2(x)\) for \(\varphi_1(x)\) and \(\varphi_2(x)\) in \(\mathcal{H}_1\) is defined by

\[
b_2 (\varphi_1(x) \otimes \varphi_2(x)) = -\frac{g}{2} \varphi_1(x) \varphi_2(x) \quad \text{for} \quad \varphi_1(x) \in \mathcal{H}_1 \quad \text{and} \quad \varphi_2(x) \in \mathcal{H}_1, \quad (2.13)
\]

and \(b_2 (\varphi_1(x) \otimes \varphi_2(x))\) is in \(\mathcal{H}_2\). The action of \(b_2\) for other cases vanishes:

\[
b_2 (\varphi_1(x) \otimes \varphi_2(x)) = 0 \quad \text{when} \quad \varphi_1(x) \in \mathcal{H}_2 \quad \text{or} \quad \varphi_2(x) \in \mathcal{H}_2. \quad (2.14)
\]

We can thus summarize the nonvanishing part of \(b_2\) as follows:

\[
b_2 : \mathcal{H}_1 \otimes \mathcal{H}_1 \rightarrow \mathcal{H}_2. \quad (2.15)
\]

It follows from this that \(b_2\) is degree odd. Note that the operator \(b_2\) has the following cyclic property:

\[
\omega (\varphi_1(x), b_2 (\varphi_2(x) \otimes \varphi_3(x))) = -(-1)^{\text{deg}(\varphi_1)} \omega (b_2 (\varphi_1(x) \otimes \varphi_2(x)), \varphi_3(x)). \quad (2.16)
\]

In the current case the symplectic form can be nonvanishing only when all of \(\varphi_1(x), \varphi_2(x),\) and \(\varphi_3(x)\) are in \(\mathcal{H}_1\), so the sign factor \((-1)^{\text{deg}(\varphi_1)}\) is trivial, but it can be nontrivial for more general \(A_\infty\) algebras. Using \(\omega, Q,\) and \(b_2\), the action \(S^{(0)}\) can be written for \(\varphi(x)\) in \(\mathcal{H}_1\) as follows:

\[
S^{(0)} = \frac{1}{2} \omega (\varphi(x), Q \varphi(x)) + \frac{1}{3} \omega (\varphi(x), b_2 (\varphi(x) \otimes \varphi(x))). \quad (2.17)
\]
Here we should comment on how we treat the commutative nature of the cubic interaction. While the integral
\[ \int d^d x \varphi_1(x) \varphi_2(x) \varphi_3(x) \] (2.18)
is totally symmetric,
\[ \int d^d x \varphi_1(x) \varphi_2(x) \varphi_3(x) = \int d^d x \varphi_1(x) \varphi_3(x) \varphi_2(x) = \int d^d x \varphi_2(x) \varphi_1(x) \varphi_3(x) \]
\[ = \int d^d x \varphi_2(x) \varphi_3(x) \varphi_1(x) = \int d^d x \varphi_3(x) \varphi_1(x) \varphi_2(x) = \int d^d x \varphi_3(x) \varphi_2(x) \varphi_1(x), \] (2.19)
we only use the cyclic property (2.16) when we describe the theory in terms of an \( A_\infty \) algebra. The symmetric property (2.19) is a consequence of the fact that the product (2.13) is commutative,
\[ b_2 (\varphi_1(x) \otimes \varphi_2(x)) = b_2 (\varphi_2(x) \otimes \varphi_1(x)), \] (2.20)
but this is not always the case for theories described by \( A_\infty \) algebras. Some of the calculations in this paper simplify if we use this commutative property of the product, but we never use it in this paper because our primary motivation is to generalize the analysis to open string field theory where the product is not commutative and to evaluate correlation functions in the \( 1/N \) expansion. As long as we distinguish \( b_2 (\varphi_1(x) \otimes \varphi_2(x)) \) and \( b_2 (\varphi_2(x) \otimes \varphi_1(x)) \), we can unambiguously determine the topology of non-planar diagrams, which can be seen explicitly by generalizing \( \varphi(x)^3 \) to \( \varphi_{ij}(x) \varphi_{jk}(x) \varphi_{ki}(x) \) for a matrix field \( \varphi_{ij}(x) \) and writing Feynman diagrams using the double-line notation, and this is exactly what we do when we perform the \( 1/N \) expansion.

For more general interactions, we introduce \( m_n \) which is a degree-odd linear map from \( H^\otimes n \) to \( H \) in order to describe terms of \( O(\varphi^{n+1}) \) in the action, where we denoted the tensor product of \( n \) copies of \( H \) by \( H^\otimes n \):
\[ H^\otimes n = H \otimes \ldots \otimes H. \] (2.21)
When we consider quantum corrections to \( Q \), we use \( m_1 \) which is a degree-odd linear map from \( H \) to \( H \). As in the case of \( b_2 \), \( m_n(\varphi_1(x) \otimes \ldots \otimes \varphi_n(x)) \) can be nonvanishing only when all of \( \varphi_1(x), \varphi_2(x), \ldots, \) and \( \varphi_n(x) \) are in \( H_1 \), and in this case \( m_n(\varphi_1(x) \otimes \ldots \otimes \varphi_n(x)) \) is in \( H_2 \). We summarize this property as follows:
\[ m_n : H_1 \otimes \ldots \otimes H_n \rightarrow H_2. \] (2.22)
We also consider terms linear in \( \varphi \) in the action. To describe such linear terms we introduce a one-dimensional vector space given by multiplying a single basis vector \( 1 \) by complex numbers and denote the vector space by \( H^\otimes 0 \). The vector \( 1 \) is degree even and satisfies
\[ 1 \otimes \varphi(x) = \varphi(x), \quad \varphi(x) \otimes 1 = \varphi(x) \] (2.23)
for any $\varphi(x)$ in $\mathcal{H}$. We then introduce $m_0$ which is a degree-odd linear map from $\mathcal{H}^\otimes 0$ to $\mathcal{H}$ and $m_0 1$ is in $\mathcal{H}_2$.

We require the following cyclic property for $m_n$:

$$
\omega ( \varphi_1(x), m_n ( \varphi_2(x) \otimes \ldots \otimes \varphi_{n+1}(x) ) ) = - (-1)^{\deg(\varphi_1)} \omega ( m_n ( \varphi_1(x) \otimes \ldots \otimes \varphi_n(x) ), \varphi_{n+1}(x) ).
$$

Again in the current case the symplectic form can be nonvanishing only when all of $\varphi_1(x), \varphi_2(x), \ldots$, and $\varphi_{n+1}(x)$ are in $\mathcal{H}_1$, so the sign factor $(-1)^{\deg(\varphi_1)}$ is trivial, but it can be nontrivial for more general $A_\infty$ algebras.

We consider an action of the form

$$
S = \frac{1}{2} \omega ( \varphi(x), Q \varphi(x) ) + \sum_{n=0}^{\infty} \frac{1}{n+1} \omega ( \varphi(x), m_n ( \varphi(x) \otimes \ldots \otimes \varphi(x) ) )
$$

for $\varphi(x)$ in $\mathcal{H}_1$. The action is written in terms of $Q$ and the set of maps $\{ m_n \}$, and it is invariant under the gauge transformation which is also written in terms of $Q$ and $\{ m_n \}$ when a set of relations called $A_\infty$ relations are satisfied among $Q$ and $\{ m_n \}$. The relation $Q^2 = 0$ we mentioned before is one of the $A_\infty$ relations when $m_0$ and $m_1$ vanish. Two more examples of $A_\infty$ relations when $m_0$ and $m_1$ vanish are given by

$$
Q m_2 + m_2 ( Q \otimes 1 + 1 \otimes Q ) = 0,
$$

$$
Q m_3 + m_2 ( m_2 \otimes 1 + 1 \otimes m_2 ) + m_3 ( Q \otimes 1 \otimes 1 + 1 \otimes Q \otimes 1 + 1 \otimes 1 \otimes Q ) = 0,
$$

where $I$ is the identity operator on $\mathcal{H}$. In the current case these relations are trivially satisfied because $m_n( \varphi_1(x) \otimes \ldots \otimes \varphi_n(x) )$ can be nonvanishing only when all of $\varphi_1(x), \varphi_2(x), \ldots$, and $\varphi_n(x)$ are in $\mathcal{H}_1$ and $m_n( \varphi_1(x) \otimes \ldots \otimes \varphi_n(x) )$ is in $\mathcal{H}_2$.

### 2.2 The coalgebra representation

To describe the $A_\infty$ relations to all orders, it is convenient to consider linear operators acting on the vector space $T\mathcal{H}$ defined by

$$
T\mathcal{H} = \mathcal{H}^\otimes 0 \oplus \mathcal{H} \oplus \mathcal{H}^\otimes 2 \oplus \mathcal{H}^\otimes 3 \oplus \ldots
$$

We denote the projection operator onto $\mathcal{H}^\otimes n$ by $\pi_n$. For a map $c_n$ from $\mathcal{H}^\otimes n$ to $\mathcal{H}$, we define an associated operator $c_n$ acting on $T\mathcal{H}$ as follows. The action on the sector $\mathcal{H}^\otimes m$ vanishes when $m < n$:

$$
c_n \pi_m = 0 \quad \text{for} \quad m < n.
$$

The action on the sector $\mathcal{H}^\otimes n$ is given by $c_n$:

$$
c_n \pi_n = c_n \pi_n.
$$
The action on the sector $\mathcal{H}^\otimes n+1$ is given by

$$c_n \pi_{n+1} = (c_n \otimes \mathbb{I} + \mathbb{I} \otimes c_n) \pi_{n+1}. \tag{2.31}$$

The action on the sector $\mathcal{H}^\otimes m$ for $m > n + 1$ is given by

$$c_n \pi_m = \left( c_n \otimes \mathbb{I}^\otimes (m-n) + \sum_{k=1}^{m-n-1} \mathbb{I}^\otimes k \otimes c_n \otimes \mathbb{I}^\otimes (m-n-k) + \mathbb{I}^\otimes (m-n) \otimes c_n \right) \pi_m \quad \text{for} \quad m > n+1, \tag{2.32}$$

where

$$\mathbb{I}^\otimes k = \underbrace{\mathbb{I} \otimes \mathbb{I} \otimes \ldots \otimes \mathbb{I}}_k. \tag{2.33}$$

An operator acting on $T\mathcal{H}$ of this form is called a coderivation. It will be helpful to explain the action of $c_0$ in more detail. For example, the action of $c_0$ on $\mathcal{H}$ is given by

$$c_0 \pi_1 = (c_0 \otimes \mathbb{I} + \mathbb{I} \otimes c_0) \pi_1, \tag{2.34}$$

but this should be understood as follows. Since $\varphi(x)$ in $\mathcal{H}$ can be written as

$$\varphi(x) = 1 \otimes \varphi(x) \tag{2.35}$$

or as

$$\varphi(x) = \varphi(x) \otimes 1, \tag{2.36}$$

the action of $c_0$ on $\varphi(x)$ should be understood as

$$c_0 \varphi(x) = (c_0 \otimes \mathbb{I} + \mathbb{I} \otimes c_0) \varphi(x)$$

$$= (c_0 \otimes \mathbb{I}) (1 \otimes \varphi(x)) + (\mathbb{I} \otimes c_0) (\varphi(x) \otimes 1) \tag{2.37}$$

$$= c_0 1 \otimes \varphi(x) + (-1)^{\deg(c_0)\deg(\varphi)} \varphi(x) \otimes c_0 1.$$

We define $m$ by

$$m = \sum_{n=0}^{\infty} m_n, \tag{2.38}$$

where $m_n$ is the coderivation associated with $m_n$, and the $A_\infty$ relations can be written compactly as

$$(Q + m)^2 = 0, \tag{2.39}$$

where $Q$ is the coderivation associated with $Q$. When $m_0$ and $m_1$ vanish, the nilpotency of $Q$ in (2.11) is reproduced by the condition $\pi_1 (Q + m)^2 \pi_1 = 0$ and the relations (2.26) and (2.27)

\footnote{Coderivations can be characterized using the coproduct. See, for example, appendix A of [30] for details.}
are reproduced by the conditions $\pi_1 (Q + m)^2 \pi_2 = 0$ and $\pi_1 (Q + m)^2 \pi_3 = 0$, respectively. When a coderivation $m$ is given, we can uniquely determine $m_n$ by the decomposition

$$\pi_1 m = \sum_{n=0}^{\infty} m_n \pi_n.$$  

Therefore, the construction of an action with an $A_\infty$ structure amounts to the construction of a degree-odd coderivation $m$ which satisfies (2.39).

### 2.3 Projections

As we wrote in the introduction, homotopy algebras are useful when we consider projections onto subspaces of $H$. We consider projections which commute with $Q$, and we denote the projection operator by $P$. It satisfies the following relations:

$$P^2 = P, \quad QP = PQ.$$  

An important ingredient is $h$ which is a degree-odd linear operator on $H$ and satisfies the following relations:

$$Qh + hQ = I - P, \quad hP = 0, \quad Ph = 0, \quad h^2 = 0.$$  

We then promote $P$ and $h$ to the linear operators $P$ and $h$ on $TH$, respectively. The operator $P$ is defined by

$$P = \pi_0 + \sum_{n=1}^{\infty} P^{\otimes n} \pi_n,$$  

where

$$P^{\otimes n} = P \otimes P \otimes \ldots \otimes P.$$  

The operator $h$ is defined as follows. Its action on $H^{\otimes 0}$ vanishes:

$$h \pi_0 = 0.$$  

The action on $H$ is given by $h$:

$$h \pi_1 = h \pi_1.$$  

The action on $H \otimes H$ is given by

$$h \pi_2 = (h \otimes P + I \otimes h) \pi_2.$$  

The action on $H^{\otimes n}$ for $n > 2$ is given by

$$h \pi_n = \left( h \otimes P^{\otimes (n-1)} + \sum_{m=1}^{n-2} \otimes m \otimes h \otimes P^{\otimes (n-m-1)} + \otimes (n-1) \otimes h \right) \pi_n \text{ for } n > 2.$$
Unlike the case of coderivations, the projection operator $P$ appears in the definition of $h$. Note also that the appearance of $P$ is asymmetric and the operator $P$ always appears to the right of $h$. This property of $h$ will play an important role later. The relations in (2.41) are promoted to the following relations for $P$ and $Q$:

$$P^2 = P, \quad QP = PQ.$$  (2.49)

The relations in (2.42) are promoted to the following relations involving $h$:

$$Qh + hQ = I - P, \quad hP = 0, \quad P h = 0, \quad h^2 = 0,$$  (2.50)

where $I$ is the identity operator on $T\mathcal{H}$.

When the classical action is described by the coderivation given by

$$Q + m^{(0)},$$  (2.51)

the action of the theory projected onto a subspace of $\mathcal{H}$ is described by

$$PQP + Pm^{(0)}f^{(0)}P$$  (2.52)

with

$$f^{(0)} = \frac{1}{I + hm^{(0)}},$$  (2.53)

where the inverse of $I + hm^{(0)}$ is defined by

$$\frac{1}{I + hm^{(0)}} = I + \sum_{n=1}^{\infty} (-1)^n (hm^{(0)})^n.$$  (2.54)

The general construction of (2.52) from $Q + m^{(0)}$ is known as the homological perturbation lemma, and it is described in detail including the case where $m_0^{(0)}$ is nonvanishing in [13]. The action of the theory projected onto a subspace of $\mathcal{H}$ can be constructed from (2.52) via the decomposition analogous to (2.40).

When we consider on-shell scattering amplitudes, we use the projection onto on-shell states. In that case $QP$ vanishes, and on-shell scattering amplitudes at the tree level can be calculated from

$$Pm^{(0)}f^{(0)}P.$$  (2.55)

When the action including counterterms is described by the coderivation given by

$$Q + m,$$  (2.56)

on-shell scattering amplitudes including loop diagrams can be calculated from

$$PmfP.$$  (2.57)
with
\[ f = \frac{1}{I + h m + i\hbar h U}, \]
where the inverse of \( I + h m + i\hbar h U \) is defined by
\[ \frac{1}{I + h m + i\hbar h U} = I + \sum_{n=1}^{\infty} (-1)^n (h m + i\hbar h U)^n. \]

The operator \( U \) consists of maps from \( \mathcal{H}^\otimes n \) to \( \mathcal{H}^\otimes (n+2) \). When the vector space \( \mathcal{H} \) is given by \( \mathcal{H}_1 \oplus \mathcal{H}_2 \), the operator \( U \) incorporates a pair of basis vectors of \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \). We denote the basis vector of \( \mathcal{H}_1 \) by \( e_\alpha \), where \( \alpha \) is the label of the basis vectors. For \( \mathcal{H}_2 \) we denote the basis vector by \( e_\alpha \), and repeated indices are implicitly summed over. These basis vectors are normalized as follows:
\[ \omega \left( e^\alpha, e_\beta \right) e_\beta^\dagger = e^\alpha, \quad \omega \left( e^\alpha, e_\beta \right) = \delta_\beta^\alpha. \]

In this paper, we choose \( e^\alpha \) and \( e_\alpha \) which appear in \( T\mathcal{H} \) as
\[ \ldots \otimes e^\alpha \otimes \ldots e_\alpha \otimes \ldots = \int \frac{d^d p}{(2\pi)^d} \ldots \otimes e^{-ipx} \otimes \ldots \otimes e^{ipx} \otimes \ldots. \]

The action of \( U \) on \( \mathcal{H}^\otimes 0 \) is given by
\[ U 1 = e_\alpha \otimes e^\alpha + e^\alpha \otimes e_\alpha, \]
and the action of \( U \) on \( \mathcal{H} \) is given by
\[ U \varphi(x) = e_\alpha \otimes e^\alpha \otimes \varphi(x) + e^\alpha \otimes e_\alpha \otimes \varphi(x) + (-1)^{\deg(\varphi)} e^\alpha \otimes \varphi(x) \otimes e_\alpha \]
\[ + e_\alpha \otimes \varphi(x) \otimes e^\alpha + (-1)^{\deg(\varphi)} \varphi(x) \otimes e_\alpha \otimes e^\alpha + (-1)^{\deg(\varphi)} \varphi(x) \otimes e^\alpha \otimes e_\alpha. \]

The expressions of \( U 1 \) and \( U \varphi(x) \) are graded symmetric, but this is not generically the case when \( U \) acts on \( \mathcal{H}^\otimes n \) with \( n \geq 2 \). The action of \( U \) on \( \mathcal{H}^\otimes 2 \) is given by
\[ U \left( \varphi_1(x) \otimes \varphi_2(x) \right) = e_\alpha \otimes e^\alpha \otimes \varphi_1(x) \otimes \varphi_2(x) + e^\alpha \otimes e_\alpha \otimes \varphi_1(x) \otimes \varphi_2(x) \]
\[ + (-1)^{\deg(\varphi_1)} e_\alpha \otimes \varphi_1(x) \otimes e_\alpha \otimes \varphi_2(x) + (-1)^{\deg(\varphi_1)+\deg(\varphi_2)} e_\alpha \otimes \varphi_1(x) \otimes \varphi_2(x) \otimes e_\alpha \]
\[ + e_\alpha \otimes \varphi_1(x) \otimes e^\alpha \otimes \varphi_2(x) + (-1)^{\deg(\varphi_1)} \varphi_1(x) \otimes e_\alpha \otimes e^\alpha \otimes \varphi_2(x) \]
\[ + (-1)^{\deg(\varphi_1)} \varphi_1(x) \otimes e^\alpha \otimes e_\alpha \otimes \varphi_2(x) + (-1)^{\deg(\varphi_1)+\deg(\varphi_2)} \varphi_1(x) \otimes e^\alpha \otimes \varphi_2(x) \otimes e_\alpha \]
\[ + e_\alpha \otimes \varphi_1(x) \otimes \varphi_2(x) \otimes e^\alpha + (-1)^{\deg(\varphi_1)} \varphi_1(x) \otimes e_\alpha \otimes \varphi_2(x) \otimes e^\alpha + (-1)^{\deg(\varphi_1)+\deg(\varphi_2)} \varphi_1(x) \otimes \varphi_2(x) \otimes e^\alpha \otimes e_\alpha. \]

In this paper the operator \( U \) only appears in the combination \( h U \) and we will later present a precise form of \( h U \) when it acts on a space which is relevant to the analysis in this paper.
2.4 Formula for correlation functions

In the case of scalar field theories in Euclidean space, the equation of motion of the free theory is given by

$$Q \, \varphi(x) = ( - \partial^2 + m^2 ) \, \varphi(x) = 0 \quad \text{(2.65)}$$

for $\varphi(x)$ in $\mathcal{H}_1$. The solution is unique and is given by

$$\varphi(x) = 0. \quad \text{(2.66)}$$

The projection onto the cohomology of $Q$ defines a minimal model and plays an important role in homotopy algebras. In the current case, the projection onto the cohomology of $Q$ corresponds to the projection operator $P$ given by

$$P = 0, \quad \text{(2.67)}$$

and the associated operator $P$ corresponds to the projection onto $\mathcal{H}^{\infty}$:

$$P = \pi_0. \quad \text{(2.68)}$$

The operator $P \, m \, f \, P$ vanishes, and we may consider that the theory is trivial. However, the operator $f$ is nonvanishing and this operator plays a central role in generating Feynman diagrams. In the case of the theory in Euclidean space, the appropriate definition of $f$ is

$$f = \frac{1}{I + h \, m - h \, U}, \quad \text{(2.69)}$$

where the inverse of $I + h \, m - h \, U$ is defined by

$$\frac{1}{I + h \, m - h \, U} = I + \sum_{n=1}^{\infty} (-1)^n (h \, m - h \, U)^n. \quad \text{(2.70)}$$

What does the projection with $P = 0$ mean? If we recall that the projection onto the massless sector discussed in [11, 12, 13, 14, 15] corresponds to integrating out massive fields, the projection with $P = 0$ should correspond to carrying out the path integral completely. This may result in a trivial theory for the classical case, but it can be nontrivial for the quantum case and in fact it is exactly what we do when we calculate correlation functions. We claim that information on correlation functions is encoded in $f \, 1$ associated with the case where $P = 0$. More explicitly, correlation functions are given by

$$\langle \varphi(x_1) \, \varphi(x_2) \cdots \varphi(x_n) \rangle = \omega_n (\pi_n \, f \, 1, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \cdots \otimes \delta^d(x - x_n)), \quad \text{(2.71)}$$

Unlike the Minkowski case we do not write $\hbar$ explicitly for the Euclidean case because theories in Euclidean space can also be regarded as canonical ensembles of classical statistical mechanics and we can consider them in broader contexts. If we prefer, we can replace $h \, U$ with $\hbar \, h \, U$ or with $\beta^{-1} \, h \, U$. 
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where

\[ \omega_n (\varphi_1(x) \otimes \varphi_2(x) \otimes \ldots \otimes \varphi_n(x), \varphi'_1(x) \otimes \varphi'_2(x) \otimes \ldots \otimes \varphi'_n(x)) = \prod_{i=1}^{n} \omega (\varphi_i(x), \varphi'_i(x)). \quad (2.72) \]

The formula may look complicated, but it states that \( \pi_n \ f_1 \) gives the \( n \)-point function by simply replacing \( x \) with \( x_i \) in the \( i \)-th sector in \( H^\otimes n \). For example, when \( \pi_3 \ f_1 \) takes the form

\[ \pi_3 \ f_1 = \sum_a f_a(x) \otimes g_a(x) \otimes h_a(x), \quad (2.73) \]

the three-point function is given by

\[
\langle \varphi(x_1) \varphi(x_2) \varphi(x_3) \rangle \\
= \omega_3 (\pi_3 \ f_1, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \delta^d(x - x_3)) \\
= \sum_a \omega (f_a(x) \otimes g_a(x) \otimes h_a(x), \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \delta^d(x - x_3)) \\
= \sum_a \omega (f_a(x), \delta^d(x - x_1)) \omega (g_a(x), \delta^d(x - x_2)) \omega (h_a(x), \delta^d(x - x_3)) \quad (2.74) \\
= \sum_a \int d^d x'_1 f_a(x'_1) \delta^d(x'_1 - x_1) \int d^d x'_2 g_a(x'_2) \delta^d(x'_2 - x_2) \int d^d x'_3 h_a(x'_3) \delta^d(x'_3 - x_3) \\
= \sum_a f_a(x_1) g_a(x_2) h_a(x_3) .
\]

This can be summarized as the following replacement rule:

\[ \pi_3 \ f_1 = \sum_a f_a(x) \otimes g_a(x) \otimes h_a(x) \]

\[ \downarrow \]

\[ \langle \varphi(x_1) \varphi(x_2) \varphi(x_3) \rangle = \sum_a f_a(x_1) g_a(x_2) h_a(x_3) . \quad (2.75) \]

We need to construct \( h \) for the case \( P = 0 \). The first step is the construction of \( h \) satisfying (2.42). As \( P \) vanishes, the conditions for \( h \) are given by

\[ Q h + h Q = \mathbb{I}, \quad h^2 = 0. \quad (2.76) \]

It is easy to construct \( h \) satisfying these equations. The action of \( h \) on \( \varphi(x) \) in \( H_2 \) is given by

\[ h \varphi(x) = \int d^d y \int \frac{d^d p}{(2\pi)^d} \frac{e^{-ip(x-y)}}{p^2 + m^2} \varphi(y), \quad (2.77) \]

and \( h \varphi(x) \) is in \( H_1 \). On the other hand, the operator \( h \) annihilates any element in \( H_1 \). Thus the nonvanishing part of \( h \) can be described as follows:

\[ h : H_2 \rightarrow H_1 . \quad (2.78) \]
The operator $h$ on $T \mathcal{H}$ in the case of $P = 0$ is then given by

$$h = h \pi_1 + \sum_{n=2}^{\infty} (\mathbb{I}^{(n-1)} \otimes h) \pi_n .$$

(2.79)

3 The free theory

Let us first demonstrate that correlation functions of the free theory are correctly reproduced. We denote correlation functions of the free theory by $\langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) \rangle^{(0)}$. In this case the coderivation $m$ vanishes and $f \mathbf{1}$ is given by

$$f \mathbf{1} = \frac{1}{1 - h \mathbf{U}} .$$

(3.1)

Let us examine the action of the operator $h \mathbf{U}$. It is useful to consider the tensor product of $n$ copies of $\mathcal{H}_1$ and denote it by $\mathcal{H}_1^{\otimes n}$:

$$\mathcal{H}_1^{\otimes n} = \mathcal{H}_1 \otimes \ldots \otimes \mathcal{H}_1 .$$

(3.2)

We also define the vector space $T \mathcal{H}_1$ by

$$T \mathcal{H}_1 = \mathcal{H}^{\otimes 0} \oplus \mathcal{H}_1 \oplus \mathcal{H}_1^{\otimes 2} \oplus \mathcal{H}_1^{\otimes 3} \oplus \ldots .$$

(3.3)

When $\mathbf{U}$ acts on $\mathcal{H}_1^{\otimes n}$, $e_{\alpha}$ is the only ingredient in $\mathcal{H}_2$ for the resulting element in $\mathcal{H}^{\otimes (n+2)}$. The following action of $h$ can be nonvanishing only when $h$ in $h$ acts on $e_{\alpha}$. Therefore, the action of $h \mathbf{U}$ on $T \mathcal{H}_1$ is given by

$$h \mathbf{U} = (e^\alpha \otimes h e_{\alpha}) \pi_0 + (e^\alpha \otimes \mathbb{I} \otimes h e_{\alpha} + \mathbb{I} \otimes e^\alpha \otimes h e_{\alpha}) \pi_1$$

$$+ \sum_{n=2}^{\infty} (e^\alpha \otimes \mathbb{I}^{\otimes n} \otimes h e_{\alpha} + \sum_{m=1}^{n-1} \mathbb{I}^{\otimes m} \otimes e^\alpha \otimes \mathbb{I}^{\otimes (n-m)} \otimes h e_{\alpha} + \mathbb{I}^{\otimes n} \otimes e^\alpha \otimes h e_{\alpha}) \pi_n .$$

(3.4)

Note that the resulting element is also in $T \mathcal{H}_1$. Since $\mathbf{1}$ is in $T \mathcal{H}_1$, $(h \mathbf{U})^n \mathbf{1}$ is in $T \mathcal{H}_1$ for any $n$.

When we expand $f \mathbf{1}$ in powers of $h \mathbf{U}$, it is convenient to decompose $h \mathbf{U}$ as

$$h \mathbf{U} = \sum_{n=0}^{\infty} \pi_{n+2} h \mathbf{U} \pi_n = \pi_2 h \mathbf{U} \pi_0 + \pi_3 h \mathbf{U} \pi_1 + \pi_4 h \mathbf{U} \pi_2 + \ldots .$$

(3.5)

Then it immediately follows that $\pi_n f \mathbf{1}$ vanishes when $n$ is odd. We thus find

$$\langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) \rangle^{(0)} = 0$$

(3.6)
when $n$ is odd.

The two-point function can be calculated from $\pi_2 f 1$. We find

$$
\pi_2 f 1 = \pi_2 h U 1 = e^\alpha \otimes h e_\alpha = \int \frac{d^d p}{(2\pi)^d} e^{-ip x} \otimes \frac{1}{p^2 + m^2} e^{ip x}.
$$

(3.7)

Following the replacement rule (2.75), the two-point function is given by

$$
\langle \varphi(x_1) \varphi(x_2) \rangle^{(0)} = \omega_2 (\pi_2 f 1, \delta^d(x - x_1) \otimes \delta^d(x - x_2)) = \int \frac{d^d p}{(2\pi)^d} e^{-ip(x_1 - x_2)}.
$$

(3.8)

The four-point function can be calculated from $\pi_4 f 1$. It follows from the decomposition of $h U$ in (3.5) that

$$
\pi_4 f 1 = \pi_4 h U h U 1.
$$

(3.9)

Using the action of $h U$ in (3.4) we find

$$
\pi_4 h U h U 1 = e^\beta \otimes e^\alpha \otimes h e_\alpha \otimes h e_\beta + e^\alpha \otimes e^\beta \otimes h e_\alpha \otimes h e_\beta + e^\alpha \otimes h e_\alpha \otimes e^\beta \otimes h e_\beta.
$$

(3.10)

The explicit form of the first term on the right-hand side is given by

$$
e^\beta \otimes e^\alpha \otimes h e_\alpha \otimes h e_\beta = \int \frac{d^d p_1}{(2\pi)^d} \int \frac{d^d p_2}{(2\pi)^d} e^{-ip_{2x} x} \otimes e^{-ip_{1x} x} \otimes \frac{1}{p_1^2 + m^2} e^{ip_{1x} x} \otimes \frac{1}{p_2^2 + m^2} e^{ip_{2x} x},
$$

(3.11)

and the contribution to the four-point function is as follows:

$$
w_4 (e^\beta \otimes e^\alpha \otimes h e_\alpha \otimes h e_\beta, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \delta^d(x - x_3) \otimes \delta^d(x - x_4)) = \int \frac{d^d p_1}{(2\pi)^d} \frac{d^d p_2}{(2\pi)^d} e^{-ip_{2x_1} x} e^{-ip_{1x_2} x} \frac{1}{p_1^2 + m^2} e^{ip_{1x_3} x} \frac{1}{p_2^2 + m^2} e^{ip_{2x_4} x}
$$

(3.12)

$$
= \langle \varphi(x_2) \varphi(x_3) \rangle^{(0)} \langle \varphi(x_1) \varphi(x_4) \rangle^{(0)}.
$$

The second and third terms on the right-hand side of (3.10) can be calculated similarly, and the four-point function is given by

$$
\langle \varphi(x_1) \varphi(x_2) \varphi(x_3) \varphi(x_4) \rangle^{(0)} = w_4 (\pi_4 f 1, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \delta^d(x - x_3) \otimes \delta^d(x - x_4)) = \langle \varphi(x_2) \varphi(x_3) \rangle^{(0)} \langle \varphi(x_1) \varphi(x_4) \rangle^{(0)} + \langle \varphi(x_1) \varphi(x_3) \rangle^{(0)} \langle \varphi(x_2) \varphi(x_4) \rangle^{(0)} + \langle \varphi(x_1) \varphi(x_2) \rangle^{(0)} \langle \varphi(x_3) \varphi(x_4) \rangle^{(0)}.
$$

(3.13)

We have thus reproduced Wick’s theorem for four-point functions. It is not difficult to extend the analysis to six-point functions and further, where Wick’s theorem follows from the structure of $h U$ in (3.4).
4 $\varphi^3$ theory

Let us next consider $\varphi^3$ theory and calculate correlation functions in perturbation theory. The classical action of $\varphi^3$ theory in Euclidean space is given by

$$S^{(0)} = \int d^4x \left[ \frac{1}{2} \partial_\mu \varphi(x) \partial_\mu \varphi(x) + \frac{1}{2} m^2 \varphi(x)^2 - \frac{1}{6} g \varphi(x)^3 \right],$$

(4.1)

and in subsection 2.1 we wrote it in the following form:

$$S^{(0)} = \frac{1}{2} \omega(\varphi(x), Q \varphi(x)) + \frac{1}{3} \omega(\varphi(x), b_2(\varphi(x) \otimes \varphi(x))).$$

(4.2)

We consider quantum theory, and we need to add counterterms to the classical action. The action of $\varphi^3$ theory including counterterms is given by

$$S = \int d^4x \left[ \frac{1}{2} Z_\varphi \partial_\mu \varphi(x) \partial_\mu \varphi(x) + \frac{1}{2} Z_m m^2 \varphi(x)^2 - \frac{1}{6} Z_g g \varphi(x)^3 - Y \varphi(x) \right],$$

(4.3)

where $Y$, $Z_\varphi$, $Z_m$, and $Z_g$ are constants. The operators $m_0$, $m_1$, and $m_2$ for this action are defined by

$$m_0 \mathbf{1} = -Y,$$

(4.4)

$$m_1 \varphi(x) = -(Z_\varphi - 1) \partial^2 \varphi(x) + (Z_m - 1) m^2 \varphi(x),$$

(4.5)

$$m_2 (\varphi_1(x) \otimes \varphi_2(x)) = -\frac{g}{2} Z_g \varphi_1(x) \varphi_2(x)$$

(4.6)

for $\varphi(x)$, $\varphi_1(x)$, and $\varphi_2(x)$ in $\mathcal{H}_1$. The coderivations corresponding to $m_0$, $m_1$, and $m_2$ are denoted by $m_0$, $m_1$, and $m_2$, and we define $m$ by

$$m = m_0 + m_1 + m_2.$$  

(4.7)

The whole action is described by the coderivation $Q + m$, and correlation functions can be calculated from $f \mathbf{1}$ given by

$$f \mathbf{1} = \frac{1}{1 + h m - h U} \mathbf{1}.$$  

(4.8)

Let us examine the action of the operator $h m$, which can be divided into $h m_0$, $h m_1$, and $h m_2$. When $m_0$ acts on $\mathcal{H}_1^{n}$, $m_0 \mathbf{1}$ is the only ingredient in $\mathcal{H}_2$ for the resulting element

---

4 Calculations in this section largely overlap with those for scattering amplitudes in collaboration with Shibuya 31.

5 We consider the theory in six dimensions for $\varphi^3$ theory to be renormalizable, although we do not explicitly replace $d$ with 6 in the expressions. We mostly follow the conventions of the textbook by Srednicki 32 converted to the Euclidean case.
in $\mathcal{H}^{\otimes(n+1)}$. The following action of $h$ can be nonvanishing only when $h$ in $h$ acts on $m_0$. Therefore, the action of $h \ m_0$ on $T \mathcal{H}_1$ is given by

$$h \ m_0 = h \ m_0 \pi_0 + \sum_{n=1}^{\infty} (\mathbb{I}^{\otimes n} \otimes h \ m_0) \pi_n.$$  \hspace{1cm} (4.9)

Similarly, the actions of $h \ m_1$ and $h \ m_2$ on $T \mathcal{H}_1$ are given by

$$h \ m_1 = h \ m_1 \pi_1 + \sum_{n=2}^{\infty} (\mathbb{I}^{\otimes(n-1)} \otimes h \ m_1) \pi_n,$$  \hspace{1cm} (4.10)

$$h \ m_2 = h \ m_2 \pi_2 + \sum_{n=3}^{\infty} (\mathbb{I}^{\otimes(n-2)} \otimes h \ m_2) \pi_n.$$  \hspace{1cm} (4.11)

Note that the resulting element is also in $T \mathcal{H}_1$ for each of the actions of $h \ m_0$, $h \ m_1$, and $h \ m_2$ on $T \mathcal{H}_1$. When we expand $f \ 1$ in powers of $h \ m$ and $h \ U$, each term in the expansion therefore belongs to $T \mathcal{H}_1$. For this expansion, it is convenient to decompose $h \ m_0$, $h \ m_1$, and $h \ m_2$ as follows:

$$h \ m_0 = \sum_{n=0}^{\infty} \pi_{n+1} \ m_0 \pi_n = \pi_1 \ h \ m_0 \pi_0 + \pi_2 \ h \ m_0 \pi_1 + \pi_3 \ h \ m_0 \pi_2 + \ldots,$$

$$h \ m_1 = \sum_{n=1}^{\infty} \pi_n \ h \ m_1 \pi_n = \pi_1 \ h \ m_1 \pi_1 + \pi_2 \ h \ m_1 \pi_2 + \pi_3 \ h \ m_1 \pi_3 + \ldots,$$  \hspace{1cm} (4.12)

$$h \ m_2 = \sum_{n=2}^{\infty} \pi_{n-1} \ h \ m_2 \pi_n = \pi_1 \ h \ m_2 \pi_2 + \pi_2 \ h \ m_2 \pi_3 + \pi_3 \ h \ m_2 \pi_4 + \ldots.$$

Let us calculate correlation functions in perturbation theory with respect to $g$. We expand $Y$, $Z_{\varphi}$, $Z_m$, and $Z_g$ in $g$ as follows:

$$Y = g^{Y^{(1)}} + O(g^3),$$  \hspace{1cm} (4.13)

$$Z_{\varphi} = 1 + g^2 Z_{\varphi}^{(1)} + O(g^4),$$  \hspace{1cm} (4.14)

$$Z_m = 1 + g^2 Z_m^{(1)} + O(g^4),$$  \hspace{1cm} (4.15)

$$Z_g = 1 + g^2 Z_g^{(1)} + O(g^4).$$  \hspace{1cm} (4.16)

Correspondingly, we expand $m_0$, $m_1$, and $m_2$ in $g$ as

$$m_0 = \sum_{\ell=0}^{\infty} m_0^{(\ell)}, \quad m_1 = \sum_{\ell=0}^{\infty} m_1^{(\ell)}, \quad m_2 = \sum_{\ell=0}^{\infty} m_2^{(\ell)},$$  \hspace{1cm} (4.17)

where $m_n^{(\ell)}$ is of $O(g^{n-1+2\ell})$. We also expand $m$ in $g$ as

$$m = \sum_{\ell=0}^{\infty} m^{(\ell)},$$  \hspace{1cm} (4.18)
where
\[ m^{(\ell)} = m_0^{(\ell)} + m_1^{(\ell)} + m_2^{(\ell)}. \]

(4.19)

The coderivation \( m^{(0)} \) describes the interaction of the classical action and is given by
\[ m^{(0)} = b_2, \]

(4.20)

where \( b_2 \) is the coderivation associated with \( b_2 \). The coderivation \( m^{(1)} \) describes counterterms at one loop, and \( m_0^{(1)}, m_1^{(1)}, \) and \( m_2^{(1)} \) are given by
\[ m_0^{(1)} 1 = - g Y^{(1)}, \]
\[ m_1^{(1)} \varphi(x) = - g^2 Z_\varphi^{(1)} \partial^2 \varphi(x) + g^2 Z_m^{(1)} m^2 \varphi(x), \]
\[ m_2^{(1)} ( \varphi_1(x) \otimes \varphi_2(x) ) = - \frac{g^3}{2} Z_\varphi^{(1)} \varphi_1(x) \varphi_2(x) \]

(4.21), (4.22), (4.23)

for \( \varphi(x), \varphi_1(x), \) and \( \varphi_2(x) \) in \( \mathcal{H}_1 \).

4.1 One-point function

The one-point function can be calculated from \( \pi_1 f 1 \). Let us expand \( \pi_1 f 1 \) in \( g \). Since \( h m \) is of \( O(g) \), we find
\[ \pi_1 f 1 = \pi_1 \frac{1}{1 + h m - h U} \]
\[ = \pi_1 \frac{1}{1 - h U} - \pi_1 \frac{1}{1 - h U} h m \frac{1}{1 - h U} 1 + O(g^2). \]

(4.24)

It follows from the decomposition of \( h U \) in (3.5) that
\[ \pi_1 \frac{1}{1 - h U} = \pi_1. \]

(4.25)

Since \( \pi_1 1 \) vanishes, we obtain
\[ \pi_1 f 1 = - \pi_1 h m \frac{1}{1 - h U} 1 + O(g^2). \]

(4.26)

We further use the decomposition of \( h U \) in (3.5) and the decompositions of \( h m_0, h m_1, \) and \( h m_2 \) in (4.12) to find
\[ - \pi_1 h m \frac{1}{1 - h U} 1 = - \pi_1 h m_2 h U 1 \]
\[ - \pi_1 h m_0 1. \]

(4.27)

We then expand \( m_2 \) and \( m_0 \) in \( g \) to obtain
\[ \pi_1 f 1 = - \pi_1 h b_2 h U 1 - \pi_1 h m_0^{(1)} 1 + O(g^2) \]
\[ = - h b_2 ( e^\alpha \otimes h e_\alpha ) - h m_0^{(1)} 1 + O(g^2). \]

(4.28)
The symmetry factor of this diagram is 2, which is correctly reproduced in the calculation of $\langle \varphi(x_1) \rangle$.

The explicit form of the terms of $O(g)$ is given by

$$- h b_2 (e^\alpha \otimes h e_\alpha) - h m_0^{(1)} 1 = \frac{g}{m^2} \left[ \frac{1}{2} \int \frac{d^d p}{(2\pi)^d} \frac{1}{p^2 + m^2} + Y^{(1)} \right],$$

and the one-point function is given by

$$\langle \varphi(x_1) \rangle = \omega_1 (\pi_1 f 1, \delta^d(x - x_1)) = \frac{g}{m^2} \left[ \frac{1}{2} \int \frac{d^d p}{(2\pi)^d} \frac{1}{p^2 + m^2} + Y^{(1)} \right] + O(g^2).$$

We have reproduced the contribution from the one-loop tadpole diagram. See figure 1. Note that the correct symmetry factor appeared. The integral over $p$ is divergent in six dimensions, so we need to regularize the integral by introducing a cutoff $\Lambda$. We then choose the constant $Y^{(1)}$ to depend on $\Lambda$ so that the one-point function at $O(g)$ is finite in the limit $\Lambda \to \infty$. While we can make the one-point function vanish at $O(g)$ by choosing $Y^{(1)}$ to cancel the contribution from the one-loop tadpole diagram, we leave it finite and keep track of the appearance of one-loop tadpoles.

It is convenient to define $n_0^{(1)}$ by

$$n_0^{(1)} 1 = b_2 (e^\alpha \otimes h e_\alpha).$$

We can then write $\pi_1 f 1$ as follows:

$$\pi_1 f 1 = - h (n_0^{(1)} + m_0^{(1)}) 1 + O(g^2).$$

Let us denote the sum $n_0^{(1)} + m_0^{(1)}$ by $\Gamma_0^{(1)}$. It is given by

$$\Gamma_0^{(1)} 1 = (n_0^{(1)} + m_0^{(1)}) 1 = b_2 (e^\alpha \otimes h e_\alpha) + m_0^{(1)} 1 = - \frac{g}{2} \int \frac{d^d p}{(2\pi)^d} \frac{1}{p^2 + m^2} - g Y^{(1)}.$$

The operator $\Gamma_0^{(1)}$ describes the linear term at one loop in the one-particle irreducible (1PI) effective action. We write the one-point function as

$$\langle \varphi(x_1) \rangle = \langle \varphi(x_1) \rangle^{(1)} + O(g^2),$$

6See [22] for the analysis of symmetry factors in the context of scattering amplitudes. 7While we can use standard regularizations used in quantum field theory, it would be interesting to consider the non-local deformation discussed in [33], which has a structure analogous to string field theory.
where
\[
(\varphi(x_1))^{(1)} = -\omega_1 (h'_{10} [1, \delta^d(x - x_1)]) \\
= -\frac{g}{m^2} \left[ \frac{1}{2} \int \frac{d^dq}{(2\pi)^d} \frac{1}{p^2 + m^2} + \mathcal{Y}^{(1)} \right].
\] (4.35)

### 4.2 Two-point function

The two-point function can be calculated from \( \pi_2 f 1 \). Let us expand \( \pi_2 f 1 \) in \( g \) as follows:
\[
\pi_2 f 1 = \pi_2 \frac{1}{1 + h m - h U} 1 \\
= \pi_2 \frac{1}{1 - h U} 1 - \pi_2 \frac{1}{1 - h U} h m \frac{1}{1 - h U} 1 \\
+ \pi_2 \frac{1}{1 - h U} 1 + O(g^3). 
\] (4.36)

It follows from the decomposition of \( h U \) in (3.5) that
\[
\pi_2 \frac{1}{1 - h U} = \pi_2 + \pi_2 h U \pi_0. 
\] (4.37)

When we substitute (4.37) into (4.36), \( \pi_2 \) and \( \pi_2 h U \pi_0 \) on the right-hand side of (4.37) act on \( 1 \) or \( h m \). Since \( \pi_2 1 \) and \( \pi_0 h m \) vanish, we obtain
\[
\pi_2 f 1 = \pi_2 h U 1 - \pi_2 h m \frac{1}{1 - h U} 1 + \pi_2 h m \frac{1}{1 - h U} h m \frac{1}{1 - h U} 1 + O(g^3). 
\] (4.38)

We use the decomposition of \( h U \) in (3.5) and the decompositions of \( h m_0 \), \( h m_1 \), and \( h m_2 \) in (4.12) to find
\[
- \pi_2 h m \frac{1}{1 - h U} 1 = - \pi_2 h m_1 h U 1, \\
\pi_2 h m \frac{1}{1 - h U} h m \frac{1}{1 - h U} 1 = \pi_2 h m_0 h m_0 1 + \pi_2 h m_0 h m_2 h U 1 \\
+ \pi_2 h m_1 h m_1 h U 1 \\
+ \pi_2 h m_2 h m_0 h U 1 + \pi_2 h m_2 h m_2 h U h U 1 \\
+ \pi_2 h m_2 h U h m_0 1 + \pi_2 h m_2 h U h m_2 h U 1. 
\] (4.39)

We then expand \( m_2 \), \( m_1 \), and \( m_0 \) in \( g \) to obtain
\[
\pi_2 f 1 = \pi_2 h U 1 - \pi_2 h m_1^{(1)} h U 1 \\
+ \pi_2 h m_0^{(1)} h m_0^{(1)} 1 + \pi_2 h m_0^{(1)} h b_2 h U 1 \\
+ \pi_2 h b_2 h m_0^{(1)} h U 1 + \pi_2 h b_2 h b_2 h U h U 1 \\
+ \pi_2 h b_2 h U h m_0^{(1)} 1 + \pi_2 h b_2 h U h b_2 h U 1 + O(g^3). 
\] (4.40)
In addition to the term $\pi_2 h U 1$ of the free theory, there are seven terms of $O(g^2)$. Let us first calculate two of them which do not involve counterterms. One of them is $\pi_2 h b_2 h b_2 h U h U 1$:

$$
\pi_2 h b_2 h b_2 h U h U 1 = e^\beta \otimes h b_2 ( e^\alpha \otimes h b_2 ( h e_\alpha \otimes h e_\beta ) ) \\
+ e^\alpha \otimes h b_2 ( e^\beta \otimes h b_2 ( h e_\alpha \otimes h e_\beta ) ) \\
+ e^\alpha \otimes h b_2 ( h e_\alpha \otimes h b_2 ( e^\beta \otimes h e_\beta ) ) \\
= e^\beta \otimes h b_2 ( e^\alpha \otimes h b_2 ( h e_\alpha \otimes h e_\beta ) ) \\
+ e^\alpha \otimes h b_2 ( e^\beta \otimes h b_2 ( h e_\alpha \otimes h e_\beta ) ) \\
+ e^\alpha \otimes h b_2 ( h e_\alpha \otimes h n_0^{(1)} 1 ) .
$$

(4.41)

The other one is $\pi_2 h b_2 h U h b_2 h U 1$:

$$
\pi_2 h b_2 h U h b_2 h U 1 = e^\beta \otimes h b_2 ( h b_2 ( e^\alpha \otimes h e_\alpha ) \otimes h e_\beta ) \\
+ h b_2 ( e^\alpha \otimes h e_\alpha ) \otimes h b_2 ( e^\beta \otimes h e_\beta ) \\
= e^\beta \otimes h b_2 ( h n_0^{(1)} 1 \otimes h e_\beta ) + h n_0^{(1)} 1 \otimes h n_0^{(1)} 1 .
$$

(4.42)

Let us define $n_1^{(1)}$ by

$$
n_1^{(1)} = - b_2 ( e^\alpha \otimes h b_2 ( I \otimes h e_\alpha + h e_\alpha \otimes I ) ) .
$$

(4.43)

Then the sum of the two terms is written as

$$
\pi_2 h b_2 h b_2 h U h U 1 + \pi_2 h b_2 h U h b_2 h U 1 \\
= - e^\alpha \otimes h n_1^{(1)} h e_\alpha \\
+ e^\alpha \otimes h b_2 ( h e_\alpha \otimes h n_0^{(1)} 1 ) + e^\alpha \otimes h b_2 ( h n_0^{(1)} 1 \otimes h e_\alpha ) \\
+ h n_0^{(1)} 1 \otimes h n_0^{(1)} 1 .
$$

(4.44)

The remaining five terms involving counterterms are given by

$$
- \pi_2 h m_1^{(1)} h U 1 = - e^\alpha \otimes h m_1^{(1)} h e_\alpha ,
$$

(4.45)

$$
\pi_2 h m_0^{(1)} h m_0^{(1)} 1 = h m_0^{(1)} 1 \otimes h m_0^{(1)} 1 ,
$$

(4.46)

$$
\pi_2 h m_0^{(1)} h b_2 h U 1 = h b_2 ( e^\alpha \otimes h e_\alpha ) \otimes h m_0^{(1)} 1 = h n_0^{(1)} 1 \otimes h m_0^{(1)} 1 ,
$$

(4.47)

$$
\pi_2 h b_2 h m_0^{(1)} h U 1 = e^\alpha \otimes h b_2 ( h e_\alpha \otimes h m_0^{(1)} 1 ) ,
$$

(4.48)

$$
\pi_2 h b_2 h U h m_0^{(1)} 1 = e^\alpha \otimes h b_2 ( h m_0^{(1)} 1 \otimes h e_\alpha ) + h m_0^{(1)} 1 \otimes h b_2 ( e^\alpha \otimes h e_\alpha ) \\
= e^\alpha \otimes h b_2 ( h m_0^{(1)} 1 \otimes h e_\alpha ) + h m_0^{(1)} 1 \otimes h n_0^{(1)} 1 .
$$

(4.49)

We define $\Gamma_1^{(1)}$ by

$$
\Gamma_1^{(1)} = n_1^{(1)} + m_1^{(1)} .
$$

(4.50)

Then $\pi_2 f 1$ can be written in terms of $\Gamma_1^{(1)}$ and $\Gamma_0^{(1)}$ as follows:
Figure 2: Feynman diagrams contributing to the two-point function $\langle \varphi(x_1) \varphi(x_2) \rangle$ at $O(g^2)$ without involving counterterms. The top left diagram is associated with $\Gamma_1^{(1)}$. The bottom left diagram contains the one-loop tadpole. The disconnected diagrams on the right side correspond to $\langle \varphi(x_1) \rangle^{(1)} \langle \varphi(x_2) \rangle^{(1)}$.

\[
\pi_2 f 1 = e^\alpha \otimes h e_\alpha - e^\alpha \otimes h \Gamma_1^{(1)} h e_\alpha + e^\alpha \otimes h b_2 (h e_\alpha \otimes h \Gamma_0^{(1)} 1) + e^\alpha \otimes h b_2 (h \Gamma_0^{(1)} 1 \otimes h e_\alpha) + h \Gamma_0^{(1)} 1 \otimes h \Gamma_0^{(1)} 1 + O(g^3).
\]

The action of $\Gamma_1^{(1)}$ on $e^{ikx}$ in $\mathcal{H}_1$ is given by

\[
\Gamma_1^{(1)} e^{ikx} = \left[ -\frac{g^2}{2} \int \frac{d^d p}{(2\pi)^d} \frac{1}{(p+k)^2 + m^2} \frac{1}{p^2 + m^2} + g^2 Z_\varphi^{(1)} k^2 + g^2 Z_m^{(1)} m^2 \right] e^{ikx}.
\]

The integral over $p$ is divergent in six dimensions, but we choose the constants $Z_\varphi^{(1)}$ and $Z_m^{(1)}$ to depend on $\Lambda$ so that $\Gamma_1^{(1)}$ is finite in the limit $\Lambda \to \infty$. The two-point function is given by

\[
\langle \varphi(x_1) \varphi(x_2) \rangle = \omega_2 \left( \pi_2 f 1, \delta^d(x-x_1) \otimes \delta^d(x-x_2) \right) = \langle \varphi(x_1) \varphi(x_2) \rangle^{(0)} + \langle \varphi(x_1) \varphi(x_2) \rangle^{(1)}_{\mathcal{C}} + \langle \varphi(x_1) \rangle^{(1)} \langle \varphi(x_2) \rangle^{(1)} + O(g^3),
\]

where

\[
\langle \varphi(x_1) \varphi(x_2) \rangle^{(1)}_{\mathcal{C}} = -\omega_2 \left( e^\alpha \otimes h \Gamma_1^{(1)} h e_\alpha, \delta^d(x-x_1) \otimes \delta^d(x-x_2) \right) + \omega_2 \left( e^\alpha \otimes h b_2 (h e_\alpha \otimes h \Gamma_0^{(1)} 1), \delta^d(x-x_1) \otimes \delta^d(x-x_2) \right) + \omega_2 \left( e^\alpha \otimes h b_2 (h \Gamma_0^{(1)} 1 \otimes h e_\alpha), \delta^d(x-x_1) \otimes \delta^d(x-x_2) \right)
\]

\[
= -g^2 \int \frac{d^d p}{(2\pi)^d} \frac{e^{-ip(x_1-x_2)}}{p^2 + m^2} \left[ -\frac{1}{2} \int \frac{d^d \ell}{(2\pi)^d} \frac{1}{(\ell+p)^2 + m^2} \frac{1}{\ell^2 + m^2} + Z_\varphi^{(1)} p^2 + Z_m^{(1)} m^2 \right]
\]

\[
+ g^2 \int \frac{d^d p}{(2\pi)^d} \frac{e^{-ip(x_1-x_2)}}{m^2 (p^2 + m^2)^2} \left[ -\frac{1}{2} \int \frac{d^d \ell}{(2\pi)^d} \frac{1}{\ell^2 + m^2} + Y^{(1)} \right].
\]

(4.54)
The two-point function \( \langle \varphi(x_1) \varphi(x_2) \rangle \) contains \( \langle \varphi(x_1) \rangle \langle \varphi(x_2) \rangle \) at \( O(g^2) \), which corresponds to contributions from disconnected Feynman diagrams. The connected part at one loop \( \langle \varphi(x_1) \varphi(x_2) \rangle_C^{(1)} \) involves \( \Gamma_0^{(1)} \) and \( \Gamma_1^{(1)} \). The terms involving \( \Gamma_0^{(1)} \) correspond to contributions from a diagram containing the one-loop tadpole and a diagram containing the associated counterterm. The operator \( \Gamma_1^{(1)} \) describes the one-loop correction to the kinetic term in the 1PI effective action [31]. See figure 2.

### 4.3 Three-point function

The three-point function can be calculated from \( \pi_3 f 1 \). Let us expand \( \pi_3 f 1 \) in \( g \) as follows:

\[
\pi_3 f 1 = \pi_3 \frac{1}{1 + h m - h U} 1
\]

\[
= \pi_3 \frac{1}{1 - h U} 1 - \pi_3 \frac{h m}{1 - h U} 1 + O(g^2). \tag{4.55}
\]

It follows from the decomposition of \( h U \) in (3.5) that

\[
\pi_3 \frac{1}{1 - h U} = \pi_3 + \pi_3 h U \pi_1. \tag{4.56}
\]

Since \( \pi_3 1 \) and \( \pi_1 1 \) vanish, we obtain

\[
\pi_3 f 1 = - \pi_3 h m \frac{1}{1 - h U} 1 - \pi_3 h U h m \frac{1}{1 - h U} 1 + O(g^2). \tag{4.57}
\]

We use the decomposition of \( h U \) in (3.5) and the decompositions of \( h m_0, h m_1, \) and \( h m_2 \) in (4.12) to find

\[
- \pi_3 h m \frac{1}{1 - h U} 1 = - \pi_3 h m_0 h U 1 - \pi_3 h m_2 h U 1,
\]

\[
- \pi_3 h U h m \frac{1}{1 - h U} 1 = - \pi_3 h U h m_0 1 - \pi_3 h U h m_2 h U 1. \tag{4.58}
\]

We then expand \( m_2 \) and \( m_0 \) in \( g \) to obtain

\[
\pi_3 f 1 = - \pi_3 h m_0^{(1)} h U 1 - \pi_3 h b_2 h U 1 - \pi_3 h U h m_0^{(1)} 1 - \pi_3 h U h b_2 h U 1 + O(g^2). \tag{4.59}
\]

Among four terms of \( O(g) \), there are two terms which do not involve counterterms. One of them is \( - \pi_3 h b_2 h U 1 \):

\[
- \pi_3 h b_2 h U 1 = - e^\beta \otimes e^\alpha \otimes h b_2 (h e_\alpha \otimes h e_\beta)
\]

\[
- e^\alpha \otimes e^\beta \otimes h b_2 (h e_\alpha \otimes h e_\beta)
\]

\[
- e^\alpha \otimes h e_\alpha \otimes h b_2 (e^\beta \otimes h e_\beta)
\]

\[
= - e^\beta \otimes e^\alpha \otimes h b_2 (h e_\alpha \otimes h e_\beta) - e^\alpha \otimes e^\beta \otimes h b_2 (h e_\alpha \otimes h e_\beta)
\]

\[
- e^\alpha \otimes h e_\alpha \otimes h n_0^{(1)} 1. \tag{4.60}
\]
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The other one is $- \pi_3 h \ U \ h \ b_2 \ h \ U \ 1$:

\[
- \pi_3 h \ U \ h \ b_2 \ h \ U \ 1 = - e^\beta \otimes h \ b_2 \ (e^\alpha \otimes h e_\alpha) \otimes h e_\beta - h b_2 \ (e^\alpha \otimes h e_\alpha) \otimes e^\beta \otimes h e_\beta \\
= - e^\beta \otimes h n_0^{(1)} \ 1 \otimes h e_\beta - h n_0^{(1)} \ 1 \otimes e^\beta \otimes h e_\beta.
\] (4.61)

The sum of the two terms is given by

\[
- \pi_3 h \ b_2 \ h \ U \ h \ U \ 1 - \pi_3 h \ U \ h \ b_2 \ h \ U \ 1 \\
= - e^\beta \otimes e^\alpha \otimes h b_2 \ (h e_\alpha \otimes h e_\beta) - e^\alpha \otimes e^\beta \otimes h b_2 \ (h e_\alpha \otimes h e_\beta) \\
- e^\alpha \otimes h e_\alpha \otimes h n_0^{(1)} \ 1 - e^\alpha \otimes h n_0^{(1)} \ 1 \otimes h e_\beta - h n_0^{(1)} \ 1 \otimes e^\alpha \otimes h e_\alpha.
\] (4.62)

The remaining two terms involving counterterms are given by

\[
- \pi_3 h \ m_0^{(1)} \ h \ U \ 1 = - e^\alpha \otimes h e_\alpha \otimes h m_0^{(1)} \ 1, \\
- \pi_3 h \ U \ m_0^{(1)} \ 1 = - e^\alpha \otimes h m_0^{(1)} \ 1 \otimes h e_\alpha - h m_0^{(1)} \ 1 \otimes e^\alpha \otimes h e_\alpha.
\] (4.63, 4.64)

We therefore find

\[
\pi_3 f \ 1 = - e^\beta \otimes e^\alpha \otimes h b_2 \ (h e_\alpha \otimes h e_\beta) - e^\alpha \otimes e^\beta \otimes h b_2 \ (h e_\alpha \otimes h e_\beta) \\
- e^\alpha \otimes h e_\alpha \otimes h \Gamma_0^{(1)} \ 1 - e^\alpha \otimes h \Gamma_0^{(1)} \ 1 \otimes h e_\alpha - h \Gamma_0^{(1)} \ 1 \otimes e^\alpha \otimes h e_\alpha + O(g^2).
\] (4.65)

The three-point function is given by

\[
\langle \varphi(x_1) \varphi(x_2) \varphi(x_3) \rangle = \omega_3 \ (\pi_3 \ f \ 1, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \delta^d(x - x_3)) \\
= (\varphi(x_1) \varphi(x_2) \varphi(x_3) \rangle_C^{(0)} + \langle \varphi(x_1) \varphi(x_2) \rangle^{(0)} \langle \varphi(x_3) \rangle^{(1)} \\
+ \langle \varphi(x_1) \varphi(x_3) \rangle^{(0)} \langle \varphi(x_2) \rangle^{(1)} + \langle \varphi(x_2) \varphi(x_3) \rangle^{(0)} \langle \varphi(x_1) \rangle^{(1)} + O(g^2),
\] (4.66)

where the connected part at the tree level $\langle \varphi(x_1) \varphi(x_2) \varphi(x_3) \rangle_C^{(0)}$ is given by

\[
\langle \varphi(x_1) \varphi(x_2) \varphi(x_3) \rangle_C^{(0)} = g \int \frac{d^dp_1}{(2\pi)^d} \int \frac{d^dp_2}{(2\pi)^d} \ e^{-ip_1 x_1 - ip_2 x_2 + (p_1 + p_2) x_3} \ (p_1^2 + m^2) \ (p_2^2 + m^2) \ ((p_1 + p_2)^2 + m^2).
\] (4.67)

See figure 3
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5 The Schwinger-Dyson equations

We have demonstrated that our formula presented in subsection 2.4 correctly reproduces correlation functions of $\varphi^3$ theory. In this section we show that the Schwinger-Dyson equations are satisfied.

In the framework of the path integral, correlation functions are defined by

$$\langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) \rangle = \frac{1}{Z} \int D\varphi \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) e^{-S}, \quad (5.1)$$

where

$$Z = \int D\varphi e^{-S}. \quad (5.2)$$

Since

$$\frac{1}{Z} \int D\varphi \frac{\delta}{\delta \varphi(y)} \left[ \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) e^{-S} \right] = 0, \quad (5.3)$$

we obtain the Schwinger-Dyson equations given by

$$\sum_{i=1}^{n} \delta^d(y - x_i) \langle \varphi(x_1) \ldots \varphi(x_{i-1}) \varphi(x_{i+1}) \ldots \varphi(x_n) \rangle - \langle \varphi(x_1) \ldots \varphi(x_n) \frac{\delta S}{\delta \varphi(y)} \rangle = 0. \quad (5.4)$$

Let us show that correlation functions described in terms of quantum $A_{\infty}$ algebras satisfy the Schwinger-Dyson equations. Since

$$(1 + h m - h U) \frac{1}{1 + h m - h U} 1 = 1 \quad (5.5)$$

and

$$\pi_{n+1} 1 = 0 \quad \text{for} \quad n \geq 0, \quad (5.6)$$

we have

$$\pi_{n+1} f 1 + \pi_{n+1} h m f 1 - \pi_{n+1} h U f 1 = 0 \quad \text{for} \quad n \geq 0. \quad (5.7)$$

The first term on the left-hand side gives the following $(n + 1)$-point function:

$$\omega_{n+1} (\pi_{n+1} f 1, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \ldots \otimes \delta^d(x - x_n) \otimes \delta^d(x - y))$$

$$= \langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) \varphi(y) \rangle, \quad (5.8)$$

where we have chosen the last argument to be $y$ instead of $x_{n+1}$. Let us next consider

$$\omega_{n+1} (\pi_{n+1} h U f 1, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \ldots \otimes \delta^d(x - x_n) \otimes \delta^d(x - y)) \quad (5.9)$$

from the third term on the left-hand side of (5.7). It follows from the decomposition of $h U$ in (3.35) that

$$\omega_{n+1} (\pi_{n+1} h U f 1, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \ldots \otimes \delta^d(x - x_n) \otimes \delta^d(x - y))$$

$$= \omega_{n+1} (h U \pi_{n-1} f 1, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \ldots \otimes \delta^d(x - x_n) \otimes \delta^d(x - y)) \quad (5.10)$$
for \( n \geq 1 \). The action of \( h \mathbf{U} \) in (5.14) gives factors of the form

\[
\int dx' \int dy' \int \frac{d^dp}{(2\pi)^d} e^{-ipx'} \frac{1}{p^2 + m^2} e^{ipy'} \delta^d(x' - x) \delta^d(y' - y) = \int \frac{d^dp}{(2\pi)^d} e^{-ip(x_i - y)}
\]  

(5.11)

so that we find

\[
\omega_{n+1} ( \pi_{n+1} h \mathbf{U} f \mathbf{1}, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \ldots \otimes \delta^d(x - x_n) \otimes \delta^d(x - y) ) = \sum_{i=1}^{n} \int \frac{d^dp}{(2\pi)^d} e^{-ip(x_i - y)} \left\{ \varphi(x_1) \ldots \varphi(x_{i-1}) \varphi(x_{i+1}) \ldots \varphi(x_n) \right\} .
\]  

(5.12)

The second term on the left-hand side of (5.7) is expanded as

\[
\pi_{n+1} h \mathbf{m}_k f \mathbf{1} = \sum_{k=0}^{\infty} \pi_{n+1} h \mathbf{m}_k f \mathbf{1} = \sum_{k=0}^{\infty} (\mathbb{I}_n \otimes h \mathbf{m}_k) \pi_{n+k} f \mathbf{1} .
\]  

(5.13)

If we compare

\[
\omega_{n+1} ( (\mathbb{I}_n \otimes h \mathbf{m}_k) \pi_{n+k} f \mathbf{1}, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \ldots \otimes \delta^d(x - x_n) \otimes \delta^d(x - y) )
\]

(5.14)

with

\[
\omega_{n+k} ( \pi_{n+k} f \mathbf{1}, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \ldots \otimes \delta^d(x - x_{n+k}) ) = \langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_{n+k}) \rangle ,
\]  

(5.15)

the action of \( h \mathbf{m}_k \) in (5.14) corresponds to replacing \( \varphi(x_{n+1}) \varphi(x_{n+2}) \ldots \varphi(x_{n+k}) \) inside the brackets of the correlation function (5.15) with

\[
\int d^dz \int \frac{d^dp}{(2\pi)^d} e^{-ip(y - z)} m_k (\varphi(z) \otimes \ldots \otimes \varphi(z))
\]  

(5.16)

for \( k \geq 1 \), where \( m_k (\varphi(z) \otimes \ldots \otimes \varphi(z)) \) represents the function of \( z \) obtained by replacing \( x \) in \( m_k (\varphi(x) \otimes \ldots \otimes \varphi(x)) \) with \( z \). The action of \( h \mathbf{m}_0 \) in (5.14) corresponds to multiplying \( \langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) \rangle \) by

\[
\int d^dz \int \frac{d^dp}{(2\pi)^d} e^{-ip(y - z)} m_0 \mathbf{1} |_{x=z} .
\]  

(5.17)

In what follows the notation \( m_k (\varphi(z) \otimes \ldots \otimes \varphi(z)) \) with \( k = 0 \) represents the function of \( z \) obtained by replacing \( x \) in \( \mathbf{m}_0 \mathbf{1} \) with \( z \). We thus conclude that

\[
\omega_{n+1} ( \pi_{n+1} h \mathbf{m}_k f \mathbf{1}, \delta^d(x - x_1) \otimes \delta^d(x - x_2) \otimes \ldots \otimes \delta^d(x - x_n) \otimes \delta^d(x - y) )
\]

\[
= \int d^dz \int \frac{d^dp}{(2\pi)^d} e^{-ip(y - z)} \left\{ \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) m_k (\varphi(z) \otimes \ldots \otimes \varphi(z)) \right\} .
\]  

(5.18)
Using (5.8), (5.12), and (5.18), the relation (5.7) implies that
\[
\langle \varphi(x_1) \ldots \varphi(x_n) \varphi(y) \rangle + \sum_{k=0}^{\infty} \int d^d z \int \frac{d^d p}{(2\pi)^d} \frac{e^{-ip(y-z)}}{p^2 + m^2} \langle \varphi(x_1) \ldots \varphi(x_n) m_k (\varphi(z) \otimes \ldots \otimes \varphi(z)) \rangle
\]
\[- \sum_{i=1}^{n} \int \frac{d^d p}{(2\pi)^d} \frac{e^{-ip(x_i-y)}}{p^2 + m^2} \langle \varphi(x_1) \ldots \varphi(x_{i-1}) \varphi(x_{i+1}) \ldots \varphi(x_n) \rangle = 0.\] (5.19)

We then acts the operator \(-\partial_y^2 + m^2\) to find
\[
\langle \varphi(x_1) \ldots \varphi(x_n) \varphi(y) \rangle + \sum_{k=0}^{\infty} \langle \varphi(x_1) \ldots \varphi(x_n) m_k (\varphi(y) \otimes \ldots \otimes \varphi(y)) \rangle
\]
\[- \sum_{i=1}^{n} \delta^d(y - x_i) \langle \varphi(x_1) \ldots \varphi(x_{i-1}) \varphi(x_{i+1}) \ldots \varphi(x_n) \rangle = 0.\] (5.20)

Since
\[
\frac{\delta S}{\delta \varphi(y)} = \langle -\partial_y^2 + m^2 \rangle \varphi(y) + \sum_{k=0}^{\infty} m_k (\varphi(y) \otimes \ldots \otimes \varphi(y)),\] (5.21)

we find
\[- \sum_{i=1}^{n} \delta^d(y - x_i) \langle \varphi(x_1) \ldots \varphi(x_{i-1}) \varphi(x_{i+1}) \ldots \varphi(x_n) \rangle + \langle \varphi(x_1) \ldots \varphi(x_n) \frac{\delta S}{\delta \varphi(y)} \rangle = 0.\] (5.22)

We have thus shown that the Schwinger-Dyson equations are satisfied.

6 Scalar field theories in Minkowski space

So far we have considered scalar field theories in Euclidean space. In this section we consider scalar field theories in Minkowski space. The action of the free theory is given by
\[
- \frac{1}{2} \int d^d x \left[ \partial_\mu \varphi(x) \partial^\mu \varphi(x) + m^2 \varphi(x)^2 \right].\] (6.1)

This can be written as
\[
- \frac{1}{2} \int d^d x \left[ \partial_\mu \varphi(x) \partial^\mu \varphi(x) + m^2 \varphi(x)^2 \right] = - \frac{1}{2} \omega (\varphi(x), Q \varphi(x))\] (6.2)

with the understanding that \(\partial^2\) in the definition of \(Q\) is changed from \(g_{\mu\nu} \partial^\mu \partial^\nu\) with the Euclidean metric \(g_{\mu\nu}\) to \(\eta_{\mu\nu} \partial^\mu \partial^\nu\) with the Minkowski metric \(\eta_{\mu\nu}\) of signature \((-1, +, \cdots, +)\). The equation of motion of the free theory is given by
\[
Q \varphi(x) = \langle -\partial^2 + m^2 \varphi(x) = 0 \rangle (6.3)\]
for $\varphi(x)$ in $\mathcal{H}_1$. Unlike the Euclidean case where the solution is unique, solutions to the equation of motion consist of general superpositions of propagating waves. When we consider correlation functions, however, we claim that we should consider the projection onto $\varphi(x) = 0$ so that the corresponding projection operator $P$ vanishes:

$$P = 0. \quad (6.4)$$

As we wrote in subsection 2.4, this should correspond to carrying out the path integral completely, and this should also be the case for the theory in Minkowski space. The conditions for $h$ are again given by

$$Q h + h Q = \mathbb{I}, \quad \dot{h}^2 = 0. \quad (6.5)$$

To define the path integral of the free theory in Minkowski space, we use the $i\epsilon$ prescription and as a result we obtain the Feynman propagator. Since we define correlation functions in Minkowski space as vacuum expectation values associated with the unique vacuum in the quantum theory, we use the Feynman propagation to define the operator $h$. The action of $h$ on $\varphi(x)$ in $\mathcal{H}_2$ is given by

$$h \varphi(x) = \int d^d y \int \frac{d^d p}{(2\pi)^d} \frac{e^{-ip(x-y)}}{p^2 + m^2 - i\epsilon} \varphi(y), \quad (6.6)$$

and the operator $h$ annihilates any element in $\mathcal{H}_1$.

We consider an action of the form

$$S = -\frac{1}{2} \omega(\varphi(x), Q \varphi(x)) - \sum_{n=0}^{\infty} \frac{1}{n+1} \omega(\varphi(x), m_n(\varphi(x) \otimes \ldots \otimes \varphi(x))). \quad (6.7)$$

Note that the overall sign has been changed from the Euclidean case. We claim that correlation functions are given by

$$\langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) \rangle = \omega_n(\pi_n f, \delta^d(x-x_1) \otimes \delta^d(x-x_2) \otimes \ldots \otimes \delta^d(x-x_n)), \quad (6.8)$$

where

$$f = \frac{1}{1 + h m + i\hbar h U}. \quad (6.9)$$

Let us show that the Schwinger-Dyson equations are satisfied. In the framework of the path integral, correlation functions are defined by

$$\langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) \rangle = \frac{1}{Z} \int \mathcal{D}\varphi \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) e^{\frac{i}{\hbar}S}, \quad (6.10)$$

where

$$Z = \int \mathcal{D}\varphi e^{\frac{i}{\hbar}S}. \quad (6.11)$$
Since
\[
\frac{1}{Z} \int \mathcal{D}\varphi \frac{\delta}{\delta\varphi(y)} \left[ \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) e^{i S} \right] = 0, \tag{6.12}
\]
we obtain the Schwinger-Dyson equations given by
\[
\sum_{i=1}^{n} \delta^d(y-x_i) \langle \varphi(x_1) \ldots \varphi(x_{i-1}) \varphi(x_{i+1}) \ldots \varphi(x_n) \rangle + \frac{i}{\hbar} \langle \varphi(x_1) \ldots \varphi(x_n) \frac{\delta S}{\delta\varphi(y)} \rangle = 0. \tag{6.13}
\]

Let us show that correlation functions described in terms of quantum $A_\infty$ algebras satisfy the Schwinger-Dyson equations. Since
\[
(1 + m + i\hbar U) \frac{1}{1 + m + i\hbar U} \mathbf{1} = \mathbf{1} \tag{6.14}
\]
and
\[
\pi_{n+1} \mathbf{1} = 0 \quad \text{for} \quad n \geq 0, \tag{6.15}
\]
we have
\[
\pi_{n+1} \mathbf{f} + \pi_{n+1} m \mathbf{f} + i\hbar \pi_{n+1} U \mathbf{f} = \pi_{n+1} \mathbf{f} + \sum_{k=0}^{\infty} \pi_{n+1} m_k \mathbf{f} + i\hbar \pi_{n+1} U \mathbf{f} = 0 \quad \text{for} \quad n \geq 0. \tag{6.16}
\]

Using (5.8), (5.12), and (5.18) with $p^2 + m^2$ replaced by $p^2 + m^2 - i\epsilon$, we obtain
\[
\langle \varphi(x_1) \ldots \varphi(x_n) \varphi(y) \rangle + \sum_{k=0}^{\infty} \int \frac{d^dp}{(2\pi)^d} \frac{e^{-ip(y-z)}}{p^2 + m^2 - i\epsilon} \langle \varphi(x_1) \ldots \varphi(x_n) m_k (\varphi(z) \otimes \ldots \otimes \varphi(z)) \rangle \tag{6.17}
\]
\[
= \frac{i\hbar}{2} \sum_{i=1}^{n} \int \frac{d^dp}{(2\pi)^d} \frac{e^{-ip(x_i-y)}}{p^2 + m^2 - i\epsilon} \langle \varphi(x_1) \ldots \varphi(x_{i-1}) \varphi(x_{i+1}) \ldots \varphi(x_n) \rangle = 0.
\]

We then acts the operator $-\partial_y^2 + m^2$ to find
\[
( -\partial_y^2 + m^2 ) \langle \varphi(x_1) \ldots \varphi(x_n) \varphi(y) \rangle + \sum_{k=0}^{\infty} \langle \varphi(x_1) \ldots \varphi(x_n) m_k (\varphi(y) \otimes \ldots \otimes \varphi(y)) \rangle \tag{6.18}
\]
\[
+ i\hbar \sum_{i=1}^{n} \delta^d(y-x_i) \langle \varphi(x_1) \ldots \varphi(x_{i-1}) \varphi(x_{i+1}) \ldots \varphi(x_n) \rangle = 0.
\]

Since
\[
\frac{\delta S}{\delta\varphi(y)} = -( -\partial_y^2 + m^2 ) \varphi(y) - \sum_{k=0}^{\infty} m_k (\varphi(y) \otimes \ldots \otimes \varphi(y)), \tag{6.19}
\]
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we find
\[ i\hbar \sum_{i=1}^{n} \delta^{d}(y - x_{i}) \left( \varphi(x_{1}) \ldots \varphi(x_{i-1}) \varphi(x_{i+1}) \ldots \varphi(x_{n}) \right) - \langle \varphi(x_{1}) \ldots \varphi(x_{n}) \frac{\delta S}{\delta \varphi(y)} \rangle = 0. \quad (6.20) \]

We have thus shown that the Schwinger-Dyson equations are satisfied.

Let us consider the two-point function of the free theory. In this case the coderivation \( m \)
vanishes and \( f \) is given by
\[ f = \frac{1}{1 + i\hbar h U}. \quad (6.21) \]
The two-point function can be calculated from \( \pi_{2} f 1 \). We find
\[ \pi_{2} f 1 = -i\hbar \pi_{2} h U 1 = -i\hbar e^{\alpha} \otimes h e_{\alpha} = -i\hbar \int \frac{d^{d}p}{(2\pi)^{d}} e^{-ipx} \otimes \frac{1}{p^{2} + m^{2} - i\epsilon} e^{ipx}. \quad (6.22) \]
The two-point function is then given by
\[ \langle \varphi(x_{1}) \varphi(x_{2}) \rangle = \omega_{2} \left( \langle \pi_{2} f 1, \delta^{d}(x - x_{1}) \otimes \delta^{d}(x - x_{2}) \rangle \right) = -i\hbar \int \frac{d^{d}p}{(2\pi)^{d}} e^{-ip(x_{1} - x_{2})} \otimes \frac{1}{p^{2} + m^{2} - i\epsilon}. \quad (6.23) \]

More examples of calculations for scalar field theories in Minkowski space will be presented in [31].

Quantum mechanics corresponds to the case where \( d = 1 \). We write the action of a harmonic
oscillator as
\[ S = \int dt \left[ \frac{1}{2} m \left( \frac{dq(t)}{dt} \right)^{2} - \frac{1}{2} m \omega^{2} q(t)^{2} \right], \quad (6.24) \]
where the parameters \( m \) and \( \omega \) are real and positive. We take \( \mathcal{H}_{1} \) and \( \mathcal{H}_{2} \) to be the vector
space of functions of \( t \), and we define \( Q \) by
\[ Q q(t) = m \left( \frac{d^{2}}{dt^{2}} + \omega^{2} \right) q(t) \quad (6.25) \]
for \( q(t) \) in \( \mathcal{H}_{1} \). We define \( h \) by
\[ h q(t) = \frac{1}{m} \int dt' \int \frac{d\omega'}{2\pi} \frac{e^{i\omega'(t-t')}}{-\omega'^{2} + \omega^{2} - i\epsilon} q(t') \quad (6.26) \]
for \( q(t) \) in \( \mathcal{H}_{2} \). For quantum mechanics we use the following choice for \( e^{\alpha} \) and \( e_{\alpha} \) which appear in \( T \mathcal{H} \):
\[ \ldots \otimes e^{\alpha} \otimes \ldots \otimes e_{\alpha} \otimes \ldots = \int \frac{d\omega'}{2\pi} \ldots \otimes e^{i\omega' t} \otimes \ldots \otimes e^{-i\omega' t} \otimes \ldots. \quad (6.27) \]
The two-point function is given by

\[ \langle q(t_1) q(t_2) \rangle = -\frac{i\hbar}{m} \int \frac{d\omega'}{2\pi} \frac{e^{i\omega'(t_1-t_2)}}{-\omega'^2 + \omega^2 - i\epsilon}, \tag{6.28} \]

which is

\[ \langle q(t_1) q(t_2) \rangle = \frac{\hbar}{2m\omega} e^{-i\omega(t_1-t_2)} \quad \text{for} \quad t_1 > t_2 \tag{6.29} \]

and

\[ \langle q(t_1) q(t_2) \rangle = \frac{\hbar}{2m\omega} e^{i\omega(t_1-t_2)} \quad \text{for} \quad t_1 < t_2. \tag{6.30} \]

As is well known, this reproduces the vacuum expectation value of the time-ordered product

\[ \langle 0 | T \hat{q}(t_1) \hat{q}(t_2) | 0 \rangle \]

for

\[ \hat{q}(t) = \sqrt{\frac{\hbar}{2m\omega}} (\hat{a} e^{-i\omega t} + \hat{a}^\dagger e^{i\omega t}) \tag{6.31} \]

with

\[ [\hat{a}, \hat{a}^\dagger] = 1, \quad \hat{a} |0\rangle = 0. \tag{6.32} \]

### 7 Conclusions and discussion

In this paper we proposed the formula (2.71) for correlation function of scalar field theories in perturbation theory using quantum \( A_\infty \) algebras. We then proved that correlation functions from our formula satisfy the Schwinger-Dyson equations as an immediate consequence of the structure in (5.5) for the Euclidean case and in (6.14) for the Minkowski case.

Since the description in terms of homotopy algebras or the Batalin-Vilkovisky formalism tends to be elusive and formal, we have presented completely explicit calculations for \( \varphi^3 \) theory which involve renormalization at one loop. We hope that this demonstration in this paper helps us convince ourselves that any calculations of this kind in the path integral or in the operator formalism can be carried out in the framework of quantum \( A_\infty \) algebras as well.

The important ingredient \( f \) is associated with a quasi-isomorphism from the \( A_\infty \) algebra after the projection to the \( A_\infty \) algebra before the projection. While \( \pi_1 f \) describes the quasi-isomorphism and we are usually interested in this part of \( f \), we found that the part \( f \pi_0 \) is relevant for correlation functions. Incidentally, the sector \( \mathcal{H}^0 \) is often omitted in the discussion of homotopy algebras, but it plays an important role in our approach. For any \( A_\infty \) algebra described in terms of a coderivation \( Q + \mathbf{m} \), the minimal model theorem [9] states the existence of a quasi-isomorphism from an \( A_\infty \) algebra on the cohomology of \( Q \) to the \( A_\infty \) algebra described in terms of \( Q + \mathbf{m} \). Such an \( A_\infty \) algebra on the cohomology of \( Q \) is called a minimal model of the \( A_\infty \) algebra described in terms of \( Q + \mathbf{m} \), and the minimal model is known to be unique up to isomorphisms. While we used the perturbative expression of \( f \) based on the homological perturbation lemma, we hope that the characterization in terms of \( f \) leads to the
nonperturbative definition of correlation functions. In particular, it would be interesting to address the question of how the definition of the path integral based on Lefschetz thimbles \[34\] can be incorporated into the framework of homotopy algebras.

As we mentioned in the introduction, correlation functions were discussed in the framework of the Batalin-Vilkovisky formalism \[28, 29\]. Quantum \(L_\infty\) algebras, discussed for example in \[23\], involve symmetrization procedures and are more naturally related to the Batalin-Vilkovisky formalism. We chose quantum \(A_\infty\) algebras, and what was surprising was that correlation functions which are symmetric under the exchange of scalar fields are obtained without any symmetrization procedures.\(^8\) First, the construction of the vector space \(T\mathcal{H}\) does not involve symmetrization procedures unlike the corresponding vector space for \(L_\infty\) algebras, and elements in \(\mathcal{H}^{\otimes n}\) are generically not graded symmetric. However, the action of \(U\) symmetrizes the resulting element when it acts on a symmetrized element so that elements of the form \(U^n 1\), for example, are graded symmetric. Our formula for correlation functions uses \(U^n 1\) as building blocks, and this is part of the reason why our formula reproduces symmetric correlation functions, but our formula also involves \(m\) and \(h\) which obscure the symmetric nature at intermediate steps. As can be seen from the definition (2.32), coderivations in \(A_\infty\) algebras are in accord with cyclic properties but do not involve symmetrization procedures, so we do not expect that the coderivation \(m\) in our formula preserves the symmetric property of the elements generated by actions of \(U\) from \(1\). Furthermore, the definition of \(h\) is asymmetric as we commented below (2.48). Since \(P = 0\) in our formula, only the last term on the right-hand side of (2.48) survives and the rightmost sector of \(\mathcal{H}^{\otimes n}\) plays a distinguished role. This is reflected in (3.4) for \(h U\) and in (4.9), (4.10), and (4.11) for \(h m_0\), \(h m_1\), and \(h m_2\), respectively. Nevertheless, it turned out that \(\pi_n f 1\) is totally symmetric and gives correlation functions which are symmetric under the exchange of scalar fields. This remarkable property has made our formula simpler, and it would be technically useful in the generalization to open string field theory. Since correlation functions based on our formula satisfy the Schwinger-Dyson equations, they must be symmetric under the exchange of scalar fields, but currently we only have this indirect understanding, and it would be important to unveil the hidden structure of \(f\).

While the expressions for correlation functions in terms of homotopy algebras are universal, our expressions are restricted to the case where \(\mathcal{H}\) consists of only two sectors \(\mathcal{H}_1\) and \(\mathcal{H}_2\). The property that the operator \(h\) annihilates any element in \(\mathcal{H}_1\) simplified the calculations, but this is not the case for general \(A_\infty\) algebras. It would be important to extend our analysis to more general cases.

\(^8\)The correlation functions which we reproduce by our formula are neither “color-ordered” nor amputated, and they are defined in the path integral formalism by \[5.1\] for theories in Euclidean space and by \[6.10\] for theories in Minkowski space. The \(n\)-point function \(\langle \varphi(x_1) \varphi(x_2) \ldots \varphi(x_n) \rangle\) is totally symmetric with respect to \(x_1, x_2, \ldots, x_n\).
Our ultimate goal is to provide a framework to prove the AdS/CFT correspondence using open string field theory with source terms for gauge-invariant operators following the scenario outlined in [35]. The quantum treatment of open string field theory must be crucial for this program, and we hope that quantum $A_\infty$ algebras will provide us with powerful tools in this endeavor.
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