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Abstract. The objective of this contribution is to prepare a methodology of using artificial neural networks for equalizing time series when considering seasonal fluctuations on the example of the Czech Republic import from the People’s Republic of China. If we focus on the relation of neural networks and time series, it is possible to state that both the purpose of time series themselves and the nature of all the data are what matters. The purpose of neural networks is to record the process of time series and to forecast individual data points in the best possible way. From the discussion part it follows that adding other variables significantly improves the quality of the equalized time series. Not only the performance of the networks is very high, but the individual MLP networks are also able to capture the seasonal fluctuations in the development of the monitored variable, which is the CR import from the PRC.
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1 Introduction

Time series forecasting is currently one of the most significant fields of statistics in terms of development [1]. The main reason for the growing influence of this discipline is mainly the fact that it is capable of dealing successfully with the description of dynamic systems, which are often faced in practice [2]. The application of time series analysis occurs in every field of human activity, e.g. physics, technology, medicine, social sciences, and economics as well. Using time series is one of the most significant quantitative methods used in data analysis in economics [3].

Analysis of time series is important especially for the planning and forecasting crucial decisions in specific fields. Moreover, he claims that specifically, it is the field of operative management (forecasting the quantity of production), finance (forecasting the investment income), industry, economy (forecasting significant economic indicators) [4].

It is possible to forecast the indicators of foreign trade, i.e. export and import, based on time series as well [5]. Considering the subject of this paper, i.e. forecasting the Czech Republic import from the People’s Republic of China, it is appropriate to examine the terms of the import and foreign trade of both countries more closely. Import is defined by the value of goods which has been received from abroad or crossed the frontier for limited or permanent stay in the country. It means that it involves the goods for consumption, cultivation, repair or re-export [6]. Both the Czech Republic and the People’s Republic of China are open economies [7]. China is the biggest exporter and the second biggest importer for the Czech Republic, the ratios are 12.4% and 10.3% [8]. Chinese import into the Czech Republic is of larger volume, the structure of which is concentrated on investment goods and on such products that are further used for subsequent production [9]. We recognize the groups of SITC 6 – market products, SITC 7 – machines and transport equipment and SITC 8 – industrial products as parts of the prevailing tradable groups [10].

It is typical for our times that information is recorded in the form of chronologically structured data, i.e. time series [2]. Line of time series was characterized as a sequence of substantially and spatially observations, which are timely structured from the past to the present. As mentioned above, time series is used in various disciplines, such as economics, medicine, physics or even meteorology [1]. There is an effort to define the development of monitored indicators in the past, find out the causes of variability and subsequently forecast the future in such disciplines [3].

If a seasonal component is the content of time series, it is necessary to clear it because it can obscure the dynamics of monitored phenomena and prohibit an objective comparison within the given year. The term of seasonal clearance can be understood as a removal of the seasonal component from the line of time series. In a model approach, the seasonal component represents a seasonal influence which is defined as a set of direct and indirect causes that reoccur annually. Concerning the analysis of seasonality, the first task is to define seasonal fluctuations in terms of their statistical significance. If the existence of seasonal component in the line of time series is proved, it is followed by the quantification of seasonal fluctuations [11].

If the data are seasonally cleared, it is possible to apply them for the construction of econometric models. There is a risk in the form of the reduced or distorted estimates of parameters even in this way. It is also very difficult to identify what the influence of seasonal clearing is on the accuracy of predictions. There is a general problem the essence of which is whether the line of time series is correctly seasonally cleared. It is possible to come across several criteria in practice which evaluate the quality of seasonal clearing. However, all of them are imperfect [12]. Prediction is a very demanding task in practice and there have been developed various methods for it. The methods on the basis of which it is possible to carry out the analysis and the prediction of time series and which take into account seasonal oscillations are for instance the decomposition of time series, seasonal differentiation, HP filter, a spectral analysis or Box-Jenkinson methodology [13].
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Here has been an increased number of references to artificial neural networks (ANN) related to the analysis of time series and forecasting [14]. Artificial neural networks have been employed for prediction in the economy for decades [15]. Artificial neural networks are nowadays applied mainly for solutions to possible future problems [16]. The use of artificial neural networks is appropriate for complicated operations which we are not able to analytically identify. This is the reason why they are mostly used for the modelling of very demanding strategic decisions [17]. Neural networks are applied for classification, regression, an approximation of functions, understanding, identification of texts, generation of languages, etc. apart from dealing with time series [18-19]. Artificial neural networks differ from classical methods of by the ability to cope with a large quantity of data and the accuracy of results. Further advantages are their relatively easy use in predictions and complex problems [20]. Neural networks are very flexible in their use [21]. One of their disadvantages, is a requirement for the large quantity of data relating to a sample [22]. Consequently, it is necessary to carry out a lot of test observations, which is not very comfortable for users.

If we focus on the relation of neural networks and time series, it is possible to state that both the purpose of time series themselves and the nature of all the data are what matters. The purpose of neural networks is to record the process of time series and to forecast individual data points in the best possible way. It is necessary to direct neural networks in the right way so that they could deal with time series well [23].

2 Data and methods

The subject of analysis is the data on the Czech Republic import from the People’s Republic of China. The data is available on the websites of the World Bank, etc. For the analysis, the data on monthly balance starting from January 2000 and ending with July 2018 (in EUR) will be used, which is 223 input data. Table 1 shows descriptive characteristics of the input data set.

| Samples          | Month (Input variable) | Imports (Output (target)) |
|------------------|------------------------|----------------------------|
| Minimum (Training) | 36526.00               | 4.421794E+07               |
| Maximum (Training) | 43252.00               | 1.216031E+09               |
| Median (Training)  | 39916.52               | 4.384395E+08               |
| Standard deviation (Training) | 1949.82           | 2.799478E+08               |
| Minimum (Testing)   | 36586.00               | 6.038031E+07               |
| Maximum (Testing)   | 43282.00               | 1.152282E+09               |
| Median (Testing)    | 39702.30               | 4.362519E+08               |
| Standard deviation (Testing) | 2174.13           | 3.301845E+08               |
| Minimum (Validation) | 36951.00               | 8.455607E+07               |
| Maximum (Validation) | 43040.00               | 1.289245E+09               |
| Median (Validation)  | 40047.88               | 4.726722E+08               |
| Standard deviation  | 3096.16                | 3.810380E+08               |
| Minimum (Overall)   | 36526.00               | 4.421794E+07               |
| Maximum (Overall)   | 43282.00               | 1.289245E+09               |
| Median (Overall)    | 39904.26               | 4.431816E+08               |
| Standard deviation  | 1963.77                | 2.918713E+08               |

Source: Own processing.

An important phenomenon is the development of the Czech Republic import from the People’s Republic of China over time. The input data histogram and other selected statistical characteristics are presented in Figure 1 in graphical form.

The histogram corresponds to normal distribution. The data will be processed using DELL’s Statistica software, version 12. Regression using artificial neural networks will be carried out, when multilayer perceptron networks (MLP) and radial basis function (RBF) will be generated. There will be two sets of artificial neural networks generated:

Dependent variable = the Czech Republic import from the People’s Republic of China, independent variable = time.

Dependent variable = the Czech Republic import from the People’s Republic of China, continuous independent variable = time, categorical variable in the form of the month in which the value was measured = seasonal fluctuation.
The process of work will be the same for both data sets. Time series will be divided into three sets – training, testing and validation data sets. Based on the training data set, which will contain 70% of the input data, neural networks will be generated. Testing and validation data sets, both containing 15% of the input data, will be used to verify the reliability of the neural network. A total of 10,000 neural networks will be generated, out of which 5 with the best characteristics will be retained. To determine the reliability of the neural network, the least squares method will be used. Generating of neural networks will be finished when there is no reduction of the value of the sum of the squares.

On the neural networks, whose sum of squares to the actual development of the Czech Republic import from the People’s Republic of China will be zero in ideal case, or at least as low as possible. The hidden layer of the MLP networks will contain at least 2, and no more than 50 neurons. The RBF network hidden layer will contain at least 21, but no more than 30 neurons. The delay of the time series will be 1. For the hidden and output layers, 5 distribution functions will be considered (linear, logistic, hyperbolic tangent, exponential, and sinus). Other settings will remain default. Finally, the results of both retained neural networks will be compared, and the findings from the research will be formulated.

3 Results

3.1 Neural structures 1

Based on the methodology used, 10,000 neural networks were generated, out of which 5 with the best parameters were retained (see Table 2).

| Table 2. Neural structures 1 – Overview of retained neural networks |
|---------------------------------------------------------------|
| Network | Train. Perform. | Test. Perfom. | Valid. Perform. | Train. Error | Testing Error | Validation Error | Train. Algorith | Error Function | Activation Function of layers | Error Activation Function |
|---------|----------------|--------------|----------------|--------------|---------------|-----------------|----------------|---------------|-----------------------------|--------------------------|
| 1 RBF1-23-1 | 0.952560 | 0.945596 | 0.966572 | 3.565842E+15 | 6.094306E+15 | 4.010215E+15 | RBFT | Sum of squares | Gaussian | Identity |
| 2 RBF1-29-1 | 0.965412 | 0.961986 | 0.965336 | 2.611062E+15 | 4.393356E+15 | 4.177702E+15 | RBFT | Sum of squares | Gaussian | Identity |
| 3 RBF1-23-1 | 0.957046 | 0.968388 | 0.964778 | 3.228416E+15 | 4.177702E+15 | 4.563611E+15 | RBFT | Sum of squares | Gaussian | Identity |
| 4 RBF1-23-1 | 0.944243 | 0.939097 | 0.968911 | 4.165960E+15 | 6.720191E+15 | 3.653697E+15 | RBFT | Sum of squares | Gaussian | Identity |
| 5 RBF1-29-1 | 0.958260 | 0.947902 | 0.964785 | 3.138918E+15 | 5.813955E+15 | 4.361519E+15 | RBFT | Sum of squares | Gaussian | Identity |

Source: authors.
It clearly results from the table that all 5 retained networks are RBF networks. The input layer contains one variable only – time. The output layer also contains only one variable, which is the Czech Republic import from the People’s Republic of China. The hidden layers contain 23 neurons (3 of the retained networks) and 29 neurons (2 out of the five retained networks). All networks used the RBFT training algorithm. The activation function for the hidden layer was Gaussian function, while the output activation function was Identity for all networks. Training, testing and validation performance of all retained networks is very interesting. Generally, it is necessary to find a network whose performance is ideally the same in all data sets.

Table 3 shows the correlation coefficients of the training, testing and validation data sets, that is, the values of the performance of networks in these data sets.

| Table 3. Neural structures 1 – Correlation coefficients of individual data sets |
|---------------------------------|-----------------|-----------------|-----------------|
| Imports (Training)              | Imports (Testing) | Imports         |
| 1.RBF 1-23-1                    | 0.952560        | 0.945596        | 0.966572        |
| 2.RBF 1-29-1                    | 0.965412        | 0.961986        | 0.965336        |
| 3.RBF 1-23-1                    | 0.957046        | 0.968388        | 0.964778        |
| 4.RBF 1-23-1                    | 0.944243        | 0.939097        | 0.968911        |
| 5.RBF 1-29-1                    | 0.958260        | 0.947902        | 0.964785        |

Source: Own processing.

As it can be see, the performance of all retained neural networks is relative high and almost identical. The small differences detected do not have any impact on the performance of the retained neural networks. The values of the correlation coefficients for the training data set are above 0.94, where the highest value of the correlation coefficient is detected in the case of the 2nd retained RBF 1-29-1 network. In the case of the testing data set, the correlation coefficients show similar values (0.94-0.96), where the highest value was detected in the case of the 3rd retained RBF 1-23-1 network. The values of the correlation coefficient in the case of the validation data set are about 0.96, where the 4th retained network, RBF 1-23-1, shows the highest value. At first sight (in terms of correlation coefficient), the 2nd retained network, RBF 1-29-1, may appear to be the most suitable. However, it is necessary to carry out a more detailed analysis of the results obtained, and to give the basic statistical characteristics of the individual data sets for all retained neural networks (see Table 4).

| Table 4. Neural structures 1 – Statistics of individual data sets by retained neural structures |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Statistics                      | 1.RBF 1-23-1    | 2.RBF 1-29-1    | 3.RBF 1-23-1    | 4.RBF 1-23-1    | 5.RBF 1-29-1    |
| Minimal forecast (Training)     | 5.501300E+07    | 3.874122E+07    | 54127502        | 68736086        | 45177864        |
| Maximal forecast (Training)     | 1.046923E+09    | 1.027789E+09    | 910686099       | 980087664       | 933641653       |
| Minimal forecast (Testing)      | 6.673260E+07    | 5.661960E+07    | 56468857        | 104458273       | 78575258        |
| Maximal forecast (Testing)      | 8.796578E+08    | 9.238689E+08    | 885524267       | 911561076       | 884408431       |
| Minimal forecast (Validation)   | 6.454159E+07    | 6.859920E+07    | 87361281        | 115492148       | 100278886       |
| Maximal forecast (Validation)   | 9.329360E+08    | 9.529149E+08    | 944079041       | 979827258       | 929389373       |
| Minimal residuals (Training)    | -               | -               | -               | -               | -               |
| Maximal residuals (Training)    | 3.623555E+08    | 3.277480E+08    | 426881585       | 372478096       | 344316239       |
| Minimal residuals (Testing)     | -               | -               | -               | -               | -               |
| Maximal residua (Testing)       | 3.437825E+08    | 2.653424E+08    | 270803176       | 451092385       | 30367708        |
| Minimal residuals (Validation)  | -               | -               | -               | -               | -               |
| Maximal residuals (Validation)  | 3.563094E+08    | 3.363306E+08    | 345166426       | 309418209       | 359856094       |
| Minimal standard residua        | -               | -               | -3              | -4              | -4              |
| Maximal standard residuals      | 6.068116E+00    | 6.414038E+00    | 8               | 6               | 6               |
| Minimal standard residuals      | -               | -               | -3              | -5              | -3              |
| Maximal standard residuals      | 4.403740E+00    | 4.003211E+00    | 4               | 6               | 4               |
| Minimal standard residuals      | -               | -               | -2              | -3              | -2              |
| Maximal standard residuals      | 5.626567E+00    | 5.243932E+00    | 5               | 5               | 5               |

Source: authors.

In ideal case, individual statistics of the neural networks shall be identical in all data sets, both in terms of minimal and maximal forecasts, minimal and maximal residuals, and maximal standard residuals. In the case of equalized time series, the differences are minimal; however, it is not possible to identify which of the retained structures shows the best results. It is necessary to create a graphical representation of the actual development of the Czech Republic import from the People’s Republic of China, as well as the development of the forecasts of the individual retained networks (see Figure 2).
Fig. 2. Neural structures 1 – Development of the European Union import from the People’s Republic of China forecast by neural structures and compared with the actual import in the monitored period (Source: authors)

The figure shows that all five retained networks’ forecasts of the development of the Czech Republic import from the People’s Republic of China are very similar. The shape of the balanced time series is also very similar to the actual import development; all networks thus appear to be very interesting. All five networks forecast the basic direction of the development of the Czech Republic import from the People’s Republic very well. These networks are also able to forecast local minimum and maximum. In terms of practical applicability, all networks appear to be applicable. The figure also confirms that the 2nd retained network (RBF 1-29-1) shows the best performance (however, the differences between the retained networks are minimal).

3.2 Neural structures 2

In the second case, there were generated 10,000 neural networks. Again, five of them with the best parameters were retained. The overview of the retained networks can be seen in Table 5.

Table 5. Neural structures 2 – Retained neural networks

| Network | Train. Perform. | Test. Perform. | Valid. Perform. | Train. Error | Test. Error | Valid. Error | Train. Algorithm | Error function | Activation of hidden layer | Output activation function |
|---------|----------------|----------------|-----------------|--------------|-------------|--------------|----------------|----------------|--------------------------|--------------------------|
| 1 MLP   | 0.9031         | 0.9521         | 0.9148          | 7.3824       | 5.0659      | 8.4575       | BFGS (Quasi-Newton) 5 | Sum of squares | Identity                 | Exponential              |
| 2 MLP   | 0.9089         | 0.9571         | 0.9170          | 7.8681       | 4.5044      | 7.8015       | BFGS (Quasi-Newton) 5 | Sum of squares | Identity                 | Logistic                 |
| 3 MLP   | 0.9057         | 0.9437         | 0.9151          | 7.5031       | 6.4119      | 8.6318       | BFGS (Quasi-Newton) 27 | Sum of squares | Sinus                    | Logistic                 |
| 4 MLP   | 0.9066         | 0.9612         | 0.9171          | 8.7947       | 4.6594      | 7.8530       | BFGS (Quasi-Newton) 17 | Sum of squares | Sinus                    | Identity                 |
| 5 MLP   | 0.9113         | 0.9518         | 0.9167          | 7.3252       | 4.9848      | 8.1797       | BFGS (Quasi-Newton) 5 | Sum of squares | Identity                 | Logistic                 |

Source: authors.

It results from the table that the retained networks are only multilayer perceptron networks. The radial basis function networks did not show characteristics suitable for being retained for the best performance. The input layer is characterized by two variables, one of them being time as a continuous variable, characterized by one neuron in the input layer. The second variable is the month of the measuring, which is categorical variable characterized by twelve
neurons in the input layer. The hidden layers of the retained networks contain 3 – 9 neurons. The output layer is logically characterized by one neuron and one output variable, which is the import (from the People’s Republic of China to the Czech Republic). The training algorithm used for all generated and retained networks was the Quasi-Newton algorithm, but used in three alternatives. The error function for all networks was the sum of the least squares. For three retained structures, the activation of the hidden layer was used by means of the Identity function, for two networks, it was the sinus function. The output activation function was the logistic function for three of the networks, in the case of the first retained network the exponential function was used, while for the fourth retained network, it was the Identity function. The correlation coefficients of the training, testing and validation data sets, that is, the performance values of the networks in these data sets are shown in Table 6.

Table 6. Neural structures 2 – Networks performances for individual data sets

| Statistics | 1.MLP 13-16-1 | 2.MLP 13-6-1 | 3.MLP 13-8-1 | 4.MLP 13-9-1 | 5.MLP 13-13-1 |
|------------|---------------|---------------|---------------|---------------|---------------|
| Imports (Training) | 0.903128   | 0.908948   | 0.905782   | 0.906607   | 0.911396   |
| Imports (Testing) | 0.952125 | 0.957133 | 0.943762 | 0.961278 | 0.951877 |
| Imports (Validation) | 0.914862 | 0.917074 | 0.915119 | 0.917146 | 0.916795 |

Source: authors.

It shows that the performance values of all retained neural networks are quite high and also approximately the same. The small differences detected do not have any significant impact on the performance of the retained networks. The correlation coefficients for the training data set are above 0.90, while the 5th retained network, MLP 13-13-1, showed the highest value. For the testing data set, the correlation coefficients values are even higher, between 0.95-0.96, where the highest coefficient value is in the case of the 4th retained network, MLP 13-9-1.

The retained networks in the case of validation data set show the value of the correlation coefficient of 0.91-0.92, where the highest value is shown by the 4th retained network, MLP 13-9-1. At first sight, this network might appear to be the most suitable one. However, it is necessary to carry out a more detailed analysis of the results obtained, and to give basic statistical characteristics of the individual data sets for all retained neural networks (see Table 7).

Table 7. Neural structures 2 – Statistics of individual data sets by retained neural structures

| Statistics          | 1.MLP 13-3-1 | 2.MLP 13-4-1 | 3.MLP 13-6-1 | 4.MLP 13-9-1 | 5.MLP 13-5-1 |
|---------------------|--------------|--------------|--------------|--------------|--------------|
| Minimal forecasts (Training) | 3.45832E+08 | 2.47507E+09 | 1.47784E+08 | 1.13665E+09 | 6.14028E+08 |
| Maximal forecasts (Training) | 9.02528E+07 | 9.01503E+09 | 8.08145E+09 | 9.01503E+09 | 2.21337E+08 |
| Minimal residuals (Testing) | 3.32919E+08 | 1.88416E+09 | 6.43342E+08 | 1.60234E+09 | 8.30183E+08 |
| Maximal residuals (Testing) | 3.23156E+07 | 1.34359E+09 | 3.45183E+08 | 1.02781E+09 | 1.90054E+08 |

Source: authors.

In ideal case, the individual statistics of the neural networks shall be horizontally the same in all data sets in terms of minimal and maximal forecasts, minimal and maximal residuals, and minimal and maximal standard residuals. In the case of equalized time series, the differences are minimal, but it is not possible to determine unequivocally, which of the retained networks show the best characteristics. However, the 4th retained network MLP 13-9-1 appear to show very good results.

It appears to be necessary to make a graphical representation of the actual development of the Czech Republic import from the People’s Republic of China, as well as the development of forecasts of the individual retained networks (see Figure 3). The figure indicates that all retained neural networks’ forecasts of the development of the Czech Republic import from the People’s Republic of China are very similar. The curve of the equalized time series is also very similar to the actual development of the import; therefore, all retained networks appear to be very interesting. All 5 networks forecast the basic development trend of the Czech Republic import from the People’s Republic of China very...
well. Moreover, these networks are able to make good predictions of local minimum and maximum. In terms of practical applicability, all networks appear to be applicable. The figure also confirms that the 4th retained network, MLP 13-9-1, show the best results (nevertheless, the differences between the retained networks are minimal).

Fig. 3. Neural structures 2 – Development of the European Union import from the People’s Republic of China forecast by neural networks compared with actual import in the monitored period (Source: authors)

3.3 Comparison of A and B results

All generated and retained neural networks show very high performance in equalizing time series. The correlation coefficients of both RBF and MLP networks are higher than 0.9, which indicates a very high performance. However, assessing the performance only according to the correlation coefficients, it could be stated that the RBF networks show significantly better results than the MLP networks, where the sensitivity to seasonal fluctuations has been tested. It could be stated that the difference of max. 0.05 from the correlation coefficient value is not big, and does not play any role in the interpretation of the results. This is true to certain extent. However, comparing the graphical representation of the equalized time series with the actual course of the CR import from the PRC, it is clear at first sight that in particular the MLP networks are able to capture the seasonal fluctuations in the export, and the equalized time series successfully follow the past course of the monitored variable.

However, the correlation coefficients of training and validation data sets achieve lower values than those of the RBF networks. This can be mainly due to improper division of the data set into training, testing and validation data sets. This was done separately for each part of the experiment, that is, separately for the generation of the A and B networks results. The data were selected by means of the function randomsample. Although it is less likely, it is possible that an error occurred and the subsets are not equalized and cannot adequately represent the original data set. Another possible reason can be the calculation of the correlation coefficient, which works with mean values. These mean values can be better in the case of the RBF (although the results are not better in general). The position of the equalized time series compared to the actual course of the variable can thus be “advantageous” but the result can be inaccurate. Therefore, the conclusion should be that the time series equalized by means of MLP show much better results, with the 4th retained network, MLP 13-9-1 shows the best performance in general.

4 Conclusion

The objective of the contribution was to prepare a methodology of using artificial neural networks in equalizing time series and considering seasonal fluctuations on the example of the Czech Republic import from the People’s Republic of China. From the discussion part it follows that adding other variables significantly improves the quality of the equalized time series. Not only the performance of the networks is very high, but the individual MLP networks are also able to capture the seasonal fluctuations in the development of the monitored variable, which is the CR import from the PRC. Time series are relatively accurate in their course, and there are only slight fluctuations. This indicates possible applicability of MLP for equalizing time series affected with seasonal fluctuations.

This was achieved by adding categorical variable, which was intended to detect possible seasonal fluctuation. Moreover, it can be generalized that the seasonal fluctuations can be monitored in multiannual cycles, in a one-year cycle (monthly, quarterly), monthly cycles, weekly cycles. It always depends on what variable is being monitored. In the case of the CR import from the PRC, mainly the fluctuations in the individual months in a year were monitored. It was proved that the variable “month” enabled to achieve better results. There was also generated a neural network
which is able to forecast the monitored period better than the other networks. It was the 4th retained network, MLP 13-9-1. As for the forecast itself, it is necessary to carry out an experiment with the time series delay that could bring interesting results in this case. The objective of the contribution was achieved.
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