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Abstract. Recommender system becomes very popular and has important role in an information system or webpages nowadays. A recommender system tries to make a prediction of which item a user may like based on his activity on the system. There are some familiar techniques to build a recommender system, such as content-based filtering and collaborative filtering. Content-based filtering does not involve opinions from human to make the prediction, while collaborative filtering does, so collaborative filtering can predict more accurately. However, collaborative filtering cannot give prediction to items which have never been rated by any user. In order to cover the drawbacks of each approach with the advantages of other approach, both approaches can be combined with an approach known as hybrid technique. Hybrid technique used in this work is weighted technique in which the prediction score is combination linear of scores gained by techniques that are combined. The purpose of this work is to show how an approach of weighted hybrid technique combining content-based filtering and item-based collaborative filtering can work in a movie recommender system and to show the performance comparison when both approach are combined and when each approach works alone. There are three experiments done in this work, combining both techniques with different parameters. The result shows that the weighted hybrid technique that is done in this work does not really boost the performance up, but it helps to give prediction score for unrated movies that are impossible to be recommended by only using collaborative filtering.

1. Introduction
Recommender system becomes an important component in an information system or webpages nowadays. In e-commerce and social networking websites, recommender system has substantial role in developing their business [1,2,3]. The recommender system can help user to find things that he might not expect to look for before, for example a book that matches user preference but not quite popular [4]. A good recommender system can make the user trust and rely on the recommendation given so he keeps using it in the future. This is an essential reason to escalate a business.

Recommendation given by a system can be either personalized or non-personalized. Non-personalized recommender system gives general recommendation for all users. For example, it recommends the 10 top movies for ones whose average ratings are the highest. A personalized recommender builds a profile for each user by predicting his score of preference towards the item. The preferences can be retrieved by user's action on the system, either implicitly or explicitly. Implicit action is activity user does on the system that unintentionally influences the preference score because the system record and compute it. For instance, clicking, opening a product page, closing a product
page, etc. Explicit action is activity that user intentionally does to show his preference towards a product. For instance, giving a rating for a product.

There are some familiar approaches to build a recommender system, namely content-based filtering[5] and collaborative filtering[6]. Content-based filtering analyzes relation between user preference and item description. It builds a profile for user to show his preference based on characteristics of the items. Opinions from other users are not involved in making the prediction. A drawback of this approach is that it cannot distinguish the quality of item. Two items with the same characteristics will be considered have the same quality even though human can easily categorize them as different items. As the number of items increases, the number of items in the same category grows. It makes ineffectiveness of content-based approach.

Collaborative filtering gives recommendation to a user by examining rating behavior of other users [6]. It assumes that other users’ opinions can be aggregated in such a way as to predict the preference of a user. Thus, the prediction is not influenced by item features. Since human’s opinion is involved, the quality of information gained becomes better and more accurate if it compares to approach that only depends on computer intelligence. However, this approach also has drawbacks. Pure collaborative filtering cannot deal with early rater problem. It cannot provide a prediction for a new item or an item that has not been rated by any user since there is no users’ ratings to compute the prediction.

There are two known types of collaborative approach: user-based and item-based collaborative filtering. In user-based collaborative filtering, the prediction for a certain user is influenced by opinions from other users similar to him. As the number of users increases, the amount of system work also rises. However, in a small community, there are users whose opinions do not consistently agree with any group of people so they do not get benefit from collaborative filtering [7]. Item-based collaborative filtering, which analyzes items relationship instead of users relationship, can be the alternative approach since it provides a better quality than user-based collaborative approach [8].

In order to balance the advantages and drawback of each recommendation approach, hybrid approach can be implemented [9]. Hybrid approach is a combination of two or more approaches in building a recommender system. There are some hybrid techniques, such as weighted, switching, mixed, feature combination, cascade, feature augmentation, and meta-level technique [9].

Since collaborative approach uses ratings as information, it cannot recommend item which has never been rated by any user. On the other hand, content-based approach involves item’s features to compute rating prediction. Even if the item has not been rated, but it has feature that a user likes, it can be recommended by the system. The combination of both approaches using hybridization, hopefully, can increase the quality of recommendation. Weighting technique is used to combine those recommendation approaches.

In this paper, we implement the combination of content-based and item-based collaborative approaches using weighted hybrid technique. The objective of this work is to show, firstly, how an approach of weighted hybrid technique can work in a movie recommender system and, secondly, the performance comparison when both approaches are combined and when each approach works alone.

2. Related Work

Researches concerning recommender system have shown a great interest since last two decades. In [5], Pazzani did some surveys on implementation of content-based recommender system, including the possible techniques and algorithms used. Tapestry [10], known as the earliest recommender system using collaborative filtering, was designed to recommend documents to a collection of users in which user’s annotations on documents are used for filtering. The GroupLens research system [11, 12] introduced a collaborative filtering solution for Usenet news and movies.

Burke [9] did surveys and experiments on possible methods to perform a hybrid recommender system. He mentioned 6 known methods of giving recommendation and 7 possible techniques to combine two or more of them. The summary shows that 6 out of 7 hybrid techniques can be implemented to combine content-based filtering and collaborative filtering and there are some
researches have been done for those techniques. His work also shows combinations which are impossible and redundant.

Claypool et al. [7] has ever worked on combining collaborative and content-based filtering through a linear combination for an online newspaper recommender system. They consider collaborative filtering as a good approach to make accurate prediction which is personalized by combining opinions by humans and content-based filtering can make a fast prediction. Therefore, combining both of them will hopefully result a fast and accurate prediction.

Another work on combining those techniques is done by Melville et al. [13]. They introduced a framework where a sparse user ratings matrix can be converted into a full ratings matrix by implementing content-based predictions, and collaborative-filtering technique is used to provide recommendations.

3. Methods

3.1. Content-based filtering

Content-based filtering (CB) technique gives recommendation to user by computing similarity between user and item based on item features. Supposed that we have item matrix $A$ with element $a_{i,j}$ representing relationship between item $i$ and item feature $j$, and rating matrix $R$ with element $r_{u,i}$ representing ratings that user $u$ give to item $i$, we want to build user profile matrix $B$ with element $b_{u,j}$ representing relationship between user $u$ and item feature $j$. The user profile matrix is obtained by computing matrix multiplication of rating matrix and item matrix, as shown in equation $(1)$.

$$B = R \times A \quad (1)$$

Since it is too large to compute the whole user profile matrix at once, we get $b_{u,j}$ by computing dot product of vector $a_j$ and $r_u$. Before applying dot product, the ratings in user vector $r_u$ is subtracted by a threshold. Threshold is a number or point that distinguishes range of rating considered as ‘like’ and ‘unlike’. We experiment different values for threshold that will be explained in the subsequent section. Rating that is lower than the threshold will have minus value after subtraction. After applying dot product, the result must be normalized in order to have the same scale for all features. Normalization can be done by dividing the result by product of norm of the vectors. In other word, it is the same as we apply cosine similarity formulation over those two vectors, the subtracted user vector $r_u$ and feature vector $a_j$.

Rating prediction can be computed then by finding similarity between a user and items that he has not rated. If both item profile $a_i$ and user profile $b_u$ are represented as vector with item features as the indices, cosine similarity can be used to compute how close both vectors are, that represents how likely the user and the item are. the range of the score is between -1 and 1. Rating prediction of user $u$ to item $i$ can be computed using equation $(2)$. In the equation, $x$ is the highest rating value on the system.

$$p_{u,i} = (x - t) \cdot sim(b_u, a_i) + t \quad (2)$$

3.2. Item-based collaborative filtering

The concept is: if a user likes items, the system assumes that he will like items similar to those he likes. Unlike CB technique, this technique does not use item features as information. It is interested in other users’ opinion to find similar items. This technique predicts rating given by user $u$ to item $i$ by examining similarity between item $i$ to items that have been rated by user $u$, selecting $k$ similar items,
and computing the weighted average of user’s rating on these similar items. The computation of prediction $p_{u,i}$ can be done as follows:

$$p_{u,i} = \frac{\sum_{j\in S} sim(i,j)r_{u,j}}{\sum_{j\in S} |sim(i,j)|}$$  \hfill (3)

in which $S$ is a set of $k$ similar items to $i$, $j$ is a member of $S$, and $r_{u,j}$ is the rating user $u$ has given to item $j$. The $k$ similar items are selected using k-nearest neighborhood (k-nn) algorithm with $k = 30$. The similarity metric used is cosine similarity.

3.3. Weighted hybrid technique

Weighted technique computes the prediction score as results of all recommendation approaches by considering them as variables in a linear combination. This technique gives each of them weight and summing up the weighted results. Supposed that there are $c$ recommendation approaches to be combined using weighted strategy, the prediction score of user $u$ to item $i$ can be computed as follow:

$$p_{u,i} = \sum_{f} \sigma_f p_{u,i}^{(f)}$$ \hfill (4)

where $\sigma_f$ denotes weight of algorithm $p_{u,i}$.

Since we are interested in combining 2 recommendation approaches, we set $c=2$. According to [14], if $c = 2$, the computation of prediction score can be written as:

$$p_{u,i} = \sigma_1 \cdot p_{u,i}^{(1)} + (1 - \sigma_1) \cdot p_{u,i}^{(2)}$$ \hfill (5)

and the optimized weight can be gained by compute:

$$\sigma_1 = \frac{\sum_{u} \sum_{i} \left( p_{u,i} - p_{u,i}^{(2)} \right) \left( p_{u,i}^{(1)} - p_{u,i}^{(2)} \right)}{\sum_{u} \sum_{i} \left( p_{u,i}^{(1)} - p_{u,i}^{(2)} \right)^2}$$ \hfill (6)

4. Experiment

4.1. Data preparation

Dataset used in this experiment is MovieLens dataset [8]. There are 2 datasets contained, namely ratings dataset and movies dataset. The ratings dataset has 4 attributes: userId, movieId, rating, and timestamp. It contains 1,000,209 anonymous ratings of approximately 3,900 movies made by 6,040
users. Each user has at least 20 ratings, in which the rating is within the range of 1 to 5. The movies dataset has information about the movies: id, title, and genres. Each movie may have one or more genres or no genre. The representation of movie genres is converted into binary representation, in which the genre or the feature is represented as either 1, if the movie has the genre, or 0 otherwise.

The ratings dataset is randomly split into 2 sets, 80% of the dataset as training set, and 20% as testing set. The training set is used to compute prediction score in this experiment using three approaches: content-based filtering, item-based collaborative filtering, and weighted hybrid approach. The testing set is used to evaluate performance of the methods.

4.2. Implementation

Our experiment is implemented using Python and ran on a Linux PC with Intel Core i3-2350M processor having speed of 2.30GHz and RAM of 4GB. In order to find the best performance of the hybrid technique, there are three experiments performing different combinations of method used on content-based filtering (CB) and item-based collaborative filtering (CF). The first experiment performs CB with 2.5 as threshold and CF without applying threshold. The second experiment performs CB with 2.5 as threshold and CF with user rating mean as threshold. The third experiment performs combination of CB and CF using user rating mean as threshold for each prediction computation.

Those three experiments are implemented to training set in order to build a model for each approach (CB and CF). After the models are built, the weight of CB is computed. Consequently, weight of CF is also found by computing $1 - \sigma$. Once the $\sigma$ is obtained, prediction score by hybrid method can be computed using equation (5). The $n$ items with the best prediction score become the output of the recommender system.

| No. | CB Threshold | CF Threshold | $\sigma$ |
|-----|--------------|--------------|----------|
| 1   | 2.5          | 0            | 0.932    |
| 2   | 2.5          | user rating mean | 1.108   |
| 3   | user rating mean | user rating mean | 1.269   |

### Table 2. Performance evaluation of three experiments.

| Measurement/exp. | 1st | 2nd | 3rd |
|------------------|-----|-----|-----|
| MAPE CB          | 0.93| 0.93| 0.90|
| MAPE CF          | 2.13| 0.73| 0.73|
| MAPE Hybrid      | 0.969| 0.972| 1.031|

For each experiment, the prediction score is predicted by three approaches, which are CB, CF, and hybrid, in order to be able to compare the performance for each approach as well. Since the score obtained by the algorithm implemented is continuous, it has to be rounded to discrete value. By using models that have been built, the performance can be evaluated by predicting user rating on the testing set. The evaluation metric used is Mean Absolute Percentage Error (MAPE). MAPE is an error measurement comparing the real ratings value and the prediction score. We expect the value of MAPE as small as possible. Value of zero means there is no error in our prediction.

5. Result and Discussion

In this section, we describe the recommendation performance from our experiments.
Table 1 shows the value of $\sigma$, weight of CB approach, obtained on each experiment. On the first experiment, both weights of CB and CF have positive value. But CB weight seems to be much higher. It means that CB score is pretty close to the real rating that it becomes dominant in the combination. On the other hand, the second and the third experiments have $\sigma$ value more than 1 which makes CF weight negative. It means that most CB scores are less than the real rating and in contrary, most CF scores are more than the real rating.

The performance evaluation can be seen on Table 2. It shows that for CB, the performance is better on the first and second experiments when we set threshold as universal rating mean. For CF, it shows that the system performs much better when we set threshold for each user as his rating mean. From the table, we can also infer that when we set threshold for CF, it works better than CB. Moreover, it seems like the second experiment that combines best performance of CB and best performance of CF does not yield the best performance of hybrid technique. If we consider hybrid performance based on both measurement, the first experiment results the best, even though its CF performance is really bad. Overall, we can see CF technique with threshold seems to be the best technique for the system since it yields the least error. Hybrid technique used in this work does not seem really helpful to boost the performance.

6. Conclusion

This work is trying to combine content-based filtering approach and item-based collaborative filtering approach using weighted hybrid technique. There are three experiments performed in order to see which approach shows the best performance. The best performance of content-based approach and collaborative filtering is when we set the threshold as user rating mean that result MAPE 0.90 and 0.73 respectively. However, the best performance of the hybrid approach is when we set 2.5 as threshold for the content-based filtering approach and do not set threshold for the collaborative filtering that results MAPE 0.969. Overall, the weighted hybrid technique that is done in this work does not really boost the performance up, since the result shows that the error gained by each technique is still less than the error gained by the hybrid one. But it helps to give prediction score for unrated items that are impossible to be recommended by only using collaborative filtering. For future work, we encourage to try applying a new approach to optimize the weights or implementing different hybrid approach.
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