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Abstract
Almost any reasonable class of finite relational structures has the Ramsey property or a precompact Ramsey expansion. In contrast to that, the list of classes of finite algebras with the precompact Ramsey expansion is surprisingly short. In this paper we show that any nontrivial variety (that is, equationally defined class of algebras) enjoys various dual Ramsey properties. We develop a completely new set of strategies that rely on the fact that left adjoints preserve the dual Ramsey property, and then treat classes of algebras as Eilenberg-Moore categories for a monad. We show that finite algebras in any nontrivial variety have finite dual small Ramsey degrees, and that every finite algebra has finite dual big Ramsey degree in the free algebra on countably many free generators. As usual, these come as consequences of ordered versions of the statements.
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1 Introduction
Almost any reasonable class of finite relational structures has the Ramsey property or a precompact Ramsey expansion (see [35] for definition), usually by an appropriate choice of linear orders. For example, finite graphs expanded with arbitrary linear orders have the Ramsey property [30, 31]; the same holds for finite hypergraphs [30, 31] and finite metric spaces [29]; finite posets expanded with linear orders that extend the partial order have the Ramsey property [37, 12]; the same holds for multiposets — structures with several partial orders forming a partial order [10]; finite equivalence relations with linear orders where equivalence classes are convex have the Ramsey property [17]; the same holds for finite ultrametric spaces with linear orders where balls are convex [33, 34]; and the list goes on and on. One of the most prominent general results in this direction is the Nešetřil-Rödl Theorem:
Theorem 1.1 (The Nešetřil-Rödl Theorem \[30, 31\]). Consider a finite relational language with a distinguished binary relational symbol \(<\) which is always interpreted as a linear order. Let \(F\) be a set of finite ordered irreducible\(^1\) relational structures over the language and let \(K\) be the class of all the finite ordered relational structures that embed no finite structure from \(F\). Then \(K\) has the Ramsey property.

The Ramsey property imposes severe restrictions on the classes of objects enjoying the property. One of those restrictions is the requirement that all the objects in such classes be rigid. This was observed for structures in \[28, 46\] and generalized to categorical setting in \[20\] (see Theorem 3.3 below). Hence, natural classes of structures such as finite graphs and finite posets usually do not have the Ramsey property. Nevertheless, many of these classes enjoy the weaker property of having finite (small) Ramsey degrees. Zucker recently proved (see \[46, \text{Theorem 8.14}\]) that a class of finite structures has small Ramsey degrees if and only if it has a precompact Ramsey expansion. The phenomenon of having a precompact Ramsey expansion (or, equivalently, finite small Ramsey degrees) is so ubiquitous that it is generally believed that every reasonable class of finite relational structures has a precompact Ramsey expansion, though not necessarily by linear orders (see \[35\]).

In contrast to that, the list of classes of finite algebras with a precompact Ramsey expansion is surprisingly short. The Ramsey property has been established for the following classes of finite algebras: finite boolean algebras \[14\]; finite vector spaces over a fixed finite field \[16\]; finite boolean lattices \[38\]; finite unary algebras over a finite language \[43\]; finite \(G\)-sets for a finite group \(G\) \[43\]; and finite semilattices \[42\]. One of the most prominent general results in this direction, the Theorem of Evans, Hubička and Nešetřil, treats the operations in the language as special relations requiring, thus, that we allow for partial operations.

Theorem 1.2 (The Evans-Hubička-Nešetřil Theorem \[11\]). Every free amalgamation class of ordered first-order structures over the same first-order language has the Ramsey property (where functional symbols in the language are interpreted as partial operations).

A closer inspection reveals that there are not many natural (equationally defined) classes of algebras among the classes of algebras where we have identified the Ramsey property. For example, it was shown in \[18\] that no expansion of the class of finite distributive lattices by linear orders satisfies the Ramsey property (although there is an expansion using ternary relations, see \[18\]). Motivated by this result in \[23\] we show that for an arbitrary nontrivial locally finite variety \(V\) of lattices distinct from the variety of all lattices and the variety of distributive lattices, no reasonable expansion of \(V^{fin}\) (= the class of all the finite lattices in \(V\)) has the Ramsey property. However, if we consider

\(^1\)An ordered relational structure is irreducible if every pair of distinct elements of the structure appears in some tuple of some relation in the language distinct from the distinguished binary relation.
lattices as partially ordered sets (and thus switch from the lattices as algebras to their relational alter ego) we show in \[23\] that every variety of lattices gives rise to a class of linearly ordered posets having both the Ramsey property and the ordering property (see \[28\] for definition). It seems that structural Ramsey theory is at odds with natural (equationally defined) classes of algebras.

This point of view is further supported by the following question which, despite a long history \([5, 36, 45]\), is still open:

**Open problem.** Is it true that the class of finite groups has a precompact Ramsey expansion?

In this paper we show that nontrivial varieties of algebras enjoy various dual Ramsey properties. The search for dual Ramsey statements has been an important research direction in the past 50 years not only because dual Ramsey results are relatively rare in comparison to the vast number of “direct” Ramsey results, but also because they require intricate proof strategies and are usually more powerful than their “direct” analogues. It turns out that classes of algebras are a gold mine of dual Ramsey results, and one of the first papers to point in this direction is \[44\].

In contrast to most mainstream Ramsey-related results where the context is that of model theory (see for example \[44\]), all our results are spelled out using the categorical reinterpretation of the Ramsey property as proposed in \[26\]. Actually, it was Leeb who pointed out already in early 1970’s that the use of category theory can be quite helpful both in the formulation and in the proofs of results pertaining to structural Ramsey theory \[20\]. We strongly believe that this is even more the case when dealing with the dual Ramsey property.

In order to prove various dual Ramsey statements for classes of algebras we develop a completely new set of strategies that rely on the fact that right adjoints preserve the Ramsey property while left adjoints preserve the dual Ramsey property. We then consider varieties (that is, equationally defined classes) of algebras as Eilenberg-Moore categories for a monad and show the following:

**Theorem** (see Theorem 4.13 below and also \[44\]). Let \(V\) be a nontrivial variety of algebras over the same algebraic language and \(K\) the class of all ordered finite algebras from \(V\). Then \(K\) has the dual Ramsey property with respect to rigid epimorphisms (that is, epimorphisms that are at the same time rigid surjections).

A proof of the same result that relies on model-theoretic strategies can be found in \[44\]. Using further categorical properties of small Ramsey degrees we can then get rid of linear orders to derive the following statement:

**Theorem** (see Corollary 4.14 below). For every nontrivial variety \(V\) of algebras over the same algebraic language, finite algebras in \(V\) have finite dual small Ramsey degrees with respect to epimorphisms.

In comparison to the Nešetřil-Rödl Theorem (Theorem 1.1) which tells us that every structured class of finite ordered relational structures has the Ramsey
property, the above result can be thought as a “result through the looking-
glass”: every structured class of finite ordered algebras has the dual Ramsey
property. In particular, by specializing to groups the following conclusion is
straightforward:

**Corollary** (see Corollary 4.15 below). The class of all finite ordered groups
has the dual Ramsey property. Moreover, for every nontrivial variety of groups
(abelian groups, for example), the class of ordered finite groups from the variety
has the dual Ramsey property with respect to rigid epimorphisms.

Consequently, for every nontrivial variety $V$ of groups, finite groups in $V$
have finite dual small Ramsey degrees with respect to epimorphisms.

As the language of small Ramsey degrees enables us to talk about the Ramsey
property in the context of finite structures that are not rigid, the language
of big Ramsey degrees makes it possible to consider the Ramsey property of
finite non-rigid structures with respect to an infinite universal structure. The
infinite version of Ramsey’s Theorem [40] can be understood as the first result
in this direction: every finite chain has finite big Ramsey degree in $\omega$ (and that
the degree is 1; note that $\omega$ is universal for the class of all finite chains).

The study of big Ramsey degrees was explicitly suggested for the first time
in [17], although founding ideas date back to the work of Galvin in late 1960’s [13]
[14]. Big Ramsey degrees of finite chains in $\mathbb{Q}$ were computed by Devlin in [6].
Sauer proved in [11] that every finite graph has finite big Ramsey degree in the
Rado graph — the Fraïssé limit of the class of all the finite graphs. Nugyen
Van Thé proved in [32] that for every nonempty finite set $S$ of non-negative re-
als, every finite $S$-ultrametric space has finite big Ramsey degree in the Fraïssé
limit of the class of all the finite $S$-ultrametric spaces. Laflamme, Nugyen Van
Thé and Sauer proved in [19] that every finite local order has finite big Ramsey
degree in the dense local order $S(2)$. A suite of remarkable results of Dobrinen
[7] [8] [9] shows that every finite $K_n$-free graph has finite big Ramsey degree in the
Henson graph $H_n$, and in some cases the exact numbers can be produced. Fi-
nally, let us recall a result due to Zucker which is analogous to the Nešetril-Rödl
Theorem (Theorem 1.1):

**Theorem 1.3** (Zucker’s Theorem [47]). Fix a finite binary relational language.
Let $F$ be a finite set of finite irreducible relational structures over the language
and let $K$ be the class of all finite relational structures that embed no structure
from $F$. Then every structure from $K$ has finite big Ramsey degree in the
Fraïssé limit of $K$. (Note that $K$ is obviously an amalgamation class.)

The final result of the paper is a “looking-glass” analogue of Zucker’s The-
onrem. At the very end of the paper we prove the following:

**Theorem** (see Theorem 4.16 and Corollary 4.17 below). Let $V$ be a nontrivial
variety of algebras over a countable algebraic language. Then every finite $V$
algebra has a finite big dual Ramsey degree in the free $V$ algebra on $\omega$ generators
with respect to Borel colorings. Moreover, the big Ramsey degree of an algebra
with $n$ elements does not exceed $n \cdot n!$. 
The feeling that “direct” structural Ramsey theory is at odds with equationally defined classes of algebras extends to considerations of big Ramsey degrees. For example, we can consider the Fraïssé limit of finite boolean algebras (with embeddings as morphisms) whose limit is the countable atomless boolean algebra. The following is an important open problem:

**Open problem.** Is it true that every finite boolean algebra has finite big Ramsey degree in the countable atomless boolean algebra?

Although our main results strongly resemble their “looking-glass” analogues, the tools we need for their proofs are of a completely different nature. After fixing standard notions and notation in Section 2 we present our proof strategies in Section 3. Our starting point is the observation from [20] that right adjoints preserve the Ramsey property while left adjoints preserve the dual Ramsey property. We then show that if \( T \) is a monad on a category with the dual Ramsey property, both the Kleisli category and the Eilenberg-Moore category for the monad have the dual Ramsey property. Unfortunately, these two simple results are not very useful: for the categorical treatment of the dual Ramsey property it is essential to restrict the attention to categories where the morphisms are epi, and units for monads that produce constructions we are interested in seldom enjoy the property. Therefore, we relax the context by proving that the dual Ramsey property carries over from a category to the category of weak Eilenberg-Moore algebras defined for functors with multiplication, which are straightforward weakenings of monads. Finally, in Section 4 we prove the main results of the paper. We show that for every algebraic language \( \Omega \) and every nontrivial variety \( \mathbf{V} \) of \( \Omega \)-algebras the class of finite ordered \( \mathbf{V} \) algebras taken with rigid epimorphisms (that is, epimorphisms of algebras that are at the same time rigid surjections) has the dual Ramsey property. The unordered version then follows immediately: for every algebraic language \( \Omega \) and every nontrivial variety \( \mathbf{V} \) of \( \Omega \)-algebras, finite \( \mathbf{V} \) algebras have finite small dual Ramsey degrees with respect to epimorphisms. We then prove that for every countable algebraic language \( \Omega \) and every nontrivial variety \( \mathbf{V} \) of \( \Omega \)-algebras finite \( \mathbf{V} \) algebras have finite big Ramsey degrees in the free \( \mathbf{V} \) algebra \( \mathcal{F}_\mathbf{V}(\omega) \) on \( \omega \) generators with respect to Borel colorings. As usual, this comes as a consequence of the ordered version of the statement.

## 2 Preliminaries

**Chains and rigid surjections.** A *chain* is a linearly ordered set \((A, <)\). Finite or countably infinite chains will sometimes be denoted as \(\{a_1 < \cdots < a_n < \ldots \}\). For example, \(\omega = \{0 < 1 < 2 < \ldots \}\). Every strict linear order \(<\) induces the reflexive version \(\preceq\) in the obvious way. We assume the Axiom of Choice so that every set can be well-ordered.

Let \(\alpha\) be an ordinal and let \((A_\xi, <)\)\(\xi<\alpha\), be a family of chains indexed by \(\alpha\). The *ordinal sum* of the family \((A_\xi, <)\)\(\xi<\alpha\), is a new chain \(\bigoplus_{\xi<\alpha}(A_\xi, <)\) constructed on a disjoint union \(\bigcup_{\xi<\alpha}\{\{\xi\} \times A_\xi\}\) so that \((\xi, a) < (\eta, b)\) if \(\xi < \eta\), or
ξ = η and a < b. The lexicographic product of a finite family \((A_i, <), i < n\) is a new chain \(\bigotimes_{i<n}(A_i, <)\) constructed on \(\prod_{i<n} A_i\) as follows. For a pair of distinct elements \((a_0, \ldots, a_{n-1}) \neq (b_0, \ldots, b_{n-1})\) from the product let \(η = \min\{i < n : a_i \neq b_i\}\). Then put \((a_0, \ldots, a_{n-1}) <_{lex} (b_0, \ldots, b_{n-1})\) if and only if \(a_i < b_i\).

Note that if all the chains \((A_i, <), i < n,\) are well-ordered then \(\bigotimes_{i<n}(A_i, <)\) is well-ordered. In particular, for every \(n \in \mathbb{N}\) and every well-ordered chain \((A, <)\) the chain \((A^n, <_{lex})\) is also well-ordered.

Let \((A, <)\) and \((B, <)\) be well-ordered chains. A surjective map \(f : A \to B\) is a rigid surjection from \((A, <)\) onto \((B, <)\) if \(b_1 < b_2\) implies \(\min f^{-1}(b_1) < \min f^{-1}(b_2)\) for all \(b_1, b_2 \in B\).

**Algebras and varieties.** Let \(Ω\) be an algebraic language, that is, the set of constant and functional symbols. A \(Ω\)-algebra is a structure \((A, Ω^A)\) where \(Ω^A = \{f^A : f ∈ Ω\}\) is a set of operations on \(A\) such that the arity of each operation \(f^A\) coincides with the arity of the corresponding functional symbol \(f ∈ Ω\). For a class \(K\) of \(Ω\)-algebras let \(K^{fin}\) denote the class of all finite members of \(K\).

Recall that and algebra \(F = (F, Ω^F)\) is freely generated by a set of generators \(X\) if \(X \subseteq F\) and for every other algebra \(A = (A, Ω^A)\) every set mapping \(g : X \to A\) uniquely extends to a homomorphism \(g^# : F \to A\).

Given an algebraic language \(Ω\) and a nonempty set of variables \(X\) let \(T(X)\) denote the set of all the \(Ω\)-terms over the set of variables \(X\). It is the carrier of the absolutely free algebra \(F(X) = (T(X), Ω^{T(X)})\). In any algebra \(A = (A, Ω^A)\) each term \(t \in T(X)\) in \(n\) variables determines a function \(t^A : A^n \to A\). Let \(t_1, t_2 ∈ T(X)\) be terms in the same number of variables. An algebra \(A\) satisfies an identity \(t_1 ≃ t_2\), in symbols \(A |= t_1 ≃ t_2\), if \(t_1^A = t_2^A\). A class of algebras \(K\) satisfies the identity \(t_1 ≃ t_2\), in symbols \(K |= t_1 ≃ t_2\), if \(A |= t_1 ≃ t_2\) for all \(A ∈ K\).

A class \(V\) of \(Ω\)-algebras is a variety if there is a set \(Σ = \{t_1^i ≃ t_2^i : i ∈ I\}\) of \(Ω\)-identities such that an \(Ω\)-algebra \(A\) belongs to \(V\) if and only if \(A |= t_1^i ≃ t_2^i\) for all \(i ∈ I\). A variety \(V\) is nontrivial if there exists an algebra \(A = (A, Ω^A)\) \(∈ V\) such that \(|A| \geq 2\).

Given a variety \(V\) of \(Ω\)-algebras and a set of variables \(X\) let \(Θ_V(X) = \{(t_1, t_2) ∈ T(X)^2 : V |= t_1 ≃ t_2\}\). Clearly, \(Θ_V(X)\) is a congruence of the term algebra \(T(X)\) and \(T_V(X) = T(X)/Θ_V(X)\) is the carrier of the free \(V\) algebra \(F_V(X)\) with free generators \(X/Θ_V(X)\). Let \(ν_{V, X} : F(X) → F_V(X)\) be the natural epimorphism that takes \(x\) to its equivalence class \(x/Θ_V(X)\).

**Categories and functors.** Let us quickly fix some basic category-theoretic notions and notation. For a detailed account of category theory we refer the reader to [1].

In order to specify a category \(C\) one has to specify a class of objects \(Ob(C)\), a class of morphisms \(Hom_C(A, B)\) for all \(A, B \in Ob(C)\), the identity morphism \(id_A\) for all \(A \in Ob(C)\), and the composition of morphisms \(\cdot\) so that \(id_B : f = f : id_A\) for all \(f \in Hom_C(A, B)\), and \((f \cdot g) \cdot h = f \cdot (g \cdot h)\) whenever the compositions...
are defined. We write \(A \xrightarrow{C} B\) as a shorthand for \(\text{hom}_C(A,B) \neq \emptyset\).

Given a category \(C\), the \textit{opposite category} \(C^{\text{op}}\) is a category constructed from \(C\) on the same class of objects by formally reversing arrows and products. More precisely, for \(A, B \in \text{Ob}(C)\) we have that \(\text{hom}_{C^{\text{op}}}(A,B) = \text{hom}_C(B,A)\), and for \(f \in \text{hom}_{C^{\text{op}}}(A,B)\) and \(g \in \text{hom}_{C^{\text{op}}}(B,C)\) we have that \(g \cdot f \circ C = f \circ C g\).

A category \(C\) is \textit{locally small} if \(\text{hom}_C(A,B)\) is a set for all \(A, B \in \text{Ob}(C)\). Sets of the form \(\text{hom}_C(A,B)\) are then referred to as \textit{hom-sets}. Hom-sets in \(C\) will be denoted by \(\text{hom}_C(A,B)\), or simply \(\text{hom}(A,B)\) when \(C\) is clear from the context. All the categories in this paper are locally small. We shall explicitly state this assumption in the formulation of main results, but may omit the explicit statement of this fact in the formulation of auxiliary statements.

A morphism \(f\) is: \textit{mono} or \textit{left cancellable} if \(f \cdot g = f \cdot h\) implies \(g = h\) whenever the compositions make sense; \textit{epi} or \textit{right cancellable} if \(g \cdot f = h \cdot f\) implies \(g = h\) whenever the compositions make sense; and \textit{invertible} if there is a morphism \(g\) with the appropriate domain and codomain such that \(g \cdot f = \text{id}\) and \(f \cdot g = \text{id}\). By \(\text{iso}_C(A,B)\) we denote the set of all invertible morphisms \(A \to B\), and we write \(A \cong B\) if \(\text{iso}_C(A,B) \neq \emptyset\). Let \(\text{Aut}(A) = \text{iso}(A,A)\). An object \(A \in \text{Ob}(C)\) is \textit{rigid} if \(\text{Aut}(A) = \{\text{id}_A\}\).

A category \(D\) is a \textit{subcategory} of a category \(C\) if \(\text{Ob}(D) \subseteq \text{Ob}(C)\) and \(\text{hom}_D(A,B) \subseteq \text{hom}_C(A,B)\) for all \(A, B \in \text{Ob}(D)\). A category \(D\) is a \textit{full subcategory} of a category \(C\) if \(\text{Ob}(D) \subseteq \text{Ob}(C)\) and \(\text{hom}_D(A,B) = \text{hom}_C(A,B)\) for all \(A, B \in \text{Ob}(D)\). If \(C\) is a category of structures, where by a structure we mean a set together with some additional information, by \(C_{\text{fin}}\) we denote the full subcategory of \(C\) spanned by its finite members.

Let \(D\) be a full subcategory of \(C\). An \(S \in \text{Ob}(C)\) is \textit{universal for} \(D\) if for every \(D \in \text{Ob}(D)\) the set \(\text{hom}_C(D,S)\) is nonempty and consists of monos only. Note that if there exists an \(S \in \text{Ob}(C)\) universal for \(D\) then all the morphisms in \(D\) are mono. We say that \(S \in \text{Ob}(C)\) is \textit{projectively universal for} \(D\) if \(S\) is universal for \(D\) in \(C^{\text{op}}\).

If \(D\) is a full subcategory of \(C\) the we say that \(C\) is an \textit{ambient category} for \(D\). An ambient category \(C\) is usually a category in which we can perform certain operations that are not possible in \(D\), or which contains an object universal for \(D\).

A \textit{functor} \(F : C \to D\) from a category \(C\) to a category \(D\) maps \(\text{Ob}(C)\) to \(\text{Ob}(D)\) and maps morphisms of \(C\) to morphisms of \(D\) so that \(F(f) \in \text{hom}_D(F(A),F(B))\) whenever \(f \in \text{hom}_C(A,B)\), \(F(f \cdot g) = F(f) \cdot F(g)\) whenever \(f \cdot g\) is defined, and \(F(\text{id}_A) = \text{id}_{F(A)}\). A functor \(F : C \to D\) is an \textit{isomorphism} if there exists a functor \(E : D \to C\) such that \(EF = \text{ID}_C\) and \(FE = \text{ID}_D\), where \(\text{ID}_C\) denotes the identity functor on \(C\) which takes each object to itself and each morphism to itself. Categories \(C\) and \(D\) are \textit{isomorphic} if there is an isomorphism \(F : C \to D\).

A functor \(U : C \to D\) is \textit{forgetful} if it is injective on morphisms in the following sense: for all \(A, B \in \text{Ob}(C)\) and all \(f, g \in \text{hom}_C(A,B)\), if \(f \neq g\) then \(U(f) \neq U(g)\). In this setting we may actually assume that \(\text{hom}_C(A,B) \subseteq\)
Hom$_D(U(A), U(B))$ for all $A, B \in \text{Ob}(C)$. The intuition behind this point of view is that $C$ is a category of structures, $D$ is the category of sets and $U$ takes a structure $A$ to its underlying set $A$ (thus “forgetting” the structure). Then for every morphism $f : A \to B$ in $C$ the same map is a morphism $f : A \to B$ in $D$. Therefore, if $U$ is a forgetful functor we shall always take that $U(f) = f$. In particular, $U(\text{id}_A) = \text{id}_{U(A)}$ and we, therefore, identify $\text{id}_A$ with $\text{id}_{U(A)}$. Also, if $U : C \to D$ is a forgetful functor and all the morphisms in $D$ are mono, then all the morphisms in $C$ are mono.

Let $F, E : C \to D$ be a pair of functors. A natural transformation from $F$ to $E$, in symbols $\zeta : F \to E$, is a class of arrows $\zeta_C \in \text{hom}_D(F(C), E(C))$ indexed by $C \in \text{Ob}(C)$ such that

$$
\begin{array}{ccc}
F(B) & \overset{F(f)}{\longrightarrow} & F(C) \\
\zeta_B & \downarrow & \zeta_C \\
E(B) & \overset{E(f)}{\longrightarrow} & E(C)
\end{array}
$$

for every $B, C \in \text{Ob}(C)$ and every morphism $f \in \text{hom}_C(B, C)$.

**Example 2.1.** (1) Let $\text{Set}$ denote the category of sets and set functions and $\text{Set}^{+}$ the full subcategory of $\text{Set}$ spanned by all the nonempty sets.

(2) Let $\text{Top}$ denote the category of topological spaces and continuous maps.

(3) Let $\text{Ch}_{\text{emb}}$ denote the category whose objects are chains and whose morphisms are embeddings. Let $\text{Wch}_{rs}$ denote the category whose objects are well-ordered chains and whose morphisms are rigid surjections. Let $\text{Ch}^{\text{fin}}_{\text{emb}}$, resp. $\text{Wch}^{\text{fin}}_{rs}$, denote the full subcategory of $\text{Ch}_{\text{emb}}$, resp. $\text{Wch}_{rs}$, spanned by finite chains.

(4) Let $\text{Alg}(\Omega)$ denote the category whose objects are $\Omega$-algebras and morphisms are homomorphisms. Let $\text{Alg}_{\text{epi}}(\Omega)$ denote the category whose objects are $\Omega$-algebras and morphisms are epimorphisms.

(5) Let $V$ be a variety of algebras of a fixed algebraic language. Then $V$ can be thought of as a category whose objects are the algebras in the variety and morphisms are homomorphisms. Let $V_{\text{epi}}$ denote the subcategory of $V$ whose objects are again all the algebras in the variety, but morphisms are epimorphisms. Finally, let $V^{\text{fin}}_{\text{epi}}$ be the full subcategory of $V_{\text{epi}}$ spanned by its finite members.

**Adjunctions and monads.** An adjunction between categories $B$ and $C$ consists of a pair of functors $F : B \rightleftarrows C : H$ together with a family of bijections

$$
\Phi_{X,Y} : \text{hom}_C(F(X), Y) \overset{\cong}{\longrightarrow} \text{hom}_B(X, H(Y))
$$

indexed by pairs $(X, Y) \in \text{Ob}(B) \times \text{Ob}(C)$ which is natural in both arguments in the sense that
for every \( h \in \text{hom}_B(X', X) \), and
\[
\begin{align*}
\text{hom}_C(F(X), Y) & \xrightarrow{\Phi_{X,Y}} \text{hom}_B(X, H(Y)) \\
\downarrow (-) F(h) & \quad \downarrow (-) h \\
\text{hom}_C(F(X'), Y) & \xrightarrow{\Phi_{X',Y}} \text{hom}_B(X', H(Y))
\end{align*}
\]
every \( g \in \text{hom}_C(Y, Y') \). The functor \( F \) is then left adjoint (to \( H \)) and \( H \) is right adjoint (to \( F \)).

Let \( C \) be a category and \( T : C \to C \) a functor. Multiplication for \( T \) is a natural transformation \( \mu : TT \to T \) such that for each \( A \in \text{Ob}(C) \):
\[
\begin{align*}
TTT(A) & \xrightarrow{T(\mu_A)} TT(A) \\
\mu_{TT(A)} \downarrow & \quad \downarrow \mu_A \\
TT(A) & \xrightarrow{\mu_A} T(A)
\end{align*}
\]
A natural transformation \( \eta : \text{ID} \to T \) is a unit for \( \mu \) if
\[
\begin{align*}
T(A) & \xrightarrow{T(\eta_A)} TT(A) \xleftarrow{T(\eta_A)} T(A) \\
\text{id}_{TT(A)} \downarrow & \quad \downarrow \mu_A \\
T(A) & \xrightarrow{T(\eta_A)} T(A)
\end{align*}
\]
for each \( A \in \text{Ob}(C) \). A monad on a category \( C \) is a triple \((T, \mu, \eta)\) where \( T : C \to C \) is a functor, \( \mu \) is a multiplication for \( T \) and \( \eta \) is a unit for \( \mu \).

Let \( F : C \to C \) be a functor. An \( F \)-algebra is a pair \((A, \alpha)\) where \( \alpha \in \text{hom}_C(F(A), A) \), while an \( F \)-coalgebra is a pair \((A, \alpha)\) where \( \alpha \in \text{hom}_C(A, F(A)) \). An algebraic homomorphism between \( F \)-algebras \((A, \alpha)\) and \((B, \beta)\) is a morphism \( f \in \text{hom}_C(A, B) \) such that the diagram below commutes:
\[
\begin{align*}
F(A) & \xrightarrow{F(f)} F(B) \\
\alpha \downarrow & \quad \downarrow \beta \\
A & \xrightarrow{f} B
\end{align*}
\]

Two categories are traditionally associated to each monad \((T, \mu, \eta)\): the Kleisli category \( K = K(T, \mu, \eta) \) and the Eilenberg-Moore category \( EM = EM(T, \mu, \eta) \). The objects of the Kleisli category \( K(T, \mu, \eta) \) are the same as the objects of \( C \), morphisms are defined by
\[
\text{hom}_K(A, B) = \text{hom}_C(A, T(B))
\]
and the composition in $K$ for $f \in \text{hom}_K(A, B)$ and $g \in \text{hom}_K(B, C)$ is given by
\[ g \cdot_K f = \mu_C \cdot T(g) \cdot f. \]

The objects of the Eilenberg-Moore category $\text{EM}(T, \mu, \eta)$ are Eilenberg-Moore $T$-algebras (special $T$-algebras to be defined immediately), morphisms are algebraic homomorphisms and the composition is as in $C$. An Eilenberg-Moore $T$-algebra is a $T$-algebra for which the following two diagrams commute:

\[
\begin{array}{ccc}
TT(A) & \xrightarrow{T(\alpha)} & T(A) \\
\mu_A & \downarrow & \alpha \\
T(A) & \xrightarrow{\alpha} & A
\end{array}
\quad \quad
\begin{array}{ccc}
A & \xrightarrow{\eta_A} & T(A) \\
& \downarrow & \alpha \\
& \xrightarrow{\text{id}_A} & A
\end{array}
\]

(2.1)

A weak Eilenberg-Moore $T$-algebra is a $T$-algebra for which only the diagram on the left commutes. Let $\text{EM}^w(T, \mu)$ denote the category of weak Eilenberg-Moore $T$-algebras and algebraic homomorphisms. A free Eilenberg-Moore $T$-algebra is an Eilenberg-Moore $T$-algebra of the form $(T(A), \mu_A)$.

**Example 2.2.** Let $\Omega$ be an algebraic language, that is, a set of functional and constant symbols. For any nonempty set $X$ let $T(X)$ denote the set of all $\Omega$-terms in variables from $X$. For a function $f : X \to Y$ define $T(f) : T(X) \to T(Y)$ to be the substitution of variables with respect to $f$. Then $T : \text{Set}^+ \to \text{Set}^+$ is a functor. Let $\eta_X : X \to T(X)$ send $x$ as a variable to $x$ as an $\Omega$-term and let $\mu_X : TT(X) \to T(X)$ denote the substitution of terms for variables. Then $(T, \mu, \eta)$ is a $\text{Set}^+$-monad such that the category $\text{EM}(T, \mu, \eta)$ is isomorphic to $\text{Alg}(\Omega)$. Let us outline briefly the way the isomorphism between the two categories is constructed.

For an $\Omega$-algebra $A = (A, \Omega^A)$ the corresponding $T$-algebra $(A, \text{eval}^A)$ is constructed so that the structure map $\text{eval}^A : T(A) \to A$ is just the evaluation in $A$.

Conversely, every $T$-algebra $(A, \text{eval}^A)$ corresponds to a unique $\Omega$-algebra $A = (A, \Omega^A)$. To see that this is indeed the case, let us show how to decode the fundamental operations of $A$ from $(A, \text{eval}^A)$. Take a function symbol $f \in \Omega$, say of arity $n$, and define the operation $f^A : A^n \to A$ by
\[ f^A(a_1, \ldots, a_n) = \text{eval}^A(f(\eta(a_1), \ldots, \eta(a_n))), \]
where $f(\eta(a_1), \ldots, \eta(a_n)) \in T(A)$ is a term. Note that the same procedure applies to constant symbols as well, since they can be (and usually are) treated as 0-ary function symbols. We thus get an $\Omega$-algebra $A = (A, \Omega^A)$. The requirements (2.1) then ensure that $(A, \text{eval}^A)$ is the $T$-algebra that corresponds to $A$.

The two categories are isomorphic simply because we are given two different presentations of the same object: an $\Omega$-algebra $A = (A, \Omega^A)$ can be thought of as a “small” presentation of the way things are computed in $A$ as it provides the “multiplication tables” of fundamental operations only. On the other hand, the
corresponding $T$-algebra $(A, \text{eval}^A)$ is defined on the same set, but the evaluation map $\text{eval}^A : T(A) \to A$ provides the value of each possible expression that can be formed from the elements of $A$ and fundamental operations in $\Omega$. See [2, Sections 10.3 and 10.5] for further details and concrete examples.

3 Ramsey properties in a category

In this section we collect and prove several results about the Ramsey property, Ramsey degrees, dual Ramsey property and dual small Ramsey degrees in a category. We then use the results of this section as the main tool to obtain new Ramsey results about algebras in a variety (in Section 4).

The arrow notation. For $k \in \mathbb{N}$, a $k$-coloring of a set $S$ is any mapping $\chi : S \to k$, where, as usual, we identify $k$ with $\{0, 1, \ldots, k-1\}$. Let $C$ be a locally small category. For integers $k \geq 2$ and $t \geq 1$, and objects $A, B, C \in \text{Ob}(C)$ we write

$$C \to (B)_{k,t}^A$$

to denote that for every $k$-coloring $\chi : \text{hom}(A, C) \to k$ there is a morphism $w \in \text{hom}(B, C)$ such that $|\chi(w \cdot \text{hom}(A, B))| \leq t$. (For a set of morphisms $F$ we let $w \cdot F = \{w \cdot f : f \in F\}$.) In case $t = 1$ we write $C \to (B)_{k}^A$. We write

$$C \leftarrow (B)_{k,t}^A,$$

to denote that $C \to (B)_{k,t}^A$, resp. $C \to (B)_{k}^A$, in $C^{\text{op}}$.

Lemma 3.1. [26, Lemma 2.4] Let $C$ be a locally small category such that all the morphisms in $C$ are mono and let $A, B, C, D \in \text{Ob}(C)$. If $C \to (B)_{k,1}^A$ for some $k, t \geq 2$ and if $C \xrightarrow{\sim} D$, then $D \xrightarrow{(B)_{k,t}^A}$. \hfill $\Box$

The above lemma tells us that with the arrow notation we can always go “up to a superstructure” of $C$. In some cases we can also “go down to a substructure” of $C$. Let $A$ be a subcategory of $C$ and let $C \in \text{Ob}(C)$. An object $B \in \text{Ob}(A)$ together with a morphism $c : B \to C$ is a coreflection of $C$ in $A$ if for every $A \in \text{Ob}(A)$ and every morphism $f \in \text{hom}_C(A, C)$ there is a unique morphism $g \in \text{hom}_A(A, B)$ such that $c \cdot g = f$:

$$C \xleftarrow{f} \xrightarrow{c} C$$
$$A \xrightarrow{g} B$$

Dually, an object $B \in \text{Ob}(A)$ together with a morphism $r : C \to B$ is a reflection of $C$ in $A$ if for every $A \in \text{Ob}(A)$ and every morphism $f \in \text{hom}_C(C, A)$ there is a unique morphism $g \in \text{hom}_A(B, A)$ such that $g \cdot r = f$.
Lemma 3.2. Let $\mathbf{C}$ be a locally small category such that all the morphisms in $\mathbf{C}$ are mono. Let $\mathbf{A}$ be a full subcategory of $\mathbf{C}$, let $A, B, D \in \text{Ob}(\mathbf{A})$ and $C \in \text{Ob}(\mathbf{C})$. If $C \rightarrow (B)^{A}_{k,t}$ for some $k, t \geq 2$ and if $c : D \rightarrow C$ is a coreflection of $C$ in $\mathbf{A}$ then $D \rightarrow (B)^{A}_{k,t}$.

Dually, let $\mathbf{C}$ be a locally small category such that all the morphisms in $\mathbf{C}$ are epi. Let $\mathbf{A}$ be a full subcategory of $\mathbf{C}$, let $A, B, D \in \text{Ob}(\mathbf{A})$ and $C \in \text{Ob}(\mathbf{C})$. If $C \leftarrow (B)^{A}_{k,t}$ for some $k, t \geq 2$ and if $r : C \rightarrow D$ is a reflection of $C$ in $\mathbf{A}$ then $D \leftarrow (B)^{A}_{k,t}$.

Proof. Take any coloring $\chi : \text{hom}(A, D) \rightarrow k$ and define $\chi' : \text{hom}(A, C) \rightarrow k$ as follows: $\chi'(c \cdot g) = \chi(g)$ for all $g \in \text{hom}(A, D)$, and $\chi'(f) = 0$ for all $f \in \text{hom}(A, C) \setminus c \cdot \text{hom}(A, D)$. Note that the definition of $\chi'$ is correct because $c$ is mono. Since $C \rightarrow (B)^{A}_{k,t}$ there is a $w' \in \text{hom}(B, C)$ such that

$$|\chi'(w' \cdot \text{hom}(A, B))| \leq t.$$

Because $c : D \rightarrow C$ is a coreflection of $C$ in $\mathbf{A}$ there is a unique morphism $w \in \text{hom}(B, D)$ such that $c \cdot w = w'$:

$$\begin{array}{ccc}
A & \xrightarrow{c} & C \\
\downarrow{g} & & \downarrow{r} \\
D & \xleftarrow{w} & B
\end{array}$$

So, $|\chi'(c \cdot w \cdot \text{hom}(A, B))| \leq t$ whence $|\chi(w \cdot \text{hom}(A, B))| \leq t$. □

Finite Ramsey phenomena. A category $\mathbf{C}$ has the (finite) Ramsey property if for every integer $k \geq 2$ and all $A, B \in \text{Ob}(\mathbf{C})$ there is a $C \in \text{Ob}(\mathbf{C})$ such that $C \rightarrow (B)^{A}_{k,t}$. A category $\mathbf{C}$ has the (finite) dual Ramsey property if $\mathbf{C}^{\text{op}}$ has the Ramsey property.

Both the Ramsey property and the dual Ramsey property impose severe restrictions on the classes of objects enjoying the property. For example, all the objects in such classes have to be rigid:

Theorem 3.3. ([23, Proposition 2.3], cf. [28, 46]) Let $\mathbf{C}$ be a locally small category such that all the morphisms in $\mathbf{C}$ are mono. If $\mathbf{C}$ has the Ramsey property then all the objects in $\mathbf{C}$ are rigid.

Dually, let $\mathbf{C}$ be a locally small category such that all the morphisms in $\mathbf{C}$ are epi. If $\mathbf{C}$ has the dual Ramsey property then all the objects in $\mathbf{C}$ are rigid. □

For $A \in \text{Ob}(\mathbf{C})$ let $t_{\mathbf{C}}(A)$ denote the least positive integer $n$ such that for all $k \geq 2$ and all $B \in \text{Ob}(\mathbf{C})$ there exists a $C \in \text{Ob}(\mathbf{C})$ such that $C \rightarrow (B)^{A}_{k,n}$,
if such an integer exists. Otherwise put \( t_C(A) = \infty \). The number \( t_C(A) \) is referred to as the *small Ramsey degree* of \( A \) in \( C \). A category \( C \) has the *finite small Ramsey degrees* if \( t_C(A) < \infty \) for all \( A \in \text{Ob}(C) \). Clearly, a category \( C \) has the Ramsey property if and only if \( t_C(A) = 1 \) for all \( A \in \text{Ob}(C) \). In this parlance the Finite Ramsey Theorem takes the following form.

**Theorem 3.4** (The Finite Ramsey Theorem [40]). *The category \( \text{Ch}^\text{fin} \text{emb} \) has the Ramsey property.*

By straightforward dualization we can introduce dual small Ramsey degrees \( t^\partial_C(A) \) by \( t^\partial_C(A) = t_C^{\text{op}}(A) \). We then say that a category \( C \) has the *finite dual small Ramsey degrees* if \( C^{\text{op}} \) has finite small Ramsey degrees. Clearly, a category \( C \) has the *dual Ramsey property* if and only if \( t^\partial_C(A) = 1 \) for all \( A \in \text{Ob}(C) \).

**Theorem 3.5** (The Finite Dual Ramsey Theorem [15]). *The category \( \text{Wch}^\text{fin} \text{rs} \) has the dual Ramsey property.*

The Ramsey property for ordered structures implies the existence of finite small Ramsey degrees for the corresponding unordered structures. This was first observed for categories of structures in [4], and generalized to arbitrary categories in [24]. This generalization will prove useful here because it will enable us to derive statements about the dual small Ramsey degrees for finite algebras in a variety.

Let us outline the main tool we employ to obtain results of this form. Following [17, 24] we say that an *expansion* of a category \( C \) is a category \( C^* \) together with a forgetful functor \( U : C^* \to C \). We shall generally follow the convention that \( A, B, C, \ldots \) denote objects from \( C \) while \( A, B, C, \ldots \) denote objects from \( C^* \). Since \( U \) is injective on hom-sets we may safely assume that \( \text{hom}_C(A, B) \subseteq \text{hom}_{C^*}(A, B) \) where \( A = U(A) \), \( B = U(B) \). In particular, \( \text{id}_A = \text{id}_{U(A)} \) for \( A = U(A) \). Moreover, it is safe to drop subscripts \( C \) and \( C^* \) in \( \text{hom}_C(A, B) \) and \( \text{hom}_{C^*}(A, B) \), so we shall simply write \( \text{hom}(A, B) \) and \( \text{hom}(A, B) \), respectively. Let \( U^{-1}(A) = \{ A \in \text{Ob}(C^*) : U(A) = A \} \). Note that this is not necessarily a set.

An expansion \( U : C^* \to C \) is *reasonable* (cf. [17, 24]) if for every \( e \in \text{hom}(A, B) \) and every \( A \in U^{-1}(A) \) there is a \( B \in U^{-1}(B) \) such that \( e \in \text{hom}(A, B) \):

\[
\begin{array}{ccc}
A & \xrightarrow{e} & B \\
\uparrow & & \downarrow^U \\
\uparrow^U & & \\
A & \xrightarrow{e} & B \\
\end{array}
\]

An expansion \( U : C^* \to C \) has *unique restrictions* [24] if for every \( B \in \text{Ob}(C^*) \) and every \( e \in \text{hom}(A, U(B)) \) there is a *unique* \( A \in U^{-1}(A) \) such that \( e \in \text{hom}(A, B) \):

\[
\begin{array}{ccc}
A & \xrightarrow{e} & B \\
\uparrow & & \downarrow^U \\
A & \xrightarrow{e} & B \\
\end{array}
\]
We denote this unique \(A\) by \(B_{|e}\) and refer to it as the restriction of \(B\) along \(e\).

The following result was first proved for categories of structures in \([4]\), and for general categories in \([24]\). This more general statement will be of use in Section 4 where we shall need the dual of the statement.

**Theorem 3.6.** \([4, 24]\) Let \(C\) and \(C^*\) be locally small categories such that all the morphisms in \(C\) and \(C^*\) are mono. Let \(U : C^* \to C\) be a reasonable expansion with unique restrictions such that \(U^{-1}(A)\) is a set for all \(A \in \text{Ob}(C)\). For any \(A \in \text{Ob}(C)\) we then have:

\[
t_C(A) \leq \sum_{A \in U^{-1}(A)} t_{C^*}(A).
\]

Consequently, if \(U^{-1}(A)\) is finite and \(t_{C^*}(A) < \infty\) for all \(A \in U^{-1}(A)\) then \(t_C(A) < \infty\).

In particular, if \(U : C^* \to C\) is a reasonable expansion with unique restrictions such that \(C^*\) has the Ramsey property and \(U^{-1}(A)\) is finite for all \(A \in \text{Ob}(C)\) then \(C\) has finite small Ramsey degrees. \(\square\)

**Infinite Ramsey phenomena.** Let \(C\) be a locally small category. For \(A, S \in \text{Ob}(C)\) let \(T_C(A, S)\) denote the least positive integer \(n\) such that \(S \to (S)_{k,n}^4\) for all \(k \geq 2\), if such an integer exists. Otherwise put \(T_C(A, S) = \infty\). The number \(T_C(A, S)\) is referred to as the big Ramsey degree of \(A\) in \(S\). By straightforward dualization, we can introduce dual big Ramsey degrees \(T^{d}_C(A, S)\) by \(T^{d}_C(A, S) = T_{C^{op}}(A, S)\). We shall drop the category in the index whenever it is clearly stated which category we work in. In this parlance the Infinite Ramsey Theorem takes the following form.

**Theorem 3.7** (The Infinite Ramsey Theorem \([40]\)). In the category \(\text{Ch}_{emb}\) we have that \(T(A, \omega) = 1\) for every finite chain \(A\). \(\square\)

The Infinite Dual Ramsey Theorem of Carlson and Simpson \([3]\) requires additional infrastructure and the notion of dual big Ramsey degrees with respect to special colorings.

A category \(C\) is **enriched over \(\text{Top}\)** if each \(\text{hom}_C(A, B)\) is a topological space and the composition \(\cdot : \text{hom}_C(B, C) \times \text{hom}_C(A, B) \to \text{hom}_C(A, C)\) is continuous for all \(A, B, C \in \text{Ob}(C)\). Any locally small category can be thought of as a category enriched over \(\text{Top}\) by taking each hom-set to be a discrete space. We shall refer to this as the discrete enrichment. (Note that a category enriched over \(\text{Top}\) has to be locally small.)

The category \(\text{Wch}_{rs}\) can be enriched over \(\text{Top}\) in a nontrivial way as follows: each hom-set \(\text{hom}_{\text{Wch}_{rs}}((A, <), (B, <))\) inherits the topology from the Tychonoff
Theorem 3.8

Simpson [3] now takes the following form.

♭∂

Enriched over Top

For A, S ∈ Ob(C) we have this particular enrichment in mind.

Let C be a category enriched over Top. For A, B, C ∈ Ob(C) we write C \to _{\leq n} (B)_k \to _{\leq n} A to denote that for every Borel k-coloring \chi : hom_C(A, C) \to k there is a morphism w ∈ hom_C(B, C) such that |\chi(w \cdot hom_C(A, B))| \leq n. For A, S ∈ Ob(C) let T^SC(A, S) denote the least positive integer n such that S \to (S)_k \to _{\leq n} A for all k \geq 2, if such an integer exists. Otherwise put T^SC(A, S) = \infty. The number T^SC(A, S) will be referred to as the big Ramsey degree of A in S with respect to Borel colorings. By straightforward dualization, we can introduce big dual Ramsey degrees with respect to Borel colorings T^DC(A, S) by T^DC(A, S) = T^SC(A, S). The Infinite Dual Ramsey Theorem of Carlson and Simpson [3] now takes the following form.

**Theorem 3.8 (The Infinite Dual Ramsey Theorem [3]).** In the category Wch_{rs} enriched over Top as above, T^{rs}(A, \omega) = 1 for every finite chain A.

The following result was first proved for categories of structures in [4], and for general categories in [25].

**Theorem 3.9.** (cf. [4], [25]) Let C and C^* be locally small categories such that all the morphisms in C and C^* are mono. Let U : C^* \to C be an expansion with unique restrictions. For A ∈ Ob(C), S^* ∈ Ob(C^*) and S = U(S^*), if U^{-1}(A) is finite then

T_C(A, S) \leq \sum_{A^* \in U^{-1}(A)} T_{C^*}(A^*, S^*). \square

However, for the results in Section 3 we shall need the version of this statement which, with Theorem 3.8 in mind, has to be formulated in terms of categories enriched over Top. Let B and C be categories enriched over Top.

**Theorem 3.10.** Let C and C^* be categories enriched over Top such that morphisms in both C and C^* are mono. Let U : C^* \to C be an expansion with unique restrictions and assume that hom_C(A^*, B^*) is a Borel set in hom_C(U(A^*), U(B^*)) for all A^*, B^* ∈ Ob(C^*). For A ∈ Ob(C), S^* ∈ Ob(C^*) and S = U(S^*), if U^{-1}(A) is finite then

T^B_C(A, S) \leq \sum_{A^* \in U^{-1}(A)} T^B_{C^*}(A^*, S^*).

**Proof.** The proof is analogous to the proof of the corresponding statement in [25]. The only difference is that we now have to ensure that all the colorings we construct along the way are Borel. But that follows immediately from the additional assumption that hom_C(A^*, B^*) is a Borel set in hom_C(U(A^*), U(B^*)) for all A^*, B^* ∈ Ob(C^*), and the fact that in categories enriched over Top the composition of morphisms is continuous. \square
**Ramsey properties and adjunctions.** Our major tool for transporting the Ramsey property from one context to another is to establish an adjunction-like relationship between the corresponding categories.

**Theorem 3.11.** [26] Right adjoints preserve the Ramsey property while left adjoints preserve the dual Ramsey property. More precisely, let $\mathcal{B}$ and $\mathcal{C}$ be locally small categories and let $F : \mathcal{B} \dashv H : \mathcal{C}$ be an adjunction.

(a) If $\mathcal{C}$ has the Ramsey property then so does $\mathcal{B}$.

(b) If $\mathcal{B}$ has the dual Ramsey property then so does $\mathcal{C}$. 

**Theorem 3.12.** Let $\mathcal{C}$ be a locally small category, $(T, \mu, \eta)$ a monad on $\mathcal{C}$, and let $\mathcal{K} = \mathcal{K}(T, \mu, \eta)$ and $\mathcal{EM} = \mathcal{EM}(T, \mu, \eta)$ be the Kleisli category and the Eilenberg-Moore category, respectively, for the monad. If $\mathcal{C}$ has the dual Ramsey property then so do both $\mathcal{K}$ and $\mathcal{EM}$.

**Proof.** Let $(T, \mu, \eta)$ be a monad on $\mathcal{C}$, and let $\mathcal{K} = \mathcal{K}(T, \mu, \eta)$ and $\mathcal{EM} = \mathcal{EM}(T, \mu, \eta)$ be the Kleisli category and the Eilenberg-Moore category, respectively, for the monad. It is a well-known fact (see [21]) that there exist adjunctions $\mathcal{C} \dashv \mathcal{K}$ and $\mathcal{C} \dashv \mathcal{EM}$. The statement now follows from Theorem 3.11.

However, more is true in case of the Eilenberg-Moore construction. We are now going to show that the (dual) Ramsey property carries over from $\mathcal{C}$ to a more general context of (co)algebras for functors with (co)multiplication, which are straightforward weakenings of (co)monads. The proof relies on the following weakening of the notion of adjunction.

**Definition 3.13.** [22] Let $\mathcal{B}$ and $\mathcal{C}$ be locally small categories. A pair of maps $F : \text{Ob}(\mathcal{B}) \Rightarrow \text{Ob}(\mathcal{C}) : H$ is a pre-adjunction between $\mathcal{B}$ and $\mathcal{C}$ provided there is a family of maps $\Phi_{X,Y} : \text{hom}_\mathcal{C}(F(X), Y) \to \text{hom}_\mathcal{B}(X, H(Y))$ indexed by the pairs $(X, Y) \in \text{Ob}(\mathcal{B}) \times \text{Ob}(\mathcal{C})$ and satisfying the following:

(PA) for every $C \in \text{Ob}(\mathcal{C})$, every $A, B \in \text{Ob}(\mathcal{B})$, every $u \in \text{hom}_\mathcal{C}(F(B), C)$ and every $f \in \text{hom}_\mathcal{B}(A, B)$ there is a $v \in \text{hom}_\mathcal{C}(F(A), F(B))$ satisfying $\Phi_{B,C}(u) \cdot f = \Phi_{A,C}(u \cdot v)$.

(Note that in a pre-adjunction $F$ and $H$ are not required to be functors, just maps from the class of objects of one of the two categories into the class of objects of the other category; also $\Phi$ is not required to be a natural isomorphism, just a family of maps between hom-sets satisfying the requirement above.)
Theorem 3.14. \cite{22} Let $\mathbf{B}$ and $\mathbf{C}$ be locally small categories and let $F : \text{Ob}(\mathbf{B}) \rightleftharpoons \text{Ob}(\mathbf{C}) : H$ be a pre-adjunction.

(a) Let $t, k \geq 2$ be integers, let $A, B \in \text{Ob}(\mathbf{B})$ and $C \in \text{Ob}(\mathbf{C})$. If $C \to (F(B))_{k,t}^t$ in $\mathbf{C}$ then $H(C) \to (B)_t^t$ in $\mathbf{B}$.

(b) $t_B(A) \leq t_C(F(A))$ for all $A \in \text{Ob}(\mathbf{B})$.

(c) If $\mathbf{C}$ has the Ramsey property then so does $\mathbf{B}$. \hfill $\square$

Although pre-adjunctions constitute relatively loose relationships between categories, they turn out to be a useful strategy of transporting the Ramsey property from one category to the other. This strategy is motivated by the proof of \cite[Theorem 12.13]{39} where the Ramsey property for finite ordered graphs was shown to be a direct consequence of the Graham–Rothschild Theorem. It was then used in \cite{22} to provide new proofs of the Ramsey property for the category of all finite posets with linear extensions (by establishing a pre-adjunction with the Graham–Rothschild category), for the category of finite convexly ordered ultrametric spaces (by establishing a pre-adjunction with the category of finite posets with linear extensions) and the category of finite linearly ordered metric spaces (by establishing a different pre-adjunction with the category of finite posets with linear extensions).

Theorem 3.15. Let $\mathbf{C}$ be a locally small category, $T : \mathbf{C} \to \mathbf{C}$ a functor and $\mu : TT \to T$ a multiplication for $T$. Let $\mathbf{W}$ be a category whose objects are weak Eilenberg-Moore $T$-algebras, morphisms are algebraic homomorphisms and the composition of morphisms is as in $\mathbf{C}$. If $\mathbf{C}$ has the dual Ramsey property then so does every full subcategory of $\mathbf{W}$ which contains all the free Eilenberg-Moore $T$-algebras.

Proof. Let $\mathbf{B}$ be a full subcategory of $\mathbf{W}$ such that all the free Eilenberg-Moore $T$-algebras are in $\mathbf{B}$. By Theorem 3.14 in order to show that $\mathbf{B}$ has the dual Ramsey property it suffices to construct a pre-adjunction $F : \text{Ob}(\mathbf{B}^{op}) \rightleftharpoons \text{Ob}(\mathbf{C}^{op}) : H$. For $(B, \beta) \in \text{Ob}(\mathbf{B})$ put $F(B, \beta) = B$, for $C \in \text{Ob}(\mathbf{C})$ put $H(C) = (T(C), \mu_C)$ and for $u \in \text{hom}_\mathbf{C}(C, B)$ put $\Phi_{(B, \beta), C}(u) = \beta \cdot T(u)$.

Let us first show that the definition of $\Phi$ is correct by showing that for each $u \in \text{hom}_\mathbf{C}(C, B)$ we have that $\Phi_{(B, \beta), C}(u)$ is a homomorphism from $H(C)$ to $(B, \beta)$, that is:

\[
\begin{array}{ccc}
TT(C) & \xrightarrow{T(\beta \cdot T(u))} & T(B) \\
\mu_C \downarrow & & \downarrow \beta \\
T(C) & \xrightarrow{\beta \cdot T(u)} & B \\
\end{array}
\]

But this is straightforward – the two squares below commute because $\mu : TT \to T$ is a natural transformation and $(B, \beta)$ is a weak $T$-algebra:
To complete the proof we still have to show that the condition (PA) of Definition 3.16 is satisfied. Take any $C \in \text{Ob}(C)$ and $(A, \alpha), (B, \beta) \in \text{Ob}(B)$, take arbitrary $u \in \text{hom}_C(C, B)$ and an arbitrary homomorphism $f \in \text{hom}_B((B, \beta), (A, \alpha))$. Take $v = f \in \text{hom}_C(B, A)$ and note that

$$f \cdot \Phi_{(B, \beta), C}(u) = f \cdot \beta \cdot T(u) = \alpha \cdot T(f) \cdot T(u) = \alpha \cdot T(f \cdot u) = \Phi_{(A, \alpha), C}(f \cdot u)$$

having in mind that $f \cdot \beta = \alpha \cdot T(f)$ because $f$ is a homomorphism. This completes the proof.

It might be of interest to note that the pre-adjunction constructed in the proof of Theorem 3.15 cannot be expected to be an adjunction. Although $F$ and $H$ behave as the forgetful functor and the free-algebra functor, respectively, which is usual in adjunctions associated with categories of algebras, one cannot hope for $\Phi$ to be either bijective on hom-sets or natural in its arguments.

4 Dual Ramsey properties for varieties of algebras

This section is devoted to the study of dual Ramsey phenomena in nontrivial varieties of algebras. Motivated by the fact that the category of weak Eilenberg-Moore algebras for a monad has the dual Ramsey property (Theorem 3.15), we show that for every algebraic language $\Omega$ and every nontrivial variety $V$ of $\Omega$-algebras the class of finite ordered $V$-algebras taken with rigid epimorphisms (that is, epimorphisms of algebras that are at the same time rigid surjections) has the dual Ramsey property. The unordered version then follows immediately: for every algebraic language $\Omega$ and every nontrivial variety $V$ of $\Omega$-algebras, finite $V$-algebras have finite small dual Ramsey degrees with respect to epimorphisms.

Our proof mimics the proof of the fact that the category of weak Eilenberg-Moore algebras for a monad has the dual Ramsey property (Theorem 3.15). Unfortunately, we are unable to apply Theorem 3.15 directly because the monad we are going to construct will not produce finite free algebras. We shall bypass this issue with the help of the following compactness argument which was first proved for categories of structures in [27] (see also [35]), and for general categories in [24].

Let $B$ be a full subcategory of a locally small category $C$. An $F \in \text{Ob}(C)$ is weakly locally finite for $B$ (cf. locally finite in [24]) if for every $A, B \in \text{Ob}(B)$ and every $e \in \text{hom}(A, F)$, $f \in \text{hom}(B, F)$ there exist $D \in \text{Ob}(B)$, $r \in \text{hom}(D, F)$, $p \in \text{hom}(A, D)$ and $q \in \text{hom}(B, D)$ such that $r \cdot p = e$ and $r \cdot q = f$. We say
that $F \in \text{Ob}(C)$ is projectively weakly locally finite for $B$ if $F$ is weakly locally finite for $B$ in $C^{op}$.

**Lemma 4.1.** Let $B$ be a full subcategory of a locally small category $C$ and fix an $F \in \text{Ob}(C)$ which is universal and weakly locally finite for $B$. The following are equivalent for all $t \geq 2$ and all $A \in \text{Ob}(B)$:

1. $t_B(A) \leq t$;
2. $F \mapsto (B_k^A)_t$ for all $k \geq 2$ and all $B \in \text{Ob}(B)$ such that $A \xrightarrow{B} B$.

We then prove that for every countable algebraic language $\Omega$ and every nontrivial variety $V$ of $\Omega$-algebras, finite ordered $V$ algebras have finite big Ramsey degrees in the ordered free $V$ algebra $\hat{F}_V(\omega)$ on $\omega$ generators with respect to Borel colorings. The corresponding result for the unordered case follows by a straightforward modification of the ideas we have already seen (to account for Borel colorings).

Let us start with a few technical results about rigid surjections. For a chain $(A, \prec)$ and $x \in A$ let $\downarrow_A x = \{y \in A : y \prec x\}$. An initial segment of $(A, \prec)$ is a subset $I \subseteq A$ such that $x \in I$ implies $\downarrow_A x \subseteq I$ for all $x \in A$.

**Lemma 4.2.** Let $(A, \prec)$ and $(B, \prec)$ be well ordered chains. A surjective map $f : A \rightarrow B$ is a rigid surjection from $(A, \prec)$ onto $(B, \prec)$ if and only if $f$ takes every initial segment of $(A, \prec)$ onto an initial segment of $(B, \prec)$.

**Proof.** Let us only show direction $(\Leftarrow)$. Take $b_1, b_2 \in B$ such that $b_1 \prec b_2$ and suppose that $\min f^{-1}(b_1) > \min f^{-1}(b_2) = a$. Let $I = \downarrow_A a$. Then $f(I) \nsubseteq b_2$, but $f(I) \nsubseteq b_1$ because $\min f^{-1}(b_1) > a$, whence $f^{-1}(b_1) \cap I = \emptyset$. Therefore, $f(I)$ is not an initial segment of $(B, \prec)$.

**Lemma 4.3.** Let $g : A \rightarrow B$ and $h : B \rightarrow C$ be surjections. Assume that $(A, \prec)$, $(B, \prec)$ and $(C, \prec)$ are well-ordered chains and that $g$ and $f = h \circ g$ are rigid surjections. Then $h$ is also a rigid surjection.

**Proof.** Let us show that $h$ takes every initial segment of $(B, \prec)$ onto an initial segment of $(C, \prec)$. Let $I \subseteq B$ be an initial segment of $B$. Define $J \subseteq A$ as follows:

$$J = \bigcup \{\downarrow_A x : x \in A \text{ and } g(\downarrow_A x) \subseteq I\}.$$

It is clear that $J$ is an initial segment of $(A, \prec)$ and that $g(J) \subseteq I$. To show that $g(J) = I$ take any $b \in I$ and let $a = \min g^{-1}(b)$. To show that $a \in J$ it suffices to show that $g(\downarrow_A a) \subseteq I$. Take any $x \in \downarrow_A a$ and let us show that $g(x) \leq b$. Suppose this is not the case. Then $b < g(x)$. Since $g$ is rigid, we have that $a = \min g^{-1}(b) < \min g^{-1}(g(x)) \leq x \leq a$. Contradiction. This completes the proof that $g(J) = I$. Now, $h(I) = h(g(J)) = f(J)$, which is an initial segment of $(C, \prec)$ because $f$ is a rigid surjection.

**Lemma 4.4.** Let $f : A \rightarrow B$ be a surjection and let $(A, \prec)$ be a well-ordered chain. Define $f^0 : B \rightarrow A$ by $f^0(b) = \min f^{-1}(b)$.
We claim that \((a, \leq)\) is a well-ordered algebraic language.

\textbf{Proof.} (a) Assume that \((B, \leq)\) is well-ordered. Then \(f\) is a rigid surjection if and only if \(f^a : (B, \leq) \to (A, \leq)\) is an embedding.

(b) There is a unique well-ordering of \(B\) which turns \(f\) into a rigid surjection.

\textbf{Proof.} (a) is obvious. Let us show (b). According to (a), in order to turn \(f\) into a rigid surjection, \(f^a\) has to be an embedding, and the unique linear order on \(B\) that turns \(f^a\) into an embedding (and hence \(f\) into a rigid surjection) is given by \(b_1 < b_2 \iff f^a(b_1) < f^a(b_2)\). The fact that \(f^a\) is an embedding implies that \((B, \leq)\) is isomorphic to a suborder of \((A, \leq)\), so it has to be well-ordered.

\textbf{Lemma 4.5.} Let \((A, \leq)\) and \((B, \leq)\) be well-ordered chains and let \(f : A \to B\) be a rigid surjection \((A, \leq) \to (B, \leq)\). Let \(n\) be any positive integer and let \(g : A^n \to B^n\) be the mapping defined by \(g(a_1, \ldots, a_n) = (f(a_1), \ldots, f(a_n))\).

Then:

(a) \(\min g^{-1}(b_1, \ldots, b_n) = (\min f^{-1}(b_1), \ldots, \min f^{-1}(b_n))\), for all \(b_1, \ldots, b_n \in B\).

(b) \(g : A^n \to B^n\) is a rigid surjection \((A^n, \leq_{\text{lex}}) \to (B^n, \leq_{\text{lex}})\).

\textbf{Proof.} (a) Take any \(b_1, \ldots, b_n \in B\) and let \((a_1, \ldots, a_n) = \min g^{-1}(b_1, \ldots, b_n)\). We claim that \((a_1, \ldots, a_n) = (\min f^{-1}(b_1), \ldots, \min f^{-1}(b_n))\). Suppose this is not the case. Then there exists a \(j \in \{1, 2, \ldots, n\}\) such that \(a_i = \min f^{-1}(b_i)\) for all \(i < j\) and \(a_j \neq \min f^{-1}(b_j)\). Note that, by construction, \(f(a_j) = b_j\), that is, \(a_j \in f^{-1}(b_j)\). Let \(c = \min f^{-1}(b_j)\). Then \(c < a_j\), so

\[(a_1, \ldots, a_{j-1}, c, a_{j+1}, \ldots, a_n) <_{\text{lex}} (a_1, \ldots, a_{j-1}, a_j, a_{j+1}, \ldots, a_n)\]

and

\[(a_1, \ldots, a_{j-1}, c, a_{j+1}, \ldots, a_n) \in g^{-1}(b_1, \ldots, b_n)\].

But this contradicts the fact that \((a_1, \ldots, a_n) = \min g^{-1}(b_1, \ldots, b_n)\).

(b) Take any \(b_1, \ldots, b_n, d_1, \ldots, d_n \in B\) such that \((b_1, \ldots, b_n) <_{\text{lex}} (d_1, \ldots, d_n)\) and let us show that

\[\min g^{-1}(b_1, \ldots, b_n) <_{\text{lex}} \min g^{-1}(d_1, \ldots, d_n)\].

By (a) it suffices to show that

\[\min f^{-1}(b_1), \ldots, \min f^{-1}(b_n) <_{\text{lex}} \min f^{-1}(d_1), \ldots, \min f^{-1}(d_n)\].

Since \((b_1, \ldots, b_n) <_{\text{lex}} (d_1, \ldots, d_n)\) there is a \(j \in \{1, \ldots, n\}\) such that \(b_i = d_i\) for \(i < j\) and \(b_j < d_j\). But then \(\min f^{-1}(b_i) = \min f^{-1}(d_i)\) for \(i < j\) and \(\min f^{-1}(b_j) < \min f^{-1}(d_j)\). This completes the proof.

\textbf{Construction 4.6.} We shall now upgrade the functor \(T\) and multiplication \(\mu\) from Example \(\ref{example:alg-lang}\) defined on \(\textbf{Set}^+\) to the category \(\textbf{Wch}_{rs}\) of well-ordered chains and rigid surjections. Let \(\Omega = \Omega_C \oplus \Omega_F\) be a well-ordered algebraic language where \(\Omega_C\) is a well-ordered set of constant symbols and \(\Omega_F\) is a well-ordered set of functional symbols. For a well-ordered chain \(X = (X, \leq)\) of variables let
Let us represent the chains \((X, <)\) as the usual strings of symbols. Let us order \(S\) lexicographically with respect to the well-ordering \(\{\xi\} \oplus \Omega \oplus \{\underline{1} < \underline{2} < \underline{3}\}\), where \(\underline{1}, \underline{2}, \underline{3}\) are the usual additional symbols we use to form terms. Note that each \(S_n\) is well-ordered and that \(S_1 = \{\xi\} \oplus \Omega C\).

For every shape \(\sigma \in \bigcup_{n \geq 1} S_n\) let \(T_\sigma(X)\) denote the set of all the terms \(t \in T(X)\) of shape \(\sigma\). Let us order \(T_\sigma(X)\) lexicographically with respect to the well-ordering \(X \oplus \Omega \oplus \{\underline{1} < \underline{2} < \underline{3}\}\) and let us order \(T(X)\) as follows:

\[
(T(X), <) = \left( \bigoplus_{\sigma \in S_1} T_\sigma(X) \right) \oplus \left( \bigoplus_{\sigma \in S_2} T_\sigma(X) \right) \oplus \left( \bigoplus_{\sigma \in S_3} T_\sigma(X) \right) \oplus \ldots
\]

Note that this is a well-ordering of \(T(X)\) and that

\[
(T(X), <) = X \oplus \Omega C \oplus \left( \bigoplus_{\sigma \in S_2} T_\sigma(X) \right) \oplus \left( \bigoplus_{\sigma \in S_3} T_\sigma(X) \right) \oplus \ldots
\]

We shall refer to this well-ordering of \(T(X)\) as the \textit{a neat well-ordering of} \(T(X)\). Note that the neat well-ordering of \(T(X)\) depends on \(X\) and the choice of the well-ordering of \(\Omega\).

For a chain \(X\) put \(\hat{T}(X) = (T(X), <)\) where \(<\) is the neat well-ordering of \(T(X)\). This is how \(\hat{T}\) acts on objects. For a rigid surjection \(f : (X, <) \rightarrow (Y, <)\) let \(\hat{T}(f) = T(f)\), that is, variable substitution where \(\hat{T}(f)(t)\) is a new term obtained from \(t\) by systematically replacing each occurrence of \(x \in X\) by \(f(x) \in Y\). This will clearly be a functor once we ensure that \(\hat{T}(f)\) is well defined.

\textbf{Lemma 4.7.} Let \((X, <)\) and \((Y, <)\) be well-ordered chains and let \(f : (X, <) \rightarrow (Y, <)\) be a rigid surjection. Then \(\hat{T}(f) : \hat{T}(X) \rightarrow \hat{T}(Y)\) is a rigid surjection \((T(X), <) \rightarrow (T(Y), <)\).

\textit{Proof.} Let us represent the chains \((T(X), <)\) and \((T(Y), <)\) as

\[
(T(X), <) = (X, <) \oplus \Omega C \oplus \bigoplus_{n \geq 2} \left( \bigoplus_{\sigma \in S_n} T_\sigma(X) \right)
\]

\[
(T(Y), <) = (Y, <) \oplus \Omega C \oplus \bigoplus_{n \geq 2} \left( \bigoplus_{\sigma \in S_n} T_\sigma(Y) \right).
\]
Being just a variable substitution, $\hat{T}(f)$ preserves the shape of terms, so $\hat{T}(f)$ restricted to $(T_\sigma(X),<)$ for a fixed shape $\sigma$ is a rigid surjection $(T_\sigma(X),<) \to (T_\sigma(Y),<)$. Note, next, that for each shape $\sigma$ the chain $(T_\sigma(X),<)$ is isomorphic to $(X^{n(\sigma)},<_{lex})$ where $n(\sigma)$ is the number of occurrences of $\xi$ in $\sigma$. Lemma 4.5 now implies that $\hat{T}(f)$ restricted to $(T_\sigma(X),<)$ is a rigid surjection for every shape $\sigma$, so $\hat{T}(f)$ as a whole is also a rigid surjection.

Next, let us show that the multiplication $\hat{\mu} : \hat{T}\hat{T} \to \hat{T}$ defined as in Example 2.2 remains well-defined. In other words, let us show that for every well-ordered chain $X = (X,<)$ the map $\hat{\mu}_X : \hat{T}\hat{T}(X) \to \hat{T}(X)$ is a rigid surjection. To see that this is indeed the case recall that the neat well-ordering of $\hat{T}(X)$ places all the variables before the terms involving at least one functional or constant symbol:

$$\hat{T}(X) : x_1 < x_2 < \ldots < t_1 < t_2 < \ldots$$

In $\hat{T}\hat{T}(X)$ we use $\hat{T}(X)$ as variables upon which we build terms from $\hat{T}\hat{T}(X)$. If we denote the elements of $\hat{T}(X)$ as

$$\langle x_1 \rangle < \langle x_2 \rangle < \ldots < \langle t_1 \rangle < \langle t_2 \rangle < \ldots$$

just as a notational convenience, then the ordering of $\hat{T}\hat{T}(X)$ takes the following form:

$$\hat{T}\hat{T}(X) : \langle x_1 \rangle < \langle x_2 \rangle < \ldots < \langle t_1 \rangle < \langle t_2 \rangle < \ldots < \langle t_1' \rangle < \langle t_2' \rangle < \ldots$$

Recall also that $\mu_X$ acts as substitution of terms for variables, for example, $\mu_X(t) = t$ and $\mu_X(t'(t_1, t_2)) = t'(t_1, t_2)$. Therefore, the diagram depicting the action of $\hat{\mu}_X$ looks like this:

$$\hat{T}\hat{T}(X) : \langle x_1 \rangle \langle x_2 \rangle \ldots \langle t_1 \rangle \langle t_2 \rangle \ldots \langle t_1' \rangle \langle t_2' \rangle \ldots$$

$$\hat{T}(X) : x_1 \ x_2 \ldots \ t_1 \ t_2 \ldots$$

$$\mu_X$$

which is clearly a rigid surjection.

A well-ordered $\Omega$-algebra is a structure $A = (A, \Omega^A, <)$ where $(A, \Omega^A)$ is an $\Omega$-algebra and $<$ is a well-ordering of $A$. A mapping $f : A \to B$ is a rigid epimorphism from a well-ordered $\Omega$-algebra $A = (A, \Omega^A, <)$ onto a well-ordered $\Omega$-algebra $B = (B, \Omega^B, <)$ if $f$ is a rigid surjection $(A, <) \to (B, <)$ and at the same time an epimorphism $(A, \Omega^A) \to (B, \Omega^B)$. Every well-ordered $\Omega$-algebra $A = (A, \Omega^A, <)$ is also an Eilenberg-Moore $\hat{T}$-algebra $((A, <), \text{eval}^A)$ where the structure map

$$\text{eval}^A : \hat{T}(A, <) \to (A, <)$$
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Lemma 4.9. \[\text{Let } \in \text{Walg}(\hat{X}, Y) \text{ an } f \text{ following form } T \text{ unique well-ordering of } (V, X):\]

\[
T(A, <) : a_1 < a_2 < \ldots < t_1 < t_2 < \ldots
\]

and since eval\(^A\) is an evaluation of terms in \(A\), it follows that the diagram depicting the action of eval\(^A\) looks like this:

\[
\begin{array}{c}
\hat{T}(A, <) : a_1 \ldots t_2 \\
eval^A \\
\end{array}
\]

which is clearly a rigid surjection.

Since the category \(\text{Alg}(\Omega)\) of \(\Omega\)-algebras is isomorphic to the category of Eilenberg-Moore \(T\)-algebras (see Example 2.2) in what follows we shall think of an \(\Omega\)-algebra \(A\) as an Eilenberg-Moore \(T\)-algebra \((A, \text{eval}^A)\) and, thus, assume that \(\text{Alg}(\Omega) = \text{EM}(T, \mu, \eta)\). Hence,

Assumption 4.8. In the rest of the paper we treat every variety \(V\) of \(\Omega\)-algebras as a subcategory of \(\text{EM}(T, \mu, \eta)\).

Let \(\text{Walg}_{\text{re}}(\Omega)\) denote the category of well-ordered \(\Omega\)-algebras and rigid epimorphisms (that is, algebraic homomorphisms that are at the same time rigid surjections) understood as a full subcategory of \(\text{EM}_{\text{re}}(\hat{T}, \hat{\mu})\). For a variety \(V\) of \(\Omega\)-algebras let \(\text{Walg}_{\text{re}}(V)\) denote the full subcategory of \(\text{Walg}_{\text{re}}(\Omega)\) spanned by all the well-ordered \(\Omega\)-algebras \(A = ((A, <), \text{eval}^A)\) where \((A, \text{eval}^A) \in \text{Ob}(V)\). Hence, for every variety \(V\) of \(\Omega\)-algebras \(\text{Walg}_{\text{re}}(V)\) is isomorphic to a subcategory of the category \(\text{EM}_{\text{re}}(\hat{T}, \hat{\mu})\).

Let \(V\) be a nontrivial variety of \(\Omega\)-algebras and \(X = (X, <)\) a well-ordered chain. Recall that \(\nu_{V, X} : F(X) \rightarrow F_V(X)\) is a natural epimorphism of the term algebra \(F(X) = (T(X), \mu_X)\) onto the free \(V\) algebra \(F_V(X) = (T_V(X), \theta_{V, X})\), where \(\theta_{V, X}\) denotes the structure map of \(F_V(X)\). By Lemma 4.9 there is a unique well-ordering of \(F_V(X)\) which turns \(\nu_{V, X}\) into a rigid surjection \(\nu_{V, X} : (T(X), <) \rightarrow (T_V(X), <)\). Let \(\hat{T}_V(X)\) denote the chain \((T_V(X), <)\). Then \(\nu_{V, X} : (T(X), <) \rightarrow (T_V(X), \theta_{V, X})\) is a rigid epimorphism. Let \(\hat{F}(X) = (\hat{T}(X), \hat{\mu}_X)\) and \(\hat{F}_V(X) = (\hat{T}_V(X), \theta_{V, X})\).

Lemma 4.9. Let \(V\) be a nontrivial variety of \(\Omega\)-algebras and let \(X = (X, <)\) and \(Y = (Y, <)\) be well-ordered chains. For every \(f \in \text{hom}_{\text{Walg}_{\text{re}}(V)}(\hat{F}_V(X), \hat{F}_V(Y))\) such that the diagram below commutes in \(\text{Walg}_{\text{re}}(\Omega)\):

\[
\begin{array}{ccc}
\hat{F}_V(X) & \xrightarrow{\hat{T}(f)} & \hat{F}_V(Y) \\
\nu_{V, X} \downarrow & & \downarrow \nu_{V, Y} \\
\hat{F}_V(X) & \xrightarrow{\hat{f}^*} & \hat{F}_V(Y)
\end{array}
\]
We shall denote $f^*$ by $\hat{T}_V(f)$.

**Proof.** In the unordered setting, every map $f : X \to Y$ between the generating sets determines homomorphisms $T(f) : \mathcal{F}(X) \to \mathcal{F}(Y)$ and $f^* : \mathcal{F}_V(X) \to \mathcal{F}_V(Y)$ between the corresponding free algebras. Both $T(f)$ and $f^*$ are epimorphisms and the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{F}(X) & \xrightarrow{T(f)} & \mathcal{F}(Y) \\
\downarrow{\nu_{V,X}} & & \downarrow{\nu_{V,Y}} \\
\mathcal{F}_V(X) & \xrightarrow{f^*} & \mathcal{F}_V(Y)
\end{array}
\]

Moving back to the ordered setting, $\hat{T}(f)$ is a rigid surjection by Lemma 4.7. Since $\nu_{V,X}$ and $\nu_{V,Y}$ are rigid surjections by construction, $f^*$ is a rigid surjection by Lemma 4.3.

The following lemma confirms the intuition that the natural surjection $\nu_{V,\omega}$ remains a reflection even in case of ordered algebras. This is an important technical prerequisite for establishing the dual Ramsey property in lemmas that follow. Recall that (co)reflections were defined immediately after Lemma 3.1.

**Lemma 4.10.** Let $V$ be a nontrivial variety of $\Omega$-algebras. Then

\[\nu_{V,\omega} : (\hat{T}(\omega), \hat{\mu}_\omega) \to (\hat{T}_V(\omega), \theta_{V,\omega})\]

is a reflection of $(\hat{T}(\omega), \hat{\mu}_\omega)$ in $\text{Walg}_{\text{re}}(V)$.

**Proof.** Let $((A, <), \alpha)$ be a well-ordered algebra such that $(A, \alpha) \in V$ and let $f : (\hat{T}(\omega), \hat{\mu}_\omega) \to ((A, <), \alpha)$ be a rigid epimorphism. It is a well-known fact that in the usual (unordered) setting $\nu_{V,\omega} : (T(\omega), \mu_\omega) \to (T_V(\omega), \theta_{V,\omega})$ is a reflection of $(T(\omega), \mu_\omega)$ in $V_{\text{epi}}$. Therefore, there is an epimorphism $g : (T_V(\omega), \theta_{V,\omega}) \to (A, \alpha)$ such that the following diagram commutes in $\text{Alg}_{\text{epi}}(\Omega)$:

\[
\begin{array}{ccc}
(T(\omega), \mu_\omega) & \xrightarrow{f} & (A, \alpha) \\
\downarrow{\nu_{V,\omega}} & & \leftarrow{g} \\
(T_V(\omega), \theta_{V,\omega})
\end{array}
\]

Going back to the well-ordered setting, $f : (\hat{T}(\omega), \hat{\mu}_\omega) \to ((A, <), \alpha)$ and $\nu_{V,\omega} : (\hat{T}(\omega), \hat{\mu}_\omega) \to (\hat{T}_V(\omega), \theta_{V,\omega})$ are rigid surjections, so Lemma 4.3 ensures that $g : (T_V(\omega), \theta_{V,\omega}) \to (A, \alpha)$ is not only an epimorphism, but also a rigid surjection $(\hat{T}_V(\omega), \theta_{V,\omega}) \to ((A, <), \alpha)$. Hence, $g$ is a rigid epimorphism.

**Lemma 4.11.** Let $V$ be a nontrivial variety of $\Omega$-algebras. Taking $\text{EM} = \text{EM}_{\text{re}}^w(\hat{T}, \hat{\mu})$ as the ambient category, for all $A, B \in \text{Walg}_{\text{re}}^h(V)$ and all $k \geq 2$ we have that $(\hat{T}_V(\omega), \theta_{V,\omega}) \leftarrow (B)_{k}^A$.  
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Proof. Take any $A, B \in \text{Walg}_{rs}^\text{fin}(V)$ and any $k \geq 2$, and let us first show that $(\hat{T}(\omega), \hat{\mu}_\omega) \longleftarrow (B)^A_k$. To do so let us construct a pre-adjunction $$F : \text{Ob}(\text{EM}^{op}) \rightrightarrows \text{Ob}(\text{Wch}_{rs}^{op}) : H.$$ For $B = ((B, <), \beta) \in \text{Ob}(\text{EM})$ put $F(B) = (B, <)$, for $(C, <) \in \text{Ob}(\text{Wch}_{rs})$ put $H(C, <) = (\hat{T}(C, <), \hat{\mu}(C, <))$ and for $u \in \text{Hom}_{\text{Wch}_{rs}}((C, <), (B, <))$ put $\Phi_{B, (C, <)}(u) = \beta \cdot \hat{T}(u)$. By dualizing the proof of Theorem \[3.15\] we can now easily show that $F : \text{Ob}(\text{EM}^{op}) \rightrightarrows \text{Ob}(\text{Wch}_{rs}^{op}) : H$ is indeed a pre-adjunction.

Since $\text{Wch}_{rs}^{fin}$ has the dual Ramsey property there is a finite chain $(C, <)$ such that $(C, <) \longleftarrow (F(B))_{\mathfrak{k}A}$. By Theorem \[6.14\] (a) it then follows that $H(C, <) = (\hat{T}(C, <), \hat{\mu}(C, <)) \longleftarrow (B)^A_k$. Now, take any rigid surjection $f : (\omega, <) \rightarrow (C, <)$. The fact that $\hat{\mu}$ is natural yields that $\hat{T}(f) : \hat{T}(\omega) \rightarrow \hat{T}(C, <)$ is a morphism in $\text{EM}$. The dual of Lemma \[5.1\] now ensures that $(\hat{T}(\omega), \hat{\mu}_\omega) \longleftarrow (B)^A_k$.

We have shown in Lemma \[4.10\] that $\nu_{V, \omega} : (\hat{T}(\omega), \hat{\mu}_\omega) \rightarrow (\hat{T}_{V}(\omega), \theta_{V, \omega})$ is a reflection of $(\hat{T}(\omega), \hat{\mu}_\omega)$ in $\text{Walg}_{rs}^\text{fin}(V)$. Hence, the dual of Lemma \[3.2\] now yields that $(\hat{T}_{V}(\omega), \theta_{V, \omega}) \longleftarrow (B)^A_k$.

As in the proof of Theorem \[5.15\] the pre-adjunction constructed here cannot be expected to be an adjunction. Although $F$ and $H$ behave as the forgetful functor and the free-algebra functor, respectively, one cannot hope for $\Phi$ to be either bijective on hom-sets or natural in its arguments.

Lemma 4.12. Let $V$ be a nontrivial variety of $\Omega$-algebras. Taking $\text{EM} = \text{EM}_{re}^\omega(T, \hat{\mu})$ as the ambient category, $(\hat{T}_{V}(\omega), \theta_{V, \omega})$ is projectively universal and projectively weakly locally finite for $\text{Walg}_{rs}^\text{fin}(V)$.

Proof. To see that $(\hat{T}_{V}(\omega), \theta_{V, \omega})$ is projectively universal for $\text{Walg}_{rs}^\text{fin}(V)$ take any $B = ((B, <), \beta) \in \text{Walg}_{rs}^\text{fin}(V)$ and any rigid surjection $f : \omega \rightarrow (B, <)$. Then the square on the left commutes because $\hat{\mu}$ is natural, while the square on the right commutes because $B$ is a weak Eilenberg-Moore $\hat{T}$-algebra:

$$
\begin{array}{ccc}
\hat{T}(\omega) & \xrightarrow{\hat{T}(f)} & \hat{T}(B, <) \\
\hat{\mu}_\omega & \downarrow & \hat{\mu}_{(B, <)} \\
\hat{T}(\omega) & \xrightarrow{\hat{T}(f)} & \hat{T}(B, <) \\
\end{array}
$$

Therefore, $(\hat{T}(\omega), \hat{\mu}_\omega) \xrightarrow{\text{EM}} B$. Now recall that $\nu_{V, \omega} : (\hat{T}(\omega), \hat{\mu}_\omega) \rightarrow (\hat{T}_{V}(\omega), \theta_{V, \omega})$ is a reflection of $(\hat{T}(\omega), \hat{\mu}_\omega)$ in $\text{Walg}_{rs}^\text{fin}(V)$ (Lemma \[4.10\]). This ensures the existence of a morphism $(\hat{T}_{V}(\omega), \theta_{V, \omega}) \xrightarrow{\text{EM}} B$.

To see that $(\hat{T}_{V}(\omega), \theta_{V, \omega})$ is projectively weakly locally finite for $\text{Walg}_{rs}^\text{fin}(V)$ take any $A = ((A, <), \alpha)$ and $B = ((B, <), \beta)$ in $\text{Walg}_{rs}^\text{fin}(V)$ and arbitrary morphisms $f : (\hat{T}_{V}(\omega), \theta_{V, \omega}) \rightarrow A$ and $g : (\hat{T}_{V}(\omega), \theta_{V, \omega}) \rightarrow B$. Then $f : (\hat{T}_{V}(\omega), \theta_{V, \omega}) \rightarrow (A, \alpha)$ and $g : (\hat{T}_{V}(\omega), \theta_{V, \omega}) \rightarrow (B, \beta)$ are epimorphisms in
the category $\text{Alg}_{\text{epi}}(\Omega)$ of (unordered) $\Omega$-algebras. The category $\text{Alg}_{\text{epi}}(\Omega)$ has products, and if the two algebras come from a variety $V$ the product also belongs to $V$. So, let $(A \times B, \delta) = (A, \alpha) \times (B, \beta)$ be the product of the two finite algebras. Clearly, there is a unique homomorphism $h_0 : (T_V(\omega), \theta_V, \omega) \to (A \times B, \delta)$ such that $\pi_1 \circ h_0 = f$ and $\pi_2 \circ h_0 = g$, but $h_0$ is not necessarily an epimorphism. However, $C = h_0(T(\omega))$ is a subalgebra of $(A \times B, \delta)$. Let $\gamma : T(C) \to C$ be the corresponding structure map. We now have that the codomain restriction $h : (T_V(\omega), \theta_V, \omega) \to (C, \gamma)$ of $h_0$ is an epimorphism and the following diagram commutes in $\text{Alg}_{\text{epi}}(\Omega)$:

$$
\begin{align*}
(T_V(\omega), \theta_V, \omega) & \xrightarrow{h} (C, \gamma) \\
\downarrow f & \xleftarrow{\pi_1} \downarrow \pi_2 \\
(A, \alpha) & \xrightarrow{g} (B, \beta)
\end{align*}
$$

Note that $(C, \gamma)$ is finite as a subalgebra of a finite algebra. According to Lemma 4.3 there is a unique well-ordering of $C$ which turns $h$ into a rigid surjection, and hence into a rigid epimorphism $h : (T_V(\omega), \theta_V, \omega) \to ((C, <), \gamma)$. Lemma 4.3 now ensures that $\pi_1 : ((C, <), \gamma) \to A$ and $\pi_2 : ((C, <), \gamma) \to B$ are also rigid surjections, and hence rigid epimorphisms. Therefore, $(T_V(\omega), \theta_V, \omega)$ is projectively locally finite for $\text{Walg}_{\text{re}}(V)$.

**Theorem 4.13.** Let $\Omega$ be an arbitrary algebraic language and $V$ a nontrivial variety of $\Omega$-algebras. Let $C$ be the category whose objects are ordered finite algebras $(A, \Omega^A, <)$ where $(A, \Omega^A) \in V_{\text{fin}}$ and $<$ is a linear ordering of $A$, and whose morphisms are rigid epimorphisms (that is, epimorphisms between algebras that are at the same time rigid surjections). Then $C$ has the dual Ramsey property.

**Proof.** Having in mind Construction 4.6 and Assumption 4.8 without loss of generality we may take that $C = \text{Walg}_{\text{re}}(V)$. Take $EM = EM^w_{\text{re}}(\hat{T}, \hat{\mu})$ as the ambient category. We have seen in Lemma 4.12 that $(T_V(\omega), \theta_V, \omega)$ is projectively universal and projectively locally finite for $C$. Lemma 4.11 shows that for all $A, B \in \text{Ob}(C)$ and all $k \geq 2$ we have that $(T_V(\omega), \theta_V, \omega) \leftarrow (B)_k^A$. Therefore, by the dual of Lemma 4.4 we have that $\iota^C_0(A) = 1$ for all $A \in \text{Ob}(C)$. This is just another way of saying that $C$ has the dual Ramsey property. 

**Corollary 4.14.** For every algebraic language $\Omega$ and every nontrivial variety $V$ of $\Omega$-algebras the category $V_{\text{fin}}$ of finite $V$ algebras and epimorphisms has finite dual small Ramsey degrees.

**Proof.** As a matter of notational convenience put $C = \text{Walg}_{\text{re}}(V)$ and $B = V_{\text{fin}}$. Let $U : C^{\text{op}} \to B^{\text{op}}$ be the forgetful functor that forgets the order and let us show that $U$ is a reasonable expansion with unique restrictions.

To see that $U$ is reasonable let $(A, \alpha), (B, \beta) \in \text{Ob}(B)$ be finite $V$ algebras, let $e : (B, \beta) \to (A, \alpha)$ be an epimorphism and let $<$ be an arbitrary linear order on $A$:
(A, α, <) \quad C^{op}
\downarrow v
(A, α) \quad e \rightarrow (B, β) \quad B^{op}

(note that an epimorphism e : B \rightarrow A in B is an arrow A \rightarrow B in B^{op}). Then it is easy to find a linear order on B such that e : (B, <) \rightarrow (A, <) is a rigid surjection. This turns e into a rigid epimorphism e : (B, β, <) \rightarrow (A, α, <).

Let us now show that U has unique restrictions. Let (A, α), (B, β) ∈ Ob(B), let e : (B, β) \rightarrow (A, α) be an epimorphism and let < be an arbitrary linear order on B:

(B, β, <) \quad C^{op}
\downarrow v
(A, α) \quad e \rightarrow (B, β) \quad B^{op}

By Lemma 4.4 there is a unique linear order < on A such that e : (B, <) \rightarrow (A, <) is a rigid surjection.

Since C^{op} has the Ramsey property and U^{-1}(A, α) is finite for every (A, α) (because there are only finitely many linear orders on a finite set) Theorem 3.6 implies that B^{op} has finite small Ramsey degrees, so B has finite dual small Ramsey degrees.

So, although we still do not know whether the class of all finite groups has a precompact Ramsey expansion, the following is a straightforward consequence of Theorem 4.13 and Corollary 4.14:

**Corollary 4.15.** Let let V be a nontrivial variety of groups. Then the category whose objects are ordered finite groups from V and morphisms are rigid epimorphisms has the dual Ramsey property. Moreover, the category V_{fin}^{epi} has finite dual small Ramsey degrees.

Of course, the same is true for any variety of rings, modules, lattices (in particular, distributive lattices, modular lattices, . . .), boolean algebras, vector spaces and so on.

Finally, let us prove that for a countable algebraic language Ω, in any variety V of Ω-algebras finite algebras have finite big Ramsey degrees in the free V algebra on ω generators. As usual, we shall first prove the ordered version of the statement and then infer the unordered version.

**Theorem 4.16.** Let Ω be a countable algebraic language and V a nontrivial variety of Ω-algebras. Let C be the category whose objects are well-ordered algebras (A, Ω^A, <) where (A, Ω^A) ∈ V and < is a well-ordering of A, and whose morphisms are rigid epimorphisms. Then every finite ordered V algebra has finite big dual Ramsey degree in \( \tilde{F}_V(\omega) \) with respect to Borel colorings. More precisely, for every A = (A, Ω^A, <) ∈ C^{fin}:

\[ T_{\text{big}}^\beta(A, \tilde{F}_V(\omega)) \leq |A|. \]
Proof. Having in mind Construction 4.6 and Assumption 4.8 without loss of generality we may take that \( C = \text{Walgr}(\mathcal{V}) \). Since \( \mathcal{V} \) is a nontrivial variety we have that \( (i, j) \notin \Theta_{\mathcal{V}}(\omega) \) whenever \( i \neq j \) (in other words, \( \Theta_{\mathcal{V}}(\omega) \) cannot identify distinct generators in \( T(\omega) \) for otherwise \( \mathcal{V} \) would be a trivial variety), so the chain \( \hat{T}_{\mathcal{V}}(\omega) \) takes the following form:

\[
\hat{T}_{\mathcal{V}}(\omega) = \omega \oplus \Omega_C \oplus \ldots
\]  

(4.1)

(Actually, \( \hat{T}_{\mathcal{V}}(\omega) \) is isomorphic to the right-hand side because the elements of \( \hat{T}_{\mathcal{V}}(\omega) \) are congruence classes, but there is no harm in identifying the congruence class of a generator \( x/\Theta_{\mathcal{V}}(\omega) = \{x\} \) with the generator \( x \) itself, \( x \in \omega \)).

Take any \( A = (A, \Omega_A, <) \in C_{\text{fin}} \) where \( (A, <) = \{a_1 < a_2 < \ldots < a_s\} \), \( s = |A| \). As a notational convenience let

\[
F = T_{\mathcal{V}}(\omega)
\]

be the carrier of the free algebra \( F_{\mathcal{V}}(\omega) \) (without the ordering relation), let

\[
H = \text{hom}_{\text{Alg}}(\Omega)(F_{\mathcal{V}}(\omega), (A, \Omega_A)) \subseteq A^F
\]

be the set of all the homomorphisms \( F_{\mathcal{V}}(\omega) \to (A, \Omega_A) \), and let

\[
R = \text{hom}_{C}(\hat{F}_{\mathcal{V}}(\omega), A) \subseteq H
\]

be the set of all the rigid epimorphisms \( \hat{F}_{\mathcal{V}}(\omega) \to A \). Note that \( F \) is a countable set and that \( H \) is closed in \( A^F \). Next, define

\[
\pi : H \to A^\omega \text{ by } \pi(h) = h|_\omega.
\]

Claim 1. \( \pi \) is a continuous bijection.

Proof. Since \( F_{\mathcal{V}}(\omega) \) is a free \( \mathcal{V} \) algebra, every mapping \( g : \omega \to A \) uniquely determines a homomorphism \( g^\#: F_{\mathcal{V}}(\omega) \to (A, \Omega_A) \). Therefore, \( \pi \) is a bijection. It is clear that \( \pi \) is continuous.

Claim 2. Both \( R \) and \( H \setminus R \) are Borel in \( A^F \).

Proof. It suffices to show that \( R \) is Borel in \( H \). Let us denote the basic open sets in \( A^F \) by \( B(\frac{x_1}{a_1}, \ldots, \frac{x_n}{a_n}) = \{f \in A^F : f(x_i) = a_i, 1 \leq i \leq n\} \). It is easy to see that \( x = \min f^{-1}(a) \) iff

\[
f \in \rho(x, a) = B(\frac{x}{a}) \cap \bigcap_{x' \in F, x' < x} (A^F \setminus B(\frac{x'}{a})).
\]

Then, for \( f \in H \) we have that \( f \in R \) iff \( f \) is a surjection, and a rigid one:

\[
f \in \left( \bigcap_{a \in A} \bigcup_{x \in F} B(\frac{x}{a}) \right) \cap \left( \bigcap_{a \in A} \bigcap_{b \in A} \bigcup_{x \in F} \left( \rho(x, a) \cap \rho(y, b) \right) \right).
\]
This concludes the proof of Claim 2.

Claim 3. \( \pi(R) \) is Borel in \( A^\omega \). If \( \{R_1, \ldots, R_k\} \) is a partition of \( R \) into Borel sets, then \( \{\pi(R_1), \ldots, \pi(R_k)\} \) is a partition of \( \pi(R) \) into Borel sets.

Proof. Follows from the Lusin-Suslin Theorem, having in mind that \( \pi \) is a continuous bijection.

Finally, for \( 1 \leq i \leq s \) let

\[ A_i = \{a_1 < \cdots < a_i\} \quad \text{and} \quad S_i = \text{hom}_{\text{Wch}_\omega}(\omega, A_i) \subseteq A^\omega. \]

By the argument we used in the proof of Claim 2 it easily follows that each \( S_i \) is Borel in \( A^\omega \). The purpose of the sets \( S_i \) is to make it easier for us to control the rigid surjections \( \hat{T}_{V'}(\omega) \to A \). Namely, the choice of the ordering of the carrier set of \( \hat{T}_{V'}(\omega) \) as given in \( \text{[13]} \) suggests that every rigid surjection \( \hat{T}_{V'}(\omega) \to A \) is uniquely determined by a rigid surjection of \( \omega \) into an initial segment of \( A \).

All such rigid surjections are, therefore, partitioned as \( S_1 \cup \cdots \cup S_s \), and the proof then proceeds “by parts”.

We are now ready to show that \( T_{C}^\beta(A, \hat{T}_{V'}(\omega)) \leq |A| \). Take any \( k \geq 2 \) and an arbitrary Borel coloring \( \chi : R \to k \). Define \( \gamma : \pi(R) \to k \) by

\[ \gamma(f) = \chi(\pi^{-1}(f)). \]

Claim 3 now ensures that \( \gamma \) is a Borel coloring. Finally, define Borel colorings \( \gamma_i : S_i \to k, 1 \leq i \leq s \), by

\[ \gamma_i(f) = \begin{cases} \gamma(f), & f \in \pi(R) \cap S_i, \\ 0, & \text{otherwise}. \end{cases} \]

Let us construct \( \gamma'_i : S_i \to k \) and \( w_i \in \text{hom}_{\text{Wch}_\omega}(\omega, \omega), i \in \{1, \ldots, s\} \), inductively as follows. First, put \( \gamma'_s = \gamma_s \). Given a Borel coloring \( \gamma'_i : S_i \to k \), construct \( w_i \) by the Infinite Dual Ramsey Theorem (Theorem 3.8): since \( \omega \leftarrow (\omega)^{A^i} \), there is a \( w_i \in \text{hom}_{\text{Wch}_\omega}(\omega, \omega) \) such that

\[ |\gamma'_i(S_i \cdot w_i)| \leq 1. \]

Finally, given \( w_i \in \text{hom}_{\text{Wch}_\omega}(\omega, \omega) \) define \( \gamma'_{i-1} : S_{i-1} \to k \) by

\[ \gamma'_{i-1}(f) = \gamma_{i-1}(f \cdot w_i \cdot \cdots \cdot w_s). \]

Since \( \gamma_{i-1} \) is a Borel coloring and the composition of morphisms is continuous, \( \gamma'_{i-1} \) is also a Borel coloring.

Now, put \( u = w_1 \cdots w_s \in \text{hom}_{\text{Wch}_\omega}(\omega, \omega) \) and let us show that

\[ |\chi(R \cdot \hat{T}_{V'}(u))| \leq s. \]

(see Lemma 4.9). Since \( \pi \) is a bijection,

\[ \chi(R \cdot \hat{T}_{V'}(u)) = \chi(\pi^{-1}(\pi(R \cdot \hat{T}_{V'}(u)))) = \gamma(\pi(R \cdot \hat{T}_{V'}(u))). \]
Claim 4. \( \pi(R \cdot \hat{T}_V(u)) = \pi(R) \cdot u \subseteq \pi(R) \).

Proof. Since \( R \cdot \hat{T}_V(u) \subseteq R \) we immediately have that \( \pi(R \cdot \hat{T}_V(u)) \subseteq \pi(R) \). To see that \( \pi(R \cdot \hat{T}_V(u)) = \pi(R) \cdot u \) take any \( h \in R \). By the construction of \( T_V(u) \) (see Lemma 3.13) it follows that \( (h \cdot \hat{T}_V(u))_{|\omega} = h_{|\omega} \cdot u \). This concludes the proof of the claim.

Therefore, \( \chi(R \cdot \hat{T}_V(u)) = \gamma(\pi(R) \cdot u) \). Since \( \pi(R) \subseteq \bigcup_{i=1}^s S_i \),

\[
|\gamma(\pi(R) \cdot u)| \leq |\bigcup_{i=1}^s S_i \cdot u| = |\bigcup_{i=1}^s \gamma(S_i \cdot u)| \leq \sum_{i=1}^s |\gamma(S_i \cdot u)|.
\]

Fix an \( i \in \{1, \ldots, s\} \). Clearly, \( S_i \cdot u \subseteq S_i \) and \( S_i \cdot w_1 \cdot \ldots \cdot w_i \subseteq S_i \cdot w_i \), whence

\[
|\gamma(S_i \cdot u)| = |\gamma(S_i \cdot w_1 \cdot \ldots \cdot w_i)| \leq |\gamma(S_i \cdot w_i)| \leq 1.
\]

Putting it all together, we finally get

\[
|\chi(R \cdot \hat{T}_V(u))| = |\gamma(\pi(R) \cdot u)| \leq \sum_{i=1}^s |\gamma(S_i \cdot u)| \leq s.
\]

This completes the proof. \( \square \)

**Corollary 4.17.** Let \( \Omega \) be a countable algebraic language and \( V \) a nontrivial variety of \( \Omega \)-algebras. Then every finite \( V \) algebra has a finite big dual Ramsey degree with respect to Borel colorings in \( F_V(\omega) \), the free \( V \) algebra on \( \omega \) generators, taking the category \( V_{epi} \) of \( V \) algebras and epimorphisms as the ambient category. More precisely, for every \( A \in V_{epi}^{fin} \) with \( n \) elements:

\[
T^0_{V_{epi}}(A, F_V(\omega)) \leq n \cdot n!
\]

**Proof.** As a matter of notational convenience put \( C = Walg_{re}(V) \) and \( B = V_{epi} \). Let \( U : C^{op} \to B^{op} \) be the forgetful functor that forgets the order. The argument used in Claim 2 of the proof of Theorem 4.16 can be used here as well to show that \( \text{hom}_{C^{op}}(A, B) \) is a Borel set in \( \text{hom}_{B^{op}}(A, B) \). (Recall that we work with categories enriched over \( \text{Top} \).) To see that \( U \) has unique restrictions we can repeat the argument from the proof of Corollary 4.14.

Let \( A = (A, \Omega_A) \in \text{Ob}(B^{fin}) \) be an arbitrary finite \( V \) algebra. As we have seen in Theorem 4.16 there exists a linear ordering \( \hat{F}_V(\omega) \) of \( F_V(\omega) \) such that every finite ordered \( V \) algebra has a big dual Ramsey degree in \( \hat{F}_V(\omega) \) with respect to Borel colorings which does not exceed the number of elements of the algebra. Therefore, for every linear ordering \( < \) of \( A \) we have that

\[
T^0_C((A, \Omega_A, <), \hat{F}_V(\omega)) \leq |A|.
\]

Since \( U^{-1}(A) \) is finite (because there are only finitely many linear orders on a finite set) Theorem 4.10 tells us that

\[
T^0_B(A, F_V(\omega)) \leq \sum_{A^* \in U^{-1}(A)} T^0_C(A^*, \hat{F}_V(\omega)).
\]
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In other words,

\[ T_B^\beta (A, \mathcal{F}_V(\omega)) \leq \sum_{A^* \in U^{-1}(A)} T_C^\beta (A^*, \hat{\mathcal{F}}_V(\omega)) \leq n \cdot n!, \]

where \( n = |A| \). This completes the proof. \( \square \)
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