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Abstract—This paper presents Lax formulae for solving the following optimal control problems: minimize the maximum (or the minimum) cost over a time horizon, while satisfying a state constraint. We present a viscosity theory, and by applying the theory to the Hamilton-Jacobi (HJ) equations, these Lax formulae are derived. A numerical algorithm for the Lax formulae is presented: under certain conditions, this algorithm's computational complexity is polynomial in the dimension of the state. For each class of optimal control problem, an example demonstrates the use and performance of the Lax formulae.

I. INTRODUCTION

This paper presents Lax formulae for two classes of optimal control problems, in which an optimal control signal is specified to minimize the maximum (or the minimum) cost over a time horizon subject to a state constraint. In the two cases of problems, terminal time maximizes (or minimizes) cost, and both a control signal and the terminal time must be determined. The two classes of problems can be solved by the Hamilton-Jacobi (HJ) equations in [1] and [2]. The HJ equations are, in general, computed by grid-based methods (such as level-set methods and fast marching method [3]), which require spatial discretization, and computational complexity is exponential in the dimension of the system's state. It is intractable to compute the solution to the HJ equations using the grid-based methods for high-dimensional systems.

Lax and Hopf theory specify an optimization problem that solves HJ equations under particular conditions [4]–[7]. The optimization problem from Lax and Hopf theory is computed by gradient-based methods based on temporal discretization, which allows the computational complexity to be polynomial in the dimension of the state. Lax formulae assume that the Hamiltonian is convex in the costate, on the other hand, Hopf formulae assume that the terminal cost is convex in the state. For the class of problems Bardi and Evans solved, it turns out that the step-1 Lax and Hopf formulae are convex in the control, even if the given optimal control problem is non-convex in the control, leading to fewer variables to be determined for the step-2 formulae in comparison to the step-1 formulae. On the other hand, Chow et al. [6] utilized the strong duality technique to directly find approximate step-2 Lax and Hopf formulae, which shows the connection between HJ PDEs and Pontryagin minimum (or maximum) principle.

This paper proposes a step-1 Lax formula for state-constrained optimal control problems for the two classes of problems. We leave the proposal of a step-2 Lax formula for future work. The organization of this paper is as follows. Section II defines the two classes of problems. Section III presents the HJ equations corresponding to the both classes of problems. Section IV presents a viscosity theory, which is utilized to propose and prove the Lax formulae for the two classes of problems. Section V presents convexity conditions for the proposed Lax formula under which most gradient-based methods guarantee optimality with polynomial complexity. Section VI presents a numerical algorithm to compute a solution to the given two classes of problems by utilizing the...
proposed Lax formulae. Section VII presents two examples to demonstrate the utility and performance of the proposed Lax formulae for each class of problems. Section VIII concludes this paper.

II. STATE-CONSTRAINED OPTIMAL CONTROL PROBLEM AND THE HAMILTON-JACOBI EQUATION

In this paper, we consider the state trajectory (x) solving the following ordinary differential equation (ODE):

$$\dot{x}(s) = f(s, x(s), \alpha(s)), s \in [t, T], \text{ and } x(t) = x,$$

where (t, x) are the initial time and state, x : [t, T] × R^n × A → R^n is the state trajectory, A(t) ⊆ R^m is the control constraint, α ∈ A(t) is the control signal, and we denote the set of measurable control signals

$$A(t) := \{\alpha : [t, T) → A | ||\alpha||_{L^\infty(t, T)} < \infty\}.$$  \hspace{1cm} (2)

We assume that A is a compact subset in R^m.

With this dynamical system, we solve two optimal control problems.

Problem 1 For given initial time and state (t, x), solve

$$\vartheta_1(t, x) := \inf_{\alpha \in A} \max_{\tau \in [t, T]} \int_t^\tau L(s, x(s), \alpha(s))ds + g(\tau, x(\tau)),$$

subject to c(s, x(s)) ≤ 0, s ∈ [t, T], \hspace{1cm} (3)

where x solves (1).

Problem 2 For given initial time and state (t, x), solve

$$\vartheta_2(t, x) := \inf_{\alpha \in A} \min_{\tau \in [t, T]} \int_t^\tau L(s, x(s), \alpha(s))ds + g(\tau, x(\tau)),$$

subject to c(s, x(s)) ≤ 0, s ∈ [t, T].  \hspace{1cm} (4)

where x solves (1).

For both problems, L : [t, T] × R^n × A → R is the stage cost, g : R × R^n → R is the terminal cost, f : [t, T] × R^n × A → R^n is the system dynamics, and c : [t, T] × R^n → R is the state constraint.

In Problem 1 we are concerned with finding a control signal that minimizes the maximum cost over the time horizon under the constraint. On the other hand, in Problem 2 we determine a control signal that minimizes the minimum cost over the time horizon under the constraint. The HJ equations for Problems 1 and 2 were presented in [1] and [2], respectively, and we review these in Section III.

In this paper, we assume the following.

Assumption 1 (Lipschitz continuity and compactness)

1) The control set A is compact and convex;
2) f : [0, T] × R^n × A → R^n (f = f(t, x, a)) is Lipschitz continuous in (t, x) for each a ∈ A;
3) the stage cost L : [0, T] × R^n × R → R (L = L(t, x, a)) is Lipschitz continuous in (t, x) for each a ∈ A;
4) for all (t, x) ∈ [0, T] × R^n, \{f(t, x, a) | a ∈ A\} and \{L(t, x, a) | a ∈ A\} are compact and convex;
5) the terminal cost g : [0, T] × R^n → R (g = g(t, x)) is Lipschitz continuous in (t, x);
6) the state constraint c : [0, T] × R^n → R (c = c(t, x)) is Lipschitz continuous in (t, x);
7) the stage cost (L) and the terminal cost (g) are bounded below.

Assumption 1 guarantees the existence of the unique solution to the HJ equations, presented in Section III.

III. HAMILTON-JACOBI EQUATIONS FOR OPTIMAL CONTROL PROBLEMS

This section addresses the HJ equations for Problems 1 and 2 from the previous studies [1], [2]. For each problem, two HJ equations are presented: one for time-varying stage cost, terminal cost, dynamics, and state constraint, the other for the time-invariant case: stage cost, terminal cost, dynamics, and state constraint are time-invariant.

A. Hamilton-Jacobi equation for Problem 1

Instead of solving \vartheta_1 in (5) subject to (4), we derive an HJ equation for a different value function \hat{V}_1 : [0, T] × R^n × R

$$\hat{V}_1(t, x, z) := \inf_{\alpha \in A(t)} \max_{s \in [t, T]} \left\{ \max_{p \geq 0} \left( c(s, x(s), p) + \int_t^s L(s, x(s), \alpha(s))ds + g(s, x(s)) + z \right) \right\};$$

where x solves (1) and z is an auxiliary variable in R. The reason to solve (7) instead of (5) subject to (4) is that \vartheta_1 is not continuous in (t, x)-space since \vartheta_1 is infinity if there is no control signal to satisfy the state constraint. Thus, viscosity theory cannot be applied. Note that the viscosity theory deals with a concept of weak solutions to nonlinear-first-order PDEs, and viscosity solutions are continuous and bounded.

On the other hand, \hat{V}_1 is continuous in (t, x, z)-space, and \hat{V}_1 encodes information of \vartheta_1 as stated in Lemma 1.

Lemma 1 (Equivalence of two value functions [1])
Suppose Assumption 1 holds. For all (t, x) ∈ [0, T] × R^n,

$$\vartheta_1(t, x) = \min z \text{ subject to } \hat{V}_1(t, x, z) \leq 0,$$

where \vartheta_1 and \hat{V}_1 are defined in (5) subject to (4), and in (7), respectively.

Theorem 1 (HJ equation for Problem 1) Suppose Assumption 1 holds. \hat{V}_1 in (7) is the unique viscosity solution to the HJ equation:

$$\max_{a \in A} \left\{ c(t, x) - \hat{V}_1(t, x, z) - g(t, x) - z - V_1(t, x, z) \right\},$$

in (0, T) × R^n × R, where H : [0, T] × R^n × R → R

$$H(t, x, z, p, q) := \max_{a \in A} \left\{ -p \cdot f(t, x, a) + qL(t, x, a) \right\},$$

(9)
and

\[ V_1(T, x, z) = \max\{c(T, x), g(T, x) - z\} \quad (11) \]

on \( \{t = T\} \times \mathbb{R}^n \times \mathbb{R} \). Denote \( V_{1,t} = \frac{\partial V_1}{\partial t}, D_x V_1 = \frac{\partial V_1}{\partial x} \), and \( D_z V_1 = \frac{\partial V_1}{\partial z} \).

For the time-invariant case, \( V_1 \) is also the unique viscosity solution to the HJ equation:

\[ \max\{c(x) - V_1(t, x, z), V_{1,t} - \overline{H}^1_t(x, z, D_x V_1, D_z V_1)\} = 0 \quad (12) \]

in \( (0, T) \times \mathbb{R}^n \times \mathbb{R} \), where

\[ \overline{H}^1_t(x, z, p, q) := \min \{0, \overline{H}(x, z, p, q)\} \quad (13) \]

for \((x, z, p, q) \in \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R} \), \( \overline{H} \) is defined in \( (10) \) and the time dependency is omitted for the time-invariant case, and

\[ V_1(T, x, z) = \max\{c(x), g(x) - z\} \quad (14) \]

on \( \{t = T\} \times \mathbb{R}^n \times \mathbb{R} \).

This theorem states that, for the time-invariant case, the HJ equation \( (9) \) is equivalent to \( (12) \).

**B. Hamilton-Jacobi equation for Problem 2**

The HJ analysis for Problem 2 is similar to that for Problem 1. With an auxiliary variable \( z \in \mathbb{R} \), we define a new value function \( V_2 \) that combines the cost \( (5) \) and the constraint \( (4) \) of \( \vartheta_2 \): for \((t, x, z) \in [0, T] \times \mathbb{R}^n \times \mathbb{R} \),

\[
V_2(t, x, z) := \inf_{\alpha \in \mathcal{A}} \min_{\tau \in [t, T]} \max_{s \in [t, \tau]} \left\{ \max_{s \in [t, \tau]} \left( \min_{s \in [t, \tau]} \left( \int_t^\tau L(s, x(s), \alpha(s)) ds + g(\tau, x(\tau)) - z \right) \right) \right\},
\]

\[
(15)
\]

where \( x \) solves \( (1) \). Note that \( V_1 \) in \( (7) \) and \( V_2 \) in \( (15) \) are different: \( V_1 \) contains the maximum operation over \( \tau \), and \( V_2 \) has the minimum operation over \( \tau \).

\( \vartheta_2 \) and \( V_2 \) satisfy the following lemma.

**Lemma 2 (Equivalence of two value functions [2])**

Suppose Assumption 1 holds. For all \((t, x) \in [0, T] \times \mathbb{R}^n \),

\[
\vartheta_2(t, x) = \min z \text{ subject to } V_2(t, x, z) \leq 0,
\]

\[
(16)
\]

where \( \vartheta_2 \) and \( V_2 \) are defined in \( (5) \) subject to \( (6) \), and in \( (15) \).

**Theorem 2 (HJ equation for Problem 2) [12]**

Suppose Assumption 1 holds. \( V_2 \) in \( (15) \) is the unique viscosity solution to the HJ equation:

\[
\max\{c(t, x) - V_2(t, x, z), \min\{g(t, x) - z - V_2(t, x, z), V_{2,t} - \overline{H}(t, x, z, D_x V_2, D_z V_2)\}\} = 0
\]

\[
(17)
\]

in \( (0, T) \times \mathbb{R}^n \times \mathbb{R} \), where \( \overline{H} \) is defined in \( (10) \), and

\[
V_2(T, x, z) = \max\{c(T, x), g(T, x) - z\}
\]

\[
(18)
\]

on \( \{t = T\} \times \mathbb{R}^n \times \mathbb{R} \).

For the time-invariant case, \( V_2 \) is also the unique viscosity solution to HJ equation:

\[
\max\{c(x) - V_2(t, x, z), V_{2,t} - \overline{H}^2_t(x, z, D_x V_2, D_z V_2)\} = 0
\]

\[
(19)
\]

in \( (0, T) \times \mathbb{R}^n \times \mathbb{R} \), where

\[
\overline{H}^2_t(x, z, p, q) := \max\{0, \overline{H}(x, z, p, q)\}
\]

\[
(20)
\]

for \((x, z, p, q) \in \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R} \), \( \overline{H} \) is defined in \( (10) \), and

\[
V_2(T, x, z) = \max\{c(x), g(x) - z\}
\]

\[
(21)
\]

on \( \{t = T\} \times \mathbb{R}^n \times \mathbb{R} \).

The Hamiltonian \( \overline{H}^2_t \) for the time-invariant Problem 2 in \( (19) \) is \( \max\{0, \overline{H}\} \), which is convex in the costate space \((p, q)\) for each \((x, z)\). On the other hand, the Hamiltonian \( \overline{H}^1_t \) for the time-invariant Problem 1 in \( (12) \) is \( \min\{0, \overline{H}\} \), which is not convex in the costate space \((p, q)\).

**C. Computational complexity of grid-based method**

For Problems 1 and 2, the HJ equations in Theorems 1 and 2 can be numerically solved by grid-based methods, such as the level-set methods [3] and fast marching method [12]. These methods require spatial and temporal discretization, which leads to computational complexity exponential in the dimension of the state. Thus, it is intractable to utilize these grid-based methods for systems of state dimension beyond six.

**IV. LAX FORMULA FOR THE STATE-CONSTRAINED OPTIMAL CONTROL PROBLEM**

In this section, we propose Lax formulae for Problems 1 and 2. In Section IV-A, we first propose viscosity theory, which will be utilized to derive Lax formulae for these problems in the following subsections: Section IV-B is for Problem 1; Section IV-C is for Problem 2 and Section IV-D is for the time-invariant Problem 2. There is no Lax formula for the time-invariant Problem 1 since the corresponding Hamiltonian \( (13) \) is non-convex in the costate. This issue will be discussed more in Section IV-D.

**A. Sufficient condition under which two different PDEs have the same solution**

This section proposes a general technique in viscosity theory to investigate the equivalence of two first-order PDEs.

Suppose \( t \in [0, T] \subset \mathbb{R}, x \in \mathbb{R}^n_+, z \in \mathbb{R}^m_+ \). Consider two first-order differential functions: for \( i = 1, 2 \), \( F_i(t, x, z, u, r, p, q) : [0, T] \times \mathbb{R}^n_+ \times \mathbb{R}^n_+ \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^n_+ \rightarrow \mathbb{R} \), and suppose \( X_i(t, x, z) : [0, T] \times \mathbb{R}^n_+ \times \mathbb{R}^n_+ \rightarrow \mathbb{R} \) is the unique viscosity solution to

\[
0 = F_i(t, x, z, X_i(t, x, z), X_i,t(t, x, z), D_z X_i(t, x, z))
\]

\[
(22)
\]

in \((t, x, z) \in (0, T) \times \mathbb{R}^n_+ \times \mathbb{R}^n_+ \), and the terminal values for \( X_1 \) and \( X_2 \) are the same:

\[
X_1(T, x, z) = X_2(T, x, z) \quad \forall (x, z) \in \mathbb{R}^n_+ \times \mathbb{R}^n_+.
\]

\[
(23)
\]
We present conditions under which \( X_1 \) and \( X_2 \) are the same even though \( F_1 \) and \( F_2 \) are different.

Consider superdifferentials and subdifferentials of \( X_i (i = 1, 2) \) with respect to \( z \): for each \((t, x, z) \in [0, T] \times \mathbb{R}^n \times \mathbb{R}^n\), \( q \in D^+_z X_i(t, x, z) \) \((i = 1, 2)\) is a superdifferential with respect to \( z \), if

\[
D^+_z X_i(t, x, z) := \{ q \mid \limsup_{z \to 0} (X_i(t, x, z + \varepsilon) - X_i(t, x, z) - q \cdot \varepsilon) / \| \varepsilon \| \leq 0 \},
\]

and \( q \in D^-_z X_i(t, x, z) \) \((i = 1, 2)\) is a subdifferential with respect to \( z \), if

\[
D^-_z X_i(t, x, z) := \{ q \mid \liminf_{z \to 0} (X_i(t, x, z + \varepsilon) - X_i(t, x, z) - q \cdot \varepsilon) / \| \varepsilon \| \geq 0 \}.
\]

Theorem 3 generalizes the condition for the equivalence of the two value functions \((X_1, X_2)\) even in the case where \( F_1 \) is different from \( F_2 \) for some \((t, x, z, u, r, p, q)\).

**Theorem 3** Suppose each of the two first-order differential equations in \((22)\) with the terminal value \((23)\) for \( i = 1, 2 \) has the unique solution \((X_i)\). If, for all \((t, x, z, u, r, p) \in [0, T] \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^n\),

\[
F_1(t, x, z, u, r, p, q) = F_2(t, x, z, u, r, p, q)
\]

\[
\forall q \in D^+_z X_1(t, x, z) \cup D^-_z X_1(t, x, z),
\]

then \( X_1 = X_2 \).

**Proof.** See Appendix [A]

**B. Lax formula for Problem [7]**

In this subsection, we utilize the theory in Section [IV-A] to derive and prove a Lax formula for Problem [1] the solution to the HJ equation in Theorem 1.

We first investigate the superdifferentials and subdifferentials of \( V_i (i = 1, 2) \) with respect to \( z \).

**Lemma 3 (Convexity of the value function in \( z \))** For each \((t, x) \in [0, T] \times \mathbb{R}^n, V_1(t, x, \cdot) \text{ in } (7) \text{ and } V_2(t, x, \cdot) \text{ in } (15) \text{ are convex in } z \in \mathbb{R}; \text{ for all } z_1, z_2 \in \mathbb{R} \text{ and } \theta \in [0, 1].

\[
V_i(t, x, \theta z_1 + (1 - \theta) z_2) \leq \theta V_i(t, x, z_1) + (1 - \theta) V_i(t, x, z_2),
\]

for \( i = 1, 2 \).

**Proof.** See Appendix [B]

**Lemma 4** For all \((t, x, z) \in [0, T] \times \mathbb{R}^n \times \mathbb{R} \) and \( i = 1, 2 \),

\[
D^-_z V_i(t, x, z) \subseteq [-1, 0],
\]

and if \( D^+_z V_i(t, x, z) \) is not the empty set, there exists a unique \( q \in \mathbb{R} \) such that

\[
D^+_z V_i(t, x, z) = \{ q \mid D^+_2 V_i(t, x, z) \} \subseteq [-1, 0].
\]

**Note that** \( V_1 \) and \( V_2 \) are defined in (7) and (15), respectively.

**Proof.** See Appendix [C]

Define, for initial time and state \((t, x) \in [0, T] \times \mathbb{R}^n\),

\[
\phi_1(t, x) := \inf_{\beta} \max_{\tau \in [t, T]} \int_t^\tau H^*(s, x(s), \beta(s))ds + g(\tau, x(\tau)),
\]

subject to \((30)\) and \((31)\), define a value function, \( W_1 : [0, T] \times \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R} \)

\[
W_1(t, x) = \inf_{\beta} \max_{s \in [t, T]} \left\{ \max_{s \in [t, T]} c(s, x(s)) \right\} + \max_{\tau \in [t, T]} \int_t^\tau H^*(s, x(s), \beta(s))ds + g(\tau, x(\tau)) - \int_t^\tau \beta(s)ds.
\]

By Theorem 1, \( W_1(t, x) \) is the unique viscosity solution to

\[
\max \{ c(t, x) - W_1(t, x, z), g(t, x) - W_1(t, x, z) \} = \inf_{\beta} \max_{\tau \in [t, T]} \int_t^\tau H^*(s, x(s), \beta(s))ds + g(\tau, x(\tau)) - \int_t^\tau \beta(s)ds.
\]

\[
W_1(t, x) = \max \{ c(t, x) - W_1(t, x, z), g(t, x) - W_1(t, x, z) \}.
\]

\[
H^* \text{ is defined in (33), and}
\]

\[
W_1(t, x, z) = \max \{ c(t, x) - W_1(t, x, z), g(t, x) - W_1(t, x, z) \}.
\]

\[
\text{Dom}(H^*(s, x(s), \cdot)) = \{ b \mid H^*(s, x(s), b) < \infty \}.
\]

which is specified in Lemma 5.

**Lemma 5 (Domain of \( H^* \))** For all \((t, x) \in [0, T] \times \mathbb{R}^n\),

\[
\text{Dom}(H^*(t, x, \cdot)) = \text{co}(B(t, x)),
\]

where \( H^* \) is defined in (33), for \((t, x) \in [0, T] \times \mathbb{R}^n\),

\[
B(t, x) := \{ -f(t, x, a) \mid a \in A \},
\]

and \( co(B(t, x)) \) is the convex hull of the set \( B(t, x) \).

Although the control constraint for \( \beta(s) \) is omitted in (31), \( \beta(s) \) is constrained in \( co(B(s, x(s))) \) (the domain of \( H^*(t, x, \cdot) \)). By combining Lemma 5 and the definitions of...
Hamiltonians ($\bar{H}$ in (10) and $\bar{H}_W$ in (36)), we derive the following lemma.

**Lemma 6** For $(t, x, z, p, q) \in [0, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}$,

$$\bar{H}(t, x, z, p, q) = \bar{H}_W(t, x, z, p, q) \quad \text{if} \quad q \leq 0, \quad (41)$$

where $\bar{H}$ and $\bar{H}_W$ are defined in (10) and (36), respectively.

**Proof.** See Appendix [D]

For $q > 0$, (41) does not generally hold. Therefore, the two HJ equations in (9) and (35) are different in general. However, as proved in Lemma 4, the subdifferentials and superdifferentials of $V_1(t, x, z)$ with respect to $z$ are less than or equal to 0 for all $(t, x, z)$. Thus, by combining Theorem 3 and Lemma 4 for $i = 1$, and Lemma 6, we prove $V_1 \equiv W_1$ as in Theorem 4. This implies that $\vartheta_1$ (3) subject to (4) and $\varphi_1$ (30) subject to (31) are the same by Lemma 1. This paper calls $\varphi_1$ the Lax formula for Problem 1.

**Theorem 4** (Lax formula for Problem 1) For all $(t, x) \in [0, T] \times \mathbb{R}^n$, $W_1$ (34) is the unique viscosity solution to the HJ equation (9) and (11) in Theorem 7. i.e.

$$V_1 \equiv W_1, \quad (42)$$

Also,

$$\vartheta_1(t, x) = \varphi_1(t, x), \quad (43)$$

where $\vartheta_1$ is (3) subject to (4), and $\varphi_1$ is (30) subject to (31).

**Remark 1** This paper calls $\varphi_1$ in (30) subject to (31) the Lax formula for Problem 7 which provides the optimal value $\vartheta_1$ of Problem 7.

**C. Lax formula for Problem 2**

This subsection presents a Lax formula for Problem 2. We use an analogous derivation presented in Section IV-B.

Define, for initial time and state $(t, x) \in [0, T] \times \mathbb{R}^n$,

$$\varphi_2(t, x) := \inf_{\beta} \min_{\tau \in [t, T]} \int_{t}^{\tau} H^*(s, x(s), \beta(s)) ds + g(\tau, x(\tau)), \quad (44)$$

subject to

$$\begin{cases}
\dot{x}(s) = -\beta(s), & s \in [t, T], \\
x(t) = x, \\
c(s, x(s)) \leq 0, & s \in [t, T],
\end{cases} \quad (45)$$

where $H^*$ is defined in (33), and $\beta(s)$ is constrained in the domain of $H^*(s, x(s), \cdot)$. We call $\varphi_2$ the Lax formula for Problem 2.

Following the same argument for the proof of Theorem 4, Theorem 5 is derived.

**Theorem 5** (Lax formula for Problem 2) For all $(t, x) \in [0, T] \times \mathbb{R}^n$,

$$\vartheta_2(t, x) = \varphi_2(t, x), \quad (46)$$

where $\vartheta_2$ is (5) subject to (6), and $\varphi_2$ is (44) subject to (45).

**Remark 2** This paper calls $\varphi_2$ in (44) subject to (45) the Lax formula for Problem 2 which provides the optimal value $\vartheta_2$ of Problem 2.

**D. Lax formula for the time-invariant Problem 2**

For the time-invariant case, there is no time dependency on the stage and terminal costs, dynamics, and state constraint. Theorems 1 and 2 present HJ equations for Problem 1 and 2 for the time-invariant case, respectively. On the derivation of Lax formulae, the Hamiltonian has to be convex in the costate, unless Lemma 6 does not hold. The Hamiltonian for the time-invariant Problem 1 $\bar{H}_T^I$ in (15), is generally non-convex, thus there is no corresponding Lax formula. On the other hand, the Hamiltonian for the time-invariant Problem 2 $\bar{H}_T^I$ in (20), is convex, thus the corresponding Lax formula can be derived.

Define, for the initial time and state $(t, x) \in [0, T] \times \mathbb{R}^n$,

$$\varphi_2^T(t, x) := \inf_{\beta} \int_{t}^{T} H_2^T(x(s), \beta(s)) ds + g(x(T)), \quad (47)$$

subject to

$$\begin{cases}
\dot{x}(s) = -\beta(s), & s \in [t, T], \\
x(t) = x, \\
c(s, x(s)) \leq 0, & s \in [t, T],
\end{cases} \quad (48)$$

where $H_2^T : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}$

$$H_2^T(x, p) := \bar{H}_2^T(x, z, p, -1), \quad (49)$$

where $\bar{H}_2^T$ is defined in (20), and $H_2^T : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}$

$$H_2^T(x, b) := \max_{p} p \cdot b - H_2^T(x, p). \quad (50)$$

Note that

$$H_2^T(x, p) = \max \{0, H(x, p)\}, \quad (51)$$

where $H$ is defined in (32), and $\bar{H}_2^T$ in (49) has no z-dependency, thus $H_2^T$ does not depend on $z$.

In comparison to the Lax formula for Problem 2, the Lax formula for the time-invariant Problem 2 only contains the minimum operation over the control signal $\beta$, on the other hand, the Lax formula for Problem 2 contains the two minimum operations over the control signal $\beta$ and the terminal time $\tau$.

The new control signal $\beta$ is constrained to the domain of the stage cost $H_2^T$, presented in Lemma 7.

**Lemma 7 (Domain of $H_2^T$)** For all $x \in \mathbb{R}^n$,

$$\text{Dom}(H_2^T(x, \cdot)) = \text{co}(\{0\} \cup B(x)), \quad (52)$$

where $H_2^T$ is defined in (50).

$$B(x) := \{f(x, a) | a \in A\}, \quad (53)$$

which does not have the time dependency in comparison to $B(t, x)$ in (40), and co refers to the convex hull operation.

**Proof.** See Appendix [E].

We will prove that $\varphi_2^T$ are the same as $\vartheta_2$ for the time-invariant case by the viscosity theory in Section IV-A. Corresponding to $\varphi_2^T$, define a value function $W_2^T : [0, T] \times \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}$:

$$W_2^T(t, x, z) = \inf_{\beta} \{ \max_{x(t, T]} e(x(s)) \int_{t}^{T} H_2^T(s, x(s), \beta(s)) ds + g(x(T)) - z \}. \quad (54)$$
Theorem 3.1 in [13] states the relationship between $W_2^{\Theta_1}$ and $\varphi_1^{\Theta_2}$ as below:
\[
\varphi_2^{\Theta_2} = \min_z \text{subject to } W_2^{\Theta_1} \leq 0
\] (55)
Also, Proposition 3.4 in [13] shows that $W_2^{\Theta_1}$ is the unique viscosity solution to
\[
\max \left\{ c(x) - W_2^{\Theta_1}, W_2^{\Theta_1} - H^{\bar{\Omega}}_2(x, z, D_xW_2^{\Theta_1}, D_zW_2^{\Theta_1}) \right\} = 0
\] (56)
in $(0, T) \times \mathbb{R}^n \times \mathbb{R}$, where $\bar{\Omega}^{\bar{\Omega}}_2 : \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}$
\[
\bar{\Omega}^{\bar{\Omega}}_2(x, z, q) := \max_k p \cdot b + q H^{\bar{\Omega}}_2(x, b),
\] (57)
where $H^{\bar{\Omega}}_2$ is defined in (50).
Lemma 8 states that the Hamiltonian for $W_2^{\Theta_1}$ ($\bar{\Omega}^{\bar{\Omega}}_2$) in (57) is equivalent to the Hamiltonian for the time-invariant $V_2$ ($\bar{\Omega}^{\bar{\Omega}}_2$) in (20).

Lemma 8 For $(x, z, p, q) \in \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}$,
\[
\bar{\Omega}^{\bar{\Omega}}_2(x, z, p, q) = H^{\bar{\Omega}}_2(x, z, p, q)
\] if $q \leq 0$,
(58)
where $H^{\bar{\Omega}}_2$ and $\bar{\Omega}^{\bar{\Omega}}_2$ are defined in (20) and (57), respectively.

Proof. See Appendix C.

Consider the two HJ equations (19) and (56). By combining Lemma 4 for $i = 2$, Lemma 8 and Theorem 3, we prove that $V_2$ in (20) and $W_2^{\Theta_1}$ in (50) are the same viscosity solution to the HJ equation (56), as presented in Theorem 6. Also, three value functions ($\varphi_2^{\Theta_2}$ in (47) subject to (48), $\varphi_2$ in (5) subject to (6), and $\varphi_2$ in (54) subject to (55)) are the same by (55), Lemma 2 for $i = 2$, and Theorem 5.

Theorem 6 (Lax formula for Problem 2 (time-invariant version)) Consider Problem 2 for the time-invariant case: $\varphi_2$ in (5) subject to (6). For all $(t, x) \in [0, T] \times \mathbb{R}^n$, $W_2^{\Theta_1}$ in (54) is the unique viscosity solution to the HJ equation in (19) and (21), i.e.,
\[
V_2(t, x, z) = W_2(t, x, z) = W_2^{\Theta_1}(t, x, z).
\] (59)
In addition,
\[
\varphi_2(t, x) = \varphi_2^{\Theta_1}(t, x),
\] (60)
where $\varphi_2$ is (5) subject to (6), $\varphi_2$ is (54) subject to (55), and $\varphi_2$ is (47) subject to (48).

This paper calls $\varphi_2^{\Theta_1}$ in (47) subject to (48) the Lax formula for the time-invariant Problem 2.

V. CONVEXITY ANALYSIS

From this section, we set the initial time $t$ to 0 in Problems 1 and 2. Without spatial discretization, we temporally discretize problems and utilize gradient-based methods, which provide the optimal cost and a optimal control signal if the discretized problem is convex. Thus, in this section, we present convexity analysis for the Problems 1 and 2 ($\varphi_1$, $\varphi_2$, $\varphi_2^{\Theta_1}$) and the corresponding Lax formulae ($\varphi_1$, $\varphi_2$, $\varphi_2^{\Theta_1}$). For the temporal discretization, the first-order forward Euler method is chosen. Note that the convexity analysis in this section is invariant even if other temporal discretization methods are utilized, such as backward Euler method, Crank Nicolson method, and a family of Runge-Kutta methods.

A. Convexity analysis for Problem 1 and the corresponding Lax formula

This subsection presents a convexity analysis for the temporally discretized Problem 1 ($\varphi_1$ in (3) subject to (4)) and corresponding Lax formula ($\varphi_1^{\Theta_1}$ in (30) subject to (31)).

The temporally discretized problem can be found using a temporal discretization $\{t_0, ..., t_K = T\}$.

\[
\varphi_1(t, x) \simeq \min_{x[0], \alpha[0]} \max_{k=0}^{K} \sum_{k=0}^{K} \bar{L}(t_k, x[k], \alpha[k]) \Delta_k
\] (61)
\[+ g(t_k, x[k]), \]
subject to \[
\begin{align*}
\alpha[k] & \in A, \quad k \in \{0, ..., K - 1\}, \\
x[0] & = x, \\
c(t_k, x[k]) & \leq 0, \quad k \in \{0, ..., K\},
\end{align*}
\] (62)
where $\Delta_k := t_{k+1} - t_k$. In this paper, we use $x$ to denote both a state trajectory and sequence. Note that $x(s)$ is a state at time $s$, and $x[k]$ is a $k$-th state. This notation rule is also applied for $\alpha$.

The following lemma provides convexity conditions for the temporally discretized Problem 1 (61) subject to (62) in $(x[0], \alpha[0])$-space.

Condition 1 (Convexity conditions for the temporally discretized Problem 1 ($\varphi_1^{\Theta_1}$))

1) $L(t, x, a)$ is convex in $(x, a)$ for all $t \in [0, T]$, 2) $g(t, x)$ is convex in $x$ for all $t \in [0, T]$, 3) $c(t, x)$ is convex in $x$ for all $t \in [0, T]$, 4) $f(t, x, a)$ is affine in $(x, a)$ for all $t \in [0, T]$, 5) $A$ is convex.

Lemma 9 Suppose Condition 7 holds. For a fixed initial state $x \in \mathbb{R}^n$, the temporally discretized Problem 7 ($\varphi_1^{\Theta_1}$ in (61) subject to (62)) is convex in $(x[0], \alpha[0])$.

Proof. See Appendix C.

In this convexity analysis, we consider only $(x, a)$ (or $(x[0], \alpha[0])$) as variables to be determined, but not $\tau$ (or $k'$). The reason of choosing these decision variables is to avoid solving a minmax problem and to utilize the fact that the pointwise maximum of a family of convex functions is convex.
The temporally discretized Lax formula for Problem 1 is

$$
\varphi_1(0, x) \simeq \min_{x[\cdot], \beta[\cdot]} \max_{k \in \{0, ..., K\}} \sum_{k=0}^{k'} H^*(t_k, x[k], \beta[k]) \Delta_k + g(t_{k'}, x[k'])
$$

subject to

$$
x[k+1] - x[k] = -\Delta_k \beta[k], \quad k \in \{0, ..., K-1\}, \\
\beta[k] \in \text{co}(B(t_k, x[k])), \quad k \in \{0, ..., K-1\}, \\
x[0] = x, \\
c(t_k, x[k]) \leq 0, \quad k \in \{0, ..., K\}.
$$

(63)

Lemma 9 implies that if $H^*(s, x, b)$ and $\{x, b \mid b \in \text{co}(B(s, x))\}$ are convex in $(x, b)$ for each $s$, the temporally discretized Lax formula (63) subject to (64) is convex. In one of the authors’ paper [7], sufficient conditions for convex $H^*(s, x, b)$ and $\{x, b \mid b \in \text{co}(B(s, x))\}$ are presented:

1) $L(s, x, a) = L^x(s, x) + L^a(s, a)$ for some $L^x$ and $L^a$, and $L^x$ is convex in $x$ for all $s \in [0, T]$, 2) $g(s, x)$ is convex in $x$ for all $s \in [0, T]$, 3) $c(s, x)$ is convex in $x$ for all $s \in [0, T]$, 4) $f(s, x, a) = M(s)x + f^a(s, a)$ for some $M$ and $f^a$ for all $s \in [0, T]$.

Condition 2 (Convexity condition for the temporally discretized $\varphi_1$)

1) $L(s, x, a) = L^x(s, x) + L^a(s, a)$ for some $L^x$ and $L^a$, and $L^x$ is convex in $x$ for all $s \in [0, T]$, 2) $g(s, x)$ is convex in $x$ for all $s \in [0, T]$, 3) $c(s, x)$ is convex in $x$ for all $s \in [0, T]$, 4) $f(s, x, a) = M(s)x + f^a(s, a)$ for some $M$ and $f^a$ for all $s \in [0, T]$.

Corollary 1 Suppose Condition 2 holds. The Lax formula for Problem 1 ($\varphi_1$) in (30) subject to (31) is convex in $(x, \beta)$. Also, the temporally discretized Lax formula for Problem 1 (63 subject to (64)) is convex in $(x[\cdot], \beta[\cdot])$.

B. Convexity analysis for Problem 2 and the corresponding Lax formula

This section presents convexity analysis for the temporal discretization of Problem 2 ($\varphi_2$ in (35) subject to (36)). Lax formula for Problem 2 ($\varphi_2$ in (44) subject to (45)), and Lax formula for the time-invariant Problem 2 ($\varphi_2^{\Pi}$ in (47) subject to (48)).

The temporally discretized Problem 2 on $\{t_0 = 0, ..., t_K = T\}$ is

$$
\varphi_2(0, x) \simeq \min_{x[\cdot], \alpha[\cdot], \beta[\cdot]} \max_{k \in \{0, ..., K\}} \sum_{k=0}^{k'} L(t_k, x[k], \alpha[k]) \Delta_k + g(t_{k'}, x[k']),
$$

subject to

$$
x[k+1] - x[k] = \Delta_k f(t_k, x[k], \alpha[k]), \quad k \in \{0, ..., K-1\}, \\
\alpha[k] \in A, \quad k \in \{0, ..., K-1\}, \\
x[0] = x, \\
c(t_k, x[k]) \leq 0, \quad k \in \{0, ..., K\}.
$$

(65)

In Section V-A, we analyze the convexity conditions for the temporally discretized Problem 2 in $(x[\cdot], \alpha[\cdot])$-space, on the other hand, in this section, the convexity conditions for Problem 2 are analyzed in $(x[\cdot], \alpha[\cdot], k')$-space. This is because Problem 2 is minimization problem over $(x[\cdot], \alpha[\cdot], k')$-space. The result of the convex analysis is summarized in the fourth column of Table V-D.

Using the same temporal discretization $\{t_0 = 0, ..., t_K = T\}$, the Lax formula for Problem 2 (44 subject to (45)) is discretized to

$$
\varphi_2(0, x) \simeq \min_{x[\cdot], \beta[\cdot]} \sum_{k=0}^{k'} H^*(s, x[k], \beta[k]) \Delta_k + g(t_{k'}, x[k']),
$$

subject to

$$
x[k+1] - x[k] = -\Delta_k \beta[k], \quad k \in \{0, ..., K-1\}, \\
\beta[k] \in \text{co}(B(t_k, x[k])), \quad k \in \{0, ..., K-1\}, \\
x[0] = x, \\
c(t_k, x[k]) \leq 0, \quad k \in \{0, ..., k'\}.
$$

(66)

Note that, [7] presents that $L = 0$ implies $H^* = 0$, and the control constraint $(\text{co}(B(t_k, x[k])))$ is convex if $f(s, x, a) = M(s)x + f^a(s, a)$ for some $M$ and $f^a$ for all $s \in [0, T]$. The result of the convexity analysis is summarized at the fifth column of Table V-D.

C. Convexity analysis for the time-invariant Problem 2 and the corresponding Lax formula

As summarized in Table V-D, the temporally discretized Lax formula for Problem 2 ($\varphi_2$ in (67) subject to (68)) is non-convex for non-zero costs. Thus, gradient-based methods do not, in general, provide a global optimal solution for Problem 2. Nevertheless, the Lax formula for the time-invariant Problem 2 provides a convex problem under a particular set of conditions, which will be presented in this subsection.

Consider a temporal discretization $\{t_0 = 0, ..., T_K = T\}$, and the temporal discretized Lax formula $\varphi_2^{\Pi}$ in (47) subject
to (48):
\[
\varphi^\text{TI}_2(0,x) \simeq \min_{x[k],\varphi[k]} \sum_{k=0}^{K} H^\text{TI}_2(x[k],\varphi[k]) \Delta_k + g(x(K)), \tag{69}
\]
subject to
\[
\begin{align*}
  x[k+1] - x[k] &= -\Delta_k \varphi[k], & k \in \{0,...,K-1\},
  \\
  \varphi[k] &\in \text{co}(\{0\} \cup B(x[k])), & k \in \{0,...,K-1\},
  \\
  x[0] &= x,
  \\
  c(x[k]) &\leq 0, & k \in \{0,...,K\}.
\end{align*}
\tag{70}
\]
Note that \( H^\text{TI}_2 \) is defined in (50).

This problem is convex if the costs (\( H^\text{TI}_2 \) and \( g \)) in (69) and the constraints in (70) are convex in \((x[\cdot],\varphi[\cdot])\). The last column of Table [V-D] shows the convexity result for the Lax formula in the time-invariant case.

**D. Comparison of convexity conditions for Problem 1 and the corresponding Lax formulae**

Table [V-D] shows the summary of convexity conditions for Problems 1 and 2 analyzed in Section [V-A], [V-B], and [V-C].

In contrast to Problem 1, the temporally discretized Lax formula for Problem 2 is generally non-convex unless the cost is zero. This non-convexity is caused by the temporal discretization that converts \( \min_{t \in [0,T]} \) in (5) to \( \min_{k \in \{0,...,K\}} \) in (65). However, this non-convexity issue is resolved in the temporally discretized Lax formula for the time-invariant case under the specified conditions in Table [V-D].

**Remark 3**

1) Suppose the stage cost \( L \) and dynamics \( f \) are decomposed into state and control dependent parts:
\[
L(s,x,a) = L^s(s,x) + L^a(s,a), \tag{71}
\]
\[
f(s,x,a) = M(s)x + f^a(s,a). \tag{72}
\]

\( L^a \) and \( f^a \) need to be convex and affine in the control, respectively, for convex temporally discretized Problem 1 (\( \varphi_1 \) in (61), subject to (62), but not for convex temporally discretized Lax formula \( \varphi_1 \) subject to (64).

2) The temporally discretized Problem 2 and Lax formula for Problem 2 are non-convex unless the cost is zero.

3) Despite of the above remark, the temporally discretized Lax formula for the time-invariant Problem 2 (\( \varphi_2^\text{I} \) in (69), subject to (70)) is convex if the stage cost and dynamics only depend on the control, and the terminal cost and state constraint are convex in the state.

**VI. NUMERICAL ALGORITHM USING THE LAX FORMULA**

**A. Numerical algorithm for Problem 1**

Remark 1 describes one of benefits of convexity of the Lax formula for Problem 1. For problems where Problem 1 is non-convex but the corresponding Lax formula is convex, we 1) solve the Lax formula for Problem 1 (\( \varphi_1 \) in (61)) by temporal discretization and gradient-based methods to get a global optimal solution \((x_*,\beta_*)\) and 2) find the corresponding optimal state trajectory and control signal \((x_*,\alpha_*)\) to Problem 1 (\( \varphi_1 \) in (61), subject to (64)).

In this section, we utilize a numerical method presented in [7] for a different class of problems, which also works for our problems.

Suppose an optimal solution \((x_*,\beta_*)\) to the Lax formula for Problem 1 (\( \varphi_1 \)) is given, in which the initial time \( t = 0 \). Consider a temporal discretization \( \{t_0 = 0,...,t_K = T\} \) to numerically find approximate optimal state trajectory \( x^\epsilon \) and control signal \( \alpha^\epsilon \) for Problem 1 (\( \varphi_1 \)).

[7] showed that \( H^* \) (the stage cost of the Lax formula for Problem 1) is linearly decomposed by a finite number of stage costs. This was derived from one of properties of the Legendre-Fenchel transformation: for \((s,x,a) \in [0,T] \times \mathbb{R}^a \times \mathbb{R}^b \),
\[
H^*(s,x,b) = ((L^s)^* + (L^a)^*)(s,x,b), \tag{73}
\]
where \( (L^s)^*(s,x,b) := \min_{a \in A} L(s,x,a) \) subject to \( f(s,x,a) = -b \), which is the corresponding stage cost for Problem 1 by converting the dynamics from \( f(s,x,a) \) to \( -b \). This implies that, for all \( k = 0,...,K-1 \), there exist \( a^*_k \in A \) and \( \gamma^*_k \in [0,1] \) (\( \sum_i \gamma^*_i = 1 \)) such that
\[
H^*(t_k,x(t_k),\alpha^*_k) = \sum_k \gamma^*_k \left[ L(t_k,x(t_k),a^*_k) - \beta^*_k(t_k) \right]. \tag{74}
\]

The detailed explanation for (74) can be found in [7]. This implies that applying \( \beta^*_k(t_k) \) for the time interval \( [t_k,t_{k+1}] \) in the Lax formula for Problem 1 (\( \varphi_1 \)) can be approximated by applying a series of \( a^*_k \) for \( \gamma^*_k \)-fraction of \( [t_k,t_{k+1}] \), which provides an approximate state trajectory and cost:
\[
\alpha^\epsilon(s) = a^*_k, s \in [t_k,i,t_{k+1}], \tag{75}
\]
where \( t_k,i := t_k + \sum_{j=1}^{i-1} \gamma^*_k \Delta_k \), \( \Delta_k := t_{k+1} - t_k \). Then, \( x^\epsilon \) solving (1) for \( s = 0,\alpha = \alpha^\epsilon \) is an approximate optimal trajectory for Problem 1.

Theorem 7 guarantees the quality of this approximation: as the size of the temporal discretization converges to 0, the approximation error of the state trajectory and the cost also converges to 0.

**Theorem 7 (Guarantee of the quality of the approximation)** Suppose Assumption 7 holds. For initial time \( t = 0 \) and state \( x \in \mathbb{R}^n \), assume that Problem 7 has a feasible solution. Denote an optimal control signal \( \beta_* \) and an optimal state trajectory \( x_* \) to the Lax formula for Problem 7 (\( \varphi_1 \) in (61), subject to (64)).

A control signal \( \alpha^\epsilon \) in (75) on a temporal discretization \( \{t_0 = 0,...,t_K = T\} \) and the corresponding state trajectory \( x^\epsilon \) solving (1) for \( t = 0,\alpha = \alpha^\epsilon \) satisfy the following
Algorithm 1: Computing optimal state trajectory ($x_\star(t)$) and control signal ($\alpha_\star(t)$) for Problem 1 using the Lax formula

1: **Input**: initial time $t = 0$, initial state $x$.  
2: **Output**: optimal state trajectory ($x$), control signal ($\alpha$), and terminal time ($T$).

3: Generate a temporal discretization: $\{t_0 = t, ..., t_K = T\}$.  
4: Solve $\varphi_1$ in (63) subject to (64) for $x_\star(\cdot), \beta_\star(\cdot)$.  
5: Solve $(\alpha_\star(t), \gamma_\star(t))$ in (74).  
6: Additionally discretize each temporal interval $[t_k, t_{k+1})$ into multiple sub-intervals: $[t_{k,i}, t_{k,i+1})$, and design $\alpha_{\star,i}$ as in (75).  
7: Compute $x_\star$ by solving the ODE (1) for $\alpha_\star$ and the initial state $x$.  
8: Compute $\tau_\star = t_{K'}$, where $K'$ maximizes (61).

**Statement**: let $\delta = \max_k \Delta_k$, then

$$\lim_{\delta \to 0} ||x - x_\star||_{L^\infty([0,T];\mathbb{R}^n)} = 0, \quad (76)$$

$$\lim_{\delta \to 0} ||c(-, x_\star(\cdot)) - c(-, x(\cdot))||_{L^\infty([0,T];\mathbb{R}^m)} = 0, \quad (77)$$

$$\lim_{\delta \to 0} \sup_{\tau \in [0,T]} \int_0^\tau \left( L(s, x_\star(s), \alpha_{\star}(s)) ds + g(\tau, x_\star(\tau)) \right) = \varphi_1(0, x), \quad (78)$$

where $\varphi_1$ is defined in $[3]$ subject to $[4]$.

**Proof**: See Appendix [H]

Algorithm 1 summarizes how to numerically solve Problem 1 using the Lax formula $\varphi_1$ with the temporal discretization $\{t_0 = 0, ..., t_K = T\}$.

With the analogous derivation, one can prove that the approximate optimal control design in (75) also works for Problem 2 and the corresponding Lax formula. Nevertheless, these two problems are generally non-convex, thus, gradient-based methods do not provide a globally optimal solution ($x_\star, \beta_\star$) for the temporally discretized Lax formula for Problem 2. The following subsection presents a numerical method for the time-invariant Problem 2 in which the corresponding Lax formula is convex under the conditions in the last column of Table V-D.

**B. Numerical algorithm for the time-invariant Problem 2**

We present a numerical method for the time-invariant Problem 2 based on one of the authors’ prior work [14], which provides a numerical method for the reach-avoid problem, which is a particular example of Problem 2 where the stage cost is zero $L = 0$. We generalize the method [14] for non-zero stage cost even though the convexity condition for the time-invariant Problem 2 in Table V-D requires zero stage cost.

Suppose an optimal solution $x_\star, \beta_\star$ to the Lax formula for the time-invariant Problem 2 is given for the zero initial time, $t = 0$, and consider the temporal discretization $\{t_0 = 0, ..., t_K = T\}$.

In [1], the time-invariant Problem 2 is converted to a fixed-horizon optimal control problem, in which the stage cost is $L(x, a)_{a_d} = 0$ and $a_d \in [0, 1]$ is a freezing control. In the fixed-horizon optimal control problem, the dynamics $f_\star(x, a)_{a_d}$ is converted to $-b$, and the stage cost $L$ is also converted to $L^{b, TI}_{\star}(x, b) := \min_{a \in A} L(x, a)_{a_d} subject to f_\star(x, a)_{a_d} = b$. Similar to (73), we have, for $(x, b) \in \mathbb{R}^n \times B(x)$,

$$H_2^{b, TI}_{\star}(x, b) = (L^{b, TI}_{\star})^*(x, b). \quad (79)$$

This implies that the epigraph of $H_2^{b, TI}_{\star}(x, \cdot)$ is the convex hull of the epigraph of $L^{b, TI}_{\star}(x, \cdot)$, and the domain of $H_2^{b, TI}_{\star}(x, \cdot)$ is the convex hull of the union of the zero vector and $B(x)$ in (40). Thus, for all $k = 0, ..., K - 1$, there exist $a_{\star,i} \in A$ and $\gamma_\star \in [0, 1]$ such that

$$H_2^{b, TI}_{\star}(x_\star(t_k), \beta_\star(t_k)) = \sum_i \gamma_\star \beta_{\star,i}(t_k) f(x_\star(t_k), a_{\star,i}(t_k)). \quad (80)$$

**TABLE I**

| Convexity Conditions for the Temporally Discretized Problems $^a$ and the Corresponding Lax Formulae |
|----------------------------------------------------------|
| Problem 1 | Lax formula for Problem 1 | Problem 2 | Lax formula for Problem 2 | Lax formula for time-invariant Problem 2 |
| time discretization problem | $\varphi_1$ | s.t. | $\varphi_2$ | s.t. | $\varphi_2^T$ | s.t. |
| stage cost $L = L^f(x, s) + L^g(x, a)$ | convex in $x$ | convex in $a$ | $L^f(x, \cdot)$ is convex in $x$ | $L = 0$ | $L = 0$ | $L^f(x, \cdot) = 0 \quad (L = L^f)$ |
| terminal cost $g(x, a)$ | convex in $x$ | convex in $a$ | $g = 0$ | $g = 0$ | $g = g(x)$ is convex in $x$ |
| dynamics $f(x, a)$ | $f = M(s)x + N(s)a + C(s)$ | $f = M(s)x + f^a(s, a)$ | $f = M(s)x + f^a(s, a)$ | $f = f^a(a)$ |
| state constraint $c(x, a)$ | convex in $x$ | convex in $x$ | $c = c(s)$ | $c = c(s)$ | convex in $x$ |

For $s \in [0, T]$, $M$ (or $M(s)$) is a matrix in $\mathbb{R}^{n \times \mathbb{R}^n}$, $N$ (or $N(s)$) is a matrix in $\mathbb{R}^{n \times \mathbb{R}^m}$, $C(s)$ is a vector in $\mathbb{R}^n$, and $f^a(a)$ (or $f^a(s, a)$) is a nonlinear function in $a$, where $n$ and $m$ are the dimension of the state and the control.
We approximate the state trajectory and control signal \( x_1^*, \beta_1^* \) in two steps. In step 1, we first define approximate \( x_1^*, \beta_1^* \):

\[
\beta_1^*(s) = \begin{cases} -f(x_1(t_k), a_1^k), & s \in [t_{k,i}, t_{k,i+1}), \\ 0, & s \in [t_k + \sum_{j=1}^{i-1} \gamma^k_j \Delta_k, t_k) \end{cases}
\]

where \( t_{k,i} := t_k + \sum_{j=1}^{i-1} \gamma^k_j \Delta_k \), and \( x_1^* \) solves

\[
x_1^*(s) = -\beta_1^*(s), \quad s \in [0, T], \quad x_1^*(0) = x.
\]

In step 2, the pseudo time operation is introduced.

\[
\sigma_{\beta_1}(s) := \int_0^s 1 \{ \beta_1^*(\tau) \neq 0 \} d\tau,
\]

where 1 outputs 1 if the input condition is true, or 0 if not. The corresponding inverse operation is defined: for \( s \in [0, T], \)

\[
\sigma_{\beta_1}^{-1}(s) := \min \tau \text{ subject to } \sigma_{\beta_1}(\tau) = s.
\]

Using this operation, define state trajectory and control signal:

\[
\alpha_1^*(s) = \begin{cases} a_1^k, & s \in [\sigma_{\beta_1}(t_k), \sigma_{\beta_1}(t_{k,i+1})], \\ \text{any control}, & s \in [\sigma_{\beta_1}(T), T], \end{cases}
\]

and \( x_1^* \) solves (1) for \( \alpha_1^* \) with the initial state \( x \). Theorem 8 shows \( (x_1^*, \alpha_1^*) \) are approximate optimal state trajectory and control signal to the time-invariant Problem 2.

**Theorem 8 (Guarantee of the quality of the approximation for the time-invariant Problem 2)** Suppose Assumption 7 holds, and assume that Problem 2 for the time-invariant case has a feasible solution. For initial time \( t = 0 \) and state \( x \in \mathbb{R}^n \), denote an optimal control signal \( \beta_0^* \) and an optimal state trajectory \( x_0^* \) to the Lax formula for the time-invariant Problem 2 \((\varphi_2^T) \) in (47), subject to (48).

A control signal \( \alpha_0^* \) in (85) on a temporal discretization \( \{t_0, ..., t_K = T\} \) and the corresponding state trajectory \( x_0^* \) solving (1) for \( t = 0, \alpha = \alpha_0^* \) satisfy the following statement: let \( \delta = \max_k \Delta_k, \) then

\[
\lim_{\delta \to 0} \| x_0^* - x_0^*(\sigma(\cdot; \beta_0^*)) \|_{L^\infty(0, T; \mathbb{R}^n)} = 0,
\]

\[
\lim_{\delta \to 0} \| c(\cdot, x_0^*(\cdot)) - c(\cdot, x_0^*(\sigma(\cdot; \beta_0^*))) \|_{L^\infty(0, T)} = 0,
\]

\[
\lim_{\delta \to 0} \int_0^T L(x_0^*(s), \alpha_0^*(s)) ds + g \left( x_0^*(\sigma(T; \beta_0^*)) \right) = \vartheta_2(0, x),
\]

where \( \vartheta_2, \sigma, \text{ and } \beta_0^* \) are defined in (5), subject to (60), (83), and (81).

**Proof.** See Appendix 7

Algorithm 2 summarizes how to numerically solve the time-invariant Problem 2 \((\varphi_2^T) \) using the Lax formula \( \varphi_2^T \) with the temporal discretization \( \{t_0, ..., t_K = T\} \).

**Algorithm 2 Computing optimal state trajectory \((x_1^*) \) and control signal \((\alpha_1^*) \) for the time-invariant Problem 2 using the Lax formula**

1. **Input:** initial time \( t = 0 \), initial state \( x \).
2. **Output:** optimal state trajectory \((x) \), control signal \((\alpha) \), and terminal time \((\tau) \).
3. Generate a temporal discretization: \( \{t_0 = t, ..., t_K = T\} \).
4. Solve \( \varphi_2^T \) in (60) subject to (70) for \( x_1^*, \beta_1^* \).
5. Solve \( (\alpha_1^*, \gamma_1^*) \) in (80).
6. Additionally discretize each temporal interval \([t_k, t_{k+1}] \) into multiple sub intervals: \([t_{k,i}, t_{k,i+1}] \), and design \( \beta_{1,i}^* \) as in (81).
7. Design \( \alpha_1^* \) \((85)\).
8. Compute \( x_1^* \) by solving the ODE (1) for \( \alpha_1^* \) and the initial state \( x \).
9. Compute \( \tau = t_{K'} \), where \( K' \) minimizes (65).

**A. Problem 7: Robust formation control**

We control a multi-robot inspection system. Each robot moves in two-dimensional space and is equipped with a sensor system. The robots need to maintain a certain formation during the sensing time, so that each sensor image and the gathered image map are of good quality. In the presence of disturbance, the formation might not be maintained, and we would like to robustly control the multi-robot system so that the formation violation is minimized. Suppose the required sensing time is 2 s, and each robot is a four dimensional system, which follows

\[
x_1^T(s) = x_2^T(s), \quad x_2^T(s) = \alpha_1^*(s) \cos \alpha_2^*(s) + d(s), \quad x_3^T(s) = x_4^T(s), \quad x_4^T(s) = \alpha_1^*(s) \sin \alpha_2^*(s),
\]

where \( x^T(s) = (x_1^T(s), x_2^T(s), x_3^T(s), x_4^T(s)) \) \( \in \mathbb{R}^4 \) for all \( s \in [0, 2] \), \( x = (x^1, ..., x^4) \in \mathbb{R}^{4R}, R = 10 \) is the number of the robots, \( r = 1, ..., R \), and \( d(s) = 0.5(1 + \cos \pi s) \). \( x_1 \) and \( x_2 \) (\( x_3 \) and \( x_4 \)) are horizontal (vertical) position and velocity, \( \alpha_2^* \) is the magnitude of acceleration, and \( \alpha_1^* \) is the angle of the acceleration of robot \( r \).

Consider the following problem:

\[
\inf_{\alpha} \max_{r \in [0, 2]} \left\{ \left\| (x_1^T(\tau), x_3^T(\tau)) - x_2^T(\tau) \right\|_2 + \sum_{r=2}^{R} \left\| (x_1^T(\tau), x_3^T(\tau)) - (x_1^T(\tau), x_3^T(\tau)) - o^r \right\|_2 \right\}
\]

subject to \( x(0) = x, \)

\[
x_1^T(s) \leq 5.2, x_2^T(s) \geq 0, \quad r = 1, ..., R, s \in [0, 2].
\]

The stage cost \( L \) is zero, \( x_2^T \) is \((1, 1) \), \( o^r = (0, \pi R/(R - 1), 0) \) is the offset for the formation of robot \( i \) with respect to robot 1, and the initial state of the robots is the positions whose corresponding cost is zero with randomly chosen velocities between -0.5 and 0.5: \((x_1^T(0), x_3^T(0)) = x_1^T \) and \((x_1^T(\tau), x_3^T(\tau)) = (x_1^T(\tau), x_3^T(\tau)) + o^r \).
For the given problem, the Hamiltonian $H$ in (32) becomes

$$H(s, x, p) = H(s, x, z, p, s_{\text{p} - 1}) = \max_{\alpha^t \in [-1, 1]} \left\{ -\sum_{r \in R} \left( p^r_1 x^r_2 + p^r_2 (\alpha^r_1 \cos \alpha^r_2 + \sin \alpha^r_2) + p^r_3 x^r_3 + p^r_4 \alpha^r_1 \sin \alpha^r_2 \right) + \sum_{r \in R} \left[ \frac{1}{2} \left( p^r_2 x^r_2 + p^r_3 d(s) - p^r_4 x^r_4 \right)^2 \right] + \max \{ \| p^r_2, p^r_4 \|_2, \| p^r_3 \| \sqrt{\frac{3}{2}} + \| p^r_4 \| \} \right\}. \quad (92)$$

$H$ is convex in $p$, and any supporting hyperplane for $H$ can be written as $b \cdot p = 0$ for some normal vector $b$. Since the supporting hyperplane $b \cdot p = 0$ passes through the origin for any $b$,

$$H^*(x, x, b) = 0 \quad (93)$$

for $b \in \text{Dom}(H^*(s, x, \cdot)) = \text{co}(B(s, x))$. See Lemma 5 for the above property for the domain of $H^*$. In general, if the stage cost $L$ is zero, $H^*$ becomes zero, which has been investigated in [7].

By the Lax formula for Problem 1 in Theorem 1 (90) subject to (91) is equivalent to

$$\inf_{\beta} \max_{\tau \in [0, 2]} \| (x^1(\tau), x^3(\tau)) - x^b_y \|_2$$

$$+ \sum_{i = 2} \| (x^i(\tau), x^2(\tau)) - (x^1(\tau), x^3(\tau)) - o^r \|_2$$

subject to

$$\begin{cases}
    x^1(s) = -\beta^r(s), \\
    \beta_1^r(s) = -x^2_2(s), \quad \beta_2^r(s) = -x^3_2(s), \\
    \| (\beta_1^r(s) + d(s), \beta_2^r(s)) \|_2 \leq 1, \quad \| \beta_3^r(s) \| \leq \frac{1}{2}, \\
    x(0) = x, \\
    x^1(s) \leq 5.2, x^2_2(s) \geq 0, \quad r = 1, \ldots, R, s \in [0, 2],
\end{cases} \quad (94)$$

where $\beta(s) = (\beta^1, \ldots, \beta^R)(s)$ and $\beta^r(s) = (\beta_1^r, \beta_2^r, \beta_3^r, \beta_4^r)(s)$. Note that $B(s, x) = B^1(s, x^1) \times \cdots \times B^R(s, x^R)$,

$$B^r(s, x^r) = \left\{ (-x^2_r, b_2, -x^4_r, b_4) \bigg\| \left\| (b_2 + d(s), b_4) \right\|_2 \leq 1, \quad |b_4| \leq \sqrt{3}|b_2 + d(s)| \right\}. \quad (96)$$

and $\text{co}(B(s, x))$ can be found in (95).

The given problem (90) subject to (91) is non-convex, but the Lax formula (94) subject to (95) is convex since Condition 2 is satisfied, which allows the proposed Lax formula to provide an optimal solution.

For numerical computation of the Lax formula, we discretize the temporal space to $\{ t_0 = 0 \ldots t_k = 2 \}$ with $\Delta_k = 0.21$ (21 time steps). The computation time to solve the Lax formula (94) subject to (95) is 103.7 s, in which the optimal control signal $\beta^r(s)$ and state trajectory $x^r(s)$ are computed. This system is 40 dimension with 10 robots, for which it is intractable to utilize grid-based methods (such as the level-set method [3]) to solve the HJ equations (9).

We follow Algorithm 1 to compute an optimal control signal $\alpha^r_1$ in (75) for the given problem. Applying line 5 to 7 in Algorithm 1 for each robot also works. In other words, we first find $a^{k^r}_1$ and $\gamma^{k^r}_1$ for robot $r = 1, \ldots, R$ as in (74).

For $\beta^r_1(t_k) = (\beta_{1,1}^r, \beta_{1,2}^r, \beta_{1,3}^r, \beta_{1,4}^r)(t_k) \in B^r(t_k, x^r_1(t_k))$, we have

$$\gamma^{k^r}_1 = 1, \quad \text{and } \beta^r_1(t_k) \in \text{co}(B^r(t_k, x^r_1(t_k))) \quad \text{but not in } B^r(t_k, x^r_1(t_k)).$$

Based on the computed $a^{k^r}_1$ and $\gamma^{k^r}_1$ for robot $r$, each approximate optimal control signal $\alpha^r_1(s)$ is designed as in (75), and the corresponding state trajectory $x^r_1(s)$ can be also computed by solving the ODE (4) for $\alpha^r_1(s)$, where $\alpha^r_1(s) = (\alpha^r_{1,1}, \ldots, \alpha^r_{1,k^r})$.

Figure 4(a) shows an optimal position of the robots, and Figure 4(b) shows the cost over the time. The cost is maximized at 1 s, at which the positions of the robots are marked as the black circles in Figure 4(a). The blue triangles are the initial positions of the robots. Even under the disturbance, all robots avoid the obstacles.

**B. Lax formula for the time-invariant Problem**

In this example, we also deal with a multi-robot system with each robot moving in two-dimensional space, and the goal is to find an optimal control signal and time that achieve the best formation of the robot system over the given time horizon. Suppose the given time-horizon is 2 s, and each robot is a two dimensional system:

$$x^r(s) = \alpha^r(s) + d(s), \quad (101)$$

where $x = (x^1, \ldots, x^R)$, $R = 10$ is the number of the robots, $x^r(s) = (x^r_1(s), x^r_2(s)) \in \mathbb{R}^2$ for all $s \in [0, 2]$, $r = 1, \ldots, R$.

For example, $\alpha^r(s) = (\alpha_{1}^r(s), \alpha_{2}^r(s)) \in \mathbb{R}^2$, and $\| \alpha^r(s) \|_{\infty} \leq 1$. 

Fig. 1. (a) The red lines are the optimal state trajectories of the 10 robots that robustly minimize the worst formation violation in the given time horizon. The blue triangles are the initial positions of the robots, and the black circles are the position of the robots at which the cost $g(x, s_r(s))$ is maximized. (b) Under the optimal control, the worst cost is attained at 1 s.
Consider the following problem:

\[
\inf_{\alpha} \min_{\tau \in [0,2]} \|x^1(\tau) - x^2_0\|_2 + \sum_{r=2}^{R} \|x^r(\tau) - x^1(\tau) - o^r\|_2
\]

(102)

subject to

\[
\begin{cases}
101, \|\alpha^r(s)\|_\infty \leq 1, s \in [0,2], \\
x(0) = x, \\
x^r_1(s) \leq 5, x^r_2(s) \geq 0, r = 1 \ldots R, s \in [0,\tau],
\end{cases}
\]

(103)

where \(x^r_1 = (1, 1), o^r = (0.4rR/(R-1), 0) \in \mathbb{R}^2\) is the offset for the formation of robot \(r\) with respect to robot 1, the initial state of the first robot is randomly sampled near the goal state \(x^1_2\), and for the other robots, the initial states are randomly sampled near \(x^1_2 + o^r\).

For this problem, the Hamiltonian in (10) is

\[
\dot{H}(x, z, p, q) = \max_{(a^1, \ldots, a^R)} - \sum_r \left( p^r_1 (a^r_1 + 2) + p^r_2 a^r_2 \right)
\]

\[
= -2 \sum_r p^r_1 + \|p\|_1.
\]

(104)

where \(p = (p^1, \ldots, p^R) \in \mathbb{R}^{2R}\), and \(p^r = (p^r_1, p^r_2) \in \mathbb{R}^2\). By (32) and (51),

\[
H^{T*}_2(x, p) = \max\{0, -2 \sum_r p^r_1 + \|p\|_1\}.
\]

(105)

Since \(H^{T*}_2\) is a pointwise maximum of two convex functions in \(p\), \(H^{T*}_2\) is convex in \(p\). Also, for all \(b \in \mathbb{R}^{2R}\), the supporting hyperplane of \(H^{T*}_2\) in \(p\)-space with respect to the normal vector \(b\) crosses the origin. Thus,

\[
H^{T*}_2(x, b) = 0
\]

(106)

for \(b = (b^1, \ldots, b^R) = (b^1_1, b^1_2, \ldots, b^R_1, b^R_2) \in \text{Dom}(H^{T*}_2(x, \cdot)) = \text{co}\{0\} \cup B(x)\), where \(B(x) = \{[-3, -1] \times [-1, 1]\}^R\) and \(\text{co}\{0\} \cup B(x) = \{b \mid \forall r_1, r_2 \in \{1, \ldots, R\}, \)

\[ -3 \leq b^r_1, |b^r_2| \leq 1, b^r_1 - 3b^r_2 \geq 0, b^r_1 - \frac{3}{2} b^r_2 \leq 0, \]

\[ b^r_1 - b^r_2 \geq 0, b^r_2 + b^r_2 \leq 0 \} \).

(107)

By the Lax formula for the time-invariant Problem 2 in Theorem 6 and (106), the given problem is equivalent to

\[
\inf_{\beta} \|x^1(\tau) - x^2_0\|_2 + \sum_{r=2}^{R} \|x^r(\tau) - x^1(\tau) - o^r\|_2
\]

(108)

subject to

\[
\begin{cases}
\dot{x}^r(s) = -\beta^r(s), \\
\beta(s) \in \text{co}\{0\} \cup B(x_*(s)) \quad \text{in (107)}, \\
x(0) = x, \\
x^r_1(s) \leq 5, x^r_2(s) \geq 0, r = 1 \ldots R, s \in [0,2].
\end{cases}
\]

(109)

The temporally discretized Lax formula for the time-invariant Problem 2 (108) subject to (109) is convex although the temporally discretized given problem (96) subject to (97) is non-convex. Thus, the Lax formula (108) subject to (109) provides an optimal solution by utilizing gradient-based methods. This formula is numerically solved by the interior-point method, in which numerical optimal control signal \(\beta_*(s)\) and state trajectory \(x_*(s)\) are specified. The computational time is 82.6 s.

Consider the following problem:

\[
\text{Problem 2 (108) subject to (109)}\]

is convex although the temporal discretization of the given problem (96) subject to (97) is non-convex. Thus, the Lax formula (108) subject to (109) provides an optimal solution by utilizing gradient-based methods. This formula is numerically solved by the interior-point method, in which numerical optimal control signal \(\beta_*(s)\) and state trajectory \(x_*(s)\) are specified. The computational time is 82.6 s.

Since the dimension of the system is 20, it is intractable to utilize any grid-based method to solve the HJ equation (19).

Using \(\beta_*(s)\) and \(x_*(s)\), we follow the steps in Algorithm 2. Denote \(\beta_*(t_k) = (\beta^{1*}(t_k), \ldots, \beta^{R*}(t_k))\) and \(\beta^r = (\beta^r_1, \beta^r_2)\). First, we find \(a^r_k\) and \(\gamma^r_k\) as in (81). For \(\beta_*(t_k) \in B(x_*(t_k)) = \{[-3, -1] \times [-1, 1]\}^R\), \(a_k^r = (a_k^{r,1}, \ldots, a_k^{r,R}) \in \mathbb{R}^{2R}\), where

\[
a_k^{r,1} = (-\beta_1^r(t_k) - 2, -\beta_2^r(t_k)), \quad \gamma_k^r = 1.
\]

(110)

Using \(a_k^{r,1}\) and \(\gamma_k^r\), an approximate optimal control signal \(\alpha^r_k\) is designed as in (83), and the corresponding state control trajectory \(x_*(s)\) is computed by solving the dynamics ODE (1).

Figure 2 (a) shows the optimal state (position) trajectories of the robot system from the initial time to the minimum time \((\tau = 0.32)\) s that minimizes the given cost. Since the horizontal disturbance is more dominant than the robots’ control, there exist some time \((\tau = 0.32)\) s when one of the robots violates the state constraint in the given horizon. As shown in Figure 2 (b), the cost is minimized at \(\tau = 0.32\) s after which the state constraint is violated.

C. Discussion

Benefits of grid-based methods, such as the level set methods [3] and fast marching method [12], are that the global optimality is guaranteed, and a closed-loop control is provided. In other words, the optimal control is provided for any state-time pair. However, due to computational complexity, grid-based
methods are typically implemented offline to precompute the value function, and then used online with feedback. Offline computation of grid-based methods is intractable for systems with continuous state dimension higher than six or seven.

The first and second examples in this paper are systems with forty and twenty state dimensions, whose dimensions are too high for grid-based methods. Using the proposed method, the computation time for each example is 103.7 and 82.6 s, respectively. In comparison to grid-based methods, this efficient computation is achieved since our method is gradient-based. Although gradient-based methods provide local optimal solutions for non-convex problems, the proposed method guarantees the global optimality under the specified conditions in Table V-D. Even though our methods provides an optimal control signal, unfortunately as with other gradient-based method, this is an open-loop control.

To have a closed-loop control, our method could cooperate with closed-loop control frameworks, such as model predictive control (MPC). Closed-loop control is achieved by solving optimal control problems in real-time, and the real-time computation is allowed by the receding horizon setting. Our method can cooperate with a number of MPC methods [15] to have a closed-loop control and real-time computation.

VIII. CONCLUSION AND FUTURE WORK

This paper presents three Lax formulae for 1) Problem 1, 2) Problem 2, and 3) the time-invariant Problem 2, and the Lax formulae are efficiently computed by gradient-based methods. The derivation of the Lax formulae is based on proposed viscosity theory that provides a sufficient condition under which two different HJ equations have the same solution. Furthermore, this paper provides a set of convexity conditions under which the Lax formulae provide an optimal solution by the gradient-based methods: for Problem 1, the convexity in the state is required but not in the control; Problem 2 is generally non-convex; for the time-invariant Problem 2, the dynamics and the stage cost only depend on the control, and the terminal cost and the state constraint are convex in the state. This paper also presents a numerical algorithm for the Lax formulae. For each class of problems, an example demonstrates how to utilize the Lax formulae and the numerical algorithm, and show the performance as well.

APPENDIX

A. Proof of Theorem

(i) The terminal values of \( X_1 \) and \( X_2 \) are the same.

(ii) \( X_1 \) is a subsolution to the PDE \( 0 = F_2 \).

Since \( X_1 \) is a subsolution to the PDE \( 0 = F_1(t, x, z, X_1, t, D_x X_1, D_z X_1) \), for any \( U \in C^1((0, T) \times \mathbb{R}^n \times \mathbb{R}) \) such that \( X_1 - U \) has a local maximum at \((t_0, x_0, z_0) \in (0, T) \times \mathbb{R}^n \times \mathbb{R} \) and \((X_1 - U)(t_0, x_0, z_0) = 0\),

\[
F_1(t_0, x_0, z_0, U_{0,0}, D_x U_0, D_z U_0) \geq 0, \tag{113}
\]

where \( U_0 = U(t_0, x_0, z_0), U_{0,0} = U_t(t_0, x_0, z_0), D_x U_0 = D_x U(t_0, x_0, z_0) \), and \( D_z U_0 = D_z U(t_0, x_0, z_0) \). Since \( X_1 - U \) has a local maximum at \((t_0, x_0, z_0) \), \( D_z U_0 \) is in the superdifferential of \( X_1 \) with respect to \( z \); \( D_z U_0 \in D^+_z X_1(t_0, x_0, z_0) \). By (26),

\[
F_2(t_0, x_0, z_0, U_0, U_{0,10}, D_x U_0, D_z U_0) \geq 0. \tag{114}
\]

(iii) \( X_1 \) is a supersolution to the PDE \( 0 = F_2 \).

Since \( X_1 \) is a supersolution to the PDE \( 0 = F_1 \), for any \( U \in C^1((0, T) \times \mathbb{R}^n \times \mathbb{R}) \) such that \( X_1 - U \) has a local minimum at \((t_0, x_0, z_0) \in (0, T) \times \mathbb{R}^n \times \mathbb{R} \) and \((X_1 - U)(t_0, x_0, z_0) = 0\),

\[
F_1(t_0, x_0, z_0, U_0, U_{0,10}, D_x U_0, D_z U_0) \leq 0, \tag{115}
\]

Since \( X_1 - U \) has a local minimum at \((t_0, x_0, z_0) \), \( D_z U_0 \) is in the subdifferential of \( X_1 \) with respect to \( z \); \( D_z U_0 \in D^-_z X_1(t_0, x_0, z_0) \). By (26),

\[
F_2(t_0, x_0, z_0, U_0, U_{0,10}, D_x U_0, D_z U_0) \leq 0. \tag{116}
\]

B. Proof of Lemma

(i) For all \( y_1, y_2, y_3, y_4 \in \mathbb{R} \),

\[
\max\{y_1 + y_2, y_3 + y_4\} \leq \max\{y_1, y_3\} + \max\{y_2, y_4\}. \tag{177}
\]

(ii) Proof of (27) for \( V_1 \).

Let

\[
\begin{align*}
\text{Const}(\alpha, \tau) & := \max_{s \in [t, T]} c(s, x(s)) \tag{118} \\
\text{Cost}(\alpha, \tau) & := \int_t^T L(s, x(s), \alpha(s)) ds + g(\tau, x(\tau)). \tag{119}
\end{align*}
\]

\[
\begin{align*}
V_1(t, x, \theta_1 z_1 + \theta_2 z_2) & = \min_{\alpha \in \mathcal{A}} \max_{\tau \in [t, T]} \left\{ \theta_1 \text{Const}(\alpha, \tau) + \theta_2 \text{Cost}(\alpha, \tau), \theta_1 [\text{Cost}(\alpha, \tau) - z_1] + \theta_2 [\text{Cost}(\alpha, \tau) - z_2] \right\} \\
& \leq \min_{\alpha \in \mathcal{A}} \max_{\tau \in [t, T]} \left\{ \text{Const}(\alpha, \tau), \text{Cost}(\alpha, \tau) - z_1 \right\} \\
& \quad + \theta_2 \min_{\alpha \in \mathcal{A}} \max_{\tau \in [t, T]} \left\{ \text{Cost}(\alpha, \tau), \text{Cost}(\alpha, \tau) - z_2 \right\} \tag{120}
\end{align*}
\]

The first equality is according to the distributive property of the maximum operations, and the second inequality is by (177). For \( \alpha \in \mathcal{A} \), we use \( \tau_*(\alpha) \) to denote a maximizer of the last term in (120). By the triangular inequality, we simplify (120) to

\[
\begin{align*}
V_1(t, x, \theta_1 z_1 + \theta_2 z_2) & \leq \min_{\alpha \in \mathcal{A}} \max_{\tau \in [t, T]} \left\{ \text{Const}(\alpha, \tau), \text{Cost}(\alpha, \tau_*(\alpha)) - z_1 \right\} \\
& + \theta_2 \min_{\alpha \in \mathcal{A}} \max_{\tau \in [t, T]} \left\{ \text{Cost}(\alpha, \tau), \text{Cost}(\alpha, \tau_*(\alpha)) - z_2 \right\} \tag{121}
\end{align*}
\]

The last inequality holds by the definition of \( V_1 \) in (7).

(iii) Similar to (120),

\[
\begin{align*}
V_2(t, x, \theta_1 z_1 + \theta_2 z_2) & \leq \min_{\alpha \in \mathcal{A}} \max_{\tau \in [t, T]} \left\{ \text{Const}(\alpha, \tau), \text{Cost}(\alpha, \tau) - z_1 \right\} \\
& + \theta_2 \max \left\{ \text{Cost}(\alpha, \tau), \text{Cost}(\alpha, \tau) - z_2 \right\}. \tag{122}
\end{align*}
\]
Since the the last term in (122) is greater than or equal to \( \theta_1V_2(t,x,z_1) + \theta_2V_2(t,x,z_2) \) by the triangular inequality, we conclude the proof.

C. Proof of Lemma 4

(i) The proof of (28).

For \( z \geq 0 \), \( V_1(t,x,z + \bar{z}) \leq V_1(t,x,z) \), and by the distributive property of the maximum operations,

\[
V_1(t,x,z + \bar{z}) = \inf_{\alpha \in A} \max_{t \in [T,T]} \left\{ \max_{s \in [t,T]} c(s,x(s)) + \bar{z}, \int_{t}^{s} L(s,x(s),u(s))ds + g(\tau,x(\tau)) - z \right\} \geq V_1(t,x,z) - \bar{z}.
\]

Thus, for \( \bar{z} \geq 0 \),

\[
V_1(t,x,z) - \bar{z} \leq V_1(t,x,z + \bar{z}) \leq V_1(t,x,z), \tag{123}
\]

and, by the same derivation, for \( \bar{z} \leq 0 \),

\[
V_1(t,x,z) \geq V_1(t,x,z + \bar{z}) \geq V_1(t,x,z) - \bar{z}. \tag{124}
\]

Suppose there exists \( q > 0 \) in \( D^-_z V_1(t,x,z) \). Then, there exists \( \epsilon > 0 \) such that \( V_1(t,x,z + \bar{z}) \geq V_1(t,x,z) + q\bar{z} \) for all \( \bar{z} \in [-\epsilon, \epsilon] \). However, for \( \bar{z} \in (0, \epsilon) \),

\[
V_1(t,x,z + \bar{z}) > V_1(t,x,z). \tag{125}
\]

This contradicts (123).

Suppose there exists \( q < -1 \) in \( D^-_z V_1(t,x,z) \). Then, there exists \( \epsilon > 0 \) such that \( V_1(t,x,z + \bar{z}) \geq V_1(t,x,z) + q\bar{z} \) for all \( \bar{z} \in [-\epsilon, \epsilon] \). However, for \( \bar{z} \in (-\epsilon, 0) \),

\[
V_1(t,x,z + \bar{z}) < V_1(t,x,z) \tag{126}
\]

This contradicts (124). Thus, \( q \in [-1, 0] \).

With the analogous derivation for \( V_2 \), we conclude that \( D^-_z V_2(t,x,z) \subset [-1,0] \).

(ii) The proof of (29).

The convexity of \( V_1(t,x,z) \) \((i = 1,2)\) stated in Lemma 5 implies that \( D^+_z V_1(t,x,z) \) contains a single superdifferential \( q \) if \( V_1(t,x,z) \) is locally affine in \( z \), otherwise, \( D^+_z V_1(t,x,z) \) is the empty set. If \( V_1(t,x,z) \) is locally affine in \( z \), it is also differentiable in \( z \). As \( \bar{z} \) converges to 0 in [123], we have \( D^-_z V_1(t,x,z) \subset [-1,0] \). Thus, if the superdifferential \( q \) exists, \( q \) and \( D^-_z V_1(t,x,z) \) are the same, and \( q \in [-1,0] \).

D. Proof of Lemma 8

(i) Case 1: \( q < 0 \).

\[
\bar{H}(t,x,z,p,0) = \max_{b \in B(t,x)} -p \cdot f(x,a) = \max_{b \in B(t,x)} p \cdot b \tag{127}
\]

by the definition of \( B(t,x) \) in (40). Since \( B(t,x) \subset \text{co}(B(t,x)) \),

\[
\bar{H}(t,x,z,p,0) \leq \bar{H}_W(t,x,z,p,0). \tag{128}
\]

On the other hand, let \( b_* = \arg \max_{b \in \text{co}(B(t,x))} p \cdot b \). Since \( B(t,x) \) is compact, there exists a finite number of \( b_i \in B(t,x) \) and \( \theta_i \in [0,1] \) such that \( b_* = \sum_i \theta_i b_i \) and \( \sum_i \theta_i = 1 \). Then,

\[
\bar{H}_W(t,x,z,p,0) = \sum_i \theta_i p \cdot b_i \leq \max_i p \cdot b_i \leq \max_{b \in B(t,x)} p \cdot b = \bar{H}(t,x,z,p,0). \tag{129}
\]

The last inequality holds since all \( b_i \)s are in \( B(t,x) \). By (128) and (129), we have

\[
\bar{H}(t,x,z,p,0) = \bar{H}_W(t,x,z,p,0). \tag{130}
\]

(ii) Case 2: \( q > 0 \).

\[
\bar{H}(t,x,z,p,0) = \max_{a \in A} -p \cdot f(t,x,a) = \max_{a \in A} qL(t,x,a) = -q\bar{H} \left( t, x, -\frac{p}{q} \right). \tag{131}
\]

Since \( H \) is convex in \( p \) for each \( t,x \) and lower semi-continuous in \( p \), \( H^{**} = H \). Thus, we have

\[
\bar{H}_W(t,x,z,p,0) = -q \max_{\{b \in \text{co}(B(t,x))\}} -p \cdot b - H^*(t,x,b) = -q\bar{H} \left( t, x, -\frac{p}{q} \right). \tag{132}
\]

By (131) and (132), we conclude

\[
\bar{H}(t,x,z,p,0) = \bar{H}_W(t,x,z,p,0). \tag{133}
\]

for all \( q < 0 \).

E. Proof of Lemma 7

This proof generalizes the proof of Lemma 1 [14], which is for the zero stage cost problem.

(i) For \( b \in B(x) \), \( b = -f(x,a) \) for some \( \bar{a} \in A \). Then,

\[
H^{Tt}(x,b) = \max_{p} -p \cdot f(x,\bar{a}) - H^{Tt}_2(x,p) \leq \max_{p} -p \cdot f(x,\bar{a}) + \min_{a \in A} p \cdot f(x,a) + L(x,a) < \infty. \tag{134}
\]

The last inequality holds since \( \min_{a \in A} p \cdot f(x,a) + L(x,a) \leq p \cdot f(x,\bar{a}) + L(x,\bar{a}) \) and \( L \) is finite for a fixed \( x \).

(ii) If \( b = 0 \),

\[
H^{Tt}(x,0) = \max_{p} -H^{Tt}_2(x,p) \leq 0 < \infty. \tag{135}
\]

(iii) \( b \in \text{co}(\{0\} \cup B(x)) \).

There exists a finite set of \( \theta_i \in [0,1] \) \((\sum_i \theta_i \leq 1\), \( a_i \in A \) such that \( b = -\sum_i \theta_i f(x,a_i) \). Since \( H^{Tt}_2 \) is convex in \( b \),

\[
H^{Tt}_2(x,b) \leq \sum_i \theta_i H^{Tt}_2(x,b_i) + (1 - \sum_i \theta_i) H^{Tt}_2(x,0) < \infty. \tag{136}
\]

by (134) and (135).

(iv) \( b \notin \text{co}(\{0\} \cup B(x)) \).

For the two convex sets \( \{b\} \) and \( \text{co}(\{0\} \cup B(x)) \), by the separating hyperplane theorem [16], there exists a hyperplane \((P : \mathbb{R}^n \rightarrow \mathbb{R}) \) \( P(b') = p' \cdot b + c \) such that \( P(b) > 0 \) but \( P(b') < 0 \) for all \( b' \in \text{co}(\{0\} \cup B(x)) \). By picking \( p = dp' \),

\[
H^{Tt}_2(x,b) \geq \max_{d} \{ dp' \cdot b, \min_{a \in A} dp' \cdot (b + f(x,a)) + L(x,a) \}. \tag{137}
\]

Since \( p' \cdot b > 0 \) and \( p' \cdot (b + f(x,a)) > 0 \) for all \( a \in A \), the maximum of the right term in the above equation is attained at \( d = \infty \), thus, \( H^{Tt}_2(x,b) = \infty \).
Proof. Let
\[
\tau^*_1 \in \arg \max_{\tau \in [0,T]} J_1(\tau), \quad \tau^*_2 \in \arg \max_{\tau \in [0,T]} J_2(\tau).
\]
Then, we have
\[
V_1(0,x) \geq J_1(\tau^*_2) \quad \text{and} \quad \max_{\tau \in [0,T]} J_2(\tau) \geq J_2(\tau^*_1).
\]
Since, for all \( \epsilon > 0 \), there exists \( \delta > 0 \) such that \( \text{(146)} \) holds for both \( \tau^*_1 \) and \( \tau^*_2 \),
\[
J_1(\tau^*_2) > \max_{\tau \in [0,T]} J_2(\tau) - \epsilon, \quad J_2(\tau^*_1) > V_1(0,x) - \epsilon.
\]
Combining with \( \text{(148)} \) and \( \text{(149)} \), we conclude
\[
|V_1(0,x) - \max_{\tau \in [0,T]} J_2(\tau)| < \epsilon.
\]
This concludes the proof of \( \text{(78)} \).

I. Proof of Theorem 8

Proof. Let
\[
J_1(\tau) = \int_0^\tau H_2^r(x_s(\sigma), \beta_s(\sigma))ds + g(x_s(\sigma)), \quad J_2(\tau) = \int_0^\tau L(x_s^*(\sigma), \alpha^*_s(\sigma))ds + g(x_s^*(\sigma)).
\]

By applying Theorem 3 in [7], Theorem 3 in [14] is generalized: for any \( \epsilon > 0 \), there exists \( \delta > 0 \) such that, for any discretization \( \{t_0 = 0, \ldots, t_K = T\} \) where \( \max_k |\Delta t_k| < \delta \);
\[
||x_s(\cdot) - x_s^*(\cdot)||_{L^\infty(0,T;\mathbb{R}^n)} < \epsilon, \quad ||J_1(\tau) - J_2(\sigma; \beta^*_f)||_{L^\infty(0,T)} < \epsilon.
\]

(153) and Assumption 1 imply (86) and (87). Also, (154) implies (88).
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