Solving Multicollinearity in Dam Regression Model Using TSVD
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Abstract Targeting the multicollinearity problem in dam statistical model and error perturbations resulting from the monitoring process, we built a regularized regression model using Truncated Singular Value Decomposition (TSVD). An earth-rock dam in China is presented and discussed as an example. The analysis consists of three steps: multicollinearity detection, regularization parameter selection, and crack opening modeling and forecasting. Generalized Cross-Validation (GCV) function and L-curve criterion are both adopted in the regularization parameter selection. Partial Least-Squares Regression (PLSR) and stepwise regression are also included for comparison. The result indicates the TSVD can promisingly solve the multicollinearity problem of dam regression models. However, no general rules are available to make a decision when TSVD is superior to stepwise regression and PLSR due to the regularization parameter-choice problem. Both fitting accuracy and coefficients’ reasonability should be considered when evaluating the model reliability.
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Introduction

Statistical approaches (e.g., stepwise regression) with the advantages of convenience and no requirements for knowledge of mechanical properties are often used to describe dam deformation patterns by modeling field observables of points located on the surface and within dam structures.1,2 Unfortunately, regressors in dam regression analysis are often ill-posed due to the multicollinearity existing among independent variables (e.g., reservoir water level, temperature, and aging).3 Severe multicollinearity will lead to large variances for least-squares estimators of regression coefficients.4 In this case, other techniques (e.g., principal component regression (PCR),5 Partial Least-Squares Regression (PLSR),2 and evolutionary algorithms6,7) are proposed to circumvent the multicollinearity problem. However, PLSR or PCR with Cross-Validation (CV) criterion will ignore important information of low-variance Principal Components (PCs) in some cases.8 Evolutionary approaches require proper parameter settings, and the noise on the limited data will produce the over-fitted problem. On the other hand, dam models using evolutionary algorithms cannot separate the displacements contributed by water pressure, temperature gradient, and aging, respectively. Re-
searchers have developed numerous regularization approaches\cite{9-11} to stabilize ill-posed problems and to single out meaningful approximate solutions. In particular, Singular Value Decomposition (SVD) and Tikhonov regularization (or ridge regression) have been introduced in the field of hydraulic engineering. Wu and Cheng\cite{12} proposed a robust SVD-based statistical model to deal with noisy reservoir water level observables. Jing et al.\cite{13} discussed the practicality of ridge regression in modeling dam crack opening. Unfortunately, the regularization parameter in that paper is obtained from a ridge trace, which has a great subjective effect on the regression coefficients. As such, further studies are still necessary to put forward to discuss the reliability of regularization methods in dam deformation analysis.

In this study, we shall focus on the Truncated Singular Value Decomposition (TSVD) regularization in conjunction with two parameter-choice techniques, Generalized Cross-Validation (GCV) function and L-curve criterion, to cope with the multicollinearity problem in dam statistical models.

1 Material and methods

1.1 Data set and dam regression model

In this study, we picked up field observables (reservoir water level and crack opening) spanning 2 years of an earth-rock dam in China to establish dam statistical model. We selected first 99 pairs of the data set to build the model and last 5 pairs to examine the model predictive ability. According to the research result in the present and considering the dam characteristics (e.g., geometry, construction materials, topography, and geological condition of the foundation), we selected the following variables as the most influential factors to describe dam crack patterns:

- Hydrostatic (water) pressure factors: $H^1, H^2, H^3$,
- Thermal factors in forms of periodic functions: $T_1 = \sin(2\pi t/365 - 2\pi t_0/365)$, $T_2 = \cos(2\pi t/365 - 2\pi t_0/365)$, $T_3 = \sin(4\pi t/365 - 4\pi t_0/365)$, $T_4 = \cos(4\pi t/365 - 4\pi t_0/365)$,
- Aging factors: $\theta - \theta_0, \ln t - \ln t_0$,

where $H$ is the reservoir water level in meter above foundation, $t$ is the accumulative total number of days from starting day to observation day, and $t_0$ is the number of days from starting day to the starting day of calculating period of time, $\theta = t/100$, and $\theta_0 = t_0/100$.

Then, the observed crack opening $y$ of a point located on the dam can be modeled as:

$$y = a_0 + \sum_{i=1}^{4} a_i H^i + \sum_{j=1}^{2} b_j T_j + c_4 (\theta - \theta_0) + c_5 (\ln \theta - \ln \theta_0)$$

(1)

1.2 Truncated singular value decomposition

Set $A = [1 \ H^1 \ H^2 \ H^3 \ T_1 \ T_2 \ T_3 \ T_4 \ \theta - \theta_0, \ln \theta - \ln \theta_0]$, and $x = [a_1, a_2, a_3, b_1, b_2, b_3, c_1, c_2]^T$, then Eq. (1) can be given by the same equation:

$$Ax = y$$

(2)

Assuming $A$ has no exact zero singular values, we can obtain the least-squares solution:

$$\hat{x} = (A^TA)^{-1}A^Ty$$

(3)

Within our knowledge, the solution will not exist if $A^TA$ is close to singular, which may be caused by the multicollinearity among predictors. In this case, a small change in $y$ resulting from the field monitoring process can produce a large change in $\hat{x}$. Numerous regularization techniques are available in \cite{14} to deal with this ill-posed problem with perturbations in $y$. In this study, we shall concentrate on the TSVD regularization, a method amounts to truncating the SVD of the coefficient matrix $A$ and then solving the modified least-squares problem.\cite{15} A TSVD solution can be written as

$$x^{(k)} = \sum_{i=1}^{k} \frac{u_i^T y}{\sigma_i} v_i, 1 \leq k \leq n$$

(4)

where $u_i$ is the eigenvector of $AA^T$, $v_i$ is the eigenvector of $A^TA$, $\sigma_i$ is the singular value, and $k$ is the truncation parameter.

As shown in Eq. (4), the proper choice of $k$ is critical to the success of TSVD. However, the truncation parameter cannot be calculated accurately from the data only now but resorts to a series of trial and error (e.g., GCV and L-curve)\cite{14-17}. GCV is a statistical approach estimating the optimal value of the regularization by minimizing the functional:\cite{16}

$$G(k) = \frac{\|A \cdot x(k) - y\|_2^2}{\text{trace}(I - A \cdot A^T)}$$

(5)
where $A_i^j$ is any matrix that maps the right-hand side $y$ on to the solution $x(k)$, i.e., $x(k) = A_i^j \cdot y$.

The L-curve criterion \cite{17} consists of the analysis of the piecewise linear curve with break-points:

$$
(\log \|4x_i - y\|, \log \|Lx_i\|), \quad i = 1, \ldots, q
$$

(6)

where $q$ is the row dimension of the regularization matrix $L$. Intuitively, the best regularization parameter should lie on (or be close to) the corner of the L-curve.

1.3 Partial Least-Squares Regression (PLSR)

PLSR is a regression analysis that regresses the response variables on the extracted score vectors, which serve as new predictors (also called latent variables). \cite{18} Slightly different PLSR algorithms are available in the literature, such as NIPALS, \cite{19} PLS1 algorithms, \cite{20} and SIMPLS. \cite{21} We restrict our attention here on the PLS1 (one response variable) algorithm with the CV criterion ($\text{PRESS}/\text{RSS} \leq 0.95^2$, where $\text{PRESS}$ is the prediction error sum of squares and $\text{RSS}$ is the residual sum of squares). As in \cite{2} and \cite{22}, the PLS1 algorithm of Eq. (2) can be concluded as follows:

- Standardize both $A$ and $y$;
- $A_0 = A$, and $y_0 = y$;
- $k \leftarrow 1$;

While $\text{PRESS}/\text{RSS} \leq 0.95^2$ is not fulfilled do

- $w_k = \frac{A_i^T y_{k-1}}{\|y_{k-1}\|}$, Subject to $w_k^T w_k = 1$
- $t_i = A_{k-1} - w_k$
- $A_k = A_{k-1} - t_i p_i^T$, where $p_i = \frac{A_i^T t_i}{\|t_i\|}$
- $k \leftarrow k + 1$;

end while

- Give the final regression model $\hat{y} = T_k \hat{x}$ and recover the implied regression coefficients, where $T_k = (t_1, \ldots, t_k)$ is the sequence of derived components.

2 Comparative analysis of TSVD with PLSR and stepwise in dam crack forecasting

2.1 Multicollinearity detection

We first adopted Variance Inflation Factor ($VIF$) to detect the impact of multicollinearity among the variables. The $VIF$ can be determined by the following equation: \cite{23}

$$
VIF_i = (1 - R_i^2)^{-1}
$$

(7)

where $R_i$ is the correlation coefficient between an independent variable and the remaining variables.

Since $VIF$ of 10 and above are commonly regarded as indicating multicollinearity, \cite{24} we found that the highly correlated variables would cause a severe multicollinearity problem as evidenced by the large size of $VIF$s in Fig. 1.

![Fig. 1 VIFs of variables](image1)

2.2 Regularization parameter selection

Before building the regularized regression model with TSVD, we performed L-curve and GCV function (part of Regularization Tools \cite{14}) to determine the truncation parameter. Fig. 2 plots the performance of determining truncation parameters, and we found that the truncation parameters using L-curve and GCV are captured to 5 and 8, respectively.

![Fig. 2 Determining truncation parameter](image2)

2.3 Crack modeling and forecasting

We then built two regularized models using the calculated parameters and compared with stepwise regression and PLSR. The “penter” and “premove” values in stepwise are 0.05 and 0.10, respectively. In PLSR analysis, two PCs with $1 - \text{PRESS}/\text{RSS} = 0.0382$ were extracted to estimate regression coefficients. Table 1 presents the estimated coefficients; Table 2 lists comparative summary including coefficient of determination ($R$), $\text{RSS}$, and residual standard deviation ($S$); and Fig. 3 plots the residual curve of TSVD, stepwise,
and PLSR, respectively. We should note herein that the inclusion of stepwise and PLSR is not the main objective of the paper but rather to supplement the identification of TSVD and add confidence in our approach.

Based on the preceding analyses, we establish an empirical (statistical) perdition model as in [2]. We picked up five continuous sample points to test the predictive ability of the models.

Table 1  Regression coefficients

| Factors | Coefficients |
|---------|--------------|
|         | TSVD         | TSVD          | Stepwise | PLSR |
|         | (L-curve)    | (GCV)         |          |      |
| $H^1$   | $-0.0082$    | $0.5884$      | $0$      | $-0.0158$ |
| $H^2$   | $-0.0001$    | $0.0005$      | $0$      | $-0.0003$ |
| $H^3$   | $-1.63 \times 10^{-6}$ | $-0.0002$ | $0$      | $-4.81 \times 10^{-6}$ |
| $T_1$   | $-0.2062$    | $-0.5388$     | $-0.2618$| $0.0083$ |
| $T_2$   | $0.2626$     | $0.2610$      | $0.1872$ | $-0.0020$ |
| $T_3$   | $-0.0070$    | $-0.0683$     | $0$      | $0.0308$ |
| $T_4$   | $-0.3212$    | $-0.2386$     | $-0.3944$| $-0.2205$ |
| $\theta-\theta_0$ | $-0.1566$ | $0.3522$      | $0$      | $-0.1209$ |
| $\ln \theta/\ln\theta_0$ | $-0.2247$ | $-1.8322$     | $-0.5670$| $-0.2237$ |
| const   | $1.0222$     | $-7.5594$     | $1.4210$ | $1.2591$ |

Table 2  Model summary

| Model       | $R$  | RSS (mm$^2$) | $S$ (mm) |
|-------------|------|--------------|----------|
| TSVD (L-curve) | $0.801$ | $27.16$     | $0.527$  |
| TSVD (GCV)  | $0.858$ | $19.99$     | $0.452$  |
| Stepwise    | $0.804$ | $26.80$     | $0.523$  |
| PLSR        | $0.775$ | $30.22$     | $0.555$  |

Table 1 manifests that the coefficients of TSVD model are sensitive to the truncation parameter. Tables 1 and 2 and Fig. 3 confirm that the multicollinearity among variables may not significantly affect the fitting accuracy of regression models but affect the estimation of regression coefficient. Fig. 4 indicates that the severe multicollinearity can lead to a regression model, which fits the training data reasonably well but generalizes poorly to new data. In this case, regression coefficients may be wrongly estimated even with high fitting and predictive accuracy.

Fig. 4  Predicted and observed crack openings

In addition, the PLSR with more PCs included may have better fitting accuracy but will lead to different coefficients obtained, making dam regression models difficult to interpret. In fact, the true value of regression coefficient is mostly unknown in real applications. We therefore cannot decide which model is the most effective and reliable if only the fitting and forecasting accuracy are considered. In light of these concerns, we tentatively recommend using both the fitting accuracy and reasonability of regression coefficients to evaluate the model reliability. Within our knowledge, hydrostatic pressure and thermal gradient generally reflect the elastic displacement under load, and aging reflects the non-elastic behavior of dams. We believe the stepwise model herein may be unreasonable, because most of the water level, temperature, and linear components of aging are excluded. On the other side, we found that cracks contributed by water pressure in TSVD model with GCV function are too large (not provided herein), which is not consistent with the deformation trends of the dam. Both considering the predictive accuracy and coefficient’s reasonability, we believe our TSVD model with L-curve criterion behaves relatively better than PLSR.

3 Conclusion

This paper extends the method of TSVD in dam deformation analysis. We found that TSVD is a promising means to solve the multicollinearity problem in dam regression models. Due to the regularization parameter-choice problem and without prior knowledge of regression coefficients, we have no general rules to make a decision when the TSVD
analysis is superior to PLSR in dam deformation analysis. We tentatively put forward to use both the fitting accuracy and the coefficients’ reasonability to evaluate the model reliability. There are still remaining problems that require further studies.
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