Domain Adaptation: the Key Enabler of Neural Network Equalizers in Coherent Optical Systems
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Abstract: We introduce the domain adaptation and randomization approach for calibrating neural network-based equalizers for real transmissions, using synthetic data. The approach renders up to 99% training process reduction, which we demonstrate in three experimental setups. © 2021 The Author(s)

1. Introduction
The use of neural networks (NNs) to compensate for optical transmission impairments has gained considerable momentum thanks to NNs’ remarkable capability to mimic the inverse transfer function of nonlinear optical channels simultaneously, a high noise tolerance [1–4]. The three cornerstones for the efficient NNs’ functioning in channel equalization are: good and reliable performance, acceptable computational complexity, and configuration flexibility. Regarding the latter, unfortunately, the straightforward adaptation of NN-based solutions for the efficient NN’s operation typically requires large training datasets corresponding to each peculiar scenario change [1, 5]. However, in realistic conditions, the collection of very large datasets is typically inhibited by practical limitations. One of the most critical problems related to the NN’s flexibility is the “reality gap”: the discrepancy between reality and numerical modeling that prevents the simulated NN to be applied directly to a real-world system. So far, the reality gap problem has been addressed in robotics, image denoising, and natural language processing [6,7]. In optical communication systems, this problem applies, e.g., to channel equalization, where the simulated channel transfer function provides only an approximation of the more complex real transmission system, such that we need a considerable amount of real data to retrain the NNs to achieve the desired performance. In contrast, numerical simulation data is often abundantly available for a wide range of different transmission scenarios, so it is tempting to use that synthetic data to enable the NN’s functioning in realistic conditions.

In this work, we propose a method for adapting the NN-based equalizers to changes in the transmission scenario. Our calibration method is based on models pre-trained with data obtained from numerical simulation and requires 99% fewer calibration resources (epochs and real training data from experiment) to become fully functional in a real transmission system. The method’s performance is demonstrated in three different experimental setups.

2. NN-based Equalizer Calibration Method
Our calibration method consists of two steps: the domain randomization using synthetic data to pre-train the model, and the transfer learning (TL), a parameter-based domain adaption method used to fine-tune the NN equalizer to the real transmission system. Domain randomization is a systematic approach for data generation that aims at improving the generalization of machine learning algorithms to new environments. The domain randomization is carried out by generating training data from a random distribution with given desired properties and storing it into a library which can be assessed by the NN. This is a critical step because the optical fiber parameters considered in the numerical simulation will most likely not perfectly match those from the actually deployed fiber. In practical terms, and as shown in Fig. 1, the calibration method can proceed in two possible ways: i) if a set of numerically generated data – for the transmission system under evaluation – already exists in our library then the corresponding pre-trained NN model is loaded and sent to the TL step; or ii) if the existing numerical data is far from the actual transmission system, the method will create new synthetic data and train the NN model using this new dataset. This pre-trained NN model is saved in the library and sent to the next TL step. Please note that the domain randomization takes place in step ii): we generate twenty datasets with $2^{19}$ symbols where, for each numerical simulation run, the dispersion coefficient $D$, the effective nonlinearity coefficient $\gamma$, and the fiber loss coefficient $\alpha$ are picked randomly from within a pre-defined range. When using SSMF, the ranges of the fiber

---

1The NN cannot generalize for noticeably different distributions, so the range of parameters cannot be too wide. The ranges in this work have been selected empirically and worked well for all cases considered.
parameters are: $\alpha = [0.19 - 0.22] \text{ dB/km}$, $D = [16.5 - 17.5] \text{ ps/(nm-km)}$, and $\gamma = [1.1 - 1.5] \text{ (W-km)}^{-1}$. When using TWC fiber, the ranges are: $\alpha = [0.2 - 0.25] \text{ dB/km}$, $D = [2.5 - 3.5] \text{ ps/(nm-km)}$, and $\gamma = [2 - 3] \text{ (W-km)}^{-1}$.

The simulator used for generating data is described in Ref. [1, 8]. Then, for each NN training epoch, we randomly select $2^{18}$ symbols from one of 20 generated synthetic datasets (corresponding to the desired transmission setup) to use in the NN model’s pre-training. A similar approach was used with great success in robotics [6]. The probability distribution functions (PDFs) of both simulated and experimental data after transmission of a dual-polarization (DP) $34.4 \text{ GBd}$ 16-QAM single-channel launched with an optical power of 9 dBm along a $5 \times 50 \text{ km}$ SSMF link are plotted in Fig. 2. The analysis of Fig. 2 shows that there are differences between the two PDFs that still need to be learned for efficient optical channel equalization. This is tackled by utilizing TL.

The TL is based on the fact that a suitable target estimate (experiment) may be created by adjusting the parameters of a pre-trained source estimator (simulation) using a small set of labeled target data. The method entails fitting a NN to the target data using an objective function (e.g. the mean square error (MSE) loss), but with its weights initialized based on the source data. In [8], we showed how the TL can be used to reduce training resources for NN equalizers when changing the optical power, modulation format, and symbol rate using simulation data.

In this paper, we apply the same methodology to improve the learning process from synthetic to experimental data. We used the same equalizer architecture as in [8, Fig. 1], the CNN+biLSTM equalizer, with 224 filters, kernel size 10, 226 hidden units, and 25 input taps. We found that, by freezing the CNN layers and just retraining the LSTM part, we can achieve a simple and fast calibration of the NN. For the considered CNN+biLSTM NN, we incorporated the MSE estimator and the classical Adam algorithm for the stochastic optimization step with the learning rate set to 0.001. The training was carried out for up to 200 epochs with a batch size of 1000, which has proven to be large enough for the convergence of the NN model.

Additionally, the total experimental dataset used was composed of $2^{18}$ symbols for the training dataset and $2^{18}$ independently generated symbols for the testing phase, with different random seeds, which guarantees a cross-correlation below 0.03 between the training and testing datasets. All precautions against possible overfitting and overestimation were taken [9].

### 3. Results and Discussions

Fig. 1 shows the general setup used in our three experiments (A, B, and C) performed in two different labs: the UK lab (A) and the German Lab (B and C). At the transmitter, a single channel DP-(A: 64-QAM; B/C: 16-QAM) (A: 28; B/C: 34.4) Gb/s 16-QAM symbol sequence was mapped out of data bits generated by a $2^{32} - 1$ order PRBS. A digital RRC filter with roll-off 0.1 was applied to limit the channel bandwidth to 37.5 GHz. The filtered digital signals were uploaded to a digital-to-analog converter (DAC) operating at 88 GSamples/s. The outputs of the DAC were amplified by a four-channel electrical amplifier that drove a dual-polarization I/Q Mach-Zehnder modulator, modulating the continuous waveform carrier produced by an external cavity laser at $\lambda = 1.55 \mu m$.

The optical launch powers used in this paper are (A: 7 dBm; B: 9 dBm; C: 3 dBm). These numbers guarantee a highly nonlinear transmission regime. The resulting optical signal was then transmitted along (A: $4 \times 100 \text{ km}$; B: $5 \times 50 \text{ km}$; C: $9 \times 50 \text{ km}$) spans of (A/B: SSMF; C: TWC) optical fiber with EDFA amplification. At the RX side, the optical signal was converted into the electrical domain using an integrated coherent receiver. The resulting signal was sampled at 50 Gsamples/s by a digital sampling oscilloscope and processed by an offline DSP which includes digital chromatic dispersion compensation, multiple-input-multiple-output (MIMO) equalization, clock recovery, and pilot-aided carrier recovery. The NN equalizer is then placed after this standard DSP and the system...
performance is evaluated in terms of the mutual information’s (MI) lower bound \([10, \text{Eq. (8)}]\).

Fig. 3 depicts the comparative study carried out over three experiments. We have considered four different cases: i) when only linear equalization is applied (labeled as “w/o NN”); ii) when training the NN with just experimental data (“TNN w/o TL”); iii) when the equalizer is trained only with synthetic data (“SNN”); iv) when pre-training with synthetic data and then training the NN using TL with \(x\%\) of the experimental data used in the case ii) (“TNN TL x\%”). We studied the cases corresponding to using 100%, 10%, and 1% of the original experimental dataset.

Fig. 3 shows that some MI improvement can already be achieved when training the NN with synthetic data only (SNN). Indeed, when comparing the SNN and the reference w/o NN cases, we show a MI improvement of 0.23, 0.21, and 0.22 bits/symbol for experiments A, B, and C, respectively. Additionally, Fig. 3 shows also that the same performance achieved after training the NN w/o TL can be accomplished with just 1 epoch by using TNN TL and the same available experimental data (100%). This effect is known in the machine learning literature as one-shot learning and shows how efficacious the calibration method is. In order to make the use of NN-based equalizers even more interesting, it would be desirable to reduce the amount of experimental data that is required. Thus, we studied the impact of reducing the experimental training dataset down to 10% and 1% of its original size. As can be observed, even with just 1% of the original dataset (= 2.6k symbols), the NN can still achieve the same level of max MI in a similar number of epochs as the TNN w/o TL. When using the TL, we achieved slightly higher MI values than with the TNN w/o TL, even though both were tested using the same dataset. This is in line with the known fact that TL mitigates overfitting, therefore rendering more general NN models.

4. Conclusions

We demonstrated an efficient method based on domain randomization and transfer learning that considerably reduces the need for experimental training resources (up to 99%) while still enabling the efficient equalizer’s operation in realistic transmission scenarios. This is an important step for the practical realization of NN-based equalization since it provides the necessary flexibility for the NNs’ adaptation to real-world scenarios.
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