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Abstract

Determining the mean shape of a collection of curves is not a trivial task, in particular when curves are only irregularly/sparsely sampled at discrete points. We newly propose an elastic full Procrustes mean of shapes of (oriented) plane curves, which are considered equivalence classes of parameterized curves with respect to translation, rotation, scale, and re-parameterization (warping), based on the square-root-velocity (SRV) framework. Identifying the real plane with the complex numbers, we establish a connection to covariance estimation in irregular/sparse functional data analysis. We introduce Hermitian covariance smoothing and show how to employ this extension of existing covariance estimation methods for obtaining an estimator of the (in)elastic full Procrustes mean, also in the sparse case not yet covered by existing (intrinsic) elastic shape means. For this, we provide different groundwork results which are also of independent interest: we characterize (the decomposition of) the covariance structure of rotation-invariant bivariate stochastic processes using complex representations, and we identify sampling schemes that allow for exact observation of derivatives/SRV transforms of sparsely sampled curves. We demonstrate the performance of the approach in a phonetic study on tongue shapes and in different realistic simulation settings, inter alia based on handwriting data.
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1 Introduction

When comparing the shape of, say, a specific outline marked on medical images across different patients, the concrete coordinate system used for recording is often arbitrary and not of interest: the shape neither depends on positioning in space, nor on orientation or size. Analogously, the outline can be mathematically represented via a parameterized curve $\beta : [0, 1] \to \mathbb{R}^2$, but the particular parameterization of the outline curve is often not of interest, only its image. We study datasets where an observational unit is the shape of a plane curve, defined as equivalence class a) over the shape invariances translation, rotation and scale and b) over re-parameterization. More specifically, we generalize the notion of a full Procrustes mean from discrete landmark shape analysis \cite{Dryden_Mardia_2016} to elastic shape analysis of curves, in particular to achieve improved estimation properties in irregular/sparsely measured scenarios compared to existing “intrinsic” elastic mean shape estimation methods relying on geodesic distances. To allow this generalization of landmark shape means to curves, we also present two results characterizing the covariance structure of rotation-invariant bivariate stochastic processes via their complex representations. To enable derivative-based elastic analysis of sparsely/irregularly sampled curves, which are common in practice but for which existing methods have problems, we provide a result on the feasibility to exactly observe the necessary derivatives under such sampling. While these results are important building blocks in preparing the proposed elastic Full Procrustes mean estimation, they are also of independent interest in their own right.

For landmark shapes, different notions of mean shape are well-established including, in addition to the full Procrustes mean, in particular also the intrinsic shape mean, i.e. the Riemannian center of mass in the shape space. \cite{Dryden_etal_2014} discuss properties of different shape mean concepts, pointing out that the
full Procrustes mean is more robust with respect to outliers than the intrinsic mean or the partial Procrustes mean fixing scale to unit size. Further discussion of these three mean concepts, which all present Fréchet means based on different distances, can be found in [Huckemann (2012)]. The full Procrustes mean also arises as the mode of a complex Bingham distribution (Kent [1994]) on (unit-norm) landmark configurations \( \mathbf{X} \in \mathbb{C}^k \) of \( k \) landmarks, which is commonly used to model planar landmark shapes, identifying the real plane \( \mathbb{R}^2 \cong \mathbb{C} \) with the complex numbers. Moreover, it corresponds to the leading eigenvector of the complex covariance matrix of \( \mathbf{X} \), an important point we generalize for the estimation strategy proposed for curve mean shapes in this paper.

Compared to landmark shapes, different additional challenges arise for shapes of curves: invariance with respect to re-parameterization (warping) is one that is highly related to the registration problem in function data analysis (FDA, [Ramsay and Silverman 2005]). In the context of shape analysis of curves, [Srivastava et al. (2011)] propose an elastic re-parameterization invariant metric, allowing to define a proper distance between two curves via optimal warping alignment. Greatly simplifying the formulation of the metric by working with square-root-velocity (SRV) transformations of the curves, this lead to a rapidly growing literature on functional shape analysis of curves in the SRV-framework (see e.g., [Srivastava and Klassen 2016]). However, so far the focus lay on elastic generalization of the intrinsic shape mean instead of the (potentially more robust) full Procrustes mean which we generalize here. In simulations, we illustrate how the novel elastic full Procrustes mean estimation yields improved mean estimates in irregularly/sparsely sampled data (sometimes even as an estimator of the intrinsic shape mean, compared to existing estimators designed for this alternative mean).

Sparsely/irregularly observed curves have been considered in the SRV-framework by [Seyer et al. (2022)], however, only restricting to re-parameterization invariance and not investigating shape means. Such data with a comparatively low number of samples per curve often results in practice when the sampling rate of a measurement device is limited, or the resolution of images used for curve segmentation is coarse. In FDA, sparse/irregular functional data is commonly distinguished from dense/regular data, as it requires explicit treatment. Models for sparse/irregular data are often based on smooth (spline) function bases and commonly involve assumption of (small) measurement errors on the discrete curve evaluations ([Greven and Scheipl, 2017]).

Focusing on shape analysis of sparsely/irregularly measured curves, we consider the full Procrustes mean concept particularly attractive due to its robustness known from landmark shape analysis, and due to its direct connection to the covariance structure of the data, which allows relying on a core estimation strategy in sparse/irregular FDA: following [Yao et al. (2005)], covariance smoothing has become a major tool for sparse/irregular FDA, allowing to reconstruct the functional covariance structure based on sparse evaluations. [Cederbaum et al. (2018), Reiss and Xu (2020)] discuss (symmetric) tensor-product spline smoothing for this purpose, considering univariate functional data. [Happ and Greven (2018)] generalize univariate approaches to conduct functional principal component analysis also for multivariate sparse/irregular data.

In this paper, our contributions are to 1. characterize the complex covariance (decomposition) of rotation-invariant bivariate stochastic processes. This gives us the basis to 2. develop Hermitian covariance smoothing for complex functional principal component analysis. This lays the groundwork for the second part of the paper in Section 3, where we introduce the notion of elastic (and inelastic) full Procrustes means we propose as a more robust notion of elastic shape mean, with a particular focus also on sparsely/irregularly sampled curves. For such realistic curve measurements we 5. characterize scenarios where exact sampling of the necessary SRVs/derivatives is feasible.

In the following, we first discuss in Section 2 complex stochastic processes as random elements of Hilbert spaces, illustrating their convenience for rotation-invariant bivariate FDA and propose Hermitian tensor-product smoothing for complex functional principle component analysis. This lays the groundwork for the second part of the paper in Section 3, where we introduce the notion of elastic (and inelastic) full Procrustes mean shapes of plane curves based on the SRV-framework. We show conditions under which exactly observing SRVs (i.e., curve derivatives) of sparsely/irregularly measured curves is feasible and propose estimation of their full Procrustes means via Hermitian covariance smoothing. Finally, we present an elastic full Procrustes analysis of tongue outlines observed from participants of a phonetic study and validate the proposed approach in three simulation scenarios in Sections 5 and 4. Proofs for all propositions are given in an online supplement. A ready to use implementation is offered in the R-package elastes (github.com/mpff/elastes).
2 Hermitian covariance smoothing

2.1 Complex processes and rotation invariance

Although functional data analysis traditionally focuses on Hilbert spaces over \( \mathbb{R} \) (compare, e.g., [Hsing and Eubank 2015], underlying functional analytic statements cover Hilbert spaces over \( \mathbb{C} \) as well (e.g., Rynne and Youngson 2007). This lets us formulate principal component analysis for complex-valued functional data and on the convenience of a complex viewpoint under rotation invariance that will be key in our estimation approach. Although complex stochastic processes have been discussed in the literature ([Neeser and Massey 1993], [Neeser and Massey 1993], [Piccinbono 1996], [Neeser and Massey 1993], [Piccinbono 1996], [Kent 1994]).

Let \( Y \) be a complex-valued stochastic process with realizations \( y : \mathcal{T} \to \mathbb{C} \) in \( L^2(\mathcal{T}, \mathbb{C}) \), where \( \mathcal{T} \) is a compact metric space with finite measure \( \nu \). Here, \( \mathcal{T} = [0, 1] \) is typically the unit interval with \( \nu \) the Lebesgue measure, and \( t \in \mathcal{T} \) is referred to as “time”. The complex, separable Hilbert space \( L^2(\mathcal{T}, \mathbb{C}) \) of square-integrable complex-valued functions is equipped with the inner product \( \langle x, y \rangle = \int x(t)y(t) \, d\nu(t) \) for \( x, y \in L^2(\mathcal{T}, \mathbb{C}) \) and the corresponding norm \( \| \cdot \| \).

**Definition 1.**

i) \( Y \) is called random element in a real or complex Hilbert space \( \mathbb{H} \) if \( \langle x, Y \rangle \) is measurable for all \( x \in \mathbb{H} \) and the distribution of \( Y \) is uniquely determined by the (marginal) distributions of \( \langle x, Y \rangle \) over \( x \in \mathbb{H} \).

ii) The mean \( \mu \in \mathbb{H} \) and covariance operator \( \Sigma : \mathbb{H} \to \mathbb{H} \) of a random element \( Y \) are defined via \( \langle \mu, x \rangle = \mathbb{E}(\langle Y, x \rangle) \) and \( \langle \Sigma(x), y \rangle = \mathbb{E}(\langle Y - \mu, (Y - \mu), y \rangle) \) for all \( x, y \in \mathbb{H} \).

In the following, we assume \( Y \) is a random element of \( L^2(\mathcal{T}, \mathbb{C}) \). Being self-adjoint and compact, its covariance operator \( \Sigma \) admits a representation \( \Sigma(f) = \sum_{k \geq 1} \lambda_k \langle e_k, f \rangle e_k \) via countably many eigenfunctions \( e_1, e_2, \cdots \in L^2(\mathcal{T}, \mathbb{C}) \), \( \Sigma(e_k) = \lambda_k e_k \), with real eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq 0 \) of \( \Sigma \) (see Supplement). The \( \{e_k\} \) form an orthonormal basis of the Hilbert subspace formed by the closure of the image of \( \Sigma \). The random element can be represented as \( Y = \mu + \sum_{k \geq 1} \lambda_k (e_k - \mu)e_k \) with probability one. The scores \( Z_k = \langle e_k, Y - \mu \rangle \), \( k \geq 1 \), are complex random variables with mean zero and covariance \( \text{Cov}(Z_k, Z_{k'}) = \mathbb{E}(\langle Y - \mu, e_k \rangle \langle e_{k'}, Y - \mu \rangle) = \lambda_k \delta_{k,k'} \), where \( \delta_{k,k'} = 1 \) if \( k = k' \) and \( 0 \) else for a set \( S \).

\( Y \) is canonically identified with the bivariate real process \( \kappa(Y) = (\Re(Y), \Im(Y))^T \), random element in the Hilbert space \( L^2(\mathcal{T}, \mathbb{R}^2) \) with the inner product of \( x = \kappa(x), y = \kappa(y) \), \( x, y \in L^2(\mathcal{T}, \mathbb{C}) \), defined by \( \langle x, y \rangle = \int \Re(x(t)) \Re(y(t)) \, d\nu(t) + \int \Im(x(t)) \Im(y(t)) \, d\nu(t) - \int \Re(x(t)) \Im(y(t)) \, d\nu(t) \).

**Theorem 1.** Define the pseudo-covariance operator \( \kappa(Y) \), and let \( \Sigma \) denote the covariance operator of \( \kappa(Y) \). Then the covariance and pseudo-covariance operators \( \Sigma \) and \( \Omega \) of \( Y \) together determine \( \Sigma \) via

\[
\kappa^{-1} \circ \Sigma \circ \kappa = (\Sigma + \Omega)/2.
\]

Aiming at shape analysis, we are particularly interested in rotation-invariant distributions \( \mathcal{L}(Y) \) of \( Y = \kappa(Y) \), corresponding to \( \mathcal{L}(\kappa(Y)) = \mathcal{L}(\exp(\i \omega)Y) \) for all \( \omega \in \mathbb{R} \). In this case, \( \mathcal{L}(Y) \) is typically referred to as ‘proper’, ‘circular’ or ‘complex symmetric’ ([Neeser and Massey 1993], [Piccinbono 1996], [Kent 1994]) and the simplification by taking a complex approach becomes evident:

**Theorem 2.** A random element \( Y \) in \( L^2(\mathcal{T}, \mathbb{C}) \) with covariance operator \( \Sigma \) with eigenbasis \( \{e_k\} \) and corresponding eigenvalues \( \{\lambda_k\} \) follows a complex symmetric distribution if and only if all scores \( Z_k = \langle e_k, Y - \mu \rangle \) with \( \lambda_k > 0 \) do, and additionally the mean of \( Y \) is \( \mu = 0 \). In this case,

i) the pseudo-covariance \( \Omega \) of \( Y \) vanishes, i.e. \( \Omega(y) = 0 \) for all \( y \in L^2(\mathcal{T}, \mathbb{C}) \), and the covariance operator \( \Sigma \) of the bivariate process \( \kappa(Y) = \kappa(Y) \) is completely determined by \( \Sigma \);

ii) the pairs \( e_k = \kappa(2^{-1/2}e_k), e_{-k} = \kappa(2^{-1/2}e_k) \) in \( L^2(\mathcal{T}, \mathbb{R}^2) \) yield an eigendecomposition \( \Sigma(f) = \sum_{k \neq 0} \lambda_k \langle e_k, f \rangle e_k \) of \( \Sigma \). With probability one, \( Y = \sum_{k \neq 0} e_k Z_k \) with uncorrelated real scores \( Z_k \) with mean zero, variance \( \text{var} (Z_k) = \lambda_k \) and \( \kappa(Z_k) = (Z_k, Z_{-k})^T \).
While rotation invariance of $\mathcal{L}(Y)$ leads to even multiplicities in the eigenvalues of the bivariate covariance operator $\Sigma$, it does not pose a constraint on the complex eigenvalues and eigenfunctions of $\Sigma$, which would complicate the eigendecomposition. Here, rotation invariance of $\mathcal{L}(Y)$ instead translates to complex symmetry of the distribution of the scores $Z_E$.

Mean and covariance structure of $Y$ can also be approached from the point-wise mean $\mu^*(t) = \mathbb{E} (Y(t))$ and Hermitian covariance surface $C(s, t) = \mathbb{E} \{(Y(s) - \mu^*(s))(Y(t) - \mu^*(t))\} = \Sigma(s, t)$. Under complex symmetry, we obtain again $\mu^*(t) = 0$, while the auto-covariances $\mathbb{E}\{(\Re(Y(s)))\Re(Y(t))\} = \mathbb{E}\{(\Im(Y(s)))\Im(Y(t))\} = \Re(C(s, t))$ and cross-covariances $\mathbb{E}\{(\Re(Y(s)))\Im(Y(t))\} = -\mathbb{E}\{(\Im(Y(s)))\Re(Y(t))\} = \Im(C(s, t))$ of the bivariate $Y$ are completely determined by $C(s, t)$, as shown in the Supplement. The integral operator $\Sigma^*(f)(t) = \int C(s, t)f(s) \, ds$ on $L^2(T, \mathbb{C})$ induced by the covariance surface again constitutes a compact and self-adjoint operator and admits, as such, an eigendecomposition. In fact, under standard assumptions such as continuity of $\mu^*(t)$ and $C(s, t)$, Fubini allows switching integrals and the point-wise mean $\mu^* = \mu$ coincides with the mean element and the operator $\Sigma^* = \Sigma$ with the covariance operator. In this case, the eigendecomposition of $\Sigma$ also yields a decomposition

$$C(s, t) = \sum_{k \geq 1} \lambda_k e_k^\dagger(s)e_k(t)$$

of the covariance surface.

### 2.2 Hermitian covariance estimation via tensor-product smoothing

Based on a densely/regularly sampled collection of realizations $y_1, \ldots, y_n : T \rightarrow \mathbb{C}$ (with equal grids) of a complex symmetric process $Y$, the covariance surface $C(s, t)$ of $Y$ can be estimated by the empirical covariance surface $\hat{C}_{emp}(s, t) = \frac{1}{n} \sum_{i=1}^{n} y_i^*(s)y_i(t)$ for each pair of grid-points $s, t$. This is, however, not possible in a sparse/irregular setting where only a limited number of evaluations $y_i(t_{i1}) = y_{i1}, \ldots, y_{in}(t_{i_n}) = y_{in}$ are available for $i = 1, \ldots, n$ such that, for a given $(s, t)$-tuple, $\hat{C}_{emp}(s, t)$ would only be based on few observations if computable at all. Consequently, some kind of smoothing over samples becomes necessary and, following the seminal work of [Yao et al. (2005)](Yao2005), covariance estimation in the sparse/irregular functional case has widely been approached as a non-/semi-parametric regression problem. We proceed accordingly in the complex case and model $\mathbb{E}\{Y^\dagger(s)Y(t)\} = C(s, t)$ with a (smooth) regression estimator $\hat{C}(s, t)$ fitted to response products $y_{ij}^*y_{ij}$ at respective tuples $(t_{ij}, t_{ij}) \in T^2$, for $j, j' = 1, \ldots, n$ and $i = 1, \ldots, n$. Here, it is often reasonable to assume that, in fact, only measurements $\tilde{y}_{ij} = y_{ij} + \varepsilon_{ij}$ are observed with $\varepsilon_{ij} = \varepsilon(t_{ij})$ uncorrelated measurement errors originating from a white noise error process $\varepsilon(t), t \in T$. This leads to a combined covariance $\hat{C}(s, t) = C(s, t) + \tau^2(t)1_{y_i}(t)$ with $\tau^2(t) = \text{var}(\varepsilon(t))$ the variance function of $\varepsilon(t)$. Assuming $C(s, t)$ continuous, $\tau^2(t)$ can be distinguished as a discontinuous “nugget effect” at $s = t$.

Generalizing the approach of [Cederbaum et al. (2018)](Cederbaum2018) for real covariance surfaces to the complex case, we propose to model $C(s, t)$ using a Hermitian tensor-product smooth

$$C(s, t) \approx \sum_{g=1}^{m} \sum_{k=1}^{m} \xi_{kg}f_g(s)f_k(t) = \mathbf{f}^\dagger(s)\mathbf{E}\mathbf{f}(t) = \text{vec}(\mathbf{E})\mathbf{f}(t) \otimes \mathbf{f}(s)$$

with real-valued basis functions $f_k : T \rightarrow \mathbb{R}, k = 1, \ldots, m$, stacked to a vector $\mathbf{f}(t) = (f_1(t), \ldots, f_m(t))^\top$, and a Hermitian coefficient matrix $\mathbf{E} = \{\xi_{kk'}\}_{kk'} = \mathbf{E}^\dagger \in \mathbb{C}^{m \times m}$ ensuring $C(s, t)$ is Hermitian as required, with vec stacking the columns of a matrix to a vector. Both the symmetry of the real part $\Re(\mathbf{E}) = \Re(\mathbf{E})^\top$ and the anti-symmetry of the imaginary part $\Im(\mathbf{E}) = -\Im(\mathbf{E})^\top$ present linear constraints. As such they can be implemented via suitable basis transforms $\mathbf{D}_R(\mathbf{f} \otimes \mathbf{f})(s, t)$ and $\mathbf{D}_C(\mathbf{f} \otimes \mathbf{f})(s, t)$ of the tensor-product basis $(\mathbf{f} \otimes \mathbf{f})(s, t) = (f_1(s)f_1(t), \ldots, f_m(s)f_m(t))^\top$ with transformation matrices $\mathbf{D}_R \in \mathbb{R}^{(m^2)_2 \times m}$ and $\mathbf{D}_C \in \mathbb{R}^{(m^2-m)/2 \times m}$ for the symmetric and anti-symmetric part, respectively. Since $\mathbb{R}^{m \times m}$ is a direct sum of the vector spaces of symmetric and antisymmetric $m \times m$ matrices, $\mathbf{D}_C$ can be obtained, e.g., as basis matrix of the null space of $\mathbf{D}_R$. A possible construction of $\mathbf{D}_R$ is described by [Cederbaum et al. (2018)](Cederbaum2018). In addition to the covariance, we also model the error variance $\tau^2(t) \approx \xi^2 \mathbf{f}_e(t)$ expanded in a real function basis $\mathbf{f}_e(t)$. Here, it might be convenient to employ the same basis $\mathbf{f}_e(t) = \mathbf{f}(t)$, or to assume constant error variance by setting $\mathbf{f}_e(t) = 1$ for all $t$. At any $t$ with $\tau^2(t) = 0$, the measurement error is excluded from the model. The coefficients vec $(\mathbf{E}) = \mathbf{D}_R\xi_R + \mathbf{i} \mathbf{D}_C\xi_C$ of the covariance estimator $\hat{C}(s, t)$ minimize the penalized least-squares criterion

$$\text{PLS}(\mathbf{E}, \xi) = \sum \left| \mathbf{f}_e^\dagger(t_{ij})\mathbf{E}\mathbf{f}_e(t_{ij}) + \xi_\tau^2 \mathbf{f}_e(t_{ij}) 1_{\{j\}}(j) - \tilde{y}_{ij}^2 \right|^2 + \text{PEN}(\mathbf{E}, \xi)$$

where PEN($\mathbf{E}, \xi$) is a penalty term to avoid overfitting the covariance function. Penalties PEN($\mathbf{E}, \xi$) are often chosen as quadratic functions of the entries of $\mathbf{E}$, for example, a trace norm $\text{tr}(\mathbf{E})$ or a nuclear norm $\|\mathbf{E}\|_*$, both of which are convex and promote low-rank solutions $\mathbf{E}$.
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with quadratic penalty term \( \text{PEN} \). They are seperately obtained for the real and imaginary part of the covariance using \( \text{PLS} = \text{PLSR} + \text{PLS3} \) via the well-known linear estimators \( \xi_\mathbb{R} \in \mathbb{R}^{(m^2+m)/2}, \xi_\mathbb{I} \in \mathbb{R}^{m^2} \) minimizing \( \text{PLS} = \sum_{i,j} \xi_\mathbb{R}^T \mathcal{D} \mathbb{R}(f \otimes \bar{f})(t_{ij}, t_{ij}) + \xi_\mathbb{I}^T \mathbb{D} \mathbb{I}(t_{ij}, t_{ij}) (g_y(t_{ij}) - \bar{g}_y(t_{ij}))^2 + \eta_\mathbb{R} \xi_\mathbb{R}^T \mathbb{D} \mathbb{R} \xi_\mathbb{R} + \eta_\mathbb{I} \xi_\mathbb{I}^T \mathbb{D} \mathbb{I} \xi_\mathbb{I} + \eta \xi_\mathbb{R} \xi_\mathbb{I} \). and \( \xi_\mathbb{I} \in \mathbb{R}^{(m^2-m)/2} \) minimizing \( \text{PLS} = \sum_{i,j} \xi_\mathbb{R}^T \mathcal{D} \mathbb{R}(f \otimes \bar{f})(t_{ij}, t_{ij}) + \xi_\mathbb{I}^T \mathbb{D} \mathbb{I}(t_{ij}, t_{ij}) (g_y(t_{ij}) - \bar{g}_y(t_{ij}))^2 + \eta_\mathbb{R} \xi_\mathbb{R}^T \mathbb{D} \mathbb{R} \xi_\mathbb{R} + \eta_\mathbb{I} \xi_\mathbb{I}^T \mathbb{D} \mathbb{I} \xi_\mathbb{I} + \eta \xi_\mathbb{R} \xi_\mathbb{I} \). Smoothing parameters \( \eta_\mathbb{R}, \eta_\mathbb{I}, \eta_\mathbb{I} > 0 \) control the penalty induced by the matrices \( \mathbb{P}_\mathbb{R} \) and \( \mathbb{P}_\mathbb{I} = \mathbb{P} \otimes \mathbb{I}_m + \mathbb{I}_m \otimes \mathbb{P} \) constructed from a suitable penalty matrix \( \mathbb{P} \in \mathbb{R}^{m \times m} \) for the basis coefficients of \( f(t) \) and the \( m \times m \) identity matrix \( \mathbb{I}_m \). Assuming the error variance not too heterogeneous over \( t \), the matrix \( \mathbb{P}_\mathbb{R} \) should typically penalize deviations from the constant. Based on a working normality assumption, \( \eta_\mathbb{R}, \eta_\mathbb{I} \) and \( \eta_\mathbb{I} \) are obtained via restricted maximum likelihood (REML) estimation (Wood [2017]), avoiding computationally intense hyper-parameter tuning. For practical use, we extended the R package sparseFLMM (Cederbaum [2018]) to also offer anti-symmetric tensor-product smoothes for the package mgcv (Wood [2017]) used for estimation. For asymptotic theory on the used penalized spline estimators, please see (Wood et al. [2016]).

After estimation, eigenfunctions \( \epsilon_k \) and eigenvales \( \lambda_k \) of the covariance operator \( \Sigma \) of \( Y \) are estimated by the corresponding eigendecomposition \( \hat{C}(s, t) = \sum_{k \geq 1} \lambda_k \epsilon_k(s) \epsilon_k(t) \) of the respective covariance operator \( \hat{\Sigma} \). Based on \( \hat{\Sigma} \) and the Gram matrix \( G = \{ f_k(t), f_{k'}(t') \}^m_{k,k'=1} \), the right eigenvalues of the matrix \( G^{-1} \hat{\Sigma} \) yield the eigenvales \( \lambda_k \) of \( \hat{\Sigma} \). The corresponding eigenvectors \( \theta_k \) yield the eigenfunctions \( \hat{\epsilon}_k(t) = \hat{\theta}_k^T f(t) \) of \( \hat{\Sigma} \) for \( k = 1, \ldots, m \). To ensure positive-definiteness, eigenfunctions with \( \lambda_k \leq 0 \) are omitted from the basis. Nonnegativity of \( \tau \) is enforced post-hoc by setting negative values to zero.

### 3 Elastic full Procrustes analysis

#### 3.1 Full Procrustes analysis in the square-root-velocity framework

To now propose (elastic) full Procrustes means for plane curves, we first introduce some underlying concepts and notation. We understand a parameterized curve as a function \( \beta : [0, 1] \to \mathbb{C} \), which is assumed absolutely continuous such that the component-wise derivative \( \hat{\beta}(t) = \frac{d}{dt} \beta(t) + \hat{\beta}(t) \) exists almost everywhere and also the integral \( \varphi_\beta(t) = \int_0^t |\hat{\beta}(s)| \, ds < \infty \) exists for \( t \in [0, 1] \). Denoting the set of absolutely continuous functions \( [0, 1] \to \mathbb{C} \) by \( \mathcal{AC}([0, 1], \mathbb{C}) = \mathcal{AC}([0, 1], \mathbb{C}) \setminus \{ t \mapsto z : z \in \mathbb{C} \} \), we further assume \( \beta \in \mathcal{AC}^*([0, 1], \mathbb{C}) = (AC([0, 1], \mathbb{C}) \setminus \{ t \mapsto z : z \in \mathbb{C} \}) \), and \( \beta \) is called an equivalence relation \( \beta \approx \beta \). An oriented curve is then defined as equivalence class with respect to ‘\( \approx \)’. If the context allows it, we commonly refer to both oriented plane curves and their parameterized curve representatives \( \beta \) simply as “curve”. A diffeomorphism \( \gamma : [0, 1] \to [0, 1] \) which is orientation-preserving, i.e., with derivative \( \hat{\gamma}(t) > 0 \) for \( t \in [0, 1] \), is called warping function and the set of such warping functions is denoted by \( \Gamma \). With obviously \( \beta \circ \gamma \approx \beta \), warping can equivalently be used to define equivalence of parameterized curves (see, e.g., Bruveris [2016] which we also recommend for further details).

Abstracting also from the particular coordinate system for \( \mathbb{C} \), the shape of an (oriented) curve with parameterization \( \beta \) is then defined by \( [\beta] = \{ \hat{\beta} \in \mathcal{AC}([0, 1], \mathbb{C}) : u \hat{\beta} = \beta \text{ for some } u \in \mathbb{C} \} \), its equivalence class under translation by any \( \nu \), rotation by \( u/|u| = \exp(i \omega) \), \( \omega \in \mathbb{R} \), re-scaling by \( |u| \), and warping. This presents our ultimate object of interest. In establishing a metric on the quotient space \( \mathcal{B} = \{ [\beta] : \beta \in \mathcal{AC}^*([0, 1], \mathbb{C}) \} \), we follow and extend the idea of the full Procrustes distance in landmark shape analysis and define

\[
d_{\Phi}([\beta_1], [\beta_2]) = \inf_{\alpha \geq 0, \alpha \in \mathbb{C}, \omega \in \mathbb{R}, \gamma \in \Gamma} \| \Psi(\exp(i \omega) \alpha \gamma_1 + \nu_1) - a \Psi(\exp(i \omega) \beta_2 \circ \gamma_2 + \nu_2) \| \quad (1)
\]

for \( \beta_1, \beta_2 \in \mathcal{AC}^*([0, 1], \mathbb{C}) \), with a pre-shape map \( \Psi : \mathcal{AC}^*([0, 1], \mathbb{C}) \to \mathcal{L}^2([0, 1], \mathbb{C}) \), \( \beta \mapsto q \) discussed below allowing to base computation on the \( \mathcal{L}^2 \)-metric while optimizing over all involved invariances. Acting differently than the other curve-shape preserving transformations (see, e.g., Srivastava and Klassen [2016] Chap. 3.7), scale invariance is generally accounted for by a normalization constraint \( \| \Psi(\beta) \| = \| q \| = 1 \) for all \( \beta \). Fixing \( a = 1 \) in (1) would yield a partial-Procrustes-type distance instead. Replacing also the norm by the arc length on the \( \mathcal{L}^2 \)-sphere would correspond to an intrinsic shape distance. To obtain a proper and sound metric, \( \Psi \) has to be carefully chosen. It is well-known that directly applying the \( \mathcal{L}^2 \)-metric on
the level of parameterized curves $\beta$ is problematic, since in this case the warping action of $\gamma \in \Gamma$ is not by isometries [Srivastava and Klassen [2016].

We set $\Psi(\beta)$ to the SRV-transformation [Srivastava et al. [2011], representing a curve $\beta$ by its square-root-velocity (SRV) transform $q : [0, 1] \to \mathbb{C}$ given by $q(t) = \beta(t)/|\beta(t)|^{1/2}$ wherever this is defined and $q(t) = 0$ elsewhere. Indeed, $q$ is square-integrable with $\|q\|^2 = \int_0^1 |q(t)|^2 \, dt = L(\beta)$. Since $\tilde{\Psi}(u \beta \circ \gamma + v)(t) = (u/|u|^{1/2}) q_0 \gamma(t) \hat{\gamma}(t)^{1/2}$, warping and rotation act by isometries with $\|\tilde{\Psi}(a \exp(1 \omega) \beta_1 \circ \gamma + v) - \tilde{\Psi}(a \exp(1 \omega) \beta_2 \circ \gamma + v)\| = a^{1/2} \|\tilde{\Psi}(\beta_1) - \tilde{\Psi}(\beta_2)\|$ for any two curves $\beta_1, \beta_2$ and $\gamma \in \Gamma$, $\alpha \geq 0$, $\omega \in \mathbb{R}, u, v \in \mathbb{C}$. The $L^2$-metric on the SRV-transforms induces a metric on the space of parameterized curves modulo translation [Bruveris [2016]). It is commonly referred to as “elastic” metric due to the isometric action of $\gamma$ allowing to construct a metric on oriented curves via optimal warping alignment. $\tilde{\Psi}$ is surjective but not injective, with $\langle \tilde{\Psi}(\beta_1), \tilde{\Psi}(\beta_2) \rangle$.

Consider the mean shape on SRV-level, i.e., via a distribution of the covariance operator of $\psi$ [Hilbert space $q$

We will consider a mean or expected element $\mu$ of the induced random shape $\tilde{\Psi}(\beta)$, defines a metric on the shape space $\mathbb{B}$ and $\gamma$-equivariant isometries (Srivastava and Klassen, 2016). When fixing $\beta = 1$, $d_q$ is the full Procrustes distance $d_p$ of parameterized plane curves and can be expressed as $d_q^2(\beta_1)(\beta_2) = 1 - \langle q_1, q_2 \rangle^2$; $i)$ the inelastic full Procrustes distance $d_q(\beta_1), (\beta_2) = \sup_{u \in \mathbb{C}, \gamma \in \Gamma} \|q_1 - u q_2\|$ when discussing shapes $[\beta]$.

Proposition 1. With $\Psi(\beta) = \Psi(\beta/L(\beta)) = \Psi(\beta)/\|\Psi(\beta)\|$ the normalized SRV-transform, $d_q$ defines a metric on $\mathbb{B}$, referred to as elastic full Procrustes distance $d_E$. It takes the form

$$d_q^2([\beta_1], [\beta_2]) = \inf_{u \in \mathbb{C}, \gamma \in \Gamma} \|q_1 - u q_2 \circ \gamma \gamma^{1/2}\|^2 = 1 - \sup_{\gamma \in \Gamma} \langle q_1, q_2 \circ \gamma \gamma^{1/2}\rangle^2$$

for $q_i = \Psi(\beta_i)$ unit-norm SRV-transforms of curve shape representatives $\beta_1, \beta_2 \in AC^*([0, 1], \mathbb{C})$.

With a metric at hand, we may proceed by considering random shapes and define the concept of a Fréchet mean induced by the metric (compare, e.g., Flenck, 2012; Ziezold, 1977). A random element $A$ in a metric space $\langle \mathbb{B}, d \rangle$ is a Borel-measurable random variable taking values in $\mathbb{B}$. A (population) Fréchet mean or expected element $m \in \mathbb{B}$ is defined as a minimizer of the expected square distance

$$E\left(d^2(m, A)\right) = \sigma^2 = \inf_{a \in \mathbb{B}} E\left(d^2(a, A)\right),$$

assuming a finite variance $\sigma^2 < \infty$.

Definition 2. A random (plane curve) shape $[B]$ is a random element in the shape space $\mathbb{B}$ equipped with the elastic full Procrustes distance $d_E$. We call a Fréchet mean $\mu \in \mathbb{B}$ of $[B]$, represented by $\mu \in AC^*([0, 1], \mathbb{C})$, an elastic full Procrustes mean of the random shape $[B]$.

As distance computation is carried out on SRV-transforms, it is, however, typically more convenient to consider the mean shape on SRV-level, i.e., via a distribution $\Sigma(Q)$ of a random element $Q = \Psi(B)$ in the Hilbert space $L^2([0, 1], \mathbb{C})$ inducing the shape distribution $\Sigma([B])$.

Proposition 2. Consider a random element $Q$ in $L^2([0, 1], \mathbb{C})$ with $\|Q\| = 1$ almost surely. The elastic full Procrustes means $\mu(Q)$ of the induced random shape $[B] = \{\Psi^{-1}(Q)\}$ are determined by their SRV-transform $\psi \in \Psi(\mu)$ fulfilling

$$\psi \in \arg\max_{y \in \mathbb{C}, \gamma \in \Gamma} E\left(\sup_{y : \|\gamma\| = 1} \|\gamma \gamma^{1/2} (Q \circ \gamma \gamma^{1/2}, y)\|\right).$$

When fixing $\gamma$ in Equation 3, the maximum of the quadratic form is obtained at the leading eigenvector of the covariance operator of $Q \circ \gamma \gamma^{1/2}$, which is carried out in detail in Proposition 3 considering inelastic full Procrustes means of shapes of parameterized plane curves. This allows use of Hermitian covariance smoothing, introduced in Section 2.2 for shape mean estimation. Inelastic mean estimation will present a building block in elastic mean estimation but also is interesting in its own right, especially in data scenarios involving natural curve parameterizations.

Proposition 3. For $\beta \in AC^*([0, 1], \mathbb{C})$ define the shape of a parameterized plane curve as $\{u \beta + v : u, v \in \mathbb{C}\}$. Then

i) the inelastic full Procrustes distance $d_q(\beta_1), (\beta_2) = \inf_{u \in \mathbb{C}} \|q_1 - u q_2\|$ with $\|q_i\| = 1$ for $\Psi(\beta_i) = q_i$.

ii) multiplication by $(q_1, q_2)\gamma^{1/2}/\langle q_1, q_2 \rangle = \arg\min_{u : |u| = 1} \|q_1 - u q_2\|$ yields rotation alignment of $\beta_2$ to $\beta_1$.
iii) for a complex symmetric random element \( Q \) in \( L^2([0, 1], \mathbb{C}) \) with covariance operator \( \Sigma \), let \( Y_1 = \{ y : \Sigma(y) = \lambda_1 y \} \) denote the spectrum of the leading eigenvalue \( \lambda_1 \) of \( \Sigma \). Then, \( Y_1 = \{ (y) : y \in Y_1 \} \) is the set of Fréchet means of the random shape \( B = (\Psi^{-1}(Q)) \) in \( \mathcal{B} \) with respect to \( d_\mathcal{B} \), which we refer to as inelastic full Procrustes means. In particular, the leading eigenfunction \( \psi_1 = \mathcal{E}_1 \) of an eigendecomposition of \( \Sigma \) yields an inelastic full Procrustes mean \( (\mu_\mathcal{B}) \) of \( \mathcal{B} \) with SRV-transform \( \psi_1 = \Psi(\mu_\mathcal{B}) \). It is unique if \( \lambda_1 \) has multiplicity 1. The variance of \( (B) \) is \( \sigma_\mathcal{B}^2 = \mathbb{E}(d_\mathcal{B}^2((\mu_\mathcal{B}), (B))) = 1 - \lambda_1 \).

Motivated by Proposition 3.2, we propose to estimate \( \psi_1 \) as leading eigenfunction \( \mathcal{E}_1 \) obtained by Hermitian covariance smoothing in Section 3.3, as part of the estimation procedure of \( \psi_1 \). However, before that we first address the question of how it is still possible to work with derivative-based SRV-curves even in the sparsely observed setting so common in practice.

### 3.2 The square-root-velocity representation in a sparse/irregular setting

In practice, the shape of an (oriented) plane curve is observed via a vector \( b = (b_0, \ldots, b_{n_0})^T \in \mathbb{C}^{n_0+1} \) of points, which can be considered evaluations \( \beta^*(t_j^*) = b_j \) of some continuous parameterization \( \beta^*: [0, 1] \rightarrow \mathcal{C} \) of the curve at arbitrary time points \( t_0^* < \cdots < t_{n_0}^* \). However, fixing the time grid, the derivatives \( \beta^*(t_j^*) \) are not observable. Instead, evaluations of an SRV-transform describing the curve can be directly obtained from the finite differences \( \Delta_j = b_j - b_{j-1} \), if the curve segments \( \beta^*(t_j^*) \subset \mathcal{C} \) between the observed points in \( b \) have no edges or loops:

**Theorem 3** (Feasible sampling). If \( \beta^* \) is continuous and \( \beta^* : (t_{j-1}^*, t_j^*) \rightarrow \mathcal{C} \) is injective and continuously differentiable with \( \beta^*(t) \neq 0 \) for all \( t \in (t_{j-1}^*, t_j^*) \), for \( j = 1, \ldots, n_0 \), then for any time points \( 0 < t_1 < \cdots < t_{n_0} < 1 \) and speeds \( w_1, \ldots, w_{n_0} > 0 \), there exists a \( \gamma \in \Gamma \) such that

\[
q(t_j) = w_j^{1/2} \left( \beta^*(t_j^*) - \beta^*(t_{j-1}^*) \right) = w_j^{1/2} \varDelta_j \quad (j = 1, \ldots, n_0)
\]

for the SRV-transform \( q \) of \( \beta = \beta^* \circ \gamma \).

We call a vector of sampling points \( b \) of a curve feasible if the conditions of Lemma 3 hold. This is always fulfilled if there is a \( \beta^* \in (\beta) \) such that \( \beta^* \) is continuously differentiable with non-vanishing derivative on all \((0, 1)\) and, in particular, if it describes an embedded one-dimensional differentiable submanifold of \( \mathbb{R}^2 \). If, instead, the curve has edges, they must be contained in \( b \), as well as a point inside of each loop (i.e. within each closed curve segment).

Note that while discrete observations often result in approximate derivative computations, Theorem 3 ensures that the derivative-based SRV-transform can be exactly recovered on a desired grid - up to a re-parameterization not essential in an analysis invariant to re-parameterization. Selected time points \( t_1 < \cdot \cdot \cdot < t_{n_0} \) and speeds \( w_1, \ldots, w_{n_0} > 0 \) implicitly determine the parameterization. In principle, they could be arbitrarily selected due to parameterization invariance of the analysis, but with regard to mean estimation it is desirable to initialize them in a coherent way. Without any prior knowledge, constant speed parameterization of underlying curves \( \beta^* \) presents a canonical choice. To approximate this, we borrow from constant speed parameterization of the sample polygon with vertices \( b \), implying a piece-wise constant SRV-transform \( q(t) = \sum_{j=1}^{n_0} q_j 1_{[s_j-1, s_j]}(t) \) of \( \beta \) with \( \text{SRVs} \ q_j = \Delta_j |\Delta_j|^{-1/2} L(\beta)^{-1/2} \),

with \( L(\beta) = \sum_{j=1}^{n_0} |\Delta_j| \) the length of the polygon. The nodes \( s_j = \sum_{i=1}^{j} |\Delta_i| / L(\beta) \) indicate the vertices \( \beta(s_j) = b_j, j = 0, \ldots, n_0 \). In accordance with that, we set \( q(t_j) = q_j \) and select time points \( t_j = (s_j + s_{j-1})/2 \) in the center of the edges, for \( j = 1, \ldots, n_0 \). Depending on the context other choices might be preferable, but we generally expect this choice to imply reasonable starting parameterizations.

### 3.3 Estimating elastic full Procrustes means via Hermitian covariance smoothing

Consider a collection of sample vectors \( b_i \in \mathbb{C}^{n_0+1} \) of \( n \) curves \( \beta_i \in \mathcal{AC}^*[0, 1], \mathbb{C}, i = 1, \ldots, n \), realizations of a random plane curve shape \([B] \). For scale-invariance, sample polygons are normalized to unit-length. Moreover, the \( b_i \) are assumed feasible sampled to represent them by evaluations \( q_i(t_{ij}) = q_{ij} \) at time points \( t_{ij}, j = 1, \ldots, n_i \), of the SRV-transform \( q_i \) of \( \beta_i \) as described in the previous Section 3.2. We model an elastic full Procrustes mean \( \mu_\mathcal{B} \) of \([B] \) via the SRV-transform \( \psi \) of \( \mu \in \mathcal{AC}^*[0, 1], \mathbb{C} \) expanded as \( \psi(t) = \sum_{k=1}^{m} \theta_k f_k(t) = \theta^T \Gamma(t) \) in a basis \( \Gamma(t) = (f_1(t), \ldots, f_m(t))^T \) of functions \( f_k \in L^2([0, 1], \mathbb{R}) \), \( k = 1, \ldots, m \), with complex coefficient vector \( \theta = (\theta_1, \ldots, \theta_m)^T \in \mathbb{C}^m \). For the basis, piece-wise linear B-splines of order 1 present an attractive choice, since they have proven identifiable under warping-invariance (Steyer et al. 2022) while still implying continuity of \( \psi \) and a differentiable mean curve \( \mu \).
The idea of alternating between a) mean estimation on aligned data and b) alignment of the data to the current mean is used for estimation of landmark full Procrustes means (Dryden and Mardia (2016) p. 139) and intrinsic elastic mean curve shapes (Srivastava and Klassen (2016) p. 319). We follow a similar strategy to find an estimator $\hat{\psi}(t) = \theta^\top f(t)$ for $\psi$ but estimate an inelastic full Procrustes mean in a) and base the estimate on Hermitian covariance smoothing for irregularly/sparsely sampled curves. The covariance estimate is also used for estimating normalization and rotation alignment multipliers, which are not directly computable for sparse curve data. For warping alignment in b), we utilize the approach of Steyer et al. (2022), which has proven suitable also for irregularly/sparsely sampled curves. The single steps of the algorithm are detailed in the following and a discussion of its empirical performance is given in the next section.

**Initialize** in iteration $h = 0$ SRV-representations $q_i^{[h]}(t_{ij}) = q_i^{[0]}$ with $q_i^{[0]} = \hat{q}_i$ and $\hat{t}_{ij}^{[0]} = t_{ij}$ as in Section 3.2 for all $i, j$, and repeat the following steps for $h = 1, 2, \ldots$

I. **Covariance estimation:** We estimate the covariance surface $C^{[h]}(s, t)$ of a complex symmetric process $Q$ underlying $q_i^{[h]}, \ldots, q_i^{[h]}$ with a tensor-product estimator $\hat{C}^{[h]}(s, t) = f(s)^\top \hat{\Sigma}[h] f(t)$ with coefficient matrix $\hat{\Sigma}[h] \in \mathbb{C}^{m \times m}$. While for dense sampling, an estimate can be directly obtained from the covariance of the $(\hat{q}_i^{[h]}, f_k)$ (see Supplement), we propose Hermitian covariance smoothing as described in Section 2.3 for sparse/irregular data. This yields eigenfunctions $\hat{e}_k^{[h]}$ and eigenvalues $\hat{\lambda}_k^{[h]}$, $k = 1, \ldots, m$, of the corresponding covariance operator $\hat{\Sigma}[h]$, as well as an estimate $\hat{\varphi}^{[h]}(t) \geq 0$ of the variance of a white noise zero mean residual process $\varepsilon(t)$ at $t \in [0, 1]$, if measurement uncertainty on observations $Q(t_{ij}) + \varepsilon(t_{ij})$ is assumed.

II. **Mean estimation:** Set $\hat{\psi}[h](t) = \hat{e}_1^{[h]}(t) = \hat{\theta}^\top f(t)$ to the leading eigenfunction of $\hat{\Sigma}[h]$ obtained from the leading right eigenvector $\hat{\theta}[h]$ of $G^{-1}\hat{\Sigma}[h]$ with Gramian $G$ of $f$. This yields an inelastic full Procrustes mean estimate $[\hat{\mu}[h]] = \hat{\Psi}^{-1}(\hat{\psi}[h])$ of the curves with the current parameterization (Proposition 3), presenting the current estimate of the elastic full Procrustes mean.

III. **Rotation alignment and re-normalization:** For $u_i^{[h]} = (\hat{z}_1^{[h]}/|\hat{z}_1^{[h]}|) \hat{L}[h](\hat{\beta}_i)^{-1/2}$ with $\hat{z}_1^{[h]} = \langle \hat{e}_1^{[h]}, \hat{q}_i \rangle$, the multiplied $u_i^{[h]} \hat{q}_i^{[h]}$ has norm 1 and is rotation aligned to $\hat{\psi}[h]$. We estimate $u_i^{[h]}$ by $\hat{u}_i^{[h]}$ for $i = 1, \ldots, n$ based on the covariance estimation by plugging in conditional expectations $\hat{z}_1^{[h]} = \mathbb{E}(\hat{e}_1^{[h]}, Q) | Q(t_{ij}) + \varepsilon(t_{ij}) = \hat{q}_i^{[h]}$, $j = 1, \ldots, n_i$ under a working normality assumption, an estimation approach in the spirit of Yao et al. (2005). Expressions can be found in the Supplement.

IV. **Warping alignment:** Based on its rotation aligned SRV evaluations, the $i$th curve is (approximately) warped aligning to $\hat{\mu}[h]$ using the approach of Steyer et al. (2022), where SRV-transforms are approximated as piece-wise constant functions $\hat{q}_i^{[h]}(t) \approx \hat{q}_i^{[h]}(t)$ to find the infima of $\|\hat{\mu}[h] - \hat{q}_i^{[h]} \circ \gamma_n \hat{z}_1^{[h]} \|$ over $\gamma_1, \ldots, \gamma_n \in \Gamma$. This yields new parameterization time-points $\hat{t}_{ij}^{[h+1]}$, $j = 1, \ldots, n_i$, and corresponding SRVs $\hat{q}_i^{[h+1]} = w_i^{[h]} \hat{u}_i^{[h]} \hat{q}_i^{[h]}$, with $w_i^{[h]} > 0$ depending on the $\hat{t}_{ij}^{[h]}$ and $\hat{t}_{ij}^{[h+1]}$, passed forward to proceed with the next iteration at Step III. Details can be found in the Supplement.

Stop the algorithm when $\|\hat{\psi}^{[h]} - \hat{\psi}^{[h-1]}\|$ is below a specified threshold in Step II. An additional execution of Steps III and IV then yields rotation aligned representations of approximately unit-length curves and current time points.

### 4 Adequacy and robustness of elastic full Procrustes mean estimation in realistic curve shape data

Familiar everyday shapes offer an ideal platform for evaluation of shape mean estimation, allowing for intuitive visual assessment of results. We consider three different such datasets for investigating the performance of elastic full Procrustes mean shape estimation and comparing to it to other mean concepts: 1. handwritten digits “3” sampled at 13 landmarks each; 2. irregularly sampled spirals $\beta(t) = t \exp(13t^2)$, $t \in [0, 1]$, with random $n_i \in {17, \ldots, 22}$ sampling points per spiral or with $n_i \in {4, \ldots, 7}$ in a very sparse setting, additionally provided with small measurement errors and random rotation, translation and scaling; and 3. handwritten letters “j” extracted from the handwrit data in Ramsay and Silverman (2005), in R package shapes.
fda, comprising 20 repetitions of the letter with a total of 501 samples per curve. While we focus on one letter here for simplicity, example fits on the entire “fda” writings can be found in Figure S1 in the Online Supplement.

Based on digit3.dat, we compare our elastic full Procrustes mean estimator \( \hat{\mu}_E \) with its inelastic analog \( \hat{\mu}_C \) and with an elastic curve mean estimator \( \hat{\mu}_C \) taking shape invariances not into account (fitted with R package elastics). Moreover, we investigate fitting performance of \( \hat{\mu}_E \) for \( n = 4, 10, 30 \) observed digits in a simulation. All estimators are fitted using piece-wise constant and piece-wise linear B-splines with 13 equally spaced knots on SRV-level applying 2nd order difference penalties in the covariance estimation for \( \hat{\mu}_E \). No penalty is available for \( \hat{\mu}_C \). Figure 1 shows the estimates fitted on the first \( n = 4 \) digits in the dataset. Without warping alignment, \( \hat{\mu}_E \) does not capture the pronounced central nose in the digit “3” as distinctly as \( \hat{\mu}_C \). The difference is somewhat smaller when fitting on all \( n = 30 \) digits (not shown), yet only marginally. Since the data is roughly rotation and scaling aligned, \( \hat{\mu}_C \) is very close to \( \hat{\mu}_E \) when fitting on all digits. When fitting only on the first \( n = 4 \) digits in the data, however, \( \hat{\mu}_C \) substantially deviates, in particular for the smooth estimator using linear splines, as shown in Figure 1 (top left). This can presumably be attributed to a) \( \hat{\mu}_C \) being more affected by the one outlying “3” (top-left) than \( \hat{\mu}_E \), and b) the nose pointing into different directions depending on the handwriting. Overall, deficiencies in warping and rotation alignment tend to mask features in the curve shapes by averaging over different orientations and parameterizations, similarly to the effect of measurement error in covariates in a regression model. With missing scale alignment, the shape of the estimated mean is mainly driven by the shape of the largest curve(s) in the data. Good estimation quality is also confirmed in simulations that compare elastic full Procrustes mean estimates \( \hat{\mu}_C, l = 1, \ldots, 101 \), estimated on independently drawn bootstrap samples of the digits (with \( n = 4, 10, 30 \)), with the mean \( \mu \) estimated on the original dataset and taken as true mean.

While single mean estimates for as few curves as \( n = 4 \) might considerably deviate, the majority visually resembles \( \mu \) well, including \( \hat{\mu}_{(0.75)} \) where \( \hat{\mu}_{(a)} \) denotes the bootstrap estimator with \( \hat{\mu}_{(a)} \) the \( a \)-quantile of the distances \( d_{l} = d_E(\hat{\mu}_C, [\mu], l = 1, \ldots, 101) \). Except for two outliers, all estimates with \( n = 10 \) and \( n = 30 \) are better than \( \hat{\mu}_{(0.75)} \) for \( n = 4 \) (Figure 1 top middle).

We illustrate the role of sparsity in shape mean estimation in the spiral data with its varying level of detail over the curve (i.e. varying curvature) and random irregular grids sampled roughly at constant angle distances (Figure 1 bottom). Elastic full Procrustes mean estimates are based on piece-wise linear splines on SRV-level with 20 knots and 2nd order penalties in covariance smoothing. With a moderate number of sample points \( n_i \in \{17, \ldots, 22\} \), the estimate based on \( n = 9 \) curves regains the original spiral shape close to perfectly. Only the inner end of the spiral with the most curvature shows some deviation. With \( n_i \in \{4, \ldots, 7\} \) and \( n = 20 \), the estimator does not capture the higher curvature in the inner part of the spiral but otherwise fits its shape well despite extreme sparsity. In sparse functional data analysis, borrowing of strength across curves allows for consistent estimation of principle components based on a minimum number of sampling points \( n_i \) for each curve under mild conditions (Yao et al., 2005). However, this cannot equally be expected under shape invariances, as indicated by the fact that no shape information remains when curves are observed at \( n_i < 3 \) points, and in particular when warping-alignment can only be approximated on sparse samples. Still, we observe that bias becomes vanishingly small when the sampling points cover the curve sufficiently well. As this is often the case in real data, elastic full Procrustes mean estimation performs reliably well in practice already for comparably sparse data in our experience.

Based on \( n = 20 \) handwritten letters “f”, we compare to R package fdasrvf (Tucker, 2017), which offers state-of-the-art elastic (intrinsic, not full Procrustes) shape mean estimation for regularly and densely observed curves. To test different degrees of sparsity, we consider three scenarios with \( n_{\text{points}} = 10, 20, 30 \) sampling points per curve. For each, we draw \( l = 1, \ldots, 101 \) bootstrap samples with \( n_1 = \cdots = n_{20} = n_{\text{points}} \) points subsampled from the total recorded points of each “f” giving a higher acceptance probability to points important for curve reconstruction. This leads to datasets of sparse but still recognizable letters. For all three settings our elastic full Procrustes mean estimator is fitted using piece-wise constant B-splines with 30 equally spaced knots on SRV-level and applying a 2nd order difference penalty in the covariance estimation. This leads to polygonal means on curve level as in fdasrvf where the number of knots is, unlike in our approach, always equal to \( n_{\text{points}} \). As they estimate a different, intrinsic shape mean based on the elastic geodesic shape distance \( \rho \), a fair comparison is not possible. We thus tailor the comparison to favor fdasrvf by comparing (also our full Procrustes) to their intrinsic shape mean on the full data, and using their distance \( \rho \). Figure 1 (top right) illustrates performance based on their “true mean” \( \hat{\rho} \), estimated on the complete original data. In the very sparse \( n_{\text{points}} = 10 \) setting, differences in the mean concept are clearly dominated by the gain of using our mean estimator, which shows stable estimates gradually improving with \( n_{\text{points}} \). With more densely observed curves the differences in fitting performance become smaller and the fdasrvf implementation gains a distinct computational advantage due to quadratic increase of the design.
Figure 1: *Top left:* Different digit “3” mean curves (black: order 1, grey: order 0 B-splines on SRV-level) estimated on the first $n = 4$ sample polygons in digit3.dat shown in the bottom-right. *Top center:* Simulation results from 101-fold bootstrap samples of different sample sizes on digit3.dat. Four bootstrap estimates as examples of cases with relatively high deviations from $\mu$ (95% and for $n = 4$ also 75% distance quantiles) are depicted in the bottom and marked in the top panel (filled dots). Here, distances to $[\mu]$ are provided relative to the standard deviation $\sigma$ estimated on the original dataset (as described below in Section 5). However, in some sense, $\sigma$ is an underestimate as it does not include variation induced by irregular/sparse sampling. *Top right:* Performance comparison of our elastic full Procrustes mean and the fdasrvf elastic intrinsic mean estimator based on 101-fold bootstrap with $n_{\text{points}} = 10, 20, 30$ points sampled per letter “f”. Top shows the distribution of geodesic distances of estimated means to the overall intrinsic mean “[f] $[\mu]$” (computed with fdasrvf). For fdasrvf, three outliers for $n_{\text{points}} = 10$ and one for $n_{\text{points}} = 20$ above 0.6 are omitted for the sake of visibility. Bottom shows example means of median geodesic distance in each setting. *Bottom:* Elastic full Procrustes means estimated on the spiral samples polygons displayed to their right, in front of the original spiral (grey, dashed line).
matrix dimension in Hermitian covariance smoothing. While also in the $n_{points} = 30$ scenario fitting time remains below 1.5 minutes on a standard computer, it can dramatically increase with the numbers of knots and sampling points. In dense scenarios, we, thus, recommend utilizing an alternative covariance estimator for elastic full Procrustes mean estimation as described in the Online Supplement. Still, also in this denser setting, our approach estimating the elastic full Procrustes mean is at least as good in recovering the elastic intrinsic mean as fdasrvf which is, unlike our estimator, designed to estimate this mean.

5 Phonetic analysis of tongue shapes

The modulation of tongue shape presents an integral part of articulation (Hoole 1999). Several authors investigate the shape variation in different phonetic tasks by analyzing tongue surface contours during speech production (Stone et al. 2001; Iskarous 2005; Davidson 2006) to obtain insights into speech mechanics. They model tongue contour shapes with (penalized) B-splines fitted through points marked on the tongue surface in ultrasound or MRT images of the speaker profile. While different measures to register/superimpose the tongue contour curves are undertaken, shape and warping invariances are not explicitly incorporated into their statistical analysis so far. In particular, reducing tongue shapes to one dimensional curves over an angle as in Davidson (2006) brings the problem that the different functions (due to different tongue shapes for different sounds) extend over different angle domains, which is ignored in the analysis. We suggest elastic full Procrustes analysis to appropriately handle the inherently two-dimensional curves. This approach accounts for the lack of a coordinate system in the ultrasound image, different positioning of ultrasound devices and size differences of speakers (Procrustes analysis) as well as flexibility of the tongue muscle to adjust its shape (elastic analysis). We illustrate the approach in experimental data kindly provided by Marianne Pouplier: tongue contour shapes are recorded in an experimental setting from six native German speakers ($\mathcal{S} = \{1, \ldots, 6\}$) repeating the same set of fictitious words, such as “pada”, “pidi”, “pala” or “pili”. The words implement different combinations of two flanking vowels in $\mathcal{V} = \{a, i, a, i\}$ around a consonant in $\mathcal{C} = \{d, l, n, s\}$. Each combination is repeated multiple times by each of the speakers (1-8 times), observing tongue contour shapes formed at the central time point of consonant articulation (estimated from the acoustic signal). In total, this yields $n = 299$ sample polygons with nodes $b_i \in \mathbb{C}^m$, $i = 1, \ldots, n$, each sampled at $n_i = 29$ points from the tongue root to the tongue tip. A feature vector $X_i = (v_i, c_i, s_i)^T \in \mathcal{X} = \mathcal{V} \times \mathcal{C} \times \mathcal{S}$ identifies the word-speaker combination of the $i$th curve. We investigate the different sources of shape variability (consonants, vowel context, speakers, repetitions) by elastic Full Procrustes analysis on different levels of hierarchy. Let $[\hat{\mu}_A] \in \mathcal{B}$ denote the elastic full Procrustes mean estimated for all $i$ with $X_i \in A \subset \mathcal{X}$. Figure 2 depicts the overall shape mean $[\hat{\mu}]$, separate means $[\hat{\mu}_{\{i(v,c,s)\}}] \subset \mathcal{S}$ for the consonants $c \in \{d, s\}$ in both vowel contexts $v \in \mathcal{V}$, and speaker-word means $[\hat{\mu}_{\{i(c,v,s)\}}]$ reflecting individual articulation by speaker $s \in \mathcal{S}$. Not displayed consonants “l” and “n” yield very similar shapes as “d”. Shape means are estimated using linear B-splines on SRV level with 13 equidistant knots and a 2nd order difference penalty for the basis coefficients. Homogeneous measurement error variance is assumed. Fitting the overall mean in this setting takes about 3 minutes on a standard computer.

For quantitative assessment of the hierarchical variation structure, we consider the conditional variances $\sigma^2_A = \mathbb{E}(d^2([B], [\mu_A])) \mid X \in \mathcal{A}$ with $X$ constrained on a subset $\mathcal{A} \subset \mathcal{X}$. Motivated by $\sigma^2_A = 1 - \lambda_{A,1}$ (Proposition 3 in Section 4) with $\lambda_{A,1}$ the largest eigenvalue of the respective conditional covariance operator, we estimate $\hat{\sigma}^2_A = 1 - \lambda_{A,1}(\sum_{k=1}^m \hat{\lambda}_{A,k})^{-1}$ with $\hat{\lambda}_{A,1}, \ldots, \hat{\lambda}_{A,m}$ the positive eigenvalues of the covariance operator obtained in the final iteration of estimating $[\hat{\mu}_A]$. In a dense setting, where observations can be exactly normalized, the estimator $\hat{\sigma}^2_A = 1 - \hat{\lambda}_{A,1}$ can be used directly, since when $\|Q\| = 1$ almost surely also $\mathbb{E}(\|Q\|^2) = \sum_{k=1}^m \lambda_k = 1$. In a sparse setting, however, dividing by $\sum_{k=1}^m \hat{\lambda}_{A,k}$ in $\hat{\sigma}^2_A$ ensures non-negative variance estimates.

In analogy to standard analysis of variance, we define the coefficient of determination for $A_1$ in some decomposition $A_1 \times A_2 = \mathcal{X}$ as $R^2_{\mathcal{A}_1} = 1 - (\mathcal{X} [\hat{\sigma}^2_A])^{-1} [A_2] \sum_{a \in A_1} \hat{\sigma}^2_{(a)} x_{A_2}$ reflecting the variance reduction achieved by conditioning on the features in $A_1$. Inspecting these measures underpins the visual impression from Figure 2 although the tongue movement is induced by consonant pronunciation, the vowel context appears more dispositive for the tongue shape during articulation explaining more than half of the total variation ($R^2_{\mathcal{V} \times \mathcal{A}} = 0.68, R^2_{\mathcal{C} \times \mathcal{A}} = 0.11$), which increases only to $R^2_{\mathcal{V} \times \mathcal{C} \times \mathcal{S}} = 0.73$ when also distinguishing consonants. Comparing the different vowel contexts, we observe nearly double variation for $a \ast a$ than for $i \ast i$ with $\hat{\sigma}^2_{(a,a)} x_{\mathcal{C} \times \mathcal{S}} / \hat{\sigma}^2_{(i,i)} x_{\mathcal{C} \times \mathcal{S}} = 1.95$, which might potentially relate to different pronunciations of “a” in German dialects. When considering single word articulation of a speaker ($R^2_{\mathcal{V} \times \mathcal{C} \times \mathcal{S}} = 0.93$) about 7 percent of the variation remain as residual variance, indicating that, while there is still non-negligible intra speaker variation, the inter speaker variation is considerably higher.
Hierarchical mean tongue shapes

- overall  - word  - speaker/word  - example

\[a \ast a\]  \[i \ast i\]

root                     tip root                     tip

\[\Re(\beta)\]  \[\Im(\beta)\]

Figure 2: **Left**: schematic illustrating the tongue muscle modulation when pronouncing “isi” and “asa”. Dashed lines correspond to the respective mean shapes in the right plot. With its multiple and multi-directional fibers, the tongue muscle almost fills the entire oral cavity and can flexibly adjust its shape. In particular, not only tongue tip but also tongue root can move relatively freely. **Right**: elastic full Procrustes mean tongue shape estimates for different levels of aggregation. Tongue shapes are depicted in Bookstein coordinates, i.e. with the tongue roots at \(\beta(0) = 0\) and the tongue tips at \(\beta(1) = 1\). Each panel shows the overall mean shape in the dataset (light gray, thick long-dashed line), the vowel-consonant mean shape (black, dashed line), and speaker-wise mean shapes (dark gray, solid lines) for each combination. In each panel, original sample polygons (light red, thin lines, dots at sample points) are added for the speaker with most intra-speaker variation (which is the same speaker except for “idi”).

Recorded via ultrasound images, the shape of tongue surface contours modulo the respective invariances presents a natural object of analysis. Yet, if suitable reference landmarks allowed, the information on positioning, size, orientation and warping of the curve could also be separately investigated.

6 Discussion

While we find good performance of the proposed elastic full Procrustes mean estimator in realistic irregular/sparse curve data, future work should focus on theoretical assessment of estimation quality as well as inference. In particular, evaluation of the bias introduced by sub-optimal alignment of curves based on single discrete measurements is a topic of its own that would be of interest, as well as characterization of suitable sampling schemes where the bias is empirically negligible, which often appears to be the case in practice.

In this paper, we focus on open rather than closed curves, since the presented covariance-based estimation approach is particularly natural in this case. Constraining curves \(\beta\) to be closed, i.e. \(\beta(0) = \beta(1)\), induces the non-linear constraint \(\int_0^1 q(t)|q(t)|\,dt = 0\) on SRV-level, which prevents direct application of Proposition 3 in the estimation. To still obtain a closed mean estimator for closed observations, the presented estimator could be closed along the lines of Srivastava and Klassen (2016, Chapter 10.6.2) either post-hoc or in each step of the fitting algorithm.

As it can be analytically computed, inelastic full Procrustes analysis can also serve as a good starting point for estimating other types of shape means of plane curves. In addition, the estimated covariance structure supports estimation of inner products in sparse/irregular data scenarios, which are involved also in estimation of, e.g., other types of shape means. The presented results thus have relevance beyond the estimation of the (elastic) full Procrusted mean for plane shapes.
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A Hermitian covariance smoothing

A.1 Complex processes and rotation invariance

In the following, we detail prerequisites on linear operators and proof Theorem 1 and 2. Subsequently, Proposition 4 substantiates the relation of complex and real covariance surfaces indicated in the main manuscript.

Theorem 4. Let $\Omega$ be a compact self-adjoint operator on $\mathbb{H}$. Then there exists a sequence of countably many real eigenvalues $\lambda_1, \lambda_2, \ldots \in \mathbb{R}$ of $\Omega$ with corresponding orthogonal eigenvectors $e_1, e_2, \ldots \in \mathbb{H}$ and $\lambda_1 \geq \lambda_2 \geq \ldots$ such that $\{e_k\}_k$ (called eigenbasis of $\Omega$) is an orthonormal basis of the closure $\Omega(\mathbb{H})$ of the image of $\Omega$ and for every $x \in \mathbb{H}$

$$\Omega(x) = \sum_{k \geq 1} \lambda_k \langle e_k, x \rangle e_k.$$

Proof. Compare Rynne and Youngson (2007), Chapter 7.3. \qed

Definition 3. Let $Y$ be a random element in $\mathbb{H}$ with $\mathbb{E}(\|Y\|^2) < \infty$. Then

i) the mean element $\mu \in \mathbb{H}$ of $Y$ is defined by $\langle f, \mu \rangle = \mathbb{E}(\langle f, Y \rangle)$ for all $f \in \mathbb{H}$.

ii) the covariance operator $\Sigma : \mathbb{H} \rightarrow \mathbb{H}$ of $Y$ is defined by $\langle \Sigma(e), f \rangle = \mathbb{E}(\langle Y - \mu, f \rangle \langle e, Y - \mu \rangle)$ for all $e, f \in \mathbb{H}$.

Proposition 4. Consider $\mu$ and $\Sigma$ as above.

i) $\mu$ and $\Sigma$ are well-defined.

ii) $\Sigma$ is a nonnegative-definite (thus self-adjoint), trace-class and, hence, also compact linear operator.

Proof. i) Since $\mathbb{E}(\|Y\|^2) < \infty$, Jensen’s inequality yields $\mathbb{E}(\|Y\|) < \infty$, and therefore $\mathbb{E}(\langle f, Y \rangle) < \infty$ and also $\mathbb{E}(\langle Y - \mu, f \rangle \langle e, Y - \mu \rangle) < \infty$ for all $e, f \in \mathbb{H}$. Uniqueness of $\mu$ and $\Sigma$ follows from the Riesz Representation Theorem.

ii) Set $\mu = 0$ without loss of generality. Self-adjointness $\langle \Sigma(e), f \rangle = \mathbb{E}(\langle Y, f \rangle \langle e, Y \rangle) = \langle e, \Sigma(f) \rangle$ and nonnegative-definiteness $\langle \langle \Sigma(e), e \rangle = \mathbb{E}(\langle Y, e \rangle \langle e, Y \rangle) = \mathbb{E}(\|e, Y\|^2) \rangle$ immediately follow from the definition. $\Sigma$ is trace-class, since for an orthonormal basis $\{e_k\}_k$ of $\mathbb{H}$ it holds that

$$\sum_k \langle \Sigma(e_k), e_k \rangle = \sum_k \mathbb{E}(\|e_k, Y\|^2) = \mathbb{E}(\|Y\|^2) < \infty$$

as assumed in the definition. Trace-class operators are compact. \qed

Corollary 1. The covariance operator $\Sigma$ of $Y$ with $\mathbb{E}(\|Y\|^2) < \infty$ has an eigenbasis as described in Theorem 4.

Proof. Immediately follows from Theorem 4 and the self-adjointness and compactness of $\Sigma$ shown in Proposition 4. \qed

We proceed by proving Theorem 1 and 2 in the main manuscript characterizing the relation of the covariance of a complex process $Y$ and the covariance of the corresponding bivariate real process $Y^\prime$:

Theorem 1. For $x, y \in \mathbb{H}(T, \mathbb{C})$ and assuming $\mu = 0$ without loss of generality, $\mathbb{R}(\langle \Sigma(x) + \Omega(x), y \rangle) = \mathbb{R}(\mathbb{E}(\langle x, Y \rangle \langle Y, y \rangle + \langle Y, x \rangle \langle Y, y \rangle)) = \mathbb{R}(\mathbb{E}(2 \mathbb{R}(\langle Y, x \rangle \langle Y, y \rangle)) = 2 \mathbb{E}(\mathbb{R}(\langle Y, x \rangle \mathbb{R}(\langle Y, y \rangle)) = 2 \langle \Sigma(\kappa(x)), \kappa(y) \rangle).$ \qed
Theorem 2. From complex symmetry of \(\Sigma(Y)\) it follows that \(\Sigma(\exp(i\omega)Z_k) = \Sigma((e_k, \exp(i\omega)Y)) = \Sigma(Z_k)\), \(\langle \mu, f \rangle = \mathbb{E}(Y_f) = \mathbb{E}(-Y_f) = 0\), and \(\Omega(\varepsilon, f) = \mathbb{E}(Y, \varepsilon)(Y_f) = \mathbb{E}(-Y, \varepsilon)(Y_f) = 0\) for all \(\omega, k, e, f\), which yields the first direction of the characterization via scores and, together with Theorem[1] statement[3] and the fact that if \(Z_k\) is complex symmetric, \(\kappa(Z_k)\) has uncorrelated components with equal variance. Since \(\exp(i\omega)Y = \sum_{k \geq 1} \exp(i\omega)Z_k e_k\) almost surely if \(\mu = 0\), the second direction of the characterization via scores follows.

\[\square\]

Proposition 5. Analogous to \(\Sigma\), the bivariate covariance surface \(C(s, t)\) of \(Y = \kappa(Y)\) in \(L^2([0, 1], \mathbb{R}^2)\) is characterized by the matrix of covariance and cross-covariance surfaces

\[
C(s, t) = \begin{bmatrix}
\mathbb{E}(\Re(Y(s)) \Re(Y(t))) & \mathbb{E}(\Im(Y(s)) \Re(Y(t))) \\
\mathbb{E}(\Re(Y(s)) \Im(Y(t))) & \mathbb{E}(\Im(Y(s)) \Im(Y(t)))
\end{bmatrix}
\]

where \(\Re\) and \(\Im\) denote the real and imaginary parts. The matrix of covariance and cross-covariance surfaces is determined by the pseudo-covariance surface \(R(s, t) = \mathbb{E}(Y(s)Y(t))\) in addition to the complex covariance surface \(C(s, t)\).

\[
\frac{1}{2} \mathbb{E}(C(s, t) + R(s, t)) \quad 2 \mathbb{E}(\Re(Y(s)) \Im(Y(t))) = \frac{1}{2} \mathbb{E}(C(s, t) - R(s, t)) \quad 2 \mathbb{E}(\Re(Y(s)) \Re(Y(t)))
\]

which shows the desired form.

\[\square\]

B Elastic full Procrustes analysis

B.1 Full Procrustes analysis in the square-root-velocity framework

In the following, we start by proving Proposition[3] and use Proposition[3] to show Proposition[1] before proving Proposition[2] subsequently.

Proposition[3](1) and (2). \(d_\mathcal{B}\) defines a metric on \(\mathcal{B}\):

\[
d_\mathcal{B}((\beta_1, \beta_2)) = \inf_{u \in \mathbb{C}} \|q_1 - u q_2\|^2 = \inf_{u \in \mathbb{C}} \left[ 1 - \frac{1}{r_1 r_2} \mathbb{E}(\exp(i\omega_1)) - \mathbb{E}(\exp(i\omega_2)) \right] + \left[ \mathbb{E}(\exp(i\omega_1) - \exp(i\omega_2)) \right] - \mathbb{E}(\exp(i\omega_1) + \exp(i\omega_2))
\]

which can be simplified to

\[
d_\mathcal{B}((\beta_1, \beta_2)) = \inf_{r_1 > 0, \omega_1 \in \mathbb{R}} \left[ 1 - (r_1 r_2 \mathbb{E}(\cos(\omega_1 + \omega_2)) + r_1 r_2 \mathbb{E}(\cos(\omega_1 - \omega_2))) \right] + \left[ \mathbb{E}(\exp(i\omega_1) - \exp(i\omega_2)) \right] - \mathbb{E}(\exp(i\omega_1) + \exp(i\omega_2))
\]

which further simplifies to

\[
d_\mathcal{B}((\beta_1, \beta_2)) = \inf_{r_1 > 0, \omega_1 \in \mathbb{R}} \left[ 1 - (r_1^2 + r_2^2) \mathbb{E}(\cos(\omega_1 + \omega_2)) + r_1 r_2 \mathbb{E}(\cos(\omega_1 - \omega_2)) \right]
\]

Clearly, \(d_\mathcal{B}\) is well-defined (i.e., does not depend on the choice of \(\beta_1 \in (\beta_1)\)), symmetric, positive. It is zero if and only if \(\|q_2 - q_1\| = 1\) and, hence, \(\langle \beta_1 \rangle = \langle \int_0^1 q_1(s)q_1(s) ds \rangle = \langle q_2q_1 \int_0^1 q_2(s)q_2(s) ds \rangle = \langle \beta_2 \rangle\).

To show the triangle inequality let \((\beta_3) \in \mathcal{B}\) with \(q_3 = \Psi(\beta_3)\) and \(v^* = q_2 - q_1\). Then \(d_\mathcal{B}((\beta_1), (\beta_3)) = \inf_{u \in \mathbb{C}} \|q_1 - u q_3\| \leq \inf_{u \in \mathbb{C}} \|v^* q_2 - u q_3\| \leq \inf_{u \in \mathbb{C}} \|v^* q_2 - u q_3\| = d_\mathcal{B}((\beta_1), (\beta_2)) + d_\mathcal{B}((\beta_2), (\beta_3))\).

This shows i. ii) directly follows from (3), since \(\exp(-i\omega_2) = \langle q_1, q_2 \rangle / \langle q_1, q_2 \rangle\).
**Corollary 2** (Feasible sampling). Let \( \gamma_0 = \inf \{ q \} \) for all \( x \in \mathbb{Y}_1 \) by all connecting the points \( [q, \dot{\gamma}] \). Then, there exists a \( \gamma \) due to \( \lambda_k \leq \lambda_1 \) and \( \| y \| = 1 \), with equality attained by all \( y = \frac{\gamma}{\| \gamma \|} \) with \( x \in \mathbb{Y}_1 \). This also yields \( (\mu_G) \) and \( \sigma_G^2 \).

**Proposition 1** \( d_G \) defines a metric on \( \mathbb{F} \) and allows for the provided expression:

\[
d_G^2([\beta_1],[\beta_2]) = \inf_{u \in [0,1]} \left\{ \| q_1 - q_2 \|_2 \gamma_1 \gamma_2^1 \| \right\} = 1 - \sup_{\gamma \in \mathbb{F}} \left( q_1, q_2 \right) \gamma_1 \gamma_2^1 \| \right\}^2
\]

where \( (\ast) \) follows from isometry of rotation and warping action setting \( u = a \exp(1(\omega_2 - \omega_1)), \gamma = \gamma_2 \gamma_2^1 \); and \( (\ast \ast) \) is analogous to the proof of Proposition 3.

As \( \Gamma \) acts on \( \mathbb{F} \) by isometries, \( \inf_{\gamma \in \mathbb{F}} \| q_1 - q_2 \|_2 \gamma_1 \gamma_2^1 \| \right\} = \inf_{\gamma \in \mathbb{F}} d_G(\beta_1, \beta_2) \) is a semi-metric.

To see that it is also positive-definite, assume \( d_G^2([\beta_1],[\beta_2]) = 0 \). Consider any minimizing sequence \( \{ u_t \} \) with \( t = d_G(\beta_1, \beta_2) = \inf_{\gamma \in \mathbb{F}} \lim_{u_t \to \infty} \| q_1 - q_2 \|_2 \gamma_1 \gamma_2^1 \| \right\} . \) Then, \( \{ u_t \} \) is bounded, since \( \| u_t \|_2 \gamma_1 \gamma_2^1 \| \right\} = \inf_{\gamma \in \mathbb{F}} \| u_t q_1 \|_2 \gamma_1 \gamma_2^1 \| \right\} = \inf_{\gamma \in \mathbb{F}} \| u_t q_2 \|_2 \gamma_1 \gamma_2^1 \| \right\} \geq \| q_1 \|_2 \gamma_1 \gamma_2^1 \| \right\} \) and \( \| u_t \|_2 \gamma_1 \gamma_2^1 \| \right\} \). Hence, there is a convergent sub-sequence \( u_t \) and \( \gamma \) with \( u_t \to \infty \), \( \gamma \) is non-constant. Hence, there is a constant \( \gamma \) such that \( \beta_2 \) is assumed non-constant. Furthermore, there is a convergent sub-sequence \( \lim_{\gamma \to \infty} u_t = u \), and \( 0 = \inf_{\gamma \in \mathbb{F}} \lim_{u_t \to \infty} \| q_1 - q_2 \|_2 \gamma_1 \gamma_2^1 \| \right\} = \inf_{\gamma \in \mathbb{F}} \| q_1 - q_2 \|_2 \gamma_1 \gamma_2^1 \| \right\} \) which is known to be a metric on \( q_1 = \kappa(q_1), q_2 = \kappa(q_2) \in \mathbb{F}^2 \) \( \{ 0,1 \} \) [Bruveris, 2016]. Hence, also \( \beta_1 = \beta_2 \) which completes the proof.

**Proposition 3** In analogy to Proposition 3, \( \min_{[\beta_1],[\beta_2]} \inf_{[\gamma \in \mathbb{F}]} E \left( d_G^2([\beta_1],[\beta_2]) \right) = \min_{\| y \| = 1} E \left( 1 - \sup_{\gamma \in \mathbb{F}} \| y, Q \gamma \|_2 \right) \)

\section*{B.2 The square-root-velocity representation in a sparse/irregular setting}

**Theorem 5.** Let \( \beta : [0,1] \to \mathbb{C} \) be continuous, injective, and, for all \( t \in (0,1) \), continuously differentiable with \( \beta(t) = R \beta(t) + i \frac{\partial}{\partial t} \beta(t) \neq 0 \). Then, there exists a \( c \in (0,1) \) such that \( \beta(c) = \delta (\beta(1) - \beta(0)) \) for some \( \delta > 0 \).

**Proof.** Let \( \rho = R \circ \beta \) and \( \zeta = \Im \circ \beta \) denote the real and imaginary part of \( \beta \). Without loss of generality assume \( \beta(0) = 0 \) and \( \beta(1) = 1 \). Choose \( 0 < t_0 < t_1 < 1 \) with \( \rho(t_0) = \rho(t_1) = 0 \) such that \( \zeta(t_0) \geq \zeta(t_1) \) for all \( t \in (0,1) \) with \( \rho(t) = 0 \) and \( \zeta(t) \leq \zeta(t_1) \) for all \( t \in (0,1) \) with \( \rho(t) = 0 \). If \( \rho(t) = 0 \) for all \( t \in [t_0,t_1] \) and, hence, \( \beta(t) = 1 \zeta(t) \) within \( (t_0,t_1) \), the Mean Value Theorem directly yields existence of the desired \( c \) in \( (t_0,t_1) \). We may, thus, assume \( \rho(t) \neq 0 \) for some \( t \in [t_0,t_1] \), say, with \( \rho(t) > 0 \). Accordingly, a maximizer \( c \in (t_0,t_1) \) with \( \rho(c) = \max_{t \in [t_0,t_1]} \rho(t) > 0 \) lies in \( (t_0,t_1) \) and \( \rho(c) = 0 \), since \( \rho \) is continuously differentiable. Hence \( \beta(c) = i \zeta(c) \neq 0 \) as \( \rho \) is regular. \( t_0 \neq c \) and \( c \) all exist due to compactness/continuity arguments.

We will now assume \( \delta = \zeta(c) < 0 \) and show that this leads to a contradiction. With some upper/lower bounds \( \rho_{\sup} > \rho(c)(< 0) \) and \( \zeta_{\inf} < \min \in (0,1, \zeta(t)) \), we construct the open polygonal curve \( \alpha : [c,1] \) connecting the points \( \alpha_1 = \beta(c), \alpha_2 = \rho_{\sup} + i \zeta_{\inf}, \alpha_3 = i \zeta_{\inf} \) and \( \alpha_4 = \beta(t_0) \leq 0 \). Then \( \alpha_{t_0,c} + \alpha_{c,1} \) is a simple closed continuous curve on \( [0,1] \), hence splits \( \mathbb{C} \) into two connected components, the interior component \( \mathbb{A} \subset \mathbb{C} \) which is bounded and the exterior component \( \mathbb{U} = \mathbb{C} \setminus \mathbb{A} \) (Jordan curve theorem) where \( \mathbb{A} \) denotes the closure of \( \mathbb{A} \). The path \( \phi : [0,1] \to \mathbb{C}, r \mapsto \beta(t_1) + r \mathbb{I} \) does not intersect the boundary \( \beta([t_0,c] \cup \alpha(c,1]) = \mathbb{A} \cap \mathbb{U} \) for all \( r \geq 0 \), since, by construction, \( \zeta(t_1) > \zeta(a_k) \) for \( k = 2, \ldots, 4 \) and, for all \( t \in [t_0,c] \) with \( \rho(t) = 0 \), \( \zeta(t) \geq \zeta(t_1) \geq c, t_1 < t_1 \) and \( \beta \) injective. Thus, \( 
abla \phi \) lies entirely in \( \mathbb{A} \) or in \( \mathbb{U} \). Since \( \mathbb{A} \) is bounded, the path and, in particular, \( \phi(0) = \beta(t_1) \in \mathbb{U} \). Due to the construction of \( \alpha \) and injectivity of \( \beta \) that do not permit intersection of the boundary (Jordan curve), \( \beta(t) \) lies in \( \mathbb{A} \) for all \( t > c \) if it lies within \( \mathbb{A} \) for some \( t > c \). This makes the local behavior at \( c \) crucial. Thus, the assumption of \( \zeta(c) < 0 \) entails \( \beta(t) \in \mathbb{A} \) for some \( t > 0 \) yields, in particular, \( \beta(t_1) \in \mathbb{A} \) and, hence, the desired contradiction.

**Corollary 2** (Feasible sampling). If \( \beta^* : [0,1] \to \mathbb{C} \) is continuous and \( \beta^* : (t_{j-1},t_j) \to \mathbb{C} \) continuously differentiable for \( j = 1, \ldots, n_0 \) with non-vanishing derivative, then for any points \( 0 < t_1 < \cdots < t_{n_0} < 1 \) and speeds \( u_1, \ldots, u_{n_0} > 0 \), there exists a \( \gamma \in \Gamma \) such that the SRV-transform \( q \) of \( \beta = \beta^* \circ \gamma, q(t_j) = w_j^* (\beta^*(t_j) - \beta^*(t_{j-1})) = w_j^* 1/2 \Delta_j \) for all \( j = 1, \ldots, n_0 \).
Proof. Since this is a local property, it suffices to consider the case of \( n_0 = 1 \) and \( t'_0 = 0 \). By Theorem 5 there exists \( c \in (0, 1) \) with \( \tilde{\beta}(c)^* = a \Delta_1 \) for some \( a > 0 \). Choose \( \gamma \in \Gamma \) such that \( \gamma(t_1) = c \) and \( \tilde{\gamma}(t_1) = w_1 a^{-2} \). Then, \( q(t_j) = \beta^* \circ \gamma(t_j) \gamma(t_j)^{1/2} = a \Delta_1 w_1^{1/2} a^{-1} = w_1^{1/2} \Delta_1 \) for all \( j = 1, \ldots, n_0 \).

B.3 Estimating elastic full Procrustes means via Hermitian covariance smoothing

In the following, we provide additional details for three steps in our proposed elastic full Procrustes mean estimation algorithm. We commence with proposing a more efficient covariance estimation procedure for data with densely observed curves and continue with a discussion of conditional complex Gaussian processes in Proposition 6 underlying our estimation of length and optimal rotation of curves. Finally, we detail the warping alignment strategy proposed for the re-parameterization step.

Covariance estimation for densely observed curves: If curves \( y_1, \ldots, y_n \), are sampled densely enough, covariance estimation can be achieved computationally more efficiently than by Hermitian covariance smoothing. In fact, for say \( n_1 > 1000 \) samples per curve and \( m \) basis functions \( f = (f_1, \ldots, f_m)^T \) for each margin, setting up the joint \( \left( \sum_{i=1}^n \nu_i^2 \right) \times (n^2 \pm m)/2 \) design matrices for tensor-product covariance smoothing may also cause working memory shortage. Using the notation of Section 2.2, we obtain a tensor-product covariance estimator \( C(s, t) = f(s) \tilde{F}(f(t)) \) of the same form by setting \( \hat{\Sigma} = \hat{\Sigma} \odot \hat{\Gamma} \) to the empirical
covariance matrix of complex coefficient vectors \( \hat{\theta}_l = (\hat{\theta}_{l1}, \ldots, \hat{\theta}_{lm})^T \in \mathbb{C}^m \) of basis representations \( y_i(t) \approx \sum_{k=1}^m \hat{\theta}_{lk} f_k(t) \) for \( i = 1, \ldots, n \). Partitioning the data into \( N_1 \cup \cdots \cup N_N = \{1, \ldots, n\} \) subsets for computational efficiency (which might simply be given by \( N_i = \{i\} \)), the estimators \( \hat{\theta}_l \) are fit by minimizing the penalized least-squares criterion

\[
\text{PLS}(\hat{\theta}_{l\mathbb{R}}, \hat{\theta}_{l\mathbb{I}}) = \sum_{i \in N_l} \sum_{j=1}^{n_1} \frac{(y_{ij} - \hat{\theta}_{l\mathbb{R}} f(t_{ij}) - i \hat{\theta}_{l\mathbb{I}} f(t_{ij}))^2}{2} + \eta \hat{\theta}_{l\mathbb{R}}^\top P \hat{\theta}_{l\mathbb{R}} + \eta \hat{\theta}_{l\mathbb{I}}^\top P \hat{\theta}_{l\mathbb{I}}
\]

with \( \hat{\theta}_{l\mathbb{R}} = \Re(\hat{\theta}_l) \) and \( \hat{\theta}_{l\mathbb{I}} = \Im(\hat{\theta}_l) \), for \( l = 1, \ldots, N \). In principle, real and imaginary parts can be separately fit with the same smoothing parameter \( \eta \geq 0 \) in both parts to achieve rotation invariant penalization. As in Section 2.2, we use the mgcv framework for fitting (Wood, 2017) using restricted maximum likelihood (REML) estimation for \( \eta \). To speed up computation, \( \eta \) can be estimated only on \( N_1 \) and fixed for \( l = 2, \ldots, N \), or set to \( \eta = 0 \) if no measurement error is assumed or no penalization is desired. The residual variance yields a constant estimate for \( \tau^2 \). Using for instance mgcv’s “gaulss” family, a smooth estimator \( \hat{\tau}^2(t) \) could be obtained as well but is not detailed here.

Rotation and length estimation: As proposed by Yao et al. (2005) for predicting scores in functional principal component analysis, we propose to use conditional expectations under a working normality assumption to incorporate the covariance structure of the data into estimation of inner products and quadratic terms. These are used for predicting basis coefficients of a curve (Proposition 6iii Equation (5)), its optimal rotation to the mean (6), its length (7), and its distance from the mean (8) or another given curve. We provide required conditional expectations covering both the case of a positive white noise error variance \( \tau^2(t) > 0 \) and of no white noise error error \( \tau^2(t) = 0 \) for each time point \( t \). The distinction runs through all formulations and reading might be more convenient when assuming either of the cases is always fulfilled.

Proposition 6 (Conditional Gaussian process). Consider a random element \( Y \) in a complex Hilbert space \( \mathbb{H} \) of functions \( \mathcal{T} \to \mathbb{C} \) defined on some set \( \mathcal{T} \). Assume \( Y = \sum_{k=1}^m Z_k e_k \) finitely generated with probability one from a finite set \( e(t) = (e_1(t), \ldots, e_m(t))^T \) of functions \( e_k \in \mathbb{H} \) with regular Gramian \( G = \{ (e_k, e_k') \}_{k,k'} \in \mathbb{C}^{m \times m} \) and with \( Z = (Z_1, \ldots, Z_m)^T \) following a complex symmetric multivariate normal distribution with positive-definite covariance matrix \( \Lambda \). Let further denote \( \varepsilon \) an uncorrelated complex symmetric error process on \( \mathcal{T} \) with variance function \( \tau^2 : \mathcal{T} \to \mathbb{R} \). We consider a sequence of \( n_+ \) points \( t_1, \ldots, t_{n_+} \in \mathcal{T} \) and values \( y_1, \ldots, y_{n_+} \in \mathbb{C} \) with \( \tau^2(t_1), \ldots, \tau^2(t_{n_+}) = 0 \) and \( \tau^2(t_{n+1}), \ldots, \tau^2(t_{n+n_-}) > 0 \). Write \( E = (e_k(t_j))_{jk} = (E^0, E^1)^T \) for the \( n_+ \times m \) design matrix of function evaluations subdivided into \( E_0 \in \mathbb{C}^{n_0 \times m} \) and \( E_+ \in \mathbb{C}^{n_+ \times m} \) containing the evaluations with zero and positive error variance, respectively, and analogously \( y = (y_1, \ldots, y_{n_+})^T = (y^0, y^1)^T \) for the values and \( \mathbf{T}_+ = \text{Diag}(\tau^2(t_1), \ldots, \tau^2(t_{n_-+})) \) for the diagonal \( n_+ \times n_+ \) noise covariance matrix. Let \( \text{rank}(E_0) \) denote the rank of \( E_0 \) and \( Q = (M, N) \) be an \( m \times m \) Hermitean matrix such that \( M \) is \( m \times m_0 \) and \( N \) spans the null space of \( E_0 \). \( Q \) is obtained, e.g., by the QR-decomposition \( E_0^T = QR \). By convention, matrices are set to \( 0 \) if their rank is zero (i.e., if \( m = \text{rank}(E_0) \), \( n_0 = 0 \), or \( n_+ = 0 \), respectively).

Conditioning on \( Y(t_j) + \varepsilon(t_j) = Z^\top e(t_j) + \varepsilon(t_j) = y_j \) for \( j = 1, \ldots, n_+ \) we obtain:
i) $Z = Z_+ + z_0$ is split into a random part $Z_+$, a constrained to the linear subspace span($N$) spanned by $N$, with $Z_+$ a complex random vector of length $m - r_0$, and a deterministic part $z_0 = M(M^*E_0E_0^*)^{-1}M^*E_0^*y_0$. In fact, under the given assumptions $z_0 = M(M^*E_0E_0^*)^{-1}y_0$ with probability one, but the generalized inverse is robust with respect to the case where $y_0 \notin \text{span}(E_0)$, i.e. where no measurement error is assumed but the curve cannot be exactly fit by the chosen basis.

ii) $\tilde{Z}_+$ follows a complex normal with covariance $S = \left(N^* \left(E_0^*T_+^{-1}E_0 + \Lambda^{-1}\right)N\right)^{-1}$, mean $\tilde{z}_+ = S N^* \left(E_0^*T_+^{-1}(y_+ - E_0^*z_0) - \Lambda^{-1}z_0\right)$ and zero pseudo-covariance.

iii) For $x \in \mathbb{H}$ and $g_x = ((e_1, x), \ldots, (e_m, x))$, this provides conditional means

$$
\tilde{z} = \mathbb{E}(Z | Y(t_j) + \epsilon(t_j) = y_j, j = 1, \ldots, n_+) = Nz_+ + z_0 \quad (5)
$$

$$
\mathbb{E}(\|(Y_x)\|^2 | Y(t_j) + \epsilon(t_j) = y_j, j = 1, \ldots, n_+) = \tilde{z}_+^*g_x \quad (6)
$$

$$
\mathbb{E}(\|Y_x\|^2 | Y(t_j) + \epsilon(t_j) = y_j, j = 1, \ldots, n_+) = \text{tr}(S G) + \tilde{z}_+^*G\tilde{z}_+ \quad (7)
$$

Proof. The computation is analogous to the real case. Defining $Y = (Y(t_1), \ldots, Y(t_n))^\top$, i.e. $Y = EZ$, and $\epsilon = (\epsilon(t_1), \ldots, \epsilon(t_n))^\top$, the distribution of $Z = Q^*Z = (M^*Z, N^*Z)^\top = (\tilde{Z}_0^*, \tilde{Z}_+^*)$ conditional on $Y + \epsilon = y$ has a density proportional to

$$
p_Z(\tilde{z} | Y + \epsilon = y) \propto p_{\tilde{Z}_+Y + \epsilon}(\tilde{z}, Y + \epsilon) \propto p_{\tilde{Z}_+}(\tilde{z}) \propto \exp \left(-\frac{1}{2} \tilde{z}_+^*Q^*\Lambda^{-1}Q\tilde{z}_+\right).
$$

Using the above and conditional expectation, we get

$$
\mathbb{E}(\|(Y_x)\|^2 | Y(t_j) + \epsilon(t_j) = y_j, j = 1, \ldots, n_+) = \tilde{z}_+^*g_x \quad (6)
$$

$$
\mathbb{E}(\|Y_x\|^2 | Y(t_j) + \epsilon(t_j) = y_j, j = 1, \ldots, n_+) = \text{tr}(S G) + \tilde{z}_+^*G\tilde{z}_+ \quad (7)
$$

Solving $y_0 = E_0Q\tilde{z}_+ = E_0M\tilde{z}_0$ for $\tilde{z}_0$ yields (5) and shows i). Deriving the kernel of a Gaussian, the remainder of the computation shows ii). In iii), (5) and (6) follow directly by linearity and (7) from covariance decomposition (omitting conditions for brevity):

$$
\mathbb{E}(\|Y\|^2) = \mathbb{E}\left(\sum_{k=1}^m Z_k e_k, \sum_{k=1}^m Z_k^* e_k\right) = \mathbb{E}(Z^* GZ) = \mathbb{E}(\text{tr}(ZZ^* G)) \quad \text{linearity}
$$

$$
\mathbb{E}(\|Y\|^2) = \mathbb{E}(\|Z\|^2) = \text{tr}\left(\mathbb{E}(ZZ^*) G\right) = \text{tr}\left(\left(\text{Var}(Z) + \mathbb{E}(Z)\mathbb{E}(Z)^*\right) G\right) \quad \text{ii) \ tr}(S G) + \tilde{z}_+^*G\tilde{z}_+.
$$

The computation for (5) is analogous.

**Warping alignment:** Generally, we consider it advisable to base warping alignment of the $i$th curve directly on its original SRV-evaluations $q_i^{[1]}, \ldots, q_i^{[m]}$, but, when considerable measurement error presents an issue, it might also be useful to employ a smoothed reconstruction $\tilde{q}_i : [0, 1] \to \mathbb{C}$ of the SRV-transform
in the assumed basis. Based on the working normality assumption used also for length and rotation estimation, such a reconstruction is obtained as 

\[ \hat{q}^i_h(t) \approx \hat{z}^i_h / \|\hat{z}^i_h\| \hat{e}^h(t) \] 

with \( \hat{z}^i_h = (z_{i1}, \ldots, z_{in})^T \) the predicted score vector for the eigenbasis \( \hat{e}^h = (\hat{e}_1^h, \ldots, \hat{e}_m^h)^T \).

Following Steyer et al. (2022), warping alignment to \( \hat{\mu}^h \) is conducted using another, polygonal approximation of the curve given by a piece-wise constant approximation \( \hat{q}^i_h \in L^2([0,1], \mathbb{C}) \) of \( \hat{q}^i_h \). With a hyper-parameter \( \rho \in [0,1] \), we control the balance between original \( \hat{q}^i_h \) (for \( \rho = 0 \)) and smoothed reconstruction \( \tilde{q}_i \) (for \( \rho = 1 \)) and set \( \hat{q}^i_h \) = \( \hat{z}^i_h \left( \rho \hat{q}^i_h(t_{ij}) + (1 - \rho) \hat{q}^i_h \right) \) at nodes \( s_{ij}^h = 0, s_{ij}^h = 2t_{ij} - s_{ij-1} \), \( j = 1, \ldots, n \). This defines \( \hat{q}^i_h(t) = \sum_{j=1}^{n} \hat{q}^i_h 1_{[s_{ij-1},s_{ij})}(t) \) already rotated by \( \hat{z}^i_h \).

Warping alignment to \( \hat{\mu}^h \) is achieved for \( i = 1, \ldots, n \) by finding an optimal \( \hat{q}^i_\ast \in L^2([0,1], \mathbb{C}) \) with

\[ \| \hat{q}^i_\ast - \hat{\mu}^h \| \leq \| \hat{q}^i_h \circ \gamma \|^{1/2} - \| \hat{\mu}^h \| \] 

for all \( \gamma \in \Gamma \) (9)

where the polygon approximation yields a practically feasible optimization problem and has proven suitable for sparse/irregular curves (Steyer et al. 2022). As shown by Steyer et al. (2022), the optimizers of (9) have the form \( \hat{q}^i_\ast(t) = \sum_{j=1}^{n} w_i(t) \hat{q}^i_h 1_{[s_{ij-1},s_{ij})}(t) \) almost-everywhere, where, denoting \( a_+ = \max\{a,0\} \) for \( a \in \mathbb{R} \), the functions \( w_i : [0,1] \to \mathbb{R} \) are given by \( w_i^2(t) = (s_{ij}^h - s_{ij-1}^h) \mathbb{R} \left( \hat{\mu}^h(t) \hat{q}^i_h \right) \left( \hat{q}^i_\ast(t) \right)^2 + \int_{s_{ij-1}}^{s_{ij}} \mathbb{R} \left( \psi^h(t) \hat{q}^i_\ast(t) \right)^2 \) for \( t \in [s_{ij-1},s_{ij}) \), and fully determined by the warped time points

\[ (s_{i1}^{h+1}, \ldots, s_{in}^{h+1}) = \arg \max_{0 = s_{i0} \leq \ldots \leq s_{in} = 1} \sum_{j=1}^{n} \left( (s_{ij}^h - s_{ij-1}^h) \int_{s_{ij-1}}^{s_{ij}} \mathbb{R} \left( \psi^h(t) \hat{q}^i_\ast(t) \right)^2 + dt \right)^{1/2} \]

If \( s_{ij}^h = s_{ij-1}^{h+1} \) for some \( j \), there is a minimizing sequence of functions of the form given for \( \hat{q}^i_\ast \). After optimization over the \( s_{ij}^h \) with R package elastics (Steyer 2021), we set new \( t_{ij}^{h+1} = (s_{ij}^h + s_{ij}^{h+1})/2 \) and \( q_{ij}^{h+1} = w_i^* q_{ij}^h \) with \( w_i^* = \int_{t_{ij}^h}^{t_{ij}} \mathbb{R} \left( \psi^h(t) \hat{q}^i_\ast(t) \right)^2 + dt \) for \( s_{ij}^h > s_{ij}^{h+1} \). If \( s_{ij}^h > s_{ij}^{h+1} \) and omit double time points for \( j = 1, \ldots, n \). The chosen time-points hereby approximate \( t_{ij}^{h+1} \approx t_{ij}^{i}\) \( i = (s_{ij}^h, s_{ij}^{h+1}) \) with \( w_i(t_{ij}^i) = w_{ij}^* \) existing by the Mean Value Theorem.

C Adequacy and robustness of elastic full Procrustes mean estimation in realistic curve shape data

While we focus on the first letter “f” in our simulation studies, Figure 3 exemplifies elastic full Procrustes mean estimation on the entire “fda” handwritings contained in the dataset handwrit.dat in the R package fda (Ramsay and Silverman 2005). To visualize different degrees of sparsity, means are fitted after subsampling recorded points to \( n_i = n_{\text{points}}, i = 1, \ldots, n, n = 20 \), random sampling points for each curve placing higher acceptance probability on points more important for curve reconstruction, as illustrated in the bottom of the figure. Means are fitted using piece-wise constant 0 order B-splines with 70 knots applying a 2nd order difference penalty in the Hermitian covariance estimation. This results in a nice gradual evolution from a rough “fda” approximation for \( n_{\text{points}} = 21 \) to a detailed handwritten “fda” for \( n_{\text{points}} = 71 \).
Figure 3: Top: Elastic full Procrustes means estimated over 20 handwritten “fda”s sampled with different degrees of sparsity. Bottom: Underlying datasets with 20 curves from the handwrit.dat dataset subsampled with higher acceptance probability on points important for curve reconstruction. Points sampled for each curve are connected by light-grey lines.