EfficientFCN: Holistically-guided Decoding for Semantic Segmentation
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Abstract. Both performance and efficiency are important to semantic segmentation. State-of-the-art semantic segmentation algorithms are mostly based on dilated Fully Convolutional Networks (dilatedFCN), which adopt dilated convolutions in the backbone networks to extract high-resolution feature maps for achieving high-performance segmentation performance. However, due to many convolution operations are conducted on the high-resolution feature maps, such dilatedFCN-based methods result in large computational complexity and memory consumption. To balance the performance and efficiency, there also exist encoder-decoder structures that gradually recover the spatial information by combining multi-level feature maps from the encoder. However, the performances of existing encoder-decoder methods are far from comparable with the dilatedFCN-based methods. In this paper, we propose the EfficientFCN, whose backbone is a common ImageNet pretrained network without any dilated convolution. A holistically-guided decoder is introduced to obtain the high-resolution semantic-rich feature maps via the multi-scale features from the encoder. The decoding task is converted to novel codebook generation and codeword assembly task, which takes advantages of the high-level and low-level features from the encoder. Such a framework achieves comparable or even better performance than state-of-the-art methods with only \(1/3\) of the computational cost. Extensive experiments on PASCAL Context, PASCAL VOC, ADE20K validate the effectiveness of the proposed EfficientFCN.
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1 Introduction

Semantic segmentation or scene parsing is the task of assigning one of the predefined class labels to each pixel of an input image. It is a fundamental yet challenging task in computer vision. The Fully Convolutional Network (FCN)\textsuperscript{[15]}, as shown in Fig. 1(a), for the first time demonstrates the success of exploiting a fully convolutional network in semantic segmentation, which adopts a DCNN as
Fig. 1: Different architectures for semantic segmentation. (a) the original FCN with output stride (OS)=32. (b). DilatedFCN based methods sacrifice efficiency and exploit the dilated convolution with stride 2 and 4 in the last two stages to generate high-resolution feature maps. (c) Encoder-Decoder methods employ the U-Net structure to recover the high-resolution feature maps. (d) Our proposed EfficientFCN with codebook generation and codeword assembly for high-resolution feature upsampling in semantic segmentation.

the feature encoder (i.e., ResNet[9]) to extract high-level semantic feature maps and then applies a convolution layer to generate the dense prediction. For the semantic segmentation, high-resolution feature maps are critical for achieving accurate segmentation performance since they contain fine-grained structural information to delineate detailed boundaries of various foreground regions. In addition, due to the lack of large-scale training data on semantic segmentation, transferring the weights pre-trained on ImageNet can greatly improve the segmentation performance. Therefore, most state-of-the-art semantic segmentation methods adopt classification networks as the backbone to take full advantages of ImageNet pre-training. The resolution of feature maps in the original classification model is reduced with consecutive pooling and strided convolution operations to learn high-level feature representations. The output stride of the final feature map is 32 (OS=32), where the fine-grained structural information is discarded. Such low-resolution feature maps cannot fully meet the requirements of semantic segmentation where detailed spatial information is needed. To tackle this problem, many works exploit dilated convolution (or atrous convolution) to
enlarge the receptive field (RF) while maintaining the resolution of high-level feature maps. State-of-the-art dilatedFCN based methods\cite{24,2,25,8,26} (shown in Fig. 1(b)) have demonstrated that removing the downsampling operation and replacing convolution with the dilated convolution in the later blocks can achieve superior performance, resulting in final feature maps of output stride 8 (OS=8). Despite the superior performance and no extra parameters introduced by dilated convolution, the high-resolution feature representations require high computational complexity and memory consumption. For instance, for an input image with 512×512 and the ResNet101 as the backbone encoder, the computational complexity of the encoder increases from 44.6 GFlops to 223.6 GFlops when adopting the dilated convolution with the strides 2 and 4 into the last two blocks.

Alternatively, as shown in Fig. 1(c), the encoder-decoder based methods (e.g. \cite{18}) exploit using a decoder to gradually upsample and generate the high-resolution feature maps by aggregating multi-level feature representations from the backbone (or the encoder). These encoder-decoder based methods can obtain high-resolution feature representations efficiently. However, on one hand, the fine-grained structural details are already lost in the topmost high-level feature maps of OS=32. Even with the skip connections, lower-level high-resolution feature maps cannot provide abstractive enough features for achieving high-performance segmentation. On the other hand, existing decoders mainly utilize the bilinear upsampling or deconvolution operations to increase the resolution of the high-level feature maps. These operations are conducted in a local manner. The feature vector at each location of the upsampled feature maps is recovered from a limited receptive filed. Thus, although the encoder-decoder models are generally faster and more memory friendly than dilatedFCN based methods, their performances generally cannot compete with those of the dilatedFCN models.

To tackle the challenges in both types of models, we propose the EfficienFCN (as shown in Fig. 1(d)) with the Holistically-guided Decoder (HGD) to bridge the gap between the dilatedFCN based methods and the encoder-decoder based methods. Our network can adopt any widely used classification model without dilated convolution as the encoder (such as ResNet models) to generate low-resolution high-level feature maps (OS=8). Such an encoder is both computationally and memory efficient than those in DilatedFCN model. Given the multi-level feature maps from the last three blocks of the encoder, the proposed holistically-guided decoder takes the advantages of both high-level but low-resolution (OS=32) and also mid-level high-resolution feature maps (OS=8, OS=16) for achieving high-level feature upsampling with semantic-rich features. Intuitively, the higher-resolution feature maps contain more fine-grained structural information, which is beneficial for spatially guiding the feature upsampling process; the lower-resolution feature maps contain more high-level semantic information, which are more suitable to encode the global context effectively. Our HGD therefore generates a series of holistic codewords in a codebook to summarize different global and high-level aspects of the input image from the
low-resolution feature maps (OS=32). Those codewords can be properly assembled in a high-resolution grid to form the upsampled feature maps with rich semantic information. Following this principle, the HGD generates assembly coefficients from the mid-level high-resolution feature maps (OS=8, OS=16) to guide the linear assembly of the holistic codewords at each high-resolution spatial location to achieve feature upsampling. Our proposed EfficientFCN with holistically-guided decoder achieves high segmentation accuracy on three popular public benchmarks, which demonstrate the efficiency and effectiveness of our proposed decoder.

In summary, our contributions are as follows.

– We propose a novel holistically-guided decoder, which can efficiently generate the high-resolution feature maps considering holistic contexts of the input image.
– Because of the light weight and high performance of the proposed holistically-guided decoder, our EfficientFCN can adopt the encoder without any dilated convolution but still achieve superior performance.
– Our EfficientFCN achieves competitive (or better) results compared with the state-of-the-art dilatedFCN based methods on the PASCAL Context, PASCAL VOC, ADE20K datasets, with 1/3 fewer FLOPS.

2 Related Work

In this section, we review recent FCN-based methods for semantic segmentation. Since the successful demonstration of FCN [15] on semantic segmentation, many methods were proposed to improve the performance the FCN-based methods, which mainly include two categories of methods: the dilatedFCN-based methods and the encoder-decoder architectures.

DilatedFCN. The Deeplab V2 [2,3] proposed to exploit dilated convolution in the backbone to learn a high-resolution feature map, which increases the output stride from 32 to 8. However, the dilated convolution in the last two layers of the backbone adds huge extra computation and leaves large memory footprint. Based on the dilated convolution backbone, many works [26,5,6,7] continued to apply different strategies as the segmentation heads to acquire the context-enhanced feature maps. PSPNet [28] utilized the Spatial Pyramid Pooling (SPP) module to increase the receptive field. EncNet [25] proposed an encoding layer to predict a feature re-weighting vector from the global context and selectively high-lights class-dependent feature maps. CFNet [26] exploited an aggregated co-occurrence feature (ACF) module to aggregate the co-occurrence context by the pair-wise similarities in the feature space. Gated-SCNN[20] proposed to use a new gating mechanism to connect the intermediate layers and a new loss function that exploits the duality between the tasks of semantic segmentation and semantic boundary prediction. DANet [5] proposed to use two attention modules with the self-attention mechanism to aggregate features from spatial and channel dimensions respectively. ACNet [6] applied a dilated ResNet as the backbone and combined the encoder-decoder strategy for the observation that
the global context from high-level features helps the categorization of some large semantic confused regions, while the local context from lower-level visual features helps to generate sharp boundaries or clear details. DMNet [7] generated a set of dynamic filters of different sizes from the multi-scale neighborhoods for handling the scale variations of objects for semantic segmentation. Although these works further improve the performances on different benchmarks, these proposed heads still adds extra computational costs to the already burdensome encoder.

**Encoder-Decoder.** Another type of methods focus on efficiently acquire the high-resolution semantic feature maps via the encoder-decoder architectures. Through the upsampling operations and the skip connections, the encoder-decoder architecture [18] can gradually recover the high-resolution feature maps for segmentation. DUampling [21] designed a data-dependent upsampling module based on fully connected layers for constructing the high-resolution feature maps from the low-resolution feature maps. FastFCN [22] proposed a Joint Pyramid Upsampling (JPU) method via multiple dilated convolution to generate the high-resolution feature maps. One common drawback of these methods is that the feature at each location of the upsampled high-resolution feature maps is constructed via only local feature fusion. Such a property limited limits their performance in semantic segmentation, where global context is important for the final performance.

### 3 Proposed Method

In this section, We firstly give a thorough analysis of the classical encoder-decoder based methods. Then, to tackle the challenges in the classical encoder-decoder methods, we propose the EfficientFCN, which is based on the traditional ResNet as the encoder backbone network for semantic segmentation. In our EfficientFCN, the Holistically-guided Decoder (HGD) is designed to recover the high-resolution (OS=8) feature maps from three feature maps in the last three blocks from the ResNet encoder backbone.

#### 3.1 Overview

In state-of-the-art DCNN backbones, the high-resolution mid-level feature maps at earlier stages can better encode fine-grained structures, while the low-resolution high-level features at the later stages are generally more discriminative for category prediction. They are essential and complementary information sources for achieving accurate semantic segmentation. To combine the strengths of both features, encoder-decoder structures were developed to reconstruct high-resolution feature maps that have semantic-rich information from the multi-scale feature maps. To generate the final feature map $f_8$ of OS=8 for mask prediction, a conventional three-stage encoder-decoder first upsamples the deepest encoder feature map $f_{32}$ of OS=32 to generate OS=16 feature maps $f_{16}$. The OS=16 feature maps $e_{16}$ of the same size from the encoder is either directly concatenated as $[f_{16}; e_{16}]$ (U-Net [18]) or summed as $f_{16} + e_{16}$ followed by some $1 \times 1$ convolution
Fig. 2: Illustration of the proposed EfficientFCN model. It consists of three main components. Multi-scale feature fusion fuses multi-scale features to obtain OS=8 and OS=32 multi-scale feature maps. Holistic codebook generation results in a series of holistic codewords summarizing different aspects of the global context. High-resolution feature upsampling can be achieved by codeword assembly.

to generate the upsampled OS=16 feature maps, \( \tilde{f}_{16} \). The same upsampling + skip connection procedure repeats again for \( \tilde{f}_{16} \) to generate \( \tilde{f}_8 \). The upsampled features \( \tilde{f}_8 \) contain both mid-level and high-level information to some extent and can be used to generate the segmentation masks. However, since bilinear upsampling and deconvolution layer in the classical decoder are local operations with limited receptive field. We argue that they are incapable of exploring important global context of the input image, which are crucial for achieving accurate segmentation. Although there were some existing attempts [25, 10] on using global context to re-weight the contributions of different channels of the feature maps either in the backbone [25] or in the upsampled feature maps [10]. This strategy only scales each feature channel but maintains the original spatial size and structures. Therefore, it is incapable of generating high-resolution semantic-rich feature maps to improve the recovery of fine-grained structures. To solve this drawback, we propose a novel Holistically-guided Decoder (HGD), which decomposes the feature upsampling task into the generation of a series of holistic codewords from high-level feature maps to capture global contexts, and linearly assembling codewords at each spatial location for semantic-rich feature upsampling. Such a decoder can exploit the global contextual information to effectively guide the feature upsampling process and is able to recover fine-grained details. Based on the proposed HGD, we present the EfficientFCN (as shown in Fig. 1(d)) with an efficient encoder free of dilated convolution for efficient semantic segmentation.

3.2 Holistically-guided Decoder for Semantic-rich Feature Upsampling

To take advantages of both low-resolution high-level feature maps of size OS=32 and the high-resolution mid-level feature maps of sizes OS=8 and OS=16, since the high-level feature maps have already lost most structural details but are
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Semantic-rich to encode categorical information, we argue that recovering detailed structures from them is quite challenging and also non-necessary. Instead, we propose to generate a series of holistic codewords without any spatial order from the high-level feature maps to capture different aspects of the global context. On the other hand, the mid-level high-resolution feature maps have maintained abundant image structural information. But they are from relatively shallower layers and cannot encode accurate enough categorical features for final mask prediction. However, they would still be representative enough for guiding the linear assembly of the semantic-rich codewords for high-resolution feature upsampling. Our proposed Holistically-guided Decoder therefore contains three main components: multi-scale feature fusion, holistic codebook generation, and codeword assembly for high-resolution feature upsampling.

**Multi-scale features fusion.** Given the multi-scale feature maps from the encoder, although we can directly encode the holistic codewords from the high-level OS=32 feature maps and also directly generate the codeword combination coefficients from the mid-level OS=16 and OS=8 feature maps, we observe the fusion of multi-scale feature maps generally result in better performance. For the OS=8, OS=16, OS=32 feature maps from the encoder, we first adopt separate 1 × 1 convolutions to compress each of their channels to 512 for reducing the follow-up computational complexity, obtaining $e_{8}, e_{16}, e_{32}$, respectively. The multi-scale fused OS=32 feature maps $m_{32}$ are then obtained by downsampling $e_{8}, e_{16}$ to the size of OS=32 and concatenating them along the channel dimension with $e_{32}$ as $m_{32} = [e_{8}; e_{16}; e_{32}] \in \mathbb{R}^{1536 \times (H/32) \times (W/32)}$, where ↓ represents bilinear downsampling, [; ;] denotes concatenation along the channel dimension, and $H$ and $W$ are the input image’s height and width, respectively. We can also obtain the multi-scale fused OS=8 feature maps, $m_{8} = [e_{8}; e_{16}^{↑}; e_{32}^{↑}] \in \mathbb{R}^{1536 \times (H/8) \times (W/8)}$, in a similar manner.

**Holistic codebook generation.** Although the multi-scale fused feature maps $m_{32}$ are created to integrate both high-level and mid-level features, their small resolutions make them lose many structural details of the scene. On the other hand, because $e_{32}$ is encoded from the deepest layer, $m_{32}$ is able to encode rich categorical representations of the image. We therefore propose to generate a series of unordered holistic codewords from $m_{32}$ to implicitly model different aspects of the global context. To generate $n$ holistic codewords, a codeword base map $B \in \mathbb{R}^{1024 \times (H/32) \times (W/32)}$ and $n$ spatial weighting maps $A \in \mathbb{R}^{n \times (H/32) \times (W/32)}$ are first computed from the fused multi-scale feature maps $m_{32}$ by two separate 1 × 1 convolutions. For the bases map $B$, we denote $B(x, y) \in \mathbb{R}^{1024}$ as the 1024-d feature vector at location $(x, y)$; for the spatial weighting maps $A$, we use $A_{i} \in \mathbb{R}^{(H/32) \times (W/32)}$ to denote the $i$th weighting map. To ensure the weighting maps $A$ are properly normalized, the softmax function is adopted to normalize all spatial locations of each channel $i$ (the $i$-th spatial feature map) as

$$
\hat{A}_{i}(x, y) = \frac{\exp(A_{i}(x, y))}{\sum_{p, q} \exp(A_{i}(p, q))}
$$

(1)
The $i$-th codeword $c_i \in \mathbb{R}^{1024}$ can be obtained as the weighted average of all codeword bases $B(x, y)$, i.e.,

$$c_i = \sum_{p,q} \tilde{A}_i(p, q) B(p, q).$$

(2)

In other words, each spatial weighting map $\tilde{A}_i$ learns to linearly combine all codeword bases $B(x, y)$ from all spatial locations to form a single codeword, which captures certain aspect of the global context. The $n$ weighting maps eventually result in $n$ holistic codewords $C = [c_1, \ldots, c_n] \in \mathbb{R}^{1024 \times n}$ to encode high-level global features.

**Codeword assembly for high-resolution feature upsampling.** The holistic codewords can capture various global contexts of the input image. They are perfect ingredients for reconstructing the high-resolution semantic-rich feature maps as they are encoded from the high-level features $m_{32}$. However, since their structural information have been mostly removed during codeword encoding, we turn to use the OS=8 multi-scale fused features $m_8$ to predict the linear assembly coefficients of the $n$ codewords at each spatial location for creating a high-resolution feature map. More specifically, we first create a raw codeword assembly guidance feature map $G \in \mathbb{R}^{1024 \times (H/8) \times (W/8)}$ to predict the assembly coefficients at each spatial location, which are obtained by applying a $1 \times 1$ convolution on the multi-scale fused features $m_8$. However, the OS=8 fused features $m_8$ have no information on the holistic codewords as they are all generated from $m_{32}$. We therefore consider the general codeword information as the global average vector of the codeword based map $\bar{B} \in \mathbb{R}^{1024}$ and location-wisely add it to the raw assembly guidance feature map to obtain the novel guidance feature map $\bar{G} = G \oplus \bar{B}$, where $\oplus$ represents location-wise addition. Another $1 \times 1$ convolution applied on the guidance feature map $\bar{G}$ generates the linear assembly weights of the $n$ codewords $W \in \mathbb{R}^{n \times (H/8) \times (W/8)}$ for all $(H/8) \times (W/8)$ spatial locations. By reshaping the weighting map $W$ as an $n \times (HW/8^2)$ matrix, the holistically-guided upsampled feature $\tilde{f}_8$ can be easily obtained as

$$\tilde{f}_8 = W^T C.$$  

(3)

Given the holistically-guided upsampled feature map $\tilde{f}_8$, we reconstruct the final upsampled feature map $\hat{f}_8$ by concatenating the feature map $\tilde{f}_8$ with the guidance feature map $G$. Such an upsampled feature map $\hat{f}_8$ takes advantages of both $m_8$ and $m_{32}$, and contains semantic-rich and also structure-preserved features for achieving accurate segmentation.

**Final segmentation mask.** Given the upsampled feature map $\hat{f}_8$, a $1 \times 1$ convolution can output a segmentation map of OS=8, which is further upsampled back to the original resolution $H \times W$ as the final segmentation mask.

### 4 Experiments

In this section, we introduce the implementation details, training strategies and evaluation metrics of our experiments. To evaluate our proposed EfficientFCN
Table 1: Comparisons with classical encoder-decoder methods.

| Method      | Backbone          | OS | mIoU% | Parameters (MB) | GFlops (G) |
|-------------|-------------------|----|-------|-----------------|------------|
| FCN-32s     | ResNet101         | 32 | 43.3  | 54.0            | 44.6       |
| dilatedFCN-8s | dilated-ResNet101 | 8  | 47.2  | 54.0            | 223.6      |
| UNet-Bilinear| ResNet101         | 8  | 49.3  | 60.7            | 87.9       |
| UNet-Deconv | ResNet101         | 8  | 49.1  | 62.8            | 93.2       |
| EfficientFCN| ResNet101         | 8  | 55.3  | 55.8            | 69.6       |

model, we conduct comprehensive experiments on three public datasets PASCAL Context [16], PASCAL VOC 2012 [4] and ADE20K [30]. To further evaluate the contributions of individual components in our model, we conduct detailed ablation studies on the PASCAL Context dataset.

4.1 Implementation Details

**Network Structure.** Different with the dilatedFCN based methods, which remove the stride of the last two blocks of the backbone networks and adopt the dilated convolution with the dilation rates 2 and 4, we use the original ResNet [9] as our encoder backbone network. Thus the size of the output feature maps from the last ResBlock is $32 \times 32$ smaller than that of the input image. After feeding the encoder feature maps into our proposed holistic-guided decoder, the classification is performed on the output upsampled feature map $f_8$. The ImageNet [19] pre-trained weights are utilized to initialize the encoder network.

**Training Setting.** A poly learning rate policy [2] is used in our experiments. We set the initial learning rates as 0.001 for PASCAL Context [16], 0.002 for PASCAL VOC 2012 [4] and ADE20K [30]. The power of poly learning rate policy is set as 0.9. The optimizer is stochastic gradient descent (SGD) [1] with momentum 0.9 and weight decay 0.0001. We train our EfficientFCN for 120 epochs on PASCAL Context, 80 epochs on PASCAL 2012 and 120 epochs on ADE20K, respectively. We set the crop size to $512 \times 512$ on PASCAL Context and PASCAL 2012. Since the average image size is larger than other two datasets, we use $576 \times 576$ as the crop size on ADE20K. For data augmentation, we only randomly flip the input image and scale it randomly in the range $[0.5, 2.0]$.

**Evaluation Metrics.** We choose the standard evaluation metrics of pixel accuracy (pixAcc) and mean Intersection of Union (mIoU) as the evaluation metrics in our experiments. Following the best practice [25,8,5], we apply the strategy of averaging the network predictions in multiple scales for evaluation. For each input image, we first randomly resize the input image with a scaling factor sampled uniformly from $[0.5, 2.0]$ and also randomly horizontally flip the image. These predictions are then averaged to generate the final prediction.

4.2 Results on PASCAL Context

The PASCAL Context dataset consists of 4,998 training images and 5,105 testing images for scene parsing. It is a complex and challenging dataset based
on PASCAL VOC 2010 with more annotations and fine-grained scene classes, which includes 59 foreground classes and one background class. We take the same experimental settings and evaluation strategies following previous works [25,26,5,6,7]. We first conduct ablation studies on this dataset to demonstrate the effectiveness of each individual module design of our proposed EfficientFCN and then compare our model with state-of-the-art methods. The ablation studies are conducted with a ResNet101 encoder backbone.

Comparison with the classical encoder-decoders. For the classical encoder-decoder based methods, the feature upsampling is achieved via either bilinear interpolation or deconvolution. We implement two classical encoder-decoder based methods, which include the feature upsampling operation (bilinear upsampling or deconvolution) and the skip-connections. To verify the effectiveness of our proposed HGD, these two methods are trained and tested on the PASCAL Context dataset with the same training setting as our model. The results are shown in Table 1. Although the classical encoder-decoder methods have similar computational complexities, their performances are generally far inferior than our EfficientFCN. The key reason is that their upsampled feature maps are recovered in a local manner. The simple bilinear interpolation or deconvolution cannot effectively upsample the OS=32 feature maps even with the skip-connected OS=8 and OS=16 feature maps. In contrast, our proposed HGD can effectively upsample the high-resolution semantic-rich feature maps not only based on the fine-grained structural information in the OS=8 and OS=16 feature maps but also from the holistic semantic information from the OS=32 feature maps.

Multi-scale features fusion. We conduct two experiments on multi-scale features fusion to verify their effects on semantic codebook generation and codeword assembly for feature upsampling. In our holistically-guided decoder, the semantic codewords are generated based on the OS=32 multi-scale fused feature maps $m_{32}$ and the codewords assembly coefficients are predicted from the OS=8 multi-scale fused feature maps $m_{8}$. For the codeword generation, we conduct three experiments to generate the semantic codebook from multi-scale fused features with different numbers of scales. As shown in Table 2, when reducing the number of fusion scales from 3 to 2 and from 2 to 1, the performances of our EfficientFCN slightly decrease. The phenomenon is reasonable as the deepest feature maps contain more categorical information than the OS=8 and OS=16 feature maps. For the codeword assembly coefficient estimation, the similar experiments are conducted, where results are shown in Table 3. However, different from the above results, when fewer scales of feature maps are used to form
Table 4: Ablation study of the number of the semantic codewords.

|       | 32  | 64  | 128 | 256 | 512 | 1024 |
|-------|-----|-----|-----|-----|-----|------|
| pixAcc| 79.9| 80.1| 80.1| 80.3| 80.3| 80.1 |
| mIoU  | 54.5| 54.9| 55.0| 55.3| 55.5| 55.1 |
| GFLOPS| 67.9| 68.1| 68.6| 69.6| 72.1| 78.9 |

Table 5: Segmentation results of state-of-the-art methods on PASCAL Context and ADE20K validation dataset.

| Method    | Backbone                  | mIoU% (PASCAL Context) | mIoU% (ADE20K) | GFlops |
|-----------|---------------------------|------------------------|----------------|--------|
| DeepLab-v2[2] | Dilated-ResNet101-COCO    | 45.7                   | -              | >223   |
| RefineNet [12] | Dilated-ResNet152         | 47.3                   | -              | >223   |
| MSCI [11]   | Dilated-ResNet152         | 50.3                   | -              | >223   |
| PSPNet [28] | Dilated-ResNet101         | -                      | 43.29          | >223   |
| SAC [27]    | Dilated-ResNet101         | -                      | 44.30          | >223   |
| EncNet [25] | Dilated-ResNet101         | 51.7                   | 44.65          | 234    |
| DANet [5]   | Dilated-ResNet101         | 52.6                   | -              | >223   |
| APCNet [8]  | Dilated-ResNet101         | 54.7                   | 45.38          | 245    |
| CFNet [26]  | Dilated-ResNet101         | 54.0                   | 44.89          | >223   |
| ACNet [6]   | Dilated-ResNet101         | 54.1                   | 45.90          | >223   |
| APNB [31]   | Dilated-ResNet101         | 52.8                   | 45.24          | >223   |
| DMNet [7]   | Dilated-ResNet101         | 54.4                   | 45.50          | 242    |
| Ours       | ResNet101                 | 55.3                   | 45.28          | 70     |

the multi-scale fused OS=8 feature map $m_8$, the performances of our Efficient-FCN show significant drops. These results demonstrate that although the OS=8 feature maps contain more fine-grained structural information, the semantic features from higher-level feature maps are essential for guiding the recovery of the semantic-rich high-resolution feature maps.

**Number of holistic codewords.** We also conduct experiments to survey the effectiveness of the number of codewords in our predicted semantic codebook for feature upsampling. As shown in Table 4, as the number of the semantic codewords increases from 32 to 512, the performance improves 1% in terms of mIoU on PASCAL Context. However, when the number of the semantic codewords further increases from 512 to 1024, the performance has a slight drop, which might be caused by the additional parameters. The larger model capacity might cause model to overfit the training data. In addition, since the assembly coefficients of the semantic codewords are predicted from the OS=8 multi-scale fused feature $m_8$, the increased number of the semantic codewords also leads to significantly more extra computational cost. Thus, to balance the performance and also the efficiency, we set the number of the holistic codewords as 256 for the PASCAL Context and PASCAL VOC 2012 datasets. Since PASCAL Context only has 60 classes and we observe the number of codewords needed is approximately 4 times than the number of classes. We therefore set the number of codewords as 600 for ADE20K, which has 150 classes.
Fig. 4: Visualization results from the PASCAL Context dataset.

**Importance of the codeword information transfer for accurate assembly coefficient estimation.** The key of our proposed HGD is how to linearly assemble holistic codewords at each spatial location to form high-resolution upsampled feature maps based on the feature maps $m_8$. In our HGD, although the OS=8 features have well maintained structural image information, we argue that directly using OS=8 features to predict codeword assembly coefficients are less effective since they have no information about the codewords. We propose to transfer the codeword information as the average codeword basis, which is location-wisely added to the OS=8 feature maps. To verify this argument, we
Table 6: Results of each category on PASCAL VOC 2012 test set. Our EfficientFCN obtains 85.4% without MS COCO dataset pre-training and 87.6% with MS COCO dataset pre-training. (For each column, the best two entries are filled in gray color.)

| Method | Stocks | Trains | Birds | Boat | Bus | Car | Cat | Chair | Cow | Table | Dog | Horse | mbike | Person | Plant | Sheep | Sofa | Train | TV |
|--------|--------|--------|-------|------|-----|-----|-----|-------|-----|-------|-----|-------|-------|--------|-------|-------|-----|-------|-----|
| FCN     | 95.3  | 94.3  | 92.7  | 84.7 | 92.6 | 84.8 | 86.8 | 96.6  | 88.4 | 92.6  | 90.0 | 92.6  | 84.4  | 93.3  |
| DeepLabV2 | 94.8  | 93.8  | 92.3  | 84.3 | 92.5 | 84.7 | 86.7 | 96.5  | 88.4 | 92.7  | 90.0 | 92.7  | 84.5  | 93.4  |
| CRF-INN  | 95.3  | 94.3  | 92.7  | 84.7 | 92.6 | 84.8 | 86.8 | 96.6  | 88.4 | 92.6  | 90.0 | 92.6  | 84.4  | 93.3  |
| DeconvNet | 94.9  | 93.9  | 92.4  | 84.4 | 92.5 | 84.7 | 86.7 | 96.5  | 88.4 | 92.7  | 90.0 | 92.7  | 84.5  | 93.4  |
| DFN     | 95.3  | 94.3  | 92.7  | 84.7 | 92.6 | 84.8 | 86.8 | 96.6  | 88.4 | 92.6  | 90.0 | 92.6  | 84.4  | 93.3  |
| Pixcosem | 94.5  | 93.5  | 92.2  | 84.1 | 92.4 | 84.6 | 86.6 | 96.4  | 88.3 | 92.6  | 90.0 | 92.6  | 84.4  | 93.3  |
| ResNet50 | 94.4  | 93.5  | 92.1  | 84.1 | 92.2 | 84.6 | 86.6 | 96.4  | 88.3 | 92.6  | 90.0 | 92.6  | 84.4  | 93.3  |
| PSPNet  | 94.5  | 93.6  | 92.2  | 84.2 | 92.4 | 84.6 | 86.6 | 96.4  | 88.3 | 92.6  | 90.0 | 92.6  | 84.4  | 93.3  |
| EncNet  | 94.4  | 93.5  | 92.1  | 84.1 | 92.2 | 84.6 | 86.6 | 96.4  | 88.3 | 92.6  | 90.0 | 92.6  | 84.4  | 93.3  |
| AUpNet  | 94.5  | 93.6  | 92.2  | 84.2 | 92.4 | 84.6 | 86.6 | 96.4  | 88.3 | 92.6  | 90.0 | 92.6  | 84.4  | 93.3  |

Visualization of the weighting maps and example results. To better obtain the holistic codewords, we visualize the weighting maps $\tilde{m}$ for directly predicting assembly coefficients. The $\text{mIoU}$ of this implementation is 54.2%, which has a clear performance drop if there is no code-word information transfer from the codeword generation branch to the codeword coefficient prediction branch.

Comparison with state-of-the-art methods. To further demonstrate the effectiveness of our proposed EffectiveFCN with the holistically-guided decoder, the comparisons with state-of-the-art methods are shown in Table 5. The dilatedFCN based methods dominate semantic segmentation. However, our work is still able to achieve the best results compared to the dilatedFCN based methods on the PASCAL Context validation set without using any dilated convolution and has significantly less computational cost. Because of the efficient design of our HGD, our EfficientFCN only has 1/3 of the computational cost of state-of-the-arts methods but can still achieve the best performance.
4.3 Results on PASCAL VOC

The original PASCAL VOC 2012 dataset consists of 1,464 images for training, 1,449 for validation, and 1,456 for testing, which is a major benchmark dataset for semantic object segmentation. It includes 20 foreground objects classed and one background class. The augmented training set of 10,582 images, namely train-aug, is adopted as the training set following the previous experimental set in [26]. To further demonstrate the effectiveness of our proposed HGD. We adopt all the best strategies of HGD design and compare it with state-of-the-art methods on the test set of PASCAL-VOC 2012, which is evaluated on the official online server. As shown in Table 6, the dilatedFCN based methods dominate the top performances on the PASCAL VOC benchmark. However, our EfficientFCN with a backbone having no dilated convolution can still achieve the best results among all the ResNet101-based methods.

4.4 Results on ADE20K

The ADE20K dataset consists of 20K images for training, 2K images for validation, and 3K images for testing, which were used for ImageNet Scene Parsing Challenge 2016. This dataset is more complex and challenging with 150 labeled classes and more diverse scenes. As shown in Table 5, our EfficientFCN achieves the competitive performance than the dilatedFCN based methods but has only 1/3 of their computational cost.

5 Conclusions

In this paper, we propose the EfficientFCN model with the holistically-guided decoder for achieving efficient and accurate semantic segmentation. The novel decoder is able to reconstruct the high-resolution semantic-rich feature maps from multi-scale feature maps of the encoder. Because of the superior feature upsampling performance of the HGD, our EfficientFCN, with much fewer parameters and less computational cost, achieves competitive or even better performance compared with state-of-the-art dilatedFCN based methods.
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