Deep Transfer Learning for WiFi Localization
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Abstract—This paper studies a WiFi indoor localisation technique based on using a deep learning model and its transfer strategies. We take CSI packets collected via the WiFi standard channel sounding as the training dataset and verify the CNN model on the subsets collected in three experimental environments. We achieve a localisation accuracy of 46.55 cm in an ideal (6.5 m × 2.5 m) office with no obstacles, 58.30 cm in an office with obstacles, and 102.8 cm in a sports hall (40 m × 35 m). Then, we evaluate the transfer ability of the proposed model to different environments. The experimental results show that, for a trained localisation model, feature extraction layers can be directly transferred to other models and only the fully connected layers need to be retrained to achieve the same baseline accuracy with non-transferred base models. This can save 60% of the training parameters and reduce the training time by more than half. Finally, an ablation study of the training dataset shows that, in both office and sport hall scenarios, after using the feature extraction layers of the base model, only 55% of the training data is required to obtain the models’ accuracy similar to the base models.

Index Terms—WiFi, Indoor localisation, Deep CNN, Transfer learning.

I. INTRODUCTION

Indoor wireless localisation is the cornerstone of many interactive services, such as remote healthcare, access control, smart homes, asset tracking, and indoor navigation. However, due to the multipath effect in indoor environments, achieving an accurate localisation has long been a problem. Although Ultra-wideband (UWB) and mmWave, due to their larger frequency bandwidths, can partly mitigate the impact of multipath and achieve a relatively high accuracy, the problems of the cost, energy consumption, and the spectrum regulation of these devices hinder a large-scale global adoption. On the contrary, WiFi, due to its widespread adoption, low cost, and the standardized protocols, is a good candidate for pervasive indoor localisation. In the past two decades, WiFi localisation has undergone a profound evolution. Early localisation technologies include geometric localisation based on RSSI [1], AoA [2], or fingerprinting methods [3]. These methods suffer from low accuracy or time-intensive data collection process. More importantly, inherent time-varying nature of WiFi signals even in a stationary state impacts the performance of these traditional geometric localisation methods [4]. In recent years, the progressive exploitation of the channel state information (CSI) enables more fine-grained environmental characterisation through WiFi channel sounding [5]. The orthogonal frequency division multiplexing (OFDM) scheme adopted in 802.11 provides individual sub-carrier responses for the channel at its carrier frequency, which includes more dynamic features that can be used for localisation. In order to model the relationship between the dynamic changing signal characteristics and the location of the target, machine learning (ML) has recently gained researcher interest.

ML consists of four main categories: supervised learning, semi-supervised learning, unsupervised learning, and reinforcement learning [6]. The main category used in wireless localisation is supervised learning. Although semi or unsupervised learning requires less or no labeled training data, it is difficult to achieve as high accuracy as supervised approaches. For reinforcement learning, the interaction system between the agent (target to be located) and the environment (radio transmission) is very difficult to model and implement. Therefore, these three schemes are still in an early research stage [7]. However, in contrast to the supervised learning used in image, audio or video processing, its application in wireless localisation has two specific problems. Firstly, the data collection, labelling, and pre-processing involves a radio survey of the deployment site. Accurately collecting the ground truth location of the target and correlating with the radio signal features is a hard or labour intensive problem. The second is the transferability of the model, as a model trained in one indoor environment often performs badly when applied to others. Different indoor environments will experience different multipath effect that changes the radio signal characteristics depending on the specific details of the layout and surface properties. Thus, model parameters trained by these characteristics are not generalizable and can trigger incorrect estimation. Generally, in a new indoor environment, new training data should be collected to retrain any ML model. These two factors restrict the popularity of supervised learning in wireless localisation. In order to reduce the resources for retraining the model, we set our sights on transfer learning. That is, transferring some knowledge from a trained localisation model to improve the training efficiency of a new model with a simplified data collection process.

In our previous work [8], we studied the application and performance of a shallow neural network (SNN), a convolutional neural network (CNN) and a long short-term memory (LSTM) model in WiFi localisation. Among these approaches, with a reasonably constructed input, the CNN can directly use the raw
CSI data to estimate the target location. The results showed a better performance of CNN than the other two models when considering the training time, generalisability, and accuracy. In this paper, we collected more WiFi datasets in different indoor environments, revised the localisation performance of the previously proposed CNN model and studied the transferability of the model. The main contributions of this paper are summarised below:

- For the first time, we collected data in both large and small indoor environments to verify the localisation performance of a deep CNN model in different buildings.
- This paper verifies the transfer learning ability of the model on the different training sets.
- Furthermore, the key layers of the model, that can be reused by transfer learning, are identified and the time and data volume required for retraining the other layers calculated.

II. BACKGROUND

With the emergence of CSI extraction tools in recent years, the characteristics used for WiFi localisation have gradually shifted from the received signal strength indicator (RSSI) to CSI. The RSSI only provides the combined signal strength subject to multipath superposition. In contrast, the CSI is in the form of quantified channel frequency response (CFR), which captures the propagation characteristics of different subcarriers from transmitters to receivers [9]. The CSI provides more rich information that can be used for localisation. With the NIC Intel 5300 card used in this paper, each received CSI packet can report the CFR of 30 subcarriers. This can be represented as:

$$H_i = |H_i|e^{j\sin(\angle H_i)}, i \in [1, 30]$$  \hspace{1cm} (1)

where $|H_i|$ and $\angle H_i$ are the amplitude and the phase response of the subcarrier $i$ respectively. These measurements of amplitudes and phases are directly influenced by the environment and thus capture its characteristics to a certain extent. But, it is not obvious to deduce the target position because of the additional amplitude and phase distortion caused by hardware imperfections and multipath effect. To reduce interference, Kotaru et al. [10] adopt an AoA based geometric method. DeepFi [11] and PhaseFi [12] construct neural networks by using amplitude and phase respectively. Wang et al. [13] utilise AoA for constructing images. These methods still require manual CSI feature extraction. In contrast, we deploy in our earlier work [8] a deep CNN in which each input data sample is constructed from a combination of CSI packets after amplitude and phase processing.

In addition, transfer learning is a useful tool to solve the problem of insufficient training datasets in machine learning. It can transfer the knowledge from a different but relevant domains to a target domain to reduce the dependence of the retraining on the large amount of data. Transfer learning has been successfully applied in natural language processing, especially in the application of multilingual translation [14]. Tan et al. [15] divides transfer learning into four categories: instance-based, mapping-based, network-based, and adversarial-based. The wireless localisation studied in this paper exploits deep CNN to explore the spatial characteristics of CSI in an environment. An unavoidable problem of this approach, in the deployment stage, is that different indoor environments will have different spatial characteristics. Hence, the generalizability of a model trained in a particular environment will become very poor. Thus whole model or a part of the layers is to be retrained. This paper studies the network-based transfer learning techniques, in the target domain, with different indoor environment characteristics. We reuse a part of a pre-trained network from the source domain, and assess its feasibility and performance in a target domain. The research of the
Fig. 3. The CNN structure and layer definitions, where the input is a combination of CSI packets, and the output is the (x,y) coordinates of the target location.

transferability was carried in two aspects with either minor or major changes in the environments. We analyse each layer and assess which layers from the source model can be reused without retraining, and evaluate the change in the training time and the training data size requirement. This provides guiding principles for the promotion and model reuse of WiFi localisation based on deep learning in different environments.

III. EXPERIMENTAL SETUP

A. Environment setup and Data Collection

The training data is collected in two different environments, a 6.5m x 2.5m office as shown in Figure 1a and a large 35m x 40m indoor sports hall as shown in Figure 1b. In each room, three commodity WiFi APs are placed in the experimental area (their relative positions shown in Figure 2). In the data collection period, these APs simultaneously receive broadcast channel sounding packets from the target transmitter, while the target tag making curvilinear motions in the test area. At the same time, the ground truth trajectory is recorded by an OptiTrack system [16] in the form of Cartesian coordinates at 120 Hz. In the office environment, the OptiTrack system is able to cover the whole experimental test area. In the sport hall, in order to ensure the effectiveness of the groundtruth data collection, we divided this site into several blocks and collected data in different blocks separately. The target object was carried by a person, who continuously moved around in the test area to mimic a severe shadowing environment. The channel sounding packet rate is set to 500 Hz and the CSI is collected over 30 subcarriers, with one transmitting antenna and three receiving antennas at each AP. We used conventional antennas in the office and high gain omni-directional antennas in the sports hall to ensure the integrity of the sounding packets.

B. Dataset

The dataset used in this paper consists of three sub-datasets. Each sub-dataset contains five independent sessions, and each session’s data lasts two minutes. The sub-dataset 1 and 2 (referred as office 1 and office 2) are collected in the same office but with different anchor AP positions, and with more shading objects in the second one. The sub-dataset 3 is collected in the middle area of the sport hall. Every sub-dataset contains around 12 thousand labelled samples.

C. Transfer Learning in CSI Data

Our proposed CNN, as shown in Figure 3 is mainly composed of three parts: 18 convolutional layers (layer 1 to 18), a flatten layer (layer 19) and 9 fully connected layers (layer 20 to 28). Between the convolutional layers 1-18, a pooling layer is inserted, that is layer 15. The convolutional layers extract the features of the input data; the pooling layer reduces the feature dimensions and removes non-significant information; the flatten layer converts multi-dimensional input into one dimension output and feed it to fully connected layers; the fully connected layers transform the extracted features to the label space. For the sounding packets, captured at the three APs, we construct a specific data input pattern in which all the collected amplitudes and phases of the subcarriers are integrated into a 75 * 30 * 6 tuple, which encodes the characterized channel state of the target location and is fed as the input to the CNN model. The details of each layer can be seen in [8].

Even if the sounding packets are collected from different rooms with different sizes, layouts and features, the data is expected to still have some common hidden features. For example, the amplitude and phase of adjacent subcarriers should maintain a certain degree of continuity and stability, and these values should be limited within a certain range. The convolutional layers of the network are expected to be able to extract these hidden features from the initial tuple and pass them to the subsequent layers. This assumption forms the basis for transfer learning to be applied. The feature extraction ability of the trained convolutional layers can be transferred to a new network and reused, to reduce the training consumption of the new network. The indoor multipath effect can be overcome by tuning the key layers other than the feature extraction layers. In the next section, we evaluate which layers
are critical for common features extraction, which layers need fine-tuning for an accurate localization, and how much data tuning is needed. For a trained base model, when applying to a new data set from another environment, we freeze the base model layer by layer to be reused in the new model, then train the remaining unfrozen layers with the new dataset to evaluate the importance of each layer.

IV. PERFORMANCE EVALUATION

The experimental computer used in this paper has an i7-9700F CPU @ 3.0 GHz, 16 GB of memory and a Nvidia RTX2070 Super GPU with 8 GB of dedicated memory. The model training is performed on Keras using TensorFlow 2.1 as the backend. The loss function adopted is the mean absolute error (equation 2).

\[
loss = \text{mean}(|(x, y)_{true} - (x, y)_{pred}|)
\]  

(2)

We use the Adamax optimizer [17] with a batch size of 30 and an adaptive learning rate. The selu activation function is applied to all intermediate layers. In order to evaluate the performance of the model, we use the Euclidean distance \( e \) between the estimated location \((x, y)\) and the ground truth location \((x, y)_{true}\) (equation 3).

\[
e = \sqrt{(x_{true} - x)^2 + (y_{true} - y)^2}
\]  

(3)

A. Model Performances on different datasets

We used the three data subsets collected from different indoor environments as described in Section III-B. Each data subset contains 5 independent sessions. We used 3 sessions as training sets, the other two as test sets and validation sets respectively, and finally the localization accuracy of validation sets was used to evaluate the model. We trained three independent CNN models and applied a 5-fold cross-validation on each model, and the early stopping was used to halt the training which was triggered after 10 no improvement training epochs. The localization mean error on each sub-dataset is given in Table I. It can be seen that the base model in office 1 has the best accuracy of 0.4655 m. The performance in office 2 is reduced due to the stronger shadowing. In the sports hall, because the experimental site is much larger than the office, the amplitude and phase characteristics of the WiFi subcarriers change with respect to the distance become less significant, so the CNN extracts fewer features, and the localization accuracy of the model becomes worse. We set these values as the reference to discuss the transferability of the model.

B. Transfer ability

The model has a total of 28 layers and about 6 million parameters. We used the model trained in office 1 as the base model and reused a part of its parameters during retraining. The number of reused, or frozen, layers was gradually increased from only the first layer to all layers except for the 28th layer. During this process, as we fed the data of the data subset 2 and 3 to retrain the model, the localization accuracy and the training time of the model are shown in Figure 4. Although, due to the inconsistent direction of the gradient descent every time the model is retrained, the time required for the new model to retrain when some layers are reused has no accurate quantitative meaning (see the red dotted line). However, it can still be seen qualitatively that the turning point of the model training time appears to be layer 15, the pooling layer, while the turning point of the model accuracy

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Scenarios} & \text{Office 1} & \text{Office 2} & \text{Sport hall} \\
\hline
\text{Mean error (m)} & 0.4655 & 0.5830 & 1.0279 \\
\hline
\end{array}
\]
This paper studies the transfer learning strategy of a deep CNN based WiFi indoor localisation technique. In addition to our previous work, we collected two WiFi CSI datasets in real-world scenarios and verified the performance of our CNN model, with an accuracy of 0.58 m and 1.03 m in a regular office and a sports hall respectively. We discussed the transfer learning application between different environments. The results show that the convolutional layers from a trained CNN base model can be directly transferred to a new model without retraining, whereas the fully connected layers need to be retrained. A transferred model can reduce the model training time by around 50% and save up to 45% of the training data.

V. CONCLUSIONS
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Fig. 5. The final localisation accuracy of the two models, originating from the base model with all convolutional layers frozen and the remaining layers re-trained with reduced training data.