Geometric entanglement in the Laughlin wave function
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Abstract

We study numerically the geometric entanglement in the Laughlin wave function, which is of great importance in condensed matter physics. The Slater determinant having the largest overlap with the Laughlin wave function is constructed by an iterative algorithm. The logarithm of the overlap, which is a geometric quantity, is then taken as a geometric measure of entanglement. It is found that the geometric entanglement is a linear function of the number of electrons to a good extent. This is especially the case for the lowest Laughlin wave function, namely the one with filling factor of $1/3$. Surprisingly, the linear behavior extends well down to the smallest possible value of the electron number, namely, $N = 2$. The constant term does not agree with the expected topological entropy. In view of previous works, our result indicates that the relation between geometric entanglement and topological entropy is very subtle.

1. Introduction

The Laughlin wave function \cite{1} is a paradigm as a variational wave function\textsuperscript{6}. Although simple in construction, its implication is rich. It not only explains the most robust fractional quantum Hall effects \cite{2}, but also embodies many exotic notions like fractionally charged excitations, fractional statistics, and composite-fermions/bosons \cite{3, 4}.

The simplicity and fertility of the Laughlin wave function make it very intriguing, and significant efforts have been dedicated to its nature \cite{5}. Besides the conventional way of studying correlation functions, a more recent approach is studying the entanglement in the wave function \cite{6–8}. In \cite{8}, bipartite entanglement entropy in the Laughlin wave function has been studied both analytically and numerically. A noteworthy result is that, by studying the scaling behavior of the entanglement entropy, the topological entropy corresponding to the so-called ‘total quantum dimension’ \cite{9, 10} is extracted, confirming the fact that the Laughlin wave function is a topologically ordered state.

However, a most natural way of quantifying the entanglement in the Laughlin wave function has not yet been explored so far. It is well known that unlike the integer quantum Hall effect, for the fractional quantum Hall effect, the Coulomb interaction between the electrons is essential. For a non-interacting fermionic system, the multi-particle eigenstates are very simple—they are Slater determinants \cite{11}, the simplest kind of fermionic wave function satisfying the antisymmetry condition. For a generic interacting fermionic system, the interaction mixes up the Slater determinants and a generic eigenstate $\Psi$ can no longer be written in the form of a Slater

\textsuperscript{6} As a matter of fact, it is one of the two variational wave functions winning a Nobel prize. The other one is the BCS wave function.
linear superposition of determinant. For example, for fermions are entangled with each other. In particular, if the target wave function is, the closer the original wave function is to a Slater determinant, and it is reasonable to say that the less the fermions are entangled with each other. In particular, if the overlap is zero. Therefore, a measure of entanglement can be defined as

\[ E_G(\Phi) = -\ln(O_{\text{max}}). \]

This is a geometric measure of entanglement in the sense that it involves only the notion of inner product between two states in a Hilbert space. It is a natural fermionic generalization of the geometric measure of entanglement for spin systems [15–18], or more precisely, composite systems whose Hilbert space is the tensor product of that of its components. The point is that, for spin systems, a generic wave function has no symmetry and one uses separable states to approximate it; while here for a system of identical fermions, the target wave function is always antisymmetric, and hence the simpler wave function used to approximate it should also be antisymmetric. We thus need to antisymmetrize a separable state and in doing so we get either a Slater determinant or zero.

We note that while the geometric entanglement of spin systems have been extensively studied (e.g., see references therein), it is much less discussed for identical particles, although some works on symmetric spin states [20, 21] can be translated into the bosonic language too. The reason might be that the extra symmetry or antisymmetry constraint makes the optimization problem seemingly more complicated [30–33]. Despite this difficulty, however, recently some progress has been made on the fermionic case [13, 14, 34, 35]. In particular, in [13], an efficient algorithm to construct the optimal Slater approximation of an arbitrary fermionic wave function was brought up. It is this algorithm that enables us to study the geometric entanglement in the Laughlin wave function.

Before proceeding to do so, we note that the advantage of the geometric entanglement to bipartite entanglements [36] is that, it is intrinsic, because it involves no partition, neither of the space nor of the particles. By avoiding partitioning the space (the modes), it is representation-independent; by avoiding partitioning the particles into two groups, it treats identical particles identically, i.e., on an equal footing. In contrast, the Schmidt decomposition based bipartite entanglement depends on the partition of the system, which is inevitably arbitrary.

### 2. Geometric entanglement by the optimal Slater approximation

The algorithm we will utilize was already detailed in [13]. Here we sketch it briefly for the sake of completeness, and tailor it somehow for the specific problem.

The Laughlin wave function of \( N \) electrons, in the dimensionless form, is \((z_i = x_i + iy_i)\)

\[ \Psi = N\exp \left( -\frac{1}{4} \sum_{i=1}^{N} |z_i|^2 \right) \prod_{i<j} (z_i - z_j)^m. \]

Here \( m \) is a positive odd integer and \( N \) is a normalization factor. Only the \( m > 1 \) states are of interest—the \( m = 1 \) state is simply a Slater determinant [3]. We shall focus on the \( m = 3 \) and \( m = 5 \) states. This is on the one hand due to the limitation of numerical resources and on the other hand because of the fact that the states with higher values of \( m \) are less good as variational wave functions [3].

By construction, each particle in the Laughlin wave function (3) is in the lowest Landau level. More specifically,

\[ \text{Note that we are talking about the generic case. Interaction does not necessarily mean the total wave function cannot be written as a Slater determinant. For example, for \( N \) fermions in \( N + 1 \) orbitals, the wave function is always a Slater determinant, although superficially it is the linear superposition of \( N + 1 \) Slater determinants. See appendix A in [13] or lemma 1 in [14] for more details.} \]
\[ \Psi = \exp\left( -\frac{1}{4} \sum_{i=1}^{N} |z_i|^2 \right) \sum_{\alpha} A_{\alpha} z_1^{\alpha_1-1} z_2^{\alpha_2-1} \cdots z_N^{\alpha_N-1} \]
\[ = \sum_{\alpha} B_{\alpha} f_{\alpha_1}(z_1) f_{\alpha_2}(z_2) \cdots f_{\alpha_N}(z_N). \]  

(4)

Here \( \alpha \equiv (\alpha_1, \alpha_2, \ldots, \alpha_N) \) is an \( N \)-tuple with \( 1 \leq \alpha_i \leq d = m(N - 1) + 1 \). In the second line, we have introduced the single-particle orbitals \( (n \geq 1) \)

\[ f_n(z) = \frac{1}{\sqrt{2\pi n^{n-1}(n-1)!}} e^{-|z|^2/4}, \]

which are an orthonormal basis of the lowest Landau level. By (4), we see that \( \Psi \) is supported by the \( d \)-dimensional single-particle Hilbert space of

\[ \mathcal{H}_d = \text{Span}\{f_1, f_2, \ldots, f_d\}. \]  

(6)

Actually, it is readily seen that these first \( d \)’s are also the natural orbitals [37] of \( \Psi \) and each of them has a nonzero population. Because an \( N \)-particle Slater-determinant wave function has exactly \( N \) populated natural orbitals (each of population 1), we see that the Laughlin wave function with \( m > 1 \) is not a Slater determinant. The fact that \( \Psi \) is supported by a finite dimensional single-particle Hilbert space greatly facilitates the numerical calculation.

The \( N \)-electron Hilbert space is spanned by the \( \left( \begin{array}{c} d \\ N \end{array} \right) \) Slater determinants

\[ S_\beta = \frac{1}{\sqrt{N!}} \begin{vmatrix} f_{\beta_1}(z_1) & \cdots & f_{\beta_1}(z_N) \\ \vdots & \ddots & \vdots \\ f_{\beta_N}(z_1) & \cdots & f_{\beta_N}(z_N) \end{vmatrix}, \]

(7)

with \( \beta = (1 \leq \beta_1 < \beta_2 < \cdots < \beta_N \leq d) \) being an \( N \)-tuple. The Laughlin wave function can be expanded in terms of these Slater determinants as

\[ \Psi = \sum_{\beta} C_\beta S_\beta. \]

(8)

This expansion (to determine the coefficients \( C_\beta \)) is highly nontrivial. But fortunately, some efficient algorithms, which we employ here, have been given in [38]. By the way, we would like to mention that the dimension of the Hilbert space increases with \( N \) exponentially. For \( m = 3 \) and \( N = 10 \), the dimension is \( 13 \ 123 \ 110 \) and for \( N = 11 \), it will be \( 84 \ 672 \ 315 \). Because of the limitation of memory and time, in this work we have reached at most \( N = 10 \).

A generic Slater determinant is supported by an \( N \)-dimensional subspace \( V \) of \( \mathcal{H}_d \). Suppose \( \{g_1, \ldots, g_N\} \) is an orthonormal basis of \( V \). They are linearly related to the orthonormal basis \( \{f_1, \ldots, f_d\} \) of \( \mathcal{H}_d \) by a \( d \times N \) matrix \( M \), i.e.,

\[ g_i = \sum_{j=1}^{d} M_{ij} f_j. \]

(9)

The condition that \( \{g_i\} \) be orthonormal requires that

\[ M^\dagger M = I_{N \times N}, \]

(10)

the \( N \times N \) identity matrix. The Slater determinant constructed out of \( \{g_i\} \) is

\[ S = \frac{1}{\sqrt{N!}} \begin{vmatrix} g_1(z_1) & \cdots & g_1(z_N) \\ \vdots & \ddots & \vdots \\ g_N(z_1) & \cdots & g_N(z_N) \end{vmatrix}. \]

(11)

Choosing another basis of \( V \) will yield the same wave function up to a global phase.

The strategy to maximize the modulus of the overlap between \( S \) and the Laughlin wave function \( \Psi \) is very simple. We start from some initial orbitals \( \{g_i\} \) chosen randomly, and then fix all but one of them and try to optimize it with respect to the rest orbitals. For example, let us fix orbitals \( \{g_{k \leq i \leq N}\} \) and try to find an optimal \( g_i \) with respect to them. We note that the inner product between \( S \) and \( \Psi \) can be written as

\[ (d\sigma_i \equiv dx_i dy_i) \]
Here from the first line to the second line, we have used the fact that the wave function $\Psi$ is antisymmetric and thus the $N!$ terms summing over $P$ are all equal actually. From the second line to the third line, the integrals over $z_3 \leq i \leq N$ were performed, and we have defined a single-particle state

$$h(z_1) = \sqrt{N!} \int \ldots \int d\sigma_1 \ldots d\sigma_N g_1^\ast (z_1) \ldots g_N^\ast (z_N) \Psi(z_1, \ldots, z_N).$$  

(13)

Equation (12) is in the form of the inner product of $g_1$ and $h$. By the Cauchy–Schwarz inequality, we immediately see that the optimal $g_1$ should be proportional to $h$. Here an accidental and fortunate fact is that, $h$ is orthogonal to all $g_2 \leq i \leq N$ because of the antisymmetry property of $\Psi$. Hence, when we update $g_1$, the orthonormal condition (10) between the $g$’s is still maintained.

The problem is then reduced to calculating $h$. Using (8) and (9), it is straightforward to get the compact formula

$$h(z_1) = \sum_{\beta} C_{\beta} \begin{vmatrix} f_{1\beta} (z_1) & M_{1\beta,2}^* & \ldots & M_{1\beta,N}^* \\ \vdots & \vdots & \ddots & \vdots \\ f_{M\beta} (z_1) & M_{M\beta,2}^* & \ldots & M_{M\beta,N}^* \end{vmatrix}. \tag{14}$$

We can then calculate $h$ using the Laplace expansion [39] for the determinant, and update the orbital $g_1$, or more specifically, update the first column of $M$. By doing so, the overlap $\mathcal{O}$ increases. Now the point is that, while $g_1$ has been chosen as the optimal one with respect to the rest $N - 1$ orbitals, $g_2$ is not necessarily optimized with respect to its accompanying orbitals, namely $\{g_2, g_3, \ldots, g_N\}$. Therefore, we can turn to $g_2$ and update it in a similar way. This procedure can be repeated by sweeping across the $N$ orbitals (the $N$ columns of $M$) in a circular way. The overlap increases after each update and surely will converge as it is upper bounded by unity. To make sure that we hit the global maximum instead of being trapped by some local one, the program has to be run dozens of times with different initial values of $g_1$. The whole process and the potential issues are illustrated in figure 1, where the evolution trajectories of the overlap $\mathcal{O}$ are shown. There we see that a significant portion of the trajectories settle down on the lower plateaus (local maxima), proving that it is absolutely necessary to start from a sufficiently large amount of sets of initial orbitals.

In figure 2, we present the geometric entanglement $E_G$ against the number of electrons, both for $m = 3$ and $m = 5$. Each data point is obtained with at least 30 different initial values of $M$, and the columns of $M$ are updated at least for 40 rounds. Out of the final values of $\mathcal{O}$, the maximal one is taken as $\mathcal{O}_{\text{max}}$, and then $E_G$ is calculated. Together with the exact value of $E_G$, also shown is its upper bound approximation $-\ln(C_{\text{max}}^2)$, where

$$C_{\text{max}} = \max_{\beta} |C_{\beta}|. \tag{15}$$

In view of (8), $C_{\text{max}}^2$ is the maximal overlap between $\Psi$ and a Slater determinant constructed out of the Landau orbitals (5). In the two-particle case of $N = 2$, we have $E_G = -\ln(C_{\text{max}}^2)$ because coincidentally the expansion...
is the canonical expansion of the two-fermion wave function $\Psi$, and in this case we have the theorem that the optimal Slater approximation is exactly the most weighted term in the expansion [13]. However, for $N > 2$, we see that generally $E_G$ is significantly smaller than $-\ln(C_{\max}^2)$, which means that by mixing the Landau orbitals appropriately, the overlap between the Slater determinant and the Laughlin wave function can be increased.

We note that the $m = 3$ case is surprisingly regular. First, all the points lie very close to a straight line. This linear behavior is not obvious at all, as we know that for the maximally entangled Dicke state, in which half of the spins are up and half are down, $E_G$ is not linear in the number of spins but logarithm [19, 20]. Second, even if $E_G$ is found to be linear asymptotically in the large $N$ limit; in the small $N$ limit, deviation from this behavior is expected. That is, there should be some crossover regime. However, the linear behavior extends well down to the smallest possible value of $N = 2$. The $m = 5$ case is less regular. However, again there is no apparent crossover regime at the lower limit of $N = 2$.

The pattern of the data points suggests using the linear least squares approximation to fit the data. That is,

$$E_G \approx aN - \gamma.$$  \hspace{1cm} (16)

We get for $m = 3$,

$$\gamma = 0.7038 \pm 0.0949$$  \hspace{1cm} (17)

and for $m = 5$,

$$\gamma = 0.5662 \pm 0.2537.$$  \hspace{1cm} (18)

In [29], it is found that for some topologically ordered systems such as the toric code, double semion, color code, and quantum double models, the geometric entanglement, like the bipartite entanglement based on space partition, consists of a term proportional to $N$ plus a constant term called the topological entropy. If this is also the case for the Laughlin wave function, we would have the constant term $\gamma$ as $\ln \sqrt{3} = 0.5493$ for $m = 3$, and $\ln \sqrt{5} = 0.8047$ for $m = 5$. However, this is not the case as shown by (17) and (18). Actually, even the trend is in the wrong direction.

When we get the maximal overlap $O_{\max}$, we get simultaneously the $N$ single-particle orbitals $\{g_i, 1 \leq i \leq N\}$, which are encoded in the columns of the matrix $M$. It is thus possible and instructive to have a look of these orbitals and the corresponding Slater determinant. As emphasized above, the orbitals are not invariant; what is invariant is the $N$-dimensional subspace spanned by them. In other words, the $d \times N$ matrix $M$ is not invariant, but the $d \times d$ matrix $MM^\dagger$ is invariant. The latter quantity is actually the one-particle reduced density matrix (in the representation of the Landau orbitals) of the Slater determinant constructed out of the $g$'s. A quantity of particular interest is the population of the optimal Slater determinant on the $n$th Landau orbital, which is the $n$th diagonal element of $MM^\dagger$, namely (1 \leq n \leq d)

$$P_n^{(S)} = \sum_{i=1}^{N} |f_n(g_i)|^2 = \sum_{i=1}^{N} |M_{in}|^2.$$  \hspace{1cm} (19)

The same quantity characterizing the Laughlin wave function $\Psi$ is

$$P_n^{(L)} = \sum_{j \geq n} |C_j|^2.$$  \hspace{1cm} (20)
In conclusion, we have used an iterative algorithm to find the optimal Slater approximation of the Laughlin wave function and in turn to calculate the geometric entanglement in it. To the best of our knowledge, this is the first time that the geometric entanglement in a strongly interacting fermionic system, which is of great physical interest, is calculated. The importance of the Laughlin wave function warrants such a study.

We find that the geometric entanglement $E_G$ scales linearly with the electron number $N$. While this is not so surprising, it is unexpected that the linear behavior extends well down to the lower limit of $N = 2$. At the time being, a full understanding of this finding is still lacking. But, it is in alignment with the fact that the Laughlin wave function has a very short correlation length (it is on the order of the magnetic length; or unity by our notation) [3], which means that the $N = 2$ case is already close to the thermodynamic limit. Actually, for the fractional quantum Hall system, many quantities behave similarly. For example, by exact diagonalization, it is found that in the $1/3$ filling case, the ground-state energy per particle for a four-electron system is already very close to the infinite system result [4].

The linear behavior of the geometric entanglement prompted us to compare the constant term with the expected topological entropy. As it turns out, they do not agree. This is in contrast to [29], where the topological entropy can be successfully extracted from the scaling behavior of the geometric entanglement. Our numerical result as a negative case then indicates that the relation between geometric entanglement and topological entropy is subtle. Actually, we note that for indistinguishable particles, the concepts of geometric entanglement and topological entropy belong to two incompatible frameworks. The former allows no bipartition, neither of the particles nor of the space, while the latter pertains to the practice of bipartitioning the system. From this point of view, it is normal that we have failed to extract the expected topological entropy from the geometric entanglement—the former is more likely to be extracted from a bipartition-based measure of entanglement, as is done in [8], where the orbital entanglement is calculated. As for [29], they have the advantage that they are dealing with spin systems, which enjoys the tensor product structure that we lack. Because of this, geometric

3. Conclusions and discussions

In figure 3, $p_n^{(S)}$ and $p_n^{(I)}$ are shown for some pairs of $(m, N)$. We see that in figures 3(a) and (c), $p_n^{(S)}$ and $p_n^{(I)}$ are somewhat close. However, as $N$ increases by 1, as in figures 3(b) and (d), the shape of the curves of $p_n^{(S)}$ changes abruptly. In both figures 3(b) and (d), $p_1^{(S)}$ is very close to unity (but not exactly), while $p_2^{(S)}$ is very close to zero in 3(b) and $p_3^{(S)}$ is very close to zero (less than $10^{-4}$) in 3(d). This feature is then preserved for higher value of $N$ for both values of $m$. The latter fact is compatible with the former. As can be seen from the expression of the Laughlin wave function (3), if some electron is in the $n = 1$ landau orbital, then all other electrons will be at least in the $n = m + 1$ orbital. Hence, if in the optimal Slater determinant the $n = 1$ landau orbital is almost completely occupied, then it is advantageous to avoid the $2 \leq n \leq m$ orbitals. We notice that figures 3(b) and (d) are of the same parameters as figures 1(a) and (b), which exhibit competing local maxima of $E_G$. We are thus led to study the suboptimal Slater determinants too and the associated orbitals. The corresponding occupation numbers $p_n^{(S)}$ are shown with the dotted lines in figures 3(b) and (d). It turns out that the curves are similar to those in 3(a) and (c). Hence, we see that there is a subtle competition between different configurations of the optimal orbitals in the problem in question—in 3(b) and (d), the configurations similar to the optimal configurations in 3(a) and (c) are overtaken by some drastically different ones.
entanglement and spatial partition are compatible. But even so, there exists the issue that for geometric entanglement, the system should be (and is) partitioned into multiple pieces instead of two. In view of this, there might be some deep reasons behind their success, if it is not a fortuitous coincidence.

Acknowledgments

We are grateful to K Yang, F Pollman, and T-C Wei for stimulating discussions. This work is supported by the Fujian Provincial Science Foundation under Grant No. 2016j05004, Science Challenge Project under Grant No. JCY2016212A502, NSF of China under Grant No. 11504061, the China Postdoctoral Science Foundation, and the Foundation of LCP.

ORCID iDs

Jiang-Min Zhang https://orcid.org/0000-0001-9777-7956
Yu Liu https://orcid.org/0000-0002-4003-5684

References

[1] Laughlin R B 1983 Phys. Rev. Lett. 50 1395
[2] Tsui D C, Stormer H L and Gossard A C 1982 Phys. Rev. Lett. 48 1559
[3] Yoshioka D 2002 The Quantum Hall Effect (Berlin: Springer)
[4] Chakraborty T and Pietiläinen P 1995 The Quantum Hall Effects: Integral and Fractional (Berlin: Springer)
[5] Johnson B I 2002 Am. J. Phys. 70 401
[6] Zeng B, Zhai H and Xu Z 2002 Phys. Rev. A 66 042324
[7] Shi Y 2004 J. Phys. A: Math. Gen. 37 6807
[8] Haque M, Zozulya O and Schoutens K 2007 Phys. Rev. Lett. 98 060401
[9] Kitaev A and Preskill J 2006 Phys. Rev. Lett. 96 110404
[10] Levin M and Wen X G 2006 Phys. Rev. Lett. 96 110405
[11] Slater J C 1929 Phys. Rev. 34 1293
[12] Timan A F 1994 Theory of Approximation of Functions of a Real Variable (New York: Dover)
[13] Zhang J M and Kollar M 2014 Phys. Rev. A 89 012304
[14] Zhang J M and Mauser N J 2016 Phys. Rev. A 94 032513
[15] Shimony A 1995 Ann. NY Acad. Sci. 755 675
[16] Barnum H and Linden N 2001 J. Phys. A: Math. Gen. 34 6787
[17] Wei T C and Goldbart P M 2003 Phys. Rev. A 68 042307
[18] Wei T C, Altepeter J B, Goldbart P M and Munro W J 2004 Phys. Rev. A 70 022322
[19] Wei T C, Ericsson M, Goldbart P M and Munro W J 2004 Quantum Inf. Comput. 4 232
[20] Hayashi M, Markham D, Murao M, Owari M and Virmani S 2008 Phys. Rev. A 77 012310
[21] Hübener R, Kleinmann M, Wei T C, González-Guillén C and Guhne O 2009 Phys. Rev. A 80 032324
[22] Aubachs M, Markham D and Murao M 2010 New J. Phys. 12 073025
[23] Tarnary S, Sudbery A and Tamaryan L 2010 Phys. Rev. A 81 052319
[24] Orús R 2008 Phys. Rev. A 78 062332
[25] Tamaryan L, Park D K and Tamaryan S 2008 Phys. Rev. A 77 022325
[26] Parafarsh P and Rana S 2011 Phys. Rev. A 83 032301
[27] Martin J, Giraud O, Braun P A, Braun D and Bastin T 2010 Phys. Rev. A 81 062347
[28] Chen L, Xu A and Zhu H 2010 Phys. Rev. A 82 032301
[29] Orús R, Wei T C, Buerschaper O and Van den Nest M 2014 New J. Phys. 16 013015
[30] Benatti F, Florennini R and Marzolino U 2012 Phys. Rev. A 85 042329
[31] Benatti F, Florennini R and Marzolino U 2011 J. Phys. B: At. Mol. Opt. Phys. 44 091001
[32] Benatti F, Florennini R and Marzolino U 2010 Ann. Phys. 325 924
[33] Oszmianiec M and Kuś M 2013 Phys. Rev. A 88 052328
[34] Chen L, Chen J, Dokovic D Z and Zeng B 2014 Commun. Math. Phys. 333 541
[35] Chen L, Dokovic D Z, Grassel M and Zeng B 2014 J. Math. Phys. 55 082203
[36] Kaplan T A 2005 Fluct. Noise Lett. 5 125
[37] Löwdin P O 1955 Phys. Rev. 97 1474
[38] Scharf T, Thibon J Y and Wybourne B G 1994 J. Phys. A: Math. Gen. 27 4211
[39] Rose H E 2002 Linear Algebra: A Pure Mathematical Approach (Berlin: Springer)