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Abstract—This paper presents an improved mixed-integer model for the Thermal Unit Commitment Problem. By introducing new variables for the temperature of each thermal unit, the off-time-dependent start-up costs are modeled accurately while using fewer inequalities than state-of-the-art formulations. This new approach significantly improves computational efficiency, even compared to existing formulations which only roughly approximate start-up costs. Our findings were validated on real-world test cases using CPLEX and Xpress.
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I. INTRODUCTION

RENEWABLE power sources are being introduced in many of the world’s power systems [1]. The intermittent nature of the power production from these sources, especially of wind and solar, is leading to a higher number of start-ups of conventional thermal power plants [2], [3]. Consequently, the percentage of costs caused by start-ups is increasing, and accurate start-up cost models are gaining importance.

Operational planning of power systems includes the scheduling of power generating units, which is known as the Unit Commitment (UC) problem [4]. Finding cost-optimal solutions to this problem has been an active field of research since almost the beginning of electrification [5], and a wide variety of optimization approaches have been applied [6], [7].

A prevalent employed approach is Mixed Integer Programming (MIP) by Branch&Cut, which is known for simultaneously producing a series of improving solutions and reducing their worst-case optimality gap, ultimately leading to an optimal solution. Its main drawbacks are the restricted modeling flexibility and the high computational effort. Both issues have been mitigated by new UC formulations, faster solvers, and greater computational power; still, further progress is vital. This paper contributes by improving the formulation of the start-up costs.

A. Literature Review

We base our work on the widely used MIP formulation given in [8]. Since its publication in 2006, numerous advancements have been published; we restrict ourselves to mentioning only those with a focus similar to our work. In [9], an application to the self scheduling problem with a more accurate start-up process is presented, introducing start-up types. Even when disregarding the start-up process, in comparison with [8], these start-up types lead to tighter formulations (as proved in [10]).

Tighter UC formulations have been of interest in general. In [11], the minimal up- and down-time constraints are considered. It is proved that the feasible operational schedules can be described by \(O(2^{|T|}|I|)\) inequalities. By using start-up and shutdown status variables, [12] characterizes the same feasible set with only \(O(|I||T|)\) inequalities—a prime example of how...
representations of polytopes may be simplified by introducing additional variables.

The quadratic production costs have commonly been modeled by piece-wise linear approximations. [13] presents tight valid inequalities for these costs, enabling an iterative approximation scheme. A similar approximation scheme with different valid inequalities is given in [14]. Finally, in [15], valid inequalities for the ramping process are presented, leading to considerably faster solution times.

B. Contribution and Paper Organization

The focus of this paper is a novel approach to modeling the start-up costs. After a short recapitulation of the prevalent state-of-the-art formulations in Section II, our contributions are introduced in the following order.

Section III-A introduces a simple modification of the start-up cost model as presented by [16], which reduces the integrality gap of the model.

Section III-B considers an approximation algorithm previously published in [17]. This algorithm, given an approximation tolerance, computes an approximation of the start-up cost function with a minimum number of steps. While current UC models [8]–[10], [15], [16], [18] allow the discretization of the start-up cost function using an arbitrary number of steps, the problem of selecting these steps is not addressed. For numerical experiments, typically a fixed number of steps is apparently chosen by expert guess (hot/cold steps in [15], hot/warm/cold steps in [8]–[10], five steps in [18]). However, the number of steps needed to bound the maximal approximation error depends on the ratio of variable to fixed start-up costs of each individual unit. Our algorithm overcomes this limitation by optimally selecting steps for each unit, leading to a fewer number of steps or a lower approximation error (or both).

Section IV examines the derivation of the commonly used start-up cost function from a simple physical model. This motivates the formulation presented in the following section and serves as a satisfying interpretation.

Section V presents the new approach which explicitly models the cooling behavior of units during the offline time by introducing temperature variables. After shutting down a unit, its temperature decays exponentially. At start-up, the lost thermal energy, which is proportional to the temperature loss, must be compensated for by burning additional fuel. By internalizing this physical process instead of encapsulating it in the start-up cost parameters $K_i$, this formulation is able to model exact start-up costs for arbitrarily long offline times. Moreover, it significantly improves computational performance compared to existing formulations by considerably reducing the integrality gap and the solution time of the linear relaxation.

Section VI further reduces the integrality gap of the new formulation by adding a class of inequalities, which we call residual temperature inequalities (RTIs). These inequalities are added to the problem in a cutting plane approach, using a computationally efficient exact separation algorithm.

Section VII lists results of numerical experiments, which clearly show the advantages of the proposed approach.

The paper ends with a summary and an outlook on further research directions.

II. STATE OF THE ART

This section describes the basis of the two prevalent MIP models in recent publications: the approach of [8] with 1 binary variable per unit and period (“1-Bin”) as well as the approach with 3 binaries (“3-Bin”) according to [15], which proved to model start-up costs more efficiently [10].

A. Base Model

The goal of the UC problem is to fulfill the electricity demand $L_t$ at minimal cost. The costs comprise two parts: production costs and start-up costs. Using the production costs $c_p^t$ and the start-up costs $c_u^t$, the UC problem may be modeled as

$$\min \sum_{i \in I, t \in T} c_p^t + c_u^t \quad \text{s.t.}$$

$$\sum_{i \in I} p_i^t = L_t \quad \forall t \in T. \tag{2}$$

The start-up costs are discussed in Section II-B. The production costs are non-convex [19], [20], and approximated by a piece-wise linear function in [8]. As the focus of this paper lies on the start-up costs, we use the simpler production costs in [10], which depend linearly on the binary operational state $v_i^t$ and the production $p_i^t$:

$$c_p^t = A_i v_i^t + B_i p_i^t \quad \forall i \in I, t \in T \tag{3}$$

Generally used constraints of thermal power plants regard the minimal production $P_i^{\min}$, the maximal production $P_i^{\max}$, maximal up and down ramping speeds $R_i^U$ and $R_i^D$ as well as maximal ramping at start-up $SU_i$ and shutdown $SD_i$. These constraints may be formulated as

$$p_i^t \leq p_i^{t-1} + R_i^U(v_i^{t-1} - v_i^{t-1}) - \min \{SU_i, P_i^{\min} + RU_i\} (1 - v_i^t) \quad \forall i \in I, t \in [2..T], \tag{4}$$

$$p_i^t \geq p_i^{t-1} - R_i^D(v_i^{t-1} - v_i^{t-1}) + \min \{SD_i, P_i^{\max} + RD_i\} (1 - v_i^t) \quad \forall i \in I, t \in [2..T], \tag{5}$$

$$p_i^t \leq P_i^{\max} v_i^{t+1} + SD_i (v_i^{t+1} - v_i^{t+1}) \quad \forall i \in I, t \in [1..T-1]. \tag{6}$$

B. Start-up Costs

The start-up costs depend on the amount of time $l$ that a unit has been offline before a start-up. For thermal units, they are typically modeled according to [21], [22] as

$$K_i^l = V_i(1 - e^{-\lambda i l}) + F_i \quad \forall i \in I, l \in \mathbb{N} \tag{7}$$

where $F_i$ are the fixed start-up costs and $V_i$ are the maximum variable start-up costs, such that the costs for a complete cold start are $V_i + F_i$. The fixed costs include labor costs as well as time-independent wear and tear costs. As the modeled time range is discretized into periods, only integer offline times $l \in \mathbb{N}$ may occur (cf. Fig. 1).
1) **Formulation with one binary variable (“1-Bin”):** In the prevalent start-up cost model, the cost function is approximated by an increasing step function, i.e. a piece-wise constant, increasing function. This formulation has been used in numerous publications with a fixed number of steps, and was first generalized to an arbitrary number of steps in [16]:

\[
cu_i^l \geq K_i^l \left( v_i^l - \sum_{n=1}^l v_i^{t-n} \right) \quad \forall i \in I, t \in T, l \in [1..t-1].
\] (8)

These inequalities properly model arbitrary increasing start-up cost functions.

Note that to incorporate the offline time \(PD_i\) preceding the modeled time range, in the case \(l = t - 1\) the start-up costs \(K_i^{t-1+PD_i}\) need to be used. We disregard this technicality for the sake of a simpler presentation.

2) **Formulation with three binary variables (“3-Bin”):** The authors of [10] and [15] show that modeling the operational state with three sets of binary variables is computationally more efficient than the model with 1 binary described above. We therefore include this formulation in the numerical experiments, in an implementation equivalent to the model P1 in [10].

The two additional sets of binary variables used to describe the operational state are the start-up state \(z_i^l\) and the shutdown state \(w_i^l\) (c.f. [23]), which are modeled by the equation

\[
z_i^l - w_i^l = v_i^l - v_i^{l-1} \quad \forall i \in I, t \in T.
\] (9)

The start-ups are classified into types according to their costs using the binary variables \(\delta_i^l(l)\),

\[
\sum_{l \in [1..t-1]} \delta_i^l(l) = z_i^l \quad \forall i \in I, t \in T,
\] (10)

such that \(\delta_i^l(l) = 1\) if and only if unit \(i\) starts up in period \(t\) with cost \(K_i^l\), i.e. if the start-up is preceded by a shutdown and offline time of correct length,

\[
\delta_i^l(l) \leq \sum_{n \in [1..l]} w_i^{t-n} \quad \forall i \in I, t \in T, l \in [1..t-1], K_i^l < K_i^{l+1}.
\] (11)

Instead of (8), the start-up costs are derived by

\[
cu_i^l \geq \sum_{l \in [1..t-1]} \sum_{K_i^l < K_i^{l+1}} K_i^l \delta_i^l(l) \quad \forall i \in I, t \in T.
\] (12)

III. **IMPROVING THE 1-BIN AND 3-BIN FORMULATIONS**

In this section, we present a modification of the constraints in (8) that tightens 1-Bin, and a method to control the approximation error of the time-dependent start-up costs in both 1-Bin and 3-Bin.

**A. Tightening the 1-Bin Formulation**

The inequalities (8) can be tightened by lessening the coefficients of the variables \(v_i^{t-n}\),

\[
cu_i^l \geq K_i^l v_i^l - \sum_{n=1}^l (K_i^l - K_i^{n-1}) v_i^{t-n} \quad \forall i \in I, t \in T, l \in [1..t-1],
\] (13)

Each of these inequalities is trivially fulfilled if unit \(i\) is offline in period \(t\), since then its right-hand side is non-positive. If unit \(i\) is online in period \(t\), consider all \(n \in [1..l]\) with \(v_i^{t-n} = 1\). If no such \(n\) exists, then both the start-up costs \(cu_i^l\) and the right-hand side of the inequality equal \(K_i^l\). Otherwise, choose a minimal \(n\) with this property. Then, the start-up costs \(cu_i^l\) equal \(K_i^{n-1}\), and the right-hand side is at most \(K_i^{n-1}\). As these inequalities dominate those in (8), they still properly model the start-up costs.

The impact of the tightening on the integrality gap is depicted in Fig. 4 in Section VII.

**B. Approximating the Time-dependent Start-up Cost**

To keep computational efforts reasonable, the time-dependent start-up costs are often approximated either by a constant value (see e.g. [23], [24]) or by up to three steps, hot-, cold-, and possibly warm-start (see e.g. [25]). In the light of cool-down times of up to 120 hours for large thermal units [22], these approaches result in considerable approximation errors. This is addressed in [9], [16] and subsequently in [8], [10], [15], where an arbitrary number of steps is allowed. We present Alg. 1 from [17] which determines, given a certain approximation tolerance \(K_{tol}\), how to choose these steps optimally.

When dropping the constraints in (8) or (13) for some \(l\), one effectively models an approximation \(\tilde{K}_i\) of the start-up costs \(K_i\). If the start-up costs \(K_i^l\) for some look-back times \(l^* - 1\) and \(l^*\) are equal, then the constraints (8) for \(l = l^* - 1\) dominate the constraints (8) for \(l = l^*\). Unsurprisingly, the tightened constraints (13) for \(l = l^*\) and \(l = l^* - 1\) are equal in that case. Thus, redundant constraints in (8) and (13) are avoided by considering only look-back times \(l\) with \(K_i^l > K_i^{l-1}\).

![Fig. 1. Time-dependent start-up costs](image-url)

When solving MIPs, the goal typically is to reach a certain maximal relative optimality gap. Hence, the start-up cost approximation also needs to guarantee a maximal relative error,

\[
\left| \tilde{K}_i^l - K_i^l \right| \leq K_{tol} \cdot K_i^l \quad \forall i \in I, l \in [1..T-1].
\] (14)

Such an approximation with minimal number of different values can be found by iteratively grouping as many periods as possible into a single step, see Algorithm 1.
Algorithm 1: ApproximateStartupCosts
\[ a \leftarrow 1 \]
\[ \text{while } a < T \text{ do} \]
\[ b \leftarrow a \]
\[ \text{while } b < T \land K_i^{l+1} - K_i^a \leq K_{ent} \text{ do} \]
\[ b \leftarrow b + 1 \]
\[ \text{for } l \in [a..b] \text{ do} \]
\[ \tilde{K}_i^l = \frac{2K_i^bK_i^l}{K_i^l+K_i^b} \]
\[ a \leftarrow b + 1 \]

IV. START-UP COSTS OF THERMAL UNITS

The step-wise start-up cost model considered in the previous section is applicable for all increasing start-up cost functions. However, as is mentioned in the last section, the start-up cost function of a thermal unit is commonly (e.g. [21]) defined much more restrictively as
\[ K_i^l = V_i (1 - e^{-\lambda l}) + F_i^l \quad \forall i \in I, l \in \mathbb{N} \quad (15) \]
where \( l \) denotes the offline time. The constant costs are modeled using the start-up status variables \( z_i^l \) presented in [23] (without the shutdown status variables):
\[ z_i^l = \begin{cases} v_i^l & \text{if } PD_i > 0, \\ 0 & \text{else,} \end{cases} \quad \forall i \in I \quad (16) \]
\[ z_i^l \geq v_i^l - v_i^{l-1} \quad \forall i \in I, t \in [2..T], \quad (17) \]
\[ z_i^l \in \{0,1\} \quad \forall i \in I, t \in T. \quad (18) \]
The variable costs originate from the reheating process at start-up, where fuel needs to be burned and where the unit experiences thermal stress.

Here, the term \( (1 - e^{-\lambda l}) \) is proportional to the heat loss of the power plant incurred while offline, and models the exponential decay of the temperature,
\[ \text{temp}_i(l) = e^{-\lambda l} \quad \forall i \in I, t \in \mathbb{R}_{\geq 0}, \quad (19) \]
assuming the operational temperature is normalized to 1 and the environmental temperature is normalized to 0.

As shown in Fig. 2, (19) is discretized by a step-wise constant function with steps according to
\[ \text{temp}^*_i := \begin{cases} 1 & \text{if } v_i^l = 1, \\ \text{temp}_i(l^i) & \text{else,} \end{cases} \quad \forall i \in I, t \in T, \quad (20) \]
where \( l^i \) denotes the number of periods that unit \( i \) is offline prior to period \( t \).

The above nonlinear definition of \( \text{temp}^*_i \) may be restated recursively as
\[ \text{temp}^*_i = \begin{cases} 1 & \text{if } v_i^1 = 1, \\ e^{-\lambda PD_i} & \text{else}, \end{cases} \quad \forall i \in I \quad (21) \]
\[ \text{temp}^*_i = \begin{cases} 1 & \text{if } v_i^{l-1} = 1 \text{ or } v_i^l = 1, \\ e^{-\lambda \text{temp}^*_{i-1}} & \text{else}, \end{cases} \quad \forall i \in I, t \in [2..T]. \quad (22) \]

V. THE TEMPERATURE MODEL

In this section, we model the temperature loss derived in the last section by explicitly capturing the temperature of a unit as the new state variable \( \text{temp}^*_i \) and the amount of heating as the new variable \( h_i^l \). Combined with the start-up status \( z_i^l \) (cf. IV), they are used to model the start-up cost function as defined in equation (7).

The new variables are continuous and non-negative,
\[ v_i^l \leq \text{temp}^*_i \leq 1 \quad \forall i \in I, t \in T, \quad (25) \]
enforcing a temperature of exactly 1 during operation. The recursion in equations (21) and (22) is modeled as
\[ \text{temp}^*_i = e^{-\lambda PD_i} + h_i^0 \quad \forall i \in I, \quad (26) \]
\[ \text{temp}^*_i = e^{-\lambda \text{temp}^*_{i-1}} + (1 - e^{-\lambda})v_i^{t-1} + h_i^{t-1} \quad \forall i \in I, t \in [2..T], \quad (27) \]
which causes the temperature
\[ \text{to decay exponentially while the unit is offline (} v_i^l = 0), \]
\[ \text{to stay constant at 1 while the unit is online (} v_i^l = 1), \]
\[ \text{and to rise by } h_i^l \text{ if the unit is heating.} \]

Finally, the start-up costs are modeled as
\[ c_i^l = V_i h_i^{t-1} + F_i z_i^l \quad \forall i \in I, t \in T. \quad (28) \]

We proceed by explaining the correctness of this model. It is easy to check that \( z_i^l = 1 \) exactly if there is a start-up in period \( t \), and \( z_i^l = 0 \) otherwise. Thus, the constant part of the start-up costs is modeled correctly.

The temperature losses increase proportionally with \( \text{temp}^*_i - v_i^l \). Thus, in a cost-minimal solution, heating is applied such that the temperature is minimal while fulfilling \( \text{temp}^*_i \geq v_i^l \). This entails two consequences:

1) Heating is applied only in the period prior to each start-up. Earlier heating could be postponed until this period, thus saving heating costs.
2) The amount of heating is exactly such that the temperature reaches 1. Excessive heating could either be postponed until the period prior to the next start-up, or be avoided if there is no such start-up.
Therefore, in a cost-minimal solution, the temperature variables \( \text{temp}^t_i \) match the discretized temperatures \( \text{temp}^t_i \) as given in equation (20), and the start-up costs \( cu^t_i \) equal 0 if unit \( i \) does not start-up in period \( t \).

Given a cost-minimal solution, assume that unit \( i \) starts up in period \( t \) after \( l \) offline periods. By period \( t - l \) the unit has cooled down for \( l - 1 \) periods, and in period \( t \), the temperature after start-up has to be 1 again,

\[
\text{temp}^t_i = e^{-\lambda_i l} (20) \quad \text{and} \quad \text{temp}^t_i \leq 1,
\]

Thus, the needed heating, considering the further cooling during period \( t - 1 \), matches the expected temperature loss,

\[
h_{i}^{t-1} = e^{-\lambda_i l} \text{temp}^{t-1} + (1 - e^{-\lambda_i l}) \text{temp}^{t-1} = 1 - e^{-\lambda_i l}.
\]

This means, the variable part of the start-up costs is modeled correctly too, leading to \( cu^t_i = K^t_i \).

While this model uses new additional variables, it reduces the number of constraints significantly in comparison to the step-wise start-up cost model. Fig. 4 suggests that the integrality correctness too, leading to \( cu^t_i = K^t_i \).

VI. TIGHTENING THE TEMPERATURE MODEL

The linear relaxation of the temperature model can be improved by adding the inequalities

\[
\text{temp}^t_i \begin{cases} \geq e^{-\lambda_i l} \text{temp}^{t-1} + (1 - e^{-\lambda_i l}) v^t_i & \text{if } l < t - 1, \\
\geq e^{-\lambda_i (t + \text{PD})} + (1 - e^{-\lambda_i (t + \text{PD})}) v^t_i & \text{else}, \end{cases}
\]

\[\forall i \in I, t \in T, l \in [1..t-1] \quad (29)\]

which we call residual temperature inequalities (RTIs). These inequalities improve the bounds in (25),

\[
\text{temp}^t_i \geq v^t_i \quad \forall i \in I, t \in T,
\]

by considering the lowest possible temperature in each period. Over \( l \) offline periods, the temperature decays by a factor of \( e^{-\lambda_i l} \), leading to

\[
\text{temp}^t_i \begin{cases} \geq e^{-\lambda_i l} \text{temp}^{t-1} & \text{if } l \in [1..t-2], \\
\geq e^{-\lambda_i (t + \text{PD})} \geq e^{-\lambda_i l} & \text{if } l = t - 1 .\end{cases}
\]

Thus, the RTIs are fulfilled if \( v^t_i = 0 \). Secondly, \( v^t_i = 1 \) implies \( \text{temp}^t_i = 1 \), and by (25) the right hand side of an RTI never exceeds 1. Hence the RTIs are fulfilled for \( v^t_i = 1 \), too.

For a single unit \( i \), the temperature model including RTIs completely describes the polyhedron of operational schedules \( v^t_i \) with corresponding summed start-up costs (see [26]). Thus, if the Unit Commitment MIP neither explicitly (e.g. min. down-time) nor implicitly (e.g. demand) prohibits any operational schedule \( v^t_i \in \{0,1\}^T \) of unit \( i \), then the bound on the summed start-up costs of that unit can not be further improved.

Adding all RTIs to the formulation is not advisable, since it heavily increases the solution time of the linear relaxation. Thus, the inequalities are added as needed in a Branch\&Cut approach, using the GAMS BCH facility [27] or the FICO Xpress Cut Manager Callback [28]. In both cases, the solver expects a user-supplied separation algorithm which, given a fractional solution to the linear relaxation, finds violated RTIs. We cite this separation algorithm and its main properties here, and refer to [26] for an in-depth discussion.

Since the separation algorithm processes each unit individually, only a single unit \( i \) is considered in the following. Out of the \( O(T^2) \) possible RTIs, it is sufficient to consider a certain subset of \( T \) inequalities depending on the current solution. If none of the inequalities in this subset are violated, then all RTIs are fulfilled by the current solution (see [26] for details).

To find the subset of relevant RTIs, a special binary tree on nodes numbered by \( T \) is used, the so-called Cartesian tree on the sequence \( v^2_i, \ldots, v^T_i \). This data structure was first introduced in [29, Sect. 3.1] for two-dimensional points. We use the equivalent definition in [30, Sect. 3] for sequences, with the maximum value at the root. The needed Cartesian tree is represented by its root node \( \eta_1 \) and by vectors \( \text{link}, \text{rlink} \in (T \cup \{\emptyset\})^T \) with \( \text{link}(t) \) defined as

- \( \text{link}(t) = \emptyset \) if node \( t \) has no left child,
- \( \text{link}(t) = l \) if node \( t \) is the left child of node \( l \),

and \( \text{rlink}(t) \) defined equivalently for the right child of node \( t \). The relevant RTIs are checked by the following depth-first search routine on the Cartesian tree for \( v_i \), which is started with \( \text{SeparateRec}(\eta_1, \eta_1 - 1) \).

Function SeparateRec(node \( t \), look-back time \( l \))

\[
\text{if } t \neq \emptyset \text{ then }
\]

\[
\text{// Check RTI in current node } t
\]

\[
\text{if } l = t - 1 \text{ then }
\]

\[
\text{check } \text{temp}^t_i \geq e^{-\lambda_i (t + \text{PD})} + (1 - e^{-\lambda_i (t + \text{PD})}) v^t_i
\]

\[\text{else}
\]

\[
\text{check } \text{temp}^t_i \geq e^{-\lambda_i l} \text{temp}^{t-1} + (1 - e^{-\lambda_i l}) v^t_i
\]

\[\text{// Check RTIs in left/right subtree}
\]

\[
\text{SeparateRec (link}(t), l - (t - \text{link}(t))
\]

\[
\text{SeparateRec (rlink}(t), \text{rlink}(t) - t - 1)
\]

SeparateRec visits each node exactly once, needing a running time of \( O(1) \) at each node, and thus possesses a complexity of \( O(T) \). Since the Cartesian tree may also be constructed in \( O(T) \) [30], the total running time of the separation over all units is \( O(|I|T) \).

In our experiments we found it favorable to add multiple RTIs in each iteration of the cutting plane approach. To this end, the algorithm accumulates all violated RTIs of all units and selects a subset thereof for inclusion. The proposed heuristic selection algorithm starts with rating each RTI with

\[
\text{rating} := \begin{cases} V_i \cdot \max\{0, \text{violation} - h^t_i\} & \text{if } t < T, \\
V_i \cdot \text{violation} & \text{else},\end{cases}
\]

where \( i \) and \( t \) denote the parameters of the RTI and “violation” denotes the amount by which the RTI is violated (right-hand side – \( \text{temp}^t_i \)).
The algorithm then selects a subset of RTI with maximal total rating such that
- at most $M_i$ RTIs are selected per unit and
- at most $M$ RTIs are selected in total.
In the conducted experiments, the constants $M_i := 0.15|T|$ and $M := 0.5|I|$ performed best.

To facilitate a straight-forward implementation of the separation algorithm, we cite the construction algorithm for Cartesian trees from [30, p. 138]. This algorithm starts with the trivial Cartesian tree for the one-dimensional vector $(v^1_i)$, and in each step $t \in [2 \ldots T]$ adds a node representing $v^t_i$ at the appropriate spot on the “right shoulder” of the tree:

\[
\begin{align*}
\text{Function } \text{FindCartesianTree}(v \in [0,1]^T) \\
\text{for } t = 1, \ldots, T \text{ do} \\
\quad \text{if } v_i^t \leq v_i^1 \text{ then} \\
\quad\quad \text{// Insert as root} \\
\quad\quad \text{link}(t) \leftarrow \eta_i \\
\quad\quad \eta_i \leftarrow t, \ R \leftarrow 1 \\
\quad\text{else} \\
\quad\quad \text{// Insert on right shoulder} \\
\quad\quad \text{while } v_i^t \eta_i \leq v_i^1 \text{ do} \\
\quad\quad\quad R \leftarrow R - 1 \\
\quad\quad\quad \text{link}(t) \leftarrow \text{link}(\eta_R) \\
\quad\quad\quad \eta_R \leftarrow t, \ R \leftarrow R + 1 \\
\quad\quad \text{// Insert at the appropriate spot} \\
\quad\quad \text{if } v_i^t \eta_i \leq v_i^1 \text{ then} \\
\quad\quad\quad \text{// Insert as root} \\
\quad\quad\quad \text{link}(t) \leftarrow \eta_i \\
\quad\quad\quad \eta_i \leftarrow t, \ R \leftarrow 1 \\
\quad\quad\text{else} \\
\quad\quad\quad \text{// Insert on right shoulder} \\
\quad\quad\quad \text{while } v_i^t \eta_i \leq v_i^1 \text{ do} \\
\quad\quad\quad\quad R \leftarrow R - 1 \\
\quad\quad\quad\quad \text{link}(t) \leftarrow \text{link}(\eta_R) \\
\quad\quad\quad\quad \eta_R \leftarrow t, \ R \leftarrow R + 1 \\
\end{align*}
\]

VII. NUMERICAL EXAMPLES

This section presents results from numerical examples which show the benefits of our modeling approach. After introducing the modeling setup\(^1\), its reduced integrality gap and the increased computational performance of its linear relaxation are highlighted. These advantages lead to an overall faster optimization procedure and enable larger models to be solved.

A. Scenarios

The raising requirements for fossil-fuel power plants, which include a more volatile residual load, result in more start-ups and hence in a higher ratio of start-up to operational costs [2]. We expect the higher percentage of start-up costs to result in higher solution times and to increase the advantages of our approach. In order to show the impact of a more volatile residual load, two separate scenarios for 2014 and 2025 are considered for the numerical experiments.

We decided against using the power plant fleet proposed in [8] for two reasons:
- Due to advancements in computational performance, this dataset became too small for a meaningful comparison.

\(^1\)The complete dataset for these scenarios is included with this article on arXiv.
TABLE II
SCENARIOS FOR INSTALLED CAPACITIES OF RENEWABLE GENERATION

| Year | Wind On [GW] | Wind Off [GW] | PV [GW] | Biomass [GW] | Hydro [GW] |
|------|--------------|---------------|---------|--------------|------------|
| 2014 | 28           | 0.4           | 23      | 3            | 4          |
| 2025 | 40           | 10            | 50      | 5.5          | 4.5        |

electricity generation profiles are computed based on the NASA MERRA database [37] for the same base year. Afterwards, these profiles are scaled according to the respective installed capacity given in Table II. Biomass and hydro power plants are assumed to produce at full capacity.

Fig. 3 compares the full load and the residual load for an exemplary week in scenarios 2014 and 2025, starting on a Friday. The chosen week highlights the increased volatility of the residual load in future power systems. Furthermore, its first three days, on which the calculations in Section VII-E are based, comprise the three major types of days (workday, Saturday, and Sunday).

B. Compared Model Formulations

We evaluate our approach by comparing it to the state-of-the-art formulations introduced in Section II-B. The following models are considered in our numerical experiments:

1) 1-Bin: The model according to [8] with linear production costs and ramping constraints as described in inequalities (5-6). Minimum downtime and uptime is not considered. Different levels of start-up cost approximation tolerance $K_{tot}$ are employed according to equation (14).
2) 1-Bin*: Same as 1-Bin, with the tightened start-up cost inequalities (13) instead of the original inequalities (8).
3) 3-Bin: Formulation of the start-up costs equivalent to P1 in [18]. Same as 1-Bin, except that start-up cost inequalities (8) are replaced by the inequalities (9-12).
4) Temp: New approach with explicit modeling of the power plant temperature, as described in Section V.
5) T-cuts: Same as Temp, with the additional residual temperature inequalities as presented in Section VI.

The numerical experiments are performed using two of the most often employed solvers and modeling frameworks—Xpress/Mosel and CPLEX/GAMS. As GAMS does not allow recursive functions, the cutting planes of the T-cut formulation are separated externally using Python [38].

C. Integrality Gap

An important criterion of a problem formulation is its integrality gap, which measures the influence of the integrality constraints on the optimal solution, and is defined as

$$\text{integrality gap} = \frac{\text{integral optimal value}}{\text{fractional optimal value}} - 1.$$ 

Smaller integrality gaps mean better lower bounds, which lead to faster solution times. The best possible integrality gap is 0, which would mean that the optimal objective value of the formulation does not depend on the integrality constraints.

Fig. 4 shows the integrality gap of the four models, taken over 14 time ranges of length $T = 72$, spread over different seasons of the year (first period $S \in \{1248k + 433 : k \in [0 \ldots 13]\}$). It clearly illustrates the advantage of modeling the temperature as an explicit variable.

The median integrality gap of 1-Bin lies at 1.0239, and is slightly decreased to 1.0221 through the tightening in 1-Bin*. The 3-Bin model reduces the median integrality gap to around 1.0101, a reduction of 58% compared to 1-Bin, corresponding in magnitude to the results reported in [10].

The median integrality gap of the Temp formulation is 1.0085, which is cut down to 1.0021 in T-cuts; this is a reduction of 91% with respect to 1-Bin and of 79% with respect to 3-Bin.

In summary, Temp and T-cuts lead to significant reductions of the integrality gap, even with respect to the tighter formulation in [10], [15]. It should be mentioned that due to the simple base model, the integrality gaps in these numerical examples might be lower than in previously published papers. Still, the relative differences between the formulations will remain comparable in other settings.
D. Computational Effort for Solving the LP

Another criterion for the quality of a formulation is the computational effort of solving its (initial) linear relaxation. To stay as close as possible to the practical application, especially with regard to the generation of the RTIs, we measured the solution time for the root node of the Branch&Cut tree. At the same time, we tried to remain close to the linear relaxation by disabling the integrality-specific algorithms of the solvers, i.e. presolve, integrated cuts, and heuristics (for tests with default settings, see Section VII-E).

Fig. 5 compares solution times of the linear relaxations for the same scenarios as in Fig. 4. The results clearly show that both temperature formulations considerably outperform 1-Bin, 1-Bin* and 3-Bin. Comparing Temp and T-cuts, we see that including the RTIs only leads to a moderate increase in computational effort.

The moderate increase from Temp to T-cuts indicates that including the RTIs does not increase the computational effort excessively.

E. Overall Computational Performance

After having shown improvements in two major criteria, the tightness (integrality gap) and the speed of the LP, we present results for the overall computational performance of our approach. Table III shows computation times for test cases of different sizes ($T \in \{24, 48, 72\}$ periods of one hour length) and different approximation tolerances $K_{tol}$. All test cases were started at $S = 4801$ (residual load is depicted in Fig. 3). Several observations can be made:

- Test cases in 2025 require more computational effort, due to the higher ratio of start-up to overall costs.
- 1-Bin and 1-Bin* fail to reach an optimality gap of 1% within 1 hour in 22% of the test cases. While 3-Bin solves all but 5% of the instances, both temperature formulations Temp and T-cuts never need more than 3 minutes to reduce the optimality gap to at most 1%.
- Temp and T-cuts reliably outperform the step-wise models with zero approximation tolerance ($K_{tol} = 0\%$).
- The performance of CPLEX and Xpress differs only slightly. For 1-Bin and 1-Bin*, Xpress tends to be slightly faster, whereas for 3-Bin it is the other way around.
- The distribution of the computation times of 1-Bin, 1-Bin* and 3-Bin is highly irregular. Of the test cases which were solved to an optimality gap of 1% in 1 hour, 90% were solved in less than 8 minutes. This may stem from the typical behavior of Mixed Integer Problems, where the optimality gap improves very slowly once the solution process enters the Branch&Bound tree. Fig. 6 exemplifies the convergence behavior for an instance of scenario 2025 with $T = 72$.

Table IV shows the remaining optimality gap after a solution time of 15 minutes. In several instances, the CPLEX solver did not finish the initial linear relaxation, therefore no optimality gap was calculated. Some additional characteristics are observed:

- The optimality gap quality of the solution is quite similar for Xpress and CPLEX for 1-Bin and 1-Bin*.
- Again, the performance of CPLEX is better for the 3-Bin formulation, whereas for Xpress it is the other way around.

F. Performance With Scaling to a Larger Number of Periods

An essential aspect in computational efficiency is the behavior with model scaling. Especially scaling to a higher number of modeled periods seems highly relevant for future operational planning for two reasons:

1) As the residual load will become more volatile it will be beneficial to increase the time resolution [39].
2) As renewable generation changes over several days and weeks, the storage management requires to consider longer time horizons than today where it is mainly driven by day and night variation of load.
Fig. 7 visualizes the scaling behaviour of all formulations, with approximation tolerances $K_{\text{tol}} \in \{0\% , 5\% , 20\% \}$. The number of periods of the modeled instances varies from $T = 24$ to $T = 300$, while the remaining parameters correspond to the instances used to analyze the integrality gap in Subsection VII-C. The first chart shows the number of instances which have been solved to an optimality gap of 1% within 1 hour of computation time. The second chart exhibits the average solution times of each formulation for all $T$ with at least two instances solved.

1-Bin and 1-Bin* either solve instances relatively quickly, or fail to reach the 1% optimality gap within 1 hour due to their convergence behavior (see Fig. 6). A slight advantage is discernible for 1-Bin*.

Both in terms of solved instances and mean solution time, 3-Bin dominates 1-Bin and 1-Bin*, and does not show the same abrupt increase in computational time for a higher number of periods. For $K_{\text{tol}} = 20\%$, its computation times rival those of Temp, albeit Temp consistently solves more instances.

Finally, the strong impact of the RTIs becomes apparent when comparing Temp and T-cuts for a higher number of periods.

VIII. CONCLUSION

We have improved the modeling of start-up costs in Unit Commitment models for both the commonly used exponential start-up cost function (Definition (7)) and for arbitrary, increasing start-up cost functions.

For general increasing start-up cost functions, we have shown that the inequalities used by the state-of-the-art formulations can be tightened. For exponential start-up cost functions, we have presented the temperature formulation, which accurately models the start-up costs while considerably outperforming the state-of-the-art formulation—even with high approximation tolerances. The increased performance may be attributed to both the faster LP relaxation and the typically smaller integrality gap.

Moreover, we have introduced cutting planes for this temperature formulation, which can be separated at a small computational cost. Using these cuts, the integrality gap can be reduced significantly, leading to even better solution times, especially for relatively large instances.

As noted, if there are no hard constraints on the operational states, it can be proved that the integrality gap can not be further reduced by cuts which act solely on the start-up cost and operational state variables of a single unit. This suggests a
very challenging question for future research: How to separate cuts which use variables from multiple units viable? To the best of our knowledge, such cuts have not been considered yet, except for knapsack cuts regarding the maximal capacity of each unit and the residual load.

Our numerical results show that, when using state-of-the-art step-wise start-up cost formulations, one always has to strike a compromise between fast linear relaxations and low approximation errors. It seems viable to solve this dilemma by separating constraints (8) and (13) in a cutting plane algorithm. While we do not expect such an approach to outperform the temperature formulation, it could be applied to units with start-up cost functions which do not correspond to (7).

Finally, we hope that the novel temperature formulation with its simple physical interpretation will inspire and facilitate fundamental future extensions of the Unit Commitment problem.
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