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Abstract. Clustering points in a vector space or nodes in a graph is a ubiquitous primitive in statistical data analysis, and it is commonly used for exploratory data analysis. In practice, it is often of interest to “refine” or “improve” a given cluster that has been obtained by some other method. In this survey, we focus on principled algorithms for this cluster improvement problem. Many such cluster improvement algorithms are flow-based methods, by which we mean that operationally they require the solution of a sequence of maximum flow problems on a (typically implicitly) modified data graph. These cluster improvement algorithms are powerful, both in theory and in practice, but they have not been widely adopted for problems such as community detection, local graph clustering, semi-supervised learning, etc. Possible reasons for this are: the steep learning curve for these algorithms; the lack of efficient and easy to use software; and the lack of detailed numerical experiments on real-world data that demonstrate their usefulness. Our objective here is to address these issues. To do so, we guide the reader through the whole process of understanding how to implement and apply these powerful algorithms. We present a unifying fractional programming optimization framework that permits us to distill, in a simple way, the crucial components of all these algorithms. It also makes apparent similarities and differences between related methods. Viewing these cluster improvement algorithms via a fractional programming framework suggests directions for future algorithm development. Finally, we develop efficient implementations of these algorithms in our LocalGraphClustering Python package, and we perform extensive numerical experiments to demonstrate the performance of these methods on social networks and image-based data graphs.
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Part I. Introduction and Overview of Main Results

1 Introduction

Clustering is the process of taking a set of data as input and returning meaningful groups of that data as output. The literature on clustering is tremendously and notoriously extensive (von Luxburg, Williamson, and Guyon, 2012; Ben-David, 2018); see also comments by Hand in the discussion of Friedman and Meulman (2004). It can seem that nearly every conceivable perspective on the clustering problem—from statistical to algorithmic, from optimization-based to information theoretic, from applications to formulations to implementations—that could be explored, has been explored. Applications of clustering are far too numerous to discuss meaningfully, and they are often of greatest practical interest for “soft” downstream objectives such as those common in Exploratory Data Analysis. Yet, despite comprehensive research into the problem, there are still useful and surprising new results on clustering discovered on a regular basis (Kleinberg, 2002; Ackerman and Ben-David, 2008; Awasthi et al., 2015; Abbe, 2018).

Graph clustering is a special instance of the general clustering problem, where the input is a graph, in this case, a set of nodes and edges, and the output is a meaningful grouping of the graph’s nodes. The ubiquity of sparse relational data from internet-based applications to biology, from complex engineered systems to neuroscience, as well as new problems inspired by these domains (Newman, 2010; Easley and Jo, 2010; Brandes and Erlebach, 2005; Estrada and Higham, 2010; Traud et al., 2011; Grindrod and Higham, 2013; Liberti et al., 2014; Bienstock, Chertkov, and Harnett, 2014; Jia et al., 2015; Bertozzi and Flemer, 2016; Estrada and Hatano, 2016; Rombach et al., 2017; Fosdick et al., 2018; Fennell and Gleeson, 2019; Shi, Altafini, and Baras, 2019; Ehrhardt and Wolfe, 2019), has precipitated a recent surge of graph clustering research (Newman, 2006; Leskovec et al., 2009; Eckles, Karrer, and Ugander, 2017). For instance, in graph and network models of complex systems, the community detection or module detection problem is a specific instance of the graph clustering problem, in which one seeks to identify clusters that exhibit relationships distinctly different from other parts of the network. Consequently, there are now a large number of tools and techniques that generate clusters from graph data.

The tools and techniques we study in this survey arise from a different and complementary perspective. As such, they are designed to solve a different and complementary problem. The clustering problem itself is somewhat ill-defined, but the way one often applies it in practice is while performing exploratory data analysis. That is, one uses a clustering algorithm to “play with” and “explore” the data, tweaking the clustering to see what insights about the data are revealed. Motivated by this, and the well-known fact that the output of even the best clustering algorithm is typically imperfectly suited to the downstream task of interest (for example Carrasco et al. (2003) mentions “neither […] seems to yield really good […] clusterings of our dataset, so we have resorted to hand-built combinations”), we are interested in tools and techniques that seek to improve or refine a given cluster—or more generally a representative set of vertices—in a fashion that is computationally efficient, that yields a result with strong optimality guarantees, and that is useful in practice.

Somewhat more formally, here is the cluster improvement problem: given a graph \( G = (V,E) \) and a subset of vertices \( R \) that serve as a reference cluster (or seed set), find a nearby set \( S \) that results in an improved cluster. That is,

when given as input a graph \( G = (V,E) \) and a set \( R \subset V \),

a cluster improvement algorithm returns a set \( S \subset V \),

where \( S \) is in some sense “better” than \( R \).

A very important point here is that both \( G \) and \( R \) are regarded as input to the cluster improvement problem. This is different from more traditional graph clustering, which typically takes only \( G \) as input, and it is a source of potential confusion. See Figure 1, which we explain in depth in Section 1.1, for an illustration.
How to choose the set $R$, which is part of the input to a cluster improvement algorithm, is an important practical problem (akin to how to construct the input graph in more traditional graph clustering). It depends on the application of interest, and we will see several examples of it.

In the settings we will investigate in this survey, we will be (mainly) interested in graph conductance (which we will define in Section 2.6 formally) as the cluster quality metric. Thus, the optimization goal will be to produce a set $S$ with smaller (i.e., better) conductance than $R$. Generally speaking, a set of small conductance in a graph is a hint towards a bottleneck revealing an underlying cluster. While we focus on conductance, the techniques we review are more general and powerful. For example, these ideas, algorithms, and approaches can be adapted to other graph clustering objectives such as ratio-cut (Lang and Rao, 2004), normalized-cut (Hochbaum, 2013), and other closely related “edge counting” objective functions and scenarios (Veldt, Klymko, and Gleich, 2019; Veldt, Wirth, and Gleich, 2019). We return to the utility of conductance as an objective function to improve clusters, even those output from related objectives and algorithms, via an example in Section 1.1.

We define the precise improvement problems via optimization in subsequent sections. For now, we treat them as black-box algorithms to explain how they might be used. These introductory examples use one of two algorithms, MQI (Lang and Rao, 2004) and LocalFlowImprove (Orecchia and Zhu, 2014), that we will study in depth. Both of these cluster improvement algorithms execute an intricate sequence of max-flow or min-cut computations on graphs derived from $G$ and $R$. A technical difference with important practical consequences is the following:

MQI always returns a set $S$ of exactly optimal conductance contained within the reference cluster $R$; whereas LocalFlowImprove finds an improved cluster $S$ with conductance at least as good as that found by MQI, by both omitting vertices of $R$ and adding vertices outside $R$.

In addition to these two algorithms, we will also discuss in depth the FlowImprove (Andersen and Lang, 2008) method.

### 1.1 Cluster improvement: compared with graph clustering

To start, consider Figure 1, in which we consider a synthetic graph model called a stochastic block model. In our instance of the stochastic block model, we plant 5 clusters of 20 vertices. Edges between vertices in the same cluster occur at random with probability $0.3$. Edges between vertices in different clusters occur at random with probability $0.0157$. A popular algorithm for graph clustering is the Louvain method (Blondel et al., 2008). On this problem input instance, running the Louvain method often produces a clustering with a small number of errors (Aside 1). By using the LocalFlowImprove algorithm on each cluster returned by Louvain, we can directly refine the clusters output by the Louvain method (i.e., we can choose our input set $R$ to be the output of some other method). This example involves running the improvement algorithm one time for each cluster returned by the Louvain method. Doing so results in a perfectly accurate clustering for this instance. That said, the Louvain method is designed to partition the dataset and insists on a cluster for each node, whereas improving each cluster may result in some vertices unassigned to a cluster or assigned to multiple clusters. Although this does not occur in this instance on the block model, it ought to be expected in general. There are a variety of ways to address this difference in output given the domain specific usage. For instance, to reobtain a partition, one can create clusters of unassigned vertices and pick a single assignment out of the multiple assignments based on problem or application specific criteria.

For this example, we’d like to highlight the difference in objective functions between the modularity measure optimized by the Louvain algorithm and the conductance measure optimized...
Figure 1 – Graph clustering (known as community detection in some areas) is a problem where the input is a graph and the output is a labeling or partition indicator for each node, indicating the group/cluster to which each node belongs. This is illustrated in (a) and (b). Cluster improvement is different problem. In cluster improvement problems, the input is both a graph and a set of nodes, and the output is a set of nodes that is improved in some sense. As an example, in (c), we show the input as the same graph from (a) along with one of the groups from (b) that has a few mistakes. The result of cluster improvement in (d) has no mistakes. See replication details in the appendix.

by LocalFlowImprove. Despite differences in these objectives (modularity compared with conductance), many clustering objective functions are related in their design to balance boundary and size tradeoffs (i.e. isoperimetry). Consequently, exactly or optimally improving a related objective is likely to result in benefits to nearby measures. Moreover, conductance and modularity are indeed close cousins as established either by how they make cut and volume tradeoffs (Gleich and Mahoney, 2016) or by relationships with Markov stability (Delvenne, Yaliraki, and Barahona, 2010). Thus, it is not surprising that LocalFlowImprove is able to assist Louvain, despite the difference in objectives. (Let us also note that flow-based algorithms can be designed around a variety of more general objective functions as well, see, Section 3.7.) Thus this example mixes pieces that commonly arise in real-world uses: (i) the end goal (find the hidden structures), (ii) an objective function formulation of a related goal (optimize modularity), and (iii) an algorithmic procedure for that task (Louvain method). Given the output from (iii), the improvement algorithms produce an exactly optimal solution to a nearby problem that (in this case) captures exactly the true end goal (i).
1.2 Cluster improvement: compared with seeded graph diffusion

Another common scenario in applied work with graphs is what we will call a target identification problem. In this setting, there is a large graph and we are given only one, or a very small number of vertices, from a hidden target set. See Figure 2(a) for an illustration. Seeded graph diffusions are a common technique for this class of problems. In a seeded graph diffusion, the input is a seed node \( s \) and the output is a set of nearby graph vertices related to \( s \) (Zhu, Ghahramani, and Lafferty, 2003; Faloutsos, McCorley, and Tomkins, 2004; Zhou et al., 2004; Tong, Faloutsos, and Pan, 2006; Kloumann and Kleinberg, 2014). Arguably, the most well-known and widely-applied of these seeded graph methods is seeded PageRank (Andersen, Chung, and Lang, 2006; Gleich, 2015). In essence, seeded PageRank problems identify related vertices as places where a random walk in the graph is likely to visit when it is frequently restarted at \( s \).

Cluster improvement algorithms are different than but closely related to seeded graph diffusion problems. This relationship is both formal and applied. It is related in a formal (and obvious) sense because seeded PageRank and its relatives correspond to an optimization problem that will also provably identify sets of small conductance (Andersen, Chung, and Lang, 2006). It is related in an applied sense for the following (important, but initially less obvious) reason: the improvement methods we describe are excellent choices to refine clusters produced by seeded PageRank and related Laplacian-based spectral graph methods (Lang, 2005; Fountoulakis et al., 2017; Veldt, Gleich, and Mahoney, 2016). The basic reason for this is that spectral methods often exhibit a “leak” nearby a boundary. For instance, if a node at the boundary of an idealized target cluster is visited with a non-trivial probability from a random walk, then neighbors will also be visited with non-trivial probability. In particular, this means that such spectral methods tend to output clusters with larger conductance, more false positives (in terms of the target set), and sometimes fewer true positives as well.

An illustration of this leaking out of a spectral method is given in Figure 2. Here, we are using the algorithms to study a graph with a planted target cluster of 72 vertices in the center of a much larger 3000 node graph. If we run a seeded PageRank algorithm from a node nearby the boundary of the target, then the result set expands too far beyond the target cluster (Figure 2(b)). If we then run the MQI cluster improvement method on the output of seeded PageRank, then we accurately identify the target cluster alone (Figure 2(c)). Likewise, if we simply expand the seed node into a slightly larger set by adding all of the seed’s neighbors, and we then perform a single run of the LocalFlowImprove method, then we will accurately identify this set.

1.3 Cluster improvement: compared with image segmentation

Our final introductory example is given in Figure 3, and it illustrates these improvement algorithms in the context of image segmentation. Here, an input image is translated into a weighted graph through a standard technique. The goal of that technique is to ensure that similar regions of the image appear as clusters in the resulting graph; this standard process is described formally in Appendix B. On this graph representing an image, the target set identification problem from Section 1.2 yields an effective image segmentation procedure, albeit with a much larger set of seed nodes.

We focus on the face of the astronaut Eileen Marie Collins (a retired NASA astronaut and United States Air Force colonel) (Wikipedia, 2021) as our target set. Figure 3(a) shows a superset of the face. When given as the input set to the MQI cluster improvement method (which, recall, always returns a subset of the input), the result closely tracks the face, as is shown in Figure 3(b). Note that there are still a small number of false positives around the face—see the region left of the neck below the ear—but the number of false positives decreases dramatically with respect to the input. Similarly, when given a subset of the face, we can use LocalFlowImprove (which, recall, can expand or contract the input seed set) to find most of it. We present in Figure 3(c) the input cluster to LocalFlowImprove, which is clearly a subset.
of the face; and the output cluster for LocalFlowImprove is shown in Figure 3(d), which again closely tracks the face with a few false negatives around the mouth.

1.4 Overview and Summary

One challenge with the flow-based cluster improvement literature is that (so far) it has lacked the simplicity of related spectral methods and seeded graph diffusion methods like PageRank (Gleich, 2015; Zhu, Ghahramani, and Lafferty, 2003; Faloutsos, McCurley, and Tomkins, 2004; Zhou et al., 2004; Tong, Faloutsos, and Pan, 2006; Kloumann and Kleinberg, 2014). These spectral methods
Figure 3 – Illustration of cluster improvement with MQI (Lang and Rao, 2004) and LocalFlowImprove (Orecchia and Zhu, 2014) on an image. In Figure 3(a), we show the input set of nodes to MQI. The set of nodes consists of the pixels inside the yellow square. Note that MQI looks for good clusters within the input square, and the target cluster is the face of Eileen Marie Collins (a retired NASA astronaut and United States Air Force colonel) (Wikipedia, 2021). In Figure 3(b), we show the output, which demonstrates that MQI-based cluster improvement decreases the number of false positives. In Figure 3(c), we show the input set of nodes to LocalFlowImprove. The set of nodes consists of the pixels inside the yellow square. Note that LocalFlowImprove looks for good clusters around the region of the input square and the target cluster is the face of the Eileen Marie Collins. In Figure 3(d), we show the output, which demonstrates that LocalFlowImprove-based cluster improvement increases the number of true positives. See Appendix A for details.

are often easy to explain in terms of random walks, Markov chains, linear systems, and intuitive notions of diffusion. Instead, the flow-based literature involves complex and seemingly arbitrary graph constructions that are then used, almost like magic (at least to researchers and downstream scientists not deeply familiar with flow-based algorithms), to show impressive theoretical results. Our goal here is to pull back the curtain on these constructions and provide a unified framework based on a class of optimization methods known as fractional programming.

The connection between flow-based local graph clustering and fractional programming is not new, e.g., Lang and Rao (2004) cite one relevant paper (Gallo, Grigoriadis, and Tarjan, 1989). Both Lang and Rao (2004) and Andersen and Lang (2008) mention binary search for finding optimal ratios akin to root-finding. Hochbaum (2010) was the first to develop a general framework of root-finding algorithms for global flow-based fractional programming problems. However, specialization of these results to the FlowImprove problem require special treatment which is not discussed in (Hochbaum, 2010). That said, our purpose in using these connections is
that they make the methods simpler to understand. Thus, we will make the connection extremely clear, and we will demonstrate that our fractional programming optimization perspective unifies all existing flow-based cluster improvement methods. Indeed, it is our hope that this perspective will be used to develop new theoretically-principled and practically useful methodologies.

1.5 Reproducible Software: the LocalGraphClustering package

In addition to the detailed and unified explanation of the flow-based improvement methods, we have implemented these algorithms in a software package with a user-friendly Python interface. The software is called LocalGraphClustering (Fountoulakis et al., 2019b) (which, in addition to implementing flow improvement methods that we review here we implement spectral diffusion methods for clustering, methods for multi-label classification, network community profiles and network drawing methods). As an example of using this package, running the seeded PageRank followed by MQI for the results shown in Figure 2 is as simple as:

```python
import localgraphclustering as lgc  # load the package
G = lgc.GraphLocal("geograph-example.edges")  # load the graph
seed = 305  # set the seed and compute
R,cond = lgc.spectral_clustering(G,[seed],method='l1reg')  # seeded PageRank
S,cond = lgc.flow_clustering(G,R,method='mqi')  # improve with MQI
```

This software also enables us to explore a number of interesting applications of flow-based cluster improvement algorithms that demonstrate uses beyond simply improving the conductance of sets. The implementation of the methods scales to graphs with billions of edges when used appropriately. In this survey, we explore graphs with up to 117 million edges (Section 9.4).

This package is useful generally. For reproducibility we also provide code that reproduces all the experiments that are presented in this survey.

1.6 Outline

There are three major parts to our survey; and these are designed to be relatively modular to enable one to read parts (e.g., to focus on the theoretical results or the empirical results) separately.

In the first part, we introduce the fundamental concepts and techniques, both informally as in this introduction and formally through our notation (Section 2) and fractional programming sections (Section 3). In particular, we introduce graph cluster metrics such as conductance in Section 2.6. We also introduce fundamental ideas related to local graph computations in Section 2.7, which discusses the distinction between strongly and weakly local graph algorithms. These ideas are then used to explain the precise objective functions and settings for flow-based cluster improvement algorithms in Section 3. This part continues with an overview of how these methods fit into the broader literature of graph-based algorithms (Section 4), and it includes a brief discussion of other scenarios where max-flow and min-cut algorithms are used as a fundamental computational primitive (Section 4.5), as well as infinite dimensional analogues to these ideas (Section 4.7). We also include a number of ideas that show how the methods generalize beyond using conductance.

In the second part, we provide the technical core of the survey. We begin our description of the details of the methods with a review of concepts from minimum flow and maximum cuts (Section 5). In particular, this section has a careful derivation of these problems as duals in terms of linear programs. The next three sections, Sections 6 to 8, cover the three algorithms that we use in the experiments: MQI, FlowImprove, and LocalFlowImprove. For each algorithm, we provide a thorough discussion on how to define each step of the algorithm. On a high level, these algorithm require at each iteration the solution of a max-flow problem. However, to actually implement these methods one requires construction of a locally modified version of the given graphs.

In the final part, we provide an extensive empirical evaluation and demonstration of these algorithms (Section 9). This is done in the context of a number of datasets where it is possible to illustrate clearly and easily the benefits of these techniques. Examples in this evaluation
include images, as we saw in the introduction, as well as road networks, social networks, and nearest neighbor graphs that represent relationships among galaxies. This section also includes experiments on graphs with up to 117 million edges. We also describe strategies to generate local network visualizations from these local graph clustering methods that highlight characteristic differences in how the flow-based methods treat networks.

In addition, we provide an appendix with full reproducibility details for all of the figures and tables (Appendices A and B). These include references to specific Python notebooks for replication of the experiments.

2 Notation, Definitions, and Terminology

We begin by reviewing specific mathematical assumptions, notation, and terminology that we will use. To start, we use the following standard notations:

\[
\begin{align*}
\mathbb{Z} & \text{ denotes the set of integer numbers,} \\
\mathbb{R} & \text{ denotes the set of real-valued numbers,} \\
\mathbb{R}_+ & \text{ denotes the set of real-valued non-negative numbers,} \\
\mathbb{R}^n & \text{ denotes the set of real-valued vectors of length } n, \\
\mathbb{R}^{n \times n} & \text{ denotes the set of real-valued } n \times n \text{ matrices,} \\
\mathbb{R}_+^n & \text{ denotes the set of real-valued non-negative vectors of length } n, \text{ and} \\
\mathbb{R}_+^{n \times n} & \text{ denotes the set of real non-negative } n \times n \text{ matrices.}
\end{align*}
\]

2.1 Graph notation

Given a graph \( G = (V,E) \), we let \( V \) denote the set of nodes and \( E \) denote the set of edges. We assume an undirected, weighted graph throughout, although some of the constructions and concepts involved in a flow computation are often best characterized through directed graphs. (See also Aside 3.) For an unweighted graph, everything we do will be equivalent to assigning an edge weight of 1 to all edges. Also, we also assume that the given graphs have no self-loops.

The cardinality of the set \( V \) is denoted by \( n \), i.e., there are \( n \) nodes, and we assume that the nodes are arbitrarily ordered from 1 to \( n \). Therefore, we can write \( V := \{1,2,\ldots,n\} \). We use \( v_i \) to denote node \( i \), and when it is clear, we will use \( i \) to denote that node. We assume that the edges \( E \) in the graph are arbitrarily ordered. The cardinality of the set \( E \) is denoted by \( m \), i.e., there are \( m \) edges. We will use \( e_{ij} \) to denote an edge. Also, if a node \( j \) is a neighbor of node \( i \), we denote this relationship by \( j \sim i \).

A path is a sequence of edges which connect a sequence of distinct vertices. A connected component is a subset of nodes such that there exists a path between any pair of nodes in that subset.

We frequently work with subsets of vertices. Let \( S \subseteq V \), for example. Then \( \bar{S} \) denotes the complement of subset \( S \subseteq V \), formally, \( \bar{S} = \{ v \in V \mid v \notin S \} \). The notation \( \partial S \) represents the node-boundary of the set \( S \); formally, it denotes the set of nodes that are in \( \bar{S} \) and are connected with an edge to at least one node in \( S \). In set notation, we have \( \partial S = \{ v, \text{ where } (u,v) \in E \text{ with } u \in S \} \).

2.2 Matrices and vectors for graphs

Here, we define matrices that can be used to define models and objective functions on graph data. They can also provide a compact way to understand and describe algorithms that operate on graphs.

The adjacency matrix \( A \in \{0,1\}^{n \times n} \) (or \( \in \mathbb{R}_+^{n \times n} \) if the graph is weighted) provides perhaps the most simple representation of a graph using a matrix. In \( A \), row \( i \) corresponds to node \( i \) in the graph, and element \( A_{ij} \) is non-zero if and only if nodes \( i \) and \( j \) are connected with an edge in the given graph. The value of \( A_{ij} \) is the edge weight for a weighted graph, or simply 1 for
an unweighted graph. Since we are working with undirected graphs, the adjacency matrix is symmetric, i.e., \(A_{ij} = A_{ji}\), where \(A_{ij}\) is the element at the \(i\)th row and \(j\)th column of matrix \(A\).

The **diagonal weighted degree matrix** \(D \in \mathbb{Z}^n_{+}\) (or \(\in \mathbb{R}^n_{+}\) if the graph is weighted) is a matrix that stores the degree information for every node. The element \(D_{ii}\) is the sum of weights of the edges of node \(i\), i.e., \(D_{ii} := \sum_{j \in V, j \neq i} A_{ij}\); and off-diagonal elements, i.e., \(D_{ij}\), for \(i \neq j\), equal zero.

The **degree vector** is defined as \(d = \text{diag}(D)\), where \(\text{diag}(\cdot)\) takes as input a vector or a matrix and returns, respectively, a diagonal matrix with the vector in the diagonal or a vector with diagonal elements of a matrix.

The **edge-by-node incidence matrix** \(B \in \{0, -1, 1\}^{m \times n}\) (where, recall, \(n\) is the number of nodes, and \(m\) is the number of edges) is often used to measure differences among nodes. Each row of this matrix represents an edge, and each column represents a node. For example, row \(k\) in \(B\) represents the \(k\)th edge in the graph (arbitrarily ordered) that corresponds (say) to nodes \(i\) and \(j\) in the graph. Row \(k\) in \(B\) then has exactly two nonzero elements; \(-1\) for the source of the edge and \(1\) for the target of the edge, at the \(i\) and \(j\) position, respectively. If the graph is undirected, then we can arbitrarily choose which node is the source and which node is the target on an edge, without loss of generality. Note that because we assume no self-loops, the incidence matrix contains the full information about the edges of the graph.

The **diagonal edge-weight or edge-capacity matrix** \(C \in \mathbb{R}^{m \times m}_{+}\) is a diagonal matrix where each diagonal element corresponds to the weight of an edge in the graph. This matrix is the identity for an unweighted graph. For example, the \(k\)th diagonal element corresponds to weight of the \(k\)th edge in the graph.

The **Laplacian matrix** \(L \in \mathbb{Z}^{n \times n}\) (or \(\in \mathbb{R}^{n \times n}\) if the graph is weighted) is defined as \(L = D - A\) or equivalently \(L = B^{T}CB\).

Vectors of all-ones and all-zeros, denoted \(1_{n}\) and \(0_{n}\), respectively, are column vectors of length \(n\). If the dimensions of each vector will be clear from the context, then we omit the subscript. The **indicator vector** \(1_i\) is a column vector that is equal to \(1\) at the \(i\)th index and zero elsewhere. If the indicator is used with a node, then the length of the vector \(1_i\) is \(n\). For an edge, its length is \(m\).

If \(S\) is a subset of nodes or a subset of indices and \(A\) is any matrix, e.g., the adjacency matrix, then \(A_S\) is a submatrix of \(A\) that corresponds to the rows and columns with indices in \(S\). Likewise, \(1_S\) is a column vector with ones in entries for \(S\). These indicator vectors have length \(n\).

### 2.3 Vector norms

We denote the vector 1-norm by \(\|x\|_1 = \sum_i |x_i|\) and the 2-norm by \(\|x\|_2 = \sqrt{\sum_i(x_i)^2}\). We will use these norms to measure differences among nodes that are represented in a vector \(x\), i.e., every node corresponds to an element in vector \(x\). For example, \(\|Bx\|_1 = \sum_{e_{ij} \in E} |x_i - x_j|\) is the sum of differences among node representations in \(x\). In the case of weighted graphs, this can be generalized to \(\|Bx\|_{C,1} = \sum_{e_{ij} \in E} C_{e_{ij}} |x_i - x_j| = \sum_{e_{ij} \in E} A_{ij} |x_i - x_j|\). For the 2-norm, we have \(\|Bx\|_{C,2}^2 = \sum_{e_{ij} \in E} C_{e_{ij}} (x_i - x_j)^2 = \sum_{e_{ij} \in E} A_{ij} (x_i - x_j)^2\).

### 2.4 Graph cuts and volumes using set and matrix notation

Much of our discussion will fluidly move between set-based descriptions and matrix-based descriptions. Here, we give a simple example of how this works in terms of a graph cut and volume of a set.

**Graph cut** We say that a pair of complement sets \((S, \bar{S})\), where \(S \subseteq V\), is a **global graph partition** of a given graph with node set \(V\). Given a partition \((S, \bar{S})\), the **cut of the partition** is the sum of weights of edges between \(S\) and \(\bar{S}\), which can be denoted by either

\[
\text{cut}(S, \bar{S}) = \sum_{i \in S, j \in \bar{S}} A_{ij}, \quad \text{or} \quad \text{cut}(S) = \sum_{i \in S, j \in \bar{S}} A_{ij}.
\]
Instead of using set notation to denote a partition of the graph, i.e., \((S, \bar{S})\), we can use indicator vector notation \(x = 1_S \in \{0, 1\}^n\) to denote a partition. In this case, the cut of the partition is

\[
\text{cut}(S, \bar{S}) = \sum_{i,j} A_{ij} |x_i - x_j| = \|B1_S\|_{C,1}.
\]

(2.2)

Note that both expressions are symmetric in terms of \(S\) and \(\bar{S}\).

**Graph volume**

The *volume of a set of nodes* \(S\) is equal to the sum of the degrees of all nodes in \(S\), i.e.,

\[
\text{vol}(S) = \sum_{i \in S} d_i.
\]

(2.3)

We will use the notation \(\text{vol}(G)\) to denote the *volume of the graph*, which is equal to \(\text{vol}(V)\).

### 2.5 Relative volume

FlowImprove and LocalFlowImprove formulations are simpler to explain by introducing the idea of *relative volume*. The *relative volume of \(S\) with respect to \(R\) and \(\kappa\)* is

\[
\text{rvol}(S; R, \kappa) = \text{vol}(S \cap R) - \kappa \text{vol}(S \cap \bar{R}).
\]

(2.4)

The relative volume is a very useful concept that we will use to define the objective functions of the local flow-based problems, MQI, FlowImprove and LocalFlowImprove. The purpose of the relative volume is to measure the volume of the intersection of \(S\) with the input seed set nodes \(R\), while penalizing the volume of the intersection of \(S\) with the complement \(\bar{R}\). This is important when we define the objective functions of MQI, FlowImprove and LocalFlowImprove, since we want to penalize sets \(S\) that have little intersection with \(R\) and high intersection with \(\bar{R}\). This makes sense, since in local flow-based improve methods the goal is often to improve the input set \(R\), thus we want the output \(S\) of a method to be “related” to \(R\) more than \(\bar{R}\).

### 2.6 Cluster quality metrics

Here, we discuss scores that we use to evaluate the quality of a cluster. For all of these measures, *smaller values correspond to better clusters*, i.e., correspond to a cluster of higher quality.

**Conductance**

The *conductance function* is defined as the ratio between the number of edges that connect the two sides of the partition \((S, \bar{S})\) and the minimum “volume” of \(S\) and \(\bar{S}\):

\[
\phi(S) = \frac{\text{cut}(S)}{\min(\text{vol}(S), \text{vol}(\bar{S}))}.
\]

A set of minimal conductance is a fundamental bottleneck in a graph. For example, small conductance in a set is often interpreted as an information bottleneck revealing community or module structure, or (relatedly) as a bottleneck to the mixing of random walks on the graph. Note that conductance values are always between 0 and 1, and they can be interpreted as a probability. (Formally, this is the probability that random walk moves between \(S\) and \(\bar{S}\) in a single prescribed step after the walk has fully mixed.)

**Normalized Cuts**

The *normalized cut function* is a related notion that provides a score that is often used in image segmentation problems (Shi and Malik, 2000), where a graph is constructed from a given image and the objective is to partition the graph in two or more segments. In the case of a bi-partition problem, the normalized cuts score reduces to:

\[
\text{ncut}(S) = \frac{\text{cut}(S)}{\text{vol}(S)} + \frac{\text{cut}(\bar{S})}{\text{vol}(\bar{S})}.
\]

The normalized cuts and conductance scores are related, in that \(\phi(S) \leq \text{ncut}(S) \leq 2\phi(S)\). There is a related concept, called \(\text{ncut}'\) (Sharon et al., 2006; Hochbaum, 2010) that just measures the cut to volume ratio for a single set \(\text{ncut}'(S) = \text{cut}(S)/\text{vol}(S)\). Observe that this is equal to \(\phi(S)\) for any set with less than half of the volume.
**Expansion** The *expansion function or expansion score* is defined as the ratio between the number of edges that connect the two sides of the partition \((S, \bar{S})\) and the minimum “size” of \(S\) and \(\bar{S}\):

\[
\tilde{\phi}(S) = \frac{\text{cut}(S)}{\min(|S|, |\bar{S}|)}.
\]

Compared to the conductance score, which uses the volume (related to number of edges) of the sets \(S\) and \(\bar{S}\) in the denominator, the expansion score counts the number of nodes in \(S\) or \(\bar{S}\). This has the property that the expansion score is less affected by high degree nodes. Similarly to conductance, smaller expansion scores correspond to better clusters. However, these values are not necessarily between 0 and 1.

**Sparsity** The *sparsity measure* of a set is a topic that arises often in theoretical computer science. It is closely related to expansion, but measures the fraction of edges that exist in the cut compared to the total possible number

\[
\psi(S) = \frac{\text{cut}(S)}{|S||\bar{S}|}.
\]

This value is always between 0 and 1. Also, \(\tilde{\phi}(S) \leq n\psi(S) \leq 2\tilde{\phi}(S)\) because \(n\psi(S) = \frac{\text{cut}(S)}{|S|} + \frac{\text{cut}(\bar{S})}{|\bar{S}|}\). Hence, sparsity is a scaled measure akin to normalized cut.

**Ratio cut** The *ratio cut function* provides a score that is often used in data clustering problems, where a graph is constructed by measuring similarities among the data, and the objective is to partition the data into multiple clusters (Hagen and Kahng, 1992). In the case of the bi-partition problem, the ratio cut score reduces to:

\[
\text{rcut}(S) = \frac{\text{cut}(S)}{|S|}.
\]

Observe that the ratio cut and expansion scores are related, in the sense that the latter is equal to the former if the input set of nodes \(S\) has cardinality less than or equal to \(n/2\). The ratio cut was popularized due to its importance in image segmentation problems (Felzenszwalb and Huttenlocher, 2004). Usually, this ratio is minimized by performing a spectral relaxation (von Luxburg, 2007).

### 2.7 Strongly and weakly local graph algorithms

Local graph algorithms and locally-biased graph algorithms are the “right” setting to discuss cluster improvement algorithms on large-scale data graphs. For the purposes of this survey, there are two key types of (related but quite distinct) local graph algorithms:

- **Strongly local graph algorithms.** These algorithms take as input a graph \(G\) and a reference cluster of vertices \(R\); and they have a runtime and resource usage that only depends on the size of the reference cluster \(R\) (or the output \(S\), but not the size of the entire graph \(G\)).

- **Weakly local graph algorithms.** These algorithms take as input a graph \(G\) and a reference cluster of vertices \(R\); and they return an answer whose size will depend on \(R\), but whose runtime and resource usage may depend on the size of the entire graph \(G\) (as well as the size of \(R\)).

That is, in both cases, one wants to find a good/better cluster near \(R\), and in both cases one outputs a small cluster \(S\) that is near \(R\), but in one case the running time of the algorithm is independent of the size of the graph \(G\), while in the other case the running time depends on the size of \(G\). For more about local and locally-biased graph algorithms, we recommend Gleich and Mahoney (2016); Fountoulakis, Gleich, and Mahoney (2017) and also Mahoney, Orecchia, and Vishnoi (2012); Lawlor, Budavári, and Mahoney (2016b,a) for overviews.
It is easy to quantify the size of the output \( S \) being small; but, in general, the \textit{locality of an algorithm}, i.e., how many nodes/edges are touched at intermediate steps, may depend on how the graph is represented. We typically assume something akin to an adjacency list representation that enables:

- constant time access to a list of neighbors; and
- constant or nearly constant (e.g., \( O(\log |V|) \)) time access to an arbitrary edge.

Moreover, the cost of building this structure is \textit{not counted} in the runtime of the algorithm, e.g., since it may be a one-time cost when the graph is stored. Note that, in addition to a reference cluster \( R \), these algorithms could take information about vertices in a reference set, such as a vector of values, as well.

The importance of these characterizations and this discussion is the following:

\textit{for strongly local graph algorithms}

\textit{the runtime is independent of the size of the graph.}

In particular, this means that the algorithm does not even touch all of the nodes of the graph \( G \). This makes a strongly local graph algorithm an extremely useful tool for studying large data graphs. For instance, in Figure 2, none of the algorithms used information from more than about 500 vertices of the the total 3000 vertices of the graph, and this result wouldn’t have changed at all if the entire graph was 3 million vertices (or more as in Shun et al. (2016)).

To contrast with strongly-local graph algorithms, most graph and mesh partitioning tools—and even the improved and refined variations—are global in nature. In other words, the methods take as input a graph, and the output of the methods is a global partitioning of the entire graph. In particular, this means that the methods have running time which depends on the size of the whole graph. This makes it \textit{very} challenging to apply these methods to even moderately large graphs.

### 3 Main Theoretical Results: Flow-based Cluster Improvement and Fractional Programming Framework

In this section, we will introduce and discuss the fractional programming problem and its relevance to flow-based cluster improvement. The motivation is that work on cluster improvement algorithms has thus far proceeded largely on a case-by-case basis; but as we will describe, fractional programming is a class of optimization problems that provides a way to generalize and unify existing cluster improvement algorithms.

#### 3.1 Cluster improvement objectives and their properties

For the problem of conductance-based cluster improvement, the three methods we consider exactly optimize the following objective functions:

- **MQI**: minimize
  \[
  \min_{S \subset V} \quad \frac{\text{cut}(S)}{\text{vol}(S)}
  \]
  subject to \( S \subseteq R \)

- **FlowImprove**: minimize
  \[
  \min_{S \subset V} \quad \frac{\text{cut}(S)}{\text{rvol}(S; R, \text{vol}(R)/\text{vol}(\bar{R}))}
  \]
  subject to \( \text{rvol}(S; \ldots) > 0 \)

- **LocalFlowImprove(\( \delta \))**: minimize
  \[
  \min_{S \subset V} \quad \frac{\text{cut}(S)}{\text{rvol}(S; R, \text{vol}(R)/\text{vol}(R) + \delta)}
  \]
  subject to \( \text{rvol}(S; \ldots) > 0 \)

The constraint \( \text{rvol}(S; \ldots) > 0 \) simply means that we only consider sets where the denominator is positive (we omit repeating all the parameters from the denominator for simplicity). Because we are minimizing over discrete sets, there is not a closure problem with the resulting strict inequality (\( \text{rvol}(S, \ldots) > 0 \)), so these are all well-posed.

Recall that \( \text{rvol}(S; R, \kappa) = \text{vol}(S \cap R) - \kappa \text{vol}(S \cap \bar{R}) \). This definition implies that sets \( S \) such that \( \text{rvol}(S; R, \text{vol}(R)/\text{vol}(\bar{R})) \leq 0 \) cannot be optimal solutions for FlowImprove, and
that even fewer sets can be optimal for LocalFlowImprove. On the other hand, note that LocalFlowImprove(\(\delta\)) interpolates between the FlowImprove (\(\delta = 0\)) and MQI (\(\delta = \infty\)) because when \(\delta\) is sufficiently large, then the term \(\text{vol}(S \cap \bar{R})\) that arises in \(\text{rvol}\) must be 0 in order for the set \(S\) feasible for the non-negative \(\text{rvol}\) constraint. In fact, if \(\delta > \text{vol}(R)(1 - 1/\text{vol}(\bar{R}))\) then positive denominators alone will require \(S \subset R\).

To understand better the connections between these three objectives, we begin by stating a simple property of these objective functions. The following theorem states that conductance gets smaller, i.e., better, as we move from MQI to LocalFlowImprove to FlowImprove.

**THEOREM 3.1** Let \(G\) be an undirected, connected graph with non-negative weights. Let \(R \subset V\) have \(\text{vol}(R) \leq \text{vol}(\bar{R})\), where \(\bar{R}\) is the complement of \(R\). Let \(S_{MQI}, S_{FI}, S_{LFI}\) be the optimal solution of the MQI, FlowImprove, and LocalFlowImprove(\(\delta\)) objectives, respectively. If the solutions of FlowImprove and LocalFlowImprove satisfy \(\text{vol}(S_{FI}) \leq \text{vol}(S_{LFI})\) and \(\text{vol}(S_{LFI}) \leq \text{vol}(S_{LFI})\) (that is, the solution set is on the small side of the cut), then for any \(\delta \geq 0\) in LocalFlowImprove, we have that

\[
\phi(S_{FI}) \leq \phi(S_{LFI}) \leq \phi(S_{MQI}).
\]

**Proof** The first piece, that \(\phi(S_{LFI}) \leq \phi(S_{MQI})\), is a simple, useful exercise we repeat from Veldt, Gleich, and Mahoney (2016, Theorem 4). Note that if \(S \subset R\) then \(\phi(S) = \frac{\text{cut}(S)}{\text{rvol}(S; R, \kappa)}\) for any \(\kappa\). Now, note that for all \(\text{rvol}\) terms in the LocalFlowImprove(\(\delta\)) objective with \(\delta > 0\), we have \(\kappa \geq \text{vol}(R)/\text{vol}(\bar{R})\). Moreover, solutions are constrained to only consider sets where \(\text{rvol}\) is positive. Thus, for the value of \(\kappa\) used in LocalFlowImprove, and also any positive \(\kappa\), we have

\[
\phi(S_{LFI}) = \frac{\text{cut}(S_{LFI})}{\text{vol}(S_{LFI})} = \frac{\text{cut}(S_{LFI})}{\text{vol}(S_{LFI})} \leq \frac{\text{cut}(S_{LFI})}{\text{rvol}(S_{LFI}; R, \kappa)}.
\]

Next, note that for the chosen setting of \(\kappa\), we have that \(\text{rvol}(S; R, \kappa) > 0\) for all \(S \subset R\). Thus, we have

\[
\phi(S_{LFI}) \leq \min_{S \subset R} \frac{\text{cut}(S)}{\text{rvol}(S; R, \kappa)} = \min_{S \subset R} \phi(S) = \phi(S_{MQI}).
\]

This shows that both LocalFlowImprove and FlowImprove give better conductance sets than MQI.

For the second piece, we use an alternative characterization of LocalFlowImprove as discussed in Orecchia and Zhu (2014). LocalFlowImprove(\(\delta\)) is equivalent to solving the following optimization problem for some constant \(C\):

\[
\begin{align*}
\text{minimize} & \quad \frac{\text{cut}(S)}{\text{vol}(S; R, \text{vol}(R)/\text{vol}(\bar{R}))} \\
\text{subject to} & \quad \frac{\text{vol}(S \cap R)}{\text{vol}(S)} \geq C, \text{vol}(S; \ldots) > 0
\end{align*}
\]

while FlowImprove solves the same problem without the constraint involving \(C\). Then we have:

\[
\frac{\text{cut}(S_{FI})}{\text{rvol}(S_{FI}; R, \text{vol}(R)/\text{vol}(\bar{R}))} \leq \frac{\text{cut}(S_{LFI})}{\text{rvol}(S_{LFI}; R, \text{vol}(R)/\text{vol}(\bar{R}))}
\]

\[
\frac{\text{cut}(S_{FI})}{\text{cut}(S_{LFI})} \leq \frac{\text{rvol}(S_{FI}; R, \text{vol}(R)/\text{vol}(\bar{R}))}{\text{rvol}(S_{LFI}; R, \text{vol}(R)/\text{vol}(\bar{R}))}.
\]

If \(\phi(S_{FI}) > \phi(S_{LFI})\), we have

\[
\frac{\text{cut}(S_{FI})}{\text{cut}(S_{LFI})} > \frac{\text{vol}(S_{FI})}{\text{vol}(S_{LFI})}.
\]

Thus,

\[
\frac{\text{rvol}(S_{FI}; R, \text{vol}(R)/\text{vol}(\bar{R}))}{\text{rvol}(S_{LFI}; R, \text{vol}(R)/\text{vol}(\bar{R}))} \geq \frac{\text{cut}(S_{FI})}{\text{cut}(S_{LFI})} > \frac{\text{vol}(S_{FI})}{\text{vol}(S_{LFI})}.
\]

If we now substitute the definition of \(\text{rvol}\) and \(\text{vol}(S \cap \bar{R}) = \text{vol}(S) - \text{vol}(S \cap R)\),

\[
\frac{(1 + \text{vol}(R)/\text{vol}(\bar{R})) \cdot \text{vol}(S_{FI} \cap R) - \text{vol}(R)/\text{vol}(\bar{R}) \cdot \text{vol}(S_{FI})}{(1 + \text{vol}(R)/\text{vol}(\bar{R}))} \cdot \text{vol}(S_{LFI} \cap R) - \text{vol}(R)/\text{vol}(\bar{R}) \cdot \text{vol}(S_{LFI})} > \frac{\text{vol}(S_{FI})}{\text{vol}(S_{LFI})}
\]
Table 1 – Characteristics of the MQI, FlowImprove, and LocalFlowImprove methods.

| Method          | Strongly local | Explores beyond $R$ | Easy to implement | Section   |
|-----------------|----------------|---------------------|-------------------|-----------|
| MQI             | ✓              | ✓                   | ✓                 | Section 6 |
| FlowImprove     | ✓              | ✓                   | ✓                 | Section 7 |
| LocalFlowImprove| ✓              | ✓                   |                   | Section 8 |

\[
\frac{\text{vol}(S_{FI} \cap R)}{\text{vol}(S_{FI})} > \frac{\text{vol}(S_{LFI} \cap R)}{\text{vol}(S_{LFI})} \geq C.
\]

This means that $S_{FI}$ also satisfies the additional constraint in the optimization problem of LFI. But $S_{FI}$ has smaller objective value, which is a contradiction to the fact that $S_{LFI}$ is the optimal solution of LFI optimization problem.

Theorem 3.1 would suggest that one should always use FlowImprove to minimize the conductance around a reference set $R$, but there are other aspects to implementations which should be taken into account. The three most important, summarized in Table 1, are described here.

- **Locality of algorithm.** For strongly local algorithms, the output is a small cluster around the reference set $R$ and the running time depends only on the size of the output but is independent of the size of the graph. Only the former is true for weakly local algorithms. As we will show in the coming sections, both MQI and LocalFlowImprove are strongly local. This enables both of them to be run quickly on very large graphs, assuming $R$ is not too large and $\delta$ is not too small.

- **Exploration properties of algorithm.** Some methods “shrink” the input, in the sense that the output is a subset of the input, while other methods do not have this restriction, i.e., they can (depending on the input graph and seed set) possibly shrink or expand the input. This classification is particularly useful when we view the methods as a way to explore the graph around a given set of seed nodes. For example, MQI only explores the region induced by $R$, and so it is not suitable for various tasks that involve finding new nodes.

- **Ease of implementation.** A final important property of methods regards how easy they are to implement. MQI and FlowImprove are easy to implement because they rely on standard primitives like simple MaxFlow computations. This means that one can black-box max-flow computations by calling existing efficient software packages. For LocalFlowImprove, however, getting a strongly local algorithm requires a more delicate algorithm. Therefore, we consider it to be a more difficult algorithm to implement.

As a simple and quick justification of the locality property of the solution (which is distinct from an algorithmic approach to achieve it), note the following simple-to-establish relationship between $\delta$ and the size of the output set for LocalFlowImprove. This was originally used in Veldt, Klymko, and Gleich (2019) as a small subset of a proof.

**Lemma 3.2** Let $G$ be an undirected, connected graph with non-negative weights. Let $S^*$ be an optimal solution of the LocalFlowImprove objective with $\text{vol}(R) \leq \text{vol}(\bar{R})$. Then $\text{vol}(S^*) < \left(1 + \frac{\text{vol}(\bar{R})}{\text{vol}(\bar{R}) + \delta \text{vol}(\bar{R})}\right) \text{vol}(R)$.

**Proof** For simplicity, let $\sigma = \frac{\text{vol}(R)}{\text{vol}(\bar{R})} + \delta$. Then because the denominator at any solution must be positive, we have $0 < \text{vol}(S^* \cap \bar{R}) - \sigma \text{vol}(S^* \cap \bar{R})$. Note that $\text{vol}(S^* \cap \bar{R}) = \text{vol}(S^*) - \text{vol}(S^* \cap R)$, so $0 < (1 + \sigma) \text{vol}(R \cap S^*) - \sigma \text{vol}(S^*)$. Thus, $\text{vol}(S^*) < (1 + 1/\sigma) \text{vol}(R)$. The result follows by substituting the definition for $\sigma$.

As we will show, all of the algorithms for these objectives fit into a standard fractional programming framework, which provides a useful way to reason about the opportunities and trade-offs. An even more general setting for such problems are *quotient cut problems* that we
discuss in Section 3.7. While they are often described in this literature on a case-by-case basis, quotient cut problems are all instances of the more general fractional programming class of problems.

3.2 The basic fractional programming problem

A fractional program is a ratio of two objective functions: \( N(x) \) for the numerator and \( D(x) \) for the denominator. It is often defined with respect to a subset \( S \) of \( \mathbb{R}^n \)

\[
\begin{align*}
\text{minimize} & \quad \frac{N(x)}{D(x)} \\
\text{subject to} & \quad x \in S
\end{align*}
\]  

(3.1)

where \( D(x) > 0 \) for all \( x \in S \). Fractional programming is an important branch of nonlinear optimization (Frenk and Schaible, 2009). The key idea in fractional programming is to relate (3.1) to the function

\[
f(\delta) = \text{minimize} \quad N(x) - \delta D(x) \quad \text{subject to} \quad x \in S,
\]

which captures the minimum value of the objective function for this minimization problem as a function of \( \delta \). Below, we use “argmin” as the expression for an input or argument that minimizes the problem. Note that \( f(\delta) \leq 0 \) if there exists \( x \) such that \( N(x)/D(x) \leq \delta \). Moreover, if \( N(x) \) and \( D(x) \) are linear functions and \( S \) is a set described by linear constraints, then \( f(\delta) \) can be easily computed by solving a linear program, for instance.

We now specialize this general framework for cluster improvement. Note that we will continue to use \( \delta \) as the ratio between the numerator and denominator instead of as the LocalFlowImprove parameter until Section 9.

3.3 Fractional programming for cluster improvement

When we consider the objective functions from Section 3.1, note that we can translate them into problems closely related to the fractional programming Problem (3.1). Let \( Q \subseteq V \) represent a subset of vertices. For MQI, this is \( R \) itself and for the others, it is just \( V \). Now let \( g(S \subseteq Q) \rightarrow \mathbb{R} \) represent the denominator terms for the MQI, FlowImprove, or LocalFlowImprove objectives from Section 3.1. Then, in a fractional programming perspective on the problems, we are interested in solving the following problem

\[
\begin{align*}
\text{minimize} & \quad \phi_g(S) := \begin{cases} 
\text{cut}(S) & g(S) > 0 \\
\infty & \text{otherwise}
\end{cases} \\
\text{subject to} & \quad S \subseteq Q
\end{align*}
\]  

(3.2)

Let us assume that there is at least one feasible set \( S \subseteq Q \) where \( g(S) > 0 \). This is satisfied for all the examples above when \( S = R \). Also note that if \( Q = V \) and if \( g(V) > 0 \), the entire node set \( V \) is immediately a solution. For FlowImprove and LocalFlowImprove, though, \( g(V) \leq 0 \), and so \( V \) is never a solution, and, in fact, the value of \( \kappa \) in FlowImprove is chosen exactly so that \( g(V) = 0 \).

As discussed above, we will use a sequence of related parametric problems to find the optimal solution. Thus, we introduce the parametric function

\[
z(S, \delta) := \text{cut}(S) - \delta g(S),
\]

where the parameter \( \delta \in \mathbb{R} \). We also define the function

\[
\hat{z}(\delta) := \text{minimize} \quad z(S, \delta) \quad \text{where} \quad S \subseteq Q, g(S) > 0.
\]  

(3.3)

Computing the value of \( \hat{z}(\delta) \) is a key component that we will discuss in Section 3.6 and also Sections 6 to 8. Given this, we can consider solving the following equation

\[
\hat{z}(\delta) = 0,
\]  

(3.4)
which is a simple root finding problem because $\hat{z}(\delta)$ is monotonically increasing as $\delta \to 0$ and also $\hat{z}(0) \geq 0$ and $\hat{z}(\phi_g(R)) \leq 0$ (for our objectives). Note that $\hat{z}(0) = 0$ if cut$(S) = 0$ for some set $S \subseteq Q$ with $g(S) > 0$, which can happen for a disconnected graph.

We now provide a theorem that establishes the relationship between the root finding Problem (3.4) and the basic fractional programming Problem (3.2). This theorem establishes that by solving Problem (3.4) we solve Problem (3.2) as well. A similar theorem can be found in Dinkelbach (1967).

**Theorem 3.3** Let $G$ be an undirected, connected graph with non-negative weights. A set of nodes $S^\ast$ is a solution of Problem (3.2) iff

$$\hat{z}\left(\frac{\text{cut}(S^\ast)}{g(S^\ast)}\right) = 0.$$  

**Proof** For the first part of the proof, let us assume that $S^\ast$ is a solution of Problem (3.2). This implies that $g(S^\ast) > 0$. We have that

$$\delta^\ast := \frac{\text{cut}(S^\ast)}{g(S^\ast)} \leq \phi_g(S) \quad \text{for all } S \subseteq Q, g(S) > 0.$$  

Hence,

$$\text{cut}(S^\ast) - \delta^\ast g(S^\ast) = 0,$$

and

$$\text{cut}(S) - \delta^\ast g(S) \geq 0 \quad \text{for all } S \subseteq Q, g(S) > 0.$$  

Using the above we have that $\{\min z(S, \delta^\ast) \mid S \subseteq Q, g(S) > 0\}$ is bounded below by zero, and this bound is achieved by $S^\ast$. Therefore, $\hat{z}(\delta^\ast) = 0$, $z(S^\ast, \delta^\ast) = 0$.

For the second part of the proof, assume that $\hat{z}(\delta^\ast) = 0$ such that

$$\delta^\ast = \frac{\text{cut}(S^\ast)}{g(S^\ast)},$$  

(3.5)

for some optimal $S^\ast$ of the minimization problem in $\hat{z}$. Then

$$\text{cut}(S^\ast) - \delta^\ast g(S^\ast) = 0 \leq \text{cut}(S, \bar{S}) - \delta^\ast g(S) \quad \text{for all } S \subseteq Q, g(S) > 0.$$  

(3.6)

From the second inequality, we have that $\phi_g(S) \geq \delta^\ast \quad \forall S \subseteq Q, g(S) > 0$. This means that the optimal solution of Problem (3.2) is bounded below by $\delta^\ast$. From the first equation above, we get that this bound is achieved by $S^\ast$. Therefore, $S^\ast$ solves Problem (3.2). \hfill \blacksquare

### 3.4 Dinkelbach’s algorithm for fractional programming

Based on Theorem 3.3, the root of Problem (3.4) will be the optimal value of the general cluster improvement Problem (3.2). To find the root of Problem (3.4), we will use a modified version of Dinkelbach’s algorithm (Dinkelbach, 1967).

**Dinkelbach’s algorithm** Dinkelbach’s algorithm is given in Algorithm 3.1. Note that we had to modify the original algorithm slightly since we do not assume that $g(S) > 0$, $\forall S \subseteq Q$.

**Convergence of Dinkelbach’s algorithm** We now provide a theorem that establishes that the subproblem at Step 3 of Algorithm 3.1 does not output infeasible solutions, such as an $S$ that satisfies $g(S) \leq 0$. Based on this, we can establish that the objective function of Problem (3.2) is decreased at each iteration of Algorithm 3.1.

**Theorem 3.4** (Convergence) Let $G$ be an undirected, connected graph with non-negative weights. Let $\delta^\ast$ be the optimal value of Problem (3.2). The subproblem in Step 3 of Algorithm 3.1 cannot have solutions that satisfy $g(S) \leq 0$ for $\delta > \delta^\ast$. Such solutions are in the solution set of the subproblem if and only if $\delta \leq \delta^\ast$. Moreover, the sequence $\delta_k$, which is set to be equal to $\phi_g(S_k)$, decreases monotonically at each iteration. The algorithm returns a solution where $g(S_k) > 0$. 


Algorithm 3.1 Dinkelbach’s Algorithm

1: Initialize \( k := 1 \), \( S_1 := R \) and \( \delta_1 := \phi_g(S_1) \).
2: while we have not exited via the else clause do
3: \hspace{1em} Compute \( \hat{z}(\delta_k) \) by solving \( S_{k+1} := \argmin_S z(S, \delta_k) \) subject to \( S \subseteq Q \)
4: \hspace{1em} if \( \phi_g(S_{k+1}) < \delta_k \) (Recall \( \phi_g(S) = \infty \) if \( g(S) \leq 0 \)) then
5: \hspace{2em} \( \delta_{k+1} := \phi_g(S_{k+1}) \)
6: \hspace{1em} else
7: \hspace{2em} \( \delta_k \) is optimal, return previous solution \( S_k \).
8: \hspace{1em} \( k := k + 1 \)

Proof For the first part of the theorem, let \( \delta \geq 0 \), \( \hat{S} \in \{ \argmin z(S, \delta) \} \); and let us assume for the sake of contradiction that \( g(\hat{S}) \leq 0 \). Then

\[
z(S, \delta) \geq z(\hat{S}, \delta) \geq 0 \quad \forall S \subseteq Q.
\]

Hence,

\[
\phi_g(S) \geq \delta \quad \forall S \in \{ S \subset Q \mid g(S) > 0 \},
\]

however, this can only be true if \( \delta \leq \delta^* \). Otherwise, for \( \delta > \delta^* \) we have a contradiction, and this implies that \( g(\hat{S}) > 0 \). Therefore, a solution \( \hat{S} \in \{ \argmin z(S, \delta) \} \) satisfies \( g(\hat{S}) > 0 \), unless \( \delta \leq \delta^* \).

For the second part of the theorem, let \( k \) be such that \( \delta_k > \delta^* \). Then, we have that \( z(S_{k+1}, \delta_k) < 0 \), since \( z(S_{k+1}, \delta_k) < z(S_k, \delta_k) = 0 \) (where we get 0 by the definition of \( \delta_k \) and \( S_k \)). Because \( z(S_{k+1}, \delta_k) < 0 \), we have that \( \phi_g(S_{k+1}) = \delta_{k+1} < \delta_k = \phi_g(S_k) \). Note that because \( g(S_{k+1}) > 0 \) for any \( \delta_k > \delta^* \) then we must have \( \delta_{k+1} \geq \delta^* \).

Note that because of the algorithm, \( \delta_k \) can never be less than \( \delta^* \). Thus, the remaining case is detecting that \( \delta_k = \delta^* \). Suppose this is the case and also \( g(S_{k+1}) > 0 \), then \( \delta_{k+1} = \delta_k = \delta^* \), and based on Theorem 3.3 the algorithm terminates with an optimal solution because either \( S_{k+1} \) or \( S_k \) are solutions. If \( \delta_k = \delta^* \) and \( g(S_{k+1}) \leq 0 \), then the algorithm terminates (because \( \phi_g(S_{k+1}) = \infty \)). Thus, \( S_k \) must have been optimal (if not, then \( g(S_{k+1}) \) must be larger than 0) and so the algorithm outputs an optimal solution.

Iteration complexity of Dinkelbach’s algorithm The iteration complexity of a method allows us to deduce a bound on the number of iterations necessary. We now provide an iteration complexity result for Algorithm 3.1. This involves two results. We begin with Lemma 3.5. This lemma describes several interesting properties of Algorithm 3.1 which have an important practical implication. Specifically, it shows that \( g(S_{k+1}) < g(S_k) \). This result has important practical implications, since it shows that Algorithm 3.1 is searching for subsets \( S \) that have a smaller value of the function \( g \). Lemma 3.5 will then allow us to prove an iteration complexity result of Algorithm 3.1 in theorem 3.6. A similar result can be found in Gallo, Grigoriadis, and Tarjan (1989, Lemma 4.3), but we repeat it in Lemma 3.5 for completeness. In Lemma 3.5, we also show that the numerator of the objective function in Problem (3.2) decreases monotonically.

**Lemma 3.5** If Algorithm 3.1 proceeds to iteration \( k + 1 \), then it satisfies both \( g(S_{k+1}) < g(S_k) \) and \( \text{cut}(S_{k+1}) < \text{cut}(S_k) \).

**Proof** Consider iterations \( k \) and \( k - 1 \) and assume that \( \delta_k > \delta^* \). Then, from Theorem 3.4, in iteration \( k - 1 \), we have that \( z(S_k, \delta_{k-1}) < z(S_{k-1}, \delta_{k-1}) = 0 \). In iteration \( k \), we have that

\[
z(S_{k+1}, \delta_k) = \text{cut}(S_{k+1}) - \delta_k g(S_{k+1}) < 0.
\]

By adding and subtracting \( \delta_{k-1} g(S_{k+1}) \) to the latter, we get

\[
z(S_{k+1}, \delta_k) = \text{cut}(S_{k+1}) - \delta_{k-1} g(S_{k+1}) + \delta_{k-1} g(S_{k+1}) - \delta_k g(S_{k+1}) < 0.
\]
Note that the first two terms on the right side of the equality are the minimization problem for that gave the solution $S_k$. Hence, we can lower-bound $\text{cut}(S_{k+1}) - \delta_{k-1}g(S_{k+1})$ via $S_k$ to get

$$\text{cut}(S_k) - \delta_{k-1}g(S_k) + \delta_{k-1}g(S_{k+1}) - \delta_kg(S_{k+1}) \leq z(S_{k+1}, \delta_k) < 0.$$  

Because $z(S_k, \delta_k) = 0$, we get that $\text{cut}(S_k) = \delta_kg(S_k)$. Thus, using this in the latter inequality, we get

$$\delta_kg(S_k) - \delta_{k-1}g(S_k) + \delta_{k-1}g(S_{k+1}) - \delta_kg(S_{k+1}) \leq z(S_{k+1}, \delta_k) < 0,$$

which is equivalent to

$$(g(S_k) - g(S_{k+1}))(\delta_k - \delta_{k-1}) < 0.$$  

However, because the algorithm monotonically decreases $\delta_k$, we have that $\delta_{k-1} - \delta_k < 0$, and therefore we must have that $g(S_k) > g(S_{k+1})$.

This means that the denominator of the objective function in Problem (3.2) decreases monotonically. Additionally, from Theorem 3.4 we have that the objective function decreases monotonically. These two imply that the numerator of the objective function, i.e., $\text{cut}(S, S)$, decreases monotonically.

Given this result, we can establish the following theorem, which provides an iteration complexity for Algorithm 3.1. This basic result can be improved, as we describe in Section 3.5, next.

**THEOREM 3.6 (Iteration complexity for Dinkelbach’s algorithm)** Consider using Dinkelbach’s algorithm Algorithm 3.1 for solving MQI, FlowImprove, or LocalFlowImprove on an undirected, connected graph with non-negative integer weights when starting with the set $R$. Then the algorithm needs at most $\text{cut}(R) \leq \text{vol}(R)$ iterations to converge to a solution.

**Proof** For all of the above programs, $R$ is a feasible set and thus we can initialize our algorithms with $R$. From Lemma 3.5, we have that $\text{cut}(S)$ decreases monotonically at each iteration. Since we assume that the graph is integer-weighted, then $\text{cut}(S)$ is integer valued and so $\text{cut}(R)$ gives an upper bound on the number of iterations. Note that $\text{cut}(R) \leq \text{vol}(R)$ for any set and so the algorithms need at most $\text{cut}(R) \leq \text{vol}(R)$ iterations to converge to a solution $S^*$.

**REMARK 3.7** A weakness of the previous result is that it does not give a complexity result for graphs with non-integer weights. For weighted graphs with non-integer weights, if the weights come from an ordered field where the minimum relative spacing between elements is $\mu$, such as would exist for rational-valued weights or floating point weights, then the above argument gives $\text{cut}(R)/\mu$ iterations. This is essentially tight as the following construction gives two sets whose cut and volume differ only by $\mu$.

Here, $S$ and $S$ copy are duplicates of the same subgraph, so their cut $\partial S$ is identical. Assume $S$ is small enough that we do not need to take into consideration the min term in conductance. Then note that $\phi(S_1) = \frac{\text{cut}(S_1)}{\text{vol}(S_1)} = \frac{\text{cut}(S_2) - \mu}{\text{vol}(S_2) - \mu}$. Furthermore, there is no obvious way to detect this scenario as we have a set of well-spaced distinct edge weights $(1, 2 - \mu, 3, 4 - \mu, 5 - \mu)$. (Assuming all other edges in the graph have weight 1.)

For this reason, we do not consider the iteration complexity of algorithms for graphs with non-integer weights and we would recommend the algorithm in the next section to get an approximate answer.
3.5 A faster version of Dinkelbach’s algorithm via root finding

Algorithm 3.1 requires at most \(\text{vol}(Q)\) iterations to converge to an exact solution for non-negative integer-weighted graphs. If we are not interested in exact solutions, then we can improve the iteration complexity of Algorithm 3.1 by performing a binary search on \(\delta\). This is possible because it is easy to get bounds on the optimal range of \(\delta\). We have zero as a simple lower-bound and, for the MQI, FlowImprove, and LocalFlowImprove objectives, \(\phi(R) \leq 1\) is an easy-to-compute upper-bound on the optimal \(\delta\). Algorithm 3.2 presents a modified version of Dinkelbach’s algorithm that accomplishes this. In particular, the subproblem in Step 4 in Algorithm 3.2 is the same as the subproblem in Step 3 of the original Algorithm 3.1.

**Algorithm 3.2** Fast Dinkelbach’s Algorithm for Problem (3.2)

1: Initialize \(k := 1, \delta_{\text{min}} := 0, \delta_{\text{max}} \geq p := \{\max \phi_g(S) \mid S \subseteq Q\} \text{ and } \varepsilon \in (0, 1]
2: while \(\delta_{\text{max}} - \delta_{\text{min}} > \varepsilon \delta_{\text{min}}\) do
3: \(\delta_k := (\delta_{\text{max}} + \delta_{\text{min}})/2\)
4: Compute \(\hat{z}(\delta_k)\) by solving \(S_{k+1} := \arg\min_S z(S, \delta_k) \text{ subject to } S \subseteq Q\)
5: if \(g(S_{k+1}) > 0\) (Then \(\delta_k \geq \delta^*\)) then
6: \(\delta_{\text{max}} := \phi_g(S_{k+1})\) and set \(S_{\text{max}} := S_{k+1}\). (Note \(\phi_g(S_{k+1}) \leq \delta_k\))
7: else
8: \(\delta_{\text{min}} := \delta_k\)
9: \(k := k + 1\)
10: Return \(\arg\min_{S \subseteq Q} z(S, \delta_{\text{max}})\) or \(S_{\text{max}}\) based on minimum \(\phi_g\)

At Steps 5 to 8 of Algorithm 3.2, we make the decision to update \(\delta_{\text{max}}\) and \(\delta_{\text{min}}\) based on the optimal value of the subproblem. We further store the best solution so far in \(S_{\text{max}}\). In Step 10, we test if another solve with \(\delta_{\text{max}}\) produces a solution with a better objective than \(S_{\text{max}}\). This test would allow us to certify that \(S_{\text{max}}\) was optimal if the subsequent objective was not lower.

In order to have a convergent algorithm, we have to guarantee that this decision results in a well-defined binary search. In the following lemma, we discuss this issue.

**THEOREM 3.8** (Convergence of Algorithm 3.2 and iteration complexity) Let \(G\) be an undirected, connected graph with non-negative weights. The binary search procedure in Algorithm 3.2 is well-defined, in the sense that the binary search interval includes the optimal solution, and condition in Step 5 tells us on which side of the optimal solution the current solution is. Moreover, the sequence \(\delta_k\) of Algorithm 3.2 converges to an approximate solution \(|\delta^* - \delta_k|/\delta^* \leq \varepsilon\) in \(O(\log(\delta_{\text{max}}/\varepsilon))\) iterations, where \(\delta^* = \phi_g(S^*)\) and \(S^*\) is an optimal solution to problem (3.2).

**Proof** Let \(p := \{\max \phi_g(S) \mid S \subseteq Q\} \text{ and } \delta_{\text{max}} \geq p.\) Let \(S^*\) be an optimal solution of Problem (3.2). From Theorem 3.3, we get that for \((S^*, \delta^*)\) we have that \(z(S^*, \delta^*) = 0\), which gives \(\phi_g(S^*) = \delta^*\). Therefore, \(\delta^* \in [0, \delta_{\text{max}}]\). We will use this interval as our search space for the binary search. Moreover, if \(g(S_{k+1}) > 0\), then we get from Theorem 3.4 that \(\delta_k > \delta^*\). Therefore, we can use \(\delta_k\) to update \(\delta_{\text{max}}\) in Step 6. In fact, because we have a specific set, we know that \(\phi_g(S_{k+1}) \leq \delta_k\) and so we can use a slightly tighter update. However, if \(g(S_{k+1}) \leq 0\), then we get from Theorem 3.4 that \(\delta_k \leq \delta^*\), and we can use \(\delta_k\) to define \(\delta_{\text{min}}\) in Step 8. If the initial \(\delta_{\text{max}}\) is greater than \(p\), then it is easy to see that Algorithm 3.2 converges to an optimal solution of Problem (3.2) in at most \(\log(\delta_{\text{max}}/\varepsilon)\) iterations, where \(\varepsilon > 0\) is an accuracy parameter. \(\square\)

Note that Theorem 3.8 is an improvement over Theorem 3.6. The former requires \(O(\log(\delta_{\text{max}}/\varepsilon))\) iterations in the worst-case, while the latter states that Dinkelbach’s algorithm requires \(\text{vol}(Q)\) (number of edges) iterations. Similar results about binary search have been discussed in Lang and Rao (2004); Andersen and Lang (2008); Hochbaum (2010). Among other details, what is missing from these references is an exact quantification of the value of \(\varepsilon\) necessary for an exact solution which we provide in subsequent sections.
Table 2 – Specifics of MQI, FlowImprove and LocalFlowImprove, as special cases of Dinkelbach’s Algorithm 3.1 and its binary search version Algorithm 3.2. In the table, \( R \) is the input seed set of nodes. The column Subproblem refers to the specialized subsolver that is used to solve the subproblem at Step 3 of Algorithm 3.1 or Step 4 of Algorithm 3.2. The Augmented Graph entry refers to an augmented graph construction that is used to understand the subproblem that is solved at each iteration of Dinkelbach’s algorithm. Note that we omit all log-factors and constants from the running times of the algorithms, more detailed running times can be found in the referenced theorems. We use \( \tilde{O} \) as \( O \)-notation without logarithmic factors.

| Method               | Dinkelbach and Runtime | Binary Search and Runtime | Subproblem Construction, Runtime, and Solvers |
|----------------------|------------------------|---------------------------|-----------------------------------------------|
| MQI                  | Algorithm 6.1          | Algorithm 6.2             | Problem (6.3)                                 |
|                      | \( O(\text{cut}(R) \cdot \text{subproblem}) \) | \( \tilde{O}(\text{subproblem}) \) | Augmented Graph 1 MaxFlow with vol(\( R \)) edges (§6.1) |
|                      | Theorem 6.3             | Theorem 6.5                |                                               |
|                      | (Lang and Rao, 2004)    | (Lang and Rao, 2004)       |                                               |
| FlowImprove          | Algorithm 7.1          | Algorithm 7.2             | Problem (7.3)                                 |
|                      | \( O(\text{cut}(R) \cdot \text{subproblem}) \) | \( \tilde{O}(\text{subproblem}) \) | Augmented Graph 2 MaxFlow with vol(G) edges (§7.1) |
|                      | Theorem 7.3             | Theorem 7.5                |                                               |
|                      | (Andersen and Lang, 2008) | (Andersen and Lang, 2008)  |                                               |
| LocalFlow-Improve(\( \delta \)) | SimpleLocal | Algorithm 8.1             | Problem (8.3)                                 |
| \( \sigma = \delta + \frac{\text{vol}(R)}{\text{vol}(\bar{R})} \) | \( O(\text{cut}(R) \cdot \text{subproblem}) \) | \( \tilde{O}(\text{subproblem}) \) | Augmented Graph 3 \( \tilde{O}((1+1/\sigma)^2 \text{vol}(R))^2 \) with Alg 8.3 (§§8.1-8.3) |
|                      | Theorem 8.3, (Veldt, Gleich, and Mahoney, 2016) | Theorem 8.3                |                                               |
|                      | (Orecchia and Zhu, 2014) | (Orecchia and Zhu, 2014)   |                                               |

3.6 The algorithmic components of cluster improvement

We have now shown how to solve cluster improvement problems in the form of Problem (3.2) via either Dinkelbach’s algorithm or the bisection-based root finding variation. The last component of the algorithmic framework is a solver for the subproblem (3.3) in the appropriate Step (3 or 4) of each algorithm. Solving these subproblems is where the MinCut and MaxFlow-based algorithm arises as they allow us to test \( \hat{z}(\delta) < 0 \). In Sections 6 to 8 we work through how appropriate MinCut and MaxFlow problems can be derived constructively.

At this point, we summarize the major results and show an overview of the running times of the methods we will establish in these sections. In particular, in Table 2, we provide pointers of algorithms and convergence theorems for each method. Also, in Table 2 we provide a short summary of running times for each method where we make it clear that the subproblem solve time is a dominant term.

3.7 Beyond conductance and degree weighted nodes

Our discussion and analysis of fractional programming for cluster improvement objectives has, so far, focused on the MQI, FlowImprove and LocalFlowImprove problems as unified through Problem 3.2. However, there is a broader class of objectives that generalizes beyond these specific types of cuts and volume ratios. We will highlight a few definitions that are reasonably straightforward to understand, although we will return to the MQI, FlowImprove, and LocalFlowImprove definitions above in the subsequent discussions.

As an instance of a more generalized setting, we can define a generalized volume of a set \( S \), which we call \( \nu \), with respect to an arbitrary vector of positive weights \( w \),

\[
\nu(S; w) = \sum_{i \in S} w_i = 1_S^Tw.
\]
Note that setting \( w \) to be the degree vector \( d \) gives the standard definition of volume, i.e., \( \nu(S; d) = \text{vol}(S) \). Then we can seek solutions of

\[
\begin{align*}
\text{minimize} & \quad \frac{\text{cut}(S)}{\nu(S \cap \bar{R}; w) - \kappa \nu(S \cap \bar{R}; w)} \\
\text{subject to} & \quad \text{denominator} > 0
\end{align*}
\]

as a generalized notion of MQI, FlowImprove, and LocalFlowImprove (where \( \kappa \geq \nu(R; w)/\nu(\bar{R}; w) \)).

A particularly useful instance is where \( w \) is simply the vector of all ones \( 1_n \). In which case \( \nu(S, 1_n) \) is simply the cardinality of the set \( S \). In this case \( \text{cut}(S)/\nu(S, 1_n) \) is the expansion or ratio-cut value of a set (Section 2.6). This approach was used in the original MQI paper (Lang and Rao, 2004), as that paper discussed ratio-cuts instead of conductance values. This more general notion of volume also appeared in the FlowImprove paper (Andersen and Lang, 2008) in order to unify the analysis of ratio-cuts and conductance objectives. While these two choices have been explored, of course, the theory allows us to choose virtually any vector and this gives a large amount of flexibility. The MaxFlow and mincut constructions for the subproblems in the subsequent sections would need to be adjusted to account for this type of arbitrary choice. This is reasonably straightforward given our derivations. For example, we could set \( w = \sqrt{d} \) to generate a hybrid objective between expansion and conductance.

As another example of how the framework can be even more general, we mention the ideas from Veldt, Klymko, and Gleich (2019) that penalize excluding nodes from \( R \) in the solution set \( S \). These penalties can be set sufficiently large such that we can solve variations of FlowImprove and LocalFlowImprove where all the nodes in \( R \) must be in the result, for instance

\[
\begin{align*}
\text{minimize} & \quad \frac{\text{cut}(S)}{\nu(S \cap R; w) - \kappa \nu(S \cap \bar{R}; w)} \\
\text{subject to} & \quad R \subset S, \text{denominator} > 0
\end{align*}
\]

They can also be set smaller, however, such that we wish to have most of \( R \) within the solution \( S \). This scenario is helpful when the element of \( R \) may have a confidence associated with them.

All of the analysis in subsequent sections – including the locality of computations – applies to these more general settings; however, the generalized details often obscure the simplicity and connections among the methods. So we do not conduct the most general description possible. We simply wish to emphasize that it is possible and useful to do so.

## 4 Cluster Improvement, Flow-based, and Other Related Methods

As we have already briefly discussed, graph clustering is a well-established problem with an extensive literature. Cluster improvement algorithms have received comparatively little attention. In this section, we will discuss how the cluster improvement problem and algorithms for solving this problem are similar to and different than other related techniques in the literature. Our goal is to draw a helpful distinction and explain the relationship between cluster improvement problems/algorithms and a number of other (sometimes substantially but sometimes superficially) related topics.

For instance, we will discuss how the cluster improvement perspective yields the best results on graph and mesh partitioning benchmark problems (Section 4.1). We will then highlight key differences between the types of graphs arising in scientific and distributed computing and the types of graphs based on sparse relational data and complex systems (Section 4.2), which strongly motivates the use of local algorithms for these data. These local graph clustering algorithms, in turn, have strong relationships with the community detection problem in networks as well as with inferring metadata, which we will explore more concretely in the empirical sections.

Taking a step back, we explain our cluster improvement algorithms in terms of finding sets of small conductance, and so we also briefly survey the state of conductance optimization techniques more generally (Section 4.4). Likewise, our algorithms are all based on using a network flow optimizer as a subroutine to accomplish something else. Since this scenario is surprisingly common, e.g., because there are fast algorithms for network flow computations, we highlight a few notable
applications of network-flow based computing (Section 4.5) as well as the current state of the art for computing network flows (Section 4.6).

Finally, we conclude this section by relating our cluster improvement perspective to network flows in continuous domains (Section 4.7), total variation metrics, and a wide range of work in using graph cuts and flows in image segmentation (Section 4.8).

4.1 Graph and mesh partitioning in scientific computing

Graph and mesh partitioning are important tools in parallel and distributed computing, where the goal is to partition a computation into many, large pieces that can be treated with minimal dependencies among the pieces. This can then be used to maximize parallelism and minimize communication in large scientific computing algorithms (Pothen, Simon, and Liou, 1990; Simon, 1991; Karypis and Kumar, 1998; Hendrickson and Leland, 1995a,b; Karypis and Kumar, 1999; Hendrickson and Leland, 1994; Walshaw and Cross, 2007, 2000; Pellegrini and Roman, 1996; Knight, Carson, and Demmel, 2014). The traditional inputs to graph partitioning for scientific computing are graphs representing computational dependencies involved in solving a spatially discretized partial differential equation. In these problems, there is often a strong underlying geometry, where nodes are localized in space and edges are between nearby nodes. Furthermore, one of the key goals (indeed, almost a constraint in this application) is that the partitions be very well balanced so that no piece is much larger than the others.

In the context of this literature, our goal is not to produce an overall partitioning of the graph. Rather, given a piece of a partition, our tools and algorithms would enable a user to improve that partition in light of an objective function such as graph conductance or another related objective. Indeed, work on improving and refining the quality of an initial graph bisections can be found in the Fiduccia-Mattheyses implementation of the Kernighan-Lin method (Fiduccia and Mattheyses, 1982). Given a quality score for a two-way partition of a graph and a desired balance size, this algorithm searches among a class of local moves that could improve the quality of the partition. This improvement technique is incorporated, for instance, into the SCOTCH (Pellegrini and Roman, 1996), Chaco (Hendrickson and Leland, 1994), and METIS (Karypis and Kumar, 1998) partitioners.

This strategy for partition-and-improvement is also a highly successful paradigm for generating the best quality bisections and partitions on benchmark data. For example, on the Walshaw collection of partitioning test cases (Soper, Walshaw, and Cross, 2004), around half of the current best known results are the result of improving an existing partitioning using an improvement algorithm (Henzinger, Noe, and Schulz, 2018). This has occurred a few times in the past as well (Sanders and Schulz, 2010; Hein and Setzer, 2011; Lang and Rao, 2004). There are important differences between the applications we consider (which are more motivated by machine learning and data science) and those in mesh partitioning for scientific computing. Most notably, having good balance among all the partitions is extremely important for efficient parallel and distributed computing, but it is much less so for social and information networks, as we discuss in the next section.

4.2 The nature of clusters in sparse relational data and complex systems

Beyond the runtime difference between local and global graph analysis tools, there is another important reason to consider local graph analysis for sparse relational data such as social and information networks, machine learning, and complex systems. There is strong evidence that large-scale graphs arising in these fields (Leskovec et al., 2009, 2008; Leskovec, Lang, and Mahoney, 2010; Gargi et al., 2011; Jeub et al., 2015) have interesting small-scale structure, as opposed to interesting and non-trivial large-scale global structure. Even aside from running time considerations, this means that global graph methods tend to have trouble identifying these small and good clusters and thus may not be well-applicable to many large graphs that arise in large-scale data applications. As a simple example of the impact the differences of data may have on a method, note that for graphs such as discretizations of a partial differential equation, simply enlarging a spatially coherent set of vertices results in a set of better conductance (until
it is more than half the graph). On the other hand, the sets of small conductance in machine learning and social network based graphs tend to be small, in which case enlarging them simply makes them worse in terms of conductance. This has been quantified by the Network Community Profile (NCP) plot (Leskovec et al., 2009; Jeub et al., 2015).

4.3 Local graph clustering, community detection, and metadata inference

Local graph clustering is, by far, the most highly developed setting for local graph algorithms. A local graph clustering method seeks a cluster nearby the reference set $R$, which can be as small as a single node. Cluster improvement algorithms are, from this perspective, instances of local graph clustering where the input is a good cluster $R$ and the output is an even better cluster $S$. Local graph clustering itself emerged simultaneously out of the study of partitioning graphs for improvement in theoretical runtime of Laplacian solvers (Spielman and Teng, 2013) and the limitations of global algorithms applied to machine learning and data analysis based graphs (Lang, 2005; Andersen and Lang, 2006; Andersen, Chung, and Lang, 2006). Subsequently, there have been a large number of developments in both theory, practice, and applications. These include:

- improved theoretical bounds (Zhu, Lattanzi, and Mirrokni, 2013; Andersen et al., 2016),
- novel recovery scenarios (Kloumann and Kleinberg, 2014),
- optimization-based approaches and formulations (Gleich and Mahoney, 2014, 2015; Fountoulakis, Gleich, and Mahoney, 2017; Fountoulakis et al., 2017),
- heat kernel-based approaches (Chung, 2007a, 2009; Chung and Simpson, 2014; Kloster and Gleich, 2014; Avron and Horesh, 2015),
- Krylov and Lanczos-based approaches (Li et al., 2015; Shi et al., 2017),
- local higher-order clustering based on triangles (Yin et al., 2017; Tsourakakis, Pachocki, and Mitzenmacher, 2017),
- large-scale parallel approaches (Shun et al., 2016).

One reason for the diversity of methods in this area is that local graph clustering is a common technique to study the community structure of a complex system or social network (Leskovec et al., 2009, 2008; Leskovec, Lang, and Mahoney, 2010). The communities, or modules, of a network represent a coarse-grained view of the underlying system (Newman, 2006; Palla et al., 2005). In particular, local clustering, local improvement, and local refinement algorithms are often used to generate overlapping groups of communities from any community partition (Lancichinetti, Fortunato, and Kertész, 2009; Xie, Kelley, and Szymanski, 2013; Whang, Gleich, and Dhillon, 2016). This is often called a local optimization and expansion methodology.

Another application of local graph clustering is metadata inference. The metadata inference problem is closely related to semi-supervised learning, where the input is a graph and a set of labels with many missing entries. The goal is to interpolate the labels around the remainder of the graph. Hence, any local clustering method can also be used for semi-supervised learning problems (Joachims, 2003; Zhou et al., 2004; Liu and Chang, 2009; Belkin, Niyogi, and Sindhwani, 2006; Zhu, Ghahramani, and Lafferty, 2003) (and thus, metadata inference). That said, the metadata application raises a variety of statistical consistency questions (Ha, Fountoulakis, and Mahoney, 2020), methodological questions due to a no-free-lunch theorem (Peel, Larremore, and Clauset, 2016), as well as data suitability questions (Peel, 2017). We omit these discussions in the interest of brevity and note that some caution with this approach is advisable.

Among the local graph clustering methods, the Andersen-Chung-Lang algorithm for seeded PageRank computation (Andersen, Chung, and Lang, 2006) is often the de facto choice. This method has both useful theoretical and empirical properties, namely, recovery guarantees in terms of small conductance clusters (Andersen, Chung, and Lang, 2006; Zhu, Lattanzi, and Mirrokni, 2013) and extremely fast computation (Andersen, Chung, and Lang, 2006). It also has close relationships to many other perspectives on graph problems (e.g. Gleich and Mahoney, 2015; Fountoulakis et al., 2017; Fountoulakis, Gleich, and Mahoney, 2017), including robust and 1-norm regularized versions of these problems.

Cluster improvement algorithms are a natural fit for both community detection and metadata inference setting. Given any partition of the network, set of communities, set of overlapping
communities, or other set of vertex sets, we can study the results of improving each set individually. This is exactly the setting of Figure 1, where we were able to find a better partition of the network given an initial partition. (Although, these techniques may not result in a partition.) Second, for metadata inference, we simply seek to use a given label as a reference set that we improve. We explore these applications from an empirical perspective in Section 9, where we compare them to a relative of the Andersen-Chung-Lang method for these tasks.

4.4 Conductance optimization

Taking a step back, the cluster improvement algorithms we discuss improve the conductance or ratio-cut scores. Finding the overall minimum conductance set in a graph is a well-known NP-hard problem (Shahrokhi, 1990; Leighton and Rao, 1999). That said, there exist approximation algorithms based on linear programming (Leighton and Rao, 1988, 1999), semi-definite programming (Arora, Rao, and Vazirani, 2009), and so-called cut-matching games (Khandekar, Rao, and Vazirani, 2009; Orecchia et al., 2012). A full comparison and discussion of these ideas is beyond the scope of this survey. We note that these techniques are not often implemented due to complexities in the theory needed to get the sharpest possible bounds. However, these techniques do inspire new scalable approaches, for instance (Lang, Mahoney, and Orecchia, 2009).

4.5 Network flow-based computing

More broadly beyond conductance optimization, our work relates to the idea of using network flow as a fundamental computing primitive itself. By this, we mean that many other algorithms can be cast as an instance of network flow or a sequence of network flow problems. When this is possible, it enables us to use highly optimized solvers for this specific purpose that often outperform more general methods. Bipartite matching is a well known, textbook example of this scenario (Kleinberg and Tardos, 2005, Section 7.5). Other examples include finding the densest subgraph of a network, which is the subset of vertices with highest average degree. Formally, if we define

\[
\text{density}(S) = \frac{\text{vol}(S) - \text{cut}(S)}{|S|},
\]

then the set \( S \) that maximizes this quantity is polynomial time computable via a sequence of network flow problems (Goldberg, 1984). Another instance is one of the many definitions of communities on the web that can be solved exactly as a max-flow problem (Flake, Lawrence, and Giles, 2000). More relevant to our setting is the work of Hochbaum (2013), who showed that the sets that minimize

\[
\min_{S} \frac{\text{cut}(S)}{\text{vol}(S)} \quad \text{and} \quad \min_{S} \frac{\text{cut}(S)}{|S|}
\]

can be found in polynomial time through a sequence of max-flow and min-cut computations. Although feasible to compute, in general these sets are unlikely to be interesting on many machine learning and data analysis based graphs, as they will tend to be very large sets that cut off a small piece of the rest of the graph. (Formally, suppose there exists a node of degree 1 in an unweighted graph, then the complement set of that node will be the solution.) Among other reasons, this is the reason we use the objective functions that are symmetric in \( S \) and \( \bar{S} \).

Four other interesting cases show the diversity of this technique. First, the semi-supervised learning algorithm of Blum and Chawla (2001) uses the mincut algorithm to identify other vertices likely to share the same label as those that are given. Second is the use of flows to estimate a gradient in an algorithm for ranking a set of data due to Osting, Darbon, and Osher (2013). Third, there are useful connections between matching algorithms (which can be solved as flow problems) and semi-supervised learning problems (Jacobs, Merkurjev, and Esedoğlu, 2018). Finally, there is a recent set of research on total variation or TV norms in graphs and the connections to network flow (Jung et al., 2019). These were originally conceptualized for semi-supervised learning. They can also be used to build local clustering mechanisms that optimize a combination of 2-norm and 1-norm objectives with max-flow techniques (Jung and SarcheshmehPour, 2021).
4.6 Recent progress on network flow algorithms

Having flow as a subroutine is useful because there is a large body of work in both theory and practice at making flow computations fast. For an excellent survey of the overall problem, the challenges, and recent progress, we recommend Goldberg and Tarjan (2014). This overview touches on the exciting line of work in theory that showed a connection between Laplacian linear system solving and approximate maximum flow computations (Christiano et al., 2011; Lee, Rao, and Srivastava, 2013) as well as recent progress on the exact problem (Orlin, 2013). We refer readers to Lee and Sidford (2013); Liu and Sidford (2019) as well. Also, we refer the reader to software packages that compute maximum flows fast (Dezso, Alpár, and Kovács, 2011).

4.7 Continuous and infinite dimensional network flow and cuts

Our approach in this survey begins with a finite graph based on data and is entirely finite dimensional. Alternative approaches seek to understand problems in the continuous or infinite dimensional setting. For instance, Strang (1983) posed a continuous maximum-flow problem in a domain, where the goal is to identify a function that satisfies continuous generalizations of the flow-conditions. As a quick example of these generalizations, recall that the cut of a set $S$ can be computed as $\|Bx\|_{C,1}$. The total variation of an indicator function for a set generalizes the cut quantity to a continuous domain. This connection, and its relationship to sharp boundaries, motivates total variation image denoising (Rudin, Osher, and Fatemi, 1992) as well as ideas of continuous minimum cuts (Chan, Esedoglu, and Nikolova, 2006). Continued development of the theory (Strang, 2010) has led to interesting new connections between the infinite dimensional and finite dimensional cases (Yuan, Bae, and Tai, 2010). There are strong connections in motivation between our cluster improvement framework and finding optimal continuous functions in these settings – e.g., we can think of sharpening a blurry, noisy image as improving a cluster (see Figure 4) – but the details of the algorithms and data are markedly different. In particular, we largely think of the cluster improve routine as a strongly local operation. Understanding how these ideas generalize to continuous or infinite dimensional scenarios is an important problem raised by our approach.

4.8 Graph cuts and max flow-based image segmentation

One final application of maximum flows is graph cut-based image processing (Boykov and Veksler, 2006; Marlet, 2017). The general setting in which these arise is an energy minimization framework (Greig, Porteous, and Seheult, 1989; Kolmogorov and Zabih, 2004) with binary variables. The goal is to identify a binary latent feature in an image as an exact or approximate solution of an optimization problem. An extremely large and useful class of these energy functions can be solved via a single or a sequence of max-flow computations. The special properties of the max-flow problems on image-like data motivated the development of specialized max-flow
solvers that, empirically, have running time that scales linearly in the size of the data (Boykov and Kolmogorov, 2004).

This methodology has a number of applications in image segmentation in 2d and 3d images (Boykov and Funka-Lea, 2006) such as MRIs. For instance, one task in medical imaging is separating water from fat in an MRI, for which a graph cut based approach is highly successful (Hernando et al., 2010). More recently, deep learning-based methods have often provided a substantial boost in performance for image processing tasks. Even these, however, benefit from a cluster improvement perspective. Multiple papers have found that post-processing or refining the output of a convolutional neural net using a graph cut approach to yield improved results in segmenting tumors (Ullah et al., 2018; Ma et al., 2018). These recent applications are an extremely close fit for our cluster improvement framework, where the goal is to find a small object in a big network starting from a good reference region. We often illustrate the benefits and differences between our methodologies with a closely related problem of refining a local image segmentation output, e.g., Figure 3.

Part II. Technical Details Underlying the Main Theoretical Results

5 Minimum Cut and Maximum Flow Problems

As a simple introduction to our presentation of the technical details of MQI, FlowImprove, and LocalFlowImprove, we will start with the minimum cut and maximum flow problems. We will review the basics of these problems from an optimization and duality perspective. This is because our technical discussions in subsequent sections will constitute related, but more intricate, transformations, and will use maximum flow problems as a subroutine. To simplify the text, we use the names MinCut and MaxFlow to refer to the s-t minimum cut and s-t maximum flow problems, which are the fully descriptive terms for these problems.

5.1 MinCut

Given a graph \( G = (V, E) \), let \( s \) and \( t \) be two special nodes where \( s \) is commonly called the source node and \( t \) is the sink node. The undirected MinCut problem is:

\[
\begin{align*}
\text{minimize} & \quad \text{cut}(S, \bar{S}) \\
\text{subject to} & \quad s \in S, t \in \bar{S}, \ S \subseteq V.
\end{align*}
\]

The objective function of the MinCut problem measures the sum of the weights of edges between the sets \( S \) and \( \bar{S} \). The constraints encode the idea that we want to separate the source from sink and so we want the source node \( s \) to be in \( S \) and the sink node \( t \) to be in \( \bar{S} \). Putting the objective function and the constraints together, we see that the purpose of the MinCut problem is to find a partition \( (S, \bar{S}) \) that minimizes the number of edges needed to separate node \( s \) from node \( t \). As an example, see Figure 5, where we demonstrate the optimal partition for the MinCut Problem (5.1) on a toy graph.

We can express the MinCut problem in other equivalent ways, some of which are more convenient for analysis and implementations. For example, we use indicator vector notation and the incidence matrix from Section 2 to represent Problem (5.1) as

\[
\begin{align*}
\text{minimize} & \quad \|Bx\|_{C,1} \\
\text{subject to} & \quad x_s = 1, x_t = 0, x \in \{0, 1\}^n.
\end{align*}
\]

Expressing the MinCut problem with this notation will be especially useful later when we develop a unified framework for many cluster improvement algorithms. In practice, when implementing a solver for this problem, we need not take the binary constraints into account. This is because we can relax them without changing the objective value to obtain the following equivalent form of the MinCut problem:

\[
\begin{align*}
\text{minimize} & \quad \|Bx\|_{C,1} \\
\text{subject to} & \quad x_s = 1, x_t = 0, x \in \mathbb{R}^n.
\end{align*}
\]
It can be shown that there exists a solution to (5.3) that has the same objective function value as the optimal solution of (5.2). Given any solution to the relaxed problem, the integral solution can be obtained by an exact rounding procedure. In that sense, the relaxed problem (5.3) and the integral problem (5.2) are equivalent (Papadimitriou and Steiglitz, 1982). In the next subsection, we will obtain a solution to (5.2) through the MaxFlow problem.

5.2 Network Flow and MaxFlow

We provide a basic definition of a network flow, which is crucial for defining MaxFlow. For more details about network flows we recommend reading the notes of Trevisan (2011).

Network flows are commonly defined on directed graphs. Given an undirected graph, we will simply allow flow to go in both directions of an edge. This means that instead of doubling the number of edges, which is a common technique in the literature, we fix an arbitrary direction of the edges, encoded in the $B$ matrix, and simply let flow go in either direction by allowing the flow variables to be negative. Also, in the context of flows, edge weights are usually called edge capacities. We will use these terms interchangeably, but we tend to use capacities when discussing flow and weights when discussing cuts.

A network flow is a mapping that assigns values to edges, i.e., a mapping $f : E \rightarrow \mathbb{R}$ from the set of edges $E$ to $\mathbb{R}$, which also satisfies capacity and flow conservation constraints. We view $f$ as a vector that encodes this mapping for a fixed ordering of the edges consistent with the incidence matrix. The capacity constraints are easy to state. Let $c = \text{diag}(C)$ be the capacity for each edge, we need

$$-c \leq f \leq c$$

so that the flow along an edge is bounded by its respective capacity. The flow preservation constraints ensure that flow is only created at the source and removed at the sink and that all other nodes neither create nor destroy flow. This can be evaluated using the incidence matrix that, given a flow $f$ mapping, computes the changes via $B^T f$. Consequently, flow conservation is written

$$B^T f = q - p$$

where $p_s \in \mathbb{R}, p_i = 0 \ \forall i \in V \setminus \{s\}$ and $q_t \in \mathbb{R}, q_i = 0 \ \forall i \in V \setminus \{t\}$.

The maximum flow problem is to compute a feasible network flow with the maximum amount of flow that emerges from the source and gets to the sink. The corresponding MaxFlow optimization
problem can be expressed as:

\[
\begin{align*}
\text{maximize} & \quad p^T \mathbf{1}_s \\
\text{subject to} & \quad B^T f = q - p \\
& \quad p_s \in \mathbb{R}, p_i = 0 \ \forall i \in V \setminus \{s\} \\
& \quad q_t \in \mathbb{R}, q_i = 0 \ \forall i \in V \setminus \{t\} \\
& \quad -c \leq f \leq c.
\end{align*}
\]  

(5.4)

See Figure 6 for a visual demonstration of the flow variables and the optimal solution of Problem (5.4) for the same graph used in Figure 5.

![Figure 6](image)

(a) Demonstration of a (non-optimal) flow

(b) Demonstration of the MaxFlow solution

**Figure 6** – In this figure, all edges are undirected edges but each edge has an arrow in the middle indicating the positive direction of flow. A negative flow value on an edge means that the flow is flowing against the positive direction. The numerators in each expression show the flow that passes through an edge, and the denominators in each edge show the capacity of each edge. In Subfigure 6(a), we demonstrate a flow that starts from the source node \( s \) and ends to the sink node \( t \) and has value equal to 3. The path of that flow is highlighted by gray dashed arrows and includes nodes \( s, b, a, c \) and \( t \). Note that the flow in Subfigure 6(a) is not optimal since we can send more flow from the source to the sink while satisfying the constraints of Problem (5.4). The optimal solution of the MaxFlow Problem (5.4) for this toy graph is shown in Subfigure 6(b). The optimal flow that can be sent from the source to the sink is equal to 9.

We will obtain the MaxFlow Problem (5.4) by computing the Lagrange dual of the relaxed MinCut Problem (5.3). For basics about Lagrangian duality, we refer the reader to Chapter 5 in Boyd and Vandenberghe (2004). The process of obtaining the dual of a problem is important for us, because it will allow us to understand how to implement flow-based clustering methods in subsequent sections. First, we will convert Problem (5.3) into an equivalent linear program

\[
\begin{align*}
\text{minimize} & \quad \mathbf{c}^T \mathbf{u} + \mathbf{c}^T \mathbf{v} \\
\text{subject to} & \quad B \mathbf{x} = \mathbf{u} - \mathbf{v} \\
& \quad \mathbf{x}_s = 1, \mathbf{x}_t = 0, \mathbf{x} \in \mathbb{R}^n \\
& \quad \mathbf{u}, \mathbf{v} \geq 0.
\end{align*}
\]  

(5.5)

This can be done by starting with Problem (5.3) and following standard steps in conversion of a linear program into standard form. Here, this involves introducing non-negative variables \( u \) and \( v \) such that \( B \mathbf{x} = \mathbf{u} - \mathbf{v} \) and then writing the objective as above. (Note that due to the minimization, at optimality, we will never have both \( u \) and \( v \) non-zero in the same index.) Consequently, the Lagrangian function of Problem (5.5) is given by

\[
L(u, v, x, f, s, g, p, q) = \mathbf{c}^T \mathbf{u} + \mathbf{c}^T \mathbf{v} - f^T (B \mathbf{x} - \mathbf{u} + \mathbf{v}) - s^T \mathbf{u} - g^T \mathbf{v} \\
- p^T (x - \mathbf{1}_s) + q^T \mathbf{x} \\
= (f - s + c)^T \mathbf{u} + (-f - g + c)^T \mathbf{v} + (-B^T \mathbf{f} - p) \\
+ q)^T \mathbf{x} + p^T \mathbf{1}_s.
\]  

(5.6)
where \( s, g \geq 0, f \in \mathbb{R}^m, p_s \in \mathbb{R} \) and \( p_i = 0 \ \forall i \in V \setminus \{s\}, q_t \in \mathbb{R} \) and \( q_i = 0 \ \forall i \in V \setminus \{t\} \). The latter constraints are important for Lagrangian duality because they guarantee that the dual function (that we will derive below) will provide a lower bound for the optimal solution of the primal Problem (5.3). See Chapter 5 in Boyd and Vandenberghe (2004). The dual function is

\[
 h(f, s, g, p, q) := \min_{u, v, x} L(u, v, x, f, s, g, p, q).
\]  

(5.7)

Note that the Lagrangian function \( L \) is a linear function with respect to \( u, v, x \). Therefore, we can obtain an analytic form for the dual function by requiring the partial derivatives of \( L \) with respect to \( u, v \) and \( x \) to be zero. The following three equations arise from the latter process:

\[
 B^T f + p - q = 0_n \quad f - s + c = 0_n \quad -f - g + c = 0_n.
\]

By substituting these conditions into (5.6), we have

\[
 h(f, s, g, p, q) = p^T 1_s,
\]

(5.8)

with domain that is defined by the following constraints

\[
 B^T f + p - q = 0_n \quad f - s + c = 0_n \quad -f - g + c = 0_n
\]

\[
 p_s \in \mathbb{R}, p_i = 0 \ \forall i \in V \setminus \{s\} \quad q_t \in \mathbb{R}, q_i = 0 \ \forall i \in V \setminus \{t\} \quad s, g \geq 0.
\]

Thus, we obtain that the dual problem of Problem (5.5) is

\[
 \text{maximize} \quad p^T 1_s = h(f, s, g, p, q)
\]

subject to

\[
 B^T f = q - p
\]

\[
 f - s + c = 0
\]

\[
 -f - g + c = 0
\]

\[
 p_s \in \mathbb{R}, p_i = 0 \ \forall i \in V \setminus \{s\} \quad q_t \in \mathbb{R}, q_i = 0 \ \forall i \in V \setminus \{t\} \quad s, g \geq 0.
\]

(5.9)

By eliminating the variables \( s \) and \( g \) we obtain the MaxFlow problem (5.4). (These correspond to slack variables associated with \(-c \leq f \leq c\).)

Both the primal (5.5) and dual (5.9) are feasible (with a trivial cut and a zero flow, respectively) and also have finite solutions (0 is a lower bound on the cut and \( \text{vol}(G) = 1^T c \) is an upper bound on the flow). So, strong duality will hold between the two solutions at optimality, and the optimal value of the MaxFlow Problem (5.4) is equal to the optimal value of the relaxed MinCut Problem (5.3) (which is equal to the optimal value of (5.2)). This fact is often one component of the so-called the MaxFlow-MinCut Theorem. Another important piece is discussed next.

### 5.3 From MaxFlow to MinCut

Assume that we have solved the MaxFlow problem to optimality and that we have obtained the optimal flow \( f \). Then the MaxFlow-MinCut Theorem is a statement about the equivalence between the objective function value of the optimal solution to the MinCut Problem (5.1) and the objective function value of the optimal solution of the MaxFlow Problem (5.4). In many cases, obtaining this quantity suffices; but, in some cases, we want to work with the actual solutions themselves.

To obtain the optimal MinCut solution from an optimal MaxFlow solution, we define the notion of a residual graph. A residual graph \( G_f \) of a given \( G \) has the same set of nodes as \( G \), but for each edge \( e_{ij} \in E \), it has a forward edge \( \hat{e}_{ij} \), i.e., from node \( i \) to node \( j \), with capacity \( \max(c_{ij} - f_{ij}, 0) \) and a backward edge \( \hat{e}_{ji} \), i.e., from node \( j \) to node \( i \), with capacity \( \max(f_{ij}, 0) \), where \( f \) is the optimal solution of the MaxFlow Problem (5.4). A demonstration of a residual graph for a given flow is shown in Figure 7.

Note that there cannot exist a path from \( s \) to \( t \) in the residual graph at a max-flow solution. (Otherwise, we would be able to increase the flow!) Consequently, we can look at the set \( S \) of vertices reachable starting from the source node \( s \) (this can be algorithmically identified using a breadth-first or depth-first search starting from \( s \)). It is now a standard textbook argument that the cut of the set \( S \), which does not contain \( t \), is equal to the maximum flow.
5.4 MaxFlow solvers for weighted and unweighted graphs

MaxFlow problems can be solved substantially faster than general linear programs. See our discussion in Section 4.6 for more information on state-of-the-art solvers.

It is often assumed that the graphs are unweighted or have integer positive weights. All of the MaxFlow problems we need to solve will be weighted with rational weights that depend on the current estimate of the ratio in the fractional programming problem. Many of the same algorithms can be applied for weighted problems as well. We explicitly mention both Dinic’s algorithm (Dinitz, 1970) and the Push-Relabel algorithm (Goldberg and Rao, 1998), both of which can be implemented for the types of weighted graphs we need. In our implementations, we use Dinic’s algorithm. In these cases, however, the runtime becomes slightly tricky to state and is fairly pessimistic. Consequently, when we have a runtime that depends on MaxFlow, we simply state the number of edges involved in the computation as a proxy for the runtime.

6 The MQI Problem and Algorithm

In this section, we will describe the MaxFlow Quotient-Cut Improvement (MQI) algorithm, due to Lang and Rao (2004). This cluster improvement method takes as input a graph \( G = (V, E) \) and a reference set \( R \subseteq V \), with \( \text{vol}(R) \leq \text{vol}(G)/2 \), and it returns as output an “improved” cluster, in the sense that the output is a subset of \( R \) of minimum conductance.

The basic MQI problem is

\[
\begin{align*}
\text{minimize} & \quad \frac{\text{cut}(S)}{\text{vol}(S)} \\
\text{subject to} & \quad S \subseteq R.
\end{align*}
\]

Due to the assumption that \( \text{vol}(R) \leq \text{vol}(G)/2 \), this problem is equivalent to

\[
\begin{align*}
\text{minimize} & \quad \phi(S) \\
\text{subject to} & \quad S \subseteq R.
\end{align*}
\]

In the equivalence with conductance, this constraint that \( \text{vol}(R) \leq \text{vol}(G)/2 \) is crucial because it makes this problem polynomially solvable. Without this constraint, the problem with conductance is intractable, however we can still minimize the cut to volume ratio even when \( \text{vol}(R) > \text{vol}(G)/2 \).

Aside 6. A curious implication of the MQI objective is that it is NPhard to find a set \( S \) with \( \text{vol}(S) \leq \text{vol}(G)/2 \) that even contains the set of minimum conductance.
Recall that this MQI problem is related to the fractional programming Problem (3.2) by setting \( g(S) := \text{vol}(S) \) and \( Q = R \). Lang and Rao (2004) describe an algorithm to solve the MQI problem, which is equivalent to what is presented as Algorithm 6.1. (They describe solving eq. (6.3) via the flow procedure we will highlight shortly.) It is easy to see that this algorithm is simply Algorithm 3.1 for fractional programming specialized to this scenario. Consequently, we can apply our standard theory.

Algorithm 6.1 MQI (Lang and Rao, 2004)

1: Initialize \( k := 1, S_1 := R \) and \( \delta_1 := \phi(S_1) \).
2: while we have not exited via else clause do
3: Solve \( S_{k+1} := \text{argmin}_{S \subseteq R} \text{cut}(S) - \delta_k \text{vol}(S) \)
4: if \( \phi(S_{k+1}) < \delta_k \) then
5: \( \delta_{k+1} := \phi(S_{k+1}) \)
6: else
7: \( \delta_k \) is optimal, return previous solution \( S_k \).
8: \( k := k + 1 \)

The following theorem implies that MQI monotonically decreases the objective function in Problem (6.1) at each iteration. It was first shown by Lang and Rao (2004), but it is a corollary of Theorem 3.4. Note that \( \delta_k \) is equal to the objective function of Problem (6.1) evaluated at \( S_k \).

THEOREM 6.1 (Convergence of MQI) Let \( G \) be an undirected, connected graph with non-negative weights. Let \( R \) be a subset of vertices with \( \text{vol}(R) \leq \text{vol}(\bar{R}) \). The sequence \( \delta_k \) monotonically decreases at each iteration of MQI.

6.1 Solving the MQI subproblem using MaxFlow algorithms

In this subsection, we will discuss how to solve efficiently the subproblem at Step 3 of MQI Algorithm 6.1, namely

\[
\text{argmin}_S \text{cut}(S) - \delta \text{vol}(S) \quad \text{subject to} \quad S \subseteq R.
\]

(6.3)

The summary of this subsection is that the subproblem corresponds to a MinCut-like problem and by introducing a number of modifications, we can turn it into an instance of a MinCut problem. This enables us to use MaxFlow solvers to compute a binary solution efficiently. The final solver will run a MaxFlow problem on the subgraph of \( G \) induced by \( R \) along with a few additional edges.

By translating Problem (6.3) into indicator notation, we have

\[
\begin{aligned}
\text{minimize} & \quad \|Bx\|_{C,1} - \delta x^T d \\
\text{subject to} & \quad x_i = 0 \quad \forall i \in \bar{R}, x \in \{0, 1\}^n.
\end{aligned}
\]

(6.4)

This is not a MinCut problem as stated, but there exists an equivalent problem that is a MinCut problem. To generate this problem, we’ll go through two steps. First, we’ll shift the objective to be non-negative. This is necessary because a MinCut problem always has a non-negative objective. Second, we’ll introduce a source and sink to handle the terms that are not of the form \( \|Bx\|_{C,1} \) and the equality constraints. Again, this step is necessary because these problems must have a source and sink.

For step 1, note that the maximum negative term is \( \delta 1^T d \). (It’s actually smaller due to the equality constraints, but this overestimate will suffice.) Thus, we shift the objective by this value and regroup terms

\[
\begin{aligned}
\text{minimize} & \quad \|Bx\|_{C,1} + \delta (1 - x)^T d \\
\text{subject to} & \quad x_i = 0 \quad \forall i \in \bar{R}, x \in \{0, 1\}^n.
\end{aligned}
\]

(6.5)

Note that \( 1 - x \) is simply an indicator for \( \bar{S} \), the complement solution set. Consequently, we want to introduce a penalty for each node placed in \( \bar{S} \). To do so, we introduce a source node \( s \)
that will connect to each node of the graph with weight proportional to the degree of each node. (A penalty for $\tilde{S}$ corresponds to an edge from the source $s$.) Since nothing in $\tilde{R}$ can be in the solution, we can introduce a sink node $t$ and connect it with infinite weight edges to each node in $\tilde{R}$. Thus, these edges will never be cut at optimality, as there is a finite-valued objective possible. Also note that the infinite weight can be replaced by a sufficiently large graph-dependent weight to achieve the same effect.

This MinCut construction is given in Figure 8(b), although this omits the edges from $s$ to nodes in $\tilde{R}$. This construction, however, is not amenable to a strongly local solution method, as it naively involves the entire graph. Note that in practice, we can form the graph construction in Figure 8(c) with the collapsed vertices without ever examining the whole graph.

To generate a strongly local method, note that we can collapse all the vertices in $\tilde{R}$ and $t$ into a single super-sink $t$. This simply involves rewiring all edges $(u, v)$ where $u \notin \tilde{R}$ and $v \in \tilde{R}$ into a new edge $(u, t)$ where we handle multiedges by summing their weights. This results in a number of $s$ to $t$ edges, one for each node in $\tilde{R}$, which we can further delete as they exert a constant penalty of $\delta \text{vol}(\tilde{R})$ the final objective. An illustration is given in Figure 8(c). Importantly, in Figure 8(c), there are only a small number of nodes in $\tilde{R}$ that are collapsed into the sink node $t$, but $\tilde{R}$ could have had thousands or millions or billions of nodes. In that case, the final graph would still have only a very small number of nodes, in which case strongly local algorithms would be much faster.

Augmented Graph 1 for the subproblem at Step 3 of MQI Algorithm 6.1

1: Extract the subgraph with nodes in $R$ and the edges of these nodes, which we denote by $E(R)$.
2: Add to the set of nodes $R$ a source node $s$ and a sink node $t$.
3: Add to the set of edges $E(R)$ an edge from the source node $s$ to every node in the seed set of nodes $R$ with weight the degree of that node times $\delta$.
4: For any edge in $G$ from $R$ to $\tilde{R}$, rewire it to node $t$ and combine multiple edges by summing their weights.

To recap, see the Augmented Graph 1 procedure. We now give an explicit instance of the MinCut problem to illustrate how it maps to our desired binary objective. Let $B(R)$ and $C(R)$ be the incidence and weight matrix for the subgraph induced by the set $R$. Then consider the incidence matrix and the diagonal edge-weight matrix of the modified graph, which are

$$
\tilde{B} := \begin{bmatrix}
s & R & t \\
1 & -I & 0 \\
0 & B(R) & 0 \\
0 & I & -1 \\
\end{bmatrix} \quad \tilde{C} := \begin{bmatrix}
\delta D_R & 0 & 0 \\
0 & C(R) & 0 \\
0 & 0 & Z \\
\end{bmatrix},
$$

where $D_R$ is the submatrix of $D$ corresponds to nodes in $R$ (ordered conformally), and $Z$ is a diagonal matrix that stores the weights of the rewired edges from $R$ to the sink $t$, i.e.,

$$Z_{ii} = \sum_e c_e, \text{ where } e \text{ is an edge from } i \in R \text{ to any node in } \tilde{R}.$$

(These weights can be zero if there are no edges leaving from a node $i \in R$.) The first column of matrix $\tilde{B}$ corresponds to the source node, the last column corresponds to the sink node, and all other columns in-between correspond to nodes in $R$. The first block $\delta D_R$ in $\tilde{C}$ corresponds to edges from the source to nodes in $R$, the second block $C_R$ in $\tilde{C}$ corresponds to edges from $R$ to $R$, and the third block $Z$ in $\tilde{C}$ corresponds to edges from nodes in $R$ to the sink node $t$. Let

$$\tilde{x} := \begin{bmatrix} x_s \\ x_R \\ x_t \end{bmatrix}, \text{ so that } \tilde{x}_1 = x_s \text{ and } \tilde{x}_{|R|+2} = x_t$$
then the MinCut problem with respect to the modified graph is

\[
\begin{align*}
    \text{minimize} & \quad \|\tilde{B}\tilde{x}\|_{C,1} = \|B(R)x_R\|_{C(R),1} + \delta 1^TD_R(1_R - x_R) + 1^TZX_R \\
    \text{subject to} & \quad \tilde{x}_1 = 1, \tilde{x}_{|R|+2} = 0, \tilde{x}_i \in \{0,1\}.
\end{align*}
\] (6.6)

It is straightforward to verify that Problem (6.6) is equivalent to a shifted version of Problem (6.5) where the objectives differ by \(\delta \text{vol}(\bar{R})\). Finally, to get a solution of the original problem, we have to further decrease the objective by the constant \(\delta \text{vol}(R)\).

To solve this MinCut problem, we then simply use an undirected MaxFlow solver. The input has \(O(\text{vol}(R))\) edges and \(|R| + 2\) nodes.

### 6.2 Iteration complexity

We now specialize our general analysis in Section 3, and we present an iteration complexity result for Algorithm 6.1. First, we present Lemma 6.2, which will be used in the iteration complexity result in Theorem 6.3.

An interesting property of MQI that is shown in Lemma 6.2 is that the volume of \(S_k\) monotonically decreases at each iteration, i.e., \(\text{vol}(S_{k+1}) < \text{vol}(S_k)\). This result has important practical implications since it shows that MQI is searching for subsets \(S\) that have smaller volume than the set \(S_1\). Moreover, Lemma 6.2 shows that the numerator of Problem (6.1) decreases monotonically.

**Lemma 6.2** Let \(G\) be an undirected, connected graph with non-negative weights. If the MQI algorithm proceeds to iteration \(k + 1\) it satisfies both \(\text{vol}(S_{k+1}) < \text{vol}(S_k)\) and \(\text{cut}(S_{k+1}) < \text{cut}(S_k)\).

**Proof** The proof for this claim is given in the proof of Lemma 3.5. \(\blacksquare\)

**Theorem 6.3** (Iteration complexity of MQI) Let \(G\) be a connected, undirected graph with non-negative integer weights. Algorithm 6.1 has at most \(\text{cut}(R)\) iterations before converging to a solution.

**Proof** This is just an explicit specialization of Theorem 3.6. \(\blacksquare\)

**Remark 6.4** (Time per iteration) At each iteration a weighted MaxFlow problem is being solved. Therefore, the worst-case time of MQI will be its iteration complexity times the cost of computing a MaxFlow on a graph of size \(\text{vol}(R)\). Here \(\text{vol}(R)\) is an upper bound on the number of edges incident to vertices in \(R\) because the weights are integers.
6.3 A faster version of the MQI algorithm

The original MQI algorithm requires at most $\text{vol}(R)$ iterations to converge to the optimal solution for graphs with integer weights. After at most that many iterations the algorithm returns the exact output. However, in the case that we are not interested in exact solutions we can improve the iteration complexity of MQI to at most $O(\log \frac{1}{\varepsilon})$ where $\varepsilon > 0$ is an accuracy parameter. To achieve this we will use binary search for the variable $\delta$. It is true that for $(S^*, \delta^*)$ we have $\text{cut}(S^*)/\text{vol}(S^*) = \delta^*$. Therefore, $\delta^* \in [0, 1]$. We will use this interval as our search space for the binary search. The modified algorithm is shown in Algorithm 6.2. This algorithm is an instance of Algorithm 3.2. Note that the subproblem in Step 4 in Algorithm 6.2 is the same as the subproblem in Step 3 of the original Algorithm 6.1. The only part that changes is that we introduced binary search for $\delta$.

**Algorithm 6.2** Fast MQI

1: Initialize $k := 1$, $\delta_{\text{min}} := 0$, $\delta_{\text{max}} := \phi(R)$ and $\varepsilon \in (0, 1]$
2: while $\delta_{\text{max}} - \delta_{\text{min}} > \varepsilon \delta_{\text{min}}$ do
3: \hspace{1em} $\delta_k := (\delta_{\text{max}} + \delta_{\text{min}})/2$
4: \hspace{1em} Solve $S_{k+1} := \arg\min_{S \subseteq R} \text{cut}(S) - \delta \cdot \text{vol}(S)$ via MaxFlow on Augmented Graph 1.
5: \hspace{1em} if $\text{vol}(S_{k+1}) > 0$ (Then $\delta_k$ is above $\delta^*$) then
6: \hspace{2em} $\delta_{\text{max}} := \phi(S_{k+1})$, and set $S_{\text{max}} = S_{k+1}$ (Note $\phi(S_{k+1}) \leq \delta_k$)
7: \hspace{1em} else
8: \hspace{2em} $\delta_{\text{min}} := \delta_k$
9: \hspace{1em} $k := k + 1$
10: Return $\arg\min_{S \subseteq R} \text{cut}(S) - \delta_{\text{max}} \cdot \text{vol}(S)$ or $S_{\text{max}}$ based on minimum conductance.

Putting the iteration complexity of Fast MQI together with its per iteration computational complexity we get the following theorem.

**THEOREM 6.5** (Iteration complexity of the Fast MQI Algorithm 6.2) Let $G$ be an undirected, connected, graph with non-negative weights. Let $R$ be a subset of vertices with $\text{vol}(R) \leq \text{vol}(R)$. The sequence $\delta_k$ of Algorithm 6.2 converges to an approximate solution $|\delta^* - \delta_k|/\delta^* \leq \varepsilon$ in $O(\log 1/\varepsilon)$ iterations, where $\delta^* = \phi(S^*)$ and $S^*$ is an optimal solution to problem (6.1). Moreover, if $G$ has non-negative integer weights then the algorithm will return the exact minimizer when $\varepsilon < \frac{1}{\text{vol}(R)^2}$.

**Proof** The iteration complexity of MQI is an immediate consequence of Theorem 3.8. The exact solution piece is a consequence of the smallest difference between values of conductance among subsets of $R$ for integer weighted graphs. Let $S_1$ and $S_2$ be arbitrary subsets of vertices in $R$ with $\phi(S_1) > \phi(S_2)$. Then

$$\phi(S_1) - \phi(S_2) = \frac{\text{cut}(S_1) \cdot \text{vol}(S_2) - \text{cut}(S_2) \cdot \text{vol}(S_1)}{\text{vol}(S_1) \cdot \text{vol}(S_2)} \geq \frac{(\text{vol}(R))^2}{\text{vol}(R)^2}.$$  

The last piece occurs because if $\text{cut}(S_1) \cdot \text{vol}(S_2) - \text{cut}(S_2) \cdot \text{vol}(S_1)$ is an integer, the smallest possible difference is 1. At termination Fast MQI satisfies $\delta_{\text{max}} - \delta_{\text{min}} \leq \varepsilon \delta_{\text{min}}$. By the above difference bound, the next objective function value that is larger than $\delta^*$ is at least $\delta^* + \frac{1}{\text{vol}(R)^2}$. Therefore, setting $\varepsilon < \frac{1}{\text{vol}(R)^2}$, we get that $\delta_{\text{max}} < \delta^* + \frac{1}{\text{vol}(R)^2}$.

**REMARK 6.6** (Time per iteration) Each iteration involves a weighted MaxFlow problem on a graph with volume equal to $O(\text{vol}(R))$.

7 The FlowImprove Problem and Algorithm

In this section, we will describe the FlowImprove method, due to Andersen and Lang (2008). This cluster improvement method was designed to address the issue that the MQI algorithm will always return an output set that is strictly a subset of the reference set $R$. The FlowImprove method
also takes as input a graph \( G = (V, E) \) and a reference set \( R \subset V \), with \( \operatorname{vol}(R) \leq \operatorname{vol}(G)/2 \), and it also returns as output an “improved” cluster. Here, the output is “improved” in the sense that it is a set with conductance at least as good as \( R \) that is also highly correlated with \( R \).

To state the FlowImprove method, consider the following variant of conductance:

\[
\phi_R(S) = \begin{cases} 
\frac{\operatorname{cut}(S, \bar{S})}{\operatorname{rvol}(S; R, \theta)} & \text{when the denominator is positive} \\
\infty & \text{otherwise}
\end{cases}
\]  

(7.1)

where \( \theta = \operatorname{vol}(R) / \operatorname{vol}(\bar{R}) \), and where the value is \( \infty \) if the denominator is negative. This particular value of \( \theta \) arises as the smallest value such that \( \operatorname{rvol}(S; R, \theta) = \operatorname{vol}(S \cap R) - \theta \operatorname{vol}(S \cap \bar{R}) \) denominator is exactly zero when \( S = V \) and hence will rule out trivial solutions. (This idea is equivalent to picking \( \theta \) so that the total weight of edges connected to source is equal to the total weight of edges connected to the sink in the coming flow problem (Andersen and Lang, 2008).)

Note that this setup is also equivalent to the statement in Section 3.1 where the denominator constraint is adjusted to be a positive infinity value.

For any set \( S \) with \( \operatorname{vol}(S) \leq \operatorname{vol}(\bar{S}) \), since \( \operatorname{rvol}(S; R, \theta) = \operatorname{vol}(S \cap R) - \theta \operatorname{vol}(S \cap \bar{R}) \), it holds that \( \phi_R(S) \geq \phi(S) \). Thus, this modified conductance score \( \phi_R(\cdot) \) provides an upper-bound on the true conductance score \( \phi(\cdot) \) for sets that are not too big; but this objective provides a bias toward \( R \), in the sense that the denominator penalizes sets \( S \) that are outside of the reference set \( R \).

Consequently, the FlowImprove problem is:

\[
\begin{aligned}
\text{minimize} & \quad \phi_R(S) \\
\text{subject to} & \quad S \subset V.
\end{aligned}
\]  

(7.2)

This FlowImprove problem is related to the fractional programming Problem (3.2) by setting \( g(S) := \operatorname{vol}(S \cap R) - \theta \operatorname{vol}(S \cap \bar{R}) \) and \( Q = V \). Andersen and Lang (2008) describe an algorithm to solve the FlowImprove problem, which is equivalent to what we present as Algorithm 7.1.

It is easy to see that this algorithm is a special case of Algorithm 3.1 for general fractional programming.

**Algorithm 7.1 FlowImprove** (Andersen and Lang, 2008)

1. Initialize \( k = 1 \), \( S_1 := R \) and \( \delta_1 = \phi_R(S_1) \).
2. while we have not exited via else clause do
3. Solve \( S_{k+1} := \arg\min_S \operatorname{cut}(S) - \delta_k \left( \operatorname{vol}(S \cap R) - \theta \operatorname{vol}(S \cap \bar{R}) \right) \)
4. if \( \phi_R(S_{k+1}) < \delta_k \) then
5. \( \delta_{k+1} := \phi_R(S_{k+1}) \)
6. else
7. \( \delta_k \) is optimal, return previous solution \( S_k \).
8. \( k := k + 1 \)

The following theorem implies that FlowImprove monotonically decreases the objective function in Problem (7.2) at each iteration. It was first shown by Andersen and Lang (2008), but it is a corollary of Theorem 3.4. Note that \( \delta_k \) is equal to the objective function of Problem (7.2) evaluated at \( S_k \).

**THEOREM 7.1 (Convergence of FlowImprove)** Let \( G \) be an undirected, connected graph with non-negative weights. Let \( R \) be a subset of vertices with \( \operatorname{vol}(R) \leq \operatorname{vol}(\bar{R}) \). The sequence \( \delta_k \) monotonically decreases at each iteration of FlowImprove (Algorithm 7.1).

### 7.1 The FlowImprove subproblem

In this subsection, we will discuss how to solve efficiently the subproblem at Step 3 of FlowImprove. We will follow similar steps as we did for MQI in Section 6.1. That is, we convert the MinCut-like...
Augmented Graph 2 for the subproblem at Step 3 of FlowImprove Algorithm 7.1

1: Add to the set of nodes $V$ a source node $s$ and a sink node $t$.
2: Add to the set of edges $E$ an edge from the source node $s$ to every node in the seed set of nodes $R$ with weight the degree of that node times $\delta$.
3: Add to the set of edges $E$ an edge from the sink node $t$ to every node in the set of nodes $\bar{R}$ with weight the degree of that node times $\delta \theta$.

---

**Figure 9** – Illustration of the augmented graph for solving the FlowImprove subproblem. Subfigure 9(a) illustrates the same graph and seed set from Figure 8. Subfigure 9(b) demonstrates the addition of a source node $s$ and sink node $t$, along with corresponding edges from $s$ to nodes in $R$ and node $t$ to every node in $\bar{R}$. The MinCut problem in Subfigure 9(b) can be solved to identify a set via a MaxFlow problem from the source to the sink.

Turning back towards the derivation of this formulation, the MinCut sub-problem at Step 3 of FlowImprove problem is equivalent to

$$\begin{align*}
\text{minimize} & \quad \|Bx\|_{C,1} - \delta x^T \hat{d}_R + \delta \theta x^T \hat{d}_{\bar{R}} \\
\text{subject to} & \quad x \in \{0, 1\}^n,
\end{align*}$$

(7.3)

where $\hat{d}_R$ is an $n$-dimensional vector that is equal to $d$ for components with index in $R$ and zero elsewhere. Similarly for $\hat{d}_{\bar{R}}$. Consequently, $d = \hat{d}_R + \hat{d}_{\bar{R}}$ where the two pieces have disjoint support.

As with the previous case, we shift this and then add sources and sinks. First, the largest possible negative value is at least $\delta 1^T \hat{d}_R$. Adding this yields

$$\begin{align*}
\text{minimize} & \quad \|Bx\|_{C,1} + \delta (1-x)^T \hat{d}_R + \delta \theta x^T \hat{d}_{\bar{R}} \\
\text{subject to} & \quad x \in \{0, 1\}^n.
\end{align*}$$

(7.4)

Again, we have penalty terms associated with $S$ (given by non-zero entries of $x$) and $\bar{S}$ (given by non-zero entries of $1-x$). For these, we introduce a source and sink. The source connects to penalties associated with $\bar{S}$ and the sink connects to penalties associated with $S$. Note that these penalties partition into two groups, associated with $R$ and $\bar{R}$. Consequently, we add a source node $s$ and connect it to all nodes in $R$ with weight $\delta \hat{d}_R$, and we also add a sink node $t$ and connect it to all nodes in $\bar{R}$ with weight $\delta \theta \hat{d}_{\bar{R}}$. 

---

(a) Graph and seed set $R$  
(b) MinCut graph for FlowImprove subproblem
The resulting MinCut problem is associated with the incidence matrix and the diagonal edge-weight matrix of a modified problem as follows

\[
\tilde{B} := \begin{bmatrix}
s & V & t \\
1 & -I_R & 0 \\
0 & B & 0 \\
0 & I_{\bar{R}} & -1 \\
\end{bmatrix},
\tilde{C} := \begin{bmatrix}
\delta D_R & 0 & 0 \\
0 & C & 0 \\
0 & 0 & \delta \theta D_{\bar{R}} \\
\end{bmatrix}.
\]

Here, \(D_R\) and \(D_{\bar{R}}\) are diagonal submatrices of \(D\) corresponding to nodes in \(R\) and \(\bar{R}\), respectively. Also, \(I_R\) and \(I_{\bar{R}}\) are matrices where each row contains an indicator vector for a node in \(R\) and \(\bar{R}\), respectively. These matrices give \(I_Rx = x_R\) and \(I_{\bar{R}}x = x_{\bar{R}}\). They are ordered in the same way as \(D_R\) and \(D_{\bar{R}}\). Let

\[
\tilde{x} := \begin{bmatrix}
x_s \\
x \\
x_t \\
\end{bmatrix}, \text{ so that } \tilde{x}_1 = x_s \text{ and } \tilde{x}_{|R|+2} = x_t
\]

then the MinCut problem with respect to the modified graph is

\[
\begin{align*}
\text{minimize} & \quad \|\tilde{B}\tilde{x}\|_{\tilde{C},1} = \|Bx\|_{C,1} + \delta(1 - x_R)^T d_R + \delta \theta x_{\bar{R}} d_{\bar{R}} \\
\text{subject to} & \quad \tilde{x}_1 = 1, \tilde{x}_{n+2} = 0, \tilde{x}_i \in \{0,1\} \forall i = 2 \ldots n+1.
\end{align*}
\]

(7.5)

Again, note that this objective corresponds to a constant shift with respect to Problem (7.3). This problem can be solved via MaxFlow to give a set solution.

7.2 Iteration complexity

In Lemma 7.2 we show that when using FlowImprove the denominator of Problem (7.2), i.e., \(\text{vol}(S \cap R) - \theta \text{vol}(S \cap \bar{R})\), decreases monotonically at each iteration. Moreover, the numerator of Problem (7.2) decreases monotonically as well.

**Lemma 7.2** If the FlowImprove algorithm proceeds to iteration \(k+1\) it satisfies \(\text{vol}(S_{k+1} \cap R) - \theta \text{vol}(S_{k+1} \cap \bar{R}) < \theta (\text{vol}(S_k \cap R) - \text{vol}(S_k \cap \bar{R}))\) and \(\text{cut}(S_{k+1}) < \text{cut}(S_k)\).

**Proof** This result is a specialization of Lemma 3.5 and the proof is the same.

**Theorem 7.3** (Iteration complexity of the FlowImprove Algorithm 7.1) Let \(G\) be a connected, undirected graph with non-negative integer weights. Then Algorithm 7.1 needs at most \(\text{cut}(R)\) iterations to converge to a solution.

**Proof** This is just an explicit specialization of Theorem 3.6.

**Remark 7.4** (Time per iteration) At each iteration a weighted MaxFlow problem is being solved, see Section 7.1. The MaxFlow problem size is proportional to the whole graph.

7.3 A faster version of the FlowImprove algorithm

The original FlowImprove algorithm requires at most \(\text{cut}(R) \leq \text{vol}(R)\) iterations to converge to the optimal solution. After at most that many iterations the algorithm returns the exact output. However, in the case that we are not interested in exact solutions we can improve the iteration complexity of FlowImprove to at most \(O(\log \frac{1}{\varepsilon})\) where \(\varepsilon > 0\) is an accuracy parameter. To achieve this we will use binary search for the variable \(\delta\). It is true that \(\phi_R(R) \in [0,1]\). Therefore, \(\delta^* \in [0,1]\). We will use this interval as our search space for the binary search. The modified algorithm is shown in Algorithm 7.2. Note that the subproblem in Step 4 in Algorithm 7.2 is the same as the subproblem in Step 3 of the original Algorithm 7.1. The only part that changes is that we introduced binary search for \(\delta\).

Putting the iteration complexity of Fast FlowImprove together with its per iteration computational complexity we get the following theorem.
Algorithm 7.2 Fast FlowImprove

1: Initialize $k := 1$, $\delta_{\min} := 0$, $\delta_{\max} := 1$ and $\varepsilon \in (0, 1]$
2: while $\delta_{\max} - \delta_{\min} > \varepsilon \delta_{\min}$ do
3: \hspace{1em} $\delta_k := (\delta_{\max} + \delta_{\min})/2$
4: \hspace{1em} Solve $S_{k+1} := \arg\min_S \text{cut}(S) - \delta_k (\text{vol}(S \cap R) - \theta \text{vol}(S \cap \bar{R}))$ via MaxFlow
5: \hspace{1em} if $\text{vol}(S_{k+1} \cap R) > \theta \text{vol}(S_{k+1} \cap \bar{R})$ (Then $\delta_k$ is above $\delta^*$) then
6: \hspace{2em} $\delta_{\max} := \phi_R(S_{k+1})$ and set $S_{\max} := S_{k+1}$ (Note $\phi_R(S_{k+1}) \leq \delta_k$)
7: \hspace{1em} else
8: \hspace{2em} $\delta_{\min} := \delta_k$
9: \hspace{1em} $k := k + 1$
10: Return $\arg\min_S \text{cut}(S) - \delta_{\max} \text{vol}(S \cap R) - \theta \text{vol}(S \cap \bar{R})$ or $S_{\max}$ based on $\min \phi_R$. 

THEOREM 7.5 (Iteration complexity of the Fast FlowImprove Algorithm 7.2) Let $G$ be an undirected, connected graph with non-negative weights. Let $R$ be a subset of $V$ with $\text{vol}(R) \leq \text{vol}(\bar{R})$. The sequence $\delta_k$ of Algorithm 7.2 converges to an approximate solution $|\delta^* - \delta_k| \leq \varepsilon$ in $O(\log 1/\varepsilon)$ iterations, where $\delta^* = \phi_R(S^*)$ and $S^*$ is an optimal solution to problem (7.2). Moreover, if $G$ has non-negative integer weights, then the algorithm will return the exact minimizer when $\varepsilon < \frac{1}{\text{vol}(R)^2 \text{vol}(\bar{R})}$.

Proof Iteration complexity of FlowImprove is an immediate consequence of Theorem 3.8. The exact solution piece is a consequence of the smallest difference between values of relative conductance for integer weighted graphs. Let $S_1$ and $S_2$ be arbitrary sets of vertices in the graph with $\phi_R(S_1) > \phi_R(S_2)$. Let $k_1 = \text{cut}(S_1) \text{vol}(S_2 \cap R) - \text{cut}(S_2) \text{vol}(S_1 \cap R)$ and $k_2 = \text{cut}(S_1) \text{vol}(S_2 \cap \bar{R}) - \text{cut}(S_2) \text{vol}(S_1 \cap \bar{R})$. Both are integers. Then

$$\frac{\text{cut}(S_1)}{\text{rvol}(S_1; R, \theta)} - \frac{\text{cut}(S_2)}{\text{rvol}(S_2; R, \theta)} = \frac{k_1 \text{vol}(\bar{R}) - k_2 \text{vol}(R)}{\text{vol}(\bar{R}) \text{rvol}(S_1; R, \theta) \text{rvol}(S_2; R, \theta)} \geq \frac{1}{\text{vol}(R)^2 \text{vol}(\bar{R})}.$$ 

The last piece occurs because $k_1$ and $k_2$ are integers, and thus the smallest positive value of $k_1 \text{vol}(\bar{R}) - k_2 \text{vol}(R)$ is 1. The rest of the argument on the exact solution is the same as the proof of Theorem 6.5.

7.4 Non-locality in FlowImprove

The runtime bounds for FlowImprove assume that we may need to solve a MaxFlow problem with size proportional to the entire graph. We now show that this is essentially tight and that the solution of a FlowImprove problem, in general, is not strongly local. Indeed, the following example shows that FlowImprove will return one fourth of the graph even when started with a set $R$ that is a singleton.
LEMMA 7.6  Consider a cycle graph with some extra edges connecting neighbors or neighbors in some parts (illustrated on the right) with $4N + 8$ nodes in 4 major regions. Each set $A$ and $B$ has $N$ nodes of degree 4 corresponding to a contiguous piece of the cycle graph with neighbors and neighbors of neighbors connected. Each set $C$ and $D$ has $N$ degree 2 nodes. This introduces two extra nodes, of degree 3, between each pair of adjacent degree 2 and degree 4 regions. Consider using any node of degree 4 as the seed node to FlowImprove algorithm. Then, at optimality, FlowImprove will return a set with $N + 4$ nodes that is a continuous degree 4 region plus the four adjacent degree 3 nodes.

Proof Without loss of generality, suppose we seed on a node from set $A$. According to Lemma 7.2, when Dinkelbach’s algorithm for FlowImprove proceeds from iteration to iteration, it must return a set with a strictly smaller cut value or the seed set $R$ was optimal. This means FlowImprove will only return one of the following sets. (Due to symmetry, there may be equivalent sets that we don’t list.)

1. The seed node with cut 4.
2. A continuous subset of the $A$ region, $G_0, G_1$, and a continuous subset of the set $D$, with cut 3.
3. All of the $A$ region, two adjacent degree 3 nodes (without loss of generality, $G_0$ and $G_1$) on one end and one adjacency degree 3 node on the other edge ($F_1$), with cut 3.
4. All of the $A$ region and all adjacency degree 3 nodes ($G_0, G_1, F_0, F_1$), with cut 2.
5. All of the $A$ region and all adjacency degree 3 nodes ($G_0, G_1, F_0, F_1$ and additional nodes from sets $C$ and $D$), with cut 2.

The goal is to show that case (4) is optimal, i.e., has the smallest objective value. Obviously, case (5) cannot be optimal since it has the same cut value as case (4) but smaller relative volume. Similarly, case (3) has the same cut value as case (2) but smaller relative volume. So case (3) won’t be optimal either. So we only need to compare $\phi_R(S_1)$, $\phi_R(S_2)$ and $\phi_R(S_4)$. Observe that in this setting, $\theta = \frac{\text{vol}(R)}{\text{vol}(\bar{R})} = \frac{4}{(2N-1)4+2(N-2)+8} = \frac{4}{3N+1}$, so we can compute that

$$\phi_R(S_4) = \frac{2}{4 - \theta(4(N - 1) + 3 \cdot 4)} = \frac{3N + 5}{4N + 6} < 1 = \phi_R(S_1).$$

On the other hand, suppose in case (2), there are $1 \leq k < N$ nodes from $A$ and $m \geq 0$ nodes from $D$, then we can write

$$\phi_R(S_2) = \frac{3}{4 - \theta(4(k - 1) + 3 \cdot 2 + 2m)} \geq \frac{3}{4 - 6\theta} = \frac{9N + 15}{12N + 14} > \phi_R(S_4).$$

So case (4) is optimal.
7.5 Relationship with PageRank

The FlowImprove subproblem (7.5) is closely related to the PageRank problem if the 1-norm objective is translated into a 2-norm objective and we relax to real-valued vectors (and make a small perturbation to the resulting systems). This was originally observed, in slightly different ways, in our previous work (Gleich and Mahoney, 2014, 2015). For the same matrix $\tilde{B}$, consider the problem

$$\minimize_{\tilde{x}} \|\tilde{B}\tilde{x}\|_{C,2}^2$$

subject to $x_s = \tilde{x}_1 = 0, x_t = \tilde{x}_{n+2} = 1, \tilde{x}_i \in \{0, 1\} \forall i = 2 \ldots n + 1$. \hfill (7.6)

Note that this problem, with the binary constraints, is exactly equivalent to the original problem. However, if we relax the binary constraints to real-valued vectors and substitute in $x_1 = 1$ and $x_{n+2} = 0$, then this is a strongly-convex quadratic objective, which can be solved as the following linear system:

$$(B^T CB + \delta \text{diag}(\tilde{d}_R) + \theta \delta \text{diag}(\bar{d}_R))x = \delta/2 \tilde{d}_R.$$ \hfill (7.7)

Here, $B^T CB = L = D - A$ is the Laplacian of the original graph. Also, if we had $\theta = 1$ (or simply assume this is true), then $\delta \text{diag}(\bar{d}_R) + \theta \delta \text{diag}(\tilde{d}_R) = \delta D$. This yields the linear system

$$(L + \delta D)x = \delta/2 \iff (I - \alpha AD^{-1})Dx = \delta/(2 + 2\delta)\tilde{d}_R.$$ \hfill (8.1)

The second system is equivalent to a rescaled PageRank problem for an undirected graph $(I - \alpha AD^{-1})y = \gamma v$ where $y = Dx$. This form, or a scaled version, is widely used in practice (Gleich, 2015).

8 The LocalFlowImprove (and SimpleLocal) Problem and Algorithm

In this section, we will describe the LocalFlowImprove method, due to Orecchia and Zhu (2014), and the related SimpleLocal, due to Veldt, Gleich, and Mahoney (2016). This cluster improvement method was designed to address the issue that FlowImprove is weakly (and not strongly) local, i.e., that the FlowImprove method has a running time that depends on the size of the entire input graph and not just on the size of the reference set $R$. The setup is the same: LocalFlowImprove method takes as input a graph $G = (V, E)$ and a reference set $R \subset V$, with $\text{vol}(R) \leq \text{vol}(G)/2$, and it returns as output an “improved” cluster.

To understand the LocalFlowImprove method, consider the following variant of conductance:

$$\phi_{R,\sigma}(S) = \begin{cases} \text{cut}(S, \bar{S})/\text{vol}(S \cap \bar{S}) & \text{when the denominator is positive} \\ \infty & \text{otherwise} \end{cases} \hfill (8.1)$$

where $\sigma \in [\text{vol}(R)/\text{vol}(\bar{R}), \infty)$. This is identical to FlowImprove (7.1), but we change $\theta$ into $\sigma$ and allow it to vary. Given this, the basic LocalFlowImprove problem is:

$$\minimize_S \phi_{R,\sigma}(S)$$

subject to $S \subset V$. \hfill (8.2)

On the surface, it is straightforward to adapt between FlowImprove and LocalFlowImprove. Simply “repeating” the entire previous section with $\sigma$ instead of $\theta$ will result in correct algorithms. For example, the original algorithm proposed for LocalFlowImprove by Orecchia and Zhu (2014) is presented in an equivalent fashion Algorithm 8.1, which is simply an instance of the bisection-based fractional programming Algorithm 3.2.

The key difference between FlowImprove and LocalFlowImprove is that by setting $\sigma$ larger than
vol(R)/vol(\bar{R}) we will be able to show that the running time is independent of the size of the input graph. Recall that we have already shown the output set has a graph-size independent bound in Lemma 3.2.

This strongly-local aspect of LocalFlowImprove manifests in the subproblem solve step. Put another way, we need to crack open the black-box flow techniques in order to make them run in a way that scales with the size of the output rather than the size of the input. As a simple example of how we’ll need to look inside the black box, note that when \( \sigma = \infty \), then LocalFlowImprove corresponds to MQI, as discussed in Section 3.1, which has an extremely simple strongly local algorithm. We want algorithms that will be able to take advantage of this property without needing to be told this will happen. Consequently, in this section, we are going to discuss the subproblem solver extensively.

In particular, we will cover how to adapt a sequence of standard MaxFlow solves to be strongly local, as in the SimpleLocal method of Veldt, Gleich, and Mahoney (2016) (Section 8.1), as well as improvements that arise from using blocking flows and adapting Dinic’s algorithm (Sections 8.2 and 8.3). We will also cover differences with solvers with different types of theoretical tradeoffs that were discussed in the original Orecchia and Zhu (2014) paper (Section 8.4).

Note that the SimpleLocal algorithm of Veldt, Gleich, and Mahoney (2016) did not use binary search on \( \delta \) as in Algorithm 8.1 (and nor do our implementations), instead it used the original Dinkelbach’s algorithm. As we have pointed out a few times, binary search is not as useful as it may seem for these problems, as a few iterations of Dinkelbach’s method is often sufficient on real-world data. The point here is that the tradeoff between bisection and the greedy Dinkelbach’s method is independent of the subproblem solves that is the heart of what differentiates LocalFlowImprove from FlowImprove. Finally, note that Algorithm 8.1 is also a special instance of Algorithm 3.2.

**Algorithm 8.1 LocalFlowImprove (Orecchia and Zhu, 2014)**

1: Initialize \( k := 1 \), \( \delta_{\min} := 0 \), \( \delta_{\max} := 1 \), \( \sigma \in \left[ \frac{\text{vol}(R)}{\text{vol}(\bar{R})}, \infty \right) \), and \( \varepsilon \in (0, 1] \)
2: while \( \delta_{\max} - \delta_{\min} > \varepsilon \delta_{\min} \) do
3: \( \delta_k := (\delta_{\max} + \delta_{\min})/2 \)
4: Solve \( S_{k+1} := \arg\min_S \text{cut}(S) - \delta_k \left( \text{vol}(S \cap R) - \sigma \text{vol}(S \cap \bar{R}) \right) \) via MaxFlow
5: if \( \text{vol}(S_{k+1} \cap R) > \sigma \text{vol}(S_{k+1} \cap \bar{R}) \) (Then \( \delta_k \geq \delta^* \)) then
6: \( \delta_{\max} := \phi_{R,\sigma}(S_{k+1}) \) and set \( S_{\max} := S_{k+1} \) (Note \( \phi_{R,\sigma}(S_{k+1}) \leq \delta_k \))
7: else
8: \( \delta_{\min} := \delta_k \)
9: \( k := k + 1 \)
10: Return \( \arg\min_S \text{cut}(S) - \delta_{\max}(\text{vol}(S \cap R) - \sigma \text{vol}(S \cap \bar{R})) \) or \( S_{\max} \) based on \( \min \phi_{R,\sigma} \)

The iteration complexity of Algorithm 8.1 is now just a standard application of the fractional programming theory.

**THEOREM 8.1 (Iteration complexity of LocalFlowImprove)** Let \( G \) be an undirected, connected graph with non-negative weights. Let \( R \) be a subset of nodes with \( \text{vol}(R) \leq \text{vol}(\bar{R}) \). In Algorithm 8.1, the sequence \( \delta_k \) converges to an approximate optimal value \( |\delta^* - \delta_k|/\delta^* \leq \varepsilon \in O(\log 1/\varepsilon) \) iterations, where \( \delta^* = \phi_{R,\sigma}(S^*) \) and \( S^* \) is an optimal solution to problem (8.2). Moreover, if \( G \) has non-negative integer weights and \( \sigma = (\eta + \text{vol}(R))/\text{vol}(\bar{R}) \) for an integer value of \( \eta \), then the algorithm will return the exact minimizer when \( \varepsilon < \frac{1}{\text{vol}(R)^2 \text{vol}(\bar{R})} \).

**Proof** The first part is an immediate consequence of Theorem 3.8 with \( \delta_{\max} = 1 \). The exact solution piece is a consequence of the smallest difference between values of relative conductance for integer weights. Let \( S_1 \) and \( S_2 \) be arbitrary sets of vertices in the graph with \( \phi_{R,\sigma}(S_1) > \phi_{R,\sigma}(S_2) \). Let \( k_1 = \text{cut}(S_1) \text{vol}(S_2 \cap R) - \text{cut}(S_2) \text{vol}(S_1 \cap R) \) and \( k_2 = \text{cut}(S_1) \text{vol}(S_2 \cap \bar{R}) - \text{cut}(S_2) \text{vol}(S_1 \cap \bar{R}) \),
which are both integers. Then
\[
\frac{\text{cut}(S_1)}{\text{rvol}(S_1; R, \sigma)} - \frac{\text{cut}(S_2)}{\text{rvol}(S_2; R, \sigma)} = \frac{k_1 \text{vol}(\bar{R}) - k_2(\eta + \text{vol}(R))}{\text{vol}(R) \text{rvol}(S_1; R, \sigma) \text{rvol}(S_2; R, \sigma)} \geq \frac{1}{\text{vol}(R)^2 \text{vol}(\bar{R})}.
\]

The inequality follows because the integrality of \(k_1\) and \(k_2\) ensures that the smallest positive value of \(k_1 \text{vol}(\bar{R}) - k_2(\eta + \text{vol}(R))\) is 1. The rest of the argument on the exact solution is the same as the proof of Theorem 6.5.

**Augmented Graph 3** for the subproblem at Step 4 of LocalFlowImprove Algorithm 8.1. This is identical to the FlowImprove procedure with \(\sigma\) instead of \(\theta\); for LocalFlowImprove we develop algorithms to work with this problem implicitly.

1: Add to the set of nodes \(V\) a source node \(s\) and a sink node \(t\).
2: Add to the set of edges \(E\) an edge from the source node \(s\) to every node in the seed set of nodes \(R\) with weight the degree of that node times \(\delta\).
3: Add to the set of edges \(E\) an edge from the sink node \(t\) to every node in the set of nodes \(\bar{R}\) with weight the degree of that node times \(\delta\sigma\), where \(\sigma \in [\text{vol}(R) / \text{vol}(\bar{R}), \infty)\).

Moreover, the subproblem construction and augmented graph are identical to FlowImprove, except with \(\sigma\) instead of \(\theta\). For the construction of the modified graph to use at the subproblem step, see Augmented Graph 3. The MinCut problem for a specific value of \(\delta = \delta_k\) from the algorithm is also equivalent with \(\sigma\) instead of \(\theta\),

\[
\begin{align*}
\text{minimize} & \quad \|Bx\|_{C,1} + (1 - \delta)x^T \hat{d}_R + \delta \sigma x^T \hat{d}_R \\
\text{subject to} & \quad x \in \{0, 1\}^n,
\end{align*}
\]

using the same notation from (7.3). (Here, we have not implemented the subsequent step of associating terms with sources and sinks, as that follows an identical reasoning to FlowImprove problem.)

However, in practice, we never explicitly build this augmented graph, as that would immediately preclude a strongly local algorithm, where the runtime depends on \(\text{vol}(R)\) instead of \(n\) or \(m\) (the number of vertices or edges). Instead, the algorithms seek to iteratively identify a local graph, whose size is bounded by a function of \(\text{vol}(R)\) and \(\sigma\) that has all of \(R\) and just enough of the rest of \(G\) to be able to guarantee a solution to (8.3).

As some quick intuition for why the LocalFlowImprove subproblem might have this property, we recall Lemma 3.2, which showed that there is a bound on the output size that is independent of the graph size. We further note the following sparsity-promoting intuition in the LocalFlowImprove subproblem.

**Lemma 8.2** (Originally from Veldt, Gleich, and Mahoney (2016), Theorem 1) The subproblem solve in LocalFlowImprove (8.3) corresponds to a degree-weighted 1-norm regularized variation on the subproblem solve in FlowImprove (7.4). More specifically, the 1-norm regularized problem is

\[
\begin{align*}
\text{minimize} & \quad \|Bx\|_{C,1} + \hat{\delta}(1 - x)^T \hat{d}_R + \hat{\delta} \theta x^T \hat{d}_R + \kappa \|Dx\|_1 \\
\text{subject to} & \quad x \in \{0, 1\}^n, \quad \hat{\delta} = \delta + \kappa, \quad \kappa = \frac{\delta \sigma - \delta}{1 + \sigma}, \quad \text{where } \theta = \text{vol}(R) / \text{vol}(\bar{R}).
\end{align*}
\]

**Proof** The proof follows from expanding (8.4) using \(\delta\) and \(\kappa \|Dx\|_1 = \kappa x^T \hat{d}_R + \kappa x^T \hat{d}_R\) for indicator vectors. And then ignoring constant terms.
Given the rich literature on solving 1-norm regularized problems in time much smaller than the ambient problem space or with provably fewer samples (Tibshirani, 1996; Efron et al., 2004; Candès, Romberg, and Tao, 2006; Donoho and Tsaig, 2008), these results are perhaps somewhat less surprising.

In the remainder of this section, we will explain two solution techniques for the subproblem solve that will guarantee the following runtime for finding the set that minimizes the LocalFlowImprove objective.

**THEOREM 8.3** (Running time of LocalFlowImprove, based on Veldt, Gleich, and Mahoney (2016)) Let $G$ be a connected, undirected graph with non-negative integer weights. A LocalFlowImprove problem can be solved via Dinkelbach’s Algorithm 3.1 or Algorithm 8.1. The algorithms terminate in worst-case time

$$O(\text{cut}(R) \cdot \text{subproblem})$$

for Dinkelbach and

$$O(\log \frac{1}{\varepsilon} \cdot \text{subproblem})$$

for bisection.

Let $\gamma = 1 + \frac{1}{\sigma}$. For solving the subproblem, we have the following possible runtimes,

- Algorithm 8.2 $\gamma \text{vol}(R)$ calls to MaxFlow on $\gamma \text{vol}(R)$ edges (MaxFlow based)
- Algorithm 8.3 $O\left(\gamma^2 \text{vol}(R)^2 \log[\gamma \text{vol}(R)]\right)$ (BlockingFlow based)

**Proof** This result can be obtained by combining the iteration complexity of Dinkelbach’s Theorem 3.6 or LocalFlowImprove from Theorem 8.1 with either the running time of the MaxFlow-based SimpleLocal subsolver Algorithm 8.2 or the running time of the blocking flow algorithm, Theorem 8.5.

See Section 8.4 for details on faster algorithms from Orecchia and Zhu (2014).

### 8.1 Strongly Local Constructions of the Augmented Graph

Before we present algorithms for the LocalFlowImprove subproblem, we discuss a crucial result from Orecchia and Zhu (2014) that reduces the Augmented Graph 3 for the MaxFlow problem to a reduced modified graph that includes only nodes relevant to the optimal solution. The crux of this section is an appreciation of the following statement:

An unsaturated edge in a flow is an edge where the flow value is strictly less than the capacity. If, in a solution of MaxFlow on the augmented graph, there is an unsaturated edge from a node in $\bar{R}$ to $t$, then that node is not in the solution MinCut set.

This result is a fairly simple structural statement about how we might verify a solution to such a MaxFlow problem. We will illustrate it first with a simple example where the optimal solution set is contained within $R$, akin to MQI but without that explicit constraint, and then we move to the more general case, which will involve introducing the idea of a bottleneck set $B$.

Throughout these discussions, we will use $\hat{G}$ to denote the full $s,t$ augmented graph construction for a LocalFlowImprove subproblem with $R, \delta, \sigma$ fixed.

Consider what happens in solving a MaxFlow on $\hat{G}$ where $\sigma > \text{vol}(R)$. In this scenario, LocalFlowImprove will always return $S \subseteq R$ and this will be true on subproblem solve as well. (See discussion in Section 3.1). We will show how we can locally certify a solution on $\hat{G}$—without even creating the entire augmented graph. We first note the structure of the $\hat{G}$ partitioned into the following sets: $R, \partial R$ and everything else, i.e., $\bar{R} - \partial R$. This results in a view of the subproblem as follows:
Suppose that we delete all the gray edges and solve the resulting MaxFlow problem (or we just solve the problem for the teal-colored subset). This will result in a MaxFlow problem on a subset of the edges of the augmented graph—and one that has size bounded by \( \text{vol}(R) \). In any solution of the resulting MaxFlow problem, we have that all of the edges from \( \partial R \) to \( t \) will be unsaturated, meaning that the flow along those edges will be strictly smaller than the capacity. This is straightforward to see because the total flow out of the source is \( \delta \text{ vol}(R) \) and each edge from \( \partial R \) to \( t \) has weight \( d_i \delta \sigma > d_i \delta \text{ vol}(R) \). Consequently the nodes in \( \partial R \) will always be on the sink side of the MinCut solution.

This ability of unsaturated edges to provide a local guarantee that we have found a solution arises from two aspects. First, we have a strict edge-subset of the true augmented graph, so any flow value we compute will be a lower-bound on the max flow objective function on the entire graph. Second, we have not removed any edges from the source. Consequently we can locally certify this solution because none of the edges leading to \( t \) are saturated, so the bottleneck must have been outside of the boundary of \( R \). Put another way, since the edges from \( \partial R \) to \( t \) are unsaturated, there is no way the omitted gray nodes and edges could have helped get more flow from the source to the sink.

Now, suppose that \( \sigma \) was smaller such that at least one node in the boundary of \( R \) has a saturated edge to \( t \). Then we lose the proof of optimality because it’s possible those missing gray nodes and edges could have been used to increase the flow. Suppose, however, we add those bottleneck nodes in \( \partial R \) to a set \( B \) and solve for the MaxFlow where \( B \) is:

\[
\begin{align*}
B & \text{ is one node} \\
\text{or} & \\
B & \text{ is two nodes.}
\end{align*}
\]

That is, the subgraph of \( \hat{G} \) with all edges among \( s, t, R, \partial(R \cup B) \). As long as the bottleneck is not in the boundary \( \partial(R \cup B) \), then we have an optimal solution. The best way to think about this is to look at the missing edges in the picture. If all the edges to \( t \) from the boundary \( \partial(R \cup B) \) are unsaturated, then we must have a solution, as the other edges could not have increased the flow.

Of course, there may still be saturated edges in the boundary, but this suggests a simple algorithm. To state it, let \( G_{R,\sigma,\delta}(B) \) be the \( s,t \) MaxFlow problem with

- all vertices \( \{s,t\} \cup R \cup B \cup \partial(R \cup B) \),
- all edges from the source \( s \) to nodes in set \( R \),
- all edges with nodes in the set \( B \cup \partial(R \cup B) \) to the sink node \( t \),
- all edges from nodes in \( R \cup B \) to nodes in \( V \).

We iteratively grow \( B \) by nodes whose edges to \( t \) are saturated in a MaxFlow solve on \( G_{R,\sigma,\delta}(B) \), starting with \( B \) empty. This procedure is described in Algorithm 8.2. It uses the idea of solving MaxFlow problems consistently with previous iterations, to which we will return shortly. What this means is that among multiple optimal solutions, we choose the one that would saturate edges to \( B \) in the same way as previous solutions. There is a simple way to enforce this by using the residual graph, and this really just means that once a node goes into \( B \), it stays in \( B \).

**Locally finding the set** \( B \) is, in a nutshell, the idea behind strongly local algorithms for LocalFlowImprover. These strongly local algorithms construct the set \( B \) for each subproblem solve by doing exactly what we describe here, along with a few small ideas to make them go fast. The algorithms to accomplish this will always produce a set \( B \) whose size is bounded in terms of \( \sigma \) and \( \text{vol}(R) \), as guaranteed by the following result.

**Lemma 8.4 (Lemma 4.3 (Orecchia and Zhu, 2014))** We have \( \text{vol}(B) \leq \frac{1}{\sigma} \text{vol}(R) \) for every iteration for the iteratively growing procedure in Algorithm 8.2.
Algorithm 8.2 MaxFlowSimpleLocal (Veldt, Gleich, and Mahoney, 2016)

1: Set \( B := \emptyset \)
2: while the following procedure has not yet returned do
3:   Solve the MaxFlow problem on \( G_{R,\sigma,\delta}(B) \) consistent with previous iterations.
4:   Let \( J \) denote the vertices in \( \partial(R \cup B) \) whose saturated edges to the sink \( t \).
5:   if \( |J| = 0 \) then return the MinCut set \( S \) as the solution
6:   else \( B \leftarrow B \cup J \) and repeat

Proof The proof follows because each time a node \( v \) is added to \( B \), we know there was a flow that saturated the edge with weight \( \sigma \delta d_v \). Since the total flow from \( s \) is \( \delta \text{vol}(R) \), this implies that if \( \text{vol}(B) \geq \text{vol}(R)/\sigma \), then we have expanded enough edges to \( t \) to guarantee that the flow can be fully realized with no bottlenecks.

8.2 Blocking Flow

In each iteration of Algorithm 8.2, we need to identify the set \( J \). We motivated this set with a maximum flow on the graph \( G_{R,\sigma,\delta}(B) \). It turns out that we do not actually need to solve a MaxFlow problem. Instead, the concept of a blocking flow suffices. The difference is subtle but important. A blocking flow is a flow such that every path from the source to the sink contains at least one saturated edge. For a demonstration of a blocking flow, see Figure 10. See also the helpful descriptions in Williamson (2019, Chapter 4). By this definition, a maximum flow is always a blocking flow because the source and sink are disconnected in the residual graph.

The relevance of blocking flows is that after finding a blocking flow and looking at the residual graph, then the distance from the source and sink increases by one. This is essentially what we do with the set \( B \) and \( J \). If \( B \) is not yet optimal and we find nodes \( J \) in Algorithm 8.2 then the length of the next path from the source to the sink found to become optimal must increase by one. Blocking flow algorithms use this property, along with other small properties of the residual graph, to accelerate flow computations. We defer additional details to Williamson (2019) in the interest of space.

The best algorithm for computing blocking flows has been suggested in Sleator and Tarjan (1983). There, the authors proposed a link-cut tree data structure that is used to develop a strongly polynomial time algorithm for weighted graphs that computes blocking flows in \( O(m \log n) \) time, where \( m \) is the number of edges in the given graph. Blocking flows are a major tool and subroutine inside other solvers for MaxFlow problems. For example, Dinic’s algorithm (Dinitz, 1970), simply runs successive blocking flow computations on the residual graph to compute a maximum flow (see Williamson (2019, Algorithm 4.1) as well). This iteratively finds the maximum flow up to a
8.3 The SimpleLocal subsolver

For the SimpleLocal subsolver, we will use the concept of local bottleneck graph \( G_R(B) \) that was introduced in Section 8.1. (We omit \( \sigma, \delta \) for simplicity.) The only other idea involved is that we can iteratively update the entire flow itself using the residual graph. So, rather than solving MaxFlow at each step, we compute a blocking flow to find new elements \( J \) and update the residual graph. This ensures that the flow between iterations is consistent in the fashion we mentioned in Algorithm 8.2. The algorithm is presented in Algorithm 8.3. SimpleLocal is exactly Dinic’s algorithm but specialized for our LocalFlowImprove problem.

Algorithm 8.3 SimpleLocal (Veldt, Gleich, and Mahoney, 2016)

1: Initialize the flow variables \( f \) to zero and \( B := \emptyset \)
2: while True do
3:  Compute a blocking flow \( \hat{f} \) for the residual graph of \( G(B) \) with the flow \( f \), if flow is zero, then stop.
4:  \( f \leftarrow f + \hat{f} \)
5:  Let \( J \) denote the vertices in \( \partial(R \cup B) \) whose edges to the sink node \( t \) get saturated using the new flow variables \( f \).
6:  \( B \leftarrow B \cup J \)
7:  The current flow variables \( f \) are optimal for the MaxFlow in \( G(B) \), return a MinCut set \( S \) on the source side \( s \).

THEOREM 8.5 (Iteration complexity and running time for SimpleLocal) Let \( G \) be an undirected, connected graph with non-negative weights. SimpleLocal requires \( (1 + \frac{1}{\sigma}) \text{vol}(R) \) iterations to converge to the optimal solution of the MaxFlow subproblem and \( \mathcal{O}(\text{vol}(R)^2(1 + \frac{1}{\sigma})^2 \log[(1 + \frac{1}{\sigma}) \text{vol}(R)]) \) running time.

Proof Dinic’s algorithm converges in at most \( (1 + \frac{1}{\sigma}) \text{vol}(R) \) iterations (Proposition A.1 in Orecchia and Zhu (2014) and Lemma 4.3 of Orecchia and Zhu (2014)). Each iteration requires a blocking flow operation which costs \( \mathcal{O}((1 + \frac{1}{\sigma}) \text{vol}(R) \log[(1 + \frac{1}{\sigma}) \text{vol}(R)]) \) time (Lemma 4.2 of Orecchia and Zhu (2014)). Hence, SimpleLocal requires \( \mathcal{O}(\text{vol}(R)^2(1 + \frac{1}{\sigma})^2 \log[(1 + \frac{1}{\sigma}) \text{vol}(R)]) \) time. ■

In (Veldt, Gleich, and Mahoney, 2016), SimpleLocal is described using MaxFlow to compute the blocking flows in Step 3 of Algorithm 8.3. We also used Dinkelbach’s algorithm instead of binary search. Otherwise, however, the two algorithms are identical. In practice, both of those modifications result in faster computations, although they are slower in theory.

8.4 More sophisticated subproblem solvers

There are more advanced solvers for the LocalFlowImprove algorithm possible in theory. For instance, Orecchia and Zhu (2014) also presents a solver based on the Goldberg-Rao push relabel method (Goldberg and Rao, 1998) that will yield a strongly local algorithm. Finally, note that the goal in using these algorithms is often to minimize the \emph{conductance} of a set \( S \) instead of the relative conductance \( \phi_{R,\sigma}(S) \), in which case relative conductance is just a computationally useful proxy. In the analysis of Orecchia and Zhu (2014), they show that running algorithm Algorithm 8.3 for a bounded number of iterations will either return a set \( S \) that minimizes the relative conductance exactly, or find an easy-to-identify bottleneck set \( S' \) that has conductance \( \phi(S') \leq 2\delta \). Using this second property, they are able to relate the runtime of the algorithm to the conductance of the set returned for a slightly different type of guarantee than exactly solving the LocalFlowImprove subproblem (Orecchia and Zhu, 2014, Theorem 1a).
Part III. Empirical Performance and Conclusion

9 Empirical Evaluation

In this section, we provide a detailed empirical evaluation of the cluster improvement algorithms we have been discussing. The focus of this evaluation is on illustrating how the methods behave and how they might be incorporated into a wide range of use cases. The specific results we show include the following.

1. **Reducing conductance.** (Section 9.1.) Flow-based cluster improvement algorithms are effective at finding sets of smaller conductance near the reference set—as the theory promises. This is illustrated with examples from a road network, see Figure 12 and Table 3, where the algorithm finds geographic features to make the conductance small, as well as on a data-defined graph from astronomy, see Figure 13 and Figure 14. We also illustrate empirically Theorem 3.1, which states that FlowImprove and LocalFlowImprove always return smaller conductance sets than MQI. In our experiments, these improvement algorithms commonly return sets of nodes in which the conductance is cut in half, occasionally reducing it by up to one order of magnitude or more.

2. **Growing and shrinking.** (Section 9.2.) Flow-based improvement algorithms are useful for the target set recovery task (basically, the task of finding a desired set of vertices in a graph, when given a nearby reference set of nodes), even when the conductance of the input is not especially small. In particular, we show how these methods can grow and shrink input sets to identify these hidden target sets when seeded nearby, by improving precision (the fraction of correct results) or recall (the fraction of all possible results). In this case, we use a weighted graph constructed from images, where the goal is to identify an object inside the image, see Figure 15. We also use a social network, where the goal is to identify students with a specific class year or major within the Johns Hopkins school community, see Figure 16.

3. **Semi-supervised learning.** (Section 9.3.) Going beyond simple unsupervised clustering methods, semi-supervised learning is the task of predicting the labels of nodes in a graph, when the nearby nodes share the same label and when given a set of true labels. Flow-based improvement algorithms accurately refine large collections of labeled data in semi-supervised learning experiments. Our experiments show that flow algorithms are effective for this task, moreso when one is given large collections of true labels, and somewhat less so when one is given only a small number of true labels, see Figure 17.

4. **Scalable implementations.** (Section 9.4.) Our software implementations of these algorithms can be used to find thousands of clusters in a given graph in parallel. These computations scale to large graphs, see Table 4. The implementations we have use Dinkelbach’s method and Dinic’s algorithm for exact solutions of the MaxFlow problems.

5. **Locally-biased flow-based coordinates.** (Section 9.5.) We can use our flow improvement algorithms to define locally-biased coordinates or embeddings, in a manner analogous to how global spectral methods are often used to define global coordinates or embeddings for data, see Figure 19 and Figure 20. This involves a novel flow-based coordinate system that will highlight subtle hidden structure in data that is distinctly different from what is found by spectral methods, as illustrated on road networks and in the spectra of galaxies.

To simplify and shorten the captions, throughout the remainder of this section, we will use the abbreviations MQI, FI (FlowImprove), and LFI (LocalFlowImprove). Because LFI depends on a parameter \( \delta \), we will simply write LFI-\( \delta \), e.g., LFI-1.0. The formal interpretation of this parameter is LocalFlowImprove\((R, \sigma = \text{vol}(R)/\text{vol}(\bar{R}) + \delta)\), where \( \delta \) is a non-negative real number. Recall that LFI-0.0 is equivalent to FI and LFI-\( \infty \) is equivalent to MQI.

**Aside 9. Large set results.** The set found by FI and LFI may not have \( \text{vol}(S) \leq \text{vol}(\bar{S}) \). For instance, the FI result in Figure 12(d) has \( \text{vol}(S) > \text{vol}(\bar{S}) \). In our computer codes, we always give \( \text{vol}(S) \leq \text{vol}(\bar{S}) \) and flip \( S \) and \( \bar{S} \) to force this property. Figure 12(d) reverses this flip to show the relationship with \( R \).
Figure 11 – The US National Highway Network as a simplified graph has 51,144 nodes and 86,397 undirected edges. Edges represent roads and are shown as orange lines, nodes are places where roads meet and are shown as black dots. This display highlights major topographical features as well as major rivers. Mountain ranges, rivers, and lakes create interesting fine-scale features for our flow algorithms to find. There are also dense local regions around cities akin to small well-connected pieces of social networks.

9.1 Flow-based cluster improvement algorithms reduce conductance

The first result we wish to illustrate is that the algorithms MQI, FI, and LFI reduce the conductance of the input reference set, as dictated by our theory. For this purpose, we are going to study the US highway network as a graph (see Figure 11). Edges in this network represent nationally funded highways, and nodes represent intersections. There are ferry routes included, and there exist other major roads that are not in this data. This network has substantial local and small-scale structure that makes it a useful example. It has a natural large-scale geometry that makes it easy to understand visually. And there are large (in terms of number of nodes) good (in terms of conductance) partitions of this network.

We create a variety of reference sets for our flow improvement methods to refine. In Figure 12, nodes in black show a set and purple edges with white interior show the cut.

- We start with two partitions, one horizontal and one vertical (Figures 12(a) and 12(c)) of the network. These are simple-to-create sets based on using latitude and longitude, and they roughly bisect the country into two pieces. They are also inherently good conductance sets. This is due to the structure of roads on the surface of the Earth: they are tied to the two-dimensional geometric structure, and thus they have good isoperimetric or surface-to-volume properties.
- Next, we consider a large region in the western US centered on Colorado (Figure 12(e)). Again, this set is shown in black, and the purple edges (with white interior) highlight the cut. The rest of the graph shown in orange.
- We further consider using the vertices visited in 200 random walks of length 60 around the capital of Virginia (Figure 12(g)). This example will show our ability to refine a set which, due to the noise in the random walks, is of lower quality.
- Finally, we consider the result of the METIS program for bisection, which represents our ability to refine a set that is already high quality. This is not shown because it looks visually...
Table 3 - The results of applying our algorithms to input sets of various quality for the graph of Figure 12. A few of the sets and cuts are illustrated in Figure 12. All of the methods reduce the conductance score considerably, with improvement ratios from 131% to 621%. The smallest improvements happen when the input is high-quality, such as the output from **METIS**.

indistinguishable from Figure 12(d), although the cut and volume are slightly different, as discussed below and in Table 3.

The conductance improvement results from a number of our algorithms are shown in Table 3 and Figure 12. This table shows additional results that are not present in the figures. We make several observations. First, as given by **MQI**, the optimal subset of the horizontal split of Figure 12(a) identifies a region in the lower US, specifically, the southern California region around Los Angeles, San Diego, and Santa Barbara (Figure 12(b)). The southern California area is separated by mountains and deserts that are spanned by just 12 national highways to connect to the rest of the country. Second, the result of **FI** on the vertical split of Figure 12(c) of the US traces the Mississippi, Ohio, and Wabash rivers up to Lake Michigan (Figure 12), splitting just 42 highways and ferry routes. Note that although we start with the reference on the east coast, the set returned by the algorithm is entirely disjoint. This is because optimizing the FlowImprove objective expanded the set to be larger than half the volume, which caused the returned set to flip to the other coast. Third, the region around Colorado in Figure 12(e) is refined by **LFI-1.0** to include Dallas (which was split in the initial set) and follows the Missouri river up into Montana. Finally, a set of random walks around the Virginia capital visit much of the interior region of the state, albeit in a noisy fashion. Using **LFI-1.0** (Figure 12(h)) refines the edges of this region to reduce conductance. Reducing \( \delta \) to 0.1 and using **LFI-0.1** (Figure 12(i)) results in a bigger set that includes the nearby city (and dense region) of Norfolk. Note that, for the high quality **METIS** partition, all of our algorithms return exactly the same result. (Again, these are not shown because the results are indistinguishable.) We also note that this set is the overall smallest conductance result in the entire table because the volume is slightly larger than vertical split experiments.

Overall, these results show the ability of our flow improvement algorithms to improve conductance by up to a factor of 16 in the best case scenario and by a ratio of 1.31 on the high quality **METIS** partition. The most useful summary from these figures are as follows:

- Reducing the value of \( \delta \) in **LFI** corresponds to finding smaller conductance sets compared to **MQI**. We also observe that reducing \( \delta \) in **LFI** results in larger clusters in terms of number of nodes and volume.
- As predicted by Theorem 3.1, the results for **LFI** and **FI** are always better in terms of conductance than **MQI** in terms of conductance.
Figure 12 – Our flow-based cluster improvement algorithms reduce the conductance of simple input sets by finding natural features including mountains, rivers, and cities. The purple edges highlight the boundary of the set shown in black nodes, and $\phi$ is the conductance of the depicted set. Panel (a) shows an input that cuts horizontally the map and (b) is the corresponding output of MQI. Panel (c) shows an input that cuts the map vertically and (d) shows the output of FI. Panel (e) shows an input which corresponds to a large region in the western US centered on Colorado and (f) shows the output of LFI. Finally, panel (g) shows an input around the capital of Virginia, which has been created using random walks, and (h) and (i) are the corresponding output of LFI-1.0 and LFI-0.1, respectively.

(*) See the large set results aside (Aside 9).
The Main Galaxy Sample (MGS) dataset has 517,182 nodes and 32,229,812 edges. This display shows an eigenvector embedding of the graph along with edges shown in light blue. The edges dominate the visualization in parts and nodes are only shown where there is sufficient density. The node color is determined by the horizontal coordinate (pink to orange). The right part of the visualization (dark orange to light orange coordinates in b) hints at structure hidden within the upper band, which we will study in Section 9.5.

While visually useful to understand our algorithms, obtaining such results on a road network is less useful and less interesting than obtaining similar results on graphs representing data with fewer or different structural constraints. Thus, we now illustrate these same points in another, larger dataset with a study of around 2500 improvement calls. This second dataset is a \( k = 32 \)-nearest neighbor graph constructed on the Main Galaxy Sample (MGS) in SDSS Data Release 7. We briefly review the details of this standard type of graph construction and provide further details in Appendix A. This data begins with the emission spectra of 517,182 galaxies in 3841 bands. We create a node for each galaxy and connect vertices if either is within the 16 closest vertices to the other based on a Euclidean distance-like measure (see Appendix A). The graph is then weighted proportional to this distance. The result is a weighted undirected graph with 517,182 nodes and 15,856,315 edges (and 517,182 self-loops) representing nearest neighbor relationships among galaxy spectra. Figure 13 provides a visualization of a global Laplacian eigenvector embedding of this graph. For more details on this dataset, we refer readers to Lawlor, Budavári, and Mahoney (2016b,a).

In this case, we compute reference sets using seeded PageRank using a random node, followed by a sweepcut procedure by Andersen, Chung, and Lang (2006) to locally optimize the conductance of the result. Consequently, the reference sets we start with are already fairly high quality. Then we run \( \text{MQI}, \text{LFI-1}, \text{LFI-0.1}, \text{and LFI-0.01} \) on the results. We repeat this experiment 2526 times. The output to input conductance ratio is shown in Figure 14 with reference to the original reference conductance from seeded PageRank (Figure 14(a)) and also with reference to the MQI conductance (Figure 14(b)). Like the previous experiments with the road network, reducing \( \delta \) in this less easily visualizable data set results in improved conductance. Also like the previous experiments, LFI always reduces the conductance more than MQI.

The point of these initial experiments is to demonstrate that these algorithms achieve their primary goal of finding small conductance sets in a variety of scenarios. They can do so both in a graph with an obviously geometric structure as well as in a graph without an obvious geometric structure that was constructed from noisy observational data. In addition, they can do so starting
Figure 14 – A summary of 3102 (top row) and 2585 (bottom row) experiments in the MGS dataset that show (i) that reducing $\delta$ in LFI produces sets of smaller conductance, when the input set is a of another conductance minimizing procedure (top row) or 2-hop BFS set (bottom row), and also (ii) that LFI and FI always find smaller conductance sets than MQI. The inset figures shows the cumulative density function (CDF) of the probability density.

from higher or lower quality inputs. In the next section, we are going to evaluate our algorithms on specific tasks where finding small conductance sets is not the end goal.

9.2 Finding nearby targets by growing and shrinking

Another use for cluster improvement methods is to recover a hidden target set of vertices from a nearby reference set, e.g., a conjectured subregion of a graph, or a coherent section of an image. The goal here is accuracy in returning the vertices of this set, and we can measure this in terms of precision and recall. Let $T$ be a target set we seek to find and let $S$ be the set returned by the algorithm. Then the precision score is $\frac{|T \cap S|}{|S|}$, which is the fraction of results that were correct, and the recall score is $\frac{|T \cap S|}{|T|}$, which is the fraction of all results that were obtained. The ideal scenario is that both precision and recall are near 1.

We begin by looking at the simple scenario when the initial reference $R$ is entirely contained within $T$, and also a scenario when $R$ is a strict superset of $T$. This setting allows us to see how the flow-based algorithms grow or shrink sets to find these targets $T$, and it gives us a useful comparison against simple greedy improvement algorithms as well as against spectral graph-based approaches. For simplicity of illustration, we examine these algorithms on weighted graphs constructed from images. The construction of a graph based on an image is explained in Appendix B.

The results of the experiment are shown in Figure 15. We consider three distinct targets within a large image, as shown in Figure 15(a) and Figure 15(b): the left dog, middle dog, and right person. In our first case, the reference is entirely contained within the target. In this case, we can use either FI or LFI to attempt to enlarge to the target. (Note that we cannot use MQI, as the target set is larger than the seed set.) For comparison, we use a seeded PageRank algorithm as well. Our choice of this algorithm largely corresponds to replacing $\|Bx\|_1$ in the flow-based objective with the minorant function $\|Bx\|_2^2$ as discussed in Section 7.5. We use two seeded
PageRank scenarios that correspond to both FI and LF1, see Figure 15(c) to Figure 15(f). These show that spectral methods that grow tend either find a region that is too big or fail to grow large enough to capture the entire region. This is quantified by a substantial drop in precision compared with the flow method. Second, we consider the case when the target is contained within the reference set. This corresponds to the MQI setting as well as a variation of spectral clustering that called Local Fiedler (Chung, 2007b) (because it uses the eigenvector with minimal eigenvalue in a submatrix of the Laplacian). The results are in Figure 15(g) and Figure 15(h), and they show a small precision advantage for the flow-based methods (see the text below each image). Finally, for reference, in Figure 15(i) and Figure 15(j), we also include the results of a purely greedy strategy that grows or shrinks the reference set $R$ to improve the conductance. This is able to find reasonably good results for only one of the test cases and shows that these sets are not overly simple to identify, e.g., since they cannot be detected by algorithms that trivially grow or expand the seed set. Let us also note that the results here measure

Next, we repeat these target set experiments using the Johns Hopkins network, a less visualizable network, for which we see similar results. The data are a subset of the Facebook data-set from Traud et al. (2011); Traud, Mucha, and Porter (2012). The graph is unweighted. It represents “friendship” ties and it has 5157 nodes and 186572 edges. This dataset comes along with 6 features: major, second major, high school, gender, dorm, and year. We construct two targets by using the features: students with a class year of 2009 and student with major id 217. The visualization shows that major id 217 looks like it will be a fairly good cluster as the graph visualization has moved the bulk away. However, the conductance of this set is 0.26. Indeed, neither of these sets is particularly small conductance, which makes the target identification problem much harder than in the images. Both sets are illustrated in Figure 16(a).

Here, we use a simple breadth first search (BFS) method to generate the input to MQI and LF1 to mirror the previous experiment with images. Given a single and arbitrary node in the target cluster, we generate a seed set $R$ by including its neighborhood within 2 hops. Like the previous examples then, we use MQI to refine precision and LF1 to boost recall. We repeat this generating and refining procedure for 25 times for distributional statistics. The inputs as well as results from MQI and LF1 are shown in Figure 16(b) to Figure 16(h). The colors show the regions that are excluded (black) or included (red or blue) by each input set or algorithm over 25 trials.

We first summarize in Figure 16(b) the increase in precision for MQI and the increase in both precision and recall for LF1. The remaining figures illustrate the sets on top of the graph layout showing where the error occurs or regions missed over these 25 trials. In particular, in Figure 16(c) and Figure 16(f) we illustrate the BFS input for the target clusters. These inputs include a lot of false positives. In Figure 16(d) and Figure 16(g) we illustrate the corresponding outputs of MQI. Note that MQI removes the most false positives by contracting the input set. But the outputs of MQI can have low recall as MQI can only shrink the input set. In Figure 16(e) and Figure 16(h) we show that LF1 is able to both contract and expand the input set and it obtains a good approximation to the target cluster.

This particular set of examples is designed to illustrate algorithm behavior in a simplified and intuitive setting. In both cases we see results that reflect the interaction between the algorithm and the data transformation. For the images, we create a graph designed to correlate with segments, then run an algorithm designed to improve and find additional structure. For the social network, we simply take the data as given, without any attempt to change it to make algorithms perform better. However, with more specific tasks in mind, we would suggest altering the graph data in light of the targeted use as in (Gleich and Mahoney, 2015; Benson, Gleich, and Leskovec, 2016; Peel, 2017).

9.3 Using flow-based algorithms for semi-supervised learning

Semi-supervised learning on graphs is the problem of inferring the value of a hidden label on all vertices, when given a few vertices with known labels. Algorithms for this task need to assume that the graph edges represent a high likelihood of sharing a label. For instance, one of the datasets we will study is the MNIST data. Each node in the MNIST
Figure 15 – Illustration of finding targets within an image (a) corresponding to the three low-conductance regions shown in (b). The reference sets given to MQI, F1, and LFI are given by the yellow regions, which either need to be grown or shrunk to find the target. For growing, we compare against seeded PageRank, which is a spectral analogue of F1 and LFI; for shrinking, we compare against a local Fiedler vector, a spectral analogue of MQI, as well as simple greedy approaches for both. The flow-based methods capture the borders nicely and give high recall for growing and high precision for shrinking. Among other things, in this case, F1 grows too large on the right person (c) whereas LFI (e) captures this target better. RC stands for recall and PR stands for precision.

Aside 10. If edges from the graph do not represent a high likelihood of a shared attribute, then there are scenarios where the graph data itself can be transformed such that this becomes the case (Peel, 2017).
the target set identification problem (Section 9.2). The major difference is that we need to handle multiple values of a label and produce a value of the label for all vertices.

An early paper on this topic suggested that MinCut and flow-based approaches should be useful (Blum and Chawla, 2001). In our experiments, we compare flow-based algorithms LFI and FI with seeded PageRank, and we find that the flow-based algorithms are more sensitive to an increase in the size of the set of known labels. In the coming experiments, this manifests as an increase in the recall while keeping the precision fixed. For these experiments, MQI is not a useful strategy, as the purpose is to grow and generalize from a fixed and known set of labels to the rest of the graph.

There are three datasets we use to evaluate the algorithm for semi-supervised learning: a synthetic stochastic block model, the MNIST digits data, and a citation network.

- **SBM.** SBM is a synthetic stochastic block model network. It consists of 6000 nodes in three classes, where each class has 2000 nodes. The probability of having a link between nodes in the same class is 0.005 while the probability of having a link between nodes in different classes is 0.0005. The one we use in the experiment has 36102 links. By our construction, the edges preferentially indicate class similarity.
**MNIST.** MNIST is a \(k\)-NN (nearest neighbor) network (Lecun et al., 1998). The raw data consists of 60000 images. Each image represents a handwritten sample of one arabic digit. Thus, there are 10 total classes. In the graph, each image is represented by a single node and then connected to its 10 nearest neighbors based on Euclidean distance between the images when represented as vectors of greyscale pixels. We assume that edges indicate class similarity.

**PubMed.** PubMed is a citation network (Namata et al., 2012). It consists of 19717 scientific publications about diabetes with 44338 citations links. Each article is labeled with one of three types. By our assumption, articles about one type of diabetes cite others about the same type more often.

The experiment goes as follows: for each class, we randomly select a small subset of nodes, and we fix the labels of these nodes as known. We then run a spectral method or flow method where this set of nodes is the reference. We vary the number of labeled nodes included from 0.5\% to 15\% of the class size. For each fixed number of labeled nodes, we repeat this 30 times to get a distribution of precision, recall, and \(F_1\) scores (where \(F_1\) is the harmonic mean of precision and recall), and we represent an aggregate view of this. For the flow methods, the output is a binary vector with 1 suggesting the node belongs to the class of reference nodes. Thus, it’s possible that some nodes are classified into multiple classes, while some other nodes remain unclassified. We consider the first case as false positives and the second case as false negatives when computing precision and recall. For the spectral method, we use the real-valued solution vector to uniquely assign a node to a class.

The results are in Figure 17 and show that the flow-based methods have uniformly high precision. As the set of known labels increases, the recall increases, yielding a higher overall \(F_1\) score. Furthermore, the regularization in \(l_{fi}-0.1\) causes the set sizes to be smaller than \(f_{i}\), which manifests as a decrease in recall compared with \(f_{1}\). In terms of why the flow-based algorithms have low-recall with small groups of known labels sizes, note Lemma 3.5, which requires that the cut and denominator to reduce at each step. This makes it challenging for the algorithms and objectives to produce high recall when started with small sets unless the sets are exceptionally well-separated.

### 9.4 Improving thousands of clusters on large scale data

In practice, it is often the case that one might want to explore thousands of clusters in a single large graph. For example, this is a common task in many computational topology pipelines (Lum et al., 2013). Another example that requires thousands of clusters is computing the network community profile (Leskovec et al., 2009, 2008; Leskovec, Lang, and Mahoney, 2010), which shows a conductance-vs-size result for a large number of sets, as a characteristic feature of a network. In this section, we will explore the runtime of the flow-based solvers on two small biological networks and two large social networks, where nodes are individuals and edges represent declared friendship relationships.

- **sfdl**, has 232 nodes and 15570 edges in this graph (Brown et al., 2006).
- **ppi**, has 1096 nodes and 13221 edges (Pagel et al., 2004).
- **orkut**, has 3,072,441 nodes and 117,185,083 edges (Mislove et al., 2007). This data set can be accessed via Leskovec and Krevl (2014).
- **livej**, has 4,847,571 nodes and 68,993,773 edges (Mislove et al., 2007). This data set can be accessed via Leskovec and Krevl (2014).

The goal will be to enable studies such as those discussed above using instead the flow-based algorithms as a subroutine on these graphs. To generate seed sets to refine, we use seeded PageRank. Each input set is the result of a seeded PageRank algorithm on a random node with a variety of settings to generate sets between a few nodes and up to around 10,000 nodes. For each resulting set, we then run the MQI, \(l_{fi}-0.9\), \(l_{fi}-0.6\), and \(l_{fi}-0.3\) improvement methods. We use our code (Fountoulakis et al., 2019b), which has a Python interface and methods that are implemented using C++, for all of these experiments and runtimes. Our environment has a dual CPU Intel E5-2670 (8 cores) CPU with 128 GB RAM. We parallelize over individual runs of the
Figure 17 – The horizontal axis shows the number of true labels included in the seeds and the plots are aligned with the tables so you can read off the F1 score as well as the associated precision and recall for each choice. These results on semi-supervised learning show that the flow-based methods LFI and FI are more sensitive to the number of known true labels included in the reference seed sets compared with seeded PageRank.

Table 4 – Running times in seconds for generating and improving clusters on small scale biological networks and large-scale social networks. The input cluster to the flow-based improvement methods is the output of seeded PageRank. It takes around 20 minutes to generate the input clusters for large scale social networks. Running the flow-based improvement algorithms takes around the same amount of time, except for LFI-0.3 on LiveJournal, which takes roughly 30 minutes. The time measurements reflect the pleasingly parallel computation of results for all clusters on a 16-core machine.

| graph | nodes | edges | clusters found | Time (s) seeded PR | MQI | LFI-0.3 | LFI-0.6 | LFI-0.9 |
|-------|-------|-------|----------------|-------------------|-----|---------|---------|---------|
| sfld  | 232   | 16k   | 342            | 18                | 0.5 | 1.7     | 1.6     | 1.5     |
| ppi   | 1096  | 13k   | 1199           | 46                | 1   | 2.6     | 2.5     | 2.3     |
| orkut | 3M    | 117M  | 13799          | 1130              | 171 | 838     | 701     | 628     |
| livej | 4.8M  | 69M   | 31622          | 1057              | 105 | 1940    | 1326    | 1094    |

seeded PageRank and flow methods using the Python Multiprocessing module using a common shared graph structure. Note that each individual run is independent.

In this way, we are able to explore tens of thousands of clusters in around 30-40 minutes, as we demonstrate in Table 4. There, we present running times for producing the seeded PageRank sets and then refining it with the flow-based methods. Note that the fastest method is MQI. It is even faster than the seeded PageRank method that generates the input sets. This is because MQI only explores the input subcluster, while LocalFlowImprove reaches outside of the input seed set of nodes. Also, note the dependence of the runtime for LFI on the parameter $\delta$. The larger the parameter $\delta$ for LFI, the smaller the part of the graph that it explores outside of the input set of nodes. This property is also captured in Table 4 by the running time of LFI.
Figure 18 – A spectral embedding of the US Highway Network corresponding to the first and second non-trivial eigenvectors of the Laplacian matrix. The embedded locations of major cities are labeled as well. Node color is determined by the true longitude of a node, which shows that the first eigenvector of the Laplacian correlates with an east-west split of the network. This global embedding, however, compresses major regions of the northeastern US (Washington, New York, Boston) as well as the Western US (Los Angeles, San Diego, Phoenix).

9.5 Using flow-based methods for local coordinates

A common use case for global (but also local (Lawlor, Budavári, and Mahoney, 2016b,a)) spectral methods on graphs and networks is using eigenvector information in order to define coordinates for the vertices of a graph. This is often called a spectral embedding or eigenvector embedding (Hall, 1970); it may use two or more eigenvectors directly or with simple transformations of them in order to define coordinates for each node (Ng, Jordan, and Weiss, 2001). The final choice is typically made for aesthetic reasons. An example of a spectral embedding for the US highway network is shown in Figure 18. One of the problems with such global embeddings is that they often squash interesting and relevant regions of the network into filamentary structures. For instance, notice that both the extreme pieces of this embedding compress massive and interesting population centers of the US on the east and west coast. Alternative eigenvectors show different but similar structure. A related problem is that they smooth out interesting features, making them difficult to use.

Semi-supervised eigenvectors are one way to address this aspect of global spectral embeddings (Hansen and Mahoney, 2014; Lawlor, Budavári, and Mahoney, 2016b,a). These seek orthogonal vectors that minimize a constrained Rayleigh quotient. One challenge in using related ideas to study flow-based computation is that the solution of flow-problem is fundamentally discrete and binary. That is, a spectral solution produces a real-valued vector whose entries, e.g., for seeded PageRank, can be interpreted as probabilities. We can thus meaningfully discuss and interpret sub-optimal, orthogonal solutions. Flow computations only gives 0 or 1 values, where orthogonality implies disjoint sets.

In this section, we investigate how flow-based methods can be used to compute real-valued coordinates that can show different types of structure within data compared with spectral methods. In the interest of space, we are going to be entirely procedural with our description, justification is provided in Appendix A.

Given a reference set $R$, we randomly choose $N$ subsets (we use 500-2500 subsets) of $R$ with exactly $k$ entries; for each subset we add all nodes within distance $d$ and call the resulting sets called $R_1, \ldots, R_N$. These serve as inputs to the flow algorithms. For each subset, we compute the result of a flow-based improvement algorithm, which gives us sets $S_i$. For each $S_i$, we form an indicator vector over the vertices, $x_i$, where the entry is 1 if the vector is in the set and 0 otherwise. We assemble these vectors as columns of a matrix $X$, and we use the coordinates of the dominant two left singular vectors as flow-based coordinates. This procedure is given as an algorithm in Algorithm 9.1. Note also that this procedure can be performed with spectral algorithms as well. (See the appendix for additional details.)
Algorithm 9.1 The local flow-based algorithm to generate flow-based coordinates.

**Input:** A graph $G$, a set $R$ and parameters
- $N$: the number of sets to sample
- $k$: the size of each subset
- $d$: the expansion distance
- $c$: the dimension of the final embedding
- improve: a cluster improvement algorithm

**Output:** An embedding of the graph into $c$ coordinates for each node

1. Let $n$ be the number of vertices.
2. Allocate $X$, an $n$-by-$N$ matrix of zeros.
3. for $i$ in 1 to $n$ do
   4. Let $T$ be a sample of $k$ entries from $R$ at random without replacement
   5. Let $R_i$ be the set of $T$ and also all vertices within distance $d$ from $T$
   6. Let $S_i$ be the set that results from $\text{improve}(G, R_i)$
   7. Set $X[v, i] = 1$ for all $v \in S_i$
   8. Compute the rank-$c$ truncated SVD of $X$ and let $U$ be the left singular vectors.
9. Return $U$, each row gives the $c$ coordinates for a node

The results of using Algorithm 9.1 (see parameters in Appendix A) to generate local coordinates for a set of vertices on the west coast of the United States Highway Map is shown in Figure 19. The set of vertices shown in Figure 19(a) is in a region where the spectral embedding compresses substantial information. This region is shown on a map in Figure 19(b), and it includes major population centers on the west coast. In Figure 19(c), we show the result of a local spectral embedding that uses seeded PageRank in Algorithm 9.1, along with a few small changes that are discussed in our reproducibility section. (Here, we note that these changes do not change the character of our findings, they simply make the spectral embedding look better.) In the spectral embedding, the region shows two key areas: 1. Seattle, Portland, and San Francisco and 2. Los Angeles, San Diego, and Phoenix. In Figure 19(d), we show the result of the local flow-based embedding that uses $\text{lfi-0.1}$ as the algorithm. This embedding clearly and distinctly highlights major population centers, and it does so in a way that is clearly qualitatively different from spectral methods.

We repeat this analysis on the Main Galaxy Sample (MGS) dataset to highlight the local structure in a particularly dense region of the spectral embedding that was used for Figure 13. The seed region we use is shown in Figure 20(a) and has 201,252 vertices, which represents almost half the total graph. We use Algorithm 9.1 (see parameters in the Appendix A) again to get local spectral (Figure 20(b)) and local flow embeddings (Figure 20(c)). Again, we find the the local flow embedding shows considerable substructure that is useful for future analysis.

As a simple validation that this substructure is real, we use the 2d embedding coordinates as input to a $k$-means clustering procedure on both the local spectral and local flow coordinates. For each cluster that results from this procedure, we compute its conductance. Histograms of conductance values are shown in Figure 21 for $k = 50$ and $k = 100$. Both of these histograms show consistently smaller conductance values for the flow-based embedding.

### 10 Discussion and Conclusion

Our goal with this survey is to highlight the advantages and wide utility of flow-based algorithms for improving clusters. The literature on these methods is much smaller compared with other graph computation methodologies, despite attractive theoretical benefits. For example, global spectral methods based on random walks or eigenvectors are ubiquitous in computer science, machine learning, and statistics. Here, we illustrated similar possibilities for flow based methods.

We have also shown that these local flow based improvement algorithms can scale to very large graphs, often returning outputs without even touching most of the graph, and that many popular machine learning and data analysis uses of flow based methods can be applied to them. This is
The subset of nodes (left) from the spectral embedding of the US Highway Network used to compute local embeddings.

The same subset shown on a map with major cities labeled.

The local spectral embedding of the US west coast cities.

The local flow embedding of the US west coast cities.

Figure 19 – We select a subset of 7143 nodes that are compressed in the spectral embedding of the US Highway network (shown in red and blue in figures (a) and (b)) that represent the majority of major cities on the west coast. Note that interior cities such as Phoenix and Las Vegas are not included in the set. In (c) and (d) we show the results of running the pipeline from Algorithm 9.1 to generate local spectral and local flow based embeddings into two dimensions. The color of a node is determined by its north-south latitude. Note that both include Phoenix and Las Vegas. The local flow embedding clearly and distinctly delineates clusters corresponding to major population centers whereas the local spectral embedding shows a smooth view with only two major regions: 1. Northern California to Seattle and 2. Southern California to Phoenix and Las Vegas.

As an example of these types of novel analyses, note that the fractional ratio \( \delta_k \) inside MQI, FlowImprove, and LocalFlowImprove (Algorithms 6.1, 7.1 and 8.1) can be interpreted as a ratio between the numerator and denominator. This enables one to search for a value of \( \delta \) that would correspond to a given solution. See the ideas in Veldt, Wirth, and Gleich (2019) for how to use search methods to choose \( \delta \) for a specific application of clustering.

In our explanation of the theory behind the methods, we often encountered decisions where we could have made more general, albeit more complex, statements. Our guiding principle was to make it easy to appreciate the opportunities for these methods. As an example where there are the motivation behind our software package where these algorithms have been implemented (Fountoulakis et al., 2019b). An alternative implementation is available in Julia (Veldt, 2019). These results and methods open the door for novel analyses of very large graphs.
Figure 20 - Local spectral and local flow embeddings of the large, 201,252 node, seed region – shown in green in (a) – that is compressed in the global spectral embedding from Figure 13. In (b), the local spectral shows the nodes colored with the same color as in Figure 13. Nodes that were not touched by the local embedding are shown with the big node on the right hand side. In (c), the local flow embedding with the same color scheme and same big node on the right hand side. Note that the spectral embedding does not show any clear sub-structure besides a top-bottom split. In contrast, the flow embedding shows a number of pockets of structure indicative of small conductance subsets.

Figure 21 - A histogram of cluster conductance scores that come from using k-means on the two-dimensional local spectral and local flow embeddings from Figure 20. These show that the flow embedding produces clusters with smaller conductance, and they support the intuition from Figure 20 that the additional structure suggested by the flow embedding reflects meaningful sub-structure within the data.

more general results, note that much of the theory of this survey holds where $\text{vol}(R) \geq \text{vol}(\bar{R})$ for the seed. For instance, the MQI, FI, and LFI procedures are all well defined algorithms in this scenarios although our theory statements list the explicit requirement that $\text{vol}(R) \leq \text{vol}(\bar{R})$. What happens in these scenarios is that some of the details of runtime and other aspects change. In terms of another generalization, the methods could have been stated in terms of a general volume function as noted in Section 3.7. Again, however, this setting becomes more complex to state for non-integer volume functions and a number of other subtle issues. In these cases, we sought for the explanations that would make the underlying issues clear and focused on conductance in order to do that.

There are a number of interesting directions that are worth further exploring. First, in the theory from this survey, the binary search or bisection-based search methods have superior worst-case time. However, in practice, these methods are rarely used. For instance our own implementations always use the Dinkelbach greedy framework. This is because this strategy commonly terminates in just a few iterations. This was noted in both the MQI and FlowImprove papers (Lang and Rao, 2004; Andersen and Lang, 2008), yet there is still no theoretically satisfying
explanation. To provide some data, for the LocalFlowImprove experiments in Figure 14, we never needed to evaluate more than 10 values of the fractional ratio to find the optimal solution in Dinkelbach’s algorithm. As evidence that this effect is real, note that Lemma 3.5 actually shows that \( \text{cut}(R) \) is a bound on the number of iterations for Dinkelbach’s algorithm. But for weighted graphs, this becomes \( \text{cut}(R)/\mu \), where \( \mu \) is the minimum spacing between elements (think of the floating point machine value \( \epsilon \)). A specific case where this type of insight would be helpful is in terms of weighted graphs with non-negative weights. Dinkelbach’s algorithm does not appear to be much slower on such problems, yet the worst-case theory bound is extremely bad and depends on the minimum spacing between elements.

Another direction is a set of algorithms that span the divide between the fractional program and the MinCut problem. For instance, it is not necessary to completely solve the flow problem to optimality (until the last step) as all that is needed is a result that there is a better solution available. This offers a wide space to deploy recent advances in Laplacian-based solvers to handle the problem – especially because the electrical flow-based solution largely correspond to PageRank problems. It seems optimistic, but reasonable, to expect good solutions in time that is more like a random walk or spectral algorithm.

Finally, another direction for future research is to study these algorithms in hypergraphs (Veldt, Benson, and Kleinberg, 2020b) and other types of higher-order structures. This was a part of early work on graph-cuts in images that showed that problems where hyperedges had at most three nodes could be solved exactly (Kolmogorov and Zabih, 2004). More recently, hypergraphs have been used to identify refined structure in networks based on motifs (Li and Milenkovic, 2017).

In closing, our hope is that this survey and the associated LocalGraphClustering package (Fountoulakis et al., 2019b) helps to make these powerful and useful methods—both basic flow-based analysis of smaller graphs, but especially local flow-based analysis of very large data graphs—more common in the future.

Part IV. Replicability Appendices and References

A Replicability Details for Figures and Tables
In the interest of reproducibility and replicability, we provide additional details on the methods underlying the figures. To replicate these experiments, see our publicly-available code (Fountoulakis et al., 2019a). All of the seeded PageRank examples in this survey use an \( \ell_1 \)-regularized PageRank method (Fountoulakis et al., 2017). We use \( \rho \) to denote the regularization parameter in \( \ell_1 \)-regularized PageRank, \( \alpha \) to denote the teleportation parameter in \( \ell_1 \)-regularized PageRank and \( \delta \) to denote the parameter of LocalFlowImprove.

The implementations we have use Dinkelbach’s method, Algorithm 3.1, for the fractional programming problem and Dinic’s algorithm for exact solutions of the weighted MaxFlow problems at each step. Put another way, for MQI, we use Algorithm 6.1 and Dinic’s algorithm to solve the MaxFlow problems. For FlowImprove and LocalFlowImprove, we use the Dinkelbach variation on Algorithm 8.1 with Dinic’s algorithm used to compute blocking flows in Algorithm 8.3. We use the same implementation for LocalFlowImprove and FlowImprove and simply set \( \delta = 0 \) for FlowImprove. Using Dinkelbach’s method and Dinic’s MaxFlow has a worse runtime in theory, but better performance in practice. The implementations always return the smallest connected set that achieves the minimum of the objective functions. They also always return a set with less than half the total volume of the graph.

Figure 1 We use the implementation of the Louvain algorithm in (Aynaud, 2018). We use our own code to generate the SBM. The code for this experiment is in the notebook sbm_demo.ipynb in the subdirectory ssl available in (Fountoulakis et al., 2019a).

Figure 2 This is a geometric-like stochastic block model “hybrid”. A short description of the data-generation procedure follows but the code is the precise description. Create \( g \) groups of \( n \) points. Each group is assigned the same random 2d spatial coordinate from a standard mean 0, variance 1 normal distribution. But each node within a group is also perturbed by a mean 0
random normally distributed amount with variance \( \sigma \). Add \( p \) additional points with normally distributed \( \rho \) (a “center” group). These determine the coordinates of all the nodes. Now, add edges to \( k \) nearest neighbors and also within radius \( \epsilon \). For this experiment, we set \( g = 25 \), \( n = 100 \), \( \sigma = 0.05 \), \( p = 2000 \), \( \rho = 5 \), \( k = 5 \) and \( \epsilon = 0.06 \). The code is in the Jupyter notebook Geograph-Intro.ipynb (Fountoulakis et al., 2019a).

**Figure 3** The image can be downloaded from van der Walt et al. (2014). The image is turned into a graph using the procedure described in Appendix B. In particular, we set \( r = 80 \), \( \sigma^2 = O(10^2) \) and \( \sigma^2 = l/10 \), where \( l \) is the maximum between the row and column length of the image. The code for this experiment is in the Jupyter notebook astronaut.ipynb in the subdirectory usroads available in (Fountoulakis et al., 2019a).

**Figure 4** The original image is 100 by 100 pixels with a 13 pixel wide by 77 pixel tall vertical strip and a 77 pixel wide by 25 pixel tall horizontal strip that intersect in a 13 by 25 pixel region. To generate the noisy, blurred figure, we used a Moffat kernel (Moffat, 1969) that arises from stellar photography (parameters \( \alpha = 1.5 \), \( \beta = 1.2 \) and length scale 5) and added uniform \([-0.1, 0.1]\) noise (roughly 38\% of max blurred value 0.261) for each pixel before scaling by 1/0.3 and clamping to [0, 1] range. This stellar photography scenario was chosen to simulate a binary image reconstruction scenario. Let \( f \) be noisy, blurry image with values in the range \([0, 1]\). Let \( G \) be the grid graph associated with the grid underlying the image \( f \). Make sure to read the Section 6 before reading the details of the reconstruction algorithm. Then we construct the following augmented graph: connect \( s \) to \( i \in V \) with weight \( \delta f_i d_i \) (where \( d \) is the degree); connect \( t \) to \( i \in V \) where \( f_i = 0 \) with weight \( \infty \). We show the mincut solution \( S \) for the two values of \( \delta \) explained in the problem. This corresponds to a minimization problem similar to (6.3), namely minimize \( \text{cut}(S) - \delta \sum_{i \in S} d_i f_i \) subject to \( S \subseteq \{i \mid f_i > 0\} \), which uses a biased notion of volume \( \nu(S) = \sum_{i \in S} d_i f_i \) (as in Section 3.7). In this case, if \( \delta = 0.04 \), then we can no longer continue improving the result and we end up with the convex set. For \( \delta = 0.11 \), we have the rough reconstruction of the original shape. For our own purposes, we used a Julia implementation (Veldt, 2019) of the flow code that is available in the mqi-images subdirectory in (Fountoulakis et al., 2019a).

**Figure 12** All details are given in the main text of the survey. The code is in the Jupyter notebook usroads-figures.ipynb in the subdirectory usroads available in (Fountoulakis et al., 2019a).

**Table 3** This table provides additional details for the results of Figure 12. The code for this experiment is in the Jupyter notebook usroads-figures.ipynb in the subdirectory usroads available in (Fountoulakis et al., 2019a).

**Figure 13** This dataset has been obtained from Lawlor, Budavári, and Mahoney (2016a). It is a \( k = 32 \)-nearest neighbor graph constructed on the Main Galaxy Sample (MGS) in SDSS Data Release 7. Each galaxy is captured in a 3841-band spectral profile. Each spectra is normalized based on the median signal over 520 bands selected in Lawlor, Budavári, and Mahoney (2016a). Since the results are sensitive to this set and it is not available elsewhere, the indices of the bands were
We create a node for each galaxy and connect vertices if either is within the 16 closest vertices to the other based on a Euclidean after this median normalization. The graph is then weighted proportional to this distance and the 8th nearest neighbor tuning procedure in manifold learning. (The results for spectral embeddings are somewhat sensitive to this procedure.) Formally, let $\rho_i$ be the distance to the 8th nearest neighbor (or $\infty$ if all of these distances are 0). We add a weighted undirected edge based on node $i$ to node $j$ with distance $d_{i,j}$ as $W_{i,j} = \exp(-d_{i,j}/\rho_i))$. If $i$ and $j$ are both nearest neighbors, then we increment the weights, so the construction is symmetric. Each node also has a self-loop with weight 1. The adjacency matrix of the graph has 32,229,812 non-zeros, which is 15,856,315 edges and 517,182 self-loops. The code for this experiment is in the Jupyter notebook hexbiningraphplots_global.jl in the subdirectory flow_embedding/hexbin_plots available in (Fountoulakis et al., 2019a). The full code to process the graph is available upon request.

**Figure 14** For this experiment we used seeded PageRank to find the seed set for the flow algorithm $\text{MQI}$ and $\text{LFI}$. We set the teleportation parameter of the seeded PageRank algorithm to 0.01. The code for this experiment is in the Jupyter notebook plot_cluster_improvement.ipynb in the subdirectory cluster_improvement available in (Fountoulakis et al., 2019a).

**Figure 15** In our experiments constructing the graph from the image, we follow Appendix B and set $r = 80$, $\sigma^2_p = O(10^2)$ and $\sigma^2_c = l/10$, where $l$ is the maximum between the row and column length of the image. The code for this experiment is in the Jupyter notebook image_segmentation.ipynb in the subdirectory image_segmentation available in (Fountoulakis et al., 2019a).

**Figure 16** The input is a 2-hop BFS set starting from a random target node. We independently generate 25 such BFS sets. The transparency level of red or blue nodes is determined by the ratio of including each node in the resulting sets. The code for this experiment is in the Jupyter notebook social.ipynb in the subdirectory social available in (Fountoulakis et al., 2019a). Specific details about tuning can also be found in the code.

**Figure 17** For every class we randomly select a small percentage of labeled nodes, the exact percentages are given in the main text. The nodes that are selected from each class are considered a single seed set. For each seed set and for each class we use seeded PageRank with teleportation parameter equal to 0.01. This procedure provides one PageRank vector per class. For each unlabeled node in the graph we look at the corresponding coordinates in the PageRank vectors and we give to each unlabeled node the label that corresponds to the largest value in the PageRank vectors. For flow methods, for every labelled node that is used, we run one step of breadth-first-search to expand the single seed node to a seed set. The expanded seed set is used as input to the flow methods. We find a cluster and each node in the cluster is considered to have the same label as the seed node. Based on this technique, it is possible that one node can be allocated in more than one classes, we consider such node as false positives. The code for this experiment is in the Jupyter notebook semisupervised_learning.ipynb in the subdirectory ssl available in (Fountoulakis et al., 2019a). The MNIST graph was weighted for this experiment. The distance between two images is computed by a radial basis function with width to be 2. To robustify the process of rounding diffusion vector to class labels, we use a strategy from Gleich and Mahoney (2015), which involves rounding to classes based on the node with the smallest rank in the ranked-list of each diffusion vector.

**Table 4** The code for this experiment is in the Jupyter notebooks in the subdirectory large_scale available in (Fountoulakis et al., 2019a).

**Figure 18** We use the eigenvector of the Laplacian matrix $D - A$ associated with the smallest non-zero eigenvalues to compute the vectors $v_1$ and $v_2$. The coordinates of the plot are generated
by assigning $x$ and $y$ based on the rank of a node in $v_1$ and $v_2$ in a sorted order. This has the effect of stretching out the eigenvector layout, which often compresses many nodes at similar point. The color of the nodes is proportional to the east-west latitude. The code for this experiment is in the notebook `usroads-embed.ipynb` in the subdirectory `usroads` in (Fountoulakis et al., 2019a).

**Figure 19** We use Algorithm 9.1 with $N = 500$ sets, $k = 1$, $d = 20$, $c = 2$, along with LFI-0.1 as the improve algorithm. For the local spectral embedding, we use the same seeding parameters with seeded PageRank with $\rho = 1e-6$. When we create the matrix $X$ for seeded PageRank, we take the base-10 logarithm of the result value (which is always between 0 and 1). For vertices with 0 values, we assign them $-10$, which is lower than any other value. We found that this gave a more useful embedding and helped the spectral show more structure. The node labeled “Rest of graph” was manually placed in both because the embedding does not suggest a natural place for this. Here, we also used the rank of the node in a sorted order, which helps to spread out nodes that are all placed in exactly the same location. The code for this experiment is in the Jupyter notebook `usroads-embed.ipynb` in the subdirectory `usroads` available in (Fountoulakis et al., 2019a).

**Figure 20** We use Algorithm 9.1 with $N = 500$ sets, $k = 1$, $d = 3$, $c = 2$, along with LFI-0.1 as the improve algorithm. We used the same local spectral methodology as in Figure 19. The large red node represents the remainder of the graph and all “unembedded nodes,” which is manually placed to highlight edges to the rest of the graph. Here, we also used the rank of the node in a sorted order, which helps to spread out nodes that are all placed in exactly the same location. The code for this experiment is in the Python script `flow_embedding.py` in the subdirectory `flow_embedding` available in (Fountoulakis et al., 2019a) and Jupyter notebooks in the subdirectory `flow_embedding/hexbin_plots` available in (Fountoulakis et al., 2019a). The Python script needs to be run first to generate data and then the notebook can be used to generate the figures.

**Figure 21** The code is in the Jupyter notebooks `social.ipynb` in the subdirectory `flow_embedding/cond_hists` available in (Fountoulakis et al., 2019a). They both need the embedding results from Figure 20 to generate the figures.

**The rationale for the the local flow embedding procedure** We now briefly justify the motivation for the structure of the local flow embedding algorithm. The key idea is that spectral algorithms are based on linear operations: if we have any way of sampling the reference set $R$ with a normalized set indicator $T$ such that $E[T] = \frac{1}{|R|}1_R$, then if $f$ is a linear function – such as an exact seeded PageRank computation – we have $E[f(T)] = f(\frac{1}{|R|}1_R)$. This expectation corresponds to the seeded PageRank result on the entire set. To include another dimension, we would seek to find an orthogonal direction to $E[f(T)]$, such as is done with constrained eigenvector computations. It is this linear function perspective that inspired our flow-embedding algorithm: collect samples of $f(T_i)$ into a matrix and then use the SVD on the samples of $T$ to approximate $E[f(T)]$ and the orthogonal component (given by the second singular vector). While some of these arguments can be formalized and made rigorous for a linear function, that is an orthogonal discussion (pun intended). Here, we simply use the observation that this perspective enables us to use a nonlinear procedure $f$ without any issue. This gave rise to the Algorithm 9.1, which differs only in that we grow the sets $T \rightarrow R_i$ by including all vertices within graph distance $d$.

**B Converting Images to Graphs**

For illustration purposes, we use images to generate graphs in various examples throughout the survey. The purpose of this construction is that visually distinct segments of the picture should have small conductance. Given an image we create a weighted nearest neighbor graph using a Gaussian kernel as described in Shi and Malik (2000). We create a node for each pixel. Then we connect pixels with weighted edges. In particular, let $w_{ij}$ denote the the weight of the edge between pixels $i$ and $j$, let $p_i \in \mathbb{R}^2$ be the position of pixel $i$, $c_i \in \mathbb{R}^3$ is the color representation of pixel $i$, $\sigma_d^2$ is the variance for the position, $\sigma_f^2$ is the variance for the color. Then, we define the
Figure 22 – We turn an image into a graph by adding a node for every pixel (b). Then we connect the nodes if the associated pixels are close by (distance less than \( r \)) as well as have similar pixel values. We weight the edge by the degree of similarity. The resulting graph has small conductance sets when there are regions with similarly colored pixels.

edge weights as

\[
    w_{ij} := \begin{cases} 
    e^{-\frac{||x_i - x_j||^2}{\sigma^2} - \frac{||y_i - y_j||^2}{\sigma^2}} & \text{if } ||p_i - p_j||^2 \leq r \\
    0 & \text{otherwise}
    \end{cases}
\]

Note that there is a region \( r \) that restricts the feasible edges, illustrated in Figure 22.
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