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Abstract

In this paper, we continue to consider the generalized Liouville system:

\[
\Delta_g u_i + \sum_{j=1}^n a_{ij} \rho_j \left( \frac{h_j e^{u_j}}{\int_M h_j e^{u_j} dV_g} - 1 \right) = 0 \quad \text{in } M, \quad i \in I = \{1, \ldots, n\},
\]

where \((M, g)\) is a Riemann surface \(M\) with volume 1, \(h_1, \ldots, h_n\) are positive \(C^3\) functions, \(dV_g\) is the volume form, and \(\rho_j \in \mathbb{R}^+ (j \in I)\). In previous works Lin-Zhang identified a family of hyper-surfaces \(\Gamma_N\) and proved a priori estimates for \(\rho = (\rho_1, \ldots, \rho_n)\) in areas separated by \(\Gamma_N\). Later Lin-Zhang also calculated the leading term of \(\rho^k - \rho\) where \(\rho \in \Gamma_1\) is the limit of \(\rho^k\) on \(\Gamma_1\) and \(\rho^k\) is the parameter of a bubbling sequence. This leading term is particularly important for applications but it is very hard to be identified if \(\rho^k\) tends to a higher order hypersurface \(\Gamma_N (N > 1)\). Over the years numerous attempts have failed but in this article we overcome all the stumbling blocks and completely solve the problem under the most general context: We not only capture the leading terms of \(\rho^k - \rho\) for \(\rho \in \Gamma_N\), but also reveal new robust relations of coefficient functions at different blowup points.
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1 Introduction

Let \((M, g)\) be a compact Riemann surface with volume 1, \(h_1, \ldots, h_n\) be positive \(C^3\) functions on \(M\), \(\rho_1, \ldots, \rho_n\) be nonnegative constants. In this article we continue our study of the following Liouville system defined on \((M, g)\):

\[
\Delta_g u_i + \sum_{j=1}^{n} \rho_j a_{ij} \left( \frac{h_j e^{u_j}}{\int_M h_j e^{u_j} dV_g} - 1 \right) = 0, \quad i \in I := \{1, \ldots, n\},
\]

where \(dV_g\) is the volume form, \(\Delta_g\) is the Laplace–Beltrami operator \(\Delta_g \leq 0\). When \(n = 1\), equation (1.1) is the mean field equation of the Liouville type:

\[
\Delta_g u + \rho \left( \frac{h e^u}{\int_M h e^u dV_g} - 1 \right) = 0 \quad \text{in} \ M,
\]

when \(a_{11} = 1\). Therefore, the Liouville system (1.1) is a natural extension of the classical Liouville equation, which has extensively studied for decades because of its profound connections with various fields in geometry and physics. Since the general form of Liouville systems includes many models from Biology, Physics and other disciplines of sciences, it is very desirable to study generical Liouville systems and derive common features. Recently, the Liouville system has drawn a lot of attention because it also arises from the stationery solutions of multi-species Patlak–Keller–Segel system [37] and self-dual condensate solutions of Abelian Chern-Simons model with \(N\) Higgs particles [27,34] when some parameter tends to zero. In particular, these two examples exhibit the bubbling phenomenon. The study of bubbling solutions represents an essential difficulty of Liouville system and it not only impacts the immediately related fields but also depends on the development of them. The readers may look into the following references for closely related discussions [1–10,12,14–17,20,22–26,31–33,35,36,38–40].

For system (1.1) the Sobolev spaces for solutions are

\[
H^{1,n} = H^1(M) \times \cdots \times H^1(M)
\]

where

\[
H^1(M) = \left\{ u \in L^2(M) \mid |\nabla_g u| \in L^2(M) \text{ and } \int_M u dV_g = 0 \right\}.
\]

For any \(\rho = (\rho_1, \ldots, \rho_n)\), \(\rho_i > 0\), let \(\Phi_\rho\) be a nonlinear functional defined in \(H^{1,n}\) by

\[
\Phi_\rho(u) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a^{ij} \int_M \nabla_g u_i \cdot \nabla_g u_j dV_g - \sum_{j=1}^{n} \rho_j \log \int_M h_j e^{u_j} dV_g,
\]

where \((a^{ij})_{n \times n}\) is the inverse of \(A = (a_{ij})_{n \times n}\), \(I\) is the set of indexes: \(I = \{1, \ldots, n\}\). It is easy to see that Eq. (1.1) is the Euler-Lagrangian equation of \(\Phi_\rho\).

In [28,29], Lin and the second author completed a degree counting program for (1.2) under the following two assumptions on the matrix \(A\):

\[
(H1) : \quad A \text{ is symmetric, nonnegative, irreducible and invertible.}
\]

\[
(H2) : \quad a^{ii} \leq 0, \quad \forall i \in I, \quad a^{ij} \geq 0 \quad \forall i \neq j \in I, \quad \sum_{j=1}^{n} a^{ij} \geq 0 \quad \forall i \in I.
\]
Roughly speaking (H1) is a rather standard assumption for Liouville systems, (H2) says the interaction between equations has to be strong. For a nonnegative integer \( N \), Lin-Zhang [29] identified a family of hypersurfaces

\[
\Gamma_N = \left\{ \rho \mid \rho_i > 0, i \in I; \; \Lambda_{I,N}(\rho) = 0, \; \Lambda_{J,N}(\rho) > 0, \; \forall \emptyset \neq J \subseteq I, \right\},
\]

where

\[
\Lambda_{I,N}(\rho) = 4 \sum_{i=1}^{n} \frac{\rho_i}{2\pi N} - \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \frac{\rho_i \rho_j}{2\pi N}.
\]

\( (\Lambda_{J,N}(\rho) \) is understood similarly). Furthermore they proved that if \( \rho = (\rho_1, \ldots, \rho_n) \) stays in the regions bounded by these critical hypersurfaces, a priori estimate holds. Based on the a priori estimate, Lin-Zhang proved the following degree counting formula which implies existence of solution if the degree is not zero:

\[
d_{\rho} = \begin{cases} 
1 & \text{if } \rho \in \mathcal{O}_0, \\
\frac{1}{N!} (\chi_M + 1) \cdot (-\chi_M + N) & \text{if } \rho \in \mathcal{O}_N.
\end{cases}
\]

(1.3)

where \( \chi_M \) is the Euler characteristic of \( M \), \( \mathcal{O}_N \) is the region between \( \Gamma_N \) and \( \Gamma_{N+1} \). The jump of the degree from \( \mathcal{O}_{N-1} \) to \( \mathcal{O}_N \) is contributed by the blowup solutions to (1.1).

In this article we consider the case \( \rho \to \Gamma_N \) from \( \mathcal{O}_{N-1} \) or \( \mathcal{O}_N \): suppose \( \rho = (\rho_1, \ldots, \rho_n) \in \Gamma_N \) is a limit point, \( \rho^k = (\rho^k_1, \ldots, \rho^k_n) \) is a sequence of parameters corresponding to bubbling solutions, the aim of this article is to identity the leading term of \( \rho^k - \rho \) as \( k \to \infty \). Since the normal vector at \( \rho \) is proportional to

\[
\left( \sum_{j=1}^{n} a_{1j} \frac{\rho_j}{2\pi N} - 2, \ldots, \sum_{j=1}^{n} a_{nj} \frac{\rho_j}{2\pi N} - 2 \right),
\]

which has all components positive (implied by \( \Lambda_{J,N} > 0 \) in the definition of \( \Gamma_N \), see [29]), we assume

\[
\frac{\rho^k_i - \rho_i}{\rho^k_j - \rho_j} \sim 1 \quad \forall i \neq j \in I.
\]

(1.4)

Note that \( A_k \sim B_k \) means \( CA_k \leq B_k \leq C_1 A_k \) for some \( C, C_1 > 0 \) independent of \( k \). It is established in [29] that when \( \rho^k = (\rho^k_1, \ldots, \rho^k_n) \) tends to \( \rho \in \Gamma_N \), blowup solutions have exactly \( N \) disjoint blowup points: \( p_1, \ldots, p_N \). In [30] Lin-Zhang derived the leading term when \( N = 1 \). It is interesting to observe in [30] that there is one particular point \( Q \in \Gamma_1 \) such that if \( \rho \to Q \) the leading term contains local curvature at \( Q \) only, but if \( \rho \) tends to any other point, the leading term is involved with global integration of the whole manifold.

The main purpose of this article is to extend the result in [30] to \( \rho^k \to \Gamma_N \) when \( N > 1 \). Among other things, we obtain the leading term of \( \Lambda_{I,N}(\rho^k) \) as \( \rho^k \to \Gamma_N \) which gives us the sufficient conditions of a uniform bound of solutions as \( \rho^k \to \Gamma_N \). Let \( p_1, \ldots, p_N \) be \( N \) disjoint blowup points, which means for each \( p_t \), there exist \( p^k_t \to p_t \) such that \( \max_{i \in I} u^k_i(p^k_t) \to \infty, t \in \{1, \ldots, N\} \). For \( h^k_t \) we assume that they are uniformly bounded by positive constants:

\[
\frac{1}{C} \leq h^k_t(x) \leq C, \quad \|h^k_t\|_{C^3(M)} \leq C,
\]

(1.5)
for all $i$ and a $C > 0$ independent of $k$. Throughout the paper we use $u^k = (u^k_1, \ldots, u^k_n)$ to denote blowup solutions and $M_{k,t}$ to denote the magnitude of $u^k$ near the blowup point $p_t$ and use $\epsilon_{k,t} = e^{-\frac{1}{2}M_{k,t}}$ to measure the errors:

$$M_{k,t} = \max_{i \in I} \max_{x \in B(p_t, \delta_0)} \{ u^k_i(x) - \log \int_M h^k_i e^{u^k_i} dV_g \}, \quad \epsilon_{k,t} = e^{-\frac{1}{2}M_{k,t}}. \quad (1.6)$$

Here we require $\delta_0$ to be small enough so that $B(p_{t_1}, \delta_0) \cap B(p_{t_2}, \delta_0) = \emptyset$ for all $t_1 \neq t_2$.

Let $p^k_t$ be the point where

$$\max_{i \in I} \max_{x \in B(p_t, \delta_0)} u^k_i(x) - \log \int_M h^k_i e^{u^k_i} dV_g$$

is taken in $B(p_t, \delta_0)$. Under the assumptions $(H1)$ and $(H2)$, we have a full blow-up picture in all balls (see [29]).

To understand more precise information for the blowup phenomenon to (1.1), we shall study the convergence rate of $\Lambda_{1, N}(\rho_k)$ as $\rho_k \to \rho$ in terms of the magnitude of $u^k$. The following two fundamental questions will be answered in this paper

1. Are the magnitude of $u^k$ at different blowup points comparable to each other?

2. What is the convergence rate of the difference of the local masses $\sigma_{i,s}^k - \sigma_{i,t}^k$ where $\sigma_{i,s}^k = \int_{B(p_s, \delta_0)} e^{u^k_i} dV_g$ and $\sigma_{i,t}^k = \int_{B(p_t, \delta_0)} e^{u^k_i} dV_g$?

The first main result is to answer the first question.

**Theorem 1.1** Let $u^k \in H^{1,n}(M)$ be a sequence of blowup solutions of (1.1). Suppose $(H1), (H2)$ holds for $A$, (1.4) holds for $\rho^k$ and (1.5) holds for $h^k_i$. Then

$$|M_{k,s} - M_{k,t}| = O(1), \quad \text{for } s \neq t, \ s, t \in \{1, \ldots, N\}. \quad (1.7)$$

Here, $O(1)$ is independent of $k$.

Note that without knowing $|M_{k,s} - M_{k,t}| = O(1)$ we do not even know if $O(\epsilon_{k,s}) = O(\epsilon_{k,t})$. We thus can use $\epsilon_k = e^{-\frac{1}{2}M_k}$ to measure the errors, where

$$M_k = \max_{i \in I} \max_{x \in M} \{ u^k_i(x) - \log \int_M h^k_i e^{u^k_i} dV_g \}.$$

Let

$$m_i = \frac{\sum_{j=1}^n a_{ij} \rho_j}{2\pi N}, \quad i = 1, \ldots, n, \quad m = \min_{i \in I} m_i. \quad (1.8)$$

Here we note that either $2 < m < 4$ or all $m_i = 4$ for all $m_i$ [see (2.15)]. Now we define a special point $Q_N = (q_1, \ldots, q_n)$ on $\Gamma_N$, which satisfies

$$\sum_{j=1}^n a_{ij} q_j = 8\pi N \quad \forall i \in I.$$

The second result is showing the tightness of the local masses.

**Theorem 1.2** Under the same assumptions in Theorem 1.1.
If \( \rho^k \to \rho \in \Gamma_N (\rho \neq Q_N) \) from \( \mathcal{O}_{N-1} \) or \( \mathcal{O}_N \), then
\[
|\sigma^k_{i,s} - \sigma^k_{i,t}| = O (\varepsilon_k^{m-2}), \quad \text{for } s \neq t, \ s, t \in \{1, \ldots, N\}, \ i \in I. \tag{1.9}
\]

(2) If \( \rho^k \to Q_N \) from \( \mathcal{O}_{N-1} \) or \( \mathcal{O}_N \), then
\[
|\sigma^k_{i,s} - \sigma^k_{i,t}| = O \left( \varepsilon_k^2 \log \frac{1}{\varepsilon_k} \right), \quad \text{for } s \neq t, \ s, t \in \{1, \ldots, N\}, \ i \in I. \tag{1.10}
\]

We remark here that the techniques developed in the proof of Theorems 1.1 and 1.2 also play the key roles in the study of the local uniqueness of the bubbling solutions in Liouville systems [21]. For the sake of contradiction, one also need to compare two sequence of the bubbling solutions at the blowup points with the same limit \( \rho \).

The leading terms of \( \Lambda_{I,N} (\rho^k) \) are different in two cases. Before we state the results, we give some notations:

We define \( N \) open sets \( \Omega_{t, \delta_0} \) such that they are mutually disjoint, each of them contains a bubbling disk and their union is \( M \):
\[
B (p^k_t, \delta_0) \subset \Omega_{t, \delta_0}, \quad \cup_{t=1}^N \Omega_{t, \delta_0} = M, \quad \Omega_{t, \delta_0} \cap \Omega_{s, \delta_0} = \emptyset, \mbox{ } \forall t \neq s. \tag{1.11}
\]

Let
\[
I_1 = \{ i \in I; \lim_{k \to \infty} m^k_i = m \}.
\]

and \( G \) be the Green’s function defined by
\[
-\Delta_G G (x, \cdot) = \delta_p - 1, \quad \int_M G (x, \eta) dV_G (\eta) = 0,
\]

and \( \gamma \) is the regular part of the Green’s function. Note that in local coordinates of a point, say \( \eta, G \) is of the form
\[
G (x, \eta) = -\frac{1}{2\pi} \log |x - \eta| + \gamma (x, \eta).
\]

We also define
\[
G^* (p^k_t, p^k_s) = \begin{cases} 
\gamma (p^k_t, p^k_s), & s = t, \\
G (p^k_t, p^k_s), & s \neq t.
\end{cases} \tag{1.12}
\]

The third result is the leading terms of \( \Lambda_{I,N} (\rho^k) \) of the first case.

**Theorem 1.3** Under the same assumptions in Theorem 1.1. If \( \rho^k \to \rho \in \Gamma_N (\rho \neq Q_N) \) from \( \mathcal{O}_{N-1} \) or \( \mathcal{O}_N \), then
\[
\Lambda_{I,N} (\rho^k) = (D + o(1)) \frac{\varepsilon_k^{m-2}}{N}. \tag{1.13}
\]

Here, the quantity \( D \) is defined as follows
\[
D = \sum_{i \in I_1} \sum_{t=1}^N c_t \lim_{\delta_0 \to 0} \left( \frac{\varepsilon_k^{2-m}}{2\pi} - \frac{(m-2)}{2\pi} \int_{\hat{\Omega}_{t, \delta_0}} h^k_t (x) e^{-2\pi m \sum_{i=1}^N (G (x, p^k_i) - G^* (p^k_t, p^k_i))} dV_G \right). \tag{1.14}
\]

where \( \hat{\Omega}_{t, \delta_0} = \Omega_{t, \delta_0} \setminus B (p^k_t, \delta_0) \), \( c_t = \frac{h^k_t (p^k_t)}{h^k_t (p^k_i)} e^{2\pi m \sum_{i=1}^N G^* (p^k_t, p^k_i)} \) and \( D, \alpha_i \) are constants defined in (3.19).
Suppose that \( \rho \in \Gamma_{N+1}(\Lambda_{I,N+1}(\rho) = 0) \). Then

\[
\Lambda_{I,N}(\rho) = 4 \sum_{i=1}^{n} \frac{\rho_i}{2\pi N} - \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \frac{\rho_i}{2\pi N} \frac{\rho_j}{2\pi N} \nonumber
\]

\[
= 4 \frac{N+1}{N} \sum_{i=1}^{n} \frac{\rho_i}{2\pi (N+1)} - \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \frac{\rho_i}{2\pi N} \frac{\rho_j}{2\pi N} \nonumber
\]

\[
= \frac{N+1}{N} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \frac{\rho_i}{2\pi (N+1)} \left( \frac{1}{N+1} - \frac{1}{N} \right) < 0, \quad (1.15)
\]

where \( \Lambda_{I,N+1}(\rho) = 0 \) is used. We find that \( \Lambda_{I,N}(\rho^k) < 0 \) for \( \rho^k \in O_N \) and \( \Lambda_{I,N}(\rho^k) > 0 \) for \( \rho^k \in O_{N-1} \). Thus, if \( D \neq 0 \), the blowup solutions with \( \rho^k \to \rho \in \Gamma_N(\rho \neq Q_N) \) only from one side of \( \Gamma_N \). Furthermore, it yields a uniform bound of solutions as \( \rho^k \) converges to \( \Gamma_N(\rho \neq Q_N) \) from \( O_{N-1} \) provided that \( D < 0 \). It is easy to see that for fixed \( k \) the following limit exists:

\[
\lim_{b_i \to 0} \left( \frac{e^{2-m}}{2\pi} \int_{\Omega_i} \sum_{i=1}^{N} G(x, \rho^k_i) - G^*(\rho^k_i, \rho^k_i) dV \right) = \frac{-m - 2}{2\pi} \int_{\Omega_i} \sum_{i=1}^{N} G(x, \rho^k_i) - G^*(\rho^k_i, \rho^k_i) dV \nonumber
\]

because the leading term from the Green’s function is \(-\frac{1}{2\pi} \log|x - \rho^k_i|\). The study of the sign of \( D \) is another interesting fundamental question. However, it is out of the scope of the present article. We will come back to this issue in the further study.

The fourth major result is concerned with the leading term of \( \Lambda_{I,N}(\rho^k) \) when \( \rho^k \to Q_N \) and the major difference is that the leading term only depends on the curvature and coefficient functions at blowup points: \( \rho^k_1, \ldots, \rho^k_N \):

\[\textbf{Theorem 1.4} \quad \text{Under the same assumptions in Theorem 1.1. If } \rho^k \to Q_N \text{ from } O_{N-1} \text{ or } O_N, \text{ then} \]

\[
\Lambda_{I,N}(\rho^k) = -4 \sum_{i=1}^{n} \sum_{i=1}^{N} b^k_{ii} \epsilon^2 \log \epsilon^{-1} + O(\epsilon^2) \nonumber \quad (1.17)
\]

where

\[
b^k_{ii} = e^{D_i - a_i} \left( \frac{1}{4} \frac{\Delta h^k_i(p^k_i)}{h^k_i(p^k_i)} - K(p^k_i) + 4\pi N + 4\pi \frac{\nabla h^k_i(p^k_i)}{h^k_i(p^k_i)} \cdot \sum_{i=1}^{N} \nabla G^*(p^k_i, p^k_i) \right) + 16\pi^2 \left| \sum_{i=1}^{N} \nabla G^*(p^k_i, p^k_i) \right|^2, \nonumber \quad (1.18)
\]

and \( K \) is the Gaussian curvature.

As an application of the formula (1.17), we obtain the uniform bound of solutions as \( \rho^k \) converges to \( Q_N \) from \( O_{N-1} \) provided \( b^k_{ii} > 0 \) for \( t = 1, \ldots, N \).

The fifth result is about the locations of the blowup points and the mutual relation of coefficient functions.
Theorem 1.5 If \( \rho^k \rightarrow \rho \neq Q \) as in (1.4), then for \( t = 1, \ldots, N \),
\[
\sum_{i=1}^{n} \left( \nabla (\log h^k_i)(p^k_i) + 2\pi m_i \sum_{s=1}^{N} \nabla_1 G^*(p^k_i, p^k_s) \right) = O(\epsilon_k^{m-2}), \quad t = 1, \ldots, N,
\]
where \( \nabla_1 \) means the differentiation with respect to the first component. If \( \rho^k \rightarrow Q \) as in (1.4),
\[
\sum_{i=1}^{n} \left( \nabla (\log h^k_i)(p^k_i) + 8\pi \sum_{s=1}^{N} \nabla_1 G^*(p^k_i, p^k_s) \right) = O(\epsilon_k^2 \log \epsilon_k^{-1}), \quad t = 1, \ldots, N.
\]

Besides the location of blowup points, we also reveal new information about coefficient functions in the next theorem. For convenience we set
\[
H^k_{i,t} := \log h^k_i(p^k_t) + 2\pi m_i \sum_{l=1}^{N} G^*(p^k_l, p^k_t).
\]

Theorem 1.6 Let \( H^k_{i,t} \) be defined as in (1.21), then we have
\[
H^k_{i,t} = H^k_{i,s} + O(\epsilon_k^{m-2}), \quad \forall i \in I, \quad \forall t \neq s, \quad \text{if } m < 4,
\]
\[
H^k_{i,t} = H^k_{i,s} + O(\epsilon_k^2 \log \epsilon_k^{-1}), \quad \forall i \in I, \quad t \neq s, \quad \text{if } m = 4.
\]

The tightness of the coefficient functions is not seen in the case of \( N = 1 \). This show that the occurrence of multi bubbles forces the the coefficient functions at the blowup points to be the same. In construction of bubbling solutions one needs to know the precise information about bubbling interactions, exact location of blowup points, accurate vanishing rate of coefficient functions and specific leading terms in asymptotic expansions. All these have been covered in the main results of this article. Until now the construction of bubbling solutions for Liouville systems is still in the early stage of development, as the constructions so far are still restricted to single blowup point situations [19].

In all these main results the readers can see that sharp estimates are obtained for all the error terms. This is why we think these results will play as a central role in applications. We expect the theorems of this article to serve as a benchmark for more sophisticated discussions in the near future. Also Gu-Zhang [18] completed a degree counting program for singular Liouville systems, the corresponding discussion for leading terms of approximating critical hyper-surfaces of singular Liouville systems is another exciting unconquered land to explore. Besides these immediate impacts to closely related fields, the idea of the proof in this article, the way to overcome major difficulties in bubble interaction could lead to major advance in Chern-Simons type equations (see [20]) as well.

The main difficulty in the proof of the main theorems is on the interaction of bubbling solutions, which has a large to do with the nature of Liouville systems. For global solutions defined in \( \mathbb{R}^2 \), it is established in [13,28] that total integrations of all components form a \( n-1 \) dimensional hyper-surface similar to \( \Gamma_1 \). This continuum of energy brings great difficulty for bubbling interaction: if we only have two bubbling disks, the energy in each disk is very close to \( \Gamma_1 \), but to identify the leading term of \( \rho^k - \rho \in \Gamma_2 \) one has to prove that they are both tending the same point on \( \Gamma_1 \). It does not help to use the fact that they have the same limit, because the energy sequence may tend to its limit position very slowly. This difficulty does not exist for Toda systems, because the energy set for Toda systems is discrete. When
we have only one bubble, this bubble interaction situation can be avoided (see [30]). So the main contribution in this article is to prove that the bubbling solutions have almost the same energy in each bubbling disk. The key idea is as follows: Around each blowup point, we first use an approximation theorem of Lin-Zhang [30] to have an initial expansion of the bubbling solution. The first term of this expansion is a sequence of global solutions. In this article we identify what the global sequence is around each bubbling point and compare them using a key idea of Lin-Zhang [28] in their proof of the classification theorem for Liouville systems. It turns out that after scaling, the global sequences are extremely close to one another. Then we further prove that the energy of the global sequence is not too much different from the bubbling solutions in each bubbling disk. All the error terms must be carefully identified in order to single out the leading terms in the main theorems.

The organization of this article is as follows: In the section two we deploy the basic setting for all the topics in this article and invoke a few approximation results in previous works of Lin-Zhang. In the section three we prove the closeness of bubbling solutions around different blowup points, in which Theorems 1.1, 1.2 and 1.6 will be proved. The proof is set-up in two stages as the approximation becomes better in the second stage. Finally in the section four all other main theorems will be proved based on the precise estimates in the section three.

2 Approximation around a blowup point

First we claim that we can assume \( u^k = (u^k_1, \ldots, u^k_n) \) to satisfy

\[
\int_M h_i^k e^{u_i^k} dV_g = 1, \quad Vol(M) = 1,
\]

(2.1)

because otherwise we just consider

\[
\Theta^k_i = u^k_i - \log \int_M h_i^k e^{u_i^k} dV_g, \quad i \in I.
\]

(2.2)

Then we have

\[
-\Delta_g \Theta^k_i = \sum_{j=1}^n a_{ij} \rho_j^k (h_j^k e^{\Theta^k_j} - 1),
\]

(2.3)

where \( \Theta^k \) satisfies (2.1). Here we first set up preliminary discussions about the profile of \( u^k \) near a blowup point. Suppose \( p \) is a blowup point and in \( B(p, \delta) \) there is only one blowup point of \( u^k \). Let\n
\[
\tilde{M}_k = \max_{i \in I} \max_{x \in B(p, \delta)} u^k_i(x) + \log(\rho^k_i h^k_i(p_k)) \quad \text{and} \quad \tilde{\epsilon}_k = e^{-\frac{1}{2}\tilde{M}_k},
\]

and \( \tilde{p}_k \) be where \( \tilde{M}_k \) is attained (\( \tilde{p}_k \to p \)). Then the functions \( \tilde{u}^k_i(y) = u^k_i(\tilde{p}_k + \tilde{\epsilon}_k y) + 2 \log \tilde{\epsilon}_k \)

converge in \( C^2_{\text{loc}}(\mathbb{R}^2) \) to the limit function \( v_i \) and \( v = (v_1, \ldots, v_n) \) which is a global solution of

\[
\begin{align*}
-\Delta v_i &= \sum_{j=1}^n a_{ij} e^{v_j} \quad \text{in} \quad \mathbb{R}^2, \quad i \in I, \\
\int_{\mathbb{R}^2} e^{v_i} &< \infty, \quad i \in I, \quad \max_{i \in I} v_i(0) = 0.
\end{align*}
\]

(2.4)

Here we note that it is established in [29] that with assumptions (H1), (H2) all the bubbling solutions are fully bubbling: the limit must have \( n \) equations and no component is lost in
the limiting taking process. The classification of all global solutions of (2.4) was completed in the work of Chipot–Shafrir–Wolansky [13] and Lin-Zhang [28]. All components of \( \mathbf{v} = (v_1, \ldots, v_n) \) have one common point of symmetric symmetry. In this context, this common point is the origin.

To state more precise approximation results we write the equation in local coordinates around \( \tilde{p}_k \). In this coordinate \( ds^2 \) has the form

\[
\left\{ \begin{array}{c}
\Delta f^k_i = \sum_{j=1}^n a_{ij} \rho_j^k e^{\phi} & \text{in } B(0, \delta) \\
f^k_i(0) = 0, & \nabla f^k_i(0) = 0.
\end{array} \right.
\] (2.7)

Then we have

\[
- \Delta (u^k_i - f^k_i) = \sum_{j=1}^n a_{ij} \rho_j^k h_j^k e^{u^k_j - f^k_j} e^{f^k_j} e^{\phi}, \quad \text{in } B(0, \delta).
\] (2.8)

If we set

\[
\tilde{h}^k_i(x) = \frac{h^k_i(x)}{h^k_i(\tilde{p}_k)} e^{\phi + f^k_i},
\]

we have \( \tilde{h}^k_i(0) = 1 \),

\[
\nabla (\log \tilde{h}^k_i)(0) = \nabla (\log h^k_i)(\tilde{p}_k).
\] (2.9)

\[
\Delta (\log \tilde{h}^k_i)(0) = \Delta (\log h^k_i)(\tilde{p}_k) - 2K(\tilde{p}_k) + \sum_{j=1}^n a_{ij} \rho_j^k,
\] (2.10)

where \( \phi(0) = 0 \) is used. Thus we set

\[
\tilde{u}^k_i = u^k_i + \log \rho_i^k + \log h_i^k(\tilde{p}_k) - f^k_i,
\] (2.11)

and write the equation of \( \tilde{u}^k_i \) as

\[
\Delta \tilde{u}^k_i + \sum_{j=1}^n a_{ij} \tilde{h}_j^k e^{\tilde{u}^k_j} = 0, \quad \text{in } B(0, \delta).
\] (2.12)

Now we introduce \( \phi^k_i \) to be a harmonic function defined by the oscillation of \( \tilde{u}^k_i \) on \( B(\tilde{p}_k, \delta) \):

\[
\left\{ \begin{array}{c}
- \Delta \phi^k_i = 0, \quad \text{in } B(0, \delta), \\
\phi^k_i = \tilde{u}^k_i - \frac{1}{2\pi \delta} \int_{\partial B(0, \delta)} \tilde{u}^k_i, \quad \text{on } \partial B(0, \delta).
\end{array} \right.
\] (2.13)

Obviously \( \phi^k_i(0) = 0 \) by the mean value theorem and \( \phi^k_i \) is uniformly bounded on \( B(0, \delta/2) \) because \( u^k_i \) has finite oscillation away from blowup points. It is a standard fact (see [28,29]).
that the location of $\max_{i \in I} \max_{x \in B(0, \delta)} \tilde{u}_i^k(x) - \phi_i^k(x)$ is $O(\tilde{\epsilon}_k^2)$ (roughly speaking, the reason is 0 is a non-degenerate maximum of $u_i^k$ and $\phi_i^k(0) = 0$).

Going back to the original coordinate system, we call the maximum point after perturbation $p_k$. Now we set

$$M_k = \max_{i \in I} \max_{x \in B(0, \delta)} u_i^k(x) + \log(\rho_i^k h_i^k(p_k)) - \phi_i^k(x), \quad \epsilon_k = e^{-\frac{1}{2}M_k},$$

and we let $V^k = (V^k_1, \ldots, V^k_n)$ be the radial solutions of

$$\begin{align*}
-\Delta V_i^k &= \sum_{j=1}^n a_{ij} e^{V_j} \quad \text{in } \mathbb{R}^2, \quad i \in I, \\
V_i^k(0) &= u_i^k(p_k) + \log(\rho_i^k h_i^k(p_k)) - \phi_i^k(p_k), \quad i \in I.
\end{align*}$$

(2.14)

Note that since $p_k = \tilde{p}_k + O(\tilde{\epsilon}_k^2)$, it is easy to obtain that the oscillation of $V_i^k$ on $\partial B(p_k, \delta)$ is $O(\tilde{\epsilon}_k^2)$. The sequence of function $V^k = (V^k_1, \ldots, V^k_n)$, which agrees with $u_i^k(x) + \log(\rho_i^k h_i^k(p_k)) - \phi_i^k(x)$ at $p_k$, gives the first term in the approximation of $u_i^k$ near $p$. To state more precise approximation terms, we use

$$v_i^k(y) = u_i^k(p_k + \epsilon_k y) + \log(\rho_i^k h_i^k(p_k)) - \phi_i^k(\epsilon_k y) + 2 \log \epsilon_k, \quad |y| < \frac{\delta}{2}\epsilon_k^{-1}$$

and the following rough approximation theorem is established in [30].

**Remark 2.1** The notations $M_k$, $\epsilon_k$ are the same as those in the introduction. It is confusing at this moment, later in the multiple bubbling situation we will use $M_{k,t}$ and $\epsilon_{k,t}$ to denote the maximum of bubbling solutions and decay rate in each bubbling disk $B(p_i^k, \delta_0)$. $M_k$ is the maximum of $M_{k,t}$. But our analysis will show that we can replace $M_k$ by $M_{k,t}$, $\epsilon_k$ by $\epsilon_{k,t}$ for any $t$ and the nature of the proof does not change.

Before citing the approximation theorems in [30] we mention one simple fact implied by the Pohozaev identity. Let $\sigma_i^k = \frac{1}{2\pi} \int_{B(p_k, \delta)} h_i^k e^{u_i^k}$ and $m_i^k = \sum_{j=1}^n a_{ij} \sigma_j^k$. Let $\sigma_i = \lim_{i \to \infty} \sigma_i^k$ and $m_i = \lim_{i \to \infty} m_i^k$. As usual we set $m = \min\{m_1, \ldots, m_n\}$. Then it is established in [28] that each $m_i > 2$ and

$$\sum_{i=1}^n \sigma_i(m_i - 4) = 0.$$

Since each $\sigma_i > 0$ it is easy to see that either

$$m < 4, \quad \text{or } m_i = 4 \quad \forall i \in I.$$

(2.15)

The first approximation theorem established in [30] is a rough one that does not distinguish $m < 4$ or $m = 4$.

**Theorem 2.1** Given $\delta > 0$, there exist $C(\delta) > 0$, $k_0(\delta) > 1$ such that for $|y| \leq \frac{\delta}{2}\epsilon_k^{-1}$ and $|\alpha| = 0, 1$, the following holds for all $k \geq k_0$

$$|D^\alpha (v_i^k(y) - V_i^k(\epsilon_k y) - 2 \log \epsilon_k - \Phi_i^k(y))| \leq C \epsilon_k^2 (1 + |y|)^{4 - m - |\alpha| + \delta},$$

(2.16)

where

$$\Phi_i^k(y) = \epsilon_k (G_{1,i}(r) \cos \theta + G_{2,i}(r) \sin \theta)$$

with

$$|G_{1,i}(r)| \leq Cr(1 + r)^{2 - m + \delta}, \quad t = 1, 2.$$  

(2.17)
Note that $\Phi^k = (\Phi^k_1, \ldots, \Phi^k_n)$ denotes the projection of $v^k_i$ onto $\text{span}\{\sin \theta, \cos \theta\}$, i.e.,

$$\Phi^k_i(r \cos \theta, r \sin \theta) = e_k(G_{1,i}^k(r) \cos \theta + G_{2,i}^k(r) \sin \theta), \quad i \in I,$$  \hspace{1cm} (2.18)

with $G_{t,i}^k(r)$ ($t = 1, 2$) satisfying some ordinary differential equations to be specified later. The estimate for $|\alpha| = 1$ follows from standard gradient estimate for elliptic equations.

Theorem 2.1 does not distinguish $m < 4$ or $m = 4$. But using Theorem 2.1 in more careful computation for $m < 4$ and $m = 4$ gives rise to more accurate results as follows: Here it is important to observe that $m = 2 < 4$ if $m < 4$. If we use

$$m^k_i = \frac{1}{2\pi} \int_{B(p, \delta)} \rho^k_i h^k_i(x) e^{u^k_i} dV_g, \quad m_k = \min\{m^k_1, \ldots, m^k_n\}.$$

Clearly $m_k \to m \in (2, 4)$.

**Theorem 2.2** Suppose $m < 4$, then for $|y| \leq \frac{\rho}{2} \epsilon_k^{-1}$ and $i \in I$,

$$|D^\alpha (v^k_i(y) - (V^k_i(\epsilon_k y) + 2 \log \epsilon_k) - \Phi^k_i(y))| \leq C \epsilon_k^2 (1 + |y|)^{4-m_k - |\alpha|} \log(2 + |y|),$$  \hspace{1cm} (2.19)

where $|\alpha| = 0, 1$. Moreover $G_{t,i}^k$ ($t = 1, 2, i \in I$) satisfies

$$|G_{t,i}^k(r)| \leq C r (1 + r)^{2-m_k}, \quad 0 < r < \epsilon_k^{-1}.$$  \hspace{1cm} (2.20)

Note that Theorem 2.2 is slightly stronger than Theorem 4.2 of [30] because the latter has a logarithmic term. The reason is in the context of Theorem 2.2, the function $v^k_i$ agrees with its approximation at the origin. Theorem 2.2 can be proved just like Theorem 4.2 in [30].

**Theorem 2.3** If $m = 4$ and $|m^k_i - 4| \leq C / \log \epsilon_k^{-1}$ for all $i \in I$, then we have, for $|y| \leq \frac{\rho}{2} \epsilon_k^{-1}$ and $i \in I$,

$$|D^\alpha (v^k_i(y) - (V^k_i(\epsilon_k y) + 2 \log \epsilon_k) - \Phi^k_i(y))| \leq C \epsilon_k^2 (1 + |y|)^{-|\alpha|} (\log(2 + |y|))^2,$$  \hspace{1cm} (2.21)

where $|\alpha| = 0, 1$, and $\Phi^k$ is of the form stated in (2.18) with $G_{t,i}^k$ ($t = 1, 2$) satisfying

$$|G_{t,i}^k(r)| \leq C r (1 + r)^{-2}, \quad 0 < r < \epsilon_k^{-1}, \quad i \in I.$$  \hspace{1cm} (2.22)

### 3 Rough estimates about bubbling magnitudes

In this section, we will prove Theorems 1.1, 1.2 and 1.6. First in this section for simplicity we assume there are only two blowup points $p$ and $q$. The nature of analysis does not change if we have more blowup points.

Now we use Green’s representation to describe the neighborhood of $p_k$. The expression of $u^k_i$ is

$$u^k_i(x) = \tilde{u}^k_i + \int_M G(x, \eta) \sum_{j=1}^n a_{ij} \rho^k_j h^k_j e^{u^k_j} dV_g$$

$$= \tilde{u}^k_i + \left( \int_{B(p_k, \delta)} + \int_{B(q_k, \delta)} + \int_{M \setminus (B(p_k, \delta) \cup B(q_k, \delta))} \right) G(x, \eta) \sum_{j=1}^n a_{ij} \rho^k_j h^k_j e^{u^k_j} dV_g$$
\( \tilde{u}_i^k \) is easy to obtain.

Thus in the neighborhood of \( p_k \) we have

\( \tilde{u}_i^k(x) = \bar{u}_i^k - m_i^k \log |x - p_k| + 2\pi m_i^k \gamma(x, p_k) + 2\pi \tilde{m}_i^k G(x, q_k) + E \) (3.2)

in, say \( B(p_k, 2\delta) \setminus B(p_k, \delta/2) \). If we use the approximation theorems to evaluate \( u_i^k \) at \( p_i^k \), it is easy to obtain

\[
\bar{u}_i^k = (1 - m_i^k/2)M_k + O(1).
\]

Before more advanced estimates we first establish an elementary one:

**Proof of Theorem 1.1** From (3.3) we have

\[
\left(1 - \frac{m_i^k}{2}\right)\bar{M}_k = \left(1 - \frac{\tilde{m}_i^k}{2}\right)\bar{M}_k + O(1).
\]

Let

\[
\lambda_k = M_k/\bar{M}_k \quad \text{and} \quad \delta_i^k = O(1)/\bar{M}_k,
\]

then we have

\[
\left(\frac{m_i^k}{2} - 1\right)\lambda_k + \delta_i^k = \left(\frac{\tilde{m}_i^k}{2} - 1\right), \quad \text{for some} \ \delta > 0.
\]

It is established in [28,30] that \( m_i^k = (m_1^k, \ldots, m_n^k) \) satisfies

\[
\sum_{i=1}^n \sum_{j=1}^n a^{ij} \left(\frac{m_i^k}{2} - 1\right) \left(\frac{m_j^k}{2} - 1\right) = \sum_{i=1}^n \sum_{j=1}^n a^{ij} + E,
\]

and (3.6) also holds for \( \tilde{m}_k = (\tilde{m}_1^k, \ldots, \tilde{m}_n^k) \). Thus using (3.5) in (3.6) for \( \tilde{m}_k \), we have

\[
\sum_{i=1}^n \sum_{j=1}^n a^{ij} \left(\frac{m_i^k}{2} - \lambda_k + \delta_i^k\right) \left(\frac{m_j^k}{2} - \lambda_k + \delta_j^k\right) = \sum_{i=1}^n \sum_{j=1}^n a^{ij} + E,
\]

which can be written as a quadratic expression of \( \lambda_k \):

\[
\lambda_k^2 \sum_{i=1}^n \sum_{j=1}^n a^{ij} \left(\frac{m_i^k}{2}\right) \left(\frac{m_j^k}{2}\right) + 2 \lambda_k \sum_{i=1}^n \sum_{j=1}^n a^{ij} \left(\frac{m_i^k}{2}\right) \delta_j^k + \sum_{i=1}^n \sum_{j=1}^n a^{ij} \delta_i^k \delta_j^k.
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} a^{ij} + E/\tilde{M}_k.
\]

Let
\[
B_k = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} a^{ij} (m^k_i - 2) \delta^k_j}{\sum_{i=1}^{n} \sum_{j=1}^{n} a^{ij}}, \quad C_k = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} a^{ij} \delta^k_i \delta^k_j}{\sum_{i=1}^{n} \sum_{j=1}^{n} a^{ij}}.
\]

Here we note that \(\sum_{i=1}^{n} \sum_{j=1}^{n} a^{ij} > 0\) because \((H2)\) requires \(A\) to be invertible and \(\sum_{j=1}^{n} a^{ij} \geq 0\) for all \(i\). Then
\[
\lambda_k^2 + B_k \lambda_k + C_k = 1 + E/\tilde{M}_k.
\]

First it is obvious to observe that \(\lim_{k \to \infty} \lambda_k = 1\). Thus by 
\[
C_k = O(\bar{M}^{-2}k) \quad \text{and} \quad B_k = O(\bar{M}^{-1}k),
\]

This verifies that \(M_k - \tilde{M}_k = O(1)\) which justifies \(O(\epsilon m_k^{-2}) = O(\epsilon m_k^{-2})\). Theorem 1.1 is established.

By Theorem 1.1, all the error terms above can be improved to \(E = O(\epsilon m_k^{-2})\). Note that it is not \(O(\epsilon m^{-2})\) yet, because the closeness of \(m_k\) and \(m\) is not derived yet. Another consequence of Theorem 1.1 is that
\[
\sum_{j=1}^{n} a^{ij} \rho^k_{ij} = m^k_i - \bar{m}^k_i = O(\epsilon m_k^{-2}). \tag{3.8}
\]

Indeed, integrating the equation for \(u^k_i\) [which is \((1.1)\)], we have
\[
\sum_{j=1}^{n} \int_M a^{ij} \rho^k_{ij} h^k_j e^{u^k_j} = \sum_{j=1}^{n} a^{ij} \rho^k_{ij}. \tag{3.9}
\]

The integration of the left in \(B(p, \delta)\) and \(B(q, \delta)\) gives
\[
m^k_i + \bar{m}^k_i + O(\epsilon m_k^{-2}) = \sum_{j=1}^{n} a^{ij} \rho^k_{ij} \frac{2\pi}{2\pi}. \tag{3.10}
\]

Thus (3.8) is verified.

Here we recall a theorem in [30] about location of blowup points:

Let \(p^k_i\) be blowup points described as before. Then at each blowup point \(p^k_i\), let \(\phi^k_{it}\) be the harmonic function that eliminates the oscillation of \(\tilde{u}^k_i\) on \(\partial B(p^k_i, \delta)\) for \(\delta > 0\) small. Then it is proved in [30] that

**Theorem 3.1** If \(m < 4\)
\[
\left| \sum_{i=1}^{n} \left( \partial_t (\log h^k_t)(p^k_t) + \partial_{t\phi^k_{it}} (p^k_t) \right) \rho^k_{it} \right| \leq C \epsilon m_k^{-2}, \quad l = 1, 2, \tag{3.11}
\]

\(\odot\) Springer
where \( C \) is independent of \( k \). On the other hand, if \( m = 4 \)

\[
\sum_{i=1}^{n} \left| \partial_{i} (\log h_i^k)(p_k^k) + \partial_{i} \phi_i^k(p_k^k) \right| \rho_{it}^k \leq C \epsilon_k^2 \log \epsilon_k^{-1}, \quad l = 1, 2,
\]

(3.12)

where \( \rho_{it}^k = \int_{B(p_k^t, \delta)} \rho_i^k h_i^k e^{\rho_i^k} dV_g \).

In \( B(p_k, \delta) \), by the definition of \( \tilde{u}_i^k \) in (2.11) and the estimate of \( u_i^k \) in (3.2) we now have

\[
\tilde{u}_i^k(x) = \tilde{u}_i^k - m_i^k \log |x| + 2\pi m_i^k \gamma(x, p_k) + 2\pi \tilde{m}_i^k G(x, q_k)
+ \log \rho_i^k + \log h_i^k(p_k) - f_i^k(x) + O(\epsilon_k^{m_k-2}).
\]

(3.13)

In this neighborhood, \( \tilde{u}_i^k \) is of the form

\[
\tilde{u}_i^k(x) = V_i^k(x) + \phi_i^k(x) + O(\epsilon_k^{m_k-2}), \quad x \in B(0, \delta/2) \setminus B(0, \delta/8)
\]

where \( \phi_i^k \) be the harmonic function on \( B(p_k, \delta) \) that eliminates the oscillation of \( \tilde{u}_i^k \):

\[
\Delta \phi_i^k(x) = 0, \quad \phi_i^k(x) = \tilde{u}_i^k(x) - \frac{1}{2\pi \delta} \int_{\partial B(p_k, \delta)} \tilde{u}_i^k.
\]

Note that we have used the fact that the first order terms \( \Phi_i^k(x) = O(\epsilon_k^{m_k-2}) \) when \( x \sim 1 \). Notice that by (3.8) and the fact that \( q_k \) is not in \( B(p_k, \delta) \),

\[
\Delta_g(2\pi m_i^k \gamma(x, p_k) + 2\pi \tilde{m}_i^k G(x, q_k) - f_i^k)
= 2\pi m_i^k + 2\pi \tilde{m}_i^k - \sum_{j=1}^{n} a_{ij} \rho_j^k = O(\epsilon_k^{m_k-2}).
\]

(3.14)

By the definition of \( \tilde{u}_i^k \) in (2.11) and the comparison of (3.2) and (3.14) we have

\[
\phi_i^k(x) = 2\pi m_i^k (\gamma(x, p_k) - \gamma(p_k, p_k)) + 2\pi \tilde{m}_i^k (G(x, q_k) - G(p_k, q_k))
- f_i^k + O(\epsilon_k^{m_k-2}).
\]

(3.15)

So if we rewrite the expression of \( \tilde{u}_i^k \) as

\[
\tilde{u}_i^k(x) = \tilde{u}_i^k - m_i^k \log |x| + \phi_i^k(x) + 2\pi m_i^k \gamma(p_k, p_k) + 2\pi \tilde{m}_i^k G(p_k, q_k)
+ \log(\rho_i^k h_i^k(p_k)) + O(\epsilon_k^{m_k-2}).
\]

(3.16)

then we see that for \( x \in B(0, \delta) \setminus B(0, \delta/8) \),

\[
V_i^k(x) = -m_i^k \log |x| + \tilde{u}_i^k + 2\pi m_i^k \gamma(p_k, p_k) + 2\pi \tilde{m}_i^k G(p_k, q_k)
+ \log(\rho_i^k h_i^k(p_k)) + O(\epsilon_k^{m_k-2}).
\]

(3.17)

Similarly around \( q_k \) we have

\[
\tilde{V}_i^k(x) = -\tilde{m}_i^k \log |x| + \tilde{u}_i^k + 2\pi \tilde{m}_i^k \gamma(q_k, q_k) + 2\pi m_i^k G(q_k, p_k)
+ \log(\rho_i^k h_i^k(q_k)) + O(\epsilon_k^{m_k-2}).
\]

(3.18)
Let
\[ M_k = \max_{i \in I} \max_x \tilde{u}_i^k(x), \quad \text{in} \quad B(p_k, \delta), \]
and \( \bar{M}_k \) be the corresponding maximum in \( B(q_k, \delta) \). Then it is proved in [29] that
\[ M_k - \tilde{u}_i^k(p_k) = O(1). \]
We shall use the following notations:
\[ D_k^i = \frac{1}{2} \int_{\mathbb{R}^2} \sum_{j=1}^n a_{ij} e^{U_j^k}, \quad \alpha_i^k = M_k - \tilde{u}_i^k(p_k). \]
\( \bar{D}_k^i, \bar{\alpha}_i^k \) can be understood similarly.

In order to obtain accurate estimate of \( |m_i^k - \bar{m}_i^k| \), we first derive a simple fact about global solutions of Liouville system.

**Lemma 3.1** Let \( U = (U_1, \ldots, U_n) \) be global solution of
\[ \Delta U_i + \sum_{j=1}^n a_{ij} e^{U_j} = 0 \quad \text{in} \quad \mathbb{R}^2, \quad \text{with} \quad \int_{\mathbb{R}^2} e^{U_i} < \infty \quad \text{and} \quad U_i \text{ is radial}, \]
and suppose \( \max_{i \in I} U_i(0) = 0. \) Then
\[ U_i(r) = -m_i \log r + D_i - \alpha_i - \sum_{j=1}^n \frac{a_{ij}}{(m_j - 2)^2} e^{D_j - \alpha_j} r^{2 - m_j} + O(r^{2 - m - \delta}). \] (3.19)
where \( m_i = \frac{1}{2\pi} \int_{\mathbb{R}^2} \sum_{j=1}^n a_{ij} e^{U_j(x)} \, dx, \alpha_i = -U_i(0) \) and \( D_i = \int_0^\infty \log r \sum_{j=1}^n a_{ij} e^{U_j(r)} r \, dr. \)

**Proof of Lemma 3.1** It is easy to see that
\[ U_i(x) = -\frac{1}{2\pi} \int_{\mathbb{R}^2} \log |x - y| \sum_{j=1}^n a_{ij} e^{U_j} \, dy + c_i. \]
Recall that \( U_i(0) = -\alpha_i, \) then
\[ -\alpha_i = -\int_0^\infty \log r \sum_{j=1}^n a_{ij} e^{U_j(r)} r \, dr + c_i. \]
and
\[ U_i(x) = -\frac{1}{2\pi} \int_{\mathbb{R}^2} (\log |x - y| - \log |x|) \sum_{j=1}^n a_{ij} e^{U_j(y)} \, dy + D_i - \alpha_i - m_i \log |x| \]
\[ = -m_i \log |x| + D_i - \alpha_i + O(|x|^{-\delta}) \] (3.20)
for some \( \delta > 0. \) This expression gives
\[ e^{U_i(r)} = r^{-m_i} e^{D_i - \alpha_i} + O(r^{-m - \delta}). \]
Then we use this in the ode that \( U_i \) satisfies:
\[ U_i''(r) + \frac{1}{r} U_i'(r) = -\sum_{j=1}^n a_{ij} e^{U_j(r)}, \quad 0 < r < \infty. \]
Here we use the fact that
\[
\lim_{r \to \infty} r U'_i(r) = -m_i.
\]
Thus
\[
-m_i - r U'_i(r) = -\sum_{j=1}^{n} a_{ij} \int_{r}^{\infty} s e^{U_j(s)} ds = -\sum_{j=1}^{n} a_{ij} \frac{e^{D_j - \alpha_j}}{m_j - 2} r^{2-m_j} + O(r^{2-m-\delta}).
\] (3.21)

Then we have
\[
U'_i(r) = -\frac{m_i}{r} + \sum_{j=1}^{n} \frac{a_{ij}}{m_j - 2} e^{D_j - \alpha_j} r^{1-m_j} + O(r^{1-m-\delta}).
\]

After integration and using (3.20) we see that (3.19) holds. Lemma 3.1 is established.

The main result in this section is:

**Proposition 3.1** If \( m < 4 \),
\[
|m_i^k - \bar{m}_i^k| \leq C \delta^4 - m \epsilon_k^{m_k-2}, \quad i \in I.
\]

**Proof of Proposition 3.1** Let \( V_i^k \) be the sequence of global solutions that approximate \( \tilde{u}_i^k \) around \( p_k \), and in a neighborhood centered at \( p_k \), \( V_i^k(0) \) agrees with \( \tilde{u}_i^k \) at \( p_k \). \( \bar{V}_i^k \) is understood as the first approximation around \( q_k \) and we have We use \( m_i^{kv} \) to denote
\[
m_i^{kv} = \frac{1}{2\pi} \int_{\mathbb{R}^2} \sum_{j=1}^{n} a_{ij} e^{V_j^k} dx, \quad i = 1, \ldots, n,
\]
and \( \bar{m}_i^{kv} \) is for \( \bar{V}_i^k \). Note that a rough estimate of \( m_i^k \) based on Theorem 2.2 gives
\[
m_i^k - m_i^{kv} = O(\epsilon_k^{m_k-2}).
\]

If we use
\[
U_i(y) = V_i^k(x) + 2 \log \epsilon_k, \quad \epsilon_k = e^{-\frac{1}{2} M_k}, \quad x = \epsilon_k y.
\]
Then the expansion of \( V_i^k \) for \( |x| \) is
\[
V_i^k(x) = -m_i^{kv} \log |x| - \frac{m_i^{kv} - 2}{2} M_k + D_i - \alpha_i
\]
\[
- \sum_{j=1}^{n} \frac{a_{ij}}{(m_j^{kv} - 2)^{2}} e^{D_j - \alpha_j} \epsilon_k^{m_j^{kv} - 2} |x|^{2-m_j^{kv}} + O(\epsilon_k^{m_k-2+\delta}).
\] (3.22)

\( V^k = (V_1^k, \ldots, V_n^k) \) is the sequence of global functions that serves as the first term in the expansion of \( \tilde{u}_k \) around \( p_k \). Similarly
\[
\bar{V}_i^k(x) = -\bar{m}_i^{kv} \log |x| - \frac{\bar{m}_i^{kv} - 2}{2} \bar{M}_k + \bar{D}_i - \bar{\alpha}_i + O(\epsilon_k^{m_k-2}|x|^{2-m_i^{kv}}).
\]
Since both \( V^k = (V^k_1, \ldots, V^k_n) \) and \( \bar{V}^k = (\bar{V}^k_1, \ldots, \bar{V}^k_n) \) are radial and satisfy the same Liouville system. The dependence on initial condition gives

\[
|V^k_i(x) - (\bar{V}^k_i(\eta x) + 2 \log \eta)| \leq C \sum_{i=1}^{n} |\alpha_i - \bar{\alpha}_i| \quad \text{in} \quad B(0, R),
\]

where \( R > 0 \) is a constant, \( \eta \) is chosen to make the heights equal, in this case \( 2 \log \eta = M_k - \bar{M}_k \). We also note that one of \( \alpha_i = \bar{\alpha}_i \). Here we invoke an important result in [28].

Suppose \( \alpha_1 = 0 \), the mapping from \((\alpha_2, \ldots, \alpha_n)\) to \((\sigma_2, \ldots, \sigma_n)\) is invertible. In fact the following matrix

\[
M = \begin{pmatrix}
\frac{\partial \sigma_2}{\partial \alpha_1} & \cdots & \frac{\partial \sigma_2}{\partial \alpha_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial \sigma_n}{\partial \alpha_1} & \cdots & \frac{\partial \sigma_n}{\partial \alpha_n}
\end{pmatrix}
\]

is invertible. Note that in this proposition we use

\[
\sigma^k_i = \sum_{j=1}^{n} a_{ij} m^k_{jv}, \quad \bar{\sigma}^k_i = \sum_{j=1}^{n} a_{ij} \bar{m}^k_{jv}.
\]

Thus (3.23) can be written as

\[
|V^k_i(x) - (\bar{V}^k_i(\eta x) + 2 \log \eta)| \leq C \sum_{i=2}^{n} |\sigma^k_i - \bar{\sigma}^k_i|.
\]

By the expansion of \( \bar{V}^k_i \), we find that

\[
\bar{V}^k_i(\eta x) + 2 \log \eta = -\frac{\bar{m}^k_{iv} - 2 M_k}{2} M_{iv} \log |x| + \bar{D}_i - \bar{\alpha}_i + O(\epsilon^{-2}).
\]

The difference between \( V^k_i \) and \( \bar{V}^k_i(\eta x) + 2 \log \eta \) gives

\[
V^k_i(x) - (\bar{V}^k_i(\eta x) + 2 \log \eta) = (\bar{m}^k_{iv} - m^k_{iv}) \log |x| + \frac{\bar{m}^k_{iv} - m^k_{iv}}{2} M_k + D_i - \bar{D}_i + \bar{\alpha}_i - \alpha_i + O(\epsilon^{-2}).
\]

By the dependence of initial condition and fast decay of \( V^k \) and \( \bar{V}^k \), we have

\[
|D_i - \bar{D}_i| \leq C \sum_{i=1}^{n} |\alpha_i - \bar{\alpha}_i| \leq C \sum_{i=2}^{n} |\sigma^k_i - \bar{\sigma}^k_i|.
\]

And by the one to one correspondence between \((\alpha_1, \ldots, \alpha_n)\) to \((\sigma_2, \ldots, \sigma_n)\) and the smoothness of the mapping we also obtain

\[
\sum_{i=1}^{n} |\alpha_i - \bar{\alpha}_i| \leq C \sum_{i=2}^{n} |\sigma^k_i - \bar{\sigma}^k_i|.
\]

Combining these estimates we have

\[
\left|\frac{\bar{m}^k_{iv} - m^k_{iv}}{2} M_k\right|
\]
\[ \leq C \sum_{j=2}^{n} |\sigma_j^k - \tilde{\sigma}_j^k| + O(\epsilon_k^{m_k-2}) \quad i = 1, \ldots, n. \]  

(3.28)

After that we multiply \( a^{ij} \) with summation on \( i \) and take summation on \( j \), then we have

\[ \sum_{j=1}^{n} |\tilde{\sigma}_j^k - \sigma_j^k| \leq \frac{C}{M_k} \sum_{l=2}^{n} |\sigma_l^k - \tilde{\sigma}_l^k| + O(\epsilon_k^{m_k-2}). \]  

(3.29)

We thus obtain the following important closeness result:

\[ \sigma_i^k - \tilde{\sigma}_i^k = O(\epsilon_k^{m_k-2}/M_k), \quad i = 1, \ldots, n. \]  

(3.30)

Thus we have proved that

\[ m_{iv}^k - \tilde{m}_{iv}^k = O(\epsilon_k^{m_k-2}/M_k), \]  

(3.31)

Here \( m_k \rightarrow 4 \). Later we shall see \( m_k \) can be replaced by 4. Correspondingly

\[ m_{st}^k - \tilde{m}_{st}^k = O \left( \epsilon_k^{2 \log \frac{1}{\epsilon_k}} \right), \]  

(3.32)

but the leading term (of the order \( O(\epsilon_k^{2 \log \frac{1}{\epsilon_k}}) \) ) can be identified as a local term that involves curvature at the blowup point.

In the more general situation of \( N \) bubbles, if we use \( m_{st}^k \) to denote the energy in \( B(r_t^k, \delta_0) \), \( m_{iv}^k \) to denote the energy of the global sequence as the first term in the approximation, we have, for \( m < 4 \):

\[ m_{st}^k - m_{is}^k = O(\epsilon_k^{m_k-2}), \quad s \neq t, \quad m < 4, \]  

(3.33)

and

\[ m_{iv}^k - m_{is}^k = O \left( \epsilon_k^{m_k-2} \log \frac{1}{\epsilon_k} \right), \quad s \neq t, \quad m < 4. \]  

(3.34)

For \( m = 4 \), (3.34) also holds, and \( m_{iv}^k - m_{is}^k = O(\epsilon_k^{m_k-2} \log \epsilon_k^{-1}) \). The following lemma gives an estimate of \( \rho_i^k - \rho_i \), which determines a consequence as that

\[ O(\epsilon_k^{m_k-2}) = O(\epsilon_k^{m-2}) \quad \text{if} \quad m \in (2, 4) \]

\[ O(\epsilon_k^{m_k-2} \log \frac{1}{\epsilon_k}) = O(\epsilon_k^{2} \log \frac{1}{\epsilon_k}) \quad \text{if} \quad m = 4. \]

\textbf{Lemma 3.2} If \( m < 4 \)

\[ \rho_i^k - \rho_i = O(\epsilon_k^{m-2}), \quad i \in I. \]
Proof of Lemma 3.2  Recall that $\rho \in \Gamma_N$. Let

$$\rho_{it}^k = \int_{B(p_t, \delta)} \rho_i h_i^k e^{u_i^k} dV_g, \quad t = 1, \ldots, N, \quad E_i^k = \rho_i^k - \sum_{t=1}^N \rho_{it}^k.$$ 

Here $\delta > 0$ is small so that bubbling disks are disjoint. Clearly from $\int_M h_i^k e^{u_i^k} = 1$ and (3.37) we have

$$E_i^k = O(\epsilon_{mk}^{m_k-2}), \quad \rho_i^k = \sum_{t=1}^N \rho_{it}^k + E_i^k.$$ 

Let $\sigma_i = \frac{\rho_i}{2\pi N}$ and $\sigma_{it}^k = \frac{\rho_{it}^k}{2\pi}$. Then we write $\sigma_i = \sigma_{it} + s_{it}^k$. We have known that $s_{it}^k = o(1)$ as $k \to \infty$. Since $\rho \in \Gamma_N$ we know

$$\sum_{i=1}^n \sum_{j=1}^n a_{ij} \sigma_i \sigma_j - 4 \sum_{i=1}^n \sigma_i = 0.$$ 

On the other hand the Pohozaev identity around $p_t$ gives

$$\sum_{i=1}^n \sum_{j=1}^n a_{ij} \sigma_{it}^k \sigma_{jt}^k - 4 \sum_{i=1}^n \sigma_{it}^k = O(\epsilon_{mk}^{m_k-2}).$$ 

The difference between these two equations gives

$$\sum_{i=1}^n 2(m_i - 2) s_{it}^k + \sum_{i=1}^n \sum_{j=1}^n a_{ij} s_{it}^k s_{jt}^k = O(\epsilon_{mk}^{m_k-2}), \quad t = 1, \ldots, N. \quad (3.35)$$ 

Taking the sum of $N$ equations we have

$$\sum_{i=1}^n 2(m_i - 2) s_{it}^k + \sum_{i=1}^n \sum_{j=1}^n a_{ij} s_{it}^k s_{jt}^k = O(\epsilon_{mk}^{m_k-2}).$$ 

From Proposition 3.1 we know that the difference between any two $s_{it}^k$ is $O(\epsilon_{mk}^{m_k-2})$. Thus we have

$$\sum_{i=1}^N s_{it}^N = N s_{i1}^k + O(\epsilon_{mk}^{m_k-2})$$

and

$$N \sum_{i=1}^n s_{i1}^k + \sum_{t=1}^N \sum_{i=1}^n \sum_{j=1}^n a_{ij} s_{it}^k s_{jt}^k = O(\epsilon_{mk}^{m_k-2}).$$

By the assumption $\frac{\rho_i^k - \rho_j}{\rho_j^k - \rho_j} \sim 1$ we have $s_{it}^k / s_{jt}^k \sim 1$ for all $i, j$ because $\sum_{t=1}^N s_{it}^k = \frac{1}{2\pi} (\rho_i^k - \rho_i)$. Thus

$$s_{it}^k = O(\epsilon_{mk}^{m_k-2}), \quad t = 1, \ldots, N.$$ 

Lemma 3.2 is established. \qed

Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2} Due to the closeness between \( m_k^k \) and \( m \) (which is of the order \( O(\epsilon_k^{mk-2}) \)) we shall use \( O(\epsilon_k^{m-2}) \) instead of \( O(\epsilon_k^{mk-2}) \) in Proposition 3.1. By a similar argument, based on (3.32) we clearly have:

\[
\text{For } m = 4, \quad \rho^k_i - \rho_i = O(\epsilon_k^2 \log \frac{1}{\epsilon_k}),
\]

which gives \( O(\epsilon_k^{m-2}) = O(\epsilon_k^2) \). We thus have

\[
m_{1,t}^k - m_{1,s}^k = O \left( \epsilon_k^2 \log \frac{1}{\epsilon_k} \right), \quad t \neq s, \quad s, t \in \{1, \ldots, N\}, \quad i \in I.
\]

Recall that \( \epsilon_{i,t}^k = 2\pi \sum_{j \in I} a_{ij} m_{i,t}^k \) and \( A = (a_{ij}) \) is invertible. This theorem is proved.

Because of (3.33) the evaluation of \( u^k_1(x) \) away from bubbling disks now becomes:

\[
u^k_1(x) = \tilde{u}^k_1 + 2\pi m^k_1 \sum_{l=1}^N G^*(x, p^k_1) + O(\epsilon_k^{m-2}), \quad x \in M \setminus (\cup B(p^k_1, \delta_0)), \quad m < 4,
\]

\[
u^k_1(x) = \tilde{u}^k_1 + 2\pi m^k_2 \sum_{l=1}^N G^*(x, p^k_1) + O(\epsilon_k^2 \log \frac{1}{\epsilon_k}), \quad x \in M \setminus (\cup B(p^k_1, \delta_0)), \quad m = 4,
\]

for \( \delta_0 > 0 \) small. We recall the notation

\[
G^*(p^k_1, p^k_1) = \begin{cases} 
\gamma(p^k_1, p^k_1), & \text{if } t = l, \\
G(p^k_1, p^k_1), & \text{if } t \neq l.
\end{cases}
\]

With the information available we are in the position to prove Theorem 1.6.

Proof of Theorem 1.6 In \( B(p^k_1, \delta_0) \) we use \( V^k_1 = (V^k_{1t}, \ldots, V^k_{nt}) \) to denote the sequence of global solutions as the first term in the approximation. In the context of multiple bubbles, \( V^k_{1t} \) has two expressions:

\[
V^k_{1t} = -m^k_{1t} \log |x| + \tilde{u}^k_1 + 2\pi m^k_1 \sum_{l=1}^N G^*(p^k_1, p^k_1) + \log (\rho^k_1 \alpha^k_1(p^k_1)) + O(\epsilon_k^{m-2}),
\]

and

\[
V^k_{1t} = -m^k_{1t} \log |x| - \frac{m_{1tv}^k}{2} M_{k,t} + D_{it}^k - \alpha^k_1 + O(\epsilon_k^{m-2}),
\]

where \( m_{1tv}^k = \sum_{j=1}^n a_{ij} \sigma_{1tv}^k, \quad \sigma_{1tv}^k = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{V^k_{1t}} \).

By comparing the two expressions of \( V^k_{1t} \) we have

\[
-m^k_{1t} \log |x| + \tilde{u}^k_1 + 2\pi m^k_1 \sum_{l=1}^N G^*(p^k_1, p^k_1) + \log (h^k_1(p^k_1) \rho^k_1)
\]

\[
= -m^k_{1t} \log |x| - \frac{m_{1tv}^k}{2} M_{k,t} + D_{it}^k - \alpha^k_1 + O(\epsilon_k^{m-2}),
\]

(3.36)

where all the notations are clearly understandable under this context. Thus, for \( t \neq s \), based on the two different expression of \( \tilde{u}^k_1 \), we have

\[
\sum_{l=1}^N 2\pi m^k_1 G^*(p^k_1, p^k_1) + \log h^k_1(p^k_1) = \sum_{l=1}^N 2\pi m^k_1 G^*(p^k_1, p^k_1) + \log h^k_1(p^k_1) + O(\epsilon_k^{m-2}),
\]

\( \square \) Springer
where we have used $m_{i_{vt}}^k - m_{i_{us}}^k = O(\epsilon_k^{-2}/\log \frac{1}{\epsilon_k})$ and used $m_i^k$ to replace all $m_{i_{vt}}$ (1.22) is verified. (1.23) can be verified similarly. Theorem 1.6 is established. 

The following expression of \( \tilde{u}_i^k \) will be used

\[
\tilde{u}_i^k = \left(1 - \frac{m_i^k}{2}\right) M_{k,t} - \log(p_i^k h_i^k(p_i^k)) - 2\pi m_i^k \sum_{l=1}^N G^*(p_i^k, p_l^k) + D_i^k - \alpha_i^k + O(\epsilon_k^{-m-2}), \quad t = 1, \ldots, N, (3.37)
\]

where we used $\alpha_i^k$ and $D_i^k$ to replace any $D_i^k$ and $\alpha_i^k$ for obvious reasons. One of $M_{k,t}$ is $M_k$ and the difference between any two of these is bounded. In fact, for $t \neq s$, the difference on equations (3.37) for $t$ and $s$ gives

\[
2\pi m_i \left( \sum_{l=1}^N (G^*(p_i^k, p_l^k) - G^*(p_i^k, p_l^k)) \right) + \log \frac{h_i^k(p_i^k)}{h_i^k(p_s^k)} = -\frac{m_i - 2}{2} (M_{k,t} - M_{k,s}) + O(\epsilon_k^{-m-2}).
\]

Equivalent form is

\[
\exp \left(2\pi m_i \sum_{l=1}^N (G^*(p_i^k, p_l^k) - G^*(p_i^k, p_l^k)) \right) \frac{h_i^k(p_i^k)}{h_i^k(p_s^k)} = e^{\frac{m_i - 2}{2}}(\epsilon_{k,t}^{-1} - \epsilon_{k,s}^{-1}) + O(\epsilon_k^{-m-2}), (3.38)
\]

where $\epsilon_{k,t} = e^{-\frac{1}{2}M_{k,t}}$. Also, (3.37) gives

\[
e^{\tilde{u}_i^k} = e^{\epsilon_{k,t}^{-m_i - 2} - \epsilon_{k}^{-\alpha_i}} e^{-2\pi m_i \sum_{l=1}^N G^*(p_i^k, p_l^k)} + O(\epsilon_k^{-m-2+\delta}). (3.39)
\]

4 Proof of leading terms

Now we are in the position to prove Theorem 1.3.

**Proof of Theorem 1.3** Since $\int_M h_i^k e^{u_i^k} dV_g = 1$ we write

\[
\rho_i^k = \sum_{t=1}^N \int_{B(p_i^k, \delta_0)} \rho_i^k h_i^k e^{u_i^k} dV_g + \int_{M \setminus \bigcup_{t=1}^N B(p_i^k, \delta_0)} \rho_i^k h_i^k e^{u_i^k} dV_g = \sum_{t=1}^N \rho_{lt}^k + \rho_{ih}^k
\]

where in local coordinates

\[
\rho_{lt}^k = \int_{B(0, \delta_0)} \rho_i^k \tilde{u}_i^k e^{\tilde{u}_i^k} d\eta.
\]

Let

\[
I_1 = \{i \in I: \lim_{k \to \infty} m_i^k = m. \}
\]

Based on Proposition 3.1 for each $i \in I_1$, $m_i^k - m = O(\epsilon_k^{-2})$. If we use $V_i^k$ to be the leading term in the approximation of $\tilde{u}_i^k$ and $U_i^k$ be the scaled version of $V_i^k$, by (3.22) we have (since $m < 4$)

\[
\frac{1}{2\pi} \rho_{lt}^k = \frac{1}{2\pi} \int_{B(0, \delta_0 \epsilon_k^{-1})} \tilde{h}_i^k(0) e^{U_i^k(y)} dy + o(\delta_0)\epsilon_k^{-m-2}
\]

\[\text{Springer}\]
\[ \sigma_{iv}^k = \frac{e^{D_i - \alpha_i}}{m - 2} e_{k,t}^{m-2} \delta_0^{2-m} + E_{\delta_0}, \quad i \in I_1, \]  

(4.1)

where we denote \( \sigma_{iv}^k = \frac{1}{2\pi} \int_{\Omega} e^{\nu_{it}^k} \) and \( E_{\delta_0} = o(\delta_0) \epsilon_k^{m-2} \) and \( e_{k,t} = e^{-\frac{\delta_0}{2}} \). We did not use \( t \) in \( \sigma_{iv}^k \) because the difference between any two of them is \( O(\epsilon_k^{m-2}/M_k) \). Now for \( i \notin I_1 \) we have

\[ \frac{1}{2\pi} \rho_{it}^k = \sigma_{iv}^k + E_{\delta_0}, \]  

(4.2)

and

\[ |\rho_{ib}^k| = E_{\delta_0}. \]  

(4.3)

Combining (4.1), (4.2), (4.3) we have

\[
\sum_{i=1}^n \frac{4}{2\pi} \rho_{it}^k - \sum_{i=1}^n \sum_{j=1}^n a_{ij} \rho_{it}^k \rho_{jt}^k = 4 \sum_{i=1}^n \left( \sigma_{iv}^k - \frac{e^{D_i - \alpha_i}}{m_i - 2} \delta_0^{2-m_i} \epsilon_{k,t}^{m_i-2} \right) \]

\[- \sum_{i=1}^n \sum_{j=1}^n a_{ij} \left( \sigma_{iv}^k - \frac{e^{D_i - \alpha_i}}{m_i - 2} \delta_0^{2-m_i} \epsilon_{k,t}^{m_i-2} \right) \left( \sigma_{jv}^k - \frac{e^{D_j - \alpha_j}}{m_j - 2} \delta_0^{2-m_j} \epsilon_{k,t}^{m_j-2} \right) + E_{\delta_0} \]

\[- \frac{4}{m-2} \sum_{i \in I_1} e^{D_i - \alpha_i} \delta_0^{2-m_i} \epsilon_{k,t}^{m_i-2} + 2 \sum_{i \in I_1} \sum_{j=1}^n a_{ij} \delta_0^{2-m_j} \epsilon_{k,t}^{m_j-2} + E_{\delta_0} \]

\[ = 2\delta_0^{2-m} \epsilon_{k,t}^{m-2} \sum_{i \in I_1} e^{D_i - \alpha_i} + E_{\delta_0}. \]

Note that \( m_i = \sum_{j=1}^n a_{ij} \sigma_{jv}^k + O(\epsilon_k^{m-2}/M_k) \). For \( i \in I_1 \), using (3.37) we have

\[ \rho_{ib}^k = \int_{M \cup \bigcup_{t=1}^N B(p_t^k, \delta_0)} \rho_{it}^k h_t^k e^{\nu_{it}^k} dV_g \]

\[ = \rho_{it}^k e^{\nu_{it}^k} \int_{M \cup \bigcup_{t=1}^N B(p_t^k, \delta_0)} h_t^k e^{2\pi m \sum_{i=1}^N G(x, p_t^k)} + E_{\delta_0}. \]  

(4.4)

Now we define \( N \) open sets \( \Omega_{t, \delta_0} \) such that they are mutually disjoint, each of them contains a bubbling disk and their union is \( M \):

\[ B(p_t^k, \delta_0) \subset \Omega_{t, \delta_0}, \quad \bigcup_{t=1}^N \Omega_{t, \delta_0} = M, \quad \Omega_{t, \delta_0} \cap \Omega_{s, \delta_0} = \emptyset, \quad \forall t \neq s. \]

In each \( \Omega_{t, \delta_0} \) we use (3.39) to write \( \rho_{ib}^k \) as (for \( i \in I_1 \))

\[ \rho_{ib}^k = \rho_{it}^k e^{\nu_{it}^k} \sum_{t=1}^N \int_{\hat{\Omega}_{t, \delta_0}} h_t^k e^{2\pi m \sum_{i=1}^N G(x, p_t^k)} \]

\[ = \sum_{t=1}^N \int_{\hat{\Omega}_{t, \delta_0}} e^{m-2} \frac{h_t^k(x)}{h_t^k(p_t^k)} e^{D_t - \alpha_t} e^{2\pi m \sum_{i=1}^N G(x, p_t^k) - G_0(p_t^k, p_t^k)} dV_g \]

\[ + E_{\delta_0}, \]  

(4.5)
where \( \Omega_{t, \delta_0} = \Omega_{t, \delta_0} \setminus B(p^k_t, \delta_0) \). Now we put estimates together to have

\[
4 \sum_{i=1}^{n} \frac{\rho_i^k}{2\pi N} - \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \frac{\rho_i^k}{2\pi N} \frac{\rho_j^k}{2\pi N} = 4 \sum_{i=1}^{n} \left( \sum_{t=1}^{N} \frac{\rho_i^k}{2\pi N} + \frac{\rho_i^k}{2\pi N} \right) - \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \left( \sum_{t=1}^{N} \frac{\rho_i^k}{2\pi N} + \frac{\rho_i^k}{2\pi N} \right) \left( \sum_{s=1}^{N} \frac{\rho_j^k}{2\pi N} + \frac{\rho_j^k}{2\pi N} \right)
\]

\[
= 2 \sum_{i=1}^{n} \sum_{t=1}^{N} \delta_0^2 \epsilon_{k,t}^m m^{-2} e^D_{t,-\alpha_i} - 2(m-2) \sum_{i=1}^{N} \frac{\rho_i^k}{2\pi N} + E_{\delta_0}.
\]

Using (4.5) in the expression above we have

\[
4 \sum_{i=1}^{n} \frac{\rho_i^k}{2\pi N} - \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \frac{\rho_i^k}{2\pi N} \frac{\rho_j^k}{2\pi N} = 2 \sum_{i=1}^{n} e_0^D_{t,-\alpha_i} \sum_{t=1}^{N} \epsilon_{k,t}^m \mathcal{D}_{i,t} + E_{\delta_0}, \tag{4.6}
\]

where

\[
\mathcal{D}_{i,t} = \left( \epsilon_{k,t}^m - \frac{(m-2)}{2\pi} \int_{\Omega_{t, \delta_0}} h_{i}^{k}(x) e^{2\pi m \sum_{j=1}^{N} G(x, p^k_t) - G^*(p^k_t, p^k_t)} dV_g \right).
\]

Since one of \( \epsilon_{k,t} \) is \( \epsilon_k \), say \( \epsilon_{1,t} = \epsilon_k \), based on (3.38) we use

\[
c_t = e_{k,t}^{m-2} \left/ \epsilon_k^{m-2} \right. = \frac{h_{i}^{k}(p^k_t) e^{2\pi m \sum_{j=1}^{N} G^*(p^k_t, p^k_t)}}{h_{i}^{k}(p^k_t) e^{2\pi m \sum_{j=1}^{N} G^*(p^k_t, p^k_t)}}. \tag{4.8}
\]

Here we note that (3.38) implies that for \( i \in I_1 \), \( c_i \) is independent of \( i \in I_1 \). Then we use \( D + o(1) \) to represent

\[
D + o(1) := \sum_{i=1}^{n} e_0^D_{t,-\alpha_i} \sum_{t=1}^{N} c_t \mathcal{D}_{i,t}. \tag{4.9}
\]

and the leading term of 

\[
4 \sum_{i=1}^{n} \frac{\rho_i^k}{2\pi N} - \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \frac{\rho_i^k}{2\pi N} \frac{\rho_j^k}{2\pi N} \text{ is written as}
\]

\[
= 2 \sum_{i=1}^{n} \frac{\rho_i^k}{2\pi N} \frac{\rho_i^k}{2\pi N} = 2 \frac{N}{\epsilon_k^{m-2}} (D + o(1)),
\]

where \( o(1) \) stands for the infinitesimal quantity when \( \delta_0 \to 0 \). Here it is important to observe that \( D \) is involved with integration on the whole manifold. Theorem 1.3 is established. \( \square \)

**Proof of Theorem 1.5** Around each \( p^k_t \), an extension of (3.15) can be easily determined to be

\[
\phi^k_i(x) = 2\pi m_i (\gamma(x, p^k_t) - \gamma(p^k_t, p^k_t)) + \sum_{l \neq t} 2\pi m_i (G^*(x, p^k_l) - G^*(p^k_t, p^k_l))
\]

\[
- f^k_i(x) + E_1, \tag{4.10}
\]

where \( E_1 = O(\epsilon_k^{m-2}) \) if \( m < 4 \) and is \( O(\epsilon_k^2 \log \frac{1}{\epsilon_k}) \) if \( m = 4 \). Correspondingly,

\[
\nabla \phi^k_i(p^k_t) = 2\pi m_i \sum_{l=1}^{N} \nabla G^*(p^k_l, p^k_t) + E_1. \tag{4.11}
\]
With these notations, (1.19) and (1.20) follow immediately. Theorem 1.5 is established. □

Finally we prove Theorem 1.4.

Proof of Theorem 1.4

\[
\rho_i^k = \sum_{l=1}^{N} \int_{B(p_i^k, \delta_0)} \rho_l^k h^k_i e^{\alpha^k_i} dV_g + \int_{M \setminus \cup_{l=1}^{N} B(p_i^k, \delta_0)} \rho_l^k h^k_i e^{\alpha^k_i} dV_g.
\]

We continue to use the notation \( \rho^k_{\text{It}} \) and \( \rho^k_{\text{Ib}} \). By (3.3) and Theorem 2.3 the second integral is \( O(\varepsilon_k^2) \), this is the same as the computation for the single equation [11].

Now we use the expansion of bubbles to compute each \( \rho^k_{\text{It}} \). By the expansion of \( \tilde{u}_t^k \) around \( p_t^k \), we have

\[
\rho^k_{\text{It}} = \int_{B(p_t^k, \delta_0)} \rho^k_l h^k_i e^{\alpha^k_i} dV_g = \int_{B(0, \delta_0)} \tilde{h}_i^k e^{\phi^k_i} e^{\tilde{u}_t^k - \phi^k_i} d\eta
\]

\[
= \int_{B(0, \delta_0)} \rho^k_l h^k_i (p_t^k) e^{U^k_i(\eta)} d\eta + O(\varepsilon_{k,t}^2)
\]

\[
+ \int_{B(0, \delta_0) \setminus B(\varepsilon_{k,t}^2)} \rho^k_l h^k_i (p_t^k) e^{U^k_i(\eta)} d\eta.
\]

From (3.38) we see that \( \varepsilon_{k,t} \) can be replaced by \( \varepsilon_k \). Hence the first integral on the right hand side of the above is \( O(\varepsilon_k^2) \) different from the global solution in the approximation of \( \tilde{u}_t^k \) around \( p_t^k \). So we use \( \sigma^k_{\text{It}} \) to denote it. For \( t \neq s \), from (3.31) we see that

\[
\sigma^k_{\text{It}} - \sigma^k_{\text{Ib}} = O(\varepsilon_k^2 / \log \frac{1}{\varepsilon_k}).
\]

To evaluate the last term, we first use the definition of the \( \tilde{h}_i^k \) to have

\[
\nabla \tilde{h}_i^k (0) \cdot \phi^k_i (0) = 2\pi m_i \frac{\nabla h_i^k (p_t^k)}{h_i^k (p_t^k)} \cdot \sum_{l=1}^{N} \nabla_1 G^*(p_l^k, p_t^k) + O \left( \varepsilon_k^2 \log \frac{1}{\varepsilon_k} \right),
\]

and

\[
\Delta \tilde{h}_i^k (0) = \frac{\Delta h_i^k (p_t^k)}{h_i^k (p_t^k)} - 2K (p_t^k) + \sum_{j=1}^{n} a_{ij} \rho_j + O \left( \varepsilon_k^2 \log \frac{1}{\varepsilon_k} \right)
\]

\[
= \frac{\Delta h_i^k (p_t^k)}{h_i^k (p_t^k)} - 2K (p_t^k) + 8\pi N + O \left( \varepsilon_k^2 \log \frac{1}{\varepsilon_k} \right).
\]

Then we define \( b^k_{\text{It}} \) as

\[
b^k_{\text{It}} = e^{D_1 - \alpha_i} \left( \frac{1}{4} \frac{\Delta h_i^k (p_t^k)}{h_i^k (p_t^k)} - K (p_t^k) + 4\pi N \right.
\]

\[
+ 4\pi \frac{\nabla h_i^k (p_t^k)}{h_i^k (p_t^k)} \cdot \sum_{l=1}^{N} \nabla_1 G^*(p_l^k, p_t^k) + 16\pi^2 \left| \sum_{l=1}^{N} \nabla_1 G^*(p_l^k, p_t^k) \right|^2 \right).
\]
With this $b^{k}_{it}$ we have
\[ \frac{\rho^{k}_{it}}{2\pi} = \sigma^{k}_{iv} + b^{k}_{it} e^{2}_{k} \log \frac{1}{e_{k}} + O(e^{2}_{k}). \]

Consequently,
\[ 4 \sum_{i=1}^{n} \frac{\rho^{k}_{i}}{2\pi N} - \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \frac{\rho^{k}_{i}}{2\pi N} \frac{\rho^{k}_{j}}{2\pi N} \]
\[ = 4 \sum_{i=1}^{n} \sum_{t=1}^{N} \frac{\rho^{k}_{it}}{2N\pi} - \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \left( \sum_{t=1}^{N} \frac{\rho^{k}_{it}}{2\pi N} \right) \left( \sum_{s=1}^{N} \frac{\rho^{k}_{js}}{2\pi N} \right) \]
\[ = 4 \sum_{i=1}^{n} \frac{\sigma^{k}_{iv}}{N} - \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \frac{\sigma^{k}_{iv} \sigma^{k}_{jv}}{N} + 4 \sum_{i=1}^{n} \sum_{t=1}^{N} \frac{\sigma^{k}_{it}}{N} - 2 \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{t=1}^{N} a_{ij} \frac{\sigma^{k}_{iv} \sigma^{k}_{jt}}{N} \]
\[ + O(e^{2}_{k}) \]
\[ = -4e^{2}_{k} \log e^{-1}_{k} \sum_{i=1}^{n} \sum_{t=1}^{N} b^{k}_{it} + O(e^{2}_{k}). \] (4.14)

where $\tilde{e}_{k}$ stands for $e^{2}_{k} \log \frac{1}{e_{k}}$. Theorem 1.4 is established.
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