Quantitative phase imaging (QPI) can acquire dynamic data from living cells without the need for physical contact. We presented a real-time and stable dynamic imaging system for recording complex fields of transparent samples by using Fourier transform based on off-axis interferometry. We calculated and removed the system phase without sample to obtain the real phase of the sample, so as to ensure that the system has the ability to accurately measure the phase. The temporal and spatial phase sensitivity of the system was evaluated. Benefit from the ability to record the dynamic phase and phase profile of a specimen, a standard sample (polystyrene microspheres) is investigated to demonstrate the efficiency of this imaging system and we have observed the variation of erythrocyte membrane during Red Blood Cells (RBCs) spontaneous hemolysis with different mediums. Experimental results indicate that the phase of non-anticoagulant RBC changed apparently than anticoagulant RBC and the system could be applied to real-time noninvasive and label-free identification of living cells.
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1 INTRODUCTION

Most living cells are almost transparent when illuminated by visible light, essentially acting as phase objects. Same techniques such as phase-contrast microscopy and differential interference difference microscopy can carry out microscopic imaging of transparent samples, consequently revealing the structural details of biological systems [1, 2]. In spite of this, the information of the illumination field obtained by these techniques is only qualitative, and it is difficult to describe the morphology of the sample quantitatively. Both non-interference and interference methods have been widely used in quantitative phase imaging of biological samples. For example, the microscopy based on intensity transfer equations can realize phase imaging of biological samples through a series of numerical operations [3–6]. However, it is limited by the complexity of the calculation process and the long time required. The advantages of digital holographic microscopy (DHM) are rapid, non-destructive, and high-resolution which is widely used in the study of cell structural characteristics, cell deformation, cell dynamics, etc., [7–10]. Meanwhile, it can also be combined with other technologies [11–13] to form a multi-mode microscopic imaging technology. The acquisition rate of this technique is limited only by CCD and has the ability to measure the morphological characteristics of living cells in real-time [14, 15]. However, it should not be ignored that the real-time monitoring quality and the longest observation time of QPI will be limited by the overall stability of the imaging system [16, 17]. In off-axis DHM, the low contrast of interference fringes usually reduces the phase sensitivity of the system. In addition, camera dark noise, read noise and
other instrumental parameters may affect the measurement sensitivity of the system [18]. The spatial sensitivity of the system is easily affected by speckle noise factors such as scattering field of impurities on optical elements and random interference noise patterns generated by specular reflection of various surfaces in the system, or environmental factors such as mechanical vibration and air density fluctuations. Spatial light interference microscopy (SLIM) is considered as a method to reduce speckle noise inherent in laser light source [19]. In conclusion, it is significant to check and reduce the influence of noise and environmental factors on measurement sensitivity during post-processing. In the process of off-axis spatial filtering, the Fourier transform involved will also bring unnecessary noise to the image. Therefore, in order to ensure the spatial phase sensitivity of QPI, it is particularly important to subtract the background phase.

In this paper, an off-axis real-time digital holographic microscopy system based on Mach-Zehnder interferometer was designed, to solve the above problems, we acquired the background phase firstly by dealing with the interference fringe without a sample then the phase caused only by the sample can be computed by subtracting the background phase. Consequently, the dynamic imaging of the phase only caused by the sample could be achieved. To verify the feasibility of the imaging system, we have demonstrated the experiments on polystyrene microspheres and red blood cells [20–23].

2 SYSTEM AND METHODS

2.1 Experimental Setup

A typical setup of off-axis interferometry is depicted in Figure 1A. A continuous wave (CW) laser (MRL-III-650L, Changchun new industry), which was used for the imaging Mach-Zehnder interferometer, was steered to the first non-polarized beam splitter (NPBS), after which the beam was separated to perform off-axis interferometry. The sample was placed on a three-axis displacement table for wide-field illumination. An objective (Daheng Optics, GCO-213 40x, NA = 0.60) imaged the sample to a scientific complementary metal-oxide-semiconductor (sCMOS) camera which was positioned at the imaging plane of the objective, where an exact (magnified) replica of the sample field can be formed. The acquisition rate of the sCMOS that we used (PCO.Panda.4.2, Germany) is 48 frames/s when acquiring at the full resolution of 2048 × 2048 pixels. To produce a clean reference beam, a 20 μm pinhole was placed within the reference path at the common focus of a pair of lenses (L1 and L2).
performing spatial filtering. Finally, the reference field was slightly tilted relative to the sample beam and interfered with the sample beam to form uniform phase modulation fringes in sCMOS. The standard Fourier transform (FT) algorithm was adopted to reconstruct the amplitude and phase [2,4]. Specifically, the camera respectively recorded a hologram with and without a sample and performed a fast two-dimensional Fourier transform (By selecting the higher-order information in the spectrum to fundamental and performing the inverse Fourier transform), by subtracting and unwrapping the phase information, the phase directly related to the sample can be obtained. Off-axis interferogram was recorded after optimized the fringe contrast with an exposure time of 10 ms. The temporal and spatial phase sensitivity was evaluated as shown in Figure 1B,D a 30 s continuous and a series of different points measurement of the phase without samples). The absolute value of the phase is not meaningful, but the relative change of the phase is meaningful. The standard deviation of points was selected to demonstrate the time-space domain phase fluctuation, the smaller the value, the more stable the phase, which shows great temporal-spatial stability as shown in Figure 1C,E.

2.2 Principle
As for the spatial coherence imaging system, the intensity comes out at sCMOS has the form:

$$I = |U_0|^2 + |U_1(x, y)|^2 + 2|U_0||U_1(x, y)| \cos(\varphi(x, y) + 2\pi f_{sx} x + 2\pi f_{sy} y + \varphi_n)$$  

(1)

$|U_0|^2$ and $|U_1(x, y)|^2$ represent the irradiance distribution of reference and the irradiance distribution of sample respectively, $\varphi(x, y)$ represents the optical delay caused by the sample, which is the amount of interest in the experiments, $f_{sx}$ and $f_{sy}$, respectively, represent the spatial frequencies of fringes with X and Y direction, and $\varphi_n$ is the additional phase modulation introduced by the environment noise. For easy description, we denote $2\pi f_{sx} x + 2\pi f_{sy} y$ as $\varphi_{sym}$. By Fourier high-pass filtering, the interference term $U(x, y)$ can be isolated:

$$U(x, y) = 2|U_0|U_1(x, y)| \cos(\varphi(x, y) + \varphi_{sym} + \varphi_n)$$  

(2)

By applying Euler’s formula, $j$ represents an imaginary unit:

$$U(x, y) = |U_0|U_1(x, y)\left(e^{j\varphi(x, y) + \varphi_{sym} + \varphi_n} + e^{-j\varphi(x, y) + \varphi_{sym} + \varphi_n}\right)$$  

(3)

In the spectrum, the interference term $U(x, y)$ is divided into two parts as follow, which distribute along the center fundamental frequency signal symmetrically and contain the same high-frequency information, $F$ is the Fourier operator, $u(k_x, k_y)$ is the Fourier transform of $U(x, y)$.

$$u(k_x, k_y)_{+1} = |U_0|F\left[U_1(x, y)e^{j\varphi(x, y) + \varphi_{sym} + \varphi_n}\right]$$

$$u(k_x, k_y)_{-1} = |U_0|F\left[U_1(x, y)e^{-j\varphi(x, y) + \varphi_{sym} + \varphi_n}\right]$$

(4)

By taking any term ($u(k_x, k_y)_{+1}$ or $u(k_x, k_y)_{-1}$) in the spectrum as higher-order information and return it to the fundamental frequency:

$$u(k_x, k_y)_{\pm 1} = |U_0|F[U_1(x, y)e^{j\varphi(x, y) + \varphi_n}]$$  

(6)

The term $\varphi_{sym}$ introduced by moving reference beam is eliminated.

The phase and amplitude information of the sample could be obtained by inverse Fourier transform of $u(k_x, k_y)_{\pm 1}$ in the spectrum back to the spatial domain:

![Figure 2](image-url) Complex field and Phase measurement results of polystyrene microspheres. (A) Interferogram image at 0.1 s. (B) Amplitude image at 0.1 s. (C) Phase image at 0.1 s. (D) Phase profile of horizontal direction curves at the location indicated by the white dashed line shown in (C).
\[ \phi(x, y) = \varphi(x, y) + \varphi_n \]  

The phase calculated here includes the phase caused by non-samples, which we solve in this paper by the following method. The phase caused by ambient noise or the possible presence of impurity scattering field \( \varphi_n \) in the system can be obtained by performing the same process above on the interferogram without samples. Finally, the real phase value of the target sample can be obtained by calculating the difference between the phase value obtained with and without the sample \( \varphi(x, y) = \phi(x, y) - \varphi_n \). It can be seen from Figure 1 that this method can make the system have good measurement sensitivity.

### 2.3 Sample Preparation

To demonstrate the phase stabilization ability of the proposed method, we performed QPI of polystyrene sphere as well as the RBC spontaneous hemolysis. For the study, all cell samples were taken from three-month-old mice. After euthanasia on mice (Put the mouse’s body straight, lift it up about 30° diagonally, and instantly break the cervical vertebra according to IACUC guidelines), we extracted blood by removing the eyeballs of mice. For comparison, we divide the obtained blood into two parts, one immediately poured into a centrifuge tube with anticoagulant and the other not, centrifuged for 5 min at a speed of 2000 RPM, and then sucked 2 \( \mu \)l red blood cells on a slide for imaging experiments with our experimental system. Animal related experiments were approved by Guangdong Medical Experimental Animal Center (Code: C202110-01).

### 3 RESULTS

Using quantitative phase imaging techniques for live cell monitoring can better reflect other cell information such as phase, optical thickness, etc. We first achieved the complex field and phase measurement ability of our system using standard samples (polystyrene microspheres) as shown in Figure 2. Polystyrene microsphere is a common test target because of its simple and easily identifiable structure. The polystyrene microspheres we use are about 10 microns with refractive index of 1.60. We took a hologram of the sample as shown in Figure 2A in Olympus oil medium with approximate refractive index of 1.52. Figure 2B,C show the overall amplitude and phase distributions with Fourier transform (FT) algorithm. The phase information shows the spherical structure of the sample, what’s more, we plotted the phase profile as shown in Figure 2D to verify the effectiveness of our imaging system. (Real-time dynamic process of the polystyrene microspheres See Supplementary Figure S1).
Then, we imaged living red blood cells with different mediums. The result of the complex field of the blood cell without anticoagulant and its phase profile at 1 s are shown in Figure 3A–D, and Figure 3E–H shows the results of the red blood cell with anticoagulant. After obtaining the interferogram (Figure 3A) with high contrast, the complex field of this sample was obtained by using the algorithm introduced above, as shown in Figure 3B,C. To verify the accuracy of the achieved phase, the phase value across the middle white line was plotted (Figure 3D) which showed the unique structure of RBCs.

To observe the morphological changes of red blood cells during spontaneous hemolysis, phase measured for 4 consecutive hours, the results of the first 2 h were shown in Figure 4. On the one hand, it can be clearly observed that the structure of the non-anticoagulant RBC membrane has undergone significant changes as shown in Figure 4A–E which is caused by the variation of its osmotic pressure between internal and external during cell spontaneous hemolysis [7]. Specifically, the RBC (Figure 4A) has a complete structure that means it has two peaks which can be seen from its phase curve shown in Figure 3D. An hour later, as shown in Figure 4F, the RBC only has one peak which indicates both that its cell membrane morphology has changed and it has died. From Figure 4 C,D,E, we
can find that the morphology of the RBC is basically unchanged cause of death of the cell. On the other hand, the results in Figure 4G–K show that the anticoagulant RBC membrane has not changed significantly and the RBC has two peaks all the time as shown in Figure 4L. Comparing Figure 4A–E with Figure 4G–K, it can be found that due to the addition of anticoagulants to the samples, which enabled the RBC to maintain physiologically active for a long time and with no obvious variation of the RBC phase. The dynamic phase of the RBC was continuously acquired after 2 hours for approximately 120 min with 30 s intervals as shown in Supplementary Figures S2, S3.

To show the phase variation of the non-anticoagulant and anticoagulant RBC in 2 hours qualitatively, we continually recorded the maximum phase of the cells with 10 min intervals and calculate its average value as shown in Figure 5A and Figure 5B. Apparently, the maximum phase of non-anticoagulant RBC trended to change in one direction, but of which the anticoagulant RBC changed little and leveled off at the same time. The standard deviation was used to show the stability of data usually. Compared with the anticoagulant RBC, the standard deviation of the non-anticoagulant RBC phase maximum is bigger which means non-anticoagulant RBC has changed sharply and the addition of anticoagulants has the effect of making the cell morphology last longer.

4 CONCLUSION

In summary, we have measured the complex field of objects using off-axis interferometry. The dynamic phase and phase profile are used to describe the morphology changes of the sample. We have observed the spontaneous hemolysis process of red blood cells with two different mediums in 2 hours (with anticoagulant or not). For the non-anticoagulant RBC, the cell membrane changed significantly during spontaneous hemolysis. We also quantitatively described the spontaneous hemolysis of red blood cells in two ambient fluids by using the standard deviation of the maximum phase. The advantages of our system are that good measurement stability of the system is obtained by subtracting the background phase, the phase and profile information are combined and can be detected in real-time, and the time of one single shoot needed is about 0.1 s. We believe that this work can be applied to the physiological detection of living cells.
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