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Abstract

We present a detailed study on Variational Autoencoders (VAEs) for anomalous jet tagging at the Large Hadron Collider. By taking in low-level jet constituents’ information, and training with background QCD jets in an unsupervised manner, the VAE is able to encode important information for reconstructing jets, while learning an expressive posterior distribution in the latent space. When using the VAE as an anomaly detector, we present different approaches to detect anomalies: directly comparing in the input space or, instead, working in the latent space. In order to facilitate general search approaches such as bump-hunt, mass-decorrelated VAEs based on distance correlation regularization are also studied. We find that the naive mass-decorrelated VAEs fail at maintaining proper detection performance, by assigning higher probability to some anomalous samples. To build a performant mass-decorrelated anomalous jet tagger, we propose the Outlier Exposed VAE (OE-VAE), for which some outlier samples are introduced in the training process to guide the learned information. OE-VAEs are employed to achieve two goals at the same time: increasing sensitivity of outlier detection and decorrelating jet mass from the anomaly score. We succeed in reaching excellent results from both aspects. Code implementation of this work can be found at Github.
I. INTRODUCTION

Supervised classifiers based on deep neural networks have been used for boosted jet tagging and event selection at the LHC. They have become a mature research topic in the past few years. Despite the success of supervised taggers, the problem of searching for new physics signals suffer from unclear search channels and unpredictable signal properties. It’s thus worth exploring other methods beyond the specific supervised taggers to probe new physics signals in a model-independent manner. Model-independent and data-driven approaches, especially assisted by modern machine learning techniques, are becoming potential alternative search strategies nowadays. Unsupervised learning methods including clustering, density estimation, etc. have been used in the general scope of detecting novel or anomalous events [1–3]. In applications for LHC physics, some anomaly detection methods [4–14] including density estimation, weakly-supervised classification, etc. have been studied recently.

Traditional density-based or distance-based anomaly detection methods don’t scale well with the size of the training set or the dimensionality of the input features. In contrast, deep neural networks succeed in modeling complex high-dimensional density distributions, and are thus used to process high-dimensional data. In particular, deep generative models have made great breakthroughs in generating complex distributions in the domain of computer vision and natural language modeling. Deep generative models are trained to generate samples similar to the training samples, and are thus supposed to learn the data distribution and be able to evaluate the likelihood correctly. It naturally leads to the solution of using deep generative models for new physics search, while taking in all low-level features as input and being as model-independent as possible. Especially, Autoencoders (AEs) and Variational Autoencoders (VAEs) have been explored for new physics searches recently. While [15, 16] employ high-level features and physics observables as input, [17–19] work on low-level jet constituents instead to tag non-QCD jets. For anomalous jet tagging, autoencoders trained with only QCD jets are used to detect non-QCD signals such as boosted top jets. In Fig. 1, we depict the schematic of AE-based anomalous jet tagger. Autoencoders employ a bottleneck architecture to effectively reduce the data dimensionality and extract relevant information for reconstructing input features. The basic idea of using autoencoders as anomaly detector is assuming that the trained AEs will be able to reconstruct samples
similar to training samples (in-distribution, InD), while giving large reconstruction errors when applied to unseen datasets (out-of-distribution, OoD). At the same time, adversarial training to decorrelate jet mass from the reconstruction error has been explored to assist bump-hunt based new physics searches [17].

However, using reconstruction error to detect anomalies in this case is only an empirical, though sometimes effective, assumption. The latent representations of deterministic AEs are not optimized towards robust anomaly detection, and have random/unregularized behaviour (see the illustrative latent distribution of QCD samples in Fig. 1). A simple idea of regularizing the latent space will lead us to the Variational Autoencoders [20]. By modeling the distributions rather than the discrete points in the latent space, VAE promotes continuous latent representations capturing more physical meaning. As indicated in Fig. 2, VAE has a regularized latent distribution imposed by minimizing a divergence in the latent space, in addition to minimizing the reconstruction error in the input space as in the case of deterministic AEs. Migrating from deterministic Autoencoders to Variational Autoencoders for anomalous jet tagging, there are a few motives: regularized latent representations, combination with generative modeling with latent variables, and a Bayesian framework for maximum likelihood estimation.

![Schematic of Autoencoder-based anomalous jet tagger.](image)

FIG. 1: Schematic of Autoencoder-based anomalous jet tagger. Jet reconstruction is encouraged by minimizing the reconstruction error between outputs \{\hat{E}_i, \hat{P}_{xi}, \hat{P}_{yi}, \hat{P}_{zi}\} and inputs \{E_i, P_{xi}, P_{yi}, P_{zi}\}.

While [15] studies VAEs for event selection based on high-level observables, there is, however, not yet any application using VAEs in the context of low-level jet features. In this work, we apply VAEs to anti-QCD tagging taking low-level constituents as input to maximize the information capacity, with possibilities of utilizing anomaly metrics in both input space...
FIG. 2: Schematic of Variational Autoencoder based anomalous jet tagger. Both the reconstruction error between outputs and inputs and the divergence of latent distributions are required to be optimized.

and latent space. To have a fair assessment of the anomaly detection performance, we tailor a series of test jet sets spanning in the range of different jet masses and jet types. Other than the reconstruction error used in corresponding deterministic AEs applications, we examine a few alternative anomaly metrics. To facilitate large radius jet based new physics searches such as bump-hunt, we implement a mass-decorrelated VAE tagger in a regularization-based approach [21], which is faster and easier to train than an auxiliary adversarial network.

Despite the fact that generative models provide us a simple approach for dealing with high-dimensional anomaly detection, they are not guaranteed to succeed for all the use cases. This problem is also reported in the computer vision applications of anomaly detection in the machine learning community. In anomaly detection of natural images, it was found that sometimes higher probability is assigned to out-of-distribution samples than in-distribution samples [22, 23]. We observed the similar phenomenon in our anti-QCD tagging using VAEs. Outlier Exposure (OE) [23] is proposed to solve this probability mis-assignment problem (i.e. outliers are assigned with higher probability). By injecting some outlier samples in the training process, it helps the autoencoder get better separation for InD samples and OoD samples. It is also reported that it generalizes to other OoD distributions. Furthermore, the auxiliary task of OE also provides us a very good handle to shape the latent data manifold tailored to our tasks. Thus we introduce the Outlier Exposed VAEs (OE-VAEs) for anomalous jet tagging in this work. In our case, we employ outlier exposure not only as
an inducer for detecting sensitivity of unseen outlier samples, but also as a tool to guide and
tune the information encoded. Using outlier samples as a leverage, we pursue decorrelation
effects by using equivalent “planing” [24, 25] (or, reweighting samples to obtain identical
distributions) in jet mass. We achieve very good mass decorrelation by matching mass
distributions between the exposed outlier dataset and the in-distribution training dataset,
while at the same time gaining promising sensitivity for most jet types.

The paper is organised as follows: in Section II we present the basic settings of the prob-
lem, introduce the neural network architecture, and examine the properties of trained VAE
models. In Section III, the performance in detecting non-QCD jets is carefully investigated.
A comprehensive series of test sets are generated to fully examine the anomaly tagging per-
formance in different jet types. At the same time, the baseline mass-decorrelated taggers
with distance correlation as the regularizer are introduced and studied. OE-VAEs, the out-
lier exposure solution to improve sensitivity and achieve mass-decorrelation, is presented in
Section IV. Finally we summarize this work in Section V.

II. VARIATIONAL AUTOENCODERS FOR ANOMALOUS JET TAGGING

We provide here some mathematical foundation of VAEs [20, 26]. By parameterizing the
variational inference and the generative model with deep neural networks, VAEs map input
data $x \in \mathcal{X}$ into the latent space $z \in \mathcal{Z}$ with $q(z|x)$ and map the latent representation $z$ back
into the input space with $p(x|z)$. As briefly mentioned in the introduction, VAEs can be
viewed as the regularized version of deterministic AEs by imposing latent structure with a
Kullback–Leibler divergence (KL divergence, $D_{KL}[p(x)\|q(x)] = \int dx \ p(x) \log \frac{p(x)}{q(x)}$) from the
prior distribution to the posterior distribution for latent variables. The training objective of
VAEs includes an extra term of minimizing the KL divergence between the prior $p(z)$ and
posterior $q(z|x)$ distributions of latent variables $z$.

The actual objective of the VAE is to approximately maximize the log-likelihood $\log p(x)$,
within a Bayesian inference framework. The log-likelihood of the input data distribution
can be written in terms of:

$$
\log p(x) - D_{KL}[q(z|x)\|p(z|x)] = \mathbb{E}_{z \sim q(z|x)}[\log p(x|z)] - D_{KL}[q(z|x)\|p(z)],
$$

in which $\mathbb{E}_{z \sim q(z|x)}[\log p(x|z)]$ is empirically the negative reconstruction error of an autoen-
coder. The left-hand side of Eq. 1 is the marginal log-likelihood we want to maximize (the other divergence term can be effectively minimized in the case of a powerful encoder $q(z|x)$).

The right-hand side of Eq. 1 is called the Evidence Lower BOUND (ELBO), since it gives a lower bound of the log-likelihood. Negative ELBO serves as the minimization objective in the VAE training, and is practically the sum of the reconstruction error of the autoencoder and the divergence between the posterior and prior distributions in the latent space. Thus the empirical training objective of VAE can be written as:

$$
\mathcal{L}_{\text{VAE}} = \mathcal{L}_{\text{recon}} + \mathcal{L}_\text{KL}.
$$

(2)

In standard VAEs, prior latent distributions are assumed to be multivariate standard Gaussian distribution $\mathcal{N}(0, I)$. And posteriors are estimated in the form of $\mathcal{N}(\mu(x), \sigma^2(x))$ by mapping input data points to means $\mu(x)$ and variances $\sigma^2(x)$ of Gaussian distributions. The latent variables $z$’s are then sampled from this posterior and mapped back into the input space $\mathcal{X}$ via the decoder $p(x|z)$. On the other hand, sampling from the latent distribution $\mathcal{N}(0, I)$ will facilitate generation of new samples as long as we have trained the VAE well and obtained a powerful decoder. So examining the quality of the generated samples also serves as an important measure on how well the VAE is learning the input data distribution.

As introduced previously, KL divergence in the VAE objective can be viewed as a regularization term. VAEs with variable regularization weight other than 1 are also formulated as $\beta$-VAE [27] models. To clarify this process, the empirical objective of a $\beta$-VAE is written as:

$$
\mathcal{L}_{\beta-\text{VAE}} = -\mathbb{E}_{z \sim q(z|x)}[\log p(x|z)] + \beta D_{\text{KL}}[q(z|x)\|p(z)] = \mathcal{L}_{\text{recon}} + \beta \mathcal{L}_\text{KL},
$$

(3)

where $\beta$ denotes the relative strength of the latent regularization. Changing $\beta$ affects the competition between fitting the latent distribution and the input space reconstruction. With $\beta = 0$ the VAE reduces to the deterministic autoencoder, for which only the reconstruction is optimized during training, resulting in very good jet reconstruction, however, losing inference capability in the latent space. Increasing $\beta$ leads to compensation between the jet reconstruction and the latent distribution matching. We have tested different values $\beta = 0.1, 0.5, 1.0, 5.0$, and observed that $\beta = 0.1$ gives better balance between input reconstruction and latent coding. We focus on reporting results for $\beta = 0.1$ in this work. In the following text, we use the notations of VAE and $\beta$-VAE interchangeably unless stated specifically.

6
A. Neural Network Architecture

a. Datasets We train on simulated QCD jets collected from the fatjet trigger criteria of ATLAS Collaboration. ¹ QCD di-jet events are generated with MadGraph [28] for LHC 13 TeV, followed by Pythia8 [29] and Delphes [30] for parton shower and fast detector simulation, respectively. No pile-up was simulated. All jets are clustered using the anti-\(k_T\) algorithm [31] with cone size \(R = 1.0\) and the selection cut \(p_T > 450\) GeV. Particle flow objects are used for jet clustering, with no jet trimming applied.

b. Input features and Preprocessing We take the first 20² hardest (\(p_T\) ordered) jet constituents as inputs in the format of four vectors \(\{x_i = (E_i, P_{xi}, P_{yi}, P_{zi}); i = 1, ..., n\}\) with \(n = 20\). Jets are preprocessed with minimum transformation to avoid designing bias. Jets are longitudinally boosted and rotated to center at (0, 0) in the (\(\eta, \phi\)) plane. Centered jets are then rotated so that the jet principal axis \((\sum_i \eta_i E_i/R_i, \sum_i \phi_i E_i/R_i)\) (with \(R_i = \sqrt{\eta_i^2 + \phi_i^2}\)) is vertically aligned on the (\(\eta, \phi\)) plane, with the rotation angle \(\alpha\) indicated in Eq. 4:

\[
\tan \alpha = \frac{\sum_i \phi_i E_i/R_i}{\sum_i \eta_i E_i/R_i}.\tag{4}
\]

We standardize the input features before feeding into the VAEs, by removing the median and scaling with the interquartile range.

c. VAE Architecture We explored two simple architectures: Fully Connected Networks (FCN) and Long Short-Term Memory (LSTM) Networks. Since no significant difference in performance was observed, we only present the results for FCN based VAEs (FCN-VAEs).

For FCN-VAEs, simple dense layers are employed for the encoder and the decoder. ReLU activations are used through latent layers, and linear activation is used in the output layer. The encoder and decoder have symmetric architectures, as the encoder is composed of 256, 128, 64 neurons for each hidden layer. The latent dimension of 10 has been optimized to maximise boosted top signal significance. The latent Gaussian means \(\mu\) and logarithms of variances \(\log(\sigma^2)\) are parametrized by linear dense layers. Then the latent vector \(z\) sampled from the posterior distribution \(\mathcal{N}(\mu, \sigma^2)\) is passed to the decoder to reconstruct the output jet. Generated features are read out through a linear output layer with the same dimension.

¹ https://twiki.cern.ch/twiki/bin/view/AtlasPublic/JetTriggerPublicResults
² The number of input jet constituents 20 is chosen to optimize the signal significance of boosted top jets.
as the input layer. A brief summary of the VAE architecture is depicted in Fig. 3. The VAE loss is written as in Eq. 5. The reconstruction error is simply chosen as the Mean Squared Error (MSE) between input features \( \{x_i; i = 1...n\} \) and output features \( \{\hat{x}_i; i = 1...n\} \).

\[
L_{\beta-VAE} = L_{\text{recon}} + \beta L_{\text{KL}} = \frac{1}{n} \sum_{i=1}^{n} \| \hat{x}_i - x_i \|^2 + \beta D_{\text{KL}}[q(z|x)\|p(z)]
\]  

(5)

FIG. 3: Architecture of FCN-VAE, with an input dimension of 80 and a latent dimension of 10. Dense layers with ReLU activations are employed for the encoder and decoder. Linear layers are used to model the latent Gaussian means and logarithms of variances. Output features are generated through a linear layer with the same dimension as the input layer.

d. **Training Setup** Throughout this study, we train on 600,000 QCD jets, of which 20% serves as the validation set. We employ the Adam [32] algorithm for optimization, with the default parameters and a learning rate of 1e-3. VAEs are trained for 50 epochs with a batch size of 100.

B. **Examining trained VAEs**

We examine a few properties of the trained VAE models: jet reconstruction, jet generation, and latent representations.

a. **Jet Reconstruction** To examine how well QCD jets can be reconstructed by VAEs, we show a few distributions of reconstructed high-level jet features in Fig. 4. We see that jet \( p_T \) and mass are both well reconstructed.
b. Jet Generation  To assess the quality of the generative modeling, we sample from the prior distribution $z \sim \mathcal{N}(0, I)$ in the latent space and generate output jets by passing the samplings through the decoder. High-level observables constructed for the generated jets $p_T$ and $M_J$ are shown in Fig. 5. Both generated $p_T$ and $M_J$ distributions match well with the ones of the original QCD dataset. However, there is a small discrepancy for jet mass, suggesting that the model architecture could be further optimized.

c. $\beta$-VAE Latent Representation  As discussed previously, $\beta$ controls the balance between input reconstruction and latent coding. When $\beta$ increases, the reconstruction performance might drop since there is extra effort to fit the latent distribution. When $\beta$ is small enough, it approaches the behaviour of deterministic autoencoders. In Fig. 6, model examination results for $\beta = 0.1$ are shown. We plot the correlation between the reconstruction error and the jet mass, the correlation between the latent KL divergence and the jet mass, the correlation between the reconstruction error and the latent KL divergence, and the 2d-tSNE \cite{33} (perplexity = 50) visualisation of the latent representations for in-distribution QCD jets (Blue), out-of-distribution $W$ jets (Green), and out-of-distribution top jets (Orange). We observe that the reconstruction error has an upper-bounded correlation with the jet mass. And the latent KL divergence is also (even more strongly and linearly) correlated with the jet mass. This suggests that the regularized latent space has encoded relevant
FIG. 5: High-level feature distributions of VAE generated jets (dashed lines) by sampling from the latent distribution $z \sim N(0, I)$. **Left:** $p_T$; **Right:** $M_J$.

information but has different geometry w.r.t. the input space. Little clustering effect is present in the 2d-tSNE visualisation. As $\beta$ increases (see App. B), a stronger clustering effect is observed at the cost that reconstruction is less maintained.

### III. PERFORMANCE IN ANOMALOUS JET TAGGING

In this section, we present the performance of VAE-based anomalous jet taggers, tested on different jet types. Receiver Operating Characteristic (ROC) curves and the area under the ROC Curve (AUC) are used for measuring the performance universally.

a. **Test Datasets** A series of test sets [34] are generated to fully examine the performance of VAE-based anti-QCD jet tagging. Boosted $W$ jets, top jets, and Higgs jets are generated as representatives of two-prong, three-prong, and four-prong jets. To test jet mass effects, we composed $W$ jet datasets with rescaled $W$ jet masses (Standard Model $W$ jets with only the mass changed for event generation) for comparison. The same mass-rescaling strategy is also applied to top jets. We employ Two Higgs Doublet Models (THDMs) [35] for generating boosted Higgs jets. Heavy Higgs bosons are generated in pairs ($pp \rightarrow HH$), with the requirement of $p_T > 600$ GeV and decaying into light Higgs pairs $H \rightarrow hh$. The light Higgs bosons are then restricted to the $h \rightarrow b\bar{b}$ decay mode. Different light Higgs
masses are experimented to show different degrees of “four-prongness”. With a very light $m_h$, boosted heavy Higgs jets will resemble two-pronged jets. All sample jets are clustered using the anti-$k_T$ algorithm with a cone size of $R = 1.0$. When testing on these datasets, jet $p_T$s are restricted to $[550, 650]$ GeV for a fair comparison. The test set size for each jet category is set to be 20,000.

Here is the detailed information for the test sets:
Two-prong boosted $W$ jets are produced by the decay of a heavy resonance $W'$ with $m_{W'} = 1.3$ TeV, with $W$ decaying to light quark jets and $Z$ decaying to neutrinos: $pp \rightarrow W' \rightarrow W(jj)Z(\nu\nu)$. Masses experimented include $m_W = 59, 80, 120, 174$ GeV.

Three-prong boosted top jets are generated with the decay of a heavy resonance $Z'$ of $m_{Z'} = 1.5$ TeV: $pp \rightarrow Z' \rightarrow t\bar{t}$. “Top” masses are set to be $m_t = 80, 174$ GeV. (for $m_t = 80$ GeV, the decay product $W$ mass is set to be 20 GeV).

Four-prong boosted heavy Higgs pair production in THDMs is borrowed to generate four-prong samples: $pp \rightarrow HH$, with $H \rightarrow h(bb)h(bb)$ and $m_H = 174$ GeV, $m_h = 20, 80$ GeV. In the event generation, we employ $h_3$ (with $p_T > 600$ GeV) in THDM as the heavy Higgs, and $h_1$ as the light Higgs.

b. Anomaly Metric  After successfully training the VAEs, utilizing the trained models as effective anomalous jet taggers also requires a good anomaly metric well-defined and specifically tailored. MSE is the most widely used anomaly score in the literature. For VAEs, there are more options since the latent space is now serving as a regularized abstract space for relevant physics information. We thus explored how the KL divergence from the prior to the posterior distribution in the latent space works as an anomaly metric. Other than that, the negative log-likelihood (NLL) is also directly considered as an anomaly score. Exploring other “similarity” measures in the input space, an optimal transport based metric [36] measuring similarities between input jets and reconstructed jets is also tested as an anomaly score. Besides, independently from the VAE setting, we found that a simply defined statistical anomaly score for low-level input features already works well, given proper preprocessing and standardization of the input features.

Here is a summary of the options investigated as anomaly metrics:

- Negative log-likelihood: $L_{VAE} = L_{recon} + L_{KL}$.
- MSE reconstruction error in the input space: $L_{recon} = \frac{1}{n} \sum_i \| \hat{x}_i - x_i \|^2$.
- KL divergence in the latent space: $L_{KL} = D_{KL}[q(z|x)\|p(z)]$.
- Energy Mover’s Distance (EMD): EMD is defined as a metric in the collider space using optimal transport to find the minimum energy moving strategy between two
The EMD between event $\mathcal{E}$ and $\mathcal{E}'$ is defined as:

$$\text{EMD}(\mathcal{E}, \mathcal{E}') = \min_{f_{ij}} \sum_{ij} f_{ij} \theta_{ij} + \left| \sum_{i} E_i - \sum_{j} E_j' \right|,$$

$$f_{ij} \geq 0, \sum_{j} f_{ij} \leq E_i, \sum_{i} f_{ij} \leq E_j', \sum_{ij} f_{ij} = E_{\text{min}},$$

where $\theta_{ij}$ is the angular distance between particles indexed with $i$ and $j$ in $\mathcal{E}$ and $\mathcal{E}'$, and $f_{ij}$ denotes the energy being moved between events. $E_{\text{min}} = \min\{\sum_{i} E_i, \sum_{j} E_j'\}$. $R$ is a weight parameter and is set to be 1.0 in our practice. We calculate EMDs between input jets and output jets as the anomaly score. We expect out-of-distribution jets will give larger EMDs in the sense that they will not be easily reconstructed. We have already normalized jet $p_T$s to eliminate the contribution from pure energy difference in the second term of Eq. 6.

• MSS: the simple mean squared score (MSS) after standardizing input features: $\frac{1}{n} \sum_{i} \|x_i\|^2$. This can be seen as an equivalent of the $\chi^2$ statistic of Gaussian distributed data.

A. Results

We first present the ROC curves for NLL-based anomaly score. This is aiming at seeing the general responses on different jet masses and types. In Fig. 7, ROC curves under NLL are presented for the full spectrum of test signals. From the plot, it’s obvious that the VAE performance in AUC is correlated with the jet mass. For mass-rescaled $W$ jets and top jets, they all show the same trend. As for the jet complexity, we take the jet mass of 174 GeV as a benchmark and show the ROC curves for 174 GeV jets in red lines. We observe that top jets have the highest discriminative scores, while $W$ and Higgs jets have slightly lower AUCs. In the rest frame of the heavy Higgs, light Higgs jets with a very small mass are almost produced back to back and are very boosted. Thus $h_3$ with the decaying product $h_1$ of a mass of 20 GeV should behave similarly to two-prong jets. In Fig. 7, $h_3(h_1=20\text{GeV})$ has a lower AUC w.r.t. $h_3(h_1=80\text{GeV})$, as expected in the sense that $h_3(h_1=20\text{GeV})$ has a simpler two-prong-like substructure.

$^3$ This might be because we tuned a few hyper-parameters such as number of input constituents according to the top test set.
FIG. 7: ROC curves for the spectrum of test signal samples, with NLL as the anomaly score. Colors are used to denote jet masses, while different line styles are used for different jet types. We have solid lines for $W$ jets of four different masses, and red indicates the benchmark mass of 174 GeV for any jet type.

| Metric   | $W_{59\,\text{GeV}}$ | $W_{80\,\text{GeV}}$ | $W_{120\,\text{GeV}}$ | $W_{174\,\text{GeV}}$ | $\text{Top}_{80\,\text{GeV}}$ | $\text{Top}_{174\,\text{GeV}}$ | $h_3^{174\,\text{GeV}}$ | $h_3^{174\,\text{GeV}}$ |
|----------|----------------------|----------------------|----------------------|----------------------|-------------------------------|-------------------------------|----------------------|----------------------|
| MSE+KL   | 0.572                | 0.665                | 0.760                | 0.827                | **0.720**                     | **0.890**                     | 0.747                | 0.866                |
| MSE      | 0.552                | 0.610                | 0.679                | 0.748                | 0.716                         | 0.877                         | 0.675                | **0.874**            |
| KL       | **0.578**            | **0.684**            | **0.797**            | **0.866**            | 0.702                         | 0.873                         | **0.791**            | 0.818                |
| EMD      | 0.576                | 0.635                | 0.701                | 0.761                | 0.692                         | 0.860                         | 0.667                | 0.865                |
| MSS      | 0.517                | 0.621                | 0.763                | 0.855                | 0.678                         | 0.878                         | 0.774                | 0.835                |

TABLE I: AUCs for VAE tested on the complete spectrum of test signal samples. Results for different metrics are presented for comparison. The highest AUCs in each signal are highlighted.

Then we focus on examining the performance of different anomaly scores. In Fig. 8, we collectively show AUCs for all the anomaly metrics introduced previously. Meanwhile, a
complete summary of AUCs is recorded in Table I. (The full ROC curves can be found in App. D.)

In general, the results from different anomaly scores support each other. The mass correlation trend holds in all the cases. The two input space reconstruction based scores \( \text{MSE} \) and \( \text{EMD} \) perform similarly. This makes sense since they both measure the similarity in the input space. However, their performance is worse than the other scores in most of the cases. This alerts us that the purely input-space-based scores are actually under pressure. For \( \text{KL} \) and \( \text{MSS} \), the differences coming from jet types are reduced w.r.t. the other scores, while the mass correlation is stronger. (This can be better observed from App. D.) As shown in the previous section, the KL divergence is strongly correlated with jet mass, which coincides with this observation. Overall, KL slightly outperforms the others in most of the cases. Directly built on the raw input features, \( \text{MSS} \) competes with other deep learning based scores and surpasses the other two input-space-based scores in several test sets. This again reminds us that the reconstruction based anomaly detection might be missing something critical.

Although we see the VAE model is able to give reasonable AUCs for the test sets, there are cases where almost all the metrics lose their competence. Since the mass correlation is obvious, low-mass jets generally give low AUCs. This brings difficulties in tagging jets with
lower masses. For instance, $W$ jets with a mass of 80 GeV can only reach the AUC $\sim 0.68$ in the best case. We will see how this can be amended in the next section.

B. Mass Decorrelation – DisCo-VAE

MSE-based autoencoders, be it built with four vectors or in the format of images, are highly correlated with the jet mass, when tagging anti-QCD anomalies [17]. And we see the mass correlation persists for all the anomaly scores investigated previously. In Fig. 9, we show the mass-sculpting effects of the reconstruction error based tagger. Higher reconstruction error selects a sample of high-mass QCD jets.

![Figure 9: QCD background mass distributions after thresholding VAE reconstruction errors at different background efficiencies $\epsilon$.](image)

Mass decorrelation is an important topic in general search for resonances using large-radius jets. For example, the bump-hunting analysis utilizes orthogonal information w.r.t. jet mass to reduce the background and then carries out a bump search in the mass dimension. So we dedicated a study to mass-decorrelated taggers in this part. Previous works have utilized adversarial training to decorrelate jet mass for either classifiers [24, 25, 37, 38] or autoencoders [17]. However, adversarial training is difficult to tune and takes much more computational resources. We instead employ the distance correlation (DisCo) regularization.
[21] as a mass-decorrelation baseline.

In the DisCo approach, a distance correlation regularization term is added to the VAE loss as indicated in Eq. 7:

\[ \mathcal{L}_{\text{DisCo-VAE}} = \mathcal{L}_{\beta-VAE} + \kappa R_{\text{DisCo}}, \]

(7)

where the regularizer \( R_{\text{DisCo}} \) is defined in Eq. 8 as the distance correlation between the VAE loss and the jet mass.

\[ R_{\text{DisCo}} = \text{dCor}(M_J, \mathcal{L}_{\beta-VAE}) \]

(8)

Distance correlation [39] is a measure of the non-linear correlation between two random variables. Independent variables will give a distance correlation of 0. The distance correlation \( \text{dCor}(X, Y) \) between variable \( X \) and \( Y \) is defined as in Eq. 9, with the distance covariance \( \text{dCov}(X, Y) \) defined in Eq. 10, where \((X', Y')\) and \((X'', Y'')\) are independent and identically distributed samples of \((X, Y)\). \( \text{dVar}(X) \) and \( \text{dVar}(Y) \) are simply the distance variances defined by \( \text{dVar}(\cdot) = \text{dCov}(\cdot, \cdot) \). And \( \text{cov}(\cdot, \cdot) \) in Eq. 10 denotes the classical Pearson covariance.

\[ \text{dCor}(X, Y) = \frac{\text{dCov}(X, Y)}{\sqrt{\text{dVar}(X)\text{dVar}(Y)}} \]

(9)

\[ \text{dCov}(X, Y) = \langle \|X - X'||\|Y - Y'||\rangle + \langle \|X - X'||\|Y - Y'\rangle - 2\langle \|X - X'||\|Y - Y''\rangle - 2\text{cov}(\|X - X'||, \|Y - Y''\rangle) \]

(10)

For DisCo-VAE, we tested different \( \kappa \) values (\( \kappa = 0.1, 0.5, 1, 10, 100, 200, 500, 1000 \)), and found that \( \kappa \gtrsim 100 \) starts to give reasonable mass decorrelation. We trained on the same QCD dataset as used in \( \beta \)-VAEs, with the same batch size of 100. To achieve better fitting and make sure both terms in the DisCo-VAE loss (Eq. 7) are optimized, we employed annealing training. We first train with only the \( \beta \)-VAE loss for 10 epochs, then slowly increase the weight of the DisCo regularizer until it reaches the target value in 10 epochs, and eventually train the full DisCo-VAE objective for another 10 epochs before resetting the regularizer weight back to 0. We repeat this process for 2 cycles, after which we continue training the full objective until the 100th epoch. We use Adam as the optimizer with an initial learning rate of 1e-3 which is changed to 1e-4 after 30 epochs.
In Fig. 10, we show mass decorrelation effects for DisCo-VAE with $\kappa = 100$ and $\kappa = 1000$ respectively. To see the performance of DisCo-VAEs in jet tagging, we employ the $\beta$-loss (MSE+$\beta$KL) which is decorrelated with the jet mass as the anomaly score here. ROC curves for all the test sets are presented in Fig. 11. Although $\kappa = 1000$ gives very good mass decorrelation, we find that it’s not able to preserve enough anomaly detection capability. For all the test sets, poor anomaly detection performance is observed compared with the results presented for non-decorrelated VAEs. There are even a few test sets giving AUCs less than 0.5, which means that the model is even assigning higher likelihood to out-of-distribution samples than in-distribution samples. This reminds us of the failure case discussed in previous discussion.

![FIG. 10: Mass decorrelation effects for DisCo-VAEs with $\kappa = 100$ (Left) and $\kappa = 1000$ (Right).]

IV. SEMI-SUPERVISION – OE-VAE

Summarizing the observations presented in the previous sections, the current situation is that the mass-correlation is strong for simple VAEs while the mass-decorrelated DisCo-VAE taggers have poor discrimination performance in the full test spectrum. There are cases that OoD samples are even assigned higher probability than InD samples. This calls for novel approaches to the problem under investigation. When unsupervised learning might find bad minima for which not much discriminating power is enabled, semi-supervised learning may
help with this situation. One approach which might help with gaining higher sensitivity in anomaly detection is Outlier Exposure (OE) [23]. We thus introduce Outlier Exposed VAE (OE-VAE) as a solution. By injecting some OoD samples in the training process and requiring the model to separate the exposed OoD samples from the training samples, the VAEs will learn problem-oriented heuristics to help detect general OoD anomalies. This approach is similar to jointly training an auxiliary-classifier, in a pseudo-binary manner for which inliers and outliers are required to be separable.

In this tailored OE-VAE approach, we try to achieve two goals at the same time: increasing sensitivity to out-of-distribution samples, and decorrelating the jet mass from the anomaly score. By simply exposing outliers to the VAE training, we hope to obtain a general sensitivity increase by this auxiliary task, not only to the exposed samples but also generalized to other types of anomalies. Another advantage of having an outlier dataset is that we thus have a handle to provide extra guidelines leveraged through the outlier samples. A simple and useful practice is that we match the mass distribution of inlier samples and outlier samples to decorrelate the jet mass. When asking the VAE to separate the outliers from the training set, it guides and filters the information learned by the model. By matching the mass distribution in this process, information contained in the jet mass that was used to help discriminate against signals is excluded from the learned representations. That eventually leads to the mass decorrelation we are interested in.

FIG. 11: ROC curves for DisCo-VAE with $\kappa = 100$ (Left) and $\kappa = 1000$ (Right).
We employ mass-rescaled boosted $W$ jet samples as outliers exposed to the VAE training process. As mentioned in Section III, a spectrum of boosted $W$ jets are produced by rescaling the Standard Model $W$ mass and generated with the process $pp \rightarrow W' \rightarrow W(jj)Z(\nu\nu)$. We resampled the mixture of these mass-rescaled $W$ jets to match their mass distribution to that of the QCD samples. This procedure is similar to the classical approach “planing” [24] in principle. One may of course use other modern techniques to decorrelate mass. However, in the setting of Outlier Exposure, it comes natural to take advantage of the outlier dataset.

The learning objective of OE can be written as adding a penalty term contributed from outliers $x' \in X_{OoD}$ to the original VAE loss term, as in Eq. 11:

$$E(x \sim X_{InD})L_{\beta-VAE}(x) + \lambda E(x \sim X_{InD}, x' \sim X_{OoD})L_{OE}(x, x'),$$

(11)

where $\lambda$ controls the relative strength of OE. The OE loss term $L_{OE}$ gains its concrete form according to tasks at hand. For convenience, we rewrite the OE-VAE loss function as $L_{OE-VAE} = L_{\beta-VAE} - \lambda L_{OE}$. Thus in the training process, we try to maximize $L_{OE}$ as to minimize $L_{OE-VAE}$. The outlier exposure can be performed either in input space or in latent space. In the following we discuss both cases.

- **MSE-OE**: In the input space, the OE loss can be written in the sigmoid activation of the difference between mean squared reconstruction error of InD samples and OoD samples. This is very similar to an auxiliary task of classification between InD and OoD:

$$L_{OE} = \sigma_{\text{sigmoid}}(\text{MSE}_{OoD}(x', \hat{x}') - \text{MSE}_{InD}(x, \hat{x}))$$

(12)

- **KL-OE**: The Euclidean latent space is assumed to capture the intrinsic dimensions of the original non-linear data manifold in the high-dimensional input space. And the distance in the latent space is more directly linked with the concept of jet “similarity”. When we get the KL divergence as the metric for latent representation similarity, we can impose the margin loss to express the relative distance between InD samples and OoD samples. We employ the following loss function for the latent space:

$$L_{OE} = \min\{0, L_{KL,OoD}(z') - L_{KL,InD}(z) - \text{margin}\},$$

(13)

with $z$ and $z'$ denoting latent representations of inlier samples and outlier samples respectively. This will encourage outlier samples to have a larger KL divergence above a specific margin.
Of course these are not unique choices for the OE loss. But they have been effective in our studies.

a. Training Setup We exposed 120,000 OoD samples consisting of boosted (mass-rescaled) $W$ jets, which are resampled to match the mass distribution of the QCD background. Increasing $\lambda$ puts higher weight on the supervision part and, at the same time, enforces stronger mass-decorrelation. Thus $\lambda = 500$ is chosen for MSE-OE accordingly to make sure both the VAE loss and the OE penalty are equally optimized. For KL-OE, we have $\lambda = 2$ and margin set to 1 according to mean values of the KL divergence. The models are trained for 50 epochs with a batch size of 100. As in the DisCo-VAE training, we cyclically anneal $\lambda$ in the training process to achieve a better balance between the optimization of the VAE loss and the OE loss. Adam with a learning rate of 1e-3 is used for optimization.

b. Results We first examine the mass decorrelation effects for OE-VAEs. The results are shown in Fig. 12 for MSE-OE-VAE and KL-OE-VAE respectively. Excellent mass

---

4. Regarding the outlier sample size, we have tried different OE sizes ranging from 4/5 to 1/10 of the QCD training set size. And we didn’t find significant performance difference due to the sample size. The only issue one should be aware of is that when the OE sample size is too small (training set size/OE sample size ≤ 6), the model might overfit early but by checkpointing one can ameliorate this issue properly.

5. Starting from the 10th epoch, we slowly increased $\lambda$ from 0 to the target value in 5 epochs, followed by another 5 epochs’ training on the full objective, then started over this process for 3 times. After, the model was trained with the full objective until the 50th epoch.
decorrelation effects are achieved in both scenarios. One thing to keep in mind is that only outlier exposed metrics can be used for mass-decorrelated taggers. The equivalent “planing” effects only affects one space: the input space or the latent space. One should match the anomaly metric with the OE training scenario, i.e., if one trains OE-VAE in the input space, then accordingly using the input space MSE as the anomaly score will provide the desired mass decorrelation.

When presenting anomaly detection performance of OE-VAEs, we accordingly employ the mass-decorrelated anomaly scores, i.e. mean squared reconstruction error for MSE-OE-VAE and latent KL divergence for KL-OE-VAE. In Fig. 13, we present ROC curves for all the test signal samples for MSE-OE-VAE and KL-OE-VAE respectively. In Fig. 14 we plot the AUCs of all the mass-decorrelated models for comparison, with the non-decorrelated VAE as a reference. A summary of AUC numbers is recorded in Table II.

Both MSE-OE-VAE and KL-OE-VAE give similar improved performance. The first observation is that the $W$ tagging performance is immediately improved. Respectively, a few test sets such as top have lower AUCs compared with VAE. This is mainly due to the extra mass decorrelation since mass decorrelation generally drops the AUCs of high mass jets. Comparing within mass-decorrelated models, the semi-supervised OE scenario gains better discrimination for top jets than the baseline DisCo-VAEs. Solely comparing the AUCs in the full spectrum, OE-VAEs outperform DisCo-VAEs in all the test sets. There are two efforts within OE-VAEs: the first is to induce more informative representation learning using exposed outliers; the second is to subtract jet mass from the discriminative information. If we gain better anomaly detection performance while decorrelating jet mass, that means the model is learning more discriminative information orthogonal to jet mass than the baseline DisCo-VAEs. If the induced extra discriminative information exceeds the information within the jet mass, we get even higher AUCs than the naive VAEs. That’s exactly the case for $W$ jets: the AUCs of OE-VAEs are even higher than that of non-decorrelated VAEs. Since we employed directly $W$ as outliers exposed, the learned model is most sensitive to it than other test signals.

---

6 i.e., signals similar to the outliers exposed will gain even further sensitivity improvement despite the jet mass is decorrelated from the anomaly score.
FIG. 13: **Left**: ROC curves for MSE-OE-VAE ($\lambda = 500$); **Right**: ROC curves for KL-OE-VAE ($\lambda = 2$, margin = 1).

FIG. 14: Summary plot of AUCs for mass-decorrelated models, in the complete spectrum of test signal samples. The simple VAE with the anomaly metric of NLL from the previous section is kept as a reference to models without mass decorrelation.

c. **DisCo-VAE v.s. OE-VAE** To make a more quantitative examination of the mass-decorrelation quality, we employ the measure based on the Jensen-Shannon Divergence (JSD, Eq. 14), which is the symmetric version of the KL Divergence to measure the similarity between two probability distributions. Generally speaking, the lower JSD is, the better two
distributions match. So for an anomalous jet tagger, we expect a low JSD, and at the same time high AUCs.

\[
D_{JS}[p(m)\|p'(m)] = \frac{1}{2}(D_{KL}[p(m)\|\bar{p}(m)] + D_{KL}[p'(m)\|\bar{p}(m)]), \quad \bar{p}(m) = \frac{p(m) + p'(m)}{2}
\] (14)

In Fig. 15. We plot inverse JSD w.r.t. signal efficiency at the background efficiency of 5% for the top test set, which is a held-out class when we trained the OE-VAEs with W jets exposed. OE-VAEs generally have much higher signal efficiency w.r.t. DisCo-VAEs at the same mass-decorrelation level.

This section is not a full account of the application of Outlier Exposure, or more broadly semi-supervised learning, in the context of generative-model-based anomalous jet tagging. We have shown in Section III that the naive generative modeling in the unsupervised extreme, with our current settings (training dataset, encoding architecture, generative modeling), is not enough to bring a powerful generic anomalous jet tagger. The standard VAE models fail at detecting several signals. With mass decorrelation implemented, the VAE models almost lose their competence at the full spectrum of test sets. It’s promising that OE-VAEs retain very good anomaly detection power while at the same time being mass-decorrelated. We only scratched the surface of semi-supervision and auxiliary tasks for representation learning in this work. This direction is definitely worth more investigation.

V. SUMMARY AND DISCUSSIONS

Unsupervised learning is a promising approach for model-independent new physics searches at the LHC. We carefully investigated Variational Autoencoders for anti-QCD anomalous jet tagging, totally based on low-level input features.
FIG. 15: Jensen-Shannon Divergence v.s. Signal Efficiency at the background efficiency of 5% for mass-decorrelated VAEs. Different $\kappa$ values ($\kappa = 100, 200, 500, 1000$) are shown for DisCo-VAE. As a reference, we also plot the non-decorrelated VAE with the anomaly metric NLL.

To better regularize the latent space and achieve a good balance between jet reconstruction and latent space inference, we cast this work in a generalized VAE setting — $\beta$-VAE, for which the latent KL divergence is placed with a variable weight. We examined the VAE properties, including reconstruction performance, generation ability, and latent representations, of the trained VAEs. High-level features such as jet $p_T$ and jet mass are correctly reconstructed, and the generative model also performs very well.

To systematically assess the anomalous jet tagging performance, we generated a comprehensive series of test sets including mass-rescaled $W$ jets, top jets, and Higgs jets, as representatives of jet “prongness”. Different anomaly metrics were studied. A strong mass correlation is generally observed for all the anomaly scores studied, leading to smaller and unsatisfying AUCs for low-mass jets.

As an important application of anti-QCD jet taggers, jet based heavy resonance searches benefit from a mass-decorrelated tagger which makes background estimation accessible. Aiming at a mass-decorrelated tagger, we employed the distance correlation between jet
mass and VAE objective as a regularizer. While eliminating mass sculpting effects, the
general performance in anti-QCD tagging is rather impractical. This informs us that the
generative modeling might not be effective in assigning correct likelihood to data.

To achieve higher sensitivity to out-of-distribution samples and at the same time decor-
relate the jet mass from the anomaly score, we employed the Outlier Exposure technique
to help learn more tasks-aware latent representations. By injecting some outlier samples to
the VAE training process in the manner of auxiliary tasks, sensitivity to outliers is generally
increased. By matching the outlier mass distribution to the inlier QCD mass distribution to
restrict the information learned by the VAE, we achieved very good mass-decorrelation at
the same time. OE-VAEs are compared with the baseline DisCo-VAEs in a two-dimensional
metric of the ability of decorrelating jet mass and detecting anomalies. OE-VAEs are gaining
much better performance at the same level of mass decorrelation. We found that Outlier
Exposure is a very simple yet effective trick to improve the performance of deep generative
models, specifically VAEs in this work, in the scope of anomalous jet tagging.

In summary, we formulate the problem of using generative models (specifically Variational
Autoencoders) to detect anomalous non-QCD jets for the LHC. Assisted with a comprehen-
sive testing system, we observed that unsupervised learning without any guidelines might
not give the optimal solution. Especially, with mass decorrelation the models almost lose the
ability to act as an anomaly detector. To solve this problem, a simple semi-supervised ap-
proach to enhance the performance and facilitate background estimation is investigated. The
results show that our method succeeds in decorrelating jet mass and maintaining discrimi-
native power on anomalous samples at the same time. This attempt shows great potential
for alternative approaches in addition to pure unsupervised learning.

Despite this effort, there are still several improvements that could be pursued. In this
study, only a simple encoding architecture of FCN is used. An LSTM model was also
investigated without observing significant improvement, but not much effort is spent on
exploring more complex encoding architectures. We expect improved reconstruction ability
in that case. In the standard VAE, the latent priors are simply standard multivariate
Gaussian distributions. This can be extended to more complex latent priors. Besides these,
alternative reconstruction error formats or input space similarity metrics can be explored to
better represent the input space structure. And regarding the semi-supervision tasks, the
types of outlier samples can affect detection sensitivity according to the discussion in Sec.
IV. An extensive study in this respect will also be interesting. We leave these possibilities to future work.
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Appendix A: Low-Level Input-Space Features and Jet Images

In Fig. 16, we show the aggregated distributions of the low-level input-space features and corresponding jet images on the $(\eta, \phi)$ plane. We show respectively the input features, the reconstructed output features, and the generated output features in the upper, middle, and lower row.

Appendix B: Regularization Strength Affects VAEs’ Behaviour

As discussed in Sec. II, the regularization strength $\beta$ will affect the optimization of jet reconstruction and also the latent distribution. In Fig. 17, reconstructed jet observables are shown for different $\beta = 0.1, 0.5, 1.0$. When $\beta$ increases, reconstruction performance drops. In Fig. 18, tSNE visualisation of latent representations is shown. As $\beta$ increases, in the latent space there is clustering effect emerging.

Appendix C: Model Comparison

To facilitate model comparison with previously open-sourced datasets, we show in Fig. 19 the ROC curves for top samples taken from Ref. [17]. We got AUC = 0.954 (with MSE+KL as the anomaly score) for top jets which is higher than all the AUCs reported there (0.93 for LOLA autoencoder and 0.89 for CNN autoencoder).
FIG. 16: In the left column, we show the distributions of input-space features for the dimensions of the first 10 constituent energies $E_i$. We are using $E_i$ to denote the rescaled input-space features here, rather than the original values of $E_i$. In the right column, corresponding jet images are presented. **First row:** input features and input jet images; **Second row:** reconstructed output features and reconstructed jet images; **Third row:** VAE generated output features by randomly sampling the latent representations and the generated jet images.
FIG. 17: Reconstructed jet $p_T$ (Upper) and $M_J$ (Lower) for different $\beta$’s. Left: $\beta = 0.1$; Middle: $\beta = 0.5$; Right: $\beta = 1.0$.

FIG. 18: tSNE visualisation of the latent representations (QCD jets (Blue), $W$ jets (Green) and top jets (Orange)). Left: $\beta = 0.1$; Middle: $\beta = 0.5$; Right: $\beta = 1.0$.

Appendix D: Additional ROC Curves for Different Anomaly Scores

In Fig. 20, we present the ROC curves in the complete spectrum of test signal samples, for $\beta$-VAE with the anomaly score of MSE, KL, EMD, and MSS.
FIG. 19: ROC curves of VAE tested on the top tagging reference dataset [17].

Appendix E: Supervised $W$/QCD Classifier v.s. OE-VAE

Since we utilized an extra $W$ jet dataset in the semi-supervision approach, it will be interesting to see how the results are compared with supervised $W$/QCD DNN classifiers. We employ a fully-connected DNN architecture (Input($80$) $\rightarrow$ ReLu($256$) $\rightarrow$ ReLu($128$) $\rightarrow$ ReLu($64$) $\rightarrow$ ReLu($6$) $\rightarrow$ Sigmoid), and train with the same datasets and input features as in OE-VAE training. To compare with mass-decorrelated VAE models, we also trained with reweighted samples to decorrelate jet mass for a supervised $W$/QCD tagger. The mass decorrelation results are shown in Fig. 21. ROC curves for both taggers are shown in Fig. 22. In general, $W$/QCD classifier tags $W$ jets with different masses quite efficiently. A mass-decorrelated $W$/QCD tagger can also be used to tag other jet types, although with sub-optimal performance. This is due to the remaining transferability of supervised taggers [8, 40].

In Fig. 23, we compare tagging performance on held-out classes (top and Higgs jets) of supervised $W$/QCD classifier and VAE models. On the left panel, we compare the $W$/QCD classifier with the simple VAE for detecting top jets and Higgs jets. VAE generally has better performance regarding these held-out classes, except for the top with a mass of 80 GeV which

---

7 Class weights are employed to balance dataset size of different classes.
FIG. 20: ROC curves for the spectrum of test signal samples, with the anomaly metric of MSE reconstruction error (Upper-left), KL divergence (Upper-right), EMD (Lower-left) and MSS (Lower-right), respectively.

lies in the sweet spot of a $W$ tagger. However, it’s not a completely fair comparison, since both taggers are mass-sculpted. We thus compare mass-decorrelated OE-VAEs with the mass-decorrelated $W$/QCD classifier on the middle and right panels of Fig. 23. On most of
FIG. 21: Mass decorrelation effects for the mass-decorrelated supervised W/QCD classifier.

FIG. 22: **Left**: ROC curves for the supervised W/QCD classifier; **Right**: ROC curves for the mass-decorrelated supervised W/QCD classifier.
FIG. 23: ROC curves for held-out classes. In the upper part, ROC curves from (mass-decorrelated) $W/QCD$ classifier are shown, while in the lower part, the ratios of $1/\epsilon_B$ of (OE-)VAEs to $W/QCD$ classifiers are presented. **Left:** VAE v.s. $W/QCD$ classifier; **Middle:** MSE-OE v.s. mass-decorrelated $W/QCD$ classifier; **Right:** KL-OE v.s. mass-decorrelated $W/QCD$ classifier.

the working points of $\epsilon_S$, the OE-VAEs outperform the $W/QCD$ classifier.
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