Theory of non-equilibrium electronic Mach-Zehnder interferometer
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We develop a theoretical description of interaction-induced phenomena in an electronic Mach-Zehnder interferometer formed by integer quantum Hall edge states (with \( \nu = 1 \) and 2 channels) out of equilibrium. Using the non-equilibrium functional bosonization framework, we derive an effective action which contains all the physics of the problem. We apply the theory to the model of a short-range interaction and to a more realistic case of long-range Coulomb interaction. The theory takes into account interaction-induced effects of dispersion of plasmons, charging, and decoherence. In the case of long-range interaction we find a good agreement between our theoretical results for the visibility of Aharonov-Bohm oscillations and experimental data.

PACS numbers: 71.10.Pm, 73.23.-b, 73.43.-f, 85.35.Ds

I. INTRODUCTION

Many recent experiments studied transport through an electronic analog of Mach-Zehnder interferometer (MZI) built on edge states in the quantum Hall regime20-22. These experiments show strong Aharonov-Bohm oscillations, which is a manifestation of quantum interference of electrons propagating along the arms of the interferometer. One of remarkable experimental observation is a lobe-type structure in the dependence of visibility on bias voltage. More precisely, the visibility strongly depends on voltage, showing decaying oscillations (“lobes”) characterized by certain energy scale. Such structure can not be explained within a model of non-interacting electrons (which would predict a constant visibility) and thus results from the electron-electron interaction. Therefore, the experiments on Mach-Zehnder interferometers exhibit the physics resulting from an interplay of a quantum interference and the Coulomb interaction under strongly non-equilibrium conditions. Development of a theory of such phenomena is a challenging task.

Various aspects of the relevant physics have been addressed in earlier works. Dephasing of quantum interference in Aharonov-Bohm rings, interferometers and related phenomena have been studied in many works for equilibrium12,13 and non-equilibrium19,23 setups. The importance of electron-electron interaction for the emergence of the lobe structure has been emphasized in Refs. 23-24. In Ref. 28 the influence of long-range (1/r) character of the Coulomb interaction (leading to a dispersion of the plasmon mode) was analyzed. In the works 25,27 a simplified model with a quantum-dot-type treatment of the interaction was solved.

The goal of the present article is to present a systematic theory of transport in a non-equilibrium quantum Hall Mach-Zehnder interferometer and to confront its predictions with the experiment. This theory formulated in terms of functional-bosonization Keldysh action in Sec. II takes into account all effects of the electron-electron interaction, including formation and characteristics of the lobe structure, as well as the dephasing. In Sec. III we apply the theory to the model of short-range interaction. In this way we reproduce the earlier results on the lobe structure and also find the suppression of the interference signal due to dephasing. While showing some similarity to experimental observations, the results of the short-range-interaction model contradict to the experiment in several crucial aspects. This motivates us to explore the more realistic case of 1/r Coulomb interaction in Sec. IV. Using our general formalism, we analyze the cases of \( \nu = 1 \) and \( \nu = 2 \) edge modes. The obtained parametric dependences of the interference signal are in good agreement with experiments, although in the case of \( \nu = 1 \) mode some discrepancies remain. We summarize our findings and discuss further research directions in Sec. V.

II. GENERAL FRAMEWORK

A. Model and the functional bosonization

We consider a theoretical model of the Mach-Zehnder interferometer, realized with edge states in the quantum Hall regime at filling fraction \( \nu = 1 \) and \( \nu = 2 \), as schematically shown in Figs. 1 and 2. The outer channels propagating along different arms (index: \( \pm \)) of the interferometer are coupled by means of two quantum point contacts (QPCs), located at points \( x_1^\pm \) and \( x_2^\pm \). Each QPC can be generally described by the unitary \( 2 \times 2 \)
scattering matrix
\[
S_j = \begin{pmatrix} i \tau_j & \tau_j \\ \tau_j & -i \tau_j \end{pmatrix}, \quad j = 1, 2,
\]
where the transmission and reflection coefficients, \(\tau_j\) and \(\tau_j\), are assumed to be real. In case of \(\nu = 2\) this scattering matrix relates incoming modes of two outer channels (in up/down arms) with the outgoing ones. Electrons in the inner channels are assumed to propagate through the QPCs without scattering.

The arms of the interferometer can be different, thereby generally \(x_j^+ \neq x_j^-\). The coordinates \(L^\pm\) and 0 refer to the points where the MZI is connected to the drain and source reservoirs. Specifying the non-equilibrium boundary conditions, we assume that only one single channel is biased at the chemical potential \(eV\), while all others are grounded. In case of \(\nu = 2\) it will be the outer upper channel, as shown in Fig. 1b. In the experiments, such situation is realized with the use of an extra QPC which splits the incoming inner and outer channels [see Fig. 1], so that these channels originate from different reservoirs.

To set the stage, we start by considering the simplest situation, when \(\tau_1 = 1\) and \(\tau_2 = 0\), so that outer channels in the two arms of the interferometer are completely decoupled from each other. In this case we model the system by a set of interacting chiral fermions with the action \(S = S_0 + S_{\text{int}}\), where
\[
S_0 = -i\hbar \sum_\alpha \int dt \, \psi_\alpha^*(x) \partial_x \psi_\alpha(x), \quad (2)
\]
\[
S_{\text{int}} = \frac{1}{2} \sum_\alpha \int dt \, dx \, \rho_\alpha(x) U_0(x - x') \rho_\alpha(x').
\]

![FIG. 1: Scheme of an electronic Mach-Zehnder interferometer built on quantum-Hall edge states at filling factor \(\nu = 2\). Quantum point contact (QPC1 and QPC2) characterized by transmission amplitudes \(\tau_{1,2}\) are used to partially mix the outer edge channels. All Ohmic contacts are grounded, except for the source terminal \(S_1\) which is kept at voltage \(V\). The current is measured in the drain terminal \(D_1\). The QPC0 is pinched in such a way that the inner channel is completely reflected while the outer one is fully transmitted.](image)

![FIG. 2: Top: Schematics of a Mach-Zehnder interferometer. Two quantum point contacts are characterized by scattering matrices \(S_1\) and \(S_2\). The electron-electron interaction is decoupled via a Hubbard-Stratonovich fields \(\varphi^+\) and \(\varphi^-\) on two arms of the interferometer. Bottom: Coordinates on two arms of the interferometer.](image)

Here \(\psi_\alpha\) is a Grassmann field of the chiral fermion in the arm \(\alpha = \pm\). In case of \(\nu = 2\) it has the vector structure \(\psi_\alpha = (\psi_{1\alpha}, \psi_{2\alpha})^T\), the subscript \(p = 1, 2\) denoting the outer and the inner channels, respectively. The potential \(U_0\) describes the bare interaction within the interferometer arm between the chiral electron densities
\[
\rho_\alpha(x) = \psi_\alpha^*(x + 0) \psi_\alpha(x),
\]
and \(v\) denotes the drift velocity in the edge.

In what follows we are going to use the Keldysh version of the functional bosonizations. Let us recall the basic ideas of this construction. We decouple the interaction term \(S_{\text{int}}\) using the Hubbard-Stratonovich transformation with a field \(\varphi\) and double the number of fields; \(\psi = (\psi_f, \psi_b)^T\) (and the same for \(\varphi\)), where \(\psi_f(b)\) denote the Grassmann fields residing at the forward (backward) branch of the Keldysh contour. These steps lead us to the action
\[
A = \sum_\alpha \left[ \int_{\mathcal{C}_K} \, dtdx \, \psi_\alpha^*(i\partial_t + iv\partial_x - \varphi_\alpha) \psi_\alpha + \frac{1}{2} \int_{\mathcal{C}_K} \, dtdx' \, \varphi_\alpha U_0^{-1}(x - x') \varphi_\alpha \right], \quad (3)
\]
where we assume the implicit summation over the channel indices.

The minimal coupling between fermionic and bosonic degrees of freedom in 1D geometry can be eliminated by a local gauge transformation, \(\psi_\alpha \rightarrow \psi_\alpha e^{\Theta_\alpha}\), if one requires that
\[
(\partial_t + v\partial_x) \Theta_\alpha = -\varphi_\alpha. \quad (4)
\]
One has to resolve this differential equation by taking the proper structure of the Keldysh theory into account,
\[
\begin{pmatrix} \Theta_f \\ \Theta_b \end{pmatrix}_\xi = -\int d\xi' \begin{pmatrix} D^f \partial_\xi' & D^f_0 \partial_\xi' \\ D^b_0 \partial_\xi' & D^b \partial_\xi' \end{pmatrix} \begin{pmatrix} \varphi_f \\ -\varphi_b \end{pmatrix}_{\xi} \xi. \quad (5)
\]
Here we have denoted $\xi \equiv (x, t)$ and omitted the arm/channel indices for brevity. At zero temperature elements of the bare particle-hole propagator $D^0_B$ in the space-time representation are given by the relations

$$D^0_B(\xi) = v^{-1} n_B^0(t - x/v),$$
$$D^0_B^{\pm}(\xi) = \theta(\mp t)D^0_B(\xi) + \theta(\pm t)D^0_B(\xi),$$
where $n_B^0(t) = -i/2\pi(t \mp ia/v)$, $\theta(t)$ is the Heaviside theta-function and $a$ is a short (ultraviolet) cutoff scale that is of the order of magnetic length $l_B$. After this gauge transformation the Green function of interacting electron acquires the form

$$G^>(\xi_1, \xi_2) = g^>(\xi_1 - \xi_2)e^{i\Theta(a_1, \xi_1) - i\Theta(a_2, \xi_2)}A_0.$$

Here $g^>(\xi)$ is the free zero-temperature Green function,

$$g^>(\xi) = \frac{1}{2}\varphi^tt_0^{-1}(x/v - t + ia/v),$$

that should be understood as a diagonal $4 \times 4$ (two arms, two channels) matrix; for the sake of generality, we assume that at $\nu = 2$ channels are biased by distinct voltages $V_p^0$, where $p = 1, 2$ is the channel index, and $\alpha = \pm$ is the arm index. The average over phases $\Theta(\xi)$ in Eq. (7) is performed with the Gaussian action

$$A_0(\varphi) = \frac{1}{2}\varphi^tt_0^{-1}(x/v - t + ia/v),$$

which is a special property of the 1D geometry (Larkin-Dzyaloshinskii theorem). Written in the symbolic form, this expression implies the summation over the Keldysh indices (determining the vector structure of $\varphi$) and convolution in the space/time domain, see Eq. (8). The matrix $\Pi$ is the polarization operator ($a, a'$ denoting the Keldysh indices)

$$\Pi^{aa'}(\xi) = -ig^{aa'}(\xi)g^{a'a}(-\xi) - (2\pi v)^{-1}\delta(\xi) a^{\delta aa'},$$

with the last term accounting for the static compressibility of edge channels. The linear in $\varphi$ term in the action (9) describes the response of the system to the external non-equilibrium charge $\varphi^t \equiv (\rho_0, \varphi_0)$ injected from the leads

$$\rho_0(\xi) = (2\pi v)^{-1}eV(t - x/v).$$

It is convenient to perform the Keldysh rotation (see e.g., Ref[3]), introducing the “classical” and “quantum” components of the fields

$$\varphi_{c}(q) = (\varphi_f \pm \varphi_b)/2,$$

Then the polarization operator in the frequency-momentum representation acquires the Keldysh structure with

$$\Pi_{R,A} = -\frac{\nu}{2\pi qv} - \frac{q}{\omega + \frac{1}{0}i},$$
$$\Pi_{K} = (\Pi_{R} - \Pi_{A}) \coth(\beta\omega/2).$$

Minimizing the action (9), $\delta A_0(\varphi)/\delta \varphi_q = 0$, one obtains the linear equations for the mean value of a classical electrostatic field $\bar{\varphi}_c$ and an induced charge $\rho_i$ at the edge,

$$U_0^{-1}(q)\bar{\varphi}_c = \rho_i + \rho_0,$$
$$\rho_i = \Pi_R(q, \omega)\bar{\varphi}_c.$$

Below we concentrate on the experimental situation with a $dc$ applied voltage which introduces a homogeneous charge, so that we can take the limit $\omega = 0$, $q \sim 1/L$, with $L$ being the system size.

Evaluation of the Green function (7) is now reduced to a Gaussian integral:

$$G^>(\xi, \xi') = g^>(\xi - \xi')\exp\{i[\Theta(\xi) - \Theta(\xi')] - J^>(\xi - \xi')\},$$

where the average phase $\bar{\Theta}$ is induced by the mean classical electrostatic field

$$\bar{\Theta}(\xi) = -v^{-1}\int_0^x dx' \bar{\varphi}_c(x', t + (x' - x)/v),$$

and $J$ is the correlation function of the Gaussian phase fluctuations $\delta \bar{\Theta}$ around the above mean value:

$$J^{aa'}(\xi) = 1/2[(\delta \bar{\Theta}^2 - \delta \bar{\Theta}^2(0))^2]A_0.$$

The phase-phase correlation function can be expressed in terms of the bare particle-hole propagator $D_0$ and the effective interaction

$$\langle \bar{\varphi}_c \bar{\varphi}^t \rangle = \frac{i}{2}\bar{U} = \frac{i}{2}\left(\sigma_zU_0^{-1} - \Pi\right)^{-1}.$$

Using the linear relation (13) between the phase and the electrostatic potential, one obtains

$$J^{aa'}(\xi) = D^{aa'}(\xi) - D^{aa'}(0),$$

where

$$D = D_0\bar{U}D_0.$$

The correlation function $J^{aa'}(\xi)$ can be now easily evaluated with the use of $(\omega, q)$ representation. The result reads

$$J^{aa'}(\xi) = \nu^{-1}\left(J_{aa'}^{p}(\xi) - J_{aa'}^{p'}(\xi)\right),$$

where we decomposed $J(\xi)$ into plasmon (P) and free (F) parts,

$$J_{P/F}^{p}(x, t) = \int_0^\infty dq(q \left[1 - e^{i\omega x - i\omega x - iu_{P/F}(q)q} e^{-aq}\right],$$

with the plasma velocity

$$u_P(q) = v + vU_0(q)/(2\pi)$$
and the drift velocity $u_F = v$, respectively. Equation (24) is the zero temperature result for the “greater” function. The “lesser” correlation functions satisfy $J^<(\xi) = \ldots$
$[J^r(\xi)]^*$, and the (anti-) time-ordered correlators can be reconstructed with the use of basic definitions, akin to Eq. (9).

Equation (22) yields for $J_F^r$:

$$J_F^r(\xi) = \ln \frac{x - vt + ia}{ia}.$$  (24)

Thus, in the case $\nu = 1$ the bare electron pole in Eq. (7) is canceled by the free contribution to $J(\xi)$ and the electron motion is determined solely by the plasmon contribution, whereas for $\nu = 2$ both plasmon and free (neutral) modes do influence the behavior of electronic propagator. The plasmon contribution $J_P(\xi)$ depends on the specific form of the electron-electron interaction through the momentum dispersion in the velocity $u_P(q)$. We consider two models of short-range, $U_0(x) \propto \delta(x)$, and long-range, $U_0(x) \propto 1/|x|$, interactions in the following Sections III and IV.

### B. Keldysh action of the Mach-Zehnder interferometer

In this section we generalize the discussion of the functional bosonization to include electron scattering at QPCs which are crucial elements of the MZI layout. In this way we construct the most general Keldysh action $A(\varphi)$ of the MZI, which is applicable for arbitrary scattering matrices characterizing two QPCs. The Keldysh action can be expressed in terms of a total single-particle time-dependent interferometer scattering matrix $S(t,t',\varphi)$. It describes scattering of electrons at QPCs as well as their propagation along the arms of the interferometer in the fluctuating Hubbard-Stratonovich field $\varphi$. The $S$-matrix is thus non-local in time and takes different values ($S_f = S[\varphi_f]$ and $S_b = S[\varphi_b]$) on the forward (backward) branch of the Keldysh contour, since the fields $\varphi_f(x,t)$ and $\varphi_b(x,t)$ generally differ. The action $A(\varphi)$ has the form

$$iA(\varphi, \chi) = \ln \det \left[ 1 + (S_b e^{i\chi} S_f - 1)\right] - i\varphi^t \tilde{\Pi} \varphi + i\varphi^t U_0^{-1} \sigma_x \varphi.$$  (25)

Here $\varphi = (\varphi_e, \varphi_g)^t$ is assumed to be written in the Keldysh basis. We have also introduced the electron distribution function in the source reservoirs, $f = \text{diag}(f^+, f^-)$ (in the case $\nu = 2$ each $f^\pm$ is itself a diagonal matrix in the channel space with the components $f^\pm_{ji}$), and auxiliary “counting fields” $\chi = \text{diag}(\chi^+, \chi^-)$ in the drains which enable us to find the number of transferred electrons. The determinant in Eq. (25) is evaluated with respect to time, arm, and channel indices. Since in this paper we restrict ourselves to the case of zero temperature, the distribution functions in time domain read

$$f^\pm_{ji}(t,t') = \frac{e^{-i\delta t} V^\pm_{ji}(t-t')}{2\pi i(t-t'+i0)}.$$  (26)

where $V^\pm$ correspond to voltages applied to the different channels. The polarization operator $\tilde{\Pi}$ has the form

$$\tilde{\Pi} = \left[ \begin{array}{cc} 0 & \Pi_A \\ \Pi_R & 0 \end{array} \right].$$  (27)

We now specify the total scattering matrix $S$ for the MZI. It can be decomposed into the scattering matrices of the quantum point contacts (QPC), $S_1$ and $S_2$, and the transfer matrices accounting for the propagation from 0 (“source”) to $x_1$ ($T_{10}$), from $x_1$ to $x_2$ ($T_{21}$) and from $x_2$ to $L$ ($T_{L2}$) (“drain”) (see Fig. 2),

$$S = T_{L2} S_2 T_{21} S_1 T_{10}.$$  (28)

with the scattering matrices of the contacts defined by Eq. (1). Since the Hubbard-Stratonovich field is diagonal in the channel space, the transfer matrix can be written as

$$T_{ji}(t,t') = \Lambda_{ji}(t,t') e^{i\theta_{ji}(t')}.$$  (29)

where the shift operator

$$\Lambda_{ji}(t,t') = \delta(t - t' - (x^+_j - x^-_i)/v)$$  (30)

describes the free propagation, and

$$\theta^\pm_{ji}(t) = -v^{-1}\int_{x^+_i}^{x^+_j} dx' \varphi^\pm(x',t + (x' - x^\pm_i)/v)$$  (31)

is the electron phase induced by the Hubbard-Stratonovich field during the propagation of an electron from $x_i$ to $x_j$. The weak variation of magnetic field gives rise to an additional Aharonov-Bohm phase $\Phi = \Phi_x - \Phi_y$, which we incorporate by $\theta_{ji}^\pm \to \theta_{ji}^\pm + \Phi^\pm$. Definition (26) gives both $S_f$ and $S_b$ depending on weather $\varphi_f$ or $\varphi_b$ is used to reconstruct the electron phase in Eq. (31). We note, that the phase $\theta_{f/b}^\pm$ considered as the function of $(x_j,t)$, satisfies Eq. (4). However, this phase is different from $\Theta_{f/b}^\pm$ because the relation (31) does not contain information about Keldysh distribution functions, as opposed to Eq. (3). The cumulant generating function of the MZI can be now expressed as a functional integral over $\varphi$,

$$Z(\tilde{\chi}) = \int \mathcal{D}\varphi_{f/b}^\pm(x,t) \exp \left\{ iA(\varphi, \tilde{\chi}) \right\}.$$  (32)

In particular, it gives the mean number of transferred charges to the upper/lower drains,

$$N^\pm = -i\partial_{\tilde{\chi}^\pm} \ln Z(\tilde{\chi}) |_{\tilde{\chi} = 0}.$$  (33)

A detailed derivation of the action (26) will be published elsewhere. This action bears connection with the solution of the problem of full counting statistics and of a quantum wire in Ref. 21. One can also show that
in the limit of zero tunneling, \( \tau_i = 0 \), the full action \( \Gamma_q \) is reduced to the Gaussian one, given by Eq. (9). In this case the linear in \( \varphi \) and the classical Gaussian fluctuations of \( \varphi \) case the linear in \( \varphi \) term and the classical Gaussian fluctuations of \( \varphi \) vanish.

In general, the integral over the Hubbard-Stratonovich field with the determinant action \( A(\varphi) \) can not be evaluated analytically. In the following, we proceed with the analysis of the MZI in the weak tunneling limit, \( \tau_j \ll 1 \). Since in the absence of tunneling the MZI is described by the Gaussian action \( \Gamma_{\text{G}} \), we can introduce the tunneling action \( A_t(\varphi) \), so that \( A(\varphi) = A_0(\varphi) + A_t(\varphi) \), where the expansion of \( A_t \) in terms of \( \tau_j \) starts from the terms of order \( O(\tau^2) \). In Appendix A we show that the tunneling action \( A_t \) can be obtained by a proper regularization of the functional determinant appearing in Eq. (29), yielding

\[
i A_t = \ln \det \left[ 1 + \left( e^{i\tilde{\psi}_b S^T_b(\chi) S_f(\chi) e^{-i\tilde{\psi}_f}} - 1 \right) \tilde{\Gamma}_f \right].
\]

Here

\[
S_f(\chi) = e^{i\chi/2} S_f e^{-i\chi/2}, \quad S^T_b(\chi) = e^{-i\chi/2} S_b^T e^{i\chi/2},
\]

and

\[
\tilde{\psi}^{\pm}_{f,b}(t) = -e^{-1} \int_0^{L^\pm} dx \varphi^{\pm}_{f,b}(x', t + x'/v)
\]

is the phase collected along the way from 0 to \( L^\pm \) without tunneling. In other words, \( \tilde{\psi}^{\pm}_{f,b} \) is equal to \( \theta^{\pm}_{f,b} \) with \( x_i = 0 \) and \( x_j = L^\pm \). New distribution functions \( \tilde{f}^{\pm}_\alpha \) are obtained from the original distribution functions in the sources \( f^{\pm}_\alpha \) with the use of a gauge transformation,

\[
\tilde{f}(t, t') = e^{i\tilde{\lambda}^{\pm}(t)} f(t, t') e^{-i\tilde{\lambda}^{\pm}(t')},
\]

\[
\tilde{\lambda}^{\pm}_\pm(t) = f_\alpha \tilde{\psi}^{\pm}_{f,\alpha} + f_{-\alpha} \tilde{\psi}^{\pm}_{b,\alpha},
\]

where we defined the projectors on the hole and particle subspaces

\[
f_{\pm}(t - t') = \pm 1/2 \pi i (t - t' \mp i0)
\]

(see also Appendix A). According to our general notational conventions, Eq. (33) has to be understood as a convolution in time domain.

To proceed with the evaluation of the tunneling action, we introduce a matrix (in the time, arm, and channel space)

\[
Q = e^{i\tilde{\psi}_b S^T_b(\chi) S_f(\chi) e^{-i\tilde{\psi}_f}} = \begin{pmatrix} R & T \\ T^r & R^r \end{pmatrix}.
\]

The second equation in Eq. (10) introduces a block decomposition of \( Q \) in the arm space. In the absence of tunneling \( Q(t, t') = \delta(t - t') \) and \( A_t \) vanishes. Since the tunneling affects only outer channels, it is sufficient to keep only the corresponding elements of the matrix \( Q \). Therefore, from now on \( Q \) is the matrix in the arm and time space only, both for \( \nu = 1 \) and \( \nu = 2 \) setups.

To find \( Q \) in the presence of tunneling we define the “hopping” operators at each QPC,

\[
\Gamma_{t, h}(t, t') = e^{i\theta_{Li}^{\alpha, h}/v} \delta(t - t' - (x^+_i - x^-_i)/v) e^{-i\theta_{Li}^{\alpha, h}/v},
\]

where \( \theta_{Li}^{\alpha, h}(t) \) is the phase picked up by the electron along the path from \( x_i \) to the drain \( \alpha \), as given by the relation (51). We can further formulate a set of simple rules that enable one to express the matrix elements \( Q_{\alpha\beta} \) in terms of these operators:

(i) Each matrix element \( Q_{\alpha\beta} \) is associated with a number of possible continuous paths that originate from the source terminal \( \alpha \), go to any of the drain terminals and return back to the source \( \beta \) (see Fig. 3). The forward and backward paths are allowed to go through the different interferometer arms. In the latter case the associated contribution corresponds to the interference process. Each element \( Q_{\alpha\beta} \) is thus a sum of \( 8 \) contributions.

(ii) Each transmission via QPC \( j \) gives the factor \( \tau_j \). Each reflection gives the factor \( \mp i \tau_j \) along the forward/backward path respectively.

(iii) Each tunneling process from arm + to – which happens at the QPC \( j \) is associated with the amplitude \( \Gamma_{t, h}^{\alpha} e^{\mp i\chi/2} \), where \( \chi = \chi^+ - \chi^- \). The inverse tunneling process is described by the Hermitian conjugate of this operator. The product of such “hopping” operators must be path-ordered.

(iv) contributions associated with the interference process carry the extra Aharonov-Bohm phase \( e^{\mp i\Phi} \).
B. The next step is to use the expansion expressions for the tunneling action and perform the phase average with the Gaussian action \( A_0 \). The corresponding correlation functions of phase variables are given by Eq. (21). Assuming that no interaction is present between the different interferometer arms, we find

\[
I_{ij}^\pm = \sum_{ij} C_{ij} \quad \text{with} \quad C_{ij} = \langle \bar{O}_{ij}(\chi) \rangle \quad \text{for} \quad \chi = 0.
\]

Equation (49) was the starting point of the discussion in the works by Chalker, Gefen and Velletto and Levkivskyi and Sukhorukov. We go beyond it by including into consideration the (non-Gaussian) tunneling action that controls the non-equilibrium dephasing.

D. Non-Gaussian effects

Let us now improve the result for the tunneling current \( I_{ij}^\pm \) by taking into account the non-Gaussian nature of phase fluctuations, which are described by the tunneling part of the action \( A_t \). These fluctuations are responsible for the intrinsic dephasing in the MZI by the non-equilibrium shot noise generated in the QPCs. To be specific, we evaluate \( \bar{I}_{ij}^\pm \), which requires calculation of the correlation function

\[
\langle \bar{O}(x_1) \bar{O}(x_2) \rangle = \int D\varphi e^{iA_t^\pm + iA_0 + iA_t(x=0)}.
\]

where we have introduced a linear-in-\( \varphi \) term in the action,

\[
A_t^\pm(t_1,t_2,[\varphi]) = \Theta^+(x_1,t_1) - \Theta^-(x_2,t_2)
\]

\[
= \sum_{\alpha} \int dt dx (\bar{\Theta}^\alpha t_2) J^\alpha.
\]
Here $\mathcal{J}^{\pm} = (\mathcal{J}_{J,i}^{\pm},\mathcal{J}_{J,b}^{\pm},\mathcal{J}_{J,b}^{\pm})$ are source terms acting on both branches of the Keldysh contour,
\[
\begin{align*}
\mathcal{J}_{J,i}^{\pm}(x,t) &= \pm \delta(x - x_i^\pm)\delta(t - t_1), \\
\mathcal{J}_{J,b}^{\pm}(x,t) &= \mp \delta(x - x_j^\pm)\delta(t - t_2).
\end{align*}
\] (52)

In order to account for the non-Gaussian effects, we proceed with a real-time instanton approach developed in Ref. 22 for the problem of tunneling spectroscopy of a biased quantum wire with a scatterer. We look for the action $A_{\text{tot}} = \mathcal{A}_0 + \mathcal{A}_i + \mathcal{A}_j$ at $\chi = 0$. In the weak tunneling limit, $\tau_j \ll 1$, one can find the instanton trajectory $\varphi^*$ approximately by minimizing only the quadratic part of the action, i.e. $\mathcal{A}_0 + \mathcal{A}_j^2$. This yields for the stationary point
\[
\hat{\Theta}^{a'|a} = -D_\epsilon \mathcal{J}^a,
\] (53)

where the particle-hole propagator is defined in Eq. (20). One can show that taking into account corrections of order $\tau^2$ which follow from the exact non-linear equation of motion would lead to a contribution of order $\tau^4$ to the tunneling action. Thus, such corrections are negligible within the accuracy $\tau^2$ of our calculation.

For simplicity, we do not take into account at this stage charging effects on the interferometer arms. These effects will be restored at the end of the calculation as constant-in-time phase shifts evaluated according to Eq. (16).

Following this procedure, we find for the tunneling action in the saddle-point approximation
\[
i A_{t}^{a|a'} = \sum_{kl} \tau_k \tau_i \int_{C_k} dt_1 dt_2 e^{i \theta_k(t_1')} \bar{\Pi}_{kl}(t_1', t_2') e^{-i \theta_j(t_2')}.
\] (54)

with the phases
\[
i \Theta_k^{a|a}(t) = J^a_k(x_i^+ - x_k^+, t_1 - t) - J^b_k(x_j^+ - x_k^-, t_2 - t) + J^a_k(x_i^- - x_k^-, t_1 - t) - J^b_k(x_j^- - x_k^+, t_2 - t).
\] (55)

![Diagram](https://via.placeholder.com/150)

**FIG. 4:** Diagrammatic series for the tunneling current corresponding to the real-time instanton configuration. Black wavy lines, representing the exponent of the phase correlation function, $\exp\{-J(\xi)\}$, are taken into account by the saddle-point approximation, while the red ones originate from the quantum fluctuations around the instanton.
In this expression \( l^{\pm} = x^{\pm}_{2} - x^{\pm}_{1} \) are the lengths of the upper and lower arms of the MZI, and
\[
\Delta t = \frac{\partial}{\partial (eV)} \left[ \hat{\Theta}_{C}^{+}(x^{+}_{2}) - \hat{\Theta}_{C}^{+}(x^{+}_{1}) \right] + l^{+}/v
\]
is the delay time related to the charging effects discussed in Sec. IIA. The explicit form of the delay time \( \Delta t \) depends on specific model of the interaction. When deriving the result \( (61) \), we have neglected the real part of the tunneling action, \( \Re A_{t}^{*} \) (it leads to small corrections only that do not affect the result in any essential way).

## III. SHORT-RANGE INTERACTION

In this section we analyze a model of an interferometer with \( \nu = 2 \) channels per interferometer arm and short-range (point-like) interaction, \( U_{0}(x - x') = U_{0}\delta(x - x') \). This model was considered previously in Ref. [24] where non-equilibrium dephasing effects were discarded. We will show that predictions of this model can not be reconciled with the experiments, which can be traced back to the simplified treatment of the interaction. Nevertheless, it is natural to start our analysis from this model that serves nicely for illustration of general principles.

The elementary excitations induced by the short-range interaction are dispersionsive collective charge and neutral modes with velocities \( u = v_{p} + U_{0}/\pi \) and \( v \) respectively. The correlation functions read
\[
J^{\geq}(x, t) = \frac{1}{2} \ln \left( \frac{x - u t^{\pm}}{x - v t^{\pm}} \right),
\]
(63)
\[
J^{\geq/}(x, t) = \theta(t) J^{\geq}(x, t) + \theta(-t) J^{\leq}(x, t),
\]
(64)
where \( t^{\pm} = t \pm i 0 \). It is easy to verify that Eq. (63) can be also written as
\[
J^{\geq/}(x, t) = \theta(x) J^{\geq}(x, t) + \theta(-x) J^{\leq}(x, t).
\]
(65)
The last equation is a consequence of the chirality of the system. Similar relations hold also for the polarization operators \( \Pi_{kl} \), and these relations remain unchanged after renormalization.

Using the relations (65) for the correlation functions, one can show that the saddle-point phase \( \Theta_{k}^{a} \) does not depend on the Keldysh index \( a \) if \( k = 2 \). (We remind that, according to our convention, \( x^{+}_{2} > x^{+}_{1} \)). Analogously, the renormalized polarization operator \( \Pi_{kl}^{aa'} \) does not depend on \( a \) (\( a' \)), if \( k = 2 \) (\( l = 2 \)). Using the above relations and taking into account contributions from the forward and backward Keldysh contour, we find that the only non-vanishing term in the sum (63) for the tunneling action \( A_{t}^{*} \) is the one with \( k = l = 1 \). In other words, the tunneling action in the saddle-point approximation has the only contribution \( \propto \tau_{1}^{2} \), which means that only the noise produced by the first contact contributes to dephasing. This remarkable property has a simple physical explanation: in chiral 1D-system particles possess a well-defined prehistory, where the direction in space is linked to the direction of time. At zero temperature but finite voltage the tunneling of electrons via the first QPC is accompanied by a spontaneous emission of non-equilibrium plasmons and neutral modes. They transfer the shot noise \( \propto \tau_{1}^{-2} \) to the second QPC, where it affects the direct (\( I_{12}^{\pm} \)) and interference (\( I_{12}^{\pm} \)) current. On the other hand, the shot noise generated at the second QPC is transferred directly to the drains without affecting the particle interference.

Let us evaluate the tunneling action for the interference current \( I_{12}^{\pm} \),
\[
i A_{t,12}^{*} = \tau_{1}^{2} \int dt_{1,2} e^{i \Theta_{C}^{+}(t') \Pi_{11}(t'_{1} - t'_{2}) e^{-i \Theta_{C}^{+}(t_{2})}},
\]
(66)
\[
e^{i \Theta_{C}^{+}/\alpha(t)} = \frac{\left( t + \frac{t^{\pm}}{v_{p} + i 0} \right)^{2} \left( t + \frac{t^{\pm}}{v_{p} + i 0} \right)^{2}}{\left( t + \frac{t^{\pm}}{v_{p} + i 0} \right)^{2} \left( t + \frac{t^{\pm}}{v_{p} + i 0} \right)^{2}},
\]
(67)
where \( l^{\pm} = x^{\pm}_{2} - x^{\pm}_{1} \) are the lengths of the interferometer arms. Remarkably, this action for the interference current does not depend on the times \( t_{1,2} \), and therefore, the current factorizes in the one found in Sec. II C and a dephasing factor. The dominant large-voltage behavior \( (\tau_{1}^{-2}) \) is determined by the singularities of the polarization operator at \( t'_{1} \sim t'_{2} \sim 1/eV \), yielding
\[
i A_{t,12}^{*} = -\tau_{1}^{2} \int_{-\infty}^{\infty} dt_{1,2} \left[ \tilde{P}_{11}(e^{i \Theta_{C}^{+}(t') - i \Theta_{C}^{+}(t)} - 1) \right.
\]
\[
+ \tilde{P}_{11}(e^{i \Theta_{C}^{+}(t') - i \Theta_{C}^{+}(t)} - 1)],
\]
(68)
where
\[
\tilde{P}_{11}^{\pm} = \int dt \tilde{P}_{11}^{\pm} (t) = \frac{-v}{u} \theta(\mp eV) |eV| \frac{2\pi}{eV}.
\]
(69)
Thus, for the imaginary part of the action we have
\[
\Im A_{t,12}^{*} = -2\tau_{1}^{2} \left[ \tilde{P}_{11}^{+} + \tilde{P}_{11}^{-} \right]
\]
\[
\times \int_{-\infty}^{\infty} dt \sin^{2} \left( \frac{\Theta_{C}^{+}(t) - \Theta_{C}^{+}(t)}{2} \right).
\]
(70)
The only effect of quantum corrections to the saddle-point approximation is a renormalization of the tunneling strength, \( \tau_{1}^{2} \rightarrow \tau_{1}^{2} = \tau_{1}^{2} / v / u \).

The final result for the dephasing rate depends on relation between the parameters of the problem. In the case \( l^{+} / l^{-} > u / v \), we find
\[
\Im A_{t,12}^{*} = \tau_{1}^{2} \frac{1}{\pi} |eV| (l^{+} + l^{-}) \left( \frac{1}{v} - \frac{1}{u} \right).
\]
(71)
Therefore, in this regime the dephasing rate is proportional to the total length of the interferometer. Clearly, there is no dephasing when the velocities are equal to...
Fig. 5: Visibility at short-range interaction, $u \gg v$, with equal QPCs, $\tau_1^2 = 0.2$. Blue curve: dephasing is neglected; red curve: dephasing by the shot-noise is taken into account. Upper panel: $t^+/t^- = 1.15$; lower panel: $t^+/t^- = 1.35$.

Each other, which is the case for the non-interacting system. If parameters are chosen in such a way that $t^+/t^- < u/v$, we get

$$\text{Im} A_{t,12}^t = \frac{\tau_1^2}{\pi} \frac{1}{v} |eV||t^+ - t^-| \left( \frac{1}{v} + \frac{1}{u} \right).$$

(72)

Remarkably, we find no dephasing in the case of equal arm lengths. We offer the following physical interpretation of this result. A tunneling event at the first contact is accompanied by emission of plasmons in the upper and lower interferometer arms. If the arm lengths are equal, the plasmons meet together at the second contact completely phase-coherently. In other words, when electrons tunnel at the first contact, there will be noise created in the upper and lower interferometer arm, and this noise is fully correlated. In the case of equal arm lengths it is possible to restore the complete phase information at the second contact. Thus, dephasing is absent.

In the case of direct currents, an analogous calculation for the long-time limit gives

$$\text{Im} A_{t,11}^t (t) = 0,$$

(73)

$$\text{Im} A_{t,22}^t (t) = \frac{\tau_1^2}{\pi} \frac{4}{v} |eVt|.$$

As for the time delay $\Delta t$ related to the charging of the upper arm of the interferometer, we obtain, using Eqs. (41), (60) and (62),

$$\Delta t = \frac{t^+}{2} \left( \frac{1}{u} + \frac{1}{v} \right).$$

(74)

We now have all the ingredients needed to evaluate the visibility of the MZI according to Eqs. (60) and (61) for the differential conductance. We define the voltage-dependent visibility as the ratio of the amplitude of Aharonov-Bohm oscillations in conductance to its mean value:

$$V_G (V) = \left( \max (G_\Phi (V)) - \min (G_\Phi (V)) \right)/2G_0 (V).$$

(75)

We observe that the direct conductance $G_0 (V)$ does not depend on voltage despite a non-zero action $A_{t,22}^t$: the latter affects each of the tunneling rates $I_{22}^+ \text{and} I_{22}^-$ but does not change their difference. Therefore, the visibility can be expressed via the integral $I_\Phi$ given by the relation (61) as

$$V_G (V) = \frac{2\tau_1 \tau_2}{\tau_1^2 + \tau_2^2} |I_\Phi|.$$  

(76)

In what follows we consider the limit of strong interaction, $u \gg v$. In this case we represent $I_\Phi$ in the form

$$I_\Phi = I_\Phi^{(0)} \exp \{-\text{Im} A_{t,12}^t \},$$

(77)

where $I_\Phi^{(0)}$ is simplified to

$$I_\Phi^{(0)} = - \int \frac{dt}{\pi} (t - \Delta t) e^{-i\nu (t - \Delta t)} \times \text{Im} \left[ \frac{1}{(t + i0)(t - \Delta \Phi)^{-1/2} - (t - \Delta \Phi + i0)^{-1/2}} \right].$$

(78)

Two examples of the visibility plots in the strong-interaction limit and equal transmissions at both QPCs are shown in Fig. 5, where we have denoted $l = (l^+ + l^-)/2$.

While the obtained voltage dependences of visibility do show an oscillatory structure similar to experimentally observed lobes, there are strong differences. Most importantly, in the limit of equal arms, which is predominantly the experimental situation, the visibility calculated in the framework of short-range interaction model oscillates as $V_G \propto \cos (eVl/v)$ without any decay, since the non-equilibrium dephasing rate vanishes according to the relation (72) whatever strong the interaction is. The situation gets even worse when we try to apply the same model to describe experimental data on MZI at $v = 1$. Specifically, the model predicts then a constant visibility, which is in stark contrast to the experiments that show lobe structures for $v = 1$ as well.

To summarize, the Keldysh action approach allows us to determine the tunneling current through the MZI. The theory includes all the effects of the interaction, including charging, renormalization, and dephasing. The dephasing rate grows linearly with voltage; the source of
dephasing is the shot noise produced at the first QPC. The calculation of this section were carried out under the assumption of short-range interaction (which would be the case for a system with a nearby metallic gate). Essential discrepancies between the theoretical findings for this model and the experimental data indicate the importance of long-range (1/r) character of the Coulomb interaction. The corresponding model will be studied in the next section.

IV. LONG-RANGE INTERACTION

In this section, we consider the model of the MZI with the long-range Coulomb interaction,

$$U_0(x) = \frac{e^2}{\epsilon} \frac{1}{\sqrt{x^2 + b^2}},$$

which is regularized at short distances by the finite width of the edge state b. Using the self-consistent electrostatic picture of the quantum Hall edge channels in the smooth confining potential, we associate the scale b with the typical width of a compressible strip. The latter satisfies

$$b \gg a \sim l_B,$$

where a is the short distance cut-off introduced earlier (see also estimates of typical experimental parameters in Sec. IV C). The strength of Coulomb interaction is quantified by the dimensionless coupling constant

$$\alpha = \frac{\nu e^2}{\epsilon \pi v},$$

where \( \epsilon \) is the dielectric constant. As discussed below in Sec. IV C, the edge velocity v (which is also the velocity of the neutral mode at filling factor \( \nu = 2 \)) is fixed within the self-consistent electrostatic picture in such a way that \( \alpha \sim 1 \). In the momentum space

$$U_0(q) = \frac{2e^2}{\epsilon} K_0(|q|b),$$

with the small-q asymptotic behavior

$$U_0(q) \sim -\frac{2e^2}{\epsilon} \ln(|q|bd), \quad q \ll b^{-1},$$

where \( K_0 \) is the modified Bessel function of the second kind and the numerical constant \( d = e^{\gamma \epsilon}/2 = 0.89 \).

A. Plasmon correlation function

Consider now the plasmon phase correlation function (52). It is given by

$$J_P(x,t) = \int_0^\infty \frac{dq}{q} \left( 1 - e^{i\phi(q)} \right) e^{-aq},$$

where we have introduced the phase \( \phi(q) \), containing the x- and t-dependence,

$$\phi(q) = qx - \omega_P(q)t,$$

$$\omega_P(q) = vq(1 + \alpha K_0(|q|b)).$$

As follows from the integral representation (54), at zero temperature \( J_P(x,t) \) is an analytic function of time in the upper half-plane. We now analyze this function in the relevant parameter limit

$$\max\{t,x/v\} \gg b/v \gg a/v.$$  

The time dependence of real and imaginary parts of the phase correlation function \( J_P(x,t) \) for typical values of parameters is shown in Fig. 6. One observes characteristic oscillations which stem from the non-linear plasmon dispersion \( \omega_P(q) = u_P(q)q \) given by Eq. (56). As a result, the initially localized density wave packet injected into the interferometer arm at some position \( x' = 0 \) and time \( t' = 0 \) is spread after some time t, when it arrives at given point x. This is because its constituents — bosonic modes, with different wave vectors q — propagate with different group velocities. The real part of the phase correlation function has a pronounced minimum at

$$t_p(x) = x_{u_P(q)} \bigg|_{q \to x/bd} \approx \frac{x}{\alpha v \ln(e x/bd)},$$
The unique saddle point leads to approximately single-period oscillations in the phase correlation function at

$$t_p(x) \lesssim t < x/v, \quad (93)$$

as is indeed seen in the numerical plots in Fig. 6. We also remark that at $t \sim t_p(x)$ the optimal phase $\phi(q_s)$ becomes of order unity, thus the stationary phase method loses its applicability. At still smaller times the integral (84) is governed by the contribution of the end point at $q = 0$ and shows no oscillations. On the other hand, in the time interval

$$x/v < t < x/u_g(q_2) \quad (94)$$

one finds (see Fig. 7) two distinct roots of the stationary phase equation (91). In this range the plasmon phase correlation functions acquires characteristic beatings arising from the interference of the two contributions (with generally incommensurable phases) corresponding to two stationary-point momenta.

It is shown in Appendix D that at $t < u_g(q_2)$ the imaginary part of the phase correlation function can be approximated in the following way:

$$\text{Im} J_\phi^p(x, t) = \pi/2 - \sqrt{2} \pi \text{Re} \left[ \text{Erfc} \sqrt{-i(\phi - \phi_0)} \right], \quad (95)$$

where $\phi_s = \phi(q_s(x,t))$ is the stationary phase, Erfc(z) is the complementary error function, and the constant $\phi_0$ is defined as the root of the equation $\text{Re} \left[ \text{Erfc} \sqrt{i\phi_0} \right] = 1/\sqrt{2}$. The above approximation is shown by the dotted line in Fig. 6. one finds a good agreement with the exact numerical curve. We will use this approximation later to evaluate the dephasing action with the logarithmic accuracy.

### B. Visibility

Let us turn now to the analysis of the visibility. For that purpose we have to find the differential conductance in accordance with general relations (60) and (61) of Sec. II. We will first perform the analysis in the framework of the Gaussian approximation (Sec. II C), i.e. neglecting the tunneling action $\text{Im} \, A_s^p$ in Eq. (61). Later we will include the effects of the non-Gaussian fluctuations.

#### 1. Filling factor $\nu = 1$

In the case $\nu = 1$ the Green function $G_0$ at zero bias is determined solely by the plasmon part of the total correlation function $J(\xi)$, since the free part $J_F(\xi)$ cancels against the bare Green function $g_0$:

$$G_0^2(x, t) = \frac{1}{2\pi i} e^{-i J_p(x, t)}. \quad (96)$$
The “lesser” Green function satisfies \( G_{\alpha}^\prec(x,t) = (G_{\alpha}^\prec(x,t))^* \). In the case of finite voltage the above expression for the upper arm is modified to

\[
G_{\alpha}^\prec(x,t) = \exp \left\{ -ieV \left( t - \frac{x}{u_P(1/L)} \right) \right\} G_{0}^\prec(x,t), \quad (97)
\]

where we took into account the non-equilibrium phase shift \([50]\).

In the following we concentrate on the case of symmetric interferometer, \( l^+ = l^- = l \). We will show that, in contrast to the results of Sec. III, even in this situation the visibility is a non-trivial function of voltage. A small mismatch in the lengths of upper and lower arms will not affect our conclusions essentially.

In the Gaussian approximation the visibility of interference oscillations can be found by integrating Eq. (61) over the time numerically. As discussed above, we neglect the dephasing caused by the shot noise at this stage and will restore it later. Using Eqs. (62), we obtain for the delay time

\[
\Delta t = \frac{l}{u_P(1/L)} \approx t_p(l), \quad (98)
\]

In a typical experimental layout the distance from source to drain \( L \) is of the order of MZI size \( l \). Thus, within the logarithmic accuracy (i.e. up to a numerical factor in the argument of the logarithm) the delay time is actually equal to the scale \( t_p(l) \) defined by Eq. (28).

The visibility \( V_G \) calculated in accordance with the definition (76) is shown in Fig. 8 for different values of the ratio \( l/b \) and in Fig. 9 for different values of the coupling constant \( \alpha \). In all cases the MZI is symmetric, meaning that \( l^+ = l^- \) and both QPCs are equivalent. The plots clearly show a non-trivial voltage dependence of visibility, with three lobes. The width \( \epsilon_0 \) of the central peak scales as

\[
\epsilon_0 \sim 2\pi/t_p(l) \sim 2\pi v l \ln(l/b) \quad (99)
\]

A dip in the visibility at small voltage is the result of a zero-bias anomaly in the direct \( G_0(V) \) and interference \( G_\Phi(V) \) part of conductance.

As has been already emphasized, the appearance of the lobe structure in visibility in the model of long-range Coulomb interaction at \( \nu = 1 \) crucially depends on non-linearity of plasmon dispersion, which gives rise to the oscillatory behavior of the phase correlator \( J_P(x,t) \) as the function of time. We also note that additional weak oscillations in \( V_G \) (seen on top of the lobe pattern) stem from the beating in the plasmon correlation function in the time interval \([11]\), which is due to plasmons with short momenta \( q \sim b^{-1} \).

Our calculations in this subsection are closely related to those of Ref. 28 where the effect of non-linearity of plasmon dispersion on properties of a \( \nu = 1 \) MZI was analyzed. The crucial difference is that we also take into account the phase shift \([59]\) representing a non-equilibrium charging effect. For this reason, our non-equilibrium Green function \([97]\) and the resulting visibility \( V_G \) differ from their counterparts in the work 28. The voltage dependence of visibility shown in Figs. 8 and 9 results from a combined effect of non-linear dispersion and charging.

2. Filling factor \( \nu = 2 \)

We have carried out analogous calculations for the setup with \( \nu = 2 \). As before, we concentrate on the symmetric MZI. In the case of two edge states per interferometer arm a tunnelled electron excites plasmon and neutral modes. The electron propagator at zero voltage acquires the form

\[
G_0^\prec(x,t) = \frac{1}{2\pi i a v} \frac{e^{-J_P^\prec(x,t)/2}}{\sqrt{x/v - t + ia/v}}. \quad (100)
\]

A dip in the visibility at small voltage is the result of a zero-bias anomaly in the direct \( G_0(V) \) and interference \( G_\Phi(V) \) part of conductance.

As has been already emphasized, the appearance of the lobe structure in visibility in the model of long-range Coulomb interaction at \( \nu = 1 \) crucially depends on non-linearity of plasmon dispersion, which gives rise to the oscillatory behavior of the phase correlator \( J_P(x,t) \) as the function of time. We also note that additional weak oscillations in \( V_G \) (seen on top of the lobe pattern) stem from the beating in the plasmon correlation function in the time interval \([11]\), which is due to plasmons with short momenta \( q \sim b^{-1} \).

Our calculations in this subsection are closely related to those of Ref. 28 where the effect of non-linearity of plasmon dispersion on properties of a \( \nu = 1 \) MZI was analyzed. The crucial difference is that we also take into account the phase shift \([59]\) representing a non-equilibrium charging effect. For this reason, our non-equilibrium Green function \([97]\) and the resulting visibility \( V_G \) differ from their counterparts in the work 28. The voltage dependence of visibility shown in Figs. 8 and 9 results from a combined effect of non-linear dispersion and charging.

FIG. 8: Visibility of Aharonov-Bohm oscillations in a symmetric Mach-Zehnder interferometer at \( \nu = 1 \) calculated in the model of long-range Coulomb interaction with the coupling constant \( \alpha = 1 \), shown for \( a/b = 0.1 \) and different ratios of \( l/b \): (1)-30; (2)-50; (3)-100.

FIG. 9: Visibility of Aharonov-Bohm oscillations in a symmetric Mach-Zehnder interferometer at \( \nu = 1 \) calculated in the model of long-range Coulomb interaction for different coupling constant \( \alpha \): (1)-2.0; (2)-1.0; (3)-0.5. The other parameters are: \( l/b = 30 \) and \( a/b = 0.1 \).
The delay time for the setup of Fig. 1 with one of outer channels biased can be found using Eq. (62),

$$\Delta t \simeq \frac{1}{2} \left( \frac{1}{u_p} \frac{1}{l} + \frac{1}{v} \right). \quad (101)$$

It is instructive to compare this result with Eq. (63): one sees a clear manifestation of two modes (plasmon and neutral) for $\nu = 2$ instead of a single plasmon mode at $\nu = 1$. The voltage dependence of visibility calculated numerically in the Gaussian approximation is shown by the upper curve in Fig. 10. (The lower curve in the same plot is the visibility calculated in the instanton approximation, which takes into account the extra dephasing due to the non-equilibrium shot-noise, Sec. IV B 3.) One can see that the voltage dependence of visibility is qualitatively different from the $\nu = 1$ setup. Specifically, the visibility $V_G(V)$ shows many oscillations ("lobes") as the function of bias with a typical width given by the Thouless energy of the MZI,

$$\epsilon_{Th} = \pi v/l. \quad (102)$$

This energy scale differs from the characteristic scale $\epsilon_0$ characterizing lobes in the $\nu = 1$ MZI [see Eq. (99)] by a logarithmic factor.

The results of this subsection should be also contrasted with those of Sec. III. The visibility $V_G(V)$ calculated there for the same setup ($\nu = 2$) but in the model of short-range interaction demonstrates the cos-like oscillations which, however, do not decay in the case of a symmetric MZI. In the $1/r$ model of Coulomb interaction considered here, the visibility $V_G(V)$ oscillations do decay already in the Gaussian approximation, as seen in Fig. 10. Furthermore, as we are going to show in Sec. IV B 3, the shot-noise dephasing leads in this case to an additional suppression of oscillations of visibility and to a decay of visibility down to zero at high voltage (rather than to a constant as in the Gaussian model).

3. Non-equilibrium dephasing by the shot noise

Let us now calculate the suppression of the visibility due to non-Gaussian phase fluctuations following the method of Sec. III.

In the instanton approximation the optimal phases $\Theta^a_k$ are expressed in terms of the phase correlation function $J(x,t)$ according to Eq. (55). We saw in section III that the special properties (55) of the causal correlators $J_l^+/g^+(x,t)$ in the case of short-range interaction greatly simplify the calculations. The question arises whether these properties are valid in the case of long-range interaction. Since $J_l^+/g^+(x,t) = (J_l^-(x,t))^*$, we conclude that $J^+$ and $J^-$ may differ only in the imaginary part. As is clearly seen in Fig. 6 at $x > 0$ and $t < 0$ (or, at $x < 0$ and $t > 0$) we have $\text{Im}J^+ \simeq \text{Im}J^- = -\pi/2$, so that the imaginary part of the full correlator, $\text{Im}J^*$, in the same range of parameters is almost zero. It follows that the relations (55) are approximately satisfied. This is a manifestation of the fact that even in the presence of spectral dispersion the edge modes retain their chiral character.

Performing calculation similar to those in Sec. III, we arrive again at the result (70), which can be cast in the form

$$\text{Im} A^*_{1,12} = 2\pi^2 P(eV) \tilde{\gamma}(l), \quad (103)$$

where $P(eV)$ is the noise power,

$$P(eV) = -\int_{-\infty}^{\infty} dt \left( |\tilde{\Pi}_l^+(t) + \tilde{\Pi}_l^-(t)|^2 \right), \quad (104)$$

and

$$\tilde{\gamma}(l) = \int_0^{+\infty} dt' \sin^2 \left( \frac{2}{\nu} \text{Im} J^*_l(l,t') - \frac{\pi}{\nu} \right). \quad (105)$$

is a characteristic bosonic dwell time related to the size of the MZI. In what follows, we will find the dephasing action (105) with the logarithmic accuracy (up to a coefficient of order unity under the logarithm).

First, we evaluate the noise, using its representation in terms of interacting Green function

$$P(eV) = 4\nu^2 \int_{-\infty}^{+\infty} dt \sin^2 (eVt/2) \text{Re} \left[ G_0^g(0,t) \right]^2. \quad (106)$$

To derive this expression, we have used the relation $G_0^g(0,t) = (G_0^g(0,t))^*$ and the fact that at zero temperature and at $eV \to 0$ the shot noise should vanish. To find the interacting Green function, we evaluate the momentum integral (53). At large times $t \gg b/v$ it is given by

$$J^*_l(t) \simeq \ln(1/q^*) + \text{const}. \quad (107)$$
Here the momentum $q^*$ satisfies the condition $|\phi(q^*)| \sim 1$, which at $x = 0$ leads to
\[ (q^*)^{-1} \approx \alpha vt \ln \left( \frac{vt}{b \tilde{d}} \right) \] (108)

(here $e$ stands for the base of natural logarithms rather than for the electron charge). On the other hand, at small times $t \ll b/v$ the plasmon correlator is determined by the large-momentum behavior of the integrand in Eq. (105), where interaction is absent and thus $\tilde{J}\phi(t)$ should coincide with the free result. An approximation for the interacting Green function which respects both limits is given by
\[ G_0^>(0, t) \sim \frac{1}{2\pi \alpha^{1/\nu} (vt - ia) \ln^{1/\nu} \left( e + i\nu/v |b \tilde{d}| \right)} , \] (109)

where we have also taken into account that $G_0^>(0, t)$ must be analytic in the upper half plane of complex $t$. The main contribution to the integral in Eq. (108) comes from times $t \sim 1/eV$. Evaluating the integral, we finally find
\[ \mathcal{P}(eV) \sim \frac{|eV|}{2\pi \alpha^{2/\nu} \ln^{2/\nu} \left( e + \nu/v |eV| b \tilde{d} \right)} . \] (110)

Note that the noise power reveals a weak zero-bias anomaly in the chiral 1D system, which originates from the long-range nature of the Coulomb interaction.

Let us now evaluate the bosonic dwell time (105). One can employ the saddle point approximation (95) and change the integration variable from time $t'$ to phase $\phi$ using the relation (24). We find with the logarithmic accuracy
\[ t \approx \frac{l}{\alpha v} \left[ \ln \left( \frac{l}{b \phi \tilde{d}} \right) \right]^{-1} . \] (111)

This enables us to cast the dwell time (105) into the form
\[ \Upsilon(l) \simeq \frac{l}{\alpha v} \int_0^{\phi_{\max}} \frac{d\phi}{\phi} \ln^{-2} \left( \frac{l}{b \phi \tilde{d}} \right) \times \sin^2 \left[ \frac{2\pi \sqrt{\frac{\nu}{\nu}} \text{Re} \left( \text{Erfc} \left( \sqrt{\frac{l}{\nu}(\phi_0 + \phi)} \right) \right)}{\nu} \right] , \] (112)

where $\phi_{\max} \sim \alpha(l/b)/e$. This upper limit of integration originates from the fact that the integral in Eq. (108) is actually limited to times $t \lesssim l/v$. Let us now assume that the interaction is not too weak, so that $\phi_{\max} \gg 1$. This is always the case in the experiment, as will be shown in Sec. IV.C. Since the integral (112) converges at large $\phi$ (and is dominated by $\phi \sim 1$), one can now extend the integration up to infinity and also neglect the weak logarithmic dependence on the phase $\phi$. In this way we find
\[ \Upsilon(l) \simeq C\nu \left( \frac{l}{\alpha v} \right) \ln^{-2} \left( \frac{l}{b \tilde{d}} \right) . \] (113)

where $C_1 = 3.96$ and $C_2 = 2.97$.

Equation (110) together with Eqs. (110) and (113) is the main result of this subsection. We see that the non-equilibrium dephasing action in the model of long-range Coulomb interaction is a sub-linear function of both the voltage and the size of the interferometer. Equation (110) tells us that the non-equilibrium dephasing in the MZI occurs due to the intrinsic shot noise. This noise is transferred by plasmons (in case of $\nu = 1$) or by a superposition of plasmon and neutral bosonic modes (in case of $\nu = 2$), which typically propagate through the MZI faster than electrons, as is seen from Eq. (113).

In Fig. 10 we illustrate the suppression of the visibility by the shot noise for the setup with $\nu = 2$. The effect of shot-noise dephasing leads to suppression of visibility at high voltages. However, the lobe structure remains well preserved: the dephasing effect becomes strong only for voltages much larger than the period of the oscillations in visibility. The reason for this is twofold. First, this is a factor $\tau_1^2$ in Eq. (110) that was assumed to be small in our calculation. (We used the value $\tau_1^2 = 0.2$ in the plot.) We can expect a somewhat stronger dephasing due to the shot noise $\sim \tau_1^2(1 - \tau_1^2)$, when the QPC transparency is of order 50%. Second, there are logarithmic factors in Eqs. (110) and (113): their combined effect at the scale $eV \sim v/b$ and at $\nu = 2$ leads to the suppression of the dephasing action by a factor $1/\ln^3(l/b) \ll 1$. Because of this factor, the lobe structure should not be destroyed by dephasing (i.e. many oscillations will be seen) even in the case of most noisy QPC with transparency of order 50%, in agreement with experiments.

A more detailed comparison of our findings with experiment is presented below.

### C. Comparison to experiment

Let us now discuss the relation of theoretical results of Sec. IV to experimental observations. The striking lobe-type structure in the visibility as function of voltage at low temperature was discovered for the first time in the experiment\(^2\). At filling factor $\nu = 1$ three lobes were reported, while at $\nu = 2$ five lobes were observed. Later experiments of the same group with the use of somewhat different layout\(^3\) showed up to 9 lobes for $\nu = 2$. The important part of the MZI setup in the experiment\(^2\) was an additional QPC0, which enabled to apply different chemical potentials to the outer and inner edge channels, see Fig. 1. These observations were corroborated by subsequent works\(^4\), where an analogous MZI layout with QPC0 was studied.

Our theoretical calculations carried out within the model of long-range Coulomb interaction (Sec. IV) compare well with the above experimental findings. On the qualitative level, we find three lobes in the case of $\nu = 1$ (Figs. 8 and 9) and structure with many lobes for $\nu = 2$ (Fig. 10), in agreement with the experiments.

Let us also note that a more complicated behavior of
we estimate the drift velocity according to Eq. (116) that
structure. To find the energy scale for the lobe structure,
potential
between the confining gate and the 2DEG. The latter scale
∼ l/b
the finite-bias visibility was observed in another experimen-
tal work
, where the MZI setup did not contain an additional QPC0. The emphasis of this study was on the
asymmetry of the MZI characteristics when the trans-
parency of the QPC1 was varied from 0 to 1. We cannot
treat this feature within our approximation valid in the
weak-tunneling regime.

More quantitative comparison of theoretical and ex-
perimental results requires the knowledge of the edge ve-
diction constant
, defined by Eq. (81), to be of order 1. At
the same time, comparing the dispersion relation
and Eqs. (82) and (80), we obtain the estimate for the scale
b in our theory, b ∼ 2e3l ∼ 400 nm. Let us first discuss the case ν = 2. For the typical size
of the MZI, l ∼ 10 μm, one gets the ratio l/b ∼ 25. This
parameter controls the overall number of lobes in our
theory, N ∼ l/πb, cf. Fig. 10. For sufficiently large
from 1/ln(l/b), see Sec. V B 3. However, for
l/b ∼ 25 this happens to be not so important for the lobe
structure. To find the energy scale for the lobe structure,
we estimate the drift velocity according to Eq. (116) that
yields v ∼ 10^5 m/s. This results in the following value
of the Thouless energy \(\epsilon_{\text{Th}}\): \(\epsilon_{\text{Th}} ∼ 20 \mu\text{eV}\). This is in-
deed the typical energy scale seen in the above discussed
experiments.

We turn to the case of filling factor \(\nu = 1\). We obtain
bias dependences of visibility with three lobes in a suffi-
ciently broad range of parameters (see Figs. 5 and 6, in
agreement with experimental works. The energy scale
for the lobes in our theory is given by Eq. (116), which
is larger than the Thouless energy \(\epsilon_{\text{Th}}\) by a factor \(\ln(l/b)\).
For realistic values of parameters (see above), this factor
is ∼ 3. In the experiment the energy scales for \(\nu = 1\) and
\(\nu = 2\) are practically equal. This discrepancy may be
partly explained by the fact that, according to Eq. (116),
the drift velocity is expected to be twice smaller for \(\nu = 1\)
compared to \(\nu = 2\), which reduces the energy scale by
factor of 2, partly compensating the logarithmic factor.

V. SUMMARY

In this paper we have discussed the influence of the
coulomb interaction on the quantum coherence in the
electronic Mach-Zehnder interferometer (MZI) formed by
integer quantum Hall edge states at filling fractions \(\nu = 1\)
and \(\nu = 2\) out of equilibrium. Our main results can be
summarized as follows.

1. We have developed the non-equilibrium functional
bosonization framework which enables us to build
up the Keldysh action of interacting electrons in the
MZI. The most non-trivial term in the action is ex-
pressed in terms of a single-particle time-dependent
interferometer scattering matrix in the dynamically
fluctuating field and has a structure of a Fredholm
operator similar to those appearing in the the-
ory of full counting statistics. We have used this
action to analyze the limit of weak electron tunnel-
ing between interferometer arms in the case of arbi-
trarily strong e-e interaction. Our theory contains
all interaction-induced effects on transport through
MZI, including charging, dispersion non-linearity,
and non-equilibrium decoherence.

2. Restricting at first the theoretical analysis to the
Gaussian approximation for electron phase fluc-
tuations, we have readily reproduced the previ-
ous theoretical results related to oscillations (lobe
structure) in the dependence of the visibility on
the bias voltage. Going beyond the Gaussian ap-
proximation, we have used a real-time instanton
approach to evaluate the non-equilibrium dephas-
ing rates that lead to further suppression of the
Aharonov-Bohm oscillations in conductance with
the increase of voltage. We have found that the out-
of-equilibrium dephasing rate is proportional to the
voltage dependent shot noise of the first quantum
point contact (QPC1), defining the MZI, and orig-
inates from the emission of non-equilibrium plas-
mon and neutral bosonic modes in course of inelastic electron tunneling.

3. The results obtained within the model of short-range interaction (Sec. 111) show strong contradictions to the experiment. Specifically, in the case of equal arms the visibility oscillations in the $\nu = 2$ interferometer do not decay with voltage. For $\nu = 1$ the problem is even more severe, as the visibility does not depend on the voltage at all.

4. Considering the realistic model of the long-range $(1/r)$ Coulomb interaction, we are able to explain the experimentally observed dependence of the visibility of the interference signal at filling fraction $\nu = 1$ and $\nu = 2$. The origin of this effect is found to be a combination of three factors:

(i) the electrostatic phase shift effect, related to the charge imbalance on different arms of the interferometer,

(ii) the interaction induced effect of the plasmon dispersion, and

(iii) the out-of-equilibrium decoherence due to the intrinsic shot noise.

Using realistic parameters, we find three lobes in the bias dependence of visibility in the case of $\nu = 1$ (Figs. 2 and 3) and structures with many lobes for $\nu = 2$ (Fig. 111), in agreement with the experiments. The energy scale for the lobe structure in the visibility for $\nu = 2$ is given by the Thouless energy of the MZI which is estimated as $\sim 20 \mu eV$ for realistic parameters, again in good agreement with experiment. For $\nu = 1$ the energy scale for the lobes in our theory is enhanced by a factor $\ln(l/b) \approx 3$, which is partly compensated by a difference in the drift velocity (and thus Thouless energy) at $\nu = 1$ and $\nu = 2$. There remains some discrepancy in this point with the experiment which indicates that the energy scales for $\nu = 2$ and $\nu = 1$ lobe structures are practically equal. This issue may be worth further study.

We anticipate that the approach developed in this work will be useful for a much broader class of electronic interference setups relevant to current or forthcoming experiments. The prospects for future research include, in particular, interferometers operating in the fractional quantum Hall regime as well as those built on edge states of topological insulators.
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Appendix A: Regularization of the functional determinant

In this appendix we derive an exact expression for the tunneling action $A_t = A - A_0$ where $A$ is the action given by Eq. 23 and $A_0$ is its value in the absence of tunnel coupling between the interferometer arms.

Let us denote the first (determinant) term of the action as

$$iA_c = \ln \det \left[ 1 + (S_f^i e^{i\chi} S_f - 1) \hat{f} \right]. \quad (A1)$$

Then in the absence of tunneling we have

$$iA_c^{(0)} = \ln \det \left[ 1 + (e^{-i\psi_k e^{i\chi} e^{-i\psi'}} - 1) \hat{f} \right], \quad (A2)$$

where

$$\psi_{f/b}^\pm = -\frac{1}{v_F} \int_0^{L_{\pm}} dx' \phi_{f/b}^{\pm}(x', t + x'/v_F) \quad (A3)$$

are the phases collected along the way from 0 to $L_{\pm}$ without tunneling. For the full distribution function $\hat{f}$ one can write:

$$\hat{f}(t_1, t_2) = e^{-i\varphi_{f}(t_1)} f_F(t_1 - t_2) e^{i\varphi_{f}(t_2)}, \quad (A4)$$

where $\varphi_{f}(t) = eVt$, and $f_F$ is the Fermi distribution function in time domain at zero voltage. Since the gauge transformation (A4) does not affect the determinant, we can write $iA_c = \ln \det M$ and $iA_c^{(0)} = \ln \det M_0$, with

$$M = f_\uparrow + e^{i\varphi_{f}} S_f^i e^{i\chi} S_f e^{-i\varphi_{f}} f_\downarrow$$

$$M_0 = f_\uparrow + e^{-i\psi_k} e^{i\chi} e^{i\psi'} f_\downarrow. \quad (A5)$$

Here $f_\downarrow = f_F$ and $f_\uparrow = 1 - f_F$, as explicitly defined by Eq. (39). Note that after the gauge transformation $M_0$ does not depend on voltage. The tunneling action can be now represented in the form

$$iA_t = \ln \det M M_0^{-1}, \quad (A6)$$

and the next step is to invert $M_0$.

To perform the inversion, we employ the projection properties of the Fermi distribution function at zero temperature. This approach is well known from the works on Fermi edge singularity and its recent generalization on the matrix case. In the energy domain, $f_\downarrow$ is the projector on occupied states, whereas $f_\uparrow$ projects on unoccupied states. Therefore, we have $f_\uparrow^2 = f_\uparrow$, $f_\downarrow^2 = f_\downarrow$, $f_\uparrow f_\downarrow = 0 = f_\downarrow f_\uparrow$, and $f_\uparrow + f_\downarrow = 1$. The same relations hold in the time domain as well, where the product of two operators is understood in the sense of convolution. Let now $\psi^{\uparrow}(t)$ ($\psi^{\downarrow}(t)$) be a function, which is analytic in
the lower (upper) complex half-plane. Then the following relation hold:

\[
\begin{align*}
    f_\prec e^{i\psi_\prec} f_\prec &= f_\prec e^{i\psi_\prec}, \\
    f_\succ e^{i\psi_\succ} f_\succ &= e^{i\psi_\succ} f_\succ \\
    f_\prec e^{i\psi_\prec} f_\prec &= e^{i\psi_\prec} f_\prec, \\
    f_\succ e^{i\psi_\succ} f_\succ &= f_\succ e^{i\psi_\succ}.
\end{align*}
\]

(A7)

For instance, let us proof the first relation:

\[
\begin{align*}
    \left( f_\prec e^{i\psi_\prec} f_\prec \right) (t_1, t_2) &= \frac{1}{(2\pi i)^2} \int dt \frac{1}{t_1 - t + i0} e^{i\psi(t)} \frac{1}{t - t_2 + i0} \\
    &= -\frac{1}{2\pi i (t_1 - t_2 + i0)} = f_\prec(t_1 - t_2) e^{i\psi(t_2)}.
\end{align*}
\]

(A8)

Due to analytical properties of \(\psi(t)\) this integral is defined by a single residue at \(t = t_2 - i0\).

Furthermore, for any function \(A(t)\) with the support at real time \(t\),

\[
A^\prec(t) = \int dt' f_\prec(t - t') A(t')
\]

is the analytic function of complex \(t\) in the upper half-plane, and

\[
A^\succ(t) = \int dt' f_\succ(t - t') A(t')
\]

is the analytic function in the lower half-plane, respectively.

With the help of these zero temperature projection properties, we readily obtain the inverse of \(M_0\). First, let us introduce the quantum component of the field \(\tilde{\psi}\) as

\[
\tilde{\psi}_q = \psi_f - \psi_b.
\]

(A11)

Then we define

\[
\tilde{\psi}_q^\prec = f_\prec \tilde{\psi}_q + \tilde{\chi}/2,
\]

(A12)

which is analytic in the upper half-plane, and

\[
\tilde{\psi}_q^\succ = -f_\succ \tilde{\psi}_q - \tilde{\chi}/2,
\]

(A13)

which is analytic in the lower half-plane. Therefore we have

\[
\tilde{\psi}_q^\prec - \tilde{\psi}_q^\succ = \tilde{\psi}_q + \tilde{\chi},
\]

(A14)

and thus can write

\[
M_0 = f_\succ + e^{-i\psi^\prec} e^{i\psi^\succ} f_\prec = e^{-i\psi^\prec} \left[ e^{i\psi^\succ} f_\succ + e^{i\psi^\prec} f_\prec \right].
\]

(A15)

The inverse of this operator is given by

\[
M_0^{-1} = \left[ e^{-i\psi^\prec} f_\succ + e^{-i\psi^\prec} f_\prec \right] e^{i\psi^\succ},
\]

(A16)

which can be easily checked, using the relations \([A7]\). Similarly, we calculate \(M M_0^{-1}\) and find for the tunneling action:

\[
iA_t = \ln \det \left[ f_\succ + e^{i\psi^\prec + i\varphi L} S_b^\dagger e^{i\chi} S_f e^{-i\varphi L - i\psi^\prec} f_\prec \right].
\]

(A17)

Let us now introduce the extra gauge phase

\[
\tilde{\lambda} = f_\succ \tilde{\psi}_f + f_\prec \tilde{\psi}_b.
\]

(A18)

It enable us to rewrite \(\psi^\prec\) in the form

\[
\psi^\prec = \tilde{\psi}_f - \lambda + \tilde{\chi}/2,
\]

\[
\psi^\prec = \tilde{\psi}_b - \tilde{\lambda} - \tilde{\chi}/2.
\]

(A19)

Substituting them into Eq. \([A17]\) we finally obtain the tunneling action in the form \([33]\) as stated in the main body of the paper.

**Appendix B: Matrix elements of \(Q\)**

We define the \(Q\)-matrix as

\[
Q = e^{i\tilde{\psi}_b S_b^\dagger(\chi) S_f(\chi) e^{-i\tilde{\psi}_f}} = \left( \begin{array}{cc} R & T' \\ T & R' \end{array} \right),
\]

(B1)

see Eq. \([40]\) of the main text.

To evaluate the action \(A_t\) in the weak tunneling limit up to the terms of order of \(O(\tau^2)\), one needs to know the matrix elements \(Q_{\mu\nu}\) with the following accuracy:

\[
R = 1 - \tau_1^2 - \tau_2^2 - \tau_1 \tau_2 \left\{ (1^{1b} 1^{2b}) e^{i\varphi} + (1^{1f} 1^{2f}) e^{-i\varphi} \right\}
\]

\[
+ \tau_1 \tau_2 \left\{ (1^{1b} 2^{2f}) e^{i\varphi} + (2^{1b} 1^{2f}) e^{-i\varphi} \right\} e^{-i\chi} \]

\[
+ \tau_2^2 (1^{2b} 2^{2f}) e^{-i\varphi} + \tau_1^2 (1^{2b} 1^{2f}) e^{i\varphi} + O(\tau^3),
\]

\[
T' = i\tau_1 \left\{ (1^{1b} e^{i\chi/2} - 1^{1f} e^{-i\chi/2}) \right\}
\]

\[
+ i\tau_2 e^{i\varphi} \left\{ (1^{1b} e^{i\chi/2} - 1^{1f} e^{-i\chi/2}) \right\} + O(\tau^2),
\]

\[
T = i\tau_1 \left\{ (1^{1b} e^{-i\chi/2} - 1^{1f} e^{i\chi/2}) \right\}
\]

\[
+ i\tau_2 e^{-i\varphi} \left\{ (1^{1b} e^{-i\chi/2} - 1^{1f} e^{i\chi/2}) \right\} + O(\tau^2),
\]

\[
R' = 1 - \tau_1^2 - \tau_2^2 - \tau_1 \tau_2 \left\{ (1^{1b} 1^{2b}) e^{i\varphi} + (1^{1f} 1^{2f}) e^{-i\varphi} \right\}
\]

\[
+ \tau_1 \tau_2 \left\{ (1^{1b} 2^{2f}) e^{i\varphi} + (2^{1b} 1^{2f}) e^{-i\varphi} \right\} e^{i\chi} + O(\tau^3),
\]

(B3)

(B4)

(B5)

They can be easily deduced using the set of rules formulated in section II.C.

**Appendix C: Tunneling action**

In this Appendix we present technical details of our calculations leading to the tunneling action \([33]\). The
first step is to evaluate the trace in the expansion [12] of the functional determinant in the channel and time domain using the explicit form of the $Q$-matrix. A representation of the matrix $Q$ in terms of the “hopping” operators $\Gamma_i$ defined by Eq. (11) is given in Appendix B. After straightforward (albeit lengthy) calculations, we get

\[
i A_t = \sum_{ij} \tau_i \tau_j \int dt_1 dt_2 \sum_{aa'} P_{aa'}(t_1, t_2) e^{i\theta^{a'a}(t_2)}, \tag{C1}
\]

Here $P_{aa'} = 1$ if $a = a'$ and $P_{aa'} = -1$ otherwise ($a$ is the Keldysh index). Further,

\[\theta^{a'a}(x_0, t) = \theta^{a'}(x_0^+, t) - \theta^{-a}(x_0^-, t), \tag{C2}\]

is the relative phase expressed in terms of the phases $\theta^{a'}$ accumulated by electron along the paths from scattering point $x_0^\pm$ to the drain at upper and lower arms,

\[\theta^{a'}(x_0^\pm, t) = \frac{1}{v} \int_{x_0^\pm} x^\pm dx' \varphi^{a'}(x', t + (x' - x)/v). \tag{C3}\]

The polarization operator $\Pi^{aa'}_{ij}$ has the same structure as the operator $\Pi^{aa'}_{ij}$ defined by the relations [14, 15] and [16]. The difference is that $\Pi^{aa'}_{ij}$ is built up from the gauge transformed distribution function $f(t, t')$, given by Eq. (37). We also note that the phases $\theta^{a'}(x_0^\pm, t)$ are expressed via $\varphi^{a'}(x_0^\pm)$ by the kinetic relation (33).

The next step is to show that the action (C1), in fact, coincides with its final form [43]. For that we use the relation

\[D^{R/A}_0(x, t) = \pm v^{-1} \theta(\pm x) \delta(t - x/v), \tag{C4}\]

which follows directly from the definitions [14] and the standard identity of the Keldysh theory

\[D^{R/A}_0(x, t) = \theta(\pm t) (D^{0\pm}_0(x, t) - D^{0\pm}_0(x, t)). \tag{C5}\]

The kinematic phase $\theta^{a'}(x_0^\pm, t)$ can be now represented in the symbolic form as

\[\theta^{a'}(x_0^\pm, t) = (D^{0\pm}_0 \varphi^{a'})(x, t). \tag{C6}\]

To proceed further we express the matrix elements of the polarization operator $\Pi^{aa'}_{ij}$ in terms of the original distribution functions $f^{a'}_{ij}(t, t')$, using Eq. (38). This transformation reduces the action (C1) to the action (43), with the phases $\Theta^{a'}(x_0^\pm, t)$ equal to

\[\Theta^{a'}(x_0^\pm, t) = \lambda^{a'}(t - x/v) - \theta^{a'}(x_0^\pm, t). \tag{C7}\]

We also use the fact that at zero temperature the Fermi and the Bose distribution functions are closely related to each other, namely $f_{\pm}(t - t') = -n_{\pm}(t - t')$. This enables us to write the gauge phase as

\[\lambda^\pm(x - v/t) = \left( (n_B + 1)(D^{0\pm}_0 - D^{R\pm}_f) \varphi^{a'}_f \right)(x, t) - \left( n_B(D^{0\pm}_0 - D^{R\pm}_f) \varphi^{a'}_b \right)(x, t). \tag{C9}\]

This completes our proof of equivalence between two forms of the action, Eqs. (C1) and (43).

**Appendix D: Stationary phase method**

To describe the oscillations of the plasmon correlation function $J^\pm_0(x, t)$, we analyze the integral (34) in the short time limit $t \ll x/v$. Then the optimal momentum is small, $q_s \ll b^{-1}$, which enables us to write

\[\phi(q) = \phi_s g(q/q_s), \tag{D1}\]

where $|\phi_s| \gg 1$ is the stationary phase and

\[g(\lambda) = \lambda(1 - \ln \lambda). \tag{D2}\]

Let us consider

\[\partial_{\phi_s} J^\pm_0 = -i \int_0^\infty d\lambda (1 - \ln \lambda) e^{i\phi_s g(\lambda)} e^{-aq_s \lambda}. \tag{D3}\]

The main contributions to this oscillatory integral come from the stationary points and from the end points. Here we concentrate on the stationary phase contribution, which is responsible for the oscillations in the correlation function. Thus we get

\[\partial_{\phi_s} J^\pm_0 = -i \sqrt{2\pi i} e^{i\phi_s}. \tag{D4}\]

Integrating back this equation and taking into account the boundary condition, $\text{Im} J^\pm_0 \to \pi/2$ for $t \to \infty$ ($\phi_s \to -\infty$), one arrives at

\[\text{Im} J^\pm_0 = \frac{\pi}{2} - \sqrt{2\pi} \text{Re} \text{Erfc} \left( \sqrt{-i\phi_s} \right). \tag{D5}\]
where Erfc$(z)$ is the complementary error function. This formula does not apply at $t \to 0$ ($\phi_s \to 0$), where the stationary phase is small and the associated approximation breaks down. As is seen in Fig.~10 at $\phi_s \sim 1$ the oscillatory behavior crosses over into a smooth one, and with further decrease of $t$ the function $\text{Im}J^s_\gamma$ saturates at $-\pi/2$. We can approximate this crossover at $\phi_s \sim 1$ and saturation at $\phi_s \to 0$ by replacing $\phi_s$ in Eq. (D5) by $\phi_s - \phi_0$, where the phase $\phi_0 \approx 0.12$ satisfies the equation

$$\text{Re Erfc}(\sqrt{i\phi_0}) = 1/\sqrt{2}. \quad (D6)$$

To improve further the accuracy of the approximation, one can also replace the limiting expression for the stationary phase (D2) (which was found using the logarithmic approximation to the plasmon dispersion relation) by its exact value found from the numerical solution of Eq. (90). This yields the final approximation, which is shown in Fig.~10 by the dotted line.
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