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Abstract—Image-to-image translation models are shown to be vulnerable to the Membership Inference Attack (MIA), in which the adversary’s goal is to identify whether a sample is used to train the model or not. With daily increasing applications based on image-to-image translation models, it is crucial to protect the privacy of these models against MIAs.

We propose adversarial knowledge distillation (AKD) as a defense method against MIAs for image-to-image translation models. The proposed method protects the privacy of the training samples by improving the generalizability of the model. We conduct experiments on the image-to-image translation models and show that AKD achieves the state-of-the-art utility-privacy tradeoff by reducing the attack performance up to 38.9% compared with the regular training model at the cost of a slight drop in the quality of the generated output images. The experimental results also indicate that the models trained by AKD generalize better than the regular training models. Furthermore, compared with existing defense methods, the results show that at the same privacy protection level, image translation models trained by AKD generate outputs with higher quality; while at the same quality of outputs, AKD enhances the privacy protection over 30%.

Index Terms—Membership inference attack, membership privacy protection, membership defense, deep learning, image-to-image translation

I. INTRODUCTION

The recent advances in the field of Artificial Intelligence (AI) led to the creation of new applications in computer vision, natural language processing, signal processing, etc. Among these applications, image-to-image translation (image translation in short) models have gained increasing attentions. Image translation models map images from one domain to images in another domain. They are used for data synthesis (dataset augmentation), image colorization, pose transfer [1], etc. These mentioned use cases are based on the conditional Generative Adversarial Network (cGAN) [1], [2] which is a commonly used model in supervised image translation tasks.

The models may leak information of the training dataset, even with black-box access to them [3]. Meanwhile, the practical use cases of the image translation models including the models trained with sensitive data (e.g., a medical dataset) [4] continue to expand. Hence, privacy concerns arise in relation to image translation models.
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which combines the adversarial training \cite{14} with knowledge distillation mechanism \cite{15}. In details, a private model is initially trained with the private dataset. Then, the private model is used as the teacher model to train a student model in an adversarial manner with a proxy dataset. The proxy dataset is a set of unlabelled input domain images. Finally, the student model is deployed as a public model to prevent the leakage of the private dataset. To the best of our knowledge, AKD is the first defense method on image translation models that protects membership privacy while generates realistic outputs similar to the outputs from models trained without any constraint on privacy protection.

The contributions of this study are summarized as:

- We propose a novel method of knowledge distillation for image translation models which is used as a defense method against MIAs. The proposed defense method is a post-hoc method, meaning that it can be applied to models that have already been trained.
- We show qualitatively and quantitatively that adversarial knowledge distillation reduces overfitting, and thus provides stronger protection against MIAs.
- Through extensive experiments we show that our proposed method achieves the state-of-the-art tradeoff between the quality of the generated samples and the membership privacy protection for image translation models.

The remainder of the paper is organized as follows: preliminaries are discussed in Section II. The proposed method is introduced in Section III. The experimental setup is discussed in Section IV followed by the experiments in Section V. Section VI briefly reviews the related works, and Section VII concludes the paper.

II. PRELIMINARIES

A. Image-to-image Translation

Let $S_{\text{train}} = \{(x^{(n)}, y^{(n)})\}_{n=1}^{N}$ be the training set of an image translation model, and $D$ be the distribution that $S_{\text{train}}$ is sampled from. $x^{(n)}$ is an image from the input domain and $y^{(n)}$ is the corresponding ground truth from the output domain. The goal of an image translation model $G$ is to generate an image in the output domain by a given input. The conditional Generative Adversarial Network (cGAN) is frequently used as an image translation model where the output image is conditioned on the input (\cite{1}, \cite{2}, \cite{16}, \cite{17}).

The conditional generative models are generally trained to map the input image $x$ and a noise vector $z$ to the ground truth image $y$. An example for cGAN is shown in Fig. 1. The generator $G$ is trained based on the feedback from the discriminator $D$, where $D$ determines whether a given sample is real. That is to say, $D$ is trained to maximize the probability of assigning the correct real/fake label to real samples (i.e., the ground truth) and the generated samples from the generator $G$. Meanwhile, the generator $G$ is simultaneously trained to generate samples to fool $D$. The loss function to train a cGAN can be defined as:

$$L_{cGAN}(G, D) = \mathbb{E}_{y, x}[\log(D(y, x))] + \mathbb{E}_{z, x}[\log(1 - D(G(z, x), x))]$$ (1)

Fig. 1: An example to demonstrate an image translation model based on the cGAN. After training, the generator $G$ is deployed to generate images, and the discriminator $D$ is discarded. The example figure is from \cite{1}.

The objective is to obtain an optimal generator $G^*$ as:

$$G^* = \arg \min_{G} \max_{D} L_{cGAN}(G, D)$$ (2)

where $D$ tries to maximize Eq.(1) while $G$ aims at minimizing it.

B. MIA on Image Translation Models

In the MIA, an adversary’s goal is to find out whether a given sample $(x, y)$ is used in the training of the target model.

Definition II.1 (Membership Inference Attack). Given a target model $G$, and a data point $(x, y)$, the membership inference attack is defined as an adversary determining whether $(x, y) \in S_{\text{train}}$ or $(x, y) \notin S_{\text{train}}$.

The MIA is performed either in black-box or white-box settings \cite{18}. In the black-box setting, an adversary can only access the model output. Specifically, given the generator $G$, the adversary decides about the membership status of the given sample by inspecting the model output $G(z, x)$. On the other hand, in white-box MIAs, an adversary has access to the model’s weights and the intermediate features. Since the black-box attack is more practical given that the model architecture and weights are not always available, our focus is on black-box MIAs.

Reconstruction loss-based attack is shown to achieve high MIA performance on image translation models \cite{6}. For a given query sample $(x, y)$ and the target generator $G$, the reconstruction loss is defined as the $\ell_1$ norm of the difference between the model output $G(z, x)$ and the ground truth $y$:

$$L_{\text{rec}}(x, y) = \|G(z, x) - y\|_1$$ (3)

To determine whether the query sample $(x, y)$ belongs to the training dataset of $G$, the reconstruction loss-based attack relies on a pre-defined threshold $\tau$. In details, if the sample
satisfies \( L_{rec}(x, y) < \tau \), then it is considered as a member; otherwise, a non-member.

The intuition behind the reconstruction loss-based attack is that member samples generally have smaller reconstruction loss compared to non-member samples. The difference between the reconstruction loss on member samples and non-member samples is more apparent on overfitting models where the gap between the performance of the model on the training samples and non-training samples is larger. Recent works show that generative models trained on small datasets suffer from overfitting \([9, 10]\), which makes them vulnerable to MIAs.

### III. PROPOSED METHOD

Adversarial Knowledge Distillation (AKD) for image translation models (shown in Fig. 2) consists of three components: a given teacher generator \( G_t \) which is to be protected, a student generator \( G_s \) which is to be publicly deployed and a student discriminator \( D_s \) used in the adversarial training of \( G_s \).

The teacher generator \( G_t \) is from the cGAN method which is trained on the private training dataset without any constraint on the privacy protection. As mentioned in Sec. II in the training stage, the cGAN trains a generator and a discriminator simultaneously, while in the deployment stage, the discriminator is generally discarded and only the generator is used to generate images. Therefore, it is practical to suppose that the discriminator of the teacher model (i.e. the model to be protected) does not exist even for the MIA defense purpose, and the generator \( G_t \) is only available for queries (i.e. the model architecture and weights are not necessary). In this study, we design to use this teacher generator to generate labels for unlabelled samples from the proxy dataset in order to train the student generator and the student discriminator.

The proxy dataset \( S_{proxy} = \{ (x_p^{(n)}) \}_{n=1}^p \) is a set of unlabelled data samples. The samples in the proxy dataset can be taken from a publicly available dataset. In case there is no publicly available dataset, it is possible to create it by a task-specific generative model trained to generate the samples corresponding to the input domain of the private dataset (i.e., without any information related to the output domain). For example StyleGAN \([19]\) is used in \([20]\) to generate chest X-rays.

Note that the above task-specific generative model (e.g. StyleGAN), is only used to create samples for the proxy dataset, but not deployed publicly. Therefore, the privacy of that generative model is not a concern.

Also note that an adversary might have access to the proxy samples because of public availability, but he does not have access to the private teacher model \( G_t \). Hence, the output domain label corresponding to a proxy sample cannot be obtained, and the proxy dataset poses no membership privacy threat. In addition, we verify no privacy leakage on the proxy dataset by experiments as shown in Sec. V-B.

Although the student model is generally lighter than the teacher model in a distillation framework \([15]\), the student generator does not have such constraint. This is because we use distillation as a defense method rather than a method for model compression. Hence, there is no constraint on the student generator’s capacity.

Th student generator \( G_s \) and the student discriminator \( D_s \) are trained iteratively which is similar to the training procedure of the conditional generative adversarial networks as introduced in Sec. II. In the following, we will discuss the loss function of the student discriminator and the student generator, respectively.

**Student Discriminator** The student discriminator’s goal is to distinguish the samples generated by \( G_t \) and \( G_s \). The discriminator is a binary classification model similar as \([1]\) by replacing the ground truth \( y \) with the teacher generated sample. The loss function to train the discriminator is:

\[
L_{D_s} = \mathbb{E}_{z,x} [\log(D_s(G_t(z, x), x))] + \mathbb{E}_{z,x} [\log(1 - D_s(G_s(z, x), x)]
\]  

(4)

where \( G_t(z, x) \) and \( G_s(z, x) \) are outputs of the student generator and the teacher generator for the input \( x \) and a noise vector \( z \), respectively.

**Student Generator** Student discriminator’s weights are updated according to loss in Eq. (4). Then the updated discriminator is used to tune the weights of the student generator. The generator tries to generate samples that fool the discriminator, which are close enough to the teacher generated samples. Hence, the loss function for training the student generator is defined as:

\[
L_{G_s} = \mathbb{E}_{z,x} [\log(D_s(G_s(z, x), x))] + \lambda \mathbb{E}_{z,x} [||G_s(z, x) - G_t(z, x)||_1]
\]  

(5)

where \( \lambda \) is a parameter for adjusting the weight of the \( \ell_1 \) loss between the teacher generated sample and the student generated sample. After the student generator weights are updated according to Eq. (5), the updated student generator is used to tune the weights of the discriminator. This process is repeated for each batch during the training.
### IV. Experimental Setup

#### A. Data Preparation for Evaluation

The proposed defense method is evaluated against the MIA discussed in Section II-B using samples in attack evaluation dataset. Attack evaluation dataset $S_{\text{attack}} = S_M \cup S_{NM}$ consists of two subsets: the members set $S_M$ and the non-members set $S_{NM}$. The members set includes samples from training set, i.e., $S_M \subseteq S_{\text{train}}$, and the non-members set $S_{NM}$ is sampled from $\mathcal{D}$ that are not in $S_{\text{train}}$. Following the earlier works in the literature ([6], [7]), non-member samples are taken from testing dataset ($S_{\text{test}}$), and equal number of samples are included in $S_M$ and $S_{NM}$. It is worth mentioning that splitting the training data into smaller datasets and using the smaller dataset to train image translation models is not a practical evaluation scenario because it significantly increases the overfitting. Therefore, in the experiments, all the training samples are used to train the image translation models.

#### B. Model and Datasets

The proposed method and the baselines are evaluated using the pix2pix image translation model [1] on two tasks. The first task is to convert the architectural maps to real photos of buildings, and the second task is to generate real scenes from semantic maps.

The model for the first task is trained using CMP Facade dataset [21]. The validation set in CMP Facade dataset is used as the proxy dataset in the proposed method.

In the second task, Cityscapes dataset [22] is used to train the models. Since the semantic labels of testing dataset are withheld by the data provider, we do not have testing samples to check the performance of the models. Therefore, we split the validation set into two sets of the same size, and use the first set as proxy dataset and the remaining samples as test set.

The number of samples in the training dataset, proxy dataset and testing dataset are summarized in Table I. All the samples in the testing dataset are included in $S_{NM}$, and the samples in $S_M$ are randomly selected from the training dataset.

| Dataset       | Training dataset | Proxy dataset | Testing dataset |
|---------------|------------------|---------------|-----------------|
| Facade        | 400              | 100           | 106             |
| Cityscapes    | 2,975            | 250           | 250             |

#### C. Baselines

The following three defense methods are used as baselines to evaluate the performance of the proposed defense.

1. **Gauss defense**: In Gauss defense [23], the output of the generator is altered by an additive Gaussian noise. The additive noise is used to reduce the similarity between the generated samples and the ground truth.

2. **Differential private SGD (DP-SGD) defense**: In DP-SGD [24], the gradients of the model parameters are clipped, then a Gaussian noise ($N(0, \sigma^2)$) is added to the clipped gradients during the training to achieve a differentially private model. The variance of the added noise ($\sigma^2$) adjusts the utility-privacy tradeoff.

3. **DMP based defense**: We devise a variant of DMP [11], which is originally proposed for image classification models, to adapt the image translation task. The difference between this baseline and the original DMP is that original DMP performs a pre-selection of samples in the proxy dataset using the entropy of the teacher model output before knowledge distillation. This is not applicable to the image translation models, because the calculation of entropy of the large dimensional output images is not trivial. Therefore, the proposed pre-processing step in DMP is not included in the the devised baseline.

#### D. Evaluation metrics

1) **Utility-Privacy tradeoff**: A membership defense method is evaluated by two aspects. The first aspect is to measure the membership inference attack performance. Following previous studies as [6], [25], we use the area under the receiver operating characteristic curve (AUCROC). Suppose a model without privacy leakage is given, according to our attack evaluation dataset setting, the minimum attack AUCROC is 50% which is obtained by random guessing. That is to say, the closer AUCROC is to 50%, the better privacy protection performs.

The second aspect in evaluating a defense method is to measure the utility of the model outputs. In the image translation task, the utility is represented by the quality of the generated samples. The quality of the generated samples is measured using Kernel Inception Distance (KID) [26] which is a better metric compared to Fréchet Inception Distance (FID) [27] when testing data is not a large scale set [9]. Note a lower KID is the indicator of a higher quality.

Although the utility and the privacy protection performance can be evaluated for a membership defense method, calculating the utility-privacy tradeoff for the image translation task is not straightforward due to the fact that metrics (AUCROC and KID) have different scales, whereas in classification models both the utility (e.g., model top-1 prediction accuracy) and the privacy protection performance (i.e., AUCROC) are on the same scale. Thus, to measure the utility-privacy tradeoff for image translation tasks, we design the Normalized KID (NKID) to bring it within $0\% \leq \text{NKID} \leq 100\%$. Since the KID is a distance type metric for which lower means a better quality, we normalize KID by setting the worst quality for the generated images (KID$_{max}$) to 100%. Then the KID is scaled to obtain the NKID as NKID = $\frac{\text{KID}}{\text{KID}_{max}}$ for each experiment.

After measuring KIDs for images with random Gaussian noises under different variances as well as images with con-
stant values, we find black images resulted in the largest KID, i.e. KID_{max}, and NKID is calculated based on it. To sum up, by normalizing the KID, AUCROC and NKID are on the same scale and the utility-privacy tradeoff can be compared among different defense methods.

Model outputs slightly change from one training to another due to random initialization. Hence, the membership inference attack performance slightly varies among the models trained with different initialization. We repeat training and testing for all the experiments five times and report the average performance for the proposed method and the baselines.

2) Generalization Gap: The generalization gap is closely associated with overfitting to the training dataset. It is defined as the difference between a model’s performance on its training data and its performance on the unseen data from the same distribution (e.g. testing dataset) [28]. The generalization gap \( g \) for an image translation model \( G \) is measured as:

\[
g(G) = Q_{x \in X_{train}}(G(z, x)) - Q_{x \in X_{test}}(G(z, x)) \tag{6}
\]

where \( Q(\cdot) \) measures the quality of the generated samples which is NKID in this study. \( X_{train} = \{x^{(n)}\}_{n=1}^{N} \) is the input domain samples in \( S_{train} \) and \( X_{test} = \{x^{(n)}\}_{n=1}^{M} \) is the input domain samples in \( S_{test} \) where \( M \) is the number of samples in the testing dataset. We show in the next section how the generalization gap changes after applying the proposed defense.

V. EXPERIMENTS

In this section, we first provide the experiments related to the utility-privacy tradeoff for the proposed method and the baselines. As mentioned in Section IV, the experiments are conducted using pix2pix [1] on two tasks. We also confirm that there is no privacy leakage on the proxy dataset we used to train student generators. Furthermore, the generalization gap of the proposed method is discussed in comparison with the regular training model.

A. Utility-privacy tradeoff

1) Regular training: In the first experiment, the performance of the attack on the model trained with no defense is analyzed. Regular training refers to a training method without conducting any defense during or after the training. The average NKID and AUCROC of two tasks for the regular training are reported in Table II and Table III. As it can be seen in the tables, the attack reaches a high AUCROC on the model obtained by regular training. This verifies the findings in [6] about the vulnerability of the image translation models to MIAs.

2) Gauss defense: In Gauss defense, additive zero mean Gaussian noise is added to the model output. The AUCROC and NKID with respect to the noise variance are plotted in Fig. 3 and Fig. 4. Note that the coordinate origin (i.e. AUCROC is 50% and NKID is 0%) represents the ideal optimal utility-privacy tradeoff, and the point more closer to the origin indicates a better trade-off performance. As illustrated in the figures, for Gauss defense, the AUCROC does not decrease as the noise variances increase. Hence, to defend MIAs by Gauss defense is not feasible. In addition, we also include Gauss defenses in Table II and Table III for comparing the results against other baselines.

3) DP-SGD: We train a set of models with DP-SGD by changing the noise variance. The utility-privacy of the trained models by DP-SGD are shown in Fig. 3 and Fig. 4 for two tasks. As the variance of the added noise to gradient increases, the AUCROC increases and the utility decreases.

Among the models with DP-SGD, we pick two models for the purpose of comparing against AKD. The AUCROC, NKID and the corresponding standard deviation of the noise in the chosen models are shown in Table II and Table III. The first model is chosen because its utility level is close to the utility of AKD. Hence, the privacy protection performance of DP-SGD and AKD can be compared at a comparable utility level.

The second model is chosen because it achieves the privacy protection performance close to that obtained by AKD. Therefore, the quality of the generated samples using DP-SGD and AKD can be compared at similar privacy level.

4) DMP-based: In DMP, the private teacher model from the regular training (Section V-A1) is used to distill knowledge to the student model without using a discriminator in the distillation process. As shown in Table II and Table III, the DMP-based method reduces the AUCROC while increases the NKID compared to the regular training.

Next, we discuss the performance of the proposed method compared to the baselines including the DMP-based defense and we show that the proposed method generates images at higher quality compared with DMP-based method.

5) Adversarial Knowledge Distillation (AKD): The teacher model used in the proposed AKD is the regular model discussed in Section V-A1. The AUCROC and NKID for the

| TABLE II: Mean and standard deviation of the attack performance and the quality of the generated images for the tested models on the first task (architectural maps → real photos of building) trained using CMP Facade dataset |
|---------------------------------|-----------------|-----------------|
|                                | AUCROC          | NKID            |
|--------------------------------|-----------------|-----------------|
| Regular Training               | 96.46 ± 0.44    | 5.93 ± 0.22     |
| Gauss Defence                  | 96.40 ± 0.47    | 6.49 ± 0.31     |
| DP-SGD (\(\sigma = 2.02 \times 10^{-3}\)) | 89.20 ± 0.69    | 8.21 ± 0.39     |
| DP-SGD (\(\sigma = 1.09 \times 10^{-2}\)) | 58.06 ± 0.94    | 12.57 ± 0.46    |
| DMP                            | 57.73 ± 0.63    | 13.64 ± 0.68    |
| AKD                            | 57.56 ± 0.40    | 7.80 ± 0.33     |

| TABLE III: Mean and standard deviation of the attack performance and the quality of the generated images for the tested models on the second task (semantic maps → real photos of outdoor scenes) trained using Cityscapes dataset |
|---------------------------------|-----------------|-----------------|
|                                | AUCROC          | NKID            |
|--------------------------------|-----------------|-----------------|
| Regular Training               | 87.19 ± 0.35    | 3.26 ± 0.23     |
| Gauss Defence                  | 87.22 ± 0.62    | 3.88 ± 0.20     |
| DP-SGD (\(\sigma = 1.0 \times 10^{-3}\)) | 86.07 ± 0.56    | 4.90 ± 0.68     |
| DP-SGD (\(\sigma = 1.85 \times 10^{-2}\)) | 62.80 ± 1.55    | 27.57 ± 4.21    |
| DMP                            | 62.56 ± 0.70    | 12.80 ± 0.48    |
| AKD                            | 62.33 ± 0.56    | 4.66 ± 0.30     |
The student model trained for the first and second tasks are shown in Table II and Table III, respectively.

The tables indicate that the AKD significantly reduces the AUCROC (up to 38.89%) against the MIA without a noticeable increase in the NKID compared with the regular training. Note that the MIA reaches high attack performance on the teacher model as discussed in Section V-A1. Nonetheless, the AKD mitigates the attack performance on the student model.

Table II and Table III as well as the results in Fig. 3 and Fig. 4 also reveal that AKD achieves the lowest AUCROC among methods with similar image qualities. Take Table II as an example, the NKIDs of AKD, DP-SGD under $\sigma = 2.02 \times 10^{-3}$ as well as Gauss defense are similar, but the AUCROC of the AKD is over 30% lower compared to the best performing baseline, which implies a high level of privacy protection against MIAs.

Comparing AKD with the baselines at the same privacy level shows that AKD achieves the best quality of the generated samples. This illustrates that AKD achieves the best utility-privacy tradeoff among the tested methods. For example, in Table III by comparing the AKD with DP-SGD under $\sigma = 1.85 \times 10^{-2}$ and DMP, all these three method achieve AUCROC around 62%, but the NKID of the AKD is 63% lower compared to the best performing baseline.

The case studies of the generated images for two tasks using AKD, DP-SGD and DMP-based methods are shown in Fig. 5 and Fig. 6. The generated images are taken from the models at roughly the same membership privacy protection level.

As illustrated in Fig. 5, the image generated by the model obtained using the DMP-based defense is blurry and lacks details. In the image generated by the DP-SGD method, the windows are disappeared in some regions and it seems network struggles filling the details. However, the generated image from AKD does not have the mentioned problems, and it is the most similar image to the teacher generated image. The similar pattern is also observed in the generated images in Fig. 6 which indicates the student model obtained by AKD generates images that are visually similar to the private teacher model while reducing the model’s membership leakage.

B. Membership leakage on proxy dataset

Since the proxy dataset is used to train the publicly deployed student generator, there is a possibility of the proxy dataset’s membership leakage. Although the proxy dataset is public or self-created, it is better to avoid the membership leakage to protect the privacy of the corresponding data.

In order to evaluate the leakage of the proxy dataset, we perform the MIA on student generator by considering the proxy dataset (including original labels) as member samples. The MIA AUCROC for Facade and Cityscapes are 50.63% and 51.04%, respectively, which are close to the AUCROC of random guessing as we expected. As a result, the risk of proxy data membership leakage by the student generator can be ignored.

C. Improving the generalization gap

In this subsection, we demonstrate that AKD mitigates MIAs by reducing the generalization gap. Following [28], we show qualitative and quantitative evaluations.

For the qualitative experiment, the reconstruction loss Eq.(3) between the generated sample and the ground truth is computed for member samples (from the training set) and non-member samples (from the testing set). The histograms of the loss distributions are illustrated in Fig. 7 for the regular training models and for the models trained with AKD. We observe that for regular training models, the distributions of the loss values for the member samples and non-member samples are distinct. Such distinction is the reason for easy MIAs on regular training image translation models, which is aligned with the findings in [6]. On the other hand, for AKD, the distributions of the loss values for members and non-members are overlapping. That is to say, the behaviours of the network outputs from training samples and test samples are more similar for AKD compared to regular training. This shows that the model obtained by AKD generalizes well, whereas the regular training model performs differently on training and testing samples. Indeed, the better generalization improves the robustness of the model against MIAs.

For the quantitative evaluation, the generalization gap is measured by Eq.(6) for the regular training model and the
The model trained using AKD. The generalization gap $g$ shown in Table IV is computed as the NKID differences on training set and testing set for two tasks. The results in Table IV confirm that the generalization gap is lowered by applying the AKD defense. Therefore, overfitting is reduced using the AKD defense which is another advantage of the proposed method in addition to reduction in the risk from MIAs.
Fig. 7: The histogram of the reconstruction loss. Top: Facade (architectural labels to real building images), Bottom: Cityscapes (semantic map to real scenes) Left: Regular training, Right: Model trained with AKD.

TABLE IV: The average and standard deviation of the generalization gap for two tasks

|           | generalization gap g |         |
|-----------|-----------------------|---------|
|           |                       | Facade  |
| Regular Training | 1.15 ± 0.2          | AKD     |
| 0.59 ± 0.23   | Cityscapes           |         |
| Regular Training | 0.46 ± 0.24          | AKD     |
| 0.34 ± 0.30   |                       |         |

VI. RELATED WORK

A. Membership Inference Attacks

MIAs has been extensively studied in some other research fields, like mobility privacy [25]. In 2017, [3] is the first work to apply MIAs against machine learning. Since then, there have been an increasing number of studies that investigate MIAs on various models in the computer vision domain, such as image classification [3], [8], [29], image segmentation [30], and image generation [6], [28], [31].

As introduced in Sec.II, based on adversarial knowledge, we can roughly categorize MIAs into two categories [18]: white-box attacks, in which an attacker can get all weights of the model and use it to attack the model, and black-box attacks, in which the attacker is given limited information on the model, but only can query it. Comparing with white-box attacks, black-box attacks are more dangerous because the attacker can breach the membership privacy with limited knowledge.

More specifically, there are two major types of black-box membership inference attacks: shadow model based attacks and metric based attacks. The main idea in shadow model based attacks is that an adversary can create multiple shadow models to mimic the behavior of the target model, because the adversary is assumed to know the structure and the learning algorithm of the target model. The shadow model based attacks rely on a binary classifier to recognize the complex relationship between members and non-members. Meanwhile, metric based MIAs make membership inference decisions for data records by calculating metrics on their prediction vectors, which is simpler and requires less computational power compared to shadow model based attacks. The metrics used in MIAs include prediction correctness [8], [32], prediction loss [6], [32], prediction entropy [33], etc.

Despite many works on MIAs, a series of studies recognize MIAs are not practical. For example, a recent study [29] shows that the high false alarm rate (i.e., predicting non-members as members) makes MIAs fundamentally impractical in image classification tasks. Similarly, it is shown in [34] that the black-box MIA becomes less effective for Generative Adversarial Networks (GAN) trained on larger datasets, e.g. CIFAR10.

Nevertheless, image translation models are more vulnerable against MIAs as shown in [6]. The reasons for such vulnerability has three-fold. Firstly, in image translation models
uncertainty in the prediction of the output given an input is high [10]. Secondly, the output of the image translation models is high dimensional data [6]. Lastly, image translation datasets are generally small and the model trained with small training data is more vulnerable to MIAs [15].

Authors in [6] also validate the ineffectiveness of existing MIA defense methods on image translation models. Our study focuses on an effective defense method against MIAs on image translation tasks.

B. Defense on MIAs

Injecting noises into the model including adding noises on the generated samples and differential privacy, is widely used to mitigate the privacy threat from MIAs. The Gauss defense as introduced in Sec. IV is a typical method of adding noise to the sample [13]. Moreover, differential privacy has been regarded as a strong privacy standard [24]. Thus, we also choose DP-SGD [24] which is a classical differential privacy method, as a baseline in Sec. IV. According to the results in Sec. V, these methods cannot mitigate the MIA in the image translation task successfully.

Knowledge distillation is an emerging threat in the defense methods against MIAs. DMP [11] is the first study to apply the knowledge distillation idea on defending MIAs. It restricts the private classifier’s direct access to the private training dataset, thus significantly reduces the membership information leakage. Following DMP, there are two studies SELENA [12] and CKD/PCKD [13] which both split the original dataset into subsets, and leverage the subset models to distill the final public model. The advantage of these two DMP followers is to avoid the need for extra public data that may be hard to obtain in some applications. As mentioned in Sec. I, none of the existing knowledge distillation based defense method is designed for the generative models. More specifically, all of the above knowledge distillation defense defenses are applied to obtain the classification label/soft-label from the teacher models to prevent the final public model access the full information of the training data. However, as claimed in Sec. I, it is not trivial to apply them directly on image translation tasks. As a result, we combine adversarial training with knowledge distillation to solve the MIA issue on image translation tasks.

VII. CONCLUSION

In this paper, Adversarial Knowledge Distillation (AKD) is proposed and used as a defense method against the membership inference attack on image translation models. In the proposed method, the private generator is employed as the teacher model to distill knowledge to the student generator in an adversarial training using an unlabelled proxy dataset.

The experimental results show that the proposed method reduces the MIA AUCROC up to 38.9% with a minor degradation in the quality of the generated samples. The experimental results also show that the proposed method achieves the best utility-privacy tradeoff compared with the existing defenses.
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