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Abstract

Client-wise data heterogeneity is one of the major issues that hinder effective training in federated learning (FL). Since the data distribution on each client may vary dramatically, the client selection strategy can significantly influence the convergence rate of the FL process. Active client selection strategies are popularly proposed in recent studies. However, they neglect the loss correlations between the clients and achieve only marginal improvement compared to the uniform selection strategy. In this work, we propose FedCor—an FL framework built on a correlation-based client selection strategy, to boost the convergence rate of FL. Specifically, we first model the loss correlations between the clients with a Gaussian Process (GP). Based on the GP model, we derive a client selection strategy with a significant reduction of expected global loss in each round. Besides, we develop an efficient GP training method with a low communication overhead in the FL scenario by utilizing the covariance stationarity. Our experimental results show that compared to the state-of-the-art method, FedCor can improve the convergence rates by 34% ∼ 99% and 26% ∼ 51% on FMNIST and CIFAR-10, respectively.

1. Introduction

As a newly emerging distributed learning paradigm, federated learning (FL) [9,12,13,17,23] has recently attracted attention because of the offered data privacy. FL aims at dealing with scenarios where training data is distributed across a number of clients. Considering limited communication bandwidth and the privacy requirement, in each communication round, FL usually selects only a fraction of clients, and the selected clients will perform multiple iterations of local updating without exposing their own datasets [23]. This special scenario also introduces other challenges that distinguish FL from the conventional distributed learning [2,35].

One major challenge in FL is the high degree of client-wise data heterogeneity [17], which is the inherent characteristic of a large number of clients. There have been many studies [10,15,16,18,20,25,27,32] trying to tackle non-IID (independent and identically distributed) and unbalanced data of the clients in FL. Most of these studies [10,18,20,32] focus on amending the local model updates or the central aggregation based on FedAvg [23].

Recently, active client selection arises as a complement of the aforementioned studies, aiming at accelerating the convergence of FL with non-IID data. Some recent studies propose to assign higher probability of being selected to the clients with larger training loss value [4,6]. However, they neglect the correlations between the clients and consider their losses independently, which leads to only marginal performance improvement. In this paper, we propose a correlation-based active client selection strategy that can effectively alleviate the accuracy degradation caused by data heterogeneity and significantly boost the convergence of FL. Our key idea is mainly based on the following intuitions:

1. Clients do not contribute equivalently. For example, training with a large and balanced dataset on a “good” client can reduce the losses of most clients, while training with a small and extremely biased dataset on a “bad” client may increase the losses of other clients.

2. Clients do not contribute independently. The influence of selecting one client depends on the other selected clients because their local updates will be aggregated.

A toy experiment shown in Fig. 1 also illustrates the necessity of considering the correlations for client selection. In this experiment, each client has only one data sample, and thus each data point in the figure represents a client. The task is to select two clients (different markers represent the client selections of different strategies) for training a binary
FedCor, an FL framework built on a correlation-based client selection strategy, can achieve an almost lowest global loss (“Opt Result”). Based on the above intuitions, this work proposes FedCor, an FL framework built on a correlation-based client selection strategy, to boost the convergence of FL. Our main contributions are summarized as follows:

1. We model the client loss changes with a Gaussian Process (GP) and propose an interpretable client selection strategy with a significant reduction of the expected global loss in each communication round.

2. We propose a GP training method that utilizes the covariance stationarity to reduce the communication cost. Experiments show that the GP trained with our method can capture the client correlations well.

3. Experimental results demonstrate that FedCor stabilizes the training convergence and significantly improves the convergence rates by 54% ~ 99% and 20% ~ 51% on FMNIST and CIFAR-10, respectively.

2. Related Work

An important characteristic of FL [12, 13, 23] is the heterogeneity of clients, which raises new challenges of the training. There are two kinds of heterogeneity in FL: systemic heterogeneity (computation ability, communication bandwidth, etc.) and statistical heterogeneity (non-IID, imbalanced data distribution) [17, 18]. This work mainly focuses on the latter one. A number of methods have been proposed to improve the basic FL algorithm, FedAvg [23], in heterogeneous settings. Some of them manipulate the local training loss like adding regularization terms to stabilized the training [8, 10, 18, 20, 26], while some other works amend the aggregation method to reduce the variance [24, 32].

Complementary to such methods, another way to improve the convergence of FL in non-IID settings is active client selection, which tries to strategically select clients for training in each round in stead of uniformly selecting. Goetz et al. [6] first propose to assign a high selection probability to the clients with large local loss. Cho et al. [4] select C clients with the largest loss among a randomly sampled subset \( A \subseteq U \) with size \( d > C \) to reduce the selection bias. However, neither of them consider the correlations between clients while making the client selection.

3. Preliminary

FL seeks for a global model \( w \) that achieves the best performance (e.g., the highest classification accuracy) on all \( N \) clients. The global loss function in FL is defined as:

\[
L(w) = \sum_{k=1}^{N} \frac{|D_k|}{|D_j|} l(w; D_k) = \sum_{k=1}^{N} p_k l_k(w),
\]

where \( l(w; \xi) \) is the objective loss of data sample \( \xi \) evaluated on model \( w \). We refer to \( l_k(w) \) as the local loss of client \( k \), which is evaluated with the local dataset \( D_k \) (of size \( |D_k| \)) on client \( k \). The weight \( p_k = |D_k|/\sum_j |D_j| \) of the client \( k \) is proportional to the size of its local dataset.

In consideration of the privacy and communication constraints, FL algorithms usually assume partial client participation and perform local model updates. In particular, in communication round \( t \), only a subset \( \mathbb{K}_t \) with size \( |\mathbb{K}_t| = C \leq N \) of the overall client set \( U \) is selected to receive the global model \( w^t \) and conduct training with their local dataset for several iterations independently. After the local training, the server collects the trained models from these selected clients and aggregates them (usually by averaging [23]) to produce a new global model \( w^{t+1} \). We formulate this procedure as follows:

\[
w^{t+1}_k = w^t - \eta_t \nabla l_k(w^t),
\]

\[
w^{t+1}(\mathbb{K}_t) = \frac{1}{C} \sum_{k \in \mathbb{K}_t} w^{t+1}_k
\]

\[
= w^t - \frac{\eta_t}{C} \sum_{k \in \mathbb{K}_t} \nabla l_k(w^t),
\]

where \( \eta_t \) is the learning rate and \( \nabla l_k(w^t) \) is the equivalent cumulative gradient [32] in the \( t \)-th communication round. More specifically, for an arbitrary optimizer on the client \( k \), it produces \( \Delta w_k^{t, \tau} = -\eta \Delta t_k^{t, \tau} \) as the local model update at the \( \tau \)-th iteration in this round, and the cumulative gradient is calculated as \( \nabla l_k(w^t) = \sum_{\tau} \Delta t_k^{t, \tau} \).

4. Methodology

In this section, we elaborate our proposed method, i.e., FedCor, that can effectively boost the convergence of FL.
We first formulate our goal of accelerating the convergence of FL as optimization problems that maximize the posterior expectation of loss decrease in Sec. 4.1. Then, Sec. 4.2 demonstrates empirical evidence that the prior distribution of loss changes in each communication round can be modeled as Gaussian Processes (GP). Based on this observation, we utilize GP to solve the optimization problems and obtain an effective client selection strategy for heterogeneous FL in Sec. 4.3. We further analyze the selection criterion of our client selection strategy and give out its intuitive interpretation in Sec. 4.4. Finally, in Sec. 4.5, we describe how we train the GP parameters in communication-constrained FL.

4.1. Problem Formulation

To achieve a fast convergence, we hope to find the client selection strategy which can lead to the maximal global loss decrease after each communication round. Accordingly, we define our target as solving a series of optimization problems, one for each communication round $t$:

$$\min_{\mathbf{w}^t} \Delta L^t(\mathbf{K}_t) = L(\mathbf{w}^{t+1}(\mathbf{K}_t)) - L(\mathbf{w}^t)$$

subject to $\mathbf{w}^{t+1}(\mathbf{K}_t) = \mathbf{w}^t - \frac{\eta_t}{C} \sum_{k \in \mathbf{K}_t} \nabla l_k(\mathbf{w}^t).$ (6)

It is impractical in FL to search for the best client selection with multiple trials of different client selections since it introduces large communication and computation overhead. Therefore, we need an efficient way to predict the global loss decreases for different client selections and make a decision with very limited trials. To achieve this goal, we first reformulate the optimization problem in Eq. (6) with the following lemma. The proof of this lemma is in Appendix A.2.

**Lemma 1.** The optimization problem in Eq. (6) is approximately equivalent to the following probabilistic form.

$$\min_{\mathbf{K}_t} \mathbb{E}_{\Delta L^t \mid \Delta L^t(\mathbf{K}_t)} \left[ \sum_t p_t \Delta l^t \right] = \sum_t p_t \hat{\mu}_t(\Delta L^t(\mathbf{K}_t)),$$

where $\Delta l^t = [\Delta l^t_1, \cdots, \Delta l^t_N]$ is the loss changes of all clients in round $t$, which is a random variable with respect to random client selection in round $t$. $\hat{\mu}_t(\Delta L^t(\mathbf{K}_t))$ is the posterior mean of $\Delta l^t$ conditioned on $\Delta L^t(\mathbf{K}_t) = [\Delta l^t_i(\mathbf{K}_t)]_{i \in \mathbf{K}_t}$.

The reformulated objective in Eq. (7) tells us that if we can predict the loss changes of those clients selected for training ($\Delta L^t_k(\mathbf{K}_t)$), we can predict the global loss change with its posterior mean and make decision according to it. Now what we need is a probabilistic model of the loss changes $\Delta l^t$ to make the prediction and calculate the posterior.

4.2. Modeling Loss Changes with GP

It is a common practice to assume a GP prior over an unknown objective function in Bayesian Optimization [3,30]. Our preliminary investigation (partly) shown in Fig. 2 also indicates that the prior distribution of the loss changes in one communication round follow a GP. Specifically, we randomly sample a number of client selections and perform one round of training to get samples of the loss changes. Then, we conduct PCA on these loss change samples and plot histograms of the first several principle components. The red line in the Fig. 2 is the Gaussian PDF with the sample mean and sample variance. And we can see that this Gaussian distribution can approximate the distribution of the samples well. A mathematical explanation of this observation is also given out in Appendix A.1.

Accordingly, we propose to model the loss changes in one communication round $t$ with a GP prior as follows:

$$\Delta l^t = [\Delta l^t_1, \cdots, \Delta l^t_N] \sim \mathcal{N}(\mu^t; \Sigma^t).$$ (8)

**Remark.** In order to efficiently learn the covariance in FL, rather than directly working with the covariance matrix, we embed all clients into a continuous vector space and use a kernel function to calculate the covariance (see Sec. 4.5). Thus, we still use the term GP instead of Multivariate Gaussian Distribution, though the dimension of $\Delta l^t$ is finite.

A good property of GP is that we can get a closed form of the posterior expectation in Eq. (7), which makes our client selection strategy interpretable. In the next sections, we will propose our client selection strategy based on the GP model, and then give an interpretation of it. We leave the training method for the parameters $(\mu^t, \Sigma^t)$ in GP to Sec. 4.5.

4.3. Client Selection Strategy

While we have get the probabilistic model to calculate the posterior expectation, it is still not determined how to predict the loss changes of the clients selected for training, namely $\Delta l^t_k(\mathbf{K}_t)$. Inspired by UCB methods [1,5,28], we develop an iterative method that predict the loss change and select one client in each iteration, as shown in Algorithm 1. There are three steps in one iteration:

(i) **Prediction.** In each iteration, we first make an prediction $\Delta l^t_k$ for each client $k$ if it is selected. Generally, the selected client would have a large loss decrease since it directly participate in the model update. Thus, we propose to use the
Algorithm 1: Client Selection Strategy with GP

Require: $\mu^t$ and $\Sigma^t$ of the GP, scale factor $\alpha^t$
Ensure: Client Selection $k_t$
1: Initialize $K_t \leftarrow \emptyset$, $\bar{P} \leftarrow \cup$.
2: while $|K_t| < C$ do
3: for each client $k \in \bar{P}$ do
4: Predict its loss change if select it: $\Delta_l^t = \mu_k - \alpha^t_k \sigma_k$.
5: Calculate the posterior mean of the loss changes $\bar{\mu}^t(\Delta_l^t_k)$.
6: end for
7: Select the client by $k^* = \arg\min_k \sum_i p_i \bar{\mu}^t_i(\Delta_l^t_k)$.
8: $\mu^t \leftarrow \bar{\mu}^t(\Delta_l^t_k^*)$, $\Sigma^t \leftarrow \Sigma^t(\Delta_l^t_k^*)$.
9: end while

Algorithm 2: FedCor
1: Initialize $X_0$ and Global Model $w_0$.
2: for each round $t = 0, 1, \ldots$ do
3: if $\ell_t | \Delta t = 0$ then
4: Uniformly sample $S$ client selections $S_{t,i}, i = 1, 2, \ldots, S$.
5: for $i = 1, 2, \ldots, S$ do
6: $w^{t+1}(S_{t,i}) \leftarrow w^t - \frac{n_t}{C} \sum_{k \in S_{t,i}} \nabla l_k(w^t)$.
7: Collect $\Delta l^t(S_{t,i}) \leftarrow I(w^{t+1}(S_{t,i})) - I(w^t)$.
8: end for
9: Reset $\alpha_k \leftarrow 1, \forall k \in \cup$.
10: end if
11: Update $X_t$ with Eq. (16).
12: Select clients $K_t$ with Algorithm 1 ($\mu^t = 0, \Sigma^t = X^T \Sigma X, \alpha^t = \alpha$).
13: $w^{t+1} \leftarrow w^{t+1}(K_t) = w^t - \frac{n_t}{C} \sum_{k \in K_t} \nabla l_k(w^t)$.
14: Update $\alpha_{K_t} \leftarrow \beta \alpha_{K_t}$.
15: end for

4.4. Insights into Our Selection Strategy

In this section, we give an intuitive interpretation of our selection strategy and show the benefits of it within a simple case. A more detailed analysis of the selection criterion and convergence of FedCor can be found in Appendix B.

For simplicity, we omit all superscript $t$ in this section. Lemma 2 gives the selection criterion of FedCor in a simple case where we only select two clients, and the proof can be found in Appendix A.3.

Lemma 2. The selection criterion of FedCor when selecting two clients $k_1$ and $k_2$ can be written as

$$k_1 = \arg \max_k \beta \sum_i p_i \sigma_i r_{ik},$$

$$k_2 = \arg \max_{k'} \left[ \beta \left( \sum_i p_i \sigma_i r_{ik'} \right)^2 - \frac{1}{1 - r^2_{k,k'}} \sum_i p_i \sigma_i r_{ik} \right]^{\frac{1}{2}},$$

where $r_{ij} = \Sigma_{i,j}/\sigma_i \sigma_j$ is the Pearson correlation coefficient.

(i) Single-Iteration. Eq. (12) has a clear interpretation to select the client that has large correlations with other clients ($r_{ik}$), so that other clients can benefit more from training on the selected client. Our selection criterion takes the correlations between the clients into consideration, and can conduct better selection compared with those algorithms that only consider the loss of each client independently [4, 6].

(ii) Multi-Iteration. In Eq. (13), term (A) and (B) are the single-iteration selection criterion in Eq. (12) of client $k'$ and $k_1$, respectively. Since we have maximized (B) when
selecting client $k_1$, term (B) is usually positive. Therefore, the selection of $k'$ does not only consider its correlations with other clients ($r_{k,i,k}$), but also prefers the clients that have small correlations $r_{k_1,k'}$ with the previous selected client $k_1$. This criterion penalizes selection redundancy and leads to a client selection with diverse data, which reduces the variance and makes the training process more stable. Since clients with similar data generate similar local updates, selecting redundant clients only brings marginal gains to the global performance or would even drive the optimization into bad local optimum. This selection preference is also demonstrated in Fig. 1, where FedCor chooses one positive and one negative point as the optimal selection does.

4.5. Training GP in FL

As a classical machine learning model, GP has been widely discussed and well studied [33]. There have been many methods to train the parameters in GP, namely, the covariance $\Sigma^t$ in Eq. (8) 1. Nevertheless, to make the GP training feasible in the communication-constrained FL procedure, we should revise the GP training method to reduce the number of samples and better utilize historical information.

In GP, a kernel function $K(x_i, x_j)$ is used to calculate the covariance [33] as $\Sigma_{x,i,j}^t = K(x_i^t, x_j^t)$, where $x_i^t, x_j^t$ are the features of the data points $i$ and $j$, respectively. Following this, we assign a trainable embedding in a latent space to each client. The embedding of the $k$-th client is noted as $x_k^t \in \mathbb{R}^d (d < N)$, and we choose the kernel function as

$$K(x_i^t, x_j^t) = x_i^{tT} x_j^t,$$

which is a homogeneous linear kernel [33]. This low-rank formulation reduces the number of parameters we need to learn, thus making the GP training more data-efficient.

A commonly used GP training method is maximum likelihood evaluation, where we uniformly sample $S$ client selection $\{S_{i,t} \mid i = 1, \cdots, S\}$, and maximize the likelihood of the corresponding loss changes $\{\Delta l^{t}(S_{i,t}) \mid i = 1, \cdots, S\}$ to learn the embedding matrix $X^t = \{x_1^t, \cdots, x_s^t\}$:

$$X^t = \arg \max_X \sum_{i=1}^S \log p(\Delta l^{t}(S_{i,t}) | X).$$

(15)

However, to collect each sample $\Delta l^{t}(S_{i,t})$, we have to broadcast $w^{t+1}(S_{i,t})$ to all the clients. And since a large $S$ is usually required for an unbiased estimation in each communication round $t$, the vanilla training procedure in Eq. (15) introduces a high communication overhead.

Actually, the correlations between loss changes of different clients mainly arise from similarities between their datasets, which are invariant during the FL process. Thus, we hypothesise that the covariance also changes slowly in the concerned time range. To verify this, we use a large number of samples to evaluate the covariance $\Sigma^t$ in each communication round, and calculate the cosine similarity between $\Sigma^t$ and $\Sigma^{t+\Delta t}$. We set $\Delta t = 10$ for FMNIST and $\Delta t = 50$ for CIFAR-10. As shown in Fig. 3, we can see that the similarity keeps very high ($> 0.97$ for FMNIST and $> 0.95$ for CIFAR-10) during the whole FL training process.

Accordingly, we do not need to update $X^t$ in every round but inherit the embedding matrix $X^{t-1}$ from the last round and train it only every $\Delta t$ rounds. Furthermore, we can reuse historical samples for GP training to reduce the number of samples $S$ that we need to collect in each GP training round.

We summarize our update rule of $X^t$ as follows:

$$X^t = \begin{cases} X^{t-1}, & t\%\Delta t \neq 0; \\
\arg \max_X \Phi_t(X), & t\%\Delta t = 0,
\end{cases}$$

(16)

where

$$\Phi_t(X) = \sum_{m=0}^M \sum_{i=1}^S \gamma^m \log p(\Delta l^{t-m\Delta t}(S_{i-(m\Delta t),t}) | X).$$

(17)

$M$ is the number of reused historical samples, and $\gamma < 1$ is the discount factor to weight the historical samples. Our method is able to reduce the communication overhead with a large $\Delta t$ and $S = 1$, while guaranteeing the performance.

As we only update the covariance $\Sigma$ every $\Delta t$ rounds, the annealing factor $\beta^{\Delta t}$ can prevent us from making the same selection during the $\Delta t$ rounds. Repeatedly training with the same group of clients would cause the global model to overfit on their data, which may hinder the convergence of FL. In practice, we reset $\tau_k$ to 0 after each GP training round to achieve the fastest convergence while avoiding overfitting on some clients.

We summarize our overall framework FedCor in Algorithm 2. It is noteworthy that our method is orthogonal to existing FL optimizers that amend the training loss or the aggregation scheme, e.g., FedAvg [23] and FedProx [18]. So our method can be combined with any of them.

---

1We do not train $\mu$ and set it to 0, since it does not affect the selection strategy as we can see in Lemma 2 and Appendix B.
Figure 4. Test accuracy on FMNIST and CIFAR-10 under three heterogeneous settings (2SPC, 1SPC and Dir). All experiments in one figure share the same hyperparameters except for the client selection strategy.

Table 1. The number of communication rounds for each selection strategy to achieve target test accuracies (specified in parentheses) under three heterogeneous settings (2SPC, 1SPC and Dir). The results consist of the mean and the standard deviation over 5 random seeds. N/A means that the corresponding selection strategy cannot achieve the target accuracy with some random seeds within the maximal number of communication rounds (500 for FMNIST and 2000 for CIFAR-10).

5. Experiments

5.1. Experiment Settings

We conduct experiments on two datasets, FMNIST [34] and CIFAR-10 [14]. For FMNIST, we adopt an MLP model with two hidden layers, and this model achieves an accuracy of 85.92% with centralized training. For CIFAR-10, we adopt a CNN model with three convolutional layers followed by one fully connected layer, and this model can achieve an accuracy of 73.84% with centralized training. More details on the model construction and training hyperparameters can be found in Appendix C.1. For each dataset, we experiment with three different heterogeneous data partitions on \( N = 100 \) clients as follows.

(i) 2 shards per client (2SPC): This setting is the same as the non-IID setting in [23]. We sort the data by their labels and divide them into 200 shards so that all the data in one shard share the same label. We randomly allocate these shards to clients, and each client has two shards. Since all the shards have the same size, the data partition is balanced. That is to say, all the clients have the same dataset size. We select \( C = 5 \) clients in each round within this setting.

(ii) 1 shard per client (1SPC): This setting is similar to the 2SPC setting, and the only difference is that each client only has one shard, i.e., each client only has the data of one label. This is the data partition with the highest heterogeneity, and it is also balanced. We select \( C = 10 \) clients in each round within this setting.

(iii) Dirichlet Distribution with \( \alpha = 0.2 \) (Dir): We inherit and slightly change the setting from [7] to create an unbalanced data partition. We sample the ratio of the data with each label on one client from a Dirichlet Distribution parameterized by the concentration parameter \( \alpha = 0.2 \). More details can be found in the Appendix C.2. We select \( C = 5 \) clients in each round within this setting.

We divide the training process of FedCor into two phases:

(i) Warm-up phase: We uniformly sample client selection \( K_t \) and collect the loss values of all the clients in \( U \) to train the GP in each round, i.e., \( \Delta t = 1 \) and \( S = 1 \). We set the length of the warm-up phase to 15 for FMNIST and 20 for CIFAR-10. (ii) Normal phase: After the warm-up phase, we
follow Algorithm 2 to select clients and update the GP.

In all the experiments, we use FedAvg [23] as the FL optimizer. We present the average results using five random seeds in all experiments. We will first show that our method can achieve faster and more stable convergence, compared with three baselines: random selection (Rand), Active FL (AFL) [6] and Power-of-choice Selection Strategy (Powd) [4]. Then, we will give ablation studies on the GP training interval $\Delta t$ as well as the annealing coefficient $\beta$. Finally, we visualize the client embeddings $X$ with t-SNE [21] and show that FedCor can effectively capture the correlations.

5.2. Convergence under Heterogeneous Settings

We compare the convergence rate of our method FedCor with the other baselines on both FMNIST and CIFAR-10, and demonstrate the results in Figure 4. We set the GP update interval $\Delta t = 10$ and the annealing coefficient $\beta = 0.95$ for FMNIST experiments, and $\Delta t = 50$ and $\beta = 0.9$ for CIFAR-10 experiments.

As shown in Figure 4, FedCor achieves the highest test accuracy and the fastest convergence in all experiments. While other active client selection strategies show only slight or even no superiority compared with the fully random strategy, our method clearly outperforms all baselines, especially under the extremely heterogeneous setting when data on each client contains only one label (1SPC). Furthermore, the learning curves of FedCor are more smooth and less noisy than those of other methods, meaning that FedCor reduces the variance and makes the federated optimization more stable.

Table 1 shows the numbers of communication rounds for each selection strategy to achieve a specified test accuracy. We can see that FedCor achieves the specified accuracy 34% ~ 99% and 26% ~ 51% faster than Pow-d on FMNIST and CIFAR-10, respectively.

5.3. Results with Larger GP Training Interval

Collecting training data in the GP update rounds brings communication overhead, since we need to broadcast the model to all the clients. Thus, it is important to investigate the minimal GP update frequency. We vary the GP training interval and show the accuracy curves in Figure 5. We set $\Delta t = 10, 20, 500$ with $\beta = 0.95, 0.95, 0.99$ for the experiments on FMNIST, and $\Delta t = 50, 100, 2000$ with $\beta = 0.97, 0.97, 0.999$ for the experiments on CIFAR-10, respectively. As shown in the figures, the performance degrades very slightly with larger training intervals. It is noteworthy that even if we do not update the GP model after the warm-up phase (noted as $\Delta t = 500$ for FMNIST, and $\Delta t = 2000$ for CIFAR-10), FedCor still achieves faster convergence than the random selection strategy. These results indicate that the correlations learned by the GP model are stable, which supports our assumption in Section 4.5. In a word, one can largely reduce the communication overhead by training the GP model with a very low frequency while guaranteeing the convergence rate and accuracy under the communication-bounded FL setting.

5.4. Influence of Annealing Coefficient

We also conduct experiments with different annealing coefficient $\beta$ that controls how “concentrated” the client selection is. We perform FedCor with $\Delta t = 10$ and $\beta = 0.5, 0.75, 0.9$ for FMNIST, and $\Delta t = 50, \beta = 0.9, 0.95, 0.99$ for CIFAR-10. The learning curves as well as the client selection frequencies under 2SPC setting are
shown in Fig. 6, and we leave the full results under the 1SPC and Dir settings to Appendix D.1. We observe that when using a smaller $\beta$, the overall client selections appear to be more “uniform”, while the learning curves are almost invariant. Notice that this does not mean that FedCor with small $\beta$ is equivalent to uniform sampling, instead, FedCor still achieves consistent improvements compared to uniform sampling. And Sec. 4.4 has discussed the reason: FedCor not only considers the benefit that each client brings to the federation, but also considers the correlations among the clients to select the best group of clients. The experimental results here show that it is more important to select a good “group” of clients than just good individuals.

5.5. Visualization of Client Embedding

To obtain an insight into the correlations learned by the GP model, we show the t-SNE [21] plot of the client embeddings learned in the warm-up phase under the 1SPC setting. In Fig. 7, each embedding is labeled with the only data label on the corresponding client. We normalize the length of embedding vectors to 1 so that the distance between two embeddings can reveal the correlation. We can see that the embeddings of clients with the same label are clustered together, which demonstrates that FedCor has captured the correlations between clients correctly in the warm-up phase.

6. Conclusion and Future Work

This work proposes FedCor, an FL framework with a novel client selection strategy for heterogeneous settings. FedCor is based on the intuition that it is crucial to utilize the correlations between clients to achieve a faster and more stable convergence in heterogeneous FL. Specifically, we model the client correlations with a GP, and design an effective and interpretable client selection strategy based on it. We also develop an efficient method to train the GP with a low communication overhead. Experimental results on FMNIST and CIFAR-10 show that FedCor effectively accelerates and stabilizes the training process under highly heterogeneous settings. In addition, we verify that FedCor captures the client correlation correctly using only the loss information. How to extend FedCor to the other tasks and further utilize the captured correlations is an interesting direction for future work. Besides, our method focuses on the cross-silo federated learning scenario [9], and how to extend it to the cross-device scenario is a meaningful topic.
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