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Abstract. A popular class of methods for solving weakly singular integral equations is the class of piecewise polynomial collocation methods. In order to implement those methods one has to compute exactly certain integrals that determine the linear system to be solved. Unfortunately those integrals usually cannot be computed exactly and even when analytic formulas exist, their straightforward application may cause unacceptable roundoff errors resulting in apparent instability of those methods in the case of highly nonuniform grids. In this paper fully discrete analogs of the collocation methods, where integrals are replaced by quadrature formulas, are considered, corresponding error estimates are derived.
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1 Introduction

In many applications there arise integral equations of the form

\begin{equation}
y(t) = \int_0^b K(t, s)y(s) \, ds + f(t),
\end{equation}

where the integration kernel $K$ is not smooth across the diagonal $t = s$. If $K(t, s) \equiv 0$ in the region $t > s$, then the equations are of Volterra type, otherwise they are of Fredholm type. A popular class of methods for solving such equations is the class of piecewise polynomial collocation methods using
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We look for approximate solutions to integral equations in the form of piece-wise polynomial functions

\[ u(t_j) = \int_0^b K(t_j, s)u(s) \, ds + f(t_j), \quad j = 1, \ldots, m; \quad n = 1, \ldots, N. \tag{2.1} \]

For a given \( N \in \mathbb{N} \) let \( \Pi_N = \{t_0, t_1, \ldots, t_N : 0 = t_0 < t_1 < \ldots < t_N = b\} \) be a partition (a mesh) of the interval \([0, b]\) (for ease of notation we suppress the index \( N \) in \( t_n = t_n^{(N)} \) indicating the dependence of the grid points on \( N \)). We look for approximate solutions to integral equations in the form of piece-wise polynomial functions

\[ S_k^{(-1)}(\Pi_N) = \left\{ w : w|_{(t_{n-1}, t_n)} \in \pi_k, \quad n = 1, \ldots, N \right\}. \]

Here \( \pi_k \) denotes the set of polynomials of degree not exceeding \( k \) and \( w|_{(t_{n-1}, t_n)} \) is the restriction of \( w : [0, b] \to \mathbb{R} \) to the subinterval \([t_{n-1}, t_n]\).

We define \( m \geq 1 \) interpolation points in every subinterval \([t_{n-1}, t_n]\) \((n = 1, \ldots, N)\) of the grid \( \Pi_N \) by

\[ t_{nj} = t_{n-1} + \eta_j h_n, \quad j = 1, \ldots, m \quad (n = 1, \ldots, N), \]

where \( h_n = t_n - t_{n-1} \) and \( \eta_1, \ldots, \eta_m \) are some fixed parameters (called collocation parameters) which do not depend on \( n \) and \( N \) and satisfy

\[ 0 \leq \eta_1 < \ldots < \eta_m \leq 1. \]

We look for an approximate solution \( u \) to the solution \( y \) of equation (1.1) in \( S_m^{(-1)}(\Pi_N), m, N \in \mathbb{N} \). We determine \( u = u^{(N)} \in S_m^{(-1)}(\Pi_N) \) by the collocation method from the following conditions:

\[ u(t_{nj}) = \int_0^b K(t_{nj}, s)u(s) \, ds + f(t_{nj}), \quad j = 1, \ldots, m; \quad n = 1, \ldots, N. \]
If $\eta_1 = 0$, then by $u(t_{n1})$ we denote the right limit $\lim_{t \to t_{n1}^{-}+0} u(t)$. Similarly, if $\eta_m = 1$, then $u(t_{nm})$ denotes the left limit $\lim_{t \to t_{n1}^{-}-0} u(t)$.

3 A Discrete Collocation Method for Solving Integral Equations

In order to discretize the integrals in (2.1) we introduce a set of points $S = \{s_j, j = -M, \ldots, M\}$, where $s_j = \text{sgn}(j) b (|j|/M)\rho$, $M > 1$ is a natural number, $\text{sgn}(j) = \max(|j|, 1)$ and $\rho \geq 1$ is a real number that determines the nonuniformity of the set of points at zero. Next, for a given $t \in [0, b]$ we divide the interval $[0, b]$ into subintervals with the points

$$V_t = (HN \cup (t+S)) \cap [0, b],$$

where $t+S = \{t+s : s \in S\}$. Let us number the points in $V_t$ in the increasing order so that the index of $t$ is 0:

$$V_t = \{v_i : i = -k_1, -k_1 + 1, \ldots, k_2 - 1, k_2\},$$

where

$$0 = v_{-k_1} < v_{-k_1+1} < \ldots < v_0 = t < v_1 < \ldots < v_{k_2} = b,$$

and denote $\Delta v_i = v_i - v_{i-1}$, $i = -k_1 + 1, \ldots, k_2$. Additionally, we choose a quadrature formula

$$\int_0^1 x(s) \, ds \approx \sum_{p=1}^\ell w_p x(\xi_p)$$

with knots $0 \leq \xi_1 < \xi_2 < \ldots < \xi_\ell \leq 1$ and weights $w_1, \ldots, w_\ell$ and denote

$$v_{ip} = v_{i-1} + \xi_p \Delta v_i, \quad i = -k_1 + 1, \ldots, k_2, \quad p = 1, \ldots, \ell.$$

If $K$ is bounded and has left and right limits as $s \to t$, then we replace the integrals in (2.1) by the quadrature sums

$$A_t u = \sum_{i=-k_1+1}^{k_2} \Delta v_i \sum_{p=1}^\ell w_p K(t, v_{ip}) u(v_{ip}),$$

otherwise we use the approximation

$$A_t u = \sum_{i:v_i-1 < t+s-1} \Delta v_i \sum_{p=1}^\ell w_p K(t, v_{ip}) u(v_{ip}) + \sum_{i:v_i-1 \geq t+s} \Delta v_i \sum_{p=1}^\ell w_p K(t, v_{ip}) u(v_{ip}).$$

Our fully discrete collocation method is as follows: we determine an approximate solution $\bar{u} \in S^{(-1)}_{m-1}$ by the condition

$$\bar{u}(t_{nj}) = A_{tnj} \bar{u} + f(t_{nj}), \quad j = 1, \ldots, m; \quad n = 1, \ldots, N.$$
4 Convergence of the Fully Discrete Method (3.2)

First we derive an estimate for the error of the quadrature approximation of the integral operator.

**Theorem 1.** Assume that the quadrature formula (3.1) is exact for all polynomials of order \( \mu \), where \( \mu \geq m - 1 \). Assume also, that the kernel \( K \) of the integral operator of the equation (1.1) is \( \mu - m + 2 \) times continuously differentiable with respect to \( s \) on the set \( \{(t, s) \in [0, b] \times [0, b] : t \neq s\} \) and satisfies for \( i = 0, 1, \ldots, \mu - m + 2 \) the estimates

\[
\left| \frac{\partial^i K}{\partial s^i} (t, s) \right| \leq c \kappa_i |t - s|,
\]

where

\[
\kappa_i(\tau) = \begin{cases} 
1, & i < -\nu, \\
1 - \ln \frac{\tau}{\nu}, & i = -\nu, \\
\tau^{-i-\nu}, & i > -\nu,
\end{cases} \quad \tau \in (0, b]
\]

and \( \nu < 1 \) is a real number. Then for all \( t \in [0, b] \) we have

\[
\left| \int_0^b K(t, s)u(s)ds - A_t u \right| \leq c \| u \|_\infty \begin{cases} 
M^{-\rho(1-\nu)}, & \rho < \frac{\mu-m+2}{1+\nu}, \nu \notin \mathbb{N} \\
M^{-\rho(1-\nu)}(1 + \ln M), & \rho < \frac{\mu-m+2}{1+\nu}, \nu \in \mathbb{N} \\
M^{-\mu+m-2}(1 + \ln M), & \rho = \frac{\mu-m+2}{1+\nu}, \\
M^{-\mu+m-2}, & \rho > \frac{\mu-m+2}{1+\nu},
\end{cases}
\]

where \( c \) does not depend on \( t, M, N \) and the form of \( \Pi_N \) and \( \| \cdot \|_\infty \) is the \( L^\infty \) norm.

**Proof.** Denote

\[
\varepsilon_i = \int_{v_{i-1}}^{v_i} K(t, s)u(s)ds - \Delta v_i \sum_{p=1}^{l} w_p K(t, v_{ip})u(v_{ip}).
\]

In the case \( \nu \geq 0 \), when \( K \) may be unbounded, we have

\[
\left| \int_0^b K(t, s)u(s)ds - A_t u \right| \leq \sum_{\varepsilon : v_{i-1} < t + s - 1} |\varepsilon_i| + \| u \|_\infty \int_{t+s-1}^{t+s_1} |K(t, s)| ds + \sum_{\varepsilon : v_{i-1} \geq t+s_1} |\varepsilon_i|.
\]

If \( \nu < 0 \), then we have

\[
\left| \int_0^b K(t, s)u(s)ds - A_t u \right| \leq \sum_{i = -k_1 + 1}^{k_2} |\varepsilon_i| \leq \sum_{\varepsilon : v_{i-1} \leq t+s-1} |\varepsilon_i| + \sum_{\varepsilon : v_{i-1} \geq t+s_1} |\varepsilon_i|.
\]
Consider first the common terms (the first and the third) in estimates (4.1) and (4.2). Notice that, since the quadrature formula (3.1) is exact for all polynomials of order \( \mu \), we have for all polynomials \( \phi \) of order \( \mu - m + 1 \) equality

\[
\varepsilon_i = \int_{v_{i-1}}^{v_i} (K(t, s) - \phi(s))u(s) \, ds - \Delta v_i \sum_{p=1}^{\ell} w_p (K(t, v_p) - \phi(v_p))u(v_p),
\]

thus for any such polynomial \( \phi \) we get an estimate

\[
|\varepsilon_i| \leq c \|u\|_\infty \Delta v_i \sup_{s \in [v_{i-1}, v_i]} |K(t, s) - \phi(s)|,
\]

For values of \( i \) such that \( v_{i-1} < t + s - 1 \) we use

\[
\phi(s) = \sum_{q=0}^{m-1+1} \frac{1}{q!} \frac{\partial^q K}{\partial s^q}(t, v_i)(s - v_i)^q,
\]

which, together with the well-known estimate for Taylor expansions

\[
|K(t, s) - \phi(s)| \leq \frac{|s - v_i|^{m-1+3}}{(\mu - m + 2)!} \sup_{s \in [v_{i-1}, v_i]} |\frac{\partial^{m-1+2} K}{\partial s^{m-1+2}}(t, s)|
\]

and the assumptions of the theorem gives us

\[
|\varepsilon_i| \leq c_1 \|u\|_\infty (\Delta v_i)^{m-1+3} \sup_{s \in [v_{i-1}, v_i]} |\kappa_{\mu-m+2}(|t-s|)|
\]

\[
= c_1 \|u\|_\infty (\Delta v_i)^{m-1+3} \kappa_{\mu-m+2}(|t-v_i|).
\]

Denote \( \Delta s_j = s_j - s_{j-1}, \quad j = -M + 1, \ldots, M \). Then we get an estimate

\[
\sum_{i: v_{i-1} < t + s - 1} |\varepsilon_i| \leq \sum_{j=-M+1}^{-1} \sum_{i: v_{i-1}, v_i \subset [t + s_j - 1, t + s_j]} |\varepsilon_i| \\
\leq c_1 \|u\|_\infty \Delta v_i^{m-1+3} \kappa_{\mu-m+2}(|t-v_i|) \\
\leq c_1 \|u\|_\infty \sum_{j=-M+1}^{-1} \kappa_{\mu-m+2}(|s_j|) \sum_{i: v_{i-1}, v_i \subset [t + s_j - 1, t + s_j]} (\Delta v_i)^{m-1+3} \\
\leq c_1 \|u\|_\infty \sum_{j=-M+1}^{-1} (\Delta s_j)^{m-1+3} \kappa_{\mu-m+2}(|s_j|) \\
\leq c_1 \|u\|_\infty \sum_{j=1}^{M-1} (\Delta s_j)^{m-1+3} \kappa_{\mu-m+2}(|s_j|).
\]
For values of $i$ such that $v_{i-1} \geq t + s_1$ we use the estimate (4.3) with $\phi$ that is the Taylor’s expansion of $K$ with respect to $s$ at the point $s = v_{i-1}$. Repeating the steps we used for negative values of $i$ we arrive to the same estimate:

$$
\sum_{i:v_{i-1} \geq t + s_1} |\varepsilon_i| \leq c_1 \|u\|_\infty \sum_{j=1}^{M-1} (\Delta s_{j+1})^{\mu-m+3} \kappa_{\mu-m+2}(s_j).
$$

Notice that for $j \geq 1$ we have $\Delta s_j = b \int_{(j-1)/M}^{j/M} \rho x^{\alpha-1} \, dx$, therefore

$$
\frac{b \rho}{M} \left( \frac{j-1}{M} \right)^{\rho-1} \leq \Delta s_j \leq \frac{b \rho}{M} \left( \frac{j}{M} \right)^{\rho-1} \leq \frac{b \rho}{M}.
$$

If $\mu - m + 2 + \nu < 1$, then $\kappa_{\mu-m+2}$ is integrable on the interval $[0, b]$ and hence

$$
\sum_{j=1}^{M-1} (\Delta s_{j+1})^{\mu-m+3} \kappa_{\mu-m+2}(s_j) \leq \left( \frac{b \rho}{M} \right)^{\mu-m+2} \sum_{j=1}^{M-1} \Delta s_{j+1} \Delta s_j \kappa_{\mu-m+2}(s_j)
$$

$$
\leq \left( \frac{b \rho}{M} \right)^{\mu-m+2} \sum_{j=1}^{M-1} \Delta s_j \kappa_{\mu-m+2}(s_j) \begin{cases} 
\frac{s_2}{s_1}, & \text{if } j = 1, \\
\left( \frac{j + 1}{j - 1} \right)^{\rho-1}, & \text{if } j \geq 2
\end{cases}
$$

$$
\leq \left( \frac{b \rho}{M} \right)^{\mu-m+2} \max \left\{ 2^\rho, 3^{\rho-1} \right\} \sum_{j=1}^{M-1} \Delta s_j \kappa_{\mu-m+2}(s_j)
$$

$$
\leq \left( \frac{b \rho}{M} \right)^{\mu-m+2} \max \left\{ 2^\rho, 3^{\rho-1} \right\} \int_0^b \kappa_{\mu-m+2}(s) \, ds \leq c M^{\mu-m-2}.
$$

If $\mu - m + 2 + \nu \geq 1$, then

$$
\sum_{j=1}^{M-1} (\Delta s_{j+1})^{\mu-m+3} \kappa_{\mu-m+2}(s_j) \leq \sum_{j=1}^{M-1} \left( \frac{b \rho}{M} \right) \left( \frac{j + 1}{M} \right)^{\rho-1} (\mu-m+3) s_j^{\mu-m+2-\nu}
$$

$$
\leq c M^{-\mu+m-3} \sum_{j=1}^{M-1} \left( \frac{b \rho}{M} \right)^{(\rho-1)(\mu-m+3)} \frac{1}{j^{\mu-m+2-\nu}}
$$

$$
\leq c_1 M^{-\rho(1-\nu)} \sum_{j=1}^{M-1} j^{\rho(1-\nu)-(\mu-m+3)}
$$

$$
\leq c_1 \begin{cases} 
M^{-\rho(1-\nu)} \sum_{j=1}^\infty j^{\rho(1-\nu)-(\mu-m+3)} & \text{if } \rho(1-\nu) < \mu - m + 2, \\
M^{-\rho(1-\nu)} \left( 1 + \int_1^M \frac{M \, dt}{t} \right), & \text{if } \rho(1-\nu) = \mu - m + 2, \\
M^{-\rho(1-\nu)} \int_0^M \frac{M \, dt}{t^{\rho(1-\nu)-(\mu-m+3)}}, & \text{if } \rho(1-\nu) > \mu - m + 2
\end{cases}
$$
\[
\begin{aligned}
\sum_{i:v_i+1 < t+s} |\varepsilon_i| + \sum_{i:v_i+1 > t+s} |\varepsilon_i| &\leq c \begin{cases} 
M^{-\rho(1-\nu)}, & \text{if } \rho < \frac{\mu-m+2}{1-\nu}, \\
M^{-\rho(1-\nu)}(1 + \ln M), & \text{if } \rho = \frac{\mu-m+2}{1-\nu}, \\
M^{-\mu+m-2}, & \text{if } \rho > \frac{\mu-m+2}{1-\nu}.
\end{cases}
\end{aligned}
\]

Thus we have shown for all values of \(\nu, \mu\) and \(m\) that

\[\sum_{i:v_i+1 < t+s} |\varepsilon_i| + \sum_{i:v_i+1 > t+s} |\varepsilon_i| \leq c \begin{cases} 
M^{-\rho(1-\nu)}, & \text{if } \rho < \frac{\mu-m+2}{1-\nu}, \\
M^{-\rho(1-\nu)}(1 + \ln M), & \text{if } \rho = \frac{\mu-m+2}{1-\nu}, \\
M^{-\mu+m-2}, & \text{if } \rho > \frac{\mu-m+2}{1-\nu}.
\end{cases}\]

It remains to estimate the middle terms of (4.1) and (4.2). If \(\nu > 0\), then the middle term in (4.1) can be estimated easily:

\[\|u\|_\infty \int_{t+s_1}^{t+s_2} |K(t,s)| \, ds \leq c \|u\|_\infty \int_{t+s_1}^{t+s_2} |t - s|^{-\nu} \, ds = \|u\|_\infty \frac{2c}{1-\nu} \left( \frac{b}{M^\rho} \right)^{1-\nu} \]

If \(\nu = 0\) then

\[\|u\|_\infty \int_{t+s_1}^{t+s_2} |K(t,s)| \, ds \leq c \|u\|_\infty \int_{s_1}^{s_2} (1 - \ln \frac{|t|}{b}) \, d\tau \]

\[\leq c_1 \|u\|_\infty M^{-\rho}(1 + \ln M).\]

In both cases the estimate of the middle term on the right hand side of (4.1) agrees well with (i.e. it is bounded from above by) the estimate of the Theorem, so for \(\nu \geq 0\) the Theorem is proved.

If \(\nu < 0\), then we divide the middle term of (4.2) into two halves:

\[\sum_{i:[v_i+1, v_i] \subset [t+s_1, t+s_2]} |\varepsilon_i| = \sum_{i:[v_i-1, v_i] \subset [t+s_1, t]} |\varepsilon_i| + \sum_{i:[v_i-1, v_i] \subset [t, t+s_1]} |\varepsilon_i|.
\]

Since the estimation procedure is the same for both halves, we deal carefully with the second one only. Let \(q\) be the largest integer such that \(q \leq \mu-m+1\) and \(q+\nu < 0\), then the derivatives \(\partial^j K(t,s)\) have finite right (and left) limits as \(s \to t\) for \(j = 0, 1, \ldots, q\). We denote

\[\frac{\partial^j K}{\partial s^j}(t,t+) = \lim_{s^{-t,s} \to t} \frac{\partial^j K}{\partial s^j}(t,s), \quad j = 0, 1, \ldots, q\]

and define

\[\phi(s) = \sum_{j=0}^{q} \frac{1}{j!} \frac{\partial^j K}{\partial s^j}(t,t+)(s-t)^j.\]

Using now the integral representation of the error of the Taylor’s expansion

\[K(t,s) - \phi(s) = \frac{1}{q!} \int_{t}^{s} (s - \tau)^q \frac{\partial^{q+1} K}{\partial s^{q+1}}(t,\tau) \, d\tau\]
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and the estimate (4.3) we get
\[ |\varepsilon_i| \leq c \|u\|_\infty \Delta v_i \frac{s_i^q}{q!} \int_t^{t+s_i} \kappa_{q+1}(\tau - t) \, d\tau, \]
so
\[ \sum_{i : [v_i-1, v_i] \subseteq [t, t+s_i]} |\varepsilon_i| \leq c \frac{(b/M)^{q+1}}{q!} \int_0^{s_i} \kappa_{q+1}(\tau) \, d\tau. \]
If \( q + 1 > -\nu \), then
\[ \int_0^{s_i} \kappa_{q+1}(\tau) \, d\tau = \int_0^{s_i} \tau^{-q-1-\nu} \, d\tau \leq c M^{\rho(q+\nu)}, \]
in the case \( q + 1 = -\nu \) we have
\[ \int_0^{s_i} \kappa_{q+1}(\tau) \, d\tau = \int_0^{s_i} (1 - \ln \frac{T}{b}) \, d\tau \leq c M^{-\rho(1 + \ln M)}, \]
thus
\[ \sum_{i : [v_i-1, v_i] \subseteq [t, t+s_i]} |\varepsilon_i| \leq c \begin{cases} M^{-\rho(1-\nu)}, & \rho < \frac{\mu - m + 2}{1-\nu}, \nu \notin \mathbb{N}, \\ M^{-\rho(1-\nu)}(1 + \ln M), & \rho < \frac{\mu - m + 2}{1-\nu}, \nu \in \mathbb{N}, \\ M^{-\mu + m - 2}(1 + \ln M), & \rho = \frac{\mu - m + 2}{1-\nu}, \\ M^{-\mu + m - 2}, & \rho > \frac{\mu - m + 2}{1-\nu}, \end{cases} \]
Since the last estimate is clearly bounded above by the estimate of the Theorem, the proof is completed for all values of \( \nu \). \( \square \)

The previous technical result enables us to estimate easily the difference of solutions of the exact collocation method (2.1) and the fully discrete collocation method (3.2).

**Theorem 2.** Assume that the integral equation (1.1) is uniquely solvable in \( L^\infty \) and that a sequence of grids \( \Pi_N \) such that the length of the maximal subinterval of \( \Pi_N \) goes to 0 as \( N \to \infty \) is given. Assume also that the collocation method (2.1) is used and that the quadrature formula (3.1) is exact for all polynomials of order \( \mu \), where \( \mu \geq m - 1 \). Assume also, that the kernel \( K \) of the integral operator of the equation (1.1) is continuous and \( \mu - m + 2 \) times continuously differentiable with respect to \( s \) on the set \( \{(t, s) \in [0, b] \times [0, b] : t \neq s\} \) and satisfies the estimates of Theorem 1. Then there exist integers \( N_0 \) and \( M_0 \) such that for all \( N \geq N_0 \) and for all \( M \geq M_0 \) both methods (2.1) and (3.2) are uniquely solvable and the solutions \( u \) of (2.1) and \( \bar{u} \) of (3.2) satisfy the inequality
\[ \|u - \bar{u}\|_\infty \leq c \begin{cases} M^{-\rho(1-\nu)}, & \rho < \frac{\mu - m + 2}{1-\nu}, \nu \notin \mathbb{N}, \\ M^{-\rho(1-\nu)}(1 + \ln M), & \rho < \frac{\mu - m + 2}{1-\nu}, \nu \in \mathbb{N}, \\ M^{-\mu + m - 2}(1 + \ln M), & \rho = \frac{\mu - m + 2}{1-\nu}, \\ M^{-\mu + m - 2}, & \rho > \frac{\mu - m + 2}{1-\nu}, \end{cases} \]
where the constant \( c \) does not depend on \( M \) and \( N \).
\textbf{Proof.} Define an operator $T : L^\infty(0, b) \to C[0, b]$ by $Tx(t) = \int_0^b K(t, s)x(s)\,ds$ and a piecewise polynomial interpolation operator $P_N : C[0, b] \to S_{m-1}^{(-1)}(\Pi_N) \subset L^\infty(0, b)$ by conditions

$$P_Nx(t_n) = x(t_n), \quad n = 1, \ldots, N, \quad j = 1, \ldots, m.$$  

It is well known that $T$ is a compact operator and that $P_N$ is a sequence of uniformly bounded operators satisfying

$$\|P_Nx - x\|_\infty \to 0 \quad \text{for all } x \in C[0, b].$$

Therefore $\|P_NT - T\|_{L^\infty(0, b)} \to 0$ as $N \to \infty$ (for a detailed proof of this result see [5], Lemma 2.4.6) and hence (since $I - T$ is invertible) there exists $N_0$ such that for every $N \geq N_0$ the estimate

$$\|(I - P_NT)^{-1}\|_{L^\infty(0, b)} \leq 2\|(I - T)^{-1}\|_{L^\infty(0, b)}$$

holds. Denote by $X_N$ the space of piecewise polynomial functions $S_{m-1}^{(-1)}(\Pi_N)$ equipped with $L^\infty(0, b)$ norm. Define an operator $\tilde{T}_{N,M} : X_N \to X_N$ by the interpolation conditions

$$\tilde{T}_{N,M}x(t_n) = A_{t_n}x, \quad n = 1, \ldots, N, \quad j = 1, \ldots, m, \quad x \in X_N,$$

then

$$\|(P_NT - \tilde{T}_{N,M})x\|_\infty \leq c \max_{n=1,\ldots,N,\,j=1,\ldots,m} \{ |A_{t_n}x - Tx(t_n)| \},$$

where the constant $c$ depends only on $m$ and the choice of collocation parameters $\eta_1, \ldots, \eta_m$. Thus, according to Theorem 1 we have

$$\|P_NT - \tilde{T}_{N,M}\|_{L(X_N)} \leq c \begin{cases} M^{-\rho(1-\nu)}, & \rho < \frac{\alpha - m + 2}{1-\nu}, \quad \nu \not\in \mathbb{N}, \\ M^{-\rho(1-\nu)}(1 + \ln M), & \rho < \frac{\alpha - m + 2}{1-\nu}, \quad \nu \in \mathbb{N}, \\ M^{-\rho + m - 2}(1 + \ln M), & \rho = \frac{\alpha - m + 2}{1-\nu}, \\ M^{-\rho + m - 2}, & \rho > \frac{\alpha - m + 2}{1-\nu}. \end{cases} \quad (4.4)$$

Let us choose $M_0$ such that for $M \geq M_0$ we have

$$\|P_NT - \tilde{T}_{N,M}\|_{L(X_N)} \leq \frac{1}{4\|I - T\|_{L^\infty(0, b)}}.$$  

Notice that the numerical methods (2.1) and (3.2) correspond to operator equations

$$u = P_NTu + P_Nf, \quad \bar{u} = \tilde{T}_{N,M}\bar{u} + P_Nf$$

in the space $X_N$, respectively. Denote $B = I - P_NT$, $\delta B = P_NT - \tilde{T}_{N,M}$ and $\delta u = u - \bar{u}$, then the equations take forms

$$Bu = P_Nf, \quad (B + \delta B)(u + \delta u) = P_Nf.$$  
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According to our choices of $N_0$ and $M_0$ the operators $B$ and $B + \delta B$ are both invertible for all $N \geq N_0$, $M \geq M_0$ and satisfy estimates
\[
\|B^{-1}\|_{\mathcal{L}(X_N)} \leq 2 \| (I - T)^{-1}\|_{\mathcal{L}(L^\infty(0,b))},
\]
\[
\|(B + \delta B)^{-1}\|_{\mathcal{L}(X_N)} \leq \frac{\|B^{-1}\|_{\mathcal{L}(X_N)}}{1 - \|B^{-1}\|_{\mathcal{L}(X_N)}\|\delta B\|_{\mathcal{L}(X_N)}} \leq 4 \|(I - T)^{-1}\|_{\mathcal{L}(L^\infty(0,b))}
\]
therefore
\[
\|u - \bar{u}\|_\infty = \|\delta u\|_\infty = \|(B + \delta B)^{-1} - B^{-1}\|P_N f\|_\infty \leq \|B^{-1}\|_\infty \|\delta B\|_\infty \leq c \|\delta B\|_\infty = \|P_N T - \tilde{T}_{N,M}\|_{\mathcal{L}(X_N)}
\]
where $c$ does not depend on $M$ and $N$. Taking into account the estimate (4.4), the statement of Theorem 2 is proved. \(\square\)

Theorem 2 tells us that for any collocation method we can choose appropriate $M$ depending on $N$ (for example $M = N$), an appropriate quadrature formula (3.1) and a suitable value for the nonuniformity parameter $\rho$ so that the convergence rate of the fully discrete collocation method is of the same order as the convergence rate of the collocation method.
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