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Whitham modulation theory for the two dimensional Benjamin-Ono (2DBO) equation is presented. A system of five quasi-linear first-order partial differential equations is derived. The system describes modulations of the traveling wave solutions of the 2DBO equation. These equations are transformed to a singularity-free hydrodynamic-like system referred to here as the 2DBO-Whitham system. Exact reductions of this system are discussed, the formulation of initial value problems is considered, and the system is used to study the transverse stability of traveling wave solutions of the 2DBO equation.

I. INTRODUCTION

Small-dispersion limits and dispersive shock waves (DSWs) have been intensely studied during the last fifty years. There are numerous physical applications of DSWs in fluid dynamics, nonlinear optics, Bose-Einstein condensates, magnetic films and thermal media, amongst others, cf. [1–10] and references therein. Most of the studies in the literature have been devoted to (1+1)-dimensional systems, however, and much less is known about multi-dimensional systems.

Following some earlier works [11–13], recently there has been considerable attention devoted to the study of small dispersion problems for (2+1)-dimensional systems [14–16]. One of the goals of this work is to develop tools that can be used to describe the behavior of DSWs in multi-dimensional settings.

Steps forward in this direction were recently presented in [14, 15]. In particular, the formation of DSWs along curved fronts was studied in [14], and in [15] a 2D generalization of Whitham modulation theory was formulated in terms of Riemann-type variables and used to study important properties associated with the small dispersion limit of the Kadomtsev-Petviashvili (KP) equation [17].

In this work we use similar methods to study the small dispersion limit of the two-dimensional Benjamin-Ono (2DBO) equation [18],

\[
(u_t + uu_x + e \mathcal{H}[uu]_x + \lambda uu_y) = 0 ,
\]

where subscripts \(x, y, t\) denote partial differentiation, \(0 < \epsilon \ll 1\) is a small parameter quantifying the relative strength of dispersive effects and \(\mathcal{H}\) is the Hilbert transform operator, defined by

\[
\mathcal{H}[f(x)] = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{f(y)}{y-x} dy ,
\]

where \(f\) denotes the Cauchy principal value integral (cf. [19]). Equation (1) is a two-dimensional (2D) extension of the classical (i.e., one-dimensional) Benjamin-Ono (1DBO) equation [20, 21]

\[
(u_t + uu_x + e \mathcal{H}[u]_x = 0 ,
\]

and describes weakly nonlinear long internal waves in fluids of great depth [18]. By analogy with the KP equation, the cases \(\lambda = -1\) and \(\lambda = 1\) are referred to as the 2DBOI and 2DBOI equation, respectively. Similarly to what happens for the two variants of the KP equation (e.g., see [12, 22]), the 2DBOII equation (like the KPI equation and the second case of the two-dimensional intermediate-long wave equation, or 2DLWII) arises when surface tension is negligible [18], whereas the 2DBOI equation (and the 2DILWI) arises when surface tension effects are dominant [23, 24].

The small dispersion limit of the 1DBO equation [i.e., Eq. (2)] has been studied extensively [25–29]. However, no general results are available for the 2DBO equation [i.e., Eq. (1)] to the best of our knowledge. A one-dimensional (1D) reduction of the 2DBO equation and its associated DSW behavior was studied recently in [14], in which a similarity variable \(\eta = x + P(y,t)\) was used to reduce Eq. (1) to the cylindrical Benjamin-Ono (cBO) equation,

\[
u_t + uu_\eta + \frac{\lambda c}{1 + 2\lambda ct} u + e \mathcal{H}[u_{\eta\eta}] = 0 ,
\]

as well as to write the resulting equations in terms of Riemann variables and study the DSW behavior with step-like initial data along parabolic fronts. The study of more general initial conditions that do not admit a 1D reduction is still an open problem.

In this work we derive the 2D Whitham system for the 2DBO equation using the method of multiple scales (e.g., as in [30]), and we simplify the resulting system of partial differential equations (PDEs) by suitably rewriting it in terms of Riemann-type variables. We then discuss various properties of the resulting system of equations, including exact reductions and the formulation of a 2D generalization of the Riemann problem for the 1D Whitham system. Finally, we use the system to investigate the stability of the traveling wave solutions of 2DBO equation. Note that, unlike the KP equation, Eq. (1) is not known to be an integrable system. The methods presented here do not rely on integrability.

II. DERIVATION OF THE 2DBO-WHITHAM SYSTEM

The derivation of the modulation equations for the 2DBO equation is similar to that for the KP equation, and we refer the reader to [15] for further details.
We begin by rewriting the 2DBO equation as the system

\begin{align}
  u_t + uu_x + \epsilon \mathcal{H}[u_{xx}] + \lambda v_y &= 0, \quad (4a) \\
  v_x &= u_y. \quad (4b)
\end{align}

We look for solutions of Eq. (4a) as \( u(\theta, x, y, t) \), with the rapidly varying variable \( \theta(x, y, t) \) defined by

\[ \theta_x = k(x, y, t)/\epsilon, \quad \theta_y = l(x, y, t)/\epsilon, \quad \theta_t = -\omega(x, y, t)/\epsilon, \]

where \( k, l \) and \( \omega \) are the local wave numbers and frequency, respectively, which are assumed to be slowly varying functions of \( x, y \) and \( t \). Enforcing the equality of the mixed second derivatives of \( \theta \) then yields three compatibility conditions

\begin{align}
  k_l + \omega_x &= 0, \quad l_t + \omega_y = 0, \quad (6a) \\
  k_y - l_x &= 0. \quad (6b)
\end{align}

Equations (6a) are referred to as the equations of conservation of waves, and provide the first and second modulation equations. Note that Eqs. (6a) automatically imply that Eq. (6b) is satisfied for all \( t > 0 \) if it is satisfied at \( t = 0 \).

In terms of the fast variable \( \theta \) and the slow variables \( x, y, t \), Eqs. (4) become

\begin{align}
  (\omega u_{\theta\theta} + ku_{\theta x} + k^2\mathcal{H}[u_{\theta x}] + \lambda v_x)/\epsilon + u_t + uu_x + \mathcal{H}[k_x u_{\theta} + 2ku_{\theta x}] + \lambda v_y \\
  + \epsilon \mathcal{H}[u_{xx}] = 0, \quad (7a) \\
  (kv_x - lu_y)/\epsilon + (v_x - u_y) = 0. \quad (7b)
\end{align}

We then look for a perturbative solution for \( u = (u, v)^T \) as

\[ u = u^{(0)}(\theta, x, y, t) + cu^{(1)}(\theta, x, y, t) + O(\varepsilon^2). \quad (8) \]

Substituting Eqs. (8) into Eqs. (7) and collecting terms in the same power of \( \varepsilon \), one obtains a sequence of equations. The leading-order terms, at \( O(1/\varepsilon) \), yield

\begin{align}
  -\omega u^{(0)}_{\theta\theta} + ku^{(0)}_{\theta x} + k^2\mathcal{H}[u^{(0)}_{\theta x}] + \lambda v^{(0)}_x &= 0, \quad (9a) \\
  kv^{(0)}_x - lu^{(0)}_y &= 0. \quad (9b)
\end{align}

Equations (9) can be written in vector form as \( \mathbf{M}_0 \mathbf{u}^{(0)} = 0 \), where \( \mathbf{M}_0 = \mathbf{M} \partial_{\theta} \), with

\[ \mathbf{M} = \begin{pmatrix}
  \mathcal{L} & \lambda qk \\
  \lambda qk & -\lambda k
\end{pmatrix}, \quad (10) \]

\[ \mathcal{L} = -\omega + ku^{(0)} + k^2 \mathcal{H}[\partial_{\theta}], \]

where we defined \( q(x, y, t) = l/k \),

\[ q(x, y, t) = l/k, \quad (11) \]

which will play an important role in the following. Integrating Eq. (9b) with respect to \( \theta \), we obtain

\[ v^{(0)} = q u^{(0)} + p, \quad (12) \]

where \( p(x, y, t) \) is to be determined at higher order in the expansion. Next we look at \( O(1) \) terms, which yield \( \mathbf{M}_1 \mathbf{u}^{(1)} = \mathbf{G} \mathbf{u}^{(0)} \), where \( \mathbf{G} = (g_1, g_2)^T \) and \( \mathbf{M}_1 = \partial_{\theta} \mathbf{M} \), and with

\begin{align}
  g_1[u] &= -u_t - uu_x - \mathcal{H}[k_x u_{\theta} + 2ku_{\theta x}] - \lambda v_y, \quad (13a) \\
  g_2[u] &= \lambda (v_x - u_y). \quad (13b)
\end{align}

Note that \( \mathbf{M}_1 \) is a total derivative in \( \theta \), and the solution of Eqs. (9) is periodic, with period \( P \) computed explicitly below. To avoid secular terms, one needs the following two-component periodicity condition:

\[ \int_0^P \mathbf{G}[\mathbf{u}^{(0)}] d\theta = 0, \quad (14) \]

which provides two further modulation equations. Finally, the Fredholm solvability condition for the inhomogeneous problem at \( O(1) \) yields the last modulation equation:

\[ \int_0^P \mathbf{u}^{(0)} \cdot \mathbf{G} \mathbf{u}^{(0)} d\theta = 0. \quad (15) \]

Equations (6a), (14) and (15) comprise the system of five modulation equations.

**II.B Leading-order solution and modulation equations**

We now write PDEs for the evolution of the characteristic parameters of the traveling wave solutions of the 2DBO equation. We return to the equations at leading order and use Eq. (9b) to rewrite Eq. (9a) as

\[ k\mathcal{H}[u^{(0)}_{\theta\theta}] + u^{(0)} u^{(0)}_{\theta} - Vu^{(0)}_{\theta} = 0, \quad (16) \]

where

\[ V + \lambda q^2 = \omega/k = \Omega. \quad (17) \]

The solution of Eq. (16) is [20]

\[ u^{(0)}(\theta, x, y, t) = \frac{4k^2}{\sqrt{A^2 + 4k^2} - A \cos(\theta - \theta_0)} + \beta, \quad (18) \]

where \( \theta_0 \) is a constant and the phase velocity \( V \) is given by

\[ V = (1/2) \sqrt{A^2 + 4k^2} + \beta. \quad (19) \]

Unlike the periodic solutions of the KP equation, the solution (16) involves trigonometric (as opposed to elliptic) functions; its period as a function of \( \theta \) is simply \( P = 2\pi \). When \( k, V, \beta \) and \( q \) are constants, Eq. (18) is a 2D extension of the periodic solution of the 1DBO equation [20]. When these quantities are slowly varying functions of \( x, y \) and \( t \), Eq. (18) describes a slowly modulated periodic wave, whose evolution is determined by the five modulation equations above.

Substituting Eqs. (13) into Eqs. (14) and (15) we have

\begin{align}
  &\frac{\partial G_1}{\partial t} + \frac{1}{2} \frac{\partial G_2}{\partial x} + \lambda \frac{\partial}{\partial y} (q G_1 + 2\pi p) = 0, \quad (20a) \\
  &\frac{\partial G_2}{\partial t} + \frac{2}{3} \frac{\partial G_3}{\partial x} + 2G_4
\end{align}
Next we introduce Riemann-type variables to simplify the system (24). Namely, we define the variables \( r_1, r_2 \) and \( r_3 \) as in the Riemann invariants for the 1DBO equation by letting \([14, 26, 27]\),

\[
V = r_2 + r_3, \quad k = r_3 - r_2, \quad \beta = 2r_1. \tag{25}
\]

(This transformation is similar to the one for the Korteweg-de Vries equation \([31]\), and \( r_1, r_2, r_3 \) are obtained from \( V \) and \( k \) and \( \beta \) by inverting Eqs. (25).

In terms of \( r_1, r_2, r_3 \) and \( q \), the leading-order solution of the 2DBO equation is

\[
u^{(0)}(x, y, t) = 2r_1 + 2(r_3 - r_2)^2/
\]

\[
\left[(r_3 + r_2 - 2r_1) - 2\sqrt{(r_2 - r_1)(r_3 - r_1)\cos \theta}\right], \tag{26}
\]

with \( \theta \) determined (up to an integration constant) by Eqs. (5).

When \( r_2 \to r_1 \), Eq. (26) reduces to a constant. When \( r_2 \to r_3 \), Eq. (26) yields the line-soliton solutions of Eq. (1):

\[
u(x, y, t) = 2r_1 + \frac{8(r_3 - r_1)}{4(r_3 - r_1)^2 + (x + qy - (2r_3 + 3\lambda q^2)\theta)^2 + 1}. \tag{27}
\]

(Not however that the solution in Eq. (27) decays algebraically as \( x \to \pm \infty \), unlike the line solitons of the KP equation.)

Rewriting the system (24) in terms of \( = (r_1, r_2, r_3, \varphi, p)^T \), one obtains the hydrodynamic system \( R_x + S r_y + T r_y = 0 \), where \( R, S \) and \( T \) are 5 \times 5 real-valued matrices. In particular, \( R \) has block structure \( R = \text{diag}(R_4, 0) \), where \( R_4 \) denotes a 4 \times 4 matrix. Even though \( R \) is not invertible, we can multiply the vector equations from the left by the “pseudo-inverse” \( \bar{R}^{-1} = \text{diag}(R_4^{-1}, 0) \), obtaining

\[
I r_t + A r_x + B r_y = 0, \tag{28}
\]

where \( I = \text{diag}(1, 1, 1, 1, 0) \), \( A = R^{-1}S \) and \( B = R^{-1}T \).

While the Whitham system for the 1DBO equation is diagonalized by the above transformation to Riemann variables, one cannot find a change of dependent variables to diagonalize the corresponding system (28) for the 2DBO equation, since \( AB \neq BA \).

The system (28) becomes singular as \( r_2 \to r_1 \) and as \( r_2 \to r_3 \). That is, some entries of both \( A \) and \( B \) become infinite in these limits. (These singularities do not arise in the Whitham systems for the 1DBO and cBO equations, and occur even though the determinants and eigenvalues of \( A \) and \( B \) remain finite.) However, one can obtain an equivalent but simplified system that is free of singularities, as we show next.

Using the definition (25) and \( q = l/k \), the third compatibility condition, Eq. (6b), can be written as

\[
\frac{D r_3}{D y} - \frac{D r_2}{D y} - (r_3 - r_2) \frac{D q}{D x} = 0. \tag{29}
\]

Equation (29) is identically satisfied when \( q \) is zero and \( r_1, r_2, r_3 \) are independent of \( y \). Subtracting a suitable multiple of the constraint (29) from each equation, and a suitable multiple of Eq. (24e) from the other equations, the five modulation equations take on the particularly simple form, which...
is also completely free of singularities:
\[
\frac{\partial r_{j}}{\partial t} + (V_{j} + \lambda q^{2}) \frac{\partial r_{j}}{\partial x} + 2\lambda q \frac{D r_{j}}{D y} + \lambda v_{j} \frac{D q}{D y} + \lambda \frac{D p}{2D y} = 0, \quad j = 1, 2, 3, \tag{30a}
\]
\[
\frac{\partial q}{\partial t} + (V_{2} + \lambda q^{2}) \frac{\partial q}{\partial x} + 2\lambda q \frac{D q}{D y} + 2\frac{D r_{3}}{D y} = 0, \tag{30b}
\]
\[
\frac{\partial p}{\partial x} - 2\frac{D r_{1}}{D y} + 2\lambda^{2} \frac{\partial q}{\partial x} = 0, \tag{30c}
\]
where

\[V_{j} = 2r_{j}, \quad j = 1, 2, 3, \tag{31a}\]
\[v_{1} = r_{3} - r_{2} + r_{1}, \quad v_{2} = v_{3} = r_{3} + r_{2} - r_{1}. \tag{31b}\]

That is, all coefficients in Eqs. (30) have finite limit as \(r_{2} \to r_{1}\) and as \(r_{2} \to r_{3}\). Note that \(V_{1}, \ldots, V_{3}\) are exactly the characteristic speeds of the 1DBO-Whitham system. Also, \(v_{1}, \ldots, v_{3}\) are exactly the same as the coefficients appearing in the inhomogeneous terms for the cBO-Whitham system. Hereafter we refer to Eqs. (30) as the 2D-Whitham system.

II.D General nature of the last two modulation equations

One of the novelties of the system (30) compared to the 1D case is the presence of Eqs. (30b) and (30c), which determine the new dependent variables \(q\) and \(p\). An alternative but equivalent version of these two equations can be obtained by noting that they can be derived separately from the equations for the Riemann-type variables \(r_{1}, r_{2}, r_{3}\) in a straightforward way.

Indeed, using the first of Eqs. (6), (11) and (17), the second of Eq. (6) yields
\[
\frac{\partial q}{\partial t} + \Omega \frac{\partial q}{\partial x} + D \Omega = 0, \tag{32}
\]
where \(\Omega = \omega/k = V + \lambda q^{2}\) as before. Importantly, Eq. (32) arises whenever one seeks multiple-scale solutions of a multi-dimensional system, leading to the compatibility conditions (6). Thus, the only difference between the 2DBO Eq. (1) and other evolution equations is just how \(\Omega\) is given in terms of the other dependent variables. For example, for the KP equation one also has \(\Omega = V + \lambda q^{2}\), but \(V = 2(r_{1} + r_{2} + r_{3})\) in that case, whereas for the 2DBO equation we have \(V = r_{2} + r_{3}\).

Similarly, the constraint for \(p\), namely Eq. (20c), also takes essentially the same form as for the KP equation. The only difference is how \(G_{1}\) depends on the Riemann-type variables. For the 2DBO equation we have \(G_{1} = 4\pi(r_{1} + r_{3} - r_{2})\), whereas the expression for the KP equation is slightly more complicated.

Substituting \(\Omega\) and \(G_{1}\) in equations (32) and (20c) yields, respectively
\[
\frac{\partial q}{\partial t} + (r_{2} + r_{3} + \lambda q^{2}) \frac{\partial q}{\partial x} + D \left(r_{2} + r_{3} + \lambda q^{2}\right) = 0, \tag{33a}
\]
\[
\frac{\partial p}{\partial x} + 2(r_{1} + r_{3} - r_{2}) \frac{\partial q}{\partial x} - 2 \frac{D}{D y}(r_{1} + r_{3} - r_{2}) = 0. \tag{33b}
\]

These equations can be transformed to Eqs. (30b) and (30c) using the compatibility condition (6b). Also, the equations for \(r_{1}, r_{2}, r_{3}\) can be obtained by “diagonalizing” Eqs. (24a), (24c) and (24d), which are the analogue of the modulation equations for the 1DBO. For brevity we omit the details, and we will report on these issues in a future publication.

III. REDUCTIONS AND RIEMANN PROBLEMS

We now discuss reductions of the 2DBO-Whitham system as well as the choice of initial conditions (ICs) and boundary conditions (BCs) to obtain well-posed initial value problems (IVPs) for it, including generalizations of the Riemann problem for the 1DBO-Whitham system [27].

III.A Exact reductions of the 2DBO-Whitham system

One-dimensional reductions. Suppose that \(r_{1}, r_{2}, r_{3}\) depend on \(x\) and \(y\) only through the similarity variable \(\eta = x + P(y, t)\) and \(q = P_{y}(y, t)\), with \(p(x, y, t)\) a constant. Then it is straightforward to see that \(D r_{j}/D y = 0\). Since \(q\) is independent of \(x\) and \(p\) is a constant, Eqs. (30) become
\[
\frac{\partial r_{j}}{\partial t} + P_{t} \frac{\partial r_{j}}{\partial \eta} + (V_{j} + \lambda P_{y}^{2}) \frac{\partial r_{j}}{\partial \eta} + \lambda v_{j} P_{yy} = 0, \quad j = 1, 2, 3, \tag{34a}
\]
\[
\frac{\partial q}{\partial t} + 2\lambda q \frac{\partial q}{\partial \eta} = 0. \tag{34b}
\]

(The fifth modulation equation is identically satisfied in this case.) In terms of \(P_{y}\), Eq. (34b) is \(P_{yy} + 2\lambda P_{y} P_{yy} = 0\), which after integration yields \(P_{y} + \lambda P_{y}^{2} = 0\). In turn, the system of equations (34a) becomes
\[
\frac{\partial r_{j}}{\partial t} + V_{j} \frac{\partial r_{j}}{\partial \eta} + \lambda v_{j} P_{yy} = 0, \quad j = 1, 2, 3. \tag{35}
\]

In order for this setting to be self-consistent, however, the last term in the LHS of Eqs. (35) must be independent of \(y\). Therefore, only three possibilities arise:

(i) \(P_{y} = 0\), in which case one simply has \(q(x, y, t) = 0\) (implying that the resulting behavior is one-dimensional) and \(P(y, t) = 0\), as well as \(\eta = x\). In this case, the system (35) reduces to the Whitham system for the 1DBO equation [26].

(ii) \(P_{y} = a\) is a nonzero constant, in which case one has \(q(x, y, t) = a\) and \(P(y, t) = ay\), implying \(\eta = x + ay\). Then system (35) reduces to the 1D Whitham system with \(x\) replaced by \(\eta\).

(iii) \(P_{yy} = f(t)\) is a function of \(t\), in which case \(q(x, y, t) = a\) and \(P(y, t) = ay\), Eq. (34b) now yields \(f_{t} + 2A f^{2} = 0\). This ordinary differential equation is easily solved. In particular, for a constant IC \(f(0) = c = \text{const}\), we have \(f(t) = c/(1 + 2\lambda ct)\), and hence \(q(y, t) = cy/(1 + 2\lambda ct)\), which reduces system (35) to the Whitham system for the cBO equation [14].
Genus-zero reductions. Two further exact reductions of the system (30) are obtained when \( r_1 = r_2 \) and \( r_2 = r_3 \), respectively. In the first case, the leading-order periodic solution degenerates to a constant with respect to the fast variable, while the second one yields the solitonic limit.

When \( r_1 = r_2 \), the PDEs for \( r_2 \) and \( r_3 \) coincide. As a result, system (30) reduces to the following 4 \( \times \) 4 system:

\[
\begin{align*}
\frac{\partial r_1}{\partial t} + (2r_1 + \lambda q^2) \frac{\partial r_1}{\partial x} + 2\lambda q \frac{\partial r_1}{\partial y} + \lambda r_3 \frac{\partial q}{\partial y} + \frac{\lambda Dp}{2 Dy} &= 0, \\
\frac{\partial r_2}{\partial t} + (2r_3 + \lambda q^2) \frac{\partial r_2}{\partial x} + 2\lambda q \frac{\partial r_3}{\partial y} + \lambda r_3 \frac{\partial q}{\partial y} + \frac{\lambda Dp}{2 Dy} &= 0, \\
\frac{\partial q}{\partial t} + (2r_1 + \lambda q^2) \frac{\partial q}{\partial x} + 2\lambda q \frac{\partial q}{\partial y} + 2 \frac{\partial r_3}{\partial y} &= 0, \\
\frac{\partial p}{\partial x} - 2 \frac{\partial r_1}{\partial y} + 2r_1 \frac{\partial q}{\partial y} &= 0.
\end{align*}
\]

(36a) Similarly, when \( r_2 = r_3 \), the PDEs for \( r_2 \) and \( r_3 \) coincide, and system (30) reduces to

\[
\begin{align*}
\frac{\partial r_1}{\partial t} + (2r_1 + \lambda q^2) \frac{\partial r_1}{\partial x} + 2\lambda q \frac{\partial r_1}{\partial y} + \lambda r_3 \frac{\partial q}{\partial y} + \frac{\lambda Dp}{2 Dy} &= 0, \\
\frac{\partial r_2}{\partial t} + (2r_3 + \lambda q^2) \frac{\partial r_2}{\partial x} + 2\lambda q \frac{\partial r_3}{\partial y} + \lambda r_3 \frac{\partial q}{\partial y} + \frac{\lambda Dp}{2 Dy} &= 0, \\
\frac{\partial q}{\partial t} + (2r_1 + \lambda q^2) \frac{\partial q}{\partial x} + 2\lambda q \frac{\partial q}{\partial y} + 2 \frac{\partial r_3}{\partial y} &= 0, \\
\frac{\partial p}{\partial x} - 2 \frac{\partial r_1}{\partial y} + 2r_1 \frac{\partial q}{\partial y} &= 0.
\end{align*}
\]

(37a) Taking the limit of Eq. (42) as \( x \to -\infty \) we see that, if one is interested in solutions \( u \) which tend to constant values as \( x \to -\infty \) (i.e., \( u^\to \) independent of \( t \)), one needs \( \partial_y u^\to (y, t) = 0 \). Ignoring an unnecessary function of time, we can then take \( u^\to (y, t) = 0 \). And Eq. (12) then leads to

\[
p^\to + u^\to q^\to = 0,
\]

(43) which determines \( p^\to \). Similar arguments carry over to the 2DBO-Whitham system. That is, taking the limit \( x \to -\infty \), the system (30) becomes

\[
\begin{align*}
\frac{\partial r_j}{\partial t} + 2\lambda q \frac{\partial r_j}{\partial y} + \lambda r_j \frac{\partial q}{\partial y} + \frac{\lambda Dp}{2 Dy} &= 0, \\
\frac{\partial q}{\partial t} + 2\lambda q \frac{\partial q}{\partial y} + 2 \frac{\partial r_j}{\partial y} &= 0, \\
\frac{\partial p}{\partial x} - 2 \frac{\partial r_1}{\partial y} + 2r_1 \frac{\partial q}{\partial y} &= 0.
\end{align*}
\]

(37b) which determine the time evolution of \( r_1^\to, r_2^\to, r_3^\to, \) and \( q^\to \), plus \( \partial r_j^\to / \partial y = 0 \),

(44b) which would seem to impose a limitation on the admissible BCs. We next show, however, that when \( r_1^\to = r_2^\to \) or \( r_2^\to = r_3^\to \), this condition on \( r_1 \) is satisfied automatically, making Eqs. (44) a self-consistent system.

BCs. In the Riemann problem for the 1DBO [27], the asymptotic values of \( r_1, r_2, r_3 \) as \( x \to \pm \infty \) are constants. Already in the Riemann problem for the cBO equation, however, this is not true anymore, and the BCs for \( r_j \) can be obtained from solving a reduced system of ODEs for \( t \) [14]. In the full 2DBO-Whitham system, the BCs of the Riemann invariants may in general also depend on the independent variable \( y \).

To make the above discussion more precise, we first go back to the 2DBO equation. Integrating Eq. (4b) yields

\[
v(x, y, t) = v^\to (y, t) + \partial_x^{-1}[u_y],
\]

(41) where we use the superscript “\(- \)” to indicate limiting values as \( x \to -\infty \), and \( \partial_x^{-1} \) is defined by Eq. (40) as before. Substituting Eq. (41) into Eq. (4a) yields

\[
u_t + uu_x + e\mathcal{H}[u_{xx}] + \lambda \partial_x^{-1}[u_{yy}] + \lambda \partial_y v^\to = 0.
\]

(42)
with $j = 2, 3$ coincide (as they should, since $r_2 = r_3$). Finally, Eqs. (44a) with $j = 3$ and Eq. (44b) yield the following system of 2 (1+1)-dimensional ODEs for $r^- = r_3^-$ and $q^-:
\begin{align}
\frac{\partial r^-}{\partial t} + 2\lambda q^- \frac{\partial r^-}{\partial y} + \lambda(2r^- - u) \frac{\partial q^-}{\partial y} = 0, \\
\frac{\partial q^-}{\partial t} + 2\lambda q^- \frac{\partial q^-}{\partial y} + 2\frac{\partial r^-}{\partial y} = 0,
\end{align}
(46a, 46b)

Similar considerations also apply for the BCs as $x \to \infty$. That is, Eqs. (45) or (46) hold as $x \to \infty$ when $r^-$ and $q^-$ are replaced by $r^+$ and $q^+$.

Riemann problems. As a special case of the above IVP, one obtains 2D generalizations of the Riemann problem for the 1DBO equation. More precisely, one looks for solutions of the 2DBO-Whitham system (30) with step-like ICs corresponding to a single front:

$$u(x,y,0) = \begin{cases} 1, & x + c(y) < 0, \\ 0, & x + c(y) \geq 0, \end{cases}$$

where $c(y)$ arbitrary. As in the 1D case, one can regularize the jump by choosing the ICs for the Riemann variables to be

$$r_1(x,y,0) = 0, \quad r_2(x,y,0) = R_2(x + c(y)), \quad r_3(x,y,0) = \frac{1}{2},$$

where $R_2(\xi)$ smooths out the jump between 0 and 1/2, e.g.,

$$R_2(\xi) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{\xi}{\delta} \right) \right],$$

with $\delta$ a small parameter. To determine the corresponding IC for $q$, note that Eqs. (48) imply that the constraint (6b) is satisfied at $t = 0$. Also, Eqs. (25) and (48) imply $k(y,x,0) = \frac{1}{2} - r_2(x,y,0)$, and it is easy to check that $k(y,x,0) = c'(y)k_x(x,y,0)$. Therefore, substituting in Eq. (38), the IC for $q$ reduces to $q(x,y,0) = c'(y)$.

If $c(y)$ is constant or linear in $y$ the IC for $q$ is trivial, whereas if $c(y)$ is a quadratic function of $y$ one reduces to the ICs of the Riemann problem for the cBO equation. Finally, the IC for $p$ is chosen as described earlier, namely via Eq. (39) at $t = 0$ and Eq. (43).

IV. STABILITY OF PERIODIC SOLUTIONS

We now use the 2DBO-Whitham system (30) to investigate the stability of the periodic solutions of the 2DBO equation.

Stability analysis. Constant values of $r_1, r_2, r_3, q, p$ yield exact periodic solutions of the 2DBO system. To study their spectral stability, we can use the 2DBO-Whitham system (30) to study the evolution of small initial perturbations of these constant values. That is, we look for

$$r_j = \tilde{r}_j + r_j', \quad q = q', \quad p = p',$$

where $\tilde{r}_1, \tilde{r}_2, \tilde{r}_3$ are arbitrary constants satisfying $\tilde{r}_1 \leq \tilde{r}_2 \leq \tilde{r}_3$, together with $|r_j'(x,y,t)| \ll 1$ for $j = 1, 2, 3$, $|q'(x,y,t)| \ll 1$ and $|p'(x,y,t)| \ll 1$. Substituting Eqs. (49) into Eqs. (30) and dropping higher-order terms, we obtain

$$\frac{\partial r_j'}{\partial t} + \tilde{V}_j \frac{\partial r_j'}{\partial x} + \lambda \tilde{V} \frac{\partial q_j'}{\partial y} + \lambda \frac{\partial p_j'}{\partial y} = 0, \quad j = 1, 2, 3,$$

where $\tilde{V}_1, \tilde{V}_2, \tilde{V}_3$ denote the unperturbed values of all the corresponding coefficients, as defined in Eqs. (31). Next we look for plane wave solution of the above system of linear PDEs in the form

$$r_j'(x,y,t) = R_j e^{i(Kx + Ly - \omega t)}, \quad j = 1, 2, 3,$$

$$q'(x,y,t), p'(x,y,t) = (Q, P) e^{i(Kx + Ly - \omega t)}.$$}

Non-trivial values of $(R_1, R_2, R_3, Q, P)$ exist if the determinant of the corresponding coefficient matrix vanishes, which yields the linear dispersion relation $P_4(K, L, W) = 0$, where $P_4(K, L, W)$ is a polynomial that is cubic in $W$ and quartic in $K$ and $L$. The periodic solution of the 2DBO equation corresponding to $\tilde{r}_1, \tilde{r}_2, \tilde{r}_3$ is therefore linearly stable if $W \in \mathbb{R}$ for all $K, L \in \mathbb{R}$, because in this case perturbations remain bounded. Conversely, if there exist solutions with Im$W \neq 0$ for $K, L \in \mathbb{R}$, some perturbations will grow exponentially, and the periodic solution is unstable.

In particular, for $K = 0$ (corresponding to perturbations independent of $x$), the dispersion relation simplifies to

$$(W/L)^2 = \lambda f(\tilde{r}_1, \tilde{r}_2, \tilde{r}_3),$$

where $f(\tilde{r}_1, \tilde{r}_2, \tilde{r}_3) = 4(\tilde{r}_2 - \tilde{r}_1)$. Since $f(\tilde{r}_1, \tilde{r}_2, \tilde{r}_3)$ is always non-negative for $\tilde{r}_1 \leq \tilde{r}_2$, for the 2DBO equation ($\lambda = -1$) $W$ is purely imaginary, and therefore all its periodic waves are linearly unstable. Conversely, for the 2DBOI equation ($\lambda = 1$), $W$ is real, and therefore all its periodic waves are linearly stable in the spectral sense.

In the special case $r_1 = 0, r_2 = m$ and $r_3 = 1/2$, which is relevant to the Riemann problem discussed earlier, we simply have $f(r_1, r_2, r_3) = f(m) = 4m$. Interestingly, the growth rate $g(m) = \sqrt{4m}$ is a monotonically increasing function of $m$ between $g(0) = 0$ and $g(1) = \sqrt{2}$. This indicates that the solitonic sector for 2DBOI ($m \sim 1/2$) is more unstable than the periodic sector ($0 < m < 1/2$), which in turn is more unstable than the linear sector ($m \sim 0$).

Numerical validation. To check the stability results from the 2DBO-Whitham system, we also computed the growth rates for the 2DBOI equation numerically. Let $u_m(x,y,t)$ be a traveling wave solution of the 2DBO equation as in Eq. (26), and let $\xi = x - ct$. We seek a perturbed solution in the form $u(x,y,t) = u_m(\xi) + \nu(\xi, y, t)$, with $|v(\xi, y, t)| \ll 1$. Substituting this expansion into the 2DBO equation and dropping higher-order terms, we have

$$\left( v + (u_m v)_{\xi} + eH[v_{\xi}]_{\xi} + \lambda v_{yy} \right)_{\xi} + \lambda v_{yy} = 0.$$
system to study the linear spectral stability of the traveling wave solutions of the 2DBO equation and found that all such solutions are spectrally unstable for the 2DBOI equation and spectrally stable for the 2DBOII equation. We compared the analytically computed growth rates with a direct numerical approach, obtaining excellent agreement.

From a physical point of view, the above stability results imply that periodic trains of internal waves can be expected to be stable to transverse perturbations in stratified media in which surface tension is not dominant (i.e., media for which the 2DBOII variant of the 2DBO equation is the appropriate model, as opposed to 2DBOI).

The results of this work open up several possibilities for further development of the theory. One such possibility is whether the methods used in this work can be applied to even further (2+1)-dimensional equations, e.g., such as the modified Kadomtsev-Petviashvili equation, in order to generalize the results obtained in [33] for the modified Korteweg-de Vries equation. On the other hand, regarding the 2DBO equation, further work is clearly needed to more fully understand the properties of the 2DBO-Whitham system. Importantly, we also expect that one can use the 2DBO-Whitham system to study, analytically and numerically, the formation of multidimensional DSWs in the 2DBO equation. We plan to address some of these questions in the near future.

V. CONCLUSIONS

In summary, we studied the small dispersion limit of the 2DBO equation by deriving a Whitham modulation system. We transformed the system to Riemann-type variables and we showed how suitable manipulations allow one to obtain a system that is free of singularities, referred to here as the 2DBO-Whitham system. We discussed several exact reductions of the system as well as the formulation of well-posed IVPs for the 2DBO-Whitham system, including the 2D generalization of the Riemann problem. We also used the 2DBO-Whitham system to study the linear spectral stability of the traveling wave solutions of the 2DBO equation and found that all such solutions are spectrally unstable for the 2DBOI equation and spectrally stable for the 2DBOII equation.
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