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Abstract

Deep learning models generally learn the biases present in the training data. Researchers have proposed several approaches to mitigate such biases and make the model fair. Bias mitigation techniques assume that a sufficiently large number of training examples are present. However, we observe that if the training data is limited, then the effectiveness of bias mitigation methods is severely degraded. In this paper, we propose a novel approach to address this problem. Specifically, we adapt self-supervision and self-distillation to reduce the impact of biases on the model in this setting. Self-supervision and self-distillation are not used for bias mitigation. However, through this work, we demonstrate for the first time that these techniques are very effective in bias mitigation. We empirically show that our approach can significantly reduce the biases learned by the model. Further, we experimentally demonstrate that our approach is complementary to other bias mitigation strategies. Our approach significantly improves their performance and further reduces the model biases in the limited data regime. Specifically, on the L-CIFAR-10S skewed dataset, our approach significantly reduces the bias score of the baseline model by 78.22\% and outperforms it in terms of accuracy by a significant absolute margin of 8.89\%. It also significantly reduces the bias score for the state-of-the-art domain independent bias mitigation method by 59.26\% and improves its performance by a significant absolute margin of 7.08\%.

1. Introduction

Deep learning models have been successfully used to solve several real-world problems, but they need to be trained on a large amount of labeled data. The training data often contains biases related to color, gender, appearance, and others. Standard deep learning training techniques capture such biases, and the resulting models make biased predictions. Researchers have proposed several approaches to mitigate bias in the deep learning models. These approaches assume the availability of large amounts of training data. In this paper, we empirically demonstrate how a limited training data severely increases the impact of biases on the model predictions. We also demonstrate that the effectiveness of bias mitigation approaches is significantly reduced if the training data is limited. We propose a novel approach for addressing this problem that can also complement other bias mitigation strategies and improve their performance significantly.

The biases in model predictions are generally due to the same biases in the training data. This problem arises when the model finds an unwanted correlation in the data that minimizes the training loss. For example, if in a dataset the majority of the nurses are female, the model may become more inclined towards predicting a woman as a nurse compared to a man since the loss incurred by the model will be minimized. Further, if the dataset contains limited training data, any such biases will get reinforced. Therefore, the model may produce even more biased predictions when trained on limited data.

Some of the popular approaches for bias mitigation are the domain adversarial training \cite{25, 24, 1}, Reducing Bias Amplification \cite{32}, domain discriminative training \cite{28} and domain independent training \cite{28} approaches. The authors in \cite{28} propose benchmark datasets for bias mitigation by deliberately introducing biases in the form of color/grayscale images, out-of-distribution images, scaled images, and cropped images in some classes. We propose limited data versions of these benchmark datasets \cite{28} and study the performance of bias mitigation methods in the limited data regime.

We propose a novel approach that uses self-supervision and self-distillation to mitigate the bias in the model. Our approach involves training the network on an auxiliary self-supervision task and applying the self-distillation technique to the model. Self-supervision and self-distillation are generally used for improving the representation learning, and generalization ability of the model and are not regarded as bias mitigation approaches. The novelty of this work lies in...
adapting these two techniques for this setting and demonstrating that these techniques are very effective in bias mitigation (see Sec. 4.1). We empirically show that our approach significantly reduces the impact of biases in the network. Specifically, on the L-CIFAR-10S dataset, our approach significantly reduces the bias score of the baseline model by 78.22%. To the best of our knowledge, this is the first work to use such an approach to improve fairness. Further, our approach can be seamlessly integrated with other bias mitigation approaches and can significantly boost their bias mitigation ability in this setting. For example, on the L-CIFAR-10S dataset, our approach significantly reduces the bias score for the strategic sampling, adversarial, domain discriminative, and domain independent bias mitigation approaches by 89.81%, 82.04%, 65.95%, and 59.26%, respectively. We also demonstrate in Sec. 6.6 that our approach improves the model performance even when sufficient training data is present. We perform extensive ablations to validate our approach.

Our contributions can be summarized as follows:

- We empirically show that the effect of biases becomes even more adverse when the training data is limited.
- We empirically demonstrate that the performance of bias mitigation approaches suffers significantly when the available training data is limited.
- We demonstrate for the first time that self-distillation and self-supervision are very effective in bias mitigation. We propose a novel approach that adapts these techniques for mitigating bias in the limited data setting.
- We perform experiments on several benchmark datasets to validate our approach. We empirically show that our approach can augment other bias mitigation methods and significantly improve their performance in the limited data setting.

2. Related Works

2.1. Bias Mitigation Approaches

Researchers have proposed various approaches for dealing with biases arising from erroneous correlations present in the training dataset [2] [11] [27] [15] [18] [21] [25] [10]. The classes/attributes that are responsible for the spurious correlations are referred to as protected attributes. The methods proposed in [14] [29] aim to mitigate bias in simple linear models. The authors in [32] propose to mitigate bias by updating the inference to match a target distribution. InclusiveFaceNet [23] utilizes demographic information prior to perform better and less biased attribute detection. The domain discriminative approach described in [28] is also based on this approach and creates a new set of classes that incorporates the protected attribute/class. The method in [6] decouples classifiers in order to reduce the effect of biases on the network predictions. The authors in [28] propose the domain independent bias mitigation strategy that uses the same principle. This approach generates separate sets of predictions for each value of the protected domain attribute to reduce the bias and then combines these predictions. Several researchers have also proposed an adversarial approach of bias mitigation [28] [1] [30] [7] [18] that trains the network to reduce its ability to identify the protected attribute/class.

The authors in [28] propose benchmark datasets for comparing bias mitigation strategies by deliberately introducing biases in the form of color/grayscale images, out-of-distribution images, scaled images, and cropped images in some classes. The work in [28] also compares various bias mitigation approaches on these benchmark datasets.

However, we demonstrate that the biases in model predictions become worse with limited training data. We also empirically show that the effectiveness of bias mitigation approaches significantly diminishes in the case of limited training data.

2.2. Self-Supervision

Researchers have proposed several self-supervision approaches to improve representation learning of the network without requiring additional labeled data. Self-supervision methods use techniques like modifying images to create artificial labels, modeling invariance through contrastive learning, and others [5] [31]. The authors in [9] propose to rotate the image and train the network to predict the rotation angle as the self-supervised task. Contrastive learning based self-supervised tasks train the network to bring similar images closer and push dissimilar images away in the feature space. SimCLR [3] applies random data augmentations to produce two different views of the same image and performs contrastive learning using these views, and also uses the negative samples present in the batch. The authors in [4] propose the state-of-the-art SimSiam self-supervision technique. SimSiam also performs contrastive learning on two randomly augmented views of the same image without requiring negative samples or a large batch size. We use SimSiam as an auxiliary task in our approach to mitigate the bias in the network (see Sec. 4.1). We empirically show in Sec. 6.3 that SimSiam outperforms other self-supervised tasks when used as an auxiliary task in our approach.

2.3. Self-Distillation

The authors in [13] propose to use knowledge distillation for knowledge transfer from a teacher network to a student network. This process involves training the student network to match the output logits/soft predictions of the
teacher network in addition to the training objective of the primary task. When the teacher and student architectures are the same, the knowledge distillation process is referred to as self-distillation. The authors in [20] demonstrate that self-distillation improves the test set performance of the network. The distillation process increases the generalization ability of the network without requiring additional labeled data for training. We use self-distillation in our approach to reduce the impact of biases in the model (see Sec. 4.1).

3. Effect of Biased Data on Model Predictions

The authors in [28] propose the CIFAR-10 Skewed (CIFAR-10S) dataset for comparing various bias mitigation strategies. CIFAR-10S retains the 10 classes and 50,000 training images of the CIFAR-10 [17] dataset but modifies the training images to introduce a bias using two domains, i.e., color and grayscale. The color domain has five classes, each containing 95% color and 5% grayscale images (95-5% skew). The remaining five classes belong to the grayscale domain and contain 95% grayscale and 5% color images each (95-5% skew). Therefore, the training data of the color and grayscale domain classes are erroneously skewed towards the colored images and grayscale images, respectively. As a result, the domain can be considered as a protected attribute, and the model performance has to be de-biased with respect to this attribute. For evaluating the model, CIFAR-10S has two separate test datasets that basically are the color and grayscale copies of the entire CIFAR-10 test set, respectively. The CIFAR-10S dataset is designed in such a way that the test accuracy is indicative of the model bias, which helps to easily compare the fairness of different bias mitigation approaches [28].

3.1. L-CIFAR-10S Dataset

We propose a limited data version (L-CIFAR-10S) of the CIFAR-10S dataset, obtained by reducing the number of images per class to 5%. However, we want to preserve the skewness (95-5%) in the dataset. Therefore, we choose the first 5% images from each class while maintaining the same level of skew, i.e., we separately choose the first 5% images from the color and grayscale images in that class. As a result, if a class contained 95% color images and 5% grayscale images or vice-versa, the ratio of color and grayscale images will still remain the same in L-CIFAR-10S. For evaluating the model, we use the same color and grayscale test sets of CIFAR-10S. Therefore, this new L-CIFAR-10S dataset is similar to the full-sized CIFAR-10S dataset except for the number of training images. As a result, similar to CIFAR-10S [28], the test accuracy over L-CIFAR-10S is also indicative of the model bias.

3.2. Effect of Biases with Limited vs. Full Data

When we train the baseline ResNet-18 network on the L-CIFAR-10S dataset, the resulting model achieves 41.04% (see Table 1) classification accuracy on the color test set. This is significantly lower as compared to the 89.0% achieved by training on the CIFAR-10S dataset [28]. If we only consider this result, we may be tricked into assuming that this adverse effect on the baseline model accuracy is only due to the decrease in training data. However, if we convert all the training images in L-CIFAR-10S to grayscale and train the same ResNet-18 model using this data, the resulting model achieves a classification accuracy of 65.57% on the colored test set (GTCT:GrayTrainColorTest). Similarly, ResNet-18 model trained on an all color version (details are given in the appendix) of L-CIFAR-10S achieves 66.53% on the colored test set (CTCT:ColorTrainColorTest). Therefore, the bias in L-CIFAR-10S plays a major role in the significantly lower performance of the baseline (65.57%/66.53%→41.04%).

This is also evident from the bias score (lower better) of the baseline, which increases from 0.074 (for full training data, i.e., CIFAR-10S) to 0.349 in the limited data setting, which is a massive increase by 371.62%. Similar to the CIFAR-10S dataset, in the L-CIFAR-10S dataset, color domain classes have a majority of colored training images leading to an erroneous correlation in the model. But since the number of images in each class is low, the effect of this erroneous correlation is further magnified in the trained model, and it is even more inclined towards predicting one of the five color domain classes for any colored test image. As pointed out in [28], ideally, the network should perform at least as well as GTCT and approach the performance of CTCT. The gap in the performance of the baseline model w.r.t. GTCT for the L-CIFAR-10S dataset due to the bias in the data is 24.53%, which is significantly greater than the gap of 4% [28] w.r.t. GTCT (93.0%) for the CIFAR-10S dataset (details in the appendix). Therefore, with limited training data, the impact of the bias on the model predictions has significantly worsened (as can also be seen in Fig. 1). Our approach trained on L-CIFAR-10S achieves a classification accuracy of 53.31% (see Table 1) on the color test, which is significantly higher than the baseline and reduces this gap from 24.53% to 12.26%. Our approach also reduces the bias score of the baseline by 78.22% (from 0.349 to 0.076). This indicates that the self-supervision and self-distillation used in our approach are very effective in bias mitigation.

3.3. Effect of Biases on Bias Mitigation Approaches with Limited vs. Full Data

We train bias mitigation approaches on the L-CIFAR-10S dataset. The domain discriminative training approach [28] achieves a classification accuracy of 41.47% (see Table 1) on the colored test set of L-CIFAR-10S. Therefore, the
4. Proposed Approach

4.1. Motivation

Our proposed approach, Limited Data Bias Mitigation approach (LDBM), uses self-supervision and self-distillation for bias mitigation. However, self-supervision and self-distillation are used for improving the generalization ability and representation quality of the model. Therefore, these techniques help the model learn useful/meaningful and discriminative features from the training data, thereby minimizing the impact of irrelevant features on the model. Consequently, if the training data suffers from biases due to any unwanted correlations, these techniques will also prevent the model from learning such biases, which is the objective of bias mitigation. In the limited data setting, this problem becomes even more severe, and any biases in the model, including those resulting from unwanted correlations in the training data, will get reinforced. This is why the baseline model and other bias mitigation approaches suffer from a significant impact of biases in this setting. However, due to the reasons mentioned above, our approach is effective in mitigating various types of biases in the baseline model and also significantly improves the effectiveness of the bias mitigation approaches in this setting. The self-supervised auxiliary task and the self-distillation process used in our approach are described as follows.

4.2. Training with a Self-Supervised Auxiliary Task

The authors in [4] explain that SimSiam uses a siamese architecture for modeling invariance, which is a focus of representation learning. We employ a self-supervision training technique as an auxiliary task in our approach in order to reduce the biases in the model by improving the representation quality of the network as discussed in Sec. 4.1. In our approach, we use the SimSiam [4] self-supervision task as an auxiliary task. We perform ablations in Sec. 6.3 to validate this choice. SimSiam [4] is a state-of-the-art self-supervised learning technique. It trains the network to bring two slightly different views of the same image closer in the representation space of the network. The two views denote different sets of data augmentation techniques applied to the same image.

The two views of the same image are processed by an encoder ($E_{SIM}$) consisting of a backbone network and a multi-layer perceptron projection head. The encoder shares the same parameter weights between the two views. Let $x^1_t, x^2_t$ refer to the two randomly augmented views of the same image $x_t$.

$$z^2_t = E_{SIM}(x^2_t)$$

Where, $z^2_t$ refers to the encoder output for $x^2_t$.

A multi-layer perceptron based prediction head ($P_{SIM}$) transforms the encoder output of the first view to match the second view (target view). To achieve this objective SimSiam minimizes the negative cosine similarity between the two views (as shown in Fig. 2). The cosine similarity loss is implemented in such a way that the target view encoder output is treated as a constant to prevent gradient flow (stop-
Figure 2: Figure shows the SimSiam auxiliary self-supervised task that trains the network to bring two augmented views of the same image close to each other in the feature space. Please note that, at a time the prediction head $P_{SIM}$ is applied to the encoder output of either the first view $x^1$ or the second view $x^2$ and gradient flow is prevented through the encoder output of the other view [4].

Gradient) through it [4].

$$p_i^1 = P_{SIM}(E_{SIM}(x_i^1))$$

$$D(p_i^1, z_i^2) = \frac{1}{2} D(p_i^1, z_i^2) + \frac{1}{2} D(p_i^2, z_i^1)$$

Where, $p_i^1$ refers to the prediction MLP output for $x_i^1$. $\| \cdot \|$ refers to $\ell_2$-norm. $D$ refers to the negative cosine similarity loss.

The authors in [4] also perform a similar operation using $P_{SIM}$ to transform the second view to match the first view (target view) in order to achieve a symmetrized loss.

$$L_{SIM}(x_i^1, x_i^2) = \frac{1}{2} D(p_i^1, z_i^2) + \frac{1}{2} D(p_i^2, z_i^1)$$

Where, $p_i^1 = P_{SIM}(E_{SIM}(x_i^1))$ refers to the prediction MLP output for $x_i^1$. $z_i^1 = E_{SIM}(x_i^1)$ refers to the encoder output for $x_i^1$. $L_{SIM}$ is the SimSiam loss.

In our approach, the entire network, apart from the last classification layer, serves as the backbone network. We add a multi-layer perceptron projection head and a multi-layer perceptron based prediction head to our network for the SimSiam self-supervised auxiliary task.

4.3. Self Distillation from a Trained Teacher

The self-distillation process trains a student network that has the same architecture as the trained teacher network. The authors in [19] explain how the self-distillation process improves the generalization of the network. We use the self-distillation process to reduce the impact of biases in the model by improving the generalization power of the network by improving the generalization power of the

The self-distillation process trains a student network that has the same architecture as the trained teacher network. We use the self-distillation process to reduce the impact of biases in the model by improving the generalization power of the

The authors in [19] explain how the self-distillation process improves the generalization of the network. We use the self-distillation process to reduce the impact of biases in the model by improving the generalization power of the network as discussed in Sec. 4.1. The self-distillation process also does not require any additional data making it very suitable for our approach.

In the self-distillation process, we minimize the Kullback–Leibler(KL) divergence between the logits/soft probability outputs of the teacher and student networks (as shown in Fig. 3). This process transfers knowledge from the teacher to the student network and also improves the generalization capability of the student network. The loss function for self-distillation is defined as follows:

$$o_i, o_i^T = \Theta_S(x_i), \Theta_T(x_i)$$

$$L_{SD}(o_i, o_i^T) = KL-Div(\sigma(o_i), \sigma(o_i^T))$$

Where, $x_i$ denotes a training data point, $\Theta_S, \Theta_T$ denotes the student and teacher networks, respectively. $o_i, o_i^T$ denote the logits produced by the student and teacher network for input $x_i$. $\sigma(.)$ denotes the softmax activation function that transforms the logit $l_j$ for each class $c$ into a probability by comparing it with logits $l_j$ of the remaining classes, i.e., $\sigma(l_c) = \frac{\exp(l_c)}{\sum_{j \neq c} \exp(l_j)}$. $\kappa$ denotes the temperature hyper-parameter [13]. $KL-Div$ refers to the KL divergence. $L_{SD}$ refers to the self-distillation loss.

In our proposed limited data bias mitigation approach (LDBM), we train a teacher network $\Theta_T$ using the cross-entropy loss for the standard classification task and the SimSiam auxiliary self-supervised task loss. The loss function for training the teacher network is defined as follows:

$$L_T = \frac{\sum_{i=1}^N \{L_{CE}(x_i, y_i) + L_{SIM}(x_i^1, x_i^2)\}}{N}$$

Where, $L_{CE}$ represents the cross-entropy loss, $L_{SIM}$ represents the SimSiam loss, $N$ refers to the number of training samples, $y_i$ refers to the label of image $x_i$, and $L_T$ refers to the total loss for the teacher network.

Next, we train a student network $\Theta_S$ that has the same architecture as the teacher network $\Theta_T$ using the cross-
entropy loss for the standard classification task, the SimSiam auxiliary self-supervised task loss, and the self-distillation loss from the trained teacher network $\Theta_T$. For the self-distillation loss, we minimize the KL divergence between soft predictions of $\Theta_S$ and $\Theta_T$ for the same input image. The total loss $L_S$ for training the student network is defined as follows:

$$L_S = \frac{\sum_{i=1}^{N} \{L_{CE}(x_i, y_i) + L_{SIM}(x_i^3, x_i^2) + L_{SD}(o_i, o_i^2)\}}{N} \tag{8}$$

After the training is completed, the resulting student network is our final model.

5. Experiments

5.1. Datasets

We perform the experiments on the limited L-CIFAR-10S skewed dataset described in Sec. 3.1 which is created from the CIFAR-10S dataset [28] with the protected attribute/domain being the color/grayscale image. The authors in [28] also create modified versions of CIFAR-10S by changing the domain attribute. The new domains consist of normal CIFAR-10 images and either a) CIFAR-10S-i: images of the same class from the ImageNet [22] dataset (CIFAR-10S-i) downsampled to $32 \times 32$, or, b) CIFAR-10S-c28: images cropped to $28 \times 28$ and upsampled to $32 \times 32$, or, c) CIFAR-10S-d16: images downsampled to $16 \times 16$ and upsampled to $32 \times 32$, or d) CIFAR-10S-d8: images downsampled to $8 \times 8$ and upsampled to $32 \times 32$. All these datasets have the same bias problem as in CIFAR-10S and L-CIFAR-10S. We create the limited data versions of all these datasets, i.e., L-CIFAR-10S-i, L-CIFAR-10S-c28, L-CIFAR-10S-d16, and L-CIFAR-10S-d8, using the same approach as described in Sec. 3.1. We perform experiments using the 95-5% skew (described in Sec. 8.1) for all these datasets. We also perform experiments on the CelebA multi-labeled dataset after reducing the training set to the first 5% images (L-CelebA). Further details regarding these datasets have been provided in the appendix.

5.2. Compared Approaches

We perform experiments on the naive baseline method in the limited data setting. It trains using the cross-entropy loss without applying any bias mitigation approaches. We also perform experiments on the strategic sampling, adversarial, domain discriminative, and domain independent approaches described in [28]. The strategic sampling over samples the minority image type in each class, e.g., color images in grayscale domain classes and vice-versa. The adversarial method minimizes the ability of the network to identify the protected attribute/domain, e.g., whether the image is colored or grayscale. The domain discriminative method trains an ND-way classifier where N is the number of image classes and D is the number of domains (values that the protected attribute can take). The domain independent method trains separate N-way classifiers for each domain D. We have provided details regarding these approaches in the appendix.

5.3. Implementation Details

In order to use SimSiam as an auxiliary task in our approach, we use the ResNet-18 architecture as the backbone network for the L-CIFAR-10S experiments and ResNet-50 architecture (pretrained on ImageNet) as the backbone network for the L-CelebA experiments. Specifically, we take the output of the last convolutional layer before the fully connected classification layer and use it for the SimSiam objective function. We add a multi-layer perceptron projection head and a multi-layer perceptron based prediction head as required by SimSiam. The multi-layer perceptron prediction head has 3 fully connected layers, each having an output size of 2048 and followed by a batch normalization layer and ReLU activation. The multi-layer perceptron prediction head has 2 fully connected layers having output sizes of 512 and 2048, respectively. The first layer is followed by a batch normalization layer and ReLU activation. The training settings for SimSiam are the same as proposed in [4]. For self-distillation, we use $\kappa = 4$. For a fair comparison, we use the same training settings for all the methods as described in [28]. For details regarding the training settings refer to the appendix.

For the L-CIFAR-10S experiments, we use two metrics also used by [28], i.e., mean per-class per-domain accuracy (primary) and bias amplification [32]. Since the overall test set is fully balanced across the two types of image in each version of L-CIFAR-10S, the mean accuracy reflects the effect of biases on the predictions of the model [28]. For better understanding and completeness w.r.t. to [28], we also provide the mean bias score, defined as follows:

$$\frac{1}{|C|} \sum_{c \in C} \max\{Gr_c, Col_c\} \cdot \frac{Gr_c + Col_c}{|Gr_c + Col_c|} - 0.5 \tag{9}$$

Where, $Gr_c, Col_c$ refer to the number of grayscale and color images predicted to belong to the class $c \in C$.

For the L-CelebA experiments, we perform multi-label classification that generally uses the metric of mean average precision (mAP) across attributes. We use a weighted mAP proposed in [28] to remove the gender bias in the test set. Following [28], we also provide the bias amplification (BA) over the attributes [32]. For further details, refer to the appendix.

5.4. L-CIFAR-10S Results

Tables 1, 2, 3, 4, 5 compare the performance of different bias mitigation strategies including our proposed LDBM.
Table 1: Performance comparison of bias mitigation strategies on L-CIFAR-10S using the ResNet-18 [12].

| Model Name | Test Inference | Bias (%) | Accuracy (%) | Color | Gray | Mean |
|------------|----------------|----------|--------------|-------|------|------|
| **Baseline** | N-way | $\text{arg max}_y \text{P}(y|x)$ | 0.249 | 47.94 36.24 42.22 ± 0.5 |
| w/ LDBM (Ours) | N-way | $\text{arg max}_y \text{P}(y|x)$ | 0.091 | 66.66 42.97 57.92 ± 0.4 |
| Sampling | N-way | $\text{arg max}_y \text{P}(y|x)$ | 0.088 | 50.16 40.14 45.14 ± 0.5 |
| **Adversarial** | N-way | $\text{arg max}_y \text{P}(y|x)$ | 0.257 | 50.32 32.88 44.8 ± 1.2 |
| w/ LDBM (Ours) | N-way | $\text{arg max}_y \text{P}(y|x)$ | 0.091 | 66.66 42.97 57.92 ± 0.4 |
| DomainDiscrim | joint ND-way | $\text{arg max}_y \left(\sum_{i=1}^{n} \text{P}(y_i|x_i)\right)$ | 0.380 | 48.57 56.79 42.64 ± 0.7 |
| RBA [32] | $\text{arg max}_y \left(\sum_{i=1}^{n} \text{P}(y_i|x_i)\right)$ | 0.323 | 54.12 39.73 45.92 ± 0.6 |
| **DomainInd** | N-way per dom. | $\text{arg max}_y \text{P}(y|x; x_i)$ | 0.331 | 53.93 19.62 52.41 ± 0.5 |
| w/ LDBM (Ours) | N-way per dom. | $\text{arg max}_y \text{P}(y|x; x_i)$ | 0.264 | 60.55 47.93 55.74 ± 0.6 |

Table 2: Performance comparison of bias mitigation strategies on L-CIFAR-10S-I using the ResNet-18 [12].

| Model Name | Test Inference | Bias (%) | Accuracy (%) | Color | Crop | Mean |
|------------|----------------|----------|--------------|-------|------|------|
| **Baseline** | N-way | $\text{arg max}_y \text{P}(y|x)$ | 0.025 | 42.41 41.93 44.22 ± 0.6 |
| w/ LDBM (Ours) | N-way | $\text{arg max}_y \text{P}(y|x)$ | 0.016 | 51.48 53.31 52.92 ± 0.4 |
| Sampling | N-way | $\text{arg max}_y \text{P}(y|x)$ | 0.038 | 47.77 45.46 47.61 ± 0.6 |
| **Adversarial** | N-way | $\text{arg max}_y \text{P}(y|x)$ | 0.037 | 44.87 43.78 44.32 ± 1.2 |
| w/ LDBM (Ours) | N-way | $\text{arg max}_y \text{P}(y|x)$ | 0.016 | 51.48 53.31 52.92 ± 0.4 |
| DomainDiscrim | joint ND-way | $\text{arg max}_y \left(\sum_{i=1}^{n} \text{P}(y_i|x_i)\right)$ | 0.030 | 48.55 36.87 39.11 ± 0.5 |
| RBA [32] | $\text{arg max}_y \left(\sum_{i=1}^{n} \text{P}(y_i|x_i)\right)$ | 0.023 | 56.36 36.87 39.13 ± 0.6 |
| **DomainInd** | N-way per dom. | $\text{arg max}_y \text{P}(y|x; x_i)$ | 0.036 | 47.87 45.98 47.73 ± 0.4 |
| w/ LDBM (Ours) | N-way per dom. | $\text{arg max}_y \text{P}(y|x; x_i)$ | 0.032 | 56.56 55.39 55.86 ± 0.3 |

Table 3: Performance comparison of bias mitigation strategies on L-CIFAR-10S-c28 using the ResNet-18 [12].

The LDBM approach significantly improves the performance of the baseline model for all the datasets. Specifically, for L-CIFAR-10S with 95.5% skew, LDBM significantly reduces the bias score of the baseline model by 78.22% and improves its performance by a significant absolute margin of 8.89% in the mean accuracy. LDBM also significantly reduces the bias score for the state-of-the-art domain independent bias mitigation method by 59.26% and improves its performance by a significant absolute margin of 7.08% in the mean accuracy. In fact, the domain independent training approach with our proposed LDBM achieves a slightly better performance on the color test set than even the model trained on all grayscale version of L-CIFAR-10S (GTCT 65.57%) and very close to the performance of the all color version of L-CIFAR-10S (CTCT 66.53%) as described in Sec. 3.2. LDBM also significantly reduces the bias scores for the strategic sampling, adversarial, and domain discriminative bias mitigation approaches by 89.81%, 82.04%, 65.95%, respectively, and significantly improves their performance by absolute margins of 5.31%, 10.1%, and 14.38%, respectively, on L-CIFAR-10S.

For the other L-CIFAR-10S variants, we use our approach to augment the state-of-the-art domain independent
bias mitigation technique. We observe in Table 2 that for the L-CIFAR-10S-i dataset, LDBM significantly reduces the bias score of the baseline model by 68.51% and improves its performance by a significant absolute margin of 15.7%. It also significantly reduces the bias score of the domain independent bias mitigation method by 42.11% and improves its performance by a significant absolute margin of 9.1%. Therefore, our proposed LDBM significantly reduces the effect of biases on the model predictions and also significantly improves the performance of bias mitigation strategies.

5.5. L-CelebA Results

Tables 6 compares the performance of different bias mitigation strategies, including our proposed LDBM approach on the L-CelebA dataset. We observe that the effectiveness of the bias mitigation strategies diminishes as compared to the full data results reported in [28]. We also observe that our proposed LDBM approach significantly improves the performance of the baseline approach and the domain-independent training approach with respect to average mAP across attributes and the bias amplification score.

6. Ablation Experiments

6.1. Bias Amplification Score over Training Epochs

Fig. 4 compares the cross-entropy loss on the L-CIFAR-10S test set using the baseline approach and baseline w/ LDBM approach across the training epochs. The results indicate that the baseline w/ LDBM encounters lower test loss than the baseline model. Therefore, the generalization power and representation quality of the model obtained using our approach is better than that of the baseline model. Fig. 5 shows the decrease in the bias amplification score as the model gets trained. Figs. 4, 5 indicate that our LDBM approach reduces the bias score of the model by improving the generalization ability and representation quality of the model.

Table 6: Performance of bias mitigation approaches on the L-CelebA dataset using ResNet-50.

| Model Name | Model | mAP (↑) | BA (↓) |
|------------|-------|---------|--------|
| Base       | N sigmoids | 65.34   | 0.036  |
| w/ LDBM (Ours) | N sigmoids | 66.72   | 0.017  |
| Adversarial | w/uniform conf | 56.82   | 0.070  |
| DomainDiscrim | w/uniform conf | 64.71   | 0.020  |
| DomInd     | 2N sigmoids, $\sum_d p(y|d, x)$ | 65.37   | 0.027  |
| w/uniform conf | 64.62   | -0.048 |
| w/uniform conf | 65.35   | -0.006 |
| w/uniform conf | 65.73   | -0.007 |
| w/uniform conf | 66.36   | 0.024  |
| w/uniform conf | 67.92   | -0.051 |
| w/uniform conf | 68.49   | -0.073 |
| w/uniform conf | 69.07   | -0.019 |

Figures 4 and 5: Experimental results showing the decrease in bias amplification scores with the decrease in test loss (improved generalization) of the network when baseline w/ LDBM is trained on L-CIFAR-10S using ResNet-18.

Table 7: Ablation experiment showing the significance of different components of our approach applied to the domain independent method on L-CIFAR-10S.

| Self Sup | Self-Distill | Bias (↓) | Color Acc. % (↑) | Gray Acc. % (↑) | Mean Acc. % (↑) |
|----------|--------------|----------|------------------|----------------|----------------|
| ✓        | ✓            | 0.027    | 59.25            | 58.39          | 58.62±0.7      |
| ✓        | ✓            | 0.013    | 65.37            | 65.90          | 65.90±0.6      |
| ✓        | ✓            | 0.011    | 66.42            | 65.37          | 65.90±0.6      |

Table 8: Ablation experiment showing the performance of different self-supervision techniques used as an auxiliary task along with self-distillation in our approach LDBM applied to the domain independent method on L-CIFAR-10S.

6.2. Significance of Components

The results in Table 7 indicate that both the auxiliary self-supervision and the self-distillation components of our approach are essential to the performance of our approach.
6.3. Choice of Self-Supervision

The results in Table 8 indicate that the SimSiam based self-supervised auxiliary task is more effective in our approach as compared to other techniques. The contrastive training approach in the SimSiam and SimClr techniques helps the network to learn better features from the images.

6.4. Skew Level vs. Accuracy

The results in Fig. 6 indicate that as the level of skew increases, the performance of the baseline decreases significantly due to an increase in the bias in the data. However, the performance of our approach remains relatively stable and significantly higher than the others.

6.5. LDBM complements Bias Mitigation Methods

The results in Table 1 indicate that our proposed LDBM can complement other bias mitigation approaches, and significantly reduces the bias scores of these approaches in the limited data setting. Specifically, it significantly reduces the bias score for the strategic sampling, adversarial, domain discriminative, and domain independent bias mitigation approaches by 89.81%, 82.04%, 65.95%, and 59.26%, respectively on L-CIFAR-10S. It also significantly improves their performance in the limited data setting. This makes our approach very useful and effective.

6.6. Performance improvement on CIFAR-10S

The results in Fig. 7 indicate that our proposed approach outperforms the baseline method by an absolute margin of 2.55% on the CIFAR-10S dataset, which has a sufficient number of training examples per class. The state-of-the-art domain independent training approach augmented with our proposed LDBM achieves around 1% improvement as compared to 7.08% in the limited data setting. In this setting, since the network is trained on a sufficient amount of data, it is less prone to learning irrelevant features and unwanted correlations from the training data. However, our approach still improves the performance of the network by further reducing the impact of the biases. In fact, the domain independent method w/ LDBM (93.2%) slightly outperforms GTCT (93.0%) on the color test set.

7. Conclusion

In this paper, we showed that when the number of training examples is limited, the bias in the dataset has a severe impact on the performance of the model. We also experimentally demonstrated that bias mitigation approaches become less effective with limited training data, which is a novel finding. We proposed a novel approach for reducing the impact of such biases on the model predictions. Specifically, we demonstrated how self-supervision and self-distillation, which are not used for bias mitigation, can be adapted to significantly reduce the impact of biases on the model, especially in the limited data regime, which is an interesting finding. We empirically demonstrated how our proposed limited data bias mitigation (LDBM) approach significantly reduces the bias score of the baseline model and significantly improves its performance. We also demonstrated that our approach complements other bias mitigation approaches. It significantly reduces the bias score of these approaches and significantly improves their performance.

References

[1] Mohsan Alvi, Andrew Zisserman, and Christoffer Nellaker. Turning a blind eye: Explicit removal of biases and variation from deep neural network embeddings. In *ECCV*, 2018.
[2] Lisa Anne Hendricks, Kaylee Burns, Kate Saenko, Trevor Darrell, and Anna Rohrbach. Women also snowboard: Overcoming bias in captioning models. In *ECCV*, 2018.
[3] Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey Hinton. A simple framework for contrastive learning of visual representations. In *International Conference on Machine Learning*, pages 1597–1607. PMLR, 2020.
[4] Xinlei Chen and Kaiming He. Exploring simple siamese representation learning. *arXiv preprint arXiv:2011.10566*, 2020.
8. Appendix

8.1. Effect of Biased Data on Model Predictions

8.1.1 Terminologies used

1. grayscale CIFAR-10S - All images in CIFAR-10S converted to grayscale.

2. color CIFAR-10S - All images in CIFAR-10S replaced by the corresponding original color images in CIFAR-10.

3. grayscale L-CIFAR-10S - All images in L-CIFAR-10S converted to grayscale.

4. color L-CIFAR-10S - All images in L-CIFAR-10S replaced by the corresponding original color images in CIFAR-10.
5. GrayTrainColorTest (GTCT) on CIFAR-10S - Model trained on grayscale CIFAR-10S and evaluated on a test set containing only color images.

6. GrayTrainColorTest (GTCT) on L-CIFAR-10S - Model trained on grayscale L-CIFAR-10S and evaluated on a test set containing only color images.

7. ColorTrainColorTest (CTCT) on CIFAR-10S - Model trained on color CIFAR-10S and evaluated on a test set containing only color images.

8. ColorTrainColorTest (CTCT) on L-CIFAR-10S - Model trained on color L-CIFAR-10S and evaluated on a test set containing only color images.

8.1.2 Effect of Data Bias with Sufficient Data

The authors in [28] experimentally show that a baseline ResNet-18 [12] model trained on CIFAR-10S achieves 89.0 ± 0.5% classification accuracy on the color test set. Whereas the same model trained on grayscale CIFAR-10S (GTCT) achieves 93.0% classification accuracy on the color test set [28], which is a significant increase. The authors attribute this problem to the skewed data in the CIFAR-10S dataset. As a result, the model is biased towards predicting one among the five color domain classes in the case of colored images since these classes contain mostly color images. The authors in [28] propose that the goal of any bias mitigating approach should be to achieve a classification accuracy at least close to that of GTCT on CIFAR-10S (93.0%). It should also ideally approach the classification accuracy of CTCT on CIFAR-10S which is 95.0%. The performance gap in the baseline (grayscale CIFAR-10S vs. CIFAR-10S) due to the bias is 4%. Our approach trained on sufficient data (CIFAR-10S) achieves a classification accuracy of 91.1% on the color test, which is significantly higher than the baseline and reduces this gap from 4% to around 2%. This indicates that our approach is effective in mitigating bias even when sufficient training data is present.

The authors in [28] compare various bias mitigation approaches on the CIFAR-10S dataset. The experimental results indicate that the domain independent strategy proposed in [28] achieves the highest accuracy of 92.4% on the color test set as compared to the other approaches. The domain discriminative training approach achieves a classification accuracy of 91.2% on the color test set. These performances are close to the 93% classification accuracy achieved by GTCT on CIFAR-10S. Therefore, the gap in the performance of the domain discriminative and domain independent training approaches compared to GTCT on the CIFAR-10S dataset are 1.8% and 0.6%, respectively. Our approach augmented with the domain independent method trained on CIFAR-10S achieves a classification accuracy of 93.2% on the color test, which outperforms the domain independent (92.4%) model and also slightly outperforms GTCT (93%) on CIFAR-10S.

8.2. Experimental Details

8.2.1 Details of the Datasets

Introductory details regarding the datasets have been provided in Sec. 5.1 in the main paper. All the CIFAR-10S variants retain the 10 classes and 50,000 training images of the CIFAR-10 [17] dataset but modify the training images to introduce a bias using a domain attribute containing two domains, d1 and d2. The d1 domain has five classes, each containing 95% d1 type images and 5% d2 type images (95-5% skew). The remaining five classes belong to the d2 domain and contain 95% d2 type and 5% d1 type images each (95-5% skew). Further details are given below.

1. CIFAR-10S dataset: The domain attribute in this dataset is whether the image is colored (standard CIFAR-10 color images) or grayscale (grayscale version of CIFAR-10 images). The color domain has five classes, each containing 95% color images and 5% grayscale images (95-5% skew). The remaining five classes belong to the grayscale domain and contain 95% grayscale and 5% color images each (95-5% skew).

2. CIFAR-10S-i: The domain attribute in this dataset is whether the image is a standard CIFAR-10 color image or a downsampling image (32 × 32) of the same class from the ImageNet dataset. The CIFAR-10 color domain has five classes, each containing 95% color images and 5% ImageNet images (95-5% skew). The remaining five classes belong to the grayscale domain and contain 95% ImageNet images and 5% CIFAR-10 color images each (95-5% skew).

3. CIFAR-10S-c28: The domain attribute in this dataset is whether the image is a standard CIFAR-10 color image of size 32 × 32 or a CIFAR-10 image cropped to 28 × 28 from the center and upsampled to 32 × 32 (c28). The CIFAR-10 color domain has five classes, each containing 95% color images and 5% c28 images (95-5% skew). The remaining five classes belong to the c28 domain and contain 95% c28 images and 5% CIFAR-10 color images each (95-5% skew).

4. CIFAR-10S-d16: The domain attribute in this dataset is whether the image is a standard CIFAR-10 color image of size 32 × 32 or a CIFAR-10 image downsampled to 16 × 16 and upsampled to 32 × 32 (d16). The CIFAR-10 color domain has five classes, each containing 95% color images and 5% d16 images (95-5% skew). The remaining five classes belong to the d16 domain and contain 95% d16 images and 5% CIFAR-10 color images each (95-5% skew).
5. CIFAR-10S-d8: The domain attribute in this dataset is whether the image is a standard CIFAR-10 color image of size 32 × 32 or a CIFAR-10 image downsampled to 8 × 8 and upsampled to 32 × 32 (d8). The CIFAR-10 color domain has five classes, each containing 95% color images and 5% d8 images (95-5% skew). The remaining five classes belong to the d8 domain and contain 95% d8 images and 5% CIFAR-10 color images each (95-5% skew).

We have provided concise details regarding the CIFAR-10S, CIFAR-10S-i, CIFAR-10S-c28, CIFAR-10S-d16, and CIFAR-10S-d8 datasets. For further details regarding these datasets, please refer to [28].

The L-CIFAR-10S, L-CIFAR-10S-i, L-CIFAR-10S-c28, L-CIFAR-10S-d16, and L-CIFAR-10S-d8 datasets are limited data versions of CIFAR-10S, CIFAR-10S-i, CIFAR-10S-c28, CIFAR-10S-d16, and CIFAR-10S-d8 datasets, respectively. They contain 5% of the images of their respective parent dataset but with the same skew level (95-5%). Specifically, we choose the first 5% images from each class while maintaining the same level of skew, i.e., we separately choose the first 5% images from each domain for every class. For example, in the case of L-CIFAR-10S, we separately choose 5% images from the color and grayscale images in each class. As a result, if a class contained 95% color images and 5% grayscale images or vice-versa, the ratio of color and grayscale images will still remain the same in every class of L-CIFAR-10S.

8.2.2 Details of Compared Approaches

Introductory details regarding the compared approaches have been provided in Sec. 5.2 in the main paper. We provide further details regarding the compared approaches below:

1. Strategic sampling: In this approach, the rare (minority) images are strategically re-sampled to artificially balance the dataset in terms of the number of images of the two types/domains in each class. However, it also increases the chances of overfitting due to seeing the same images multiple times. It also increases the training time without providing any additional information [28].

2. Adversarial training approach: In this approach, a minimax objective is set to minimize the possibility that the protected attribute can be predicted using the features from the network while maximizing the classification power of the network. It is based on the idea that if the model cannot encode the information regarding the protected attribute, it will not be affected by the bias due to that attribute. In our paper, we perform experiments for both the techniques used in [28] under the adversarial approach. Specifically, we perform adversarial training using the uniform confusion loss \( -\frac{1}{|D|} \sum_d \log q_d \) approach, and the loss reversal \( \sum_d \mathbf{1}[\hat{d} = d] \log q_d \) with gradient projection approach used in [28].

3. Domain discriminative training approach: In this approach, the protected attribute is explicitly modeled as opposed to the adversarial approach, and the correlation between the classes and the protected attribute is then explicitly removed during inference. The authors in [28] employ a simple approach of using an ND-way classifier where N is the number of image classes, and D is the number of domains. They propose three types of inference for this approach. First, approach, involves directly adding the probabilities for all the domains per class \( \arg \max_y \sum_d P_{te}(y, d|x) \). But this does not take into account the prior information regarding the correlation between the classes and domains. The next two approaches involve first applying a prior shift based on this correlation \( P_{te}(y, d|x) = P_{tr}(y, d|x)/P_{tr}(y, d) \) and then either adding the probabilities for all the domains per class \( \arg \max_y \sum_d P_{te}(y, d|x) \) or taking the highest probability without adding the domain wise class probabilities \( \arg \max_y \max_d P_{te}(y, d|x) \). The authors in [28] also use Reducing Bias Amplification (RBA) [32] as an inference method.

4. Domain independent training approach: In this approach, the authors in [28] try to avoid the problems in the domain discriminative approach. One such problem is that the domain discriminative approach leads to learning decision boundaries among different domains in the same class, which may be unnecessary, especially in cases when the class prediction is already good. Therefore, in the domain independent training approach, separate classifiers are trained per domain but with a shared feature extraction network. The authors in [28] experiment with two inference methods: a) \( \hat{y} = \arg \max_y P_{te}(y|d^*, x) \), if the domain \( d^* \) of the test image is known, b) \( \hat{y} = \arg \max_y \sum_d s(y, d, x) \), which is basically the sum of the classification layer activations for each domain per class.

We have provided concise details regarding the bias mitigation methods. For a more detailed discussion regarding these methods, refer to [28].

8.2.3 Implementation Details

For the experiments involving the L-CIFAR-10S dataset and its variants, we train the model from scratch for 200 epochs using an SGD optimizer with an initial learning rate
of $1e^{-1}$, weight decay of $5e^{-4}$, and momentum of 0.9. The learning rate is decreased by a factor of 10 after every 50 epochs. The training images are padded with 4 pixels, randomly flipped horizontally, and randomly cropped to $32 \times 32$.

In the ResNet-50 backbone used for the L-CelebA experiments, the fully connected layer is replaced with 2 fully connected layers with a dropout and a ReLU activation layer between them. We train the network using the binary cross-entropy loss for 50 epochs with a batch size of 32. We use the Adam optimizer with a learning rate of $1e^{-4}$.

For the L-CelebA experiments, we use a weighted mAP proposed in [28] to remove the gender bias in the test set. If an attribute is more prevalent among the women images, $BA = \frac{P_w}{P_m + P_w} - \frac{N_w}{N_m + N_w}$ where $P_w, P_m$ refer to the number of images of women and men predicted to have this attribute. $N_w, N_m$ refer to the actual number of women and men images in the training data. If an attribute is more prevalent among the men, $BA = \frac{P_m}{P_m + P_w} - \frac{N_m}{N_m + N_w}$. Since the objective of bias mitigation is to reduce the level of bias that was learned from the training data and the bias amplification score is expected to be negative as the model becomes fairer across genders [28].

In our approach, given an image, we apply random augmentations to create two different views. We feed them to the backbone network and perform the standard cross-entropy loss based training for image classification (or binary cross-entropy loss based training for multi-label classification). We also feed the features for both the views to the multi-layer perceptron projection head and then the prediction head in order to apply the SimSiam loss function as described in Eqs. 1, 2, 3, 4 in the main paper. In order to apply self-distillation, we minimize KL divergence between the logits/soft predictions of the student and teacher networks. For all the experiments, the domain labels are assumed to be available during training time.

We use the same experimental settings and metrics for comparing bias mitigation approaches as used in [28]. Please refer to [28] for further details.