SAP AUGMENT: LEARNING A SAMPLE ADAPTIVE POLICY FOR DATA AUGMENTATION
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ABSTRACT
Data augmentation methods usually apply the same augmentation (or a mix of them) to all the training samples. For example, to perturb data with noise, the noise is sampled from a Normal distribution with a fixed standard deviation, for all samples. We hypothesize that a hard sample with high training loss already provides strong training signal to update the model parameters and should be perturbed with mild or no augmentation. Perturbing a hard sample with a strong augmentation may also make it too hard to learn from. Furthermore, a sample with low training loss should be perturbed by a stronger augmentation to provide more robustness to a variety of conditions. To formalize these intuitions, we propose a novel method to learn a Sample-Adaptive Policy for Augmentation – SapAugment. Our policy adapts the augmentation parameters based on the training loss of the data samples. In the example of Gaussian noise, a hard sample will be perturbed with a low variance noise and an easy sample with a high variance noise. Furthermore, the proposed method combines multiple augmentation methods into a methodical policy learning framework and obviates hand-crafting augmentation parameters by trial-and-error. We apply our method on an automatic speech recognition (ASR) task, and combine existing and novel augmentations using the proposed framework. We show substantial improvement, up to 21% relative reduction in word error rate on LibriSpeech dataset, over the state-of-the-art speech augmentation method.

Index Terms— Data augmentation, speech recognition, sample-adaptive policy

1. INTRODUCTION

Data augmentation is a popular approach to reduce overfitting and improve robustness of the Deep Neural Networks (DNNs), especially when trained on a small dataset [1, 2, 3]. While simple transformations with a hand-crafted policy are commonly used in practice, a badly-designed augmentation can harm the performance of the model [4, 5, 6]. A good augmentation strategy needs to design both the types of the data transformations (e.g. masking a part of an input or adding Gaussian noise) and a policy to effectively apply these augmentations. The policy determines the parameters of the transformation, such as the size/number of masks (for input masking), or the variance of the noise distribution (for Gaussian noise). Furthermore, with a large variety of augmentation methods available, the policy also needs to decide the optimal subset of the augmentations for a given task. Instead of hand-crafting the policy, one can also learn it from data [4, 7, 8, 9], but these algorithms learn a constant (sample-independent) policy that is applied equally to all the training samples. However, we show that using a sample-independent policy is sub-optimal and can be improved (see Section 4) by adapting the policy using difficulty of the samples. In addition, while these methods have demonstrated improvements on computer vision tasks, they have not been proven effective on speech recognition [10].

The state-of-the-art augmentation method for the ASR task is a fixed augmentation policy called SpecAugment [10], which perturbs the data in feature (log mel spectrogram) domain. There are other ways of augmenting speech data, such as adding another signal of small magnitude to the input (equivalent of SamplePairing [6] for images), or replacing part of the input audio by another audio segment (similar to CutMix [5] for images). It is not obvious how to combine all of the augmentation strategies in an effective way, or find the optimal parameters of novel augmentations (such as SamplePairing and CutMix for speech). In this paper, we propose to learn a novel sample-adaptive policy that automatically combines multiple augmentation methods (Figure 1). An easy sample (low training loss) is perturbed by a larger amount

Figure 1: The proposed SapAugment framework combines multiple augmentations using a learned policy that augments each training data differently using its training loss value.
Figure 2: The selection policy provides the selection probability of the augmentation methods. The sample-adaptive policy, \( f_i(\cdot) \), takes training loss, \( l \), as input and generates a scalar, \( \lambda \), that determines the strength of the augmentation. A sample with low loss is augmented with a stronger augmentation, while a sample with a higher loss is augmented with a milder augmentation.

compared to a hard sample (high training loss). On the ASR task, the proposed SapAugment method outperforms the current state-of-the-art data augmentation, SpecAugment [10].

We provide an overview of the method in Figure 2. We learn a sample-independent selection policy that outputs probabilities with which each augmentation is applied. For each augmentation, we learn a policy parameterized by two hyper-parameters using incomplete beta function [11]. Specifically, the policy takes the training loss value of a sample and outputs a scalar representing the amount of augmentation applied to the sample. For example, for time masking, the amount of augmentation is the size of the mask applied. The policy outputs a scalar that is larger (i.e. stronger augmentation) for a lower loss value and smaller (i.e. milder augmentation) for a larger loss value. Since we apply the same policy to all of the mini-batches during the course of model training, it needs to account for the large variation of training losses as the model is trained. A policy that takes the raw loss values as input would treat all the samples in the beginning of the training as hard samples (due to their high training loss from an untrained model). Such a policy would apply mild augmentation in the beginning of the training and strong augmentation towards the end of the training. Our goal is to learn a sample-adaptive policy that is not dependent on the state of the training. To this end, we rank the mini-batch samples by their training losses, and instead use these loss-rankings as input to the policy. The hyper-parameters of the policies for all augmentations and their selection probabilities are jointly learned using Bayesian optimization [12] by maximizing the validation accuracy, in a meta-learning framework. Our main contributions include:

- defining a set of five augmentations for ASR – two novel mixing augmentations complementary to the three augmentations used in the SpecAugment,
- learning two policies to select and adapt parameters of the augmentation methods per training sample, and
- reducing word error rate by up to 21% over the state-of-the-art ASR augmentation method.

2. RELATED WORKS

Speech augmentation methods perturb training data in different manners. For example, [13] simulates vocal track perturbation, [14] changes the speed of the audio, [15] applies elastic spectral distortion, [16] uses room impulse responses to simulate far field data, [17] mixes audio at different signal to interference ratios, [18] uses a combination of augmentation schemes for a small dataset. SpecAugment [10], the state-of-the-art ASR augmentation method, applies three simple augmentations in feature (log mel spectrogram) domain – (1) time masking for blocks of time steps, (2) frequency masking for blocks of frequency steps, and (3) time warping to randomly warp the features. Compared to the above methods, we learn a sample-adaptive policy that combines multiple augmentation methods in a systematic manner.

Recently, a few policy based image augmentation methods have been proposed. AutoAugment [4] learns a constant policy in a meta-learning framework for many image recognition tasks. Fast AutoAugment [7] improves the policy search time using an efficient search strategy based on density matching. RandAugment [8] simplifies the search space of automatic policy search based augmentations without losing performance. Adversarial AutoAugment [9] improves AutoAugment by searching a policy resulting in a higher training loss. All of the above policy search methods learn a constant policy for all training samples. In contrast, we learn sample-adaptive policy that perturbs the training samples based on the current loss value of the sample. Furthermore, to the best of our knowledge, our approach is the first method to successfully apply a policy based augmentation for ASR.

3. SAMPLE ADAPTIVE DATA AUGMENTATION

The proposed sample-adaptive policy, \( f \), maps the training loss value, \( l \), of a sample to a scalar, \( \lambda \in [0,1] \). The \( \lambda = f(l) \) determines the amount of augmentation applied, which, as discussed in Section 1, needs to be larger for a smaller \( l \). We propose to use incomplete beta functions to satisfy this property. The policy, \( f \), is parameterized by two hyper-parameters, \( s, a \), and is defined using incomplete beta function [11] as follows,

\[
f_{s,a}(l) = 1 - I(s(1-a), s \cdot a; l_{\text{rank}}/B),
\]
where \( l_{\text{rank}} = 1, 2, \ldots, B \) is the ranking of the loss value \( l \) in a mini-batch, \( B \) is the mini-batch size, and \( I(\alpha, \beta; x) \) is the incomplete beta function [11]. To standardize the input to the policy, we use ranking of the loss instead of the raw loss value in Equation (1). The range of normalized loss ranking, \( l_{\text{rank}} / B \), is from 0 to 1, while the raw training loss values change significantly during the course of training. A few samples of the policy with different values of \( s, a \) are illustrated in Figure 3. Learning a policy for an augmentation is equivalent to learning the hyper-parameters, \( s, a \), for that augmentation. Furthermore, we apply the augmentation policy, \( f \), only with probability \( p \) such that we do not augment the data using this policy with probability \( 1 - p \). This selection probability, \( p \), is also learned along with the policy hyper-parameters, \( s, a \).

### 3.1. Augmentation methods used in SapAugment

SapAugment combines \( N \) augmentation methods by jointly learning \( N \) policies, \( f_1, a_1, \ldots, f_N, a_N \) and their selection probabilities, \( p_1, \ldots, p_N \). In this work, we combine 5 augmentation methods, 3 in the feature (log mel spectrogram) domain and 2 in raw speech domain.

#### 3.1.1. Feature domain augmentations

- **Time masking** and **frequency masking** were originally introduced in SpecAugment [10]. The two methods simply mask out segments of sizes \( m_t \) and \( m_f \) along the time and the frequency axes, respectively, in log mel spectrogram feature. In our implementation, the masked region is filled with the average values along the masked dimensions. For both masking schemes, the number of masks is kept constant (4 in our experiments).

- **Time stretching** [1, 2] re-samples the feature sequence along the time axis by a fix ratio \( \rho \), effectively changing the speaking rate in the signal. Given speech features for a sequence of \( T \) frames, \( f_0, \ldots, f_{T-1} \), time stretching generates \((1+\rho)T\) features, \( f_0', \ldots, f'_{(1+\rho)T-1} \), such that \( f'_i = f_{i/(1+\rho)} \cdot i = 0, 1, \ldots, \lfloor (1 + \rho)T \rfloor - 1 \). The stretching ratio \( \rho \) is sampled from a uniform distribution \( U(-\rho_0, \rho_0) \).

#### 3.1.2. Raw speech domain augmentations

- **SamplePairing (SP)** [6], originally developed for image augmentation, mixes the \( n \)th input, \( x_i \), with another speech \( x_j \) in the training set: \( x_i' = (1-\lambda_{sp})x_i + \lambda_{sp}x_j \), where \( x_i' \) is the augmented speech and \( \lambda_{sp} \) is the combination weight. Since the duration of \( x_i \) and \( x_j \) may differ, we pad (by repeating) or clip \( x_j \) as needed.

- **CutMix** [5], originally proposed for images, replaces part of an input speech \( x_i \) by segments from another training sample \( x_j \):

  \[
  x_i[t_{i,k} : t_{i,k}+w] \leftarrow x_j[t_{j,k} : t_{j,k}+w], \quad k = 1, 2, \ldots, N_{cm},
  \]

  where \( N_{cm} \) is the total number of replaced segments (set to 6 in our experiments), and \( w \) is the size of the segments. Unlike the original CutMix for image augmentation, we do not change the label information of the perturbed sample.

Each augmentation method contains one parameter to control the augmentation magnitude, as listed in Table 1. The value of \( \lambda \in [0, 1] \) from the policy is mapped to this augmentation parameter by a simple 1-d affine transformation, as shown in the last column of the Table.

#### 3.2. Policy search

The training of SapAugment framework is formulated as finding a policy to select and adapt augmentation parameters that maximizes the validation accuracy. The policy search space is the set of policy hyper-parameters for all the augmentations, \( \nu_p = \{s_1, a_1, s_2, a_2, \ldots, s_N, a_N\} \), and their selection probabilities, \( p = \{p_1, \ldots, p_N\} \), where \( N \) is the number of augmentation methods. We use Bayesian optimization [12], which uses a Gaussian process to model the relation between

### Table 1: The augmentation parameter values, chosen from the above range, determine the amount of augmentation. For a given input sample, the learned policy chooses one of the values in the range above. For CutMix, the range of \( w \) correspond to [0.1, 0.3] seconds at 16kHz sampling rate of audio.

| aug. parameter | range      | mapping from \( \lambda \) |
|---------------|------------|-----------------------------|
| \( m_t \) (time masking) | \{2, 3, 4, 5, 6\} | \( m_t^\ast = [2 + 4\lambda] \) |
| \( m_f \) (freq. masking) | \{2, 3, 4, 5, 6\} | \( m_f^\ast = [2 + 4\lambda] \) |
| \( \rho_0 \) (time stretching) | \{0.2, 0.6\} | \( \rho_0^\ast = 0.2 + 0.4\lambda \) |
| \( \lambda_{sp} \) (SamplePairing) | \{0.0, 1\} | \( \lambda_{sp}^\ast = 0.1\lambda \) |
| \( w \) (CutMix) | \{1600, 4800\} | \( w^\ast = 1600+3200\lambda \) |
4. EXPERIMENTS

To evaluate our method, we use the LibriSpeech [19] dataset that contains 1,000 hours of speech from public domain audio books. Following the standard protocol on this dataset, we train acoustic models by using both the full training dataset (LibriSpeech 960h), and the subset with clean, US accent speech only (LibriSpeech 100h). Results are reported on the two official test sets - (1) test-clean contains clean speech, and (2) test-other contains noisy speech.

4.1. Implementation

For the network architecture of an end-to-end acoustic model, we choose the Transformer [20] because of its efficiency in training. We utilize the Transformer acoustic model implemented in ESPNet [21]. Following the original implementation in [21], we use the “small” configuration of Transformer for LibriSpeech 100h, and the “large” configuration for LibriSpeech 960h. All of the model checkpoints are saved during the training process, and the final model is generated by averaging the 5 models with highest validation accuracy. For the acoustic feature, we apply 80-dimensional filter bank features.

4.2. Evaluation

In Table 2, we compare the proposed SapAugment to the baseline model without any augmentation, and the model trained with SpecAugment [10], the current state-of-the-art augmentation method in ASR. For a fair comparison, we ran all experiments using the same ESPNet model on all baselines and report results without the language model to isolate the improvements from data augmentation. The results show that the proposed SapAugment outperforms SpecAugment – up to 21% relative WER reduction with LibriSpeech 100h and 10% relative WER reduction with LibriSpeech 960h. The improvement in WER is more significant in the smaller scale dataset (LibriSpeech 100h) because augmentations reduce overfitting which is more severe for a small dataset.

4.3. Ablation Study

To study the contribution of each component of SapAugment, we present an ablation study on the LibriSpeech 100h training dataset. All numbers are percentage word error rate (WER). First row is the baseline WER without any augmentation. Rows 2-4 apply various combination of augmentations without any learned policy. Row 5 applies a constant policy without considering the training loss value to determine the amount of augmentation. Row 6 applies a sample-adaptive policy but does not include the policy selection probability, i.e. all the augmentations are always applied, only their magnitude is controlled by the policy using sample loss value. Last row is SapAugment using all augmentations and both policies.

5. CONCLUSION

We proposed a novel data-augmentation framework that automatically adapts the strength of the perturbation based on the loss values of the samples. The method achieved state-of-the-art data augmentation performance on ASR. Although the method is demonstrated on speech domain, the policy learning framework is generic and could be applied to other modalities.
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