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Abstract

Motivated by the needs of estimating the proximity clustering with partial distance measurements from vantage points or landmarks for remote networked systems, we show that the proximity clustering problem can be effectively formulated as the Nyström approximation problem, which solves the kernel K-means clustering problem in the complex space. We implement the Nyström approximation based on a landmark based Nonnegative Matrix Factorization (NMF) process. Evaluation results show that the proposed method finds nearly optimal clustering quality on both synthetic and real-world data sets as we vary the range of parameter choices and network conditions.

1 Introduction

This paper is motivated to determine the clustering structure of global DNS servers without direct control. The Domain Name System (DNS) system [1] is one of the most important components of the Internet infrastructure, which converts a domain or host name to one or multiple IP addresses on the Internet so that clients can establish the network connection towards the service provider. It is estimated that there are tens of thousands of public and open DNS servers on the Internet, yet we still have little knowledge on the locations or the distance between DNS servers, as we cannot directly collect network distances between DNS servers. Suppose that we know the clustering structure of DNS servers, we can have a powerful unsupervised learning model for diverse situation-awareness tasks.

Clustering of networked systems based on network distances provides a compact summary representation of the global situation awareness. Traditionally, clustering analysis partitions a set of data items to a number of clusters with the features in the data items. Each data item is typically represented with a vector in a coordinate space, where the vector distance of two data items determines the possibility of clustering them to the same cluster. It is challenging to identify the distance based clustering structures in real time, since the servers do not allow for installing any third-party measurement software. Thus we can only observe the latency towards the DNS servers. As a result, the network distance matrix between internal servers are unknown to external observers. Moreover, measuring the network distance is also costly due to the synchronization of measurements. Due to the hardness of the problem, prior researchers typically choose clustering heuristics without theoretical guarantees [18, 20, 5, 19]. Recently, Wang et al. [22] provide improved approximation bounds on the symmetric positive semi-definite (SPSD) matrix for the kernel K-means clustering problem based on the Nyström approximation over the feature space. Given a SPSD matrix $K \in \mathbb{R}^{n \times n}$ and a sketching matrix $P \in \mathbb{R}^{n \times r}$, the Nyström method derives $C = KP$ and $D = P^T KP$, and then approximates $K$ with $CD^T C^T$, where $D^T$ represents $D$’s Moore-Penrose inverse. It is natural to ask whether we could relax the SPSD property on generalized distance matrices?

We formulate a Nyström approximation framework for generalized complex-space kernel matrix that arises from the network distance matrix. For the proximity clustering on the networked system,
We show that the Nyström approximation with NMF based on the symmetric distance matrix, is equivalent to the kernel K-means clustering on a complex-space kernel matrix. The clustering interpretation based the NMF has been extensively studied \[7, 8\]. Proving the clustering interpretations for generalized complex-space kernel matrix is still an open problem. We show that one NMF factor matrix has identical clustering results with the optimal kernel K-means clustering indicator matrix; and the other factor matrix reflects the clustering validity of the whole set of nodes.

We test the clustering quality with synthetic and real-world network distance matrices. Experimental results show that our approach is efficient and can find stably accurate clustering structure, with variable-sized data sets that may contain missing items, and adapts to topology changes and link dynamics.

2 Problem Formulation

To efficiently test the network distance based clustering, a concise network distance model that precisely preserves the inter-node distances is required, such that the optimal clustering structure obtained from the network distance model, is identical to the hidden clustering structure of the original pairwise distance matrix.

Generally, the pairwise network distances between \( N \) network hosts called nodes, can be abstractly represented as a \( N \)-by-\( N \) matrix \( W \). We assume the network distance matrix to be symmetric, since the clustering input needs to be a metric. For example, the Round Trip Time (RTT) satisfies this condition.

Let \( W(x, y) \) denote the pairwise distance from node \( x \) to node \( y \). Given \( N \) nodes, let the distance mapping in \( S \) as \( W : N \times N \rightarrow R^+ \), which satisfies: (a) \( W(x, x) = 0 \); (b) \( W(x, y) = W(y, x) \), \( \forall x, y \in N \).

The SVD of the distance matrix \( W \) can be represented as \( W = UQV^T \), where \( U \in R^{N \times r} \) and \( V \in R^{N \times r} \) are orthogonal matrices, and \( Q = U^TWV \in R^{N \times N} \) is diagonal with \( Q = diag(\delta_1, \delta_2, \ldots, \delta_r) \) with the non-negative numbers \( \delta_1 \geq \delta_2 \geq \cdots \geq \delta_r \geq 0 \) being the singular values of \( W \). The dimensionality \( r \) of the network distance matrix is known to be approximately low, since the wide-area routing paths usually share some path segments, yielding correlations among different node pairs \[2, 14\].

Further, let \( X^h \) denote the complex conjugate operator of a hermitian matrix \( X \), let the eigenvalue decomposition of \( W \) be \( W = ZDZ^h \), where \( Z \) is an orthogonal matrix, and the columns of \( V \) are eigenvectors for \( W \) and \( D \) is a diagonal matrix with diagonal entries \( \lambda_1, \lambda_2, \ldots, \lambda_r \) being the eigenvalues of \( W \). Due to the symmetry of the \( W \), we see that the SVD of the distance matrix \( W \) is equivalent to the eigenvalue decomposition of \( W \), where the singular values serve as the magnitudes of the eigenvalues \( U = V \) and \( \delta_i = ||\lambda_i|| \).

We define a projected operator for \( W \) based on the eigenvalue decomposition as: \( \phi : x = xD^\frac{1}{2} \), where \( D^\frac{1}{2} \) is a diagonal hermitian matrix, since some entries in \( D^\frac{1}{2} \) may be complex numbers due to the negativity of some eigenvalues. Next, we can see that the distance matrix \( W \) can be represented with the projected operators:

\[
W = \phi(Z)\phi(Z)^h
\]  

(1)

Since \( \phi(Z)\phi(Z)^h \) completely preserves the inter-node distances, we adopt the network distance model as \( W = \phi(Z)\phi(Z)^h \). Now \( \phi(Z) \) can be regarded as generalized vectors of nodes.

Based on the kernel matrix representation, we select the K-means clustering as the compact clustering objective, which is one of the most popular clustering methods with rich theoretical extensions \[7, 8, 23, 21, 15\]. If a clear-separation clustering structure is identified, then the clustering result is close to the optimal K-means clustering \[16\].

Let the complex-number vectors be represented as \( \{x_1, \ldots, x_n\} \), and data items are to be divided into \( K \) groups, denoted as \( C_1, \ldots, C_K \). Let \( W \) be the symmetric pairwise distance matrix between
We present a Nyström approximation method HSH based on the clustering interpretations of the NMF.

First, we randomly select a subset of nodes as landmark nodes and let each landmark node independently measure the distances towards the other landmarks, and send the probed distance vector to a centralized master. Specifically, we obtain the pairwise RTT matrix between landmarks, and the RTT from landmarks to target servers (non-landmark for short). The probed results are two parts: (i) $W_{L \times L}$ be the distance matrix of the landmarks; (ii) let $W_{D \times L}$ be the distance matrix from non-landmarks to landmark nodes. We can see that the RTT values between target servers are unobservable.

Second, the master computes the NMF results based on the collected pairwise distance matrix between landmark nodes. We seek to optimize

$$\min_{H \geq 0, S \geq 0} \| W - H S H^T \|^2$$

with multiplicative updating rules as follows to minimize Eq. (3):

$$H_{jk} \leftarrow H_{jk} \frac{(W_{L \times L} H S)_{jk}}{(H H^T W_{L \times L} H S)_{jk}} , S_{kl} \leftarrow S_{kl} \frac{(H^T W_{L \times L} H)_{kl}}{(H^T H S H^T H)_{kl}} .$$

for landmark $j$ and each dimension $k \in [1, K]$and for each row $k \in [1, K]$ and each column $l \in [1, K]$.

Generally, the diagonal elements of the matrix $S$ refer to sums of intra-cluster distances, while the off-diagonal elements $(i, j)$ of the matrix $S$ correspond to sums of distances between nodes in the $i$th and the $j$th clusters, for $i \neq j$. Therefore, if there is a distinct gap between the diagonal element of the $i$th row vector and the off-diagonal element $(i, j)$ of matrix $S$, for $j \neq i$, the separation between the $i$th cluster and the $j$th cluster is apparent; otherwise, these two clusters are likely to overlap each other.

Third, afterwards, the master computes the NMF results for target servers based on factor matrices of landmarks as well as the network distances from the landmarks to target servers. Specifically, the master optimizes a least square unconstrained optimization problem:

$$H_i = \min_p \| W_{iL} - P \cdot S \cdot H_L^T \|^2$$

with a closed-form global optimal value as:

$$H_i = W_{iL} S H_L^T \left((SH_L^T)^T (SH_L^T)\right)^{-1} .$$
3.1 Approximation Analysis

The above process can be summarized as follows:

\[
\min_{H_L \geq 0, S \geq 0} \left( \frac{\| W_{L \times L} - H_L S H_L^T \|_2^2}{\text{Stage 1}} + \frac{\| W_{D \times L} - H_D S H_D^T \|_2^2}{\text{Stage 2}} \right)
\]

which leads to the following matrix approximation goal:

\[
\text{perm}(W) = \begin{bmatrix} W_{L \times L} & W_D \times L H_{D \times H} \end{bmatrix} \approx \begin{bmatrix} H_L S H_L^T & H_L S H_D^T \\ H_D S H_L^T & H_D S H_D^T \end{bmatrix} = \hat{H} S \hat{H}^T
\]

where \( \text{perm}(W) \) represents the reordered matrix of \( W \) according to the index sequence of nodes (landmarks, non-landmarks), and \( \hat{H} \) is the transpose of \([ H_L \quad H_D \])\). Then, the approximation error of target servers (non-landmarks) can be described as \( \| W_{H \times H} - H_D S H_D^T \|_2^2 \).

3.2 Clustering Analysis

We next show that with the complex vector representation \( \phi(Z) \), the kernel \( K \)-means clustering based on the network distance model \( W = \phi(Z) \phi(Z)^h \), is equivalent to the NMF on the global distance matrix.

**Theorem 1.** Let \( W = \phi(Z) \phi(Z)^h \), the kernel \( K \)-means clustering objective on \( Q \):

\[
J_K = \min_H \sum_{k=1}^K \sum_{i=1}^n \| H_i \| \phi(Z_i) - \mathbf{c} \|_2^2
\]

is equivalent to the NMF \( \{Z\} \) defined as:

\[
\min_{H \geq 0, S \geq 0} \| W - H S H^T \|_2^2, \text{ s.t., } H^T H = I, S \text{ is diagonal},
\]

where \( H = (h_1, \ldots, h_K) \in \mathbb{R}_{+}^{n \times K}, S \in \mathbb{R}_{+}^{K \times K}, R_{+} \) represents the set of nonnegative matrices.

**Proof.** Let the clustering indicator matrix \( H = \{0, 1\}^{n \times K} \), based on \( \{Z\} \), the kernel \( K \)-means clustering objective is equivalent to

\[
J_K = \min_{H} \text{tr} \left( \phi(x) \phi(x)^h \right) - \text{tr} \left( H^T \phi(x) \phi(x)^h H \right)
\]

The first item of \( \{Z\} \) is constant, with the symmetric network distance model \( W = \phi(Z) \phi(Z)^h \), the optimization of \( \{Z\} \) is equivalent to

\[
J_W = \max_{H, H \geq 0} \text{tr} \left( H^T W H \right)
\]

The choices of the items of \( H \) are either 1 or 0. Since it is hard to complete an integer optimization problem, we relax the integer constraint of the matrix \( H \): because each node belongs to only one cluster, there is only one nonzero item in each row vector of \( H \), which can be described as: (1) \( (H^T H)_{ij} = 0, i \neq j \); (2) \( (H^T H)_{ii} = |C_i| = n_i \), which is the number of nodes in the \( i \)-th cluster.

Let \( S = \text{diag}(H^T H) = \text{diag}(n_1, \ldots, n_K) \in \mathbb{R}^{K \times K} \), thus \( H^T H = S \). The objective of \( \{Z\} \) is equivalent to

\[
J_S = \max_{H \geq 0} \text{tr} \left( H^T W H \right)
\]

Now the choices of the items of \( H \) are mapped to a continuous range. However, note that \( S \) is an unknown matrix, due to the fact that the clustering information is unknowable in advance. To eliminate \( S \) in the restraints of \( \{Z\} \), let \( \hat{H} = H \left( H^T H \right)^{-\frac{1}{2}} \), then

\[
\hat{H}^h \hat{H} = H \left( H^T H \right)^{-1} H = I
\]
and

$$H \tilde{S} \tilde{H}^h = H \left( H^T H \right)^{-\frac{1}{2}} \left( H^T H \right)^{\frac{1}{2}} = H H^T.$$ 

Now the optimal clustering index of each node is equal to the column number of the nonzero element of each row vector of $H$.

The optimization of (10) is equivalent to

$$\max_{\tilde{H} \tilde{h} = I, \tilde{R}, S \geq 0} tr \left( \left( \tilde{H} \tilde{S} \right)^h W \left( \tilde{H} \tilde{S} \right) \right), S \text{ is diagonal} \tag{11}$$

and

$$\| \tilde{H} \tilde{S} \tilde{H}^h \|^2 = \| H H^T \|^2 = tr \left( H H^T H H^T \right) = tr \left( H H^T H H^T \right) = tr \left( S S \right) = \Sigma_{i=1}^{n_h^2}, \tag{12}$$

which is a constant, the optimal values of $H$ and $S$ in (11) are solutions to the following objective:

$$\min_{\tilde{H} \tilde{h} = I, \tilde{R}, S \geq 0} \| W \|^2 - 2tr \left( \left( \tilde{H} \tilde{S} \right)^h W \left( \tilde{H} \tilde{S} \right) \right) + \| \tilde{H} \tilde{S} \tilde{H}^h \|^2 = \min_{\tilde{H} \tilde{h} = I, \tilde{R}, S \geq 0} \| W - \tilde{H} \tilde{S} \tilde{H}^h \|^2 \tag{13}$$

Now keeping the orthogonal constraint of $H$ and the diagonal constraint of $S$, the optimal matrix $H$ equivalently corresponds to the clustering indicator matrix $H$ in the kernel K-means clustering objective.

The clustering interpretation of the NMF generalizes to the complex kernel matrix: The number $K$ corresponds to the total number of clusters. The factor matrix $H$ represents a clustering indicator matrix, which indicates the index of the cluster for each node. The diagonal elements of the matrix $S$ represent the sizes of the corresponding clusters; while the off-diagonal items of the matrix $S$ stand for the magnitude of inter-cluster distances. Therefore, there are large gaps between the diagonal items and the off-diagonal items that are in the same rows. Thus the matrix $S$ indicates the global clustering validity.

Next, we show that the NMF on the network distance matrix over landmarks has a close connection with the coresets based K-means clustering methods [9][10][12][4].

**Definition:** Suppose that the landmarks satisfy the coreset property, such that let $Q$ be a set of data points and $\epsilon > 0$, let $cost(x, B) = \min_{y \in B} \| x, y \|$ for $B \subseteq Q$, let $cost(A, B) = \sum_{x \in A} cost(x, B)$, and the set of landmarks $Q_1 \subseteq Q$ are called an $\epsilon$-coreset, if for every set of cluster centers $C$, we have $(1-\epsilon) \cdot cost(Q_1, C) \leq cost(Q, C) \leq (1+\epsilon) \cdot cost(Q, C)$.

Har-Peled and Mazumdar showed that the optimal clustering result on the coreset is also bounded by at most $(1+\epsilon)$ times the optimal clustering result on the whole set of data points [13]. As Theorem 1 shows the equivalence between the NMF and the kernel K-means clustering, the optimal clustering by the NMF on the network distance matrix over the landmarks is bounded by $(1+\epsilon)$ times the optimal clustering result by the NMF on the global network distance matrix over all data points. In other words, the optimal factor matrices of the landmarks serve as $(1+\epsilon)$-approximation for target servers. As a result, the optimal solutions of the proposed HSH method also yields an $(1+\epsilon)$-approximation for the kernel K-means clustering objective on the complex-space kernel matrix.

### 4 Evaluation

In this section, we validate whether HSH can find real clustering structures, and verify the clustering quality.

#### 4.1 Evaluation Setup

In the network distance matrix, there are no ground-truth clustering results of the decentralized nodes in advance, we evaluate the clustering quality based on two metrics: (i) Silhouette Coefficient: For each node $p_i$, first, the averaged distance (denoted as $a_i$) between node $p_i$ and the nodes in the same cluster are computed; second, the averaged distance (denoted as $b_i$) between $p_i$ and the nodes in different clusters are computed, then the silhouette coefficient of $p_i$ is $\frac{b_i - a_i}{\max(a_i, b_i)}$. The silhouette
Coefficient varies between -1 and 1, if it approaches -1, the clustering effectiveness of node \( p_i \) is insignificant; otherwise, the clustering effectiveness of node \( p_i \) is much higher as silhouette coefficient approaches one. (ii) Gain Ratio. It quantifies the averaged ratios of the distance reductions by communicating with nodes in the same clusters. The gain ratio of any node \( p_i \) is defined by the ratio of the mean inter-cluster distance \( b_i \) to the mean intra-cluster distance \( a_i \), where \( b_i \) and \( a_i \) are identical those in the definition of the silhouette coefficient above.

We choose both synthetic and real-world network distance data sets for studying the performance of the clustering process: (1) Synthetic. The data set is provided by the Matlab software which is originally used for testing K-means clusterings. In a 4-dimensional Euclidean space, 560 data items are generated, which consist of four clustering centroids and are classified into four groups. (2) Static Data Sets. (i) DNS1143, a symmetric RTT matrix between 1143 DNS servers by the MIT P2PSim project [17] with the King method [11]. (ii) DNS3997, a symmetric delay matrix collected between 3997 DNS name servers by Zhang et al. [24] using the King method. (3) Dynamic Data Set. This data set was collected in summer 2014 for three hours between 99 wide-area servers and mobile nodes [3]. Each interval aggregates pairwise RTT samples within 15.7 seconds, which indicates short-term dynamics.

4.2 Synthetic Data Set

The dimensions of factor matrices can be uniquely determined as the clustering number. To validate whether HSH can find accurate clustering structures, we use the Synthetic data set, since the ground-truth clustering are computed with K-means clustering algorithm in Matlab configured with 20 random repetitions (denoted as Origin). Then, we compute clustering results based on HSH and the centralized NMF (denoted as Centralized). For HSH, 25 nodes are selected as landmarks uniformly at random, and the dimension of the factor matrices for HSH and that of Centralized are both set to 4.

Figure 1 show clustering results. The clustering quality of HSH is significantly better than the centralized NMF, and is approximately the same as that of the ground-truth clustering results. Therefore, the two-phase matrix factorization process of HSH can efficiently preserve the optimal K-means clustering structure.

The clustering quality of centralized NMF, is much lower than that of HSH. Since the matrix factorization process is easily caught in abundant poor-performance local minima, by directly operating on the complete distance matrix. On the contrary, for HSH, the size of the matrix factorization problem is reduced, by selecting only a small subset of landmarks to carry out the multiplicative update procedures, thus more efficient solutions can be found.

Besides, the running time of centralized NMF (938.18 s) is much longer than that of HSH (only 0.39 s). In summary, HSH can efficiently find accurate clustering results when clustering structures have clear separations, as confirmed by the Synthetic data set.

4.3 Pairwise Network Distance Matrix Dataset

Next, we compare the clustering quality of HSH with several optimized clustering methods on the DNS dataset, include the centralized NMF (denoted as centralized), the K-means clustering over the
dimension-reduced vectors by the Singular Value Decomposition (SVD), and a K-means clustering over the network coordinates computed by vivaldi, one of the most popular methods [6]. We run Centralized and SVD methods with the complete RTT matrix. We set the same number of landmark nodes for HSH and vivaldi.

4.3.1 Landmark Number

We fix the number of clusters to three and change the number of landmarks from 20 to 40. Figure 2 and 3 shows the variations of the silhouette coefficients and those of the gain ratios of four methods, respectively. We can see that increasing the number of landmarks generally improves the clustering accuracy for HSH and vivaldi, especially for the set of poorly clustered nodes, since both methods become more robust with increasing observations.
4.3.2 Cluster Number

Next, we fix the number of landmarks to 30 and test the clustering sensitivity to the number of clusters. The more sensitive to the numbers of clusters, the better the confidence on the numbers of clusters. Figure 4 and 5 plot the functions of the silhouette coefficients and those of the gain ratios for four methods including SVD, vivaldi, centralized and HSH. We can see that the SVD and HSH are most sensitive to the variations of the numbers of clusters, while vivaldi and NMF are less sensitive.

4.4 Dynamic Data Set

Further, we test the dynamics of the clustering quality over the cloud data set, which contains 688 99×99 pairwise RTT matrices between 99 wide-area network devices. We calculate the median of the silhouette coefficients and the gain ratios for each RTT matrix. We fix the number of clusters to three and the number of landmarks to 30 based on the above analysis. Figure 6 shows that both HSH and NMF have close clustering results and both have stable and high clustering quality. HSH can find high quality clustering structure stably.

5 Discussions

We have presented HSH, a new Nyström approximation approach for the kernel K-means clustering framework on the complex-space kernel matrix. We have validated the effectiveness of HSH over synthetic data sets, and verified the clustering quality over real-world DNS data sets. The results show that HSH is scalable, accurate and robust.
6 Broader Impact

This paper is motivated to determine the clustering structure of global networked systems such as the DNS servers without direct control. Such global networked systems are the building blocks of the digital information society. Clustering networked systems based on network distances provides a compact summary representation. Understanding the structure of these systems could foster new technologies on service innovation to the global digital society.

References

[1] Domain Name System. https://simple.wikipedia.org/wiki/Domain_Name_System/, January 2020.

[2] B. Abrahao and R. Kleinberg. On the Internet Delay Space Dimensionality. In Proc. of IMC, 2008.

[3] J. Cappos, I. Beschastnikh, A. Krishnamurthy, and T. Anderson. Seattle: a Platform for Educational Cloud Computing. In Proc. of SIGCSE, pages 111–115, 2009.

[4] K. Chen. On coresets for k-median and k-means clustering in metric and euclidean spaces and their applications. SIAM J. Comput., 39(3):923–947, 2009.

[5] Y. Chen, K. H. Lim, R. H. Katz, and C. Overton. On the stability of network distance estimation. SIGMETRICS Performance Evaluation Review, 30(2):21–30, 2002.

[6] F. Dabek, R. Cox, F. Kaashoek, and R. Morris. Vivaldi: A decentralized network coordinate system. In ACM SIGCOMM, pages 15–26, 2004.

[7] C. H. Q. Ding and X. He. On the equivalence of nonnegative matrix factorization and spectral clustering. In SDM, 2005.

[8] C. H. Q. Ding, T. Li, W. Peng, and H. Park. Orthogonal nonnegative matrix t-factorizations for clustering. In KDD, pages 126–135, 2006.

[9] D. Feldman, M. Monemizadeh, and C. Sohler. A PTAS for k-means clustering based on weak coresets. In J. Erickson, editor, Proceedings of the 23rd ACM Symposium on Computational Geometry, Gyeongju, South Korea, June 6-8, 2007, pages 11–18. ACM, 2007.

[10] D. Feldman, M. Schmidt, and C. Sohler. Turning big data into tiny data: Constant-size coresets for k-means, PCA and projective clustering. In S. Khanna, editor, Proceedings of the Twenty-Fourth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2013, New Orleans, Louisiana, USA, January 6-8, 2013, pages 1434–1453. SIAM, 2013.

[11] K. P. Gummadi, S. Saroiu, and S. D. Gribble. King: Estimating Latency Between Arbitrary Internet End Hosts. In Proc. of IMW ’02, pages 5–18, 2002.

[12] S. Har-Peled and S. Mazumdar. On coresets for k-means and k-median clustering. In L. Babai, editor, Proceedings of the 36th Annual ACM Symposium on Theory of Computing, Chicago, IL, USA, June 13-16, 2004, pages 291–300. ACM, 2004.

[13] S. Har-Peled and S. Mazumdar. Coresets for $k$-means and $k$-median clustering and their applications. CoRR, abs/1810.12826, 2018.

[14] S. Lee, Z.-L. Zhang, S. Sahu, and D. Saha. On Suitability of Euclidean Embedding for Host-based Network Coordinate Systems. IEEE/ACM Trans. Netw., 18(1):27–40, 2010.

[15] H. Liu, J. Wu, T. Liu, D. Tao, and Y. Fu. Spectral ensemble clustering via weighted k-means: Theoretical and practical evidence. IEEE Trans. Knowl. Data Eng., 29(5):1129–1143, 2017.

[16] M. Meila. The uniqueness of a good optimum for k-means. In JMLR, pages 625–632, 2006.

[17] P2PSim. RTT Data Set. http://pdos.csail.mit.edu/p2psim/kingdata/, October 2010.

[18] V. Roth, J. Laub, M. Kawanabe, and J. M. Buhmann. Optimal cluster preserving embedding of nonmetric proximity data. IEEE Trans. Pattern Anal. Mach. Intell., 25(12):1540–1551, 2003.

[19] P. Sharma, Z. Xu, S. Banerjee, and S.-J. Lee. Estimating network proximity and latency. Computer Communication Review, 36(3):39–50, 2006.
[20] A.-J. Su, D. R. Choffnes, F. E. Bustamante, and A. Kuzmanovic. Relative network positioning via cdn redirections. In ICDCS, pages 377–386, 2008.

[21] J. Wang, J. Wang, J. Song, X. Xu, H. T. Shen, and S. Li. Optimized cartesian k-means. IEEE Trans. Knowl. Data Eng., 27(1):180–192, 2015.

[22] S. Wang, A. Gittens, and M. W. Mahoney. Scalable kernel k-means clustering with nystrom approximation: Relative-error bounds. CoRR, abs/1706.02803, 2017.

[23] J. Wu, H. Liu, H. Xiong, J. Cao, and J. Chen. K-means-based consensus clustering: A unified view. IEEE Trans. Knowl. Data Eng., 27(1):155–169, 2015.

[24] B. Zhang, T. S. E. Ng, A. Nandi, R. H. Riedi, P. Druschel, and G. Wang. Measurement-based Analysis, Modeling, and Synthesis of the Internet Delay Space. IEEE/ACM Transactions on Networking, 18(1):229–242, 2010.