Influence of external magnetic field, finite-size effects and chemical potential on the phase transition of a complex scalar field
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Abstract A scalar model is built, as a quantum field theory defined on a toroidal topology, to describe a phase transition in films subjected to periodic boundary conditions and influenced by an external and constant magnetic field. Criticality is studied and the relations between the critical temperature, the film thickness, the magnetic field strength and the chemical potential are investigated. Since the model describes a second-order phase transition a comparison with the Ginzburg–Landau theory is made.

1 Introduction

Field theories defined on spaces with some of its dimensions compactified are interesting for several branches of theoretical physics. They can be related, for instance, to studies of finite-size scaling in phase transitions, to string theories or to phenomena involving extra dimensions in high- and low-energy physics [1–10]. Finite-size effects are present in a wide range of thermal critical phenomena when the macroscopic dimensions of the system (volume, transversal section or length) are diminished, and the relevant thermodynamic quantities depend directly on the finite size of the system.

For a Euclidean \(D\)-dimensional space, compactification of \(d\) coordinates with periodic boundary conditions means that its topology is of the type \(\Gamma^d_D = (S^1)^d \times \mathbb{R}^{D-d}\), with \(1 \leq d \leq D\). Each of these compactified dimensions has the topology of a circle \(S^1\). We refer to \(\Gamma^d_D\) as a toroidal topology. Mathematical foundations to deal with quantum field theories on toroidal topologies are consolidated in recent developments [11–14]. This provides a general framework for results from earlier work as for instance in Refs. [15–23]. This procedure is a generalization of the Matsubara imaginary-time formalism, used to introduce temperature in field theories. Basically, the inverse temperature \(\beta\) is considered as another compactified coordinate. In the thermal field-theory context, the Ginzburg–Landau action functional is important as a mathematical realization of the phase transition phenomenon, in which the field is interpreted as an order parameter linked to the particular microscopic physics of the system. The mass parameter governs the character of the transition, and so, finite-size and thermal effects are introduced together with corrections of the mass parameter. In this framework, we consider our system in the topology \(\Gamma^d_D\) mentioned above, referring to a \(D\)-dimensional space with periodic boundary conditions on the imaginary time \(\tau\) and on \(d - 1\) spatial coordinates. The Feynman rules are modified according to

\[
\int \frac{dp}{2\pi} \rightarrow \frac{1}{\beta} \sum_{n=-\infty}^{\infty}, \quad p_{\tau} \rightarrow \frac{2\pi n}{\beta} - i\mu, \tag{1a}
\]

\[
\int \frac{d\pi_i}{2\pi} \rightarrow \frac{1}{L_i} \sum_{n=-\infty}^{\infty}, \quad p_i \rightarrow \frac{2\pi n}{L_i} \quad (i = 1, \ldots, d - 1), \tag{1b}
\]

where \(\mu\) is the chemical potential. This is valid for the whole domain of temperatures, \(0 \leq \beta^{-1} < \infty\) and allows the study of finite-size effects.

In this article we consider a complex scalar model with self-interactive potential of the type \(m^2\phi^2 + \lambda\phi^4\) (\(\lambda > 0\)), which allows the system to undergo a second-order phase transition. In a pure field-theoretical context, the action describes a system of complex self-interacting bosons in an external magnetic field. However, the Euclidean counterpart may represent two different systems: a charged Bose–Einstein condensate in the mean-field Gross–Pitaevskii functional format; or a superconductivity action functional. To build the effective action we use the non-perturbative tech-
nique of the loop expansion restricted, in our phenomenological approach, to an approximation of just one-loop corrections. At finite temperatures, if we subject this system to a strong constant external magnetic field, the phenomenon of magnetic catalysis appears, as discussed in Refs. [24–26]. It means that for strong magnetic fields the critical temperature increases with the growth of the external magnetic field.

Our main concern is to analyze two models within a field-theory approach, as used in statistical and condensed-matter physics, and we apply the machinery of toroidal topologies to take into account finite-size effects. The thermal contribution is inserted through two different approaches: (1) In a \( D = 3 \) model, considering the Ginzburg–Landau approximation of a linear behavior of the mass term with the temperature, as employed for studies of superconducting films in a magnetic field background [22,27–29]; (2) for \( D = 1 + 3 \) in the framework of a quantum field theory with a toroidal topology [11], with two compactified dimensions \( (d = 2) \), related to finite temperature and one compactified spatial coordinate, with compactification length \( L \). From a condensed-matter point of view, we can think of this system as a heated film of thickness \( L \), undergoing a phase transition under the influence of an applied magnetic field. A comparison between both models was also a subject of study in Ref. [30].

The paper is organized as follows: At Sect. 2 we obtain the critical equation, given by the corrected mass term, to our models by use of the generalized formalism on toroidal topologies; we then explore the existence of a magnetically induced transition at zero-temperature. Section 3 is a collection of results derived from the analysis of the models, first studying the agreement between both ways to introduce temperature and then exploring further effects like existence of the minimal length, critical chemical potential and the zero-temperature phase diagram. In Sect. 5 we present our conclusions. A quick demonstration that the model reproduces the zero magnetic field case is shown in Appendix A.

## 2 General model

In this article we study systems that can be modeled by a complex scalar field \( \phi \). Its characteristic width, \( L \), is introduced by a spatial compactification using the periodic boundary condition \( \phi(\tau; x, y, z) \equiv \phi(\tau; x, y, z + L) \); the non-compactified coordinates are supposed to be very large so that it can be taken as extending to infinity. The system is considered to be in thermal equilibrium with a heat bath whose temperature is \( T = \beta^{-1} \); temperature is introduced by the compactification \( \phi(\tau; x, y, z) \equiv \phi(\tau + \beta^{-1}; x, y, z) \) where \( \tau \) is the imaginary time, as in Sect. 2.1, or by a direct linear dependence in the mass term, as in Sect. 2.2. In the general framework in a \( D \)-dimensional space, the proposed boundary conditions define a theory on a torus [11] \( \Gamma_D = (\mathbb{S}^1)^2 \times \mathbb{R}^{D-2} \), which is a suitable framework to treat thermal and finite-size effects. Here we consider the special case of Eqs. (1) with just two compactifications \( (d = 2) \).

The internal interaction is taken as a quartic self-interaction potential, for which we have a second-order phase transition. The Euclidean action of the system, expressed in a \( D \)-dimensional space, is

\[
S = \int d^D x \left\{ (D_\mu \phi)^* D^\mu \phi + m_0^2 \phi^* \phi + \frac{\lambda}{4} (\phi^* \phi)^2 \right\},
\]

where an external and constant magnetic field \( B z \) perpendicular to the system surface is introduced through minimal coupling, \( \partial_\mu \rightarrow D_\mu = \partial_\mu - ie A_\mu \), and the gauge fixing is chosen so that \( A = B x \hat{y} \). After integration by parts we get for the free action an expression of the type \(- \int d^D r \phi^* D \phi \), where the differential operator becomes

\[
D = \nabla^2 - m_0^2 - 2i \omega x \partial_x - \omega^2 x^2,
\]

and \( \omega = eB \) is the so-called cyclotron frequency. Note that the free action carries the external magnetic field. The free propagator \( G(r, r') \) can then be written in terms of the eigenvalues and eigenfunctions of the operator \( D \) (see Ref. [31]).

In this article, since we employ the lowest approximation of the loop expansion, it suffices to have the knowledge of \( G(r, r') \), which can be obtained by taking the coincidence limit, \( r = r' \).

\[
G(r, r) = \int \frac{d^{D-2}q}{(2\pi)^{D-2}} \frac{\omega}{2\pi} \sum_{\ell=0}^{\infty} \frac{1}{q^2 + (2\ell + 1)\omega + m_0^2},
\]

where the sum over \( \ell \) indicates the contribution of all Landau levels. Note that the free propagator has a manifest dependence on the magnetic field, and therefore also the one-loop corrections. As a consequence, to introduce temperature and finite-size effects in the critical equation we are restricted to perform compactifications on the remaining \( D - 2 \) coordinates. We consider two cases, the first one with \( D = 1 + 3 \), which has thermal effects introduced using imaginary time; the second one with \( D = 3 \) where the thermal effects are introduced directly into the mass term.

The phase transition can be identified from a change in the value of the order parameter (vacuum expectation value of the field \( \phi \)); in the disordered/symmetric phase \( \phi(r) = 0 \), in the ordered/broken phase \( \phi(r) \neq 0 \). The phase transition is related to a change in the sign of the concavity of the effective action at the minimum \( \phi(r) = 0 \). The concavity is given by the second derivative of the effective action with respect to the field,

\[
C(\phi^*) = \frac{\delta^2 \Gamma_{\text{eff}}(\phi)}{\delta \phi(r_1) \delta \phi^*(r_2)} \bigg|_{\phi = \phi^*}.
\]
The effective action can be expanded in loops. At the one-loop approximation it is given by the set of all one-loop diagrams with an arbitrary number of $\varphi^2$ insertions. At $\varphi(r) = 0$ the only contribution that survives corresponds to a single $\varphi^2$ insertion and the concavity, $C^{(0)}$, is

$$\frac{\delta^2 \Gamma_{\text{eff}}(\varphi)}{\delta \varphi(r_1) \delta \varphi^*(r_2)}\bigg|_{\varphi=0} = (-\nabla^2 + 2i\omega x \partial_y + \omega^2 x^2 + m_0^2) \times \delta(r_1 - r_2) + \frac{\lambda}{2} G(r_1, r_1) \delta(r_1 - r_2).$$

(5)

We take the first three terms inside parentheses as kinetic terms. In analogy with systems without external magnetic field, the effective mass is defined through the removal of these kinetic terms and the Dirac delta function,

$$m_{\text{eff}}^2 = m_0^2 + \frac{\lambda}{2} G(r, r).$$

(6)

In this way, it follows that the concavity analysis—and, by consequence, the phase transition study—is in correspondence with the analysis of the sign of $m_{\text{eff}}^2$.

To treat the propagator [11] we apply the prescriptions of Eqs. (1) into (4), then solve the remaining momentum integrations by use of dimensional regularization[32,33] and finally relate the infinite sums to the Epstein–Hurwitz spectral zeta functions. These have representations in the whole complex plane in terms of the modified Bessel functions of the second kind $K_\nu$ (see Refs. [34,35]),

$$m_{\text{eff}}^2 = m_0^2 + \frac{\lambda \omega \Gamma \left(\frac{4-D}{2}\right)}{(4\pi)^{D/2} (2\omega)^{D/2}} \xi_H \left(\frac{4-D}{2}, \frac{m_0^2}{2\omega} + \frac{1}{2}\right) + \frac{\lambda}{(2\pi)^{D/2} (2\omega)^{D/2}} \sum_{\ell=0}^\infty m_{\ell} \frac{\omega}{m_{\ell}} K_{\ell+D} \left(n\beta m_{\ell}\right) + \frac{\omega}{n L m_{\ell}} \sum_{n=1}^\infty K_{\ell-D+D} \left(n^D \beta^2 \ell^2 L^2\right) \frac{\omega}{n L m_{\ell}} \times K_{\ell-D} \left(m_{\ell} \sqrt{n^2 \beta^2 + n^2 \ell^2 L^2}\right).$$

(7)

In the last equation we have defined $m_\ell^2 = m_0^2 + (2\ell + 1)\omega$ and used the Hurwitz zeta function $\zeta_H(s, a) = \sum_{\ell=0}^\infty \frac{1}{(\ell + a)^s}$.

We choose, as a way to compare two different models ($D = 1 + 3$ and $D = 3$), to work with dimensionless parameters. Defining some arbitrary mass scale $\xi$ we have

$$\varphi = \xi^\frac{D+2}{2} \tilde{\varphi}, \quad m = \xi \tilde{m}, \quad \lambda = \xi^{4-D} \tilde{\lambda}, \quad \omega = \xi^2 \tilde{\omega}, \quad T = \xi^{-1} \tilde{T}, \quad L = \xi^{-1} \tilde{L}, \quad \mu = \xi \tilde{\mu}.$$  

We then expect that the dimensionless parameters can be used to compare the models. As the scale $\xi$ only contributes as a global term, the final expressions do not depend on it. In what follows we drop the tilde and all parameters are understood to be dimensionless unless explicitly stated.

### 2.1 $D = 1 + 3$

In this section we explore the case $D = 1 + 3$, constructing its critical equation. As a consequence of the dimension there is a pole in the gamma function, see Eq. (7), which can be made explicit by taking $D = 4 - 2\varepsilon$ for vanishing $\varepsilon$, in such a way that

$$\frac{\lambda \omega \Gamma \left(\frac{4-D}{2}\right)}{(4\pi)^{D/2} (2\omega)^{D/2}} \xi_H \left(\frac{4-D}{2}, \frac{m_0^2}{2\omega} + \frac{1}{2}\right) = \frac{\lambda \omega}{(4\pi)^2} \left\{ -\frac{m_0^2}{2\omega} \ln \left(\frac{2\pi}{\omega}\right) + \frac{\Gamma \left(\frac{m_0^2}{2\omega} + \frac{1}{2}\right)}{\sqrt{2\pi}} \right\}.$$  

In the last line of the above equation the divergences are removed employing the $\overline{\text{MS}}$ scheme and we use the representations of the Hurwitz zeta and its derivative ($\xi_H^{(1,0)}(a, z) = \frac{d}{da} \zeta_H(a, z)$) at $a = 0$. We point out that the expression is valid for $m_0^2 + \omega > 0$. Finally we obtain from Eq. (7)

$$m_{\text{eff}}^2 = m_0^2 + \frac{\lambda \omega}{(4\pi)^2} \left\{ -\frac{m_0^2}{2\omega} \ln \left(\frac{2\pi}{\omega}\right) + \frac{\Gamma \left(\frac{m_0^2}{2\omega} + \frac{1}{2}\right)}{\sqrt{2\pi}} \right\}$$

$$+ \frac{\lambda \omega}{(2\pi)^2} \sum_{\ell=0, n=1}^\infty \left\{ \cosh(n\beta m_{\ell}) K_0(n\beta m_{\ell}) + K_0(n\ell m_{\ell}) \right\}$$

$$+ \frac{\omega}{n \ell m_{\ell}} \sum_{n=1}^\infty \cosh(n\beta m_{\ell}) K_0 \left(\sqrt{n^2 \beta^2 + n^2 \ell^2 m_{\ell}}\right).$$

(8)

In the limit $\omega \rightarrow 0$ we recover the theory in the absence of external field. As an example, in the bulk (see Appendix A), the first order correction in $\omega$ is

$$m_{\text{eff}}^2 = m_0^2 + \frac{\lambda m_0^4}{2(4\pi)^2} \left[ \ln \left(\frac{m_0^2}{4\pi} - 1\right) - \frac{\lambda \omega^2}{12(4\pi)^2 m_0^2} \right]$$

$$+ \frac{\lambda}{(2\pi)^2} \sum_{n=1}^\infty \frac{m_0 T}{n} \cosh(n\beta m) K_1 \left(\frac{m_0 n}{T}\right)$$

$$- \frac{\omega^2 m_0}{24T} K_1 \left(\frac{m_0 n}{T}\right) + O(\omega^4).$$

(9)

Although analytically we can make $\omega \rightarrow 0$ this procedure is not numerically simple as the sum over the Landau levels converges slowly for an almost null magnetic field. This
statement is more evident in Fig. 1, where the point represented by the full black diamond is the $\omega = 0$ limit, while the dotted curve is the one obtained for generic $\omega$. We emphasize that, although the convergence is faster for high values of the magnetic field, our model is not restricted to that situation.

2.2 $D = 3$

To construct the $D = 3$ model we take Eq. (7) for $d = 1$ (removing $\beta$-dependent terms), specify $D = 3$—a case where there is no pole—and then sum over $n$ (size-dependent frequencies) to obtain

$$m_{\text{eff}}^2 = m_0^2 + \frac{\lambda \sqrt{2 \omega}}{8 \sqrt{2 \pi}} \zeta_H \left( \frac{1}{2}, \frac{m_0^2 + \omega}{2 \omega} \right) + \frac{\lambda \sqrt{2 \omega}}{4 \sqrt{2 \pi}} \sum_{\ell=0}^{\infty} \frac{1}{\sqrt{\ell + \frac{m_0^2 + \omega}{2 \omega}}}.$$  \hspace{1cm} (10)

We see that the corrected mass $m_{\text{eff}}^2$ now depends on $L$. The temperature is introduced via the mass term as $m_0^2 = \alpha (T - T_0)$ and $m_{\text{eff}}^2 = \alpha (T - T_c)$, corresponding with the usual choice of the Ginzburg–Landau theory of superconductivity. $T_c$ is the critical temperature and $T_0$ is the critical temperature in the bulk ($L \to \infty$) with no magnetic field ($\omega = 0$).

In the bulk, the third term disappears and we can determine an analytic limit for the condition $\omega \to 0$. In this limit the Hurwitz zeta function has the following asymptotic behavior:

$$\zeta_H \left( \frac{1}{2}, \frac{\omega + m^2}{2 \omega} \right) \sim -2 \left( \frac{\omega + m^2}{2 \omega} \right)^{\frac{1}{2}} \omega \to 0 \sim -\sqrt{\frac{2}{\omega}} |m|,$$ \hspace{1cm} (11)

therefore,

$$m_{\text{eff}}^2 = m_0^2 - \frac{\lambda}{8 \pi} |m_0|,$$ \hspace{1cm} (12)

which fixes a first correction to the critical temperature in this regime,

$$T_c = T_0 + \frac{\lambda^2}{64 \pi^2 \alpha}.$$  

2.3 Magnetically induced non-thermal transition

In this section we consider the zero-temperature limit and explore the existence of the so-called quantum phase transition [36,37], which are phase transitions driven not by the temperature but by another parameter. In our case, as the effective mass parameter [Eqs. (8) or (10)] depends on the magnetic field, there can be a magnetically induced phase transition. In other words, a first question to be asked is:

Is there any magnetically induced quantum phase transition undergoing in the system? In what follows, we shall make this investigation in the bulk ($L \to \infty$) with no chemical potential ($\mu = 0$).

For the $D = 1 + 3$ model, Eq. (8), the mass term at zero-temperature and in the bulk regime is just

$$m_{\text{eff}}^2 = m_0^2 + \frac{\lambda \omega}{(4 \pi)^2} \left( \frac{m_0^2}{2 \omega} \ln \left( \frac{2 \pi}{\omega} \right) + \frac{\Gamma \left( \frac{m_0^2}{2 \omega} + \frac{1}{2} \right)}{\sqrt{2 \pi}} \right).$$
As an approximation, we can take the asymptotic behavior with respect to the magnetic field using

\[
\lim_{\omega \to \infty} \frac{\ln 1/\omega}{\omega} = 0, \\
\lim_{\omega \to \infty} \ln \Gamma \left( \frac{\alpha}{\omega} + \frac{1}{2} \right) = \frac{\ln \pi}{2},
\]

in such a way that

\[
m_{\text{eff}}^2 = m_0^2 - \frac{\lambda \omega \ln 2}{2(4\pi)^2}. \tag{13}
\]

This expression, although exact only for high values of \(\omega\), is in a very good agreement with the exact expression. In means that there exists a critical field \(\omega_c\) (which defines a null critical temperature, \(m_{\text{eff}}^2(T_c = 0, \omega_c) = 0\)) at the bulk only if \(m_0^2 > 0\). This behavior should already be expected, taking into account the bulk case where only the external magnetic field \(\omega\) and the temperature \(T\) play a role: while \(\omega\) induces order in the system (for \(m_0^2 > 0\) and fixed \(T\) there always exists a \(\omega_c\) such that \(m_{\text{eff}}^2 < 0\) for \(\omega > \omega_c\)), \(T\) induces disorder (for a fixed magnetic field, there always exists a \(T_c\) such that \(m_{\text{eff}}^2 > 0\) for \(T > T_c\)). If the system is already ordered at zero-temperature (\(m_0^2 < 0\)) there can only be thermal transitions. But, if the system is disordered at zero-temperature (\(m_0^2 > 0\)) the increase in magnetic field can generate ordering, so the system undergoes a non-thermal transition.

However, the temperature and the magnetic field begin to compete above \(\omega_c\), meaning that it is always possible to obtain some critical temperature at which disorder is restored. We show the general behavior in Fig. 1 for a non-zero critical temperature, the competing behavior is evident and signals the so-called magnetic catalysis: as the external magnetic field grows the critical temperature increases. For \(m_0^2 = -0.2\) the sum over Landau levels is slowly convergent for low-valued magnetic fields. However, the zero field behavior is well known, Eq. (9), and is exhibited as a black diamond (see Fig. 1) which agrees with the curve behavior.

For \(D = 3\) the magnetically induced non-thermal phase transition happens in a different context. Taking the model of Eq. (10), in the bulk and with zero-temperature and then expanding it asymptotically for high values of \(\omega\), we obtain

\[
M^2 = -\alpha T_0 + \frac{\lambda^2}{8\sqrt{2\pi}} \left[ (\sqrt{2} - 1) \xi(1/2) \\
+ (\sqrt{2} - 1/2) \xi(3/2) \frac{\alpha T_0}{2\omega} + \mathcal{O}(\omega^{-2}) \right].
\]

Here \(\xi(a)\) is the Riemann zeta function. Critically, this means, considering only the first correction,

\[
\sqrt{\omega_c} = \frac{8\sqrt{2}\pi}{(\sqrt{2} - 1)\xi(1/2)} \frac{\alpha T_0}{\lambda}, \tag{14}
\]

and as \(\xi(1/2) < 0\), the condition \(\alpha < 0\) must be fulfilled to guarantee the existence of a magnetically induced transition.

We stress that, similarly to the \(D = 1 + 3\) case, the existence of a magnetic transition at zero-temperature requires that the phase is originally disordered (as the increase in magnetic field stimulates the ordering). Here, as \(m_0^2(T = 0) = -\alpha T_0\) this can only happens if \(\alpha < 0\).

The \(\alpha < 0\) case is strange as it describes an inverse transition: the increase in temperature orders the system. We exhibit this result as an academic curiosity, see Fig. 1, for both possible situations: \(\alpha < 0, \alpha > 0\). The common point to both curves is \(T_0\), which is the critical temperature value at \(\omega = 0\).

3 Comparison and results

In this section we explore the consequences of the discussed models. As a general guide we assume that the phase is ordered/broken at zero-temperature, which is ensured by taking \(m_0^2 < 0\) (at \(D = 1 + 3\) and \(\alpha > 0\) (at \(D = 3\)). This means, as we have already seen, the nonexistence of a magnetically induced non-thermal transition (at the bulk and with zero chemical potential).

To make the comparison clear we start at the bulk \((L \to \infty)\) with zero chemical potential. The phase diagram of the external magnetic field \((\omega)\) and critical temperature \((T_c)\) is shown in Fig. 2 for both \(D = 3\) (full line) and \(D = 1 + 3\) (dashed line) and exhibits a clear increase. This phenomenon is known as magnetic catalysis [24–26] and it means that the increase in \(\omega\) favors the system ordering, then it becomes necessary to also increase temperature to restore the disorder/symmetry. Both \(D = 3\) and \(D = 1 + 3\) qualitatively agree; to compute the graph in Fig. 2, we choose some ideal values for \(T_0\) and \(\alpha\) which allow a quantitative agreement for asymptotic values of the magnetic field with the arbitrary choice of \(m_0^2 = -1\) and \(\lambda = 1\).

Regarding the arbitrary choice of parameters, it is remarkable that the agreement is sustained not only at the bulk but near it, as shown in Fig. 3. The differences between the models become evident only when the system’s size diminishes. This concordance can be seen as a main result, and reveals the existence of a plateau near the bulk at which the critical temperature weakly changes. We remark that the “size” of this plateau is increased with the magnetic field.
Fig. 2 Phase diagram of the critical temperature and external magnetic field at the bulk. Full curve is the $D = 3$ model with $T_0 = 4.35$ and $\alpha = 0.0569$, the dashed curve is from $D = 1 + 3$ for $m^2 = -1$ and series truncated at 50 terms. For both models we used $\lambda = 1$

However, some features are qualitatively preserved. There is the presence of a minimal length (at which the critical temperature is zero) below which the system is in the disordered phase. This result is in agreement with previous work regarding phase transitions in size-dependent systems [19–23]. Another evident result is that the increase in the external magnetic field not only increases the bulk critical temperature but diminishes the minimal length (both for $D = 3$ and $D = 1 + 3$). This means that the increase of the magnetic field allows smaller systems to undergo a phase transition.

With the model at $D = 1 + 3$ we can study the chemical potential dependency, as shown at Fig. 4. The remarkable property is that the minimal length is not affected by the chemical potential, while the bulk critical temperature is highly modified. The phase diagram has its shape changed, as the bulk plateau diminishes with the increase of the chemical potential. We stress the physical information contained here: the chemical potential does not affect the minimal size of the model but the increase in the chemical potential makes the symmetry restoration easier to achieve.

Another important feature regarding the critical temperature reduction with the chemical potential increase is the existence of a critical point $\mu^* = \sqrt{m_0^2 + \omega}$, where the value of $T_c$ goes to zero regardless of other parameters. Numerically, at this critical point the series diverges and $m_{\text{eff}}^2$ becomes positively divergent in such a way that the phase turns out to be completely disordered. Therefore, the phase diagram is obliterated and only the disordered phase survives.

We must remark that by now we have already introduced the notion of two zero-temperature transitions: the first one is induced by the characteristic length where the critical point is the so-called minimal length $L_{\text{min}}$; while the second one is induced by the chemical potential. A zero-temperature phase diagram depending on $\mu$ and $\omega$ is shown at Fig. 5 with finite-size effects. The $\omega \times \mu^*$ behavior near the bulk ($1/L = 5$, dotted curve) has good agreement with the expression $\mu^* = \sqrt{m^2 + \omega}$ (full line) but there exist sensible effects if the system size is below the so-called minimal length $L_{\text{min}}$ as can be seen for $1/L = 8, 10$ (respectively dashed and
Fig. 5  Phase diagram with external field $\omega$ and chemical potential $\mu$ as control parameters. Full line is the bulk $\mu = \sqrt{m^2 + \omega}$, $1/L = 5$, $8$, $10$, respectively, for the dotted, dashed and dot-dashed curves. Under the curves the phase is disordered, above the curves the phase is ordered and the broken symmetry can be thermally restored. We used $m^2 = -1$ and $\lambda = 1$

dot-dashed curves). This occurs because for $L < L_{\text{min}}$ the system is confined in the symmetric/disordered phase, this introduces the cut seen in Fig. 5. Under each curve the phase is disordered, and ordered above it. We see that we can cross phases using the $\omega$, $\mu$, $L$ parameters and still stay at $T_c = 0$, so we are undergoing zero-temperature transitions.

4 Physical discussion

The monotonically increasing behavior for $T_c(\omega)$ for high $\omega$ is associated with the hypothetical phenomenon called magnetic catalysis: strong magnetic fields force the system to stay in the broken/ordered phase, thereby imposing an increasing of the critical temperature. The system considered as the best candidate is a complex Bose gas whose ordered phase is a complex Bose condensate superfluid. This could be related, for example, to a complex pion condensate in a neutron star.

However, a word of caution must be told: the magnetic behavior in this model is a consequence of the particular form in which the thermal and size effects are introduced. Let us take the example of the superconductivity case, also described by using the complex scalar functional of Eq. (2). In this case magnetism does not favor the superconductivity state, the increase of the external magnetic field decreases the critical temperature and favors the normal state (disordered phase).

In spite of the non-physical magnetic effect predicted by the theory, the predicted finite-size effects could be tested in the superconductivity case (superconducting film). Such “spurious” magnetic dependence can be absorbed in a redefinition of the mass parameter $m^2$ ($D = 1 + 3$ case), allowing to compare with experimental data in a constant external magnetic field for a superconducting film. The field model predicts finite-size effects based on our phase transition approach, which can always be tested regardless of the particular magnetic response in the superconducting case.

5 Conclusions

In this article, using the loop expansion at the lowest approximation, we have explored the phase transition phenomena concerning a complex scalar model in the presence of a constant external magnetic field, introducing temperature, finite-size and chemical potential effects. We emphasize that we have not limited ourselves neither to strong magnetic field nor to the high temperature limit. To obtain our results we took into account all Landau levels and also the whole range of temperatures ($0 \leq \beta^{-1} < \infty$).

We assumed that, considering the bulk (very large system) at zero-temperature and with the magnetic field turned off the system is originally in the ordered/broken phase.

In general, we have observed effects such that the increase in the temperature and chemical potential induces disordering/symmetry restoration, while the increase in the system characteristic length and constant external magnetic field induces ordering/symmetry breaking. The competing effects of these parameters determine the system behavior.

In the bulk we have observed magnetic catalysis: as the magnetic field grows (inducing more ordering) there is an increase in the critical temperature needed to restore the symmetry. Taking into account size effects, we saw that for tiny systems the critical temperature diminishes and it is possible to define a minimal length below which the phase is disordered and there is no thermal transition. By including the chemical potential, we have seen that, while this does not affect the minimal width, there is a decrease in the critical temperature. We have obtained the result that at a critical chemical potential the system becomes fully disordered. Based on previous results we have obtained a zero-temperature phase diagram for the model, describing how the magnetic field, chemical potential and finite-size effects can transport the system from the ordered to the disordered phase at zero-temperature.

We have also shown that the Ginzburg–Landau approximation ($D = 3$ model) to introduce temperature directly into the mass term stays qualitatively consistent and, using the models of this article, it only differs from the more suitable finite temperature approach ($D = 1 + 3$ model) when dealing with systems of very small size and low-valued magnetic fields.
to obtain, up to the first order correction,
\[
\frac{\lambda \omega}{(4\pi)^2} \left\{ -\frac{m^2}{2\omega} \ln \left( \frac{2\pi}{\omega} \right) + \ln \left( \frac{m^2}{2\omega} + \frac{1}{2} \right) \right\}
\]
\[= \frac{\lambda m^2}{2(4\pi)^2} \left( \ln \frac{m^2}{4\pi} - 1 \right) - \frac{\lambda \omega^2}{12(4\pi)^2 m^2} + \mathcal{O}(\omega^4). \tag{16}
\]
We see that the term that survives the limit \(\omega \to 0\) is exactly the one that would be obtained if we had considered a model without magnetic field from the beginning.

For the thermal part of Eq. (8),
\[
\frac{\lambda \omega}{(2\pi)^2} \sum_{n=0,\ell=1} \mathcal{K}_0 \left( \frac{n}{T} \sqrt{m^2 + (2\ell + 1)\omega} \right),
\]
we use an integral representation of the modified Bessel function of the second kind (Eq. 8.432-6 in [38])
\[
K_\nu(z) = \frac{1}{2} \left( \frac{z}{2} \right)^\nu \int_0^\infty e^{-t - \frac{z^2}{2t}} t^{\nu - 1} dt
\]
so that the sum over the Landau levels is just a geometric series and we obtain
\[
\sum_{\ell=0}^\infty \omega \mathcal{K}_0 \left( \frac{n}{T} \sqrt{m^2 + (2\ell + 1)\omega} \right) = \int_0^\infty \frac{\omega e^{-t} e^{-\frac{\omega^2}{2t^2}} e^{-\frac{n^2\omega^2}{48T^2t}}}{2t \left( 1 - e^{-\frac{\omega^2}{2T^2}} \right)} dt.
\]

Expanding for a low-valued external magnetic field we have
\[
\frac{\omega e^{-\frac{\omega^2}{4T^2}}}{1 - e^{-\frac{\omega^2}{2T^2}}} \approx \frac{2T^2 t}{n^2} - \frac{n^2 \omega^2}{48T^2 t^2} + \mathcal{O}(\omega^4),
\]
and we can use again the integral representation of Eq. (17) to obtain
\[
\sum_{\ell=0}^\infty \omega \mathcal{K}_0 \left( \frac{n}{T} \sqrt{m^2 + (2\ell + 1)\omega} \right) = \frac{mT}{n} K_1 \left( \frac{mn}{T} \right) - \frac{\omega^2 nm}{24T} K_1 \left( \frac{mn}{T} \right) + \mathcal{O}(\omega^4). \tag{18}
\]
As \(K_{\nu}(x) = K_{\nu}(x)\) we finally see that the zero magnetic field case is included in our model for \(D = 1 + 3\).

\[
\frac{\lambda \omega}{(2\pi)^2} \sum_{\ell=0, n=1} \mathcal{K}_0 \left( \frac{n}{T} \sqrt{m^2 + (2\ell + 1)\omega} \right) \approx \int_0^\infty \frac{\omega e^{-t} e^{-\frac{\omega^2}{2t^2}} e^{-\frac{n^2\omega^2}{48T^2t}}}{2t \left( 1 - e^{-\frac{\omega^2}{2T^2}} \right)} dt.
\]
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Appendix A: Zero magnetic field limit

In this section we show that the zero magnetic field case is included in our model, although not easily noted. First, to treat the part of Eq. (8) which is independent of the temperature and size we use the asymptotic series of the gamma function
\[
\Gamma(z) \sim e^{-z} z^{-1/2} \sqrt{2\pi} \left( 1 + \frac{1}{12z} + \cdots \right) \tag{15}
\]
to obtain, up to the first order correction,
\[
\frac{\lambda \omega}{(4\pi)^2} \left\{ -\frac{m^2}{2\omega} \ln \left( \frac{2\pi}{\omega} \right) + \ln \left( \frac{m^2}{2\omega} + \frac{1}{2} \right) \right\}
\]
\[= \frac{\lambda m^2}{2(4\pi)^2} \left( \ln \frac{m^2}{4\pi} - 1 \right) - \frac{\lambda \omega^2}{12(4\pi)^2 m^2} + \mathcal{O}(\omega^4).
\]
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