A new weighting method for improving the WENO-Z scheme
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1 | INTRODUCTION

The weighted essentially nonoscillatory (WENO) schemes have now become a kind of popular method in computational fluid dynamics.1 The basic idea of WENO schemes is that the numerical flux is calculated by using a convex combination of all the local numerical fluxes of candidate substencils, each being assigned a nonlinear weight that determines the contribution of this substencil. The weights can be designed as follows. In smooth regions, they approach certain optimal weights to achieve a high order of accuracy, whereas in regions near discontinuities, the substencils that contain the discontinuities are assigned small weights to keep the property of essential nonoscillation. Hence, an important issue for developing WENO schemes is how to evaluate the smoothness of substencils and weights.

In the first WENO scheme, Liu et al.2 used a linear combination of the squares of all hierarchical undivided differences to measure the smoothness of a numerical flux on a substencil. Later, the analysis of Jiang and Shu3 showed that the WENO scheme constructed from an $r$th-order essentially nonoscillatory (ENO) scheme4 with the smoothness measurement of Liu et al. is only $(r + 1)$th-order accurate, and a classical way, which uses a sum of the $L^2$ norms of all the derivatives of the interpolation polynomial over the interval of integration, was proposed to calculate the local smoothness indicators.
Then, Balsara and Shu\(^5\) extended the WENO scheme up to the eleventh order. Henrick et al\(^6\) derived the necessary and sufficient conditions for the fifth-order convergence of a fifth-order WENO scheme and pointed out that the weights generated by the method of Jiang and Shu\(^3\) cannot meet the conditions at a critical point where the first derivative is zero. In their work,\(^6\) a mapping function for the weights was proposed and the new mapped WENO (WENO-M) scheme can achieve fifth-order convergence in smooth regions including critical points.

Borges et al\(^7\) proposed a different method to calculate weights by incorporating the higher-order information (global smoothness indicator, abbreviated to GSI) about the regularity of the numerical solution. The new weights can satisfy the sufficient conditions for optimal order. In fact, the convergence order of the fifth-order WENO (WENO-Z) scheme proposed by Borges et al\(^7\) at critical points is influenced by the power parameter in the definition of weights, for example, the accuracy is of fourth and fifth order if the power \(q\) takes the value of 1 and 2, respectively. On the other hand, Borges et al pointed out that, for solutions containing the discontinuities, increasing \(q\) makes the scheme more dissipative. The weighting method proposed by Borges et al provides a straightforward way for improving the performance of a WENO scheme. Castro et al\(^8\) developed higher-order WENO-Z schemes. Ha et al\(^9\) introduced a set of different LSIs for substencils and a sixth-order GSI \(\zeta\) to calculate weights; the new WENO-Z-type (WENO-NS) scheme improves the ability of detecting the complicated solution structures. Kim et al\(^10\) further introduced a parameter to make a balanced trade-off among the new LSIs of Ha et al\(^9\); the resulted scheme (WENO-P) yields better results than WENO-NS for problems including discontinuities. Fan et al\(^11\) constructed several higher-order (up to the eighth order) GSIs; the associated WENO-Z-type schemes (WENO-Z\(\eta\)) can obtain fifth convergence order in smooth regions, even at the second-order critical points where both the first and second derivatives vanish. Hu et al\(^12\) constructed an adaptive central-upwind WENO scheme (WENO-CU6) in which a tunable parameter was introduced for the weighting function of WENO-Z to increase the contribution of optimal weights. Acker et al\(^13\) presented a way of increasing the relevance of less smooth substencils by adding a new term into the WENO-Z weights; the new scheme (WENO-Z+) improves the resolution of the high-frequency smooth waves. These WENO-Z-type schemes mentioned above successfully improve the accuracy and decrease the dissipation in many problems. However, some of them, such as WENO-NS, WENO-P, WENO-CU6, and WENOZ+ schemes, introduced empirical tunable parameters, and hence, their applications are limited. Some of them, such as WENO-Z\(\eta\) schemes, are prone to generate spurious oscillations near shock regions. Although the authors\(^7,13\) demonstrated that the smaller dissipation of the scheme has more influence than its convergence rate at critical points when solving problems with shocks; how to get both the optimal order at critical points and lower the dissipation of a WENO-Z-type scheme is still worthy to be studied, especially for simulating the complicated flow fields.

In this paper, we propose a new sixth-order GSI (GSI-6), and a function consisted of the GSI-6 and LSIs (IS\(_k\)) to calculate the weights of the fifth-order WENO scheme. For a smooth solution, the new weights satisfy the sufficient condition for fifth-order convergence in smooth regions; hence, the new scheme performs better than the WENO-Z scheme. However, for discontinuous solutions, the weights of the new scheme assigned to discontinuous substencils are as large as the ones of WENO-Z, ie, the behavior of the new scheme in shock regions is similar to that of the WENO-Z scheme. Hence, the new scheme performs well for both smooth and discontinuous solutions.

This paper is organized as follows. In Section 2, several WENO schemes are briefly introduced. In Section 3, the new scheme is proposed and a detailed discussion is given. In Section 4, various numerical examples are presented to demonstrate the good performance of the new scheme. Concluding remarks are given in Section 5.

## 2 | THE WENO SCHEMES

In this section, we briefly review the WENO schemes by using the scalar conservative law equation

\[
\frac{\partial u}{\partial t} + \frac{\partial f(u)}{\partial x} = 0.
\]

(1)

As in the works of Henrick et al\(^6\) and Borges et al\(^7\) by defining the points \(x_i = i\Delta x, (i = 0, \ldots, N)\), where \(\Delta x\) is the uniform grid spacing, (1) can be approximated by a conservative finite difference formula as follows:

\[
\frac{du_i}{dt} = -\frac{\tilde{f}_{i+1/2} - \tilde{f}_{i-1/2}}{\Delta x},
\]

(2)

where \(\tilde{f}_{i\pm1/2}\) are the numerical fluxes.
2.1 The WENO-JS scheme

The flux of a fifth-order WENO scheme can be written as

$$f_{i+1/2} = \sum_{k=0}^{2} \omega_k q_k,$$  \hspace{1cm} (3)

where $q_k$ is the third-order flux on the substencil $S_k = (i + k - 2, i + k - 1, i + k)$ and given by

$$\begin{cases}
q_0 = \frac{1}{3} f_{i-2} - \frac{7}{6} f_{i-1} + \frac{11}{6} f_i, \\
q_1 = -\frac{1}{6} f_{i-1} + \frac{5}{6} f_i + \frac{1}{3} f_{i+1}, \\
q_2 = \frac{1}{3} f_i + \frac{5}{6} f_{i+1} - \frac{1}{6} f_{i+2}.
\end{cases}$$  \hspace{1cm} (4)

The weight function of Jiang and Shu\textsuperscript{3} is

$$\omega_k^{JS} = \frac{\alpha_k}{\alpha_0 + \alpha_1 + \alpha_2}, \quad \alpha_k = \frac{c_k}{(IS_k + \epsilon)^2}, \quad k = 0, 1, 2,$$  \hspace{1cm} (5)

where $IS_k$ is called as LSI, which is used to measure the relative smoothness of a solution on the substencil $S_k$. $c_0 = 0.1, c_1 = 0.6$ and $c_2 = 0.3$ are the optimal weights, which generate the fifth-order upstream scheme. $\epsilon$ is a positive real number introduced to avoid the denominator becoming zero. Henrick et al\textsuperscript{6} discussed the role of $\epsilon$. To avoid the values of $\epsilon$ affecting the ENO behavior, $\epsilon = 10^{-40}$ is suggested by Henrick et al\textsuperscript{6} and used in this paper.

Jiang and Shu\textsuperscript{3} proposed a classical LSI as

$$IS_k = \sum_{l=1}^{r-1} \int_{x_{i-1/2}}^{x_{i+1/2}} (\Delta x)^{2l-1} \left( q_k^{(l)} \right)^2 dx,$$  \hspace{1cm} (6)

where $q_k^{(l)}$ is the $l$th-order derivative of $q_k(x)$ and $q_k(x)$ is the interpolation polynomial on substencil $S_k$. Shen and Zha\textsuperscript{14} suggested using a flexible and simple formula to calculate the LSI

$$IS_k = \sum_{l=1}^{r-1} \gamma_l \left[ f_k^{(l)} \right]^2,$$  \hspace{1cm} (7)

where $f_k^{(l)}$ is the approximation of the $l$th derivative $f_i^{(l)} \Delta x^l$ on substencil $S_k$. For the fifth-order WENO scheme, $r = 3$ and

$$\begin{cases}
f_0^{(1)} = (f_{i-2} - 4f_{i-1} + 3f_i)/2, \\
f_1^{(1)} = (-f_{i-1} + f_{i+1})/2, \\
f_2^{(1)} = (-3f_i + 4f_{i+1} - f_{i+2})/2,
\end{cases} \quad \text{and} \quad \begin{cases}
f_0^{(2)} = f_{i-2} - 2f_{i-1} + f_i, \\
f_1^{(2)} = f_{i-1} - 2f_i + f_{i+1}, \\
f_2^{(2)} = f_i - 2f_{i+1} + f_{i+2}.
\end{cases}$$  \hspace{1cm} (8)

The coefficients $\gamma_1$ and $\gamma_2$ can choose different values. For example, the formula (6) of Jiang and Shu gives $\gamma_1 = 1$ and $\gamma_2 = 13/12$; Fan et al\textsuperscript{11} used $\gamma_1 = 1$ and $\gamma_2 = 1$. For analyzing conveniently in the next content, the Taylor expansion of $IS_k$ at $x_i$ for a smooth solution is given as the following:

$$\begin{aligned}
IS_0 &= f_i^2 \Delta x^2 + \left( \frac{13}{12} f_i'' f_i'''' - \frac{2}{3} f_i' f_i'''' \right) \Delta x^4 + \left( -\frac{13}{6} f_i''' f_i'' - \frac{1}{2} f_i' f_i^{(4)} \right) \Delta x^5 + O(\Delta x^6), \\
IS_1 &= f_i^2 \Delta x^2 + \left( \frac{13}{12} f_i'' f_i'' + \frac{1}{3} f_i' f_i'''' \right) \Delta x^4 + O(\Delta x^5), \\
IS_2 &= f_i^2 \Delta x^2 + \left( \frac{13}{12} f_i'' f_i''' - \frac{2}{3} f_i' f_i'''' \right) \Delta x^4 + \left( \frac{13}{6} f_i''' f_i'' - \frac{1}{2} f_i' f_i^{(4)} \right) \Delta x^5 + O(\Delta x^6).
\end{aligned}$$  \hspace{1cm} (9)

The expansion (9) means that

$$IS_k = \begin{cases}
D_0 \left[ 1 + O(\Delta x^2) \right], & D_0 = f_i^2 \Delta x^2, \quad f' \neq 0, \\
D_1 \left[ 1 + O(\Delta x) \right], & D_1 = \frac{13}{12} f_i'' \Delta x^3, \quad f' = 0.
\end{cases}$$  \hspace{1cm} (10)

Substituting (10) into (5) gives

$$\omega_k^{JS} = \begin{cases}
c_k + O(\Delta x^2), & f' \neq 0, \\
c_k + O(\Delta x), & f' = 0.
\end{cases}$$  \hspace{1cm} (11)
Henrick et al\textsuperscript{6} derived the necessary and sufficient conditions for the fifth-order convergence of a fifth-order WENO scheme and pointed out that the WENO-JS scheme may even decrease to third-order accuracy at critical points; hence, a mapping function\textsuperscript{6} is proposed to make the new weights to satisfy a sufficient condition, which is given as

$$\omega_k = c_k + O(\Delta x^4).$$  \hspace{1cm} (12)

Although it is not necessary, as mentioned by Henrick et al,\textsuperscript{6} (12) can serve as a simple criteria to design the weights for fifth-order WENO schemes.

\subsection*{2.2 The WENO-Z scheme}

The fifth-order WENO-Z scheme is proposed by Borges et al\textsuperscript{7} by introducing a GSI \( r \) to calculate the weights

$$\omega_k^Z = \frac{a_k}{a_0 + a_1 + a_2}, \quad a_k = c_k \left( 1 + \left( \frac{r}{IS_k + \epsilon} \right)^q \right).$$  \hspace{1cm} (13)

The original GSI of Borges et al is

$$\tau_5 = |IS_2 - IS_0|. \hspace{1cm} (14)$$

Applying the Taylor expansion of \( IS_k \) (9), there is

$$\tau_5 = \left| \frac{13}{3} f'' f''' - f' f^{(4)} \right| \Delta x^5 + O(\Delta x^6).$$  \hspace{1cm} (15)

Hence, one can get

$$\omega_k^Z = \begin{cases} c_k + O(\Delta x^{3q}), & f'_i \neq 0, \\ c_k + O(\Delta x^q), & f'_i = 0, \end{cases} \hspace{1cm} (16)$$

where \( q \) is a tunable parameter. The numerical results in the work of Borges et al\textsuperscript{7} demonstrated that, if \( q \) takes 1, the accuracy order at critical points is only fourth; with \( q = 2 \), the scheme can achieve fifth-order accuracy. Meanwhile, Borges et al pointed out that, for a solution containing the discontinuities, increasing \( q \) makes the scheme more dissipative and the smaller dissipation of WENO-Z has much more influence than its rate of convergence at critical points when solving problems with shocks. Hence, \( q = 1 \) is suggested for the WENO-Z scheme in the work of Borges et al.\textsuperscript{7}

\subsection*{2.3 Several improved WENO-Z-type schemes}

The weight function (13) of the WENO-Z scheme provides a straightforward method for improving the accuracy of a WENO scheme. Here, several improved WENO-Z-type schemes are briefly introduced.

WENO-NS: Ha et al\textsuperscript{8} constructed a sixth-order GSI as

$$\zeta = \frac{1}{2} \left( |\beta_0 - \beta_2|^2 + g(|L_{1, k} f|)^2 \right)^2, \hspace{1cm} (17)$$

where \( \beta_k = \xi |L_{1, k} f| + |L_{2, k} f| \) takes the similar expression as (7) in which \( \xi \) is a tunable parameter and \( L_{i, k} f \) is the approximation of the \( i \)th derivative \( f^{(i)}_{k+1/2} \) on substencil \( S_k \) and the LSI \( IS_k \) is calculated as \( IS_k = \beta_k^2 \).

WENO-P: To save the computational cost, Kim et al\textsuperscript{10} simplified the sixth-order GSI (17) as

$$\zeta = (\beta_0 - \beta_2)^2 \hspace{1cm} (18)$$

and introduced a parameter \( \delta \) to make a balanced contribution of the \( \beta_k \) of Ha et al as

$$\tilde{\beta}_0 = \beta_0, \quad \tilde{\beta}_1 = (1 + \delta)\beta_1, \quad \tilde{\beta}_2 = (1 - \delta)\beta_2. \hspace{1cm} (19)$$

WENO-Z\(H\): Fan et al\textsuperscript{11} proposed a sixth-order GSI as

$$\tau_5 = \left| \eta_5 - \frac{IS_0 + 4IS_1 + IS_2}{6} \right| \hspace{1cm} (20)$$

and 2 eighth-order GSIs as

$$\begin{align*}
\tau_{81} &= \left| \left( \frac{f_1^{(1)}}{f_0^{(1)}} \right) \left( f_0^{(2)} + 2f_2^{(2)} - 2f_1^{(2)} \right) \right|, \\
\tau_{82} &= \left( \frac{f_1^{(1)}}{f_2^{(1)}} \right)^2 + \left( f_0^{(2)} + 2f_2^{(2)} - 2f_1^{(2)} \right)^2.
\end{align*} \hspace{1cm} (21)$$

where \( \eta_5 = \frac{1}{144} [(f_{i-2} - 8f_{i-1} + 8f_{i+1} - f_{i+2})^2 + (f_{i-2} - 16f_{i-1} + 30f_{i} - 16f_{i+1} + f_{i+2})^2] \) and the \( IS_k \) (7) with \( \gamma_1 = \gamma_2 = 1 \) is used.
WENO-Z+: Acker et al\textsuperscript{13} proposed a way of improving the results of WENO-Z by increasing the weights of less smooth substencils

$$\alpha_k = c_k \left[ 1 + \left( \frac{\tau_5 + \epsilon}{\text{IS}_k + \epsilon} \right)^2 + \lambda \left( \text{IS}_k + \epsilon \right) \right],$$

where $\lambda$ is a parameter being dependent on the grid spacing.

WENO-CU6: Hu et al\textsuperscript{12} constructed an adaptive central-upwind WENO scheme in which the weights are constructed as

$$\omega_k = \frac{a_k}{\sum_{k=0}^{k=3} \omega_k}, \quad \alpha_k = c_k \left( C + \frac{\tau_6}{\text{IS}_k + \epsilon} \right),$$

where $\text{IS}_3$ is the smoothness indicator (6) on the stencil $S^6 = (i - 2, \ldots, i + 3)$ and $\tau_6 = \| \text{IS}_3 - (\text{IS}_0 + 4\text{IS}_1 + \text{IS}_2)/6 \|$. The parameter $C$ ($C = 20$ was suggested in the work of Hu et al\textsuperscript{12}) is introduced to increase the contribution of optimal weights and decrease the numerical dissipation.

Numerical results showed that the aforementioned improved WENO-Z-type schemes perform well in most of the tested cases. However, those parameters, such as $\xi$ in (17) and (18), $\delta$ in (19), $C$ in (23), and $\lambda$ in (22), are problem dependent and chosen empirically, and the WENO-Z\texteta schemes (use high-order GSIs (21) are prone to generate oscillations near discontinuities. Hence, the applications of these schemes to complex flow fields are greatly limited.

3 | THE NEW WENO SCHEME

In this section, we propose a new method to improve the accuracy of the WENO-Z scheme at critical points while keeping the ENO property near discontinuities.

3.1 | The new weighting method

First, a new GSI is designed as

$$\tau'_6 = \gamma_1 \left( |f_0^{(1)}| - |f_2^{(1)}| \right)^2 + \gamma_2 \left( |f_0^{(2)}| - |f_2^{(2)}| \right)^2,$$

where the parameters $\gamma_1$ and $\gamma_2$ are the same as used for $\text{IS}_k(7)$; in this paper, they take the same values ($\gamma_1 = 1$ and $\gamma_2 = 13/12$) as those of Jiang and Shu.\textsuperscript{3} It should be pointed out, since $f_k^{(0)}$ is required to calculate LSI $\text{IS}_k(7)$, $\tau'_6$ has only a few operations more than $\tau_5$ (14).

Then, a new method for calculating the weights is proposed as

$$\omega_k^{ZA} = \frac{a_k}{a_0 + a_1 + a_2}, \quad \alpha_k = c_k \left( 1 + \frac{A \cdot \tau'_6}{\text{IS}_k + \epsilon} \right),$$

where the function $A$ is suggested as

$$A = \frac{\tau'_6}{\text{IS}_0 + \text{IS}_2 - \tau'_6 + \epsilon}.$$

Clearly, there is

$$\tau'_6 \leq \gamma_1 \left( f_0^{(1)} \right)^2 + \gamma_2 \left( f_0^{(2)} \right)^2 + \gamma_1 \left( f_2^{(1)} \right)^2 + \gamma_2 \left( f_2^{(2)} \right)^2 = \text{IS}_0 + \text{IS}_2.$$

Hence, $\text{IS}_0 + \text{IS}_2 - \tau'_6 \geq 0$ and $A > 0$.

3.2 | The properties of the new weights

Next, we discuss the accuracy of the new weights in smooth regions and their behaviors near discontinuities.

For a smooth global stencil, by means of the Taylor series expansion and simple derivation, one can get

$$\tau'_6 \leq \gamma_1 \left( f_0^{(1)} - f_2^{(1)} \right)^2 + \gamma_2 \left( f_0^{(2)} - f_2^{(2)} \right)^2 = \left( \frac{1}{4} f_1^{(4)}(\Delta x)^4 + O(\Delta x)^6 \right)^2 + \left( \frac{13}{6} f_1^{(6)}(\Delta x)^3 + O(\Delta x)^5 \right)^2$$

$$= O(\Delta x^6).$$

$$\tau'_6 \leq \gamma_1 \left( f_0^{(1)} - f_2^{(1)} \right)^2 + \gamma_2 \left( f_0^{(2)} - f_2^{(2)} \right)^2 = \left( \frac{1}{4} f_1^{(4)}(\Delta x)^4 + O(\Delta x)^6 \right)^2 + \left( \frac{13}{6} f_1^{(6)}(\Delta x)^3 + O(\Delta x)^5 \right)^2$$

$$= O(\Delta x^6).$$
Then, substituting (9) and (28) into (26), one can easily find that
\[
A = \begin{cases} 
O(\Delta x^4), & f'_i \neq 0, \\
O(\Delta x^2), & f'_i = 0.
\end{cases}
\] (29)

Using the definition of the weights (25), it is obtained that
\[
\omega^ZA_k = c_k + O\left(\frac{A \cdot \tau'_6}{IS_k + \epsilon}\right) = \begin{cases} 
 c_k + O(\Delta x^8), & f'_i \neq 0, \\
 c_k + O(\Delta x^4), & f'_i = 0.
\end{cases}
\] (30)

Formula (30) implies that the new weights go beyond the sufficient condition (12), and hence, the fifth-order accuracy is guaranteed, including at critical points \(f'_i = 0\).

If the solution is discontinuous on a global stencil, without loss of generality, assume that the substencil \(S_0\) contains the discontinuity and \(S_2\) is smooth; then, there is
\[
IS_0 \gg IS_2, \text{ and } A \gg 1.
\] (31)

Thus, \(a_k\) in (25) can be approximated by
\[
a_k = A \cdot c_k \left(1 + \left(\frac{IS_k + \epsilon}{IS_0 + IS_2 - \tau'_6 + \epsilon}\right) \left(\frac{\tau'_6}{IS_k + \epsilon}\right)^2\right).
\] (32)

That means the regularized weights \((\omega^ZA_k)\) are mainly determined by the LSI \(IS_k\). Hence, the ENO property of the new scheme can be preserved well.

In addition, using the expression of function \(A\) (26), \(a_k\) in (25) can also be written as
\[
a_k = c_k \left(1 + \left(\frac{IS_k + \epsilon}{IS_0 + IS_2 - \tau'_6 + \epsilon}\right) \left(\frac{\tau'_6}{IS_k + \epsilon}\right)^2\right).
\] (33)

For a smooth stencil,
\[
\frac{IS_k + \epsilon}{IS_0 + IS_2 - \tau'_6 + \epsilon} = \begin{cases} 
 \frac{1}{2} + O(\Delta x^4), & f'_i \neq 0, \\
 \frac{1}{2} + O(\Delta x^2), & f'_i = 0.
\end{cases}
\] (34)

Hence, the new scheme has the same accuracy order (fifth order) as the weighted scheme with
\[
a_k = c_k \left(1 + \left(\frac{\tau'_6}{IS_k + \epsilon}\right)^2\right).
\] (35)

From the aforementioned analysis, we can conclude that the new scheme has low dissipation as the WENO-Z-type scheme with \(q = 1\) on the discontinuous stencil and is fifth-order convergence as the WENO-Z-type scheme with \(q = 2\) on the smooth stencil. For convenience, the WENO-Z-type scheme with \(\tau'_6\) (24) is denoted as WENO-Z\(\tau'_6\) and the new scheme (25) is denoted as WENO-Z\(A\).

It is noteworthy that the self-adaptive function \(A\) is very different from the tuning parameter \(C\). For smooth solutions, \(A\) is much smaller than 1 \((A \ll 1)\) and it plays a similar role in the weights as a large constant \(C\) introduced in (23) does; however, for solutions containing discontinuities, large \(C\) may generate oscillation and instability whereas \(A\) is much larger than 1 \((A \gg 1)\) and its effect similar to a small \(C\), as shown in (32); hence, the ENO properties can be preserved well.

As a matter of fact, \((A \cdot \tau'_6)\) can be regarded as a GSI \(\tau'_8\), which is independent of \(k\) and has the same dimension as \(IS_k\). From (28) and (29), there is
\[
\tau'_8 = A \cdot \tau'_6 = \begin{cases} 
O(\Delta x^{10}), & f'_i \neq 0, \\
O(\Delta x^8), & f'_i = 0.
\end{cases}
\] (36)

### 3.3 The dispersion and dissipation properties of the WENO-ZA scheme

In this section, the dispersion and dissipation properties of the present scheme are investigated by analyzing its spectral properties. The representation for the approximate dispersion relation of linear and nonlinear finite-difference schemes
can be found in the work of Pirozzoli. As shown in Figure 1, compared with the WENO-Z scheme, the present scheme improves both the dispersion and dissipation errors effectively.

4 | NUMERICAL EXAMPLES

In this section, several linear advection problems, i.e., 1- and 2-dimensional Euler problems are calculated, and in order to show the good performance of the new scheme, the following schemes are compared:

1. WENO-Z$: GSI \tau_5 (14) \text{ and } q = 1$;
2. WENO-Z2$: GSI \tau_5 (14) \text{ and } q = 2$;
3. WENO-NS$: GSI \zeta (17) \text{ and } \xi = 0.1 \text{ for linear problems, } \xi = 0.4 \text{ for nonlinear problems}$;
4. WENO-P$: GSI \zeta (18) \text{ and } \delta = 0.05$;
5. WENO-Zg$: GSI \tau_6 (20), \tau_81, \text{ and } \tau_82 (21), \text{ respectively, and } q = 1$;
6. WENO-Z+$: weighting method (22) \text{ and } GSI \tau_5 (14), \text{ and } \lambda = \Delta x^{2/3}$;
7. WENO-Z2$: GSI \tau_6' (24) \text{ and } q = 1$;
8. WENO-Z2$: GSI \tau_6' (24) \text{ and } q = 2$;
9. WENO-ZA: weighting method (25) \text{ and } GSI \tau_6' (24)$.

For convenience, the purpose of these comparisons is outlined as follows.

1. Testing WENO-Z$\tau_6'$ (see Table 1 and Figure 8) is to show that, comparing to other GSIs, $\tau_6'$ is a compromise GSI, which can keep the ENO property and achieve high-order accuracy simultaneously.
2. Testing WENO-Z2 and WENO-$\tau_6'$ (see Table 1 and Figures 4 and 8) is to show that, comparing the power $q = 1$, $q = 2$ can improve the accuracy order for a smooth solution, but it really increases the numerical dissipation near discontinuities.
3. The comparisons of WENO-$\tau_6'$, WENO-$\tau_6'2$, and WENO-ZA (see Table 1 and Figures 4 and 9) are used to show that the new weighting method (25) is necessary and valuable for both improving the accuracy in smooth regions and decreasing the dissipation near discontinuities.
4. The comparisons of WENO-ZA, WENO-Z, WENO-Zg, WENO-NS, and WENO-P (see Sections 4.1-4.3) are used to show the comprehensive advantages of WENO-ZA over the others, including ENO property, high-order accuracy, high resolution, and low dissipation.

In this paper, time advancement is performed with the fourth-order Runge-Kutta method.
The convergence rate at critical point

| Δx   | Error Up5 | Order | Error WENO-JS | Order | Error WENO-Z | Order | Error WENO-Z2 | Order |
|------|-----------|-------|---------------|-------|--------------|-------|--------------|-------|
| 5.00E−3 | 5.208E−14 | -     | 1.566E−07     | -     | 4.133E−09    | -     | 1.118E−10    | -     |
| 2.50E−3 | 1.628E−15 | 5.000 | 2.323E−08     | 2.752 | 3.353E−10    | 3.624 | 1.128E−11    | 3.309 |
| 1.25E−3 | 5.086E−17 | 5.000 | 3.138E−09     | 2.888 | 2.357E−11    | 3.831 | 5.866E−13    | 4.266 |
| 6.25E−4 | 1.589E−18 | 5.000 | 4.070E−10     | 2.947 | 1.558E−12    | 3.919 | 2.200E−14    | 4.737 |
| 3.12E−4 | 4.967E−20 | 5.000 | 5.180E−11     | 2.974 | 1.001E−13    | 3.960 | 7.448E−16    | 4.884 |

| Δx   | WENO-NS   |       | WENO-P        |       | WENO-Zrτ6(r81) |       | WENO-Zr′62(r81) |       |
|------|-----------|-------|---------------|-------|----------------|-------|----------------|-------|
| 5.00E−3 | 5.266E−11 | -     | 8.233E−10     | -     | 1.142E−11     | -     | 5.209E−14     | -     |
| 2.50E−3 | 1.938E−12 | 4.764 | 4.776E−11     | 4.108 | 4.756E−13     | 4.586 | 1.628E−15     | 5.000 |
| 1.25E−3 | 6.472E−14 | 4.905 | 2.892E−12     | 4.046 | 1.672E−14     | 4.830 | 5.086E−17     | 5.000 |
| 6.25E−4 | 2.084E−15 | 4.957 | 1.782E−13     | 4.021 | 5.518E−16     | 4.922 | 1.589E−18     | 5.000 |
| 3.12E−4 | 6.604E−17 | 4.980 | 1.106E−14     | 4.010 | 1.770E−17     | 4.962 | 4.967E−20     | 5.000 |

| Δx   | WENO-Z+   | WENO-Zr′6(r81) | WENO-Zr′62(r81) | WENO-ZA |
|------|-----------|----------------|----------------|--------|
| 5.00E−3 | 3.417E−08 | -              | 1.217E−10      | -      |
| 2.50E−3 | 4.975E−09 | 2.780          | 5.059E−12      | 4.589  |
| 1.25E−3 | 7.174E−10 | 2.794          | 1.778E−13      | 4.831  |
| 6.25E−4 | 1.019E−10 | 2.816          | 5.863E−15      | 4.922  |
| 3.12E−4 | 1.427E−11 | 2.836          | 1.880E−16      | 4.963  |

Abbreviations: Up5, fifth-order upstream; WENO, weighted essentially nonoscillatory.

4.1 The convergence rate at critical point

The function \( f(x) = x^3 + \cos(x) \) is used to test the numerical convergence order of different schemes. At \( x = 0 \), there is \( f'_x |_{x=0} = 0 \) and \( f''''_x |_{x=0} \neq 0 \). As shown in Table 1, the WENO-Z scheme and WENO-P scheme only get fourth-order accuracy. The WENO-Z2, WENO-NS, WENO-Zrτ6(r81), WENO-Zrτ6′(r81), WENO-Zr′6, WENO-Zr′62, and WENO-ZA schemes get fifth-order accuracy, but only the WENO-Zrτ6(r81), WENO-Zr′62, and WENO-ZA schemes can obtain the errors with the same order of magnitude as those of the fifth-order upstream (Up5) scheme, and the errors generated by the other schemes are at least 3 orders of magnitude larger than those of the WENO-ZA scheme. WENO-Zrτ6(r81) has similar results as WENO-Zrτ6(r81) and hence is not shown in this Table.

It should be noted that, for this case, the WENO-Z+ scheme can only obtain third-order accuracy, as well as the WENO-JS scheme. In addition, since the parameter \( \lambda \) is dependent on the grid spacing, the resulting WENO-Z+ scheme no longer preserves the scale invariance. This shortcoming greatly limits the applications of WENO-Z+. For the WENO-P scheme, the parameter \( \delta \) in (19) generates different coefficients in different ISk; hence, the accuracy rate is influenced.

As the results of the WENO-Zr′6 and WENO-Zr′62 schemes have shown, WENO-Zr′6 obtains similar results as the WENO-Z2 scheme since, at critical point, there are \( r'_6/(IS_k + \epsilon) = O(\Delta x^2) \) and \( [r_5/(IS_k + \epsilon)]^2 = O(\Delta x^2) \). In addition, as analyzed in Section 3.2, for the smooth solution, the WENO-Zr′62 scheme obtains almost the same errors as the new scheme with function \( A \) (WENO-ZA).

4.2 Linear advection problems

In this section, the linear advection Equation (37) is solved to compare the shock-capturing ability, robustness, and low-dissipation property of different schemes.

\[
\begin{cases}
\frac{dx}{dt} + \frac{du}{dx} = 0, & x_0 \leq x \leq x_1, \\
u(x, t = 0) = u_0(x), & \text{periodic boundary}
\end{cases}
\]  

(37)

The exact solution of (37) is \( u(x, t) = u_0(x - t) \).

4.2.1 Case 1: Linear problem with a discontinuity

\[
u_0(x) = \begin{cases}
-\sin(\pi x) - \frac{1}{2}x^3, & -1 \leq x < 0, \\
-\sin(\pi x) - \frac{1}{2}x^3 + 1, & 0 \leq x \leq 1.
\end{cases}
\]

(38)
First, the solution, which contains a discontinuity at $x = 0$, is used to show the behavior of the new GSI $\tau'_8 = A \cdot \tau'_6$ (36) in the smooth regions and discontinuous regions. Figure 2 is the distribution of the LSIs $I_S$ and 3 GSIs, i.e., $\tau_5, \tau'_6$, and $\tau'_8$, for the initial solution. As shown in Figure 2, the value of $\tau'_8$ is the smallest one in smooth regions, which indicates that $\tau'_8$ is an infinitesimal with higher order than $\tau_5$ and $\tau'_6$; hence, the new scheme is more accurate than WENO-Z. Although $\tau'_8$ is larger than the others near discontinuity, it does not break the ENO property, as illustrated in (32). In addition, Figure 3 shows that, near discontinuity, the weights of the new scheme are almost the same as those of WENO-Z; both of them assign larger weights to substencils containing discontinuity than WENO-JS (for example, see $\omega_{JS}^2, \omega_{Z}^2$, and $\omega_{ZA}^2$). Hence, as Borges et al\textsuperscript{7} pointed out, for the solution containing discontinuities, WENO-Z is less dissipative than WENO-JS because of the relative large weights assigned to the substencils containing discontinuities, and the same holds for the present scheme.

The numerical results at $t = 2$ with $N = 200$ and $\Delta t = \Delta x/2$ are plotted in Figure 4. Near discontinuity, the new scheme shows less dissipation than the WENO-Z $\tau'_6$ scheme and it is closer to the WENO-Z $\tau'_6$. This also indicates that the power $q = 2$ brings larger dissipation than $q = 1$, and the present weighting method (WENO-ZA) is effective in decreasing dissipation near discontinuities.
4.2.2 | Case 2: Linear problem to test the accuracy

\[ u_0(x) = \sin \left( \pi x - \frac{\sin(\pi x)}{\pi} \right), \quad -1 \leq x \leq 1 \quad (39) \]

This solution is often used to test the convergence order in \( L_\infty \) norm of WENO schemes. The errors, orders, and CPU time of the Up5, WENO-Z, and WENO-ZA schemes are compared in Table 2. The time step \( \Delta t = \Delta x^{5/4} \) is chosen, and the Fortran 95 program with quadruple precision is performed on Intel Xeon E5-2609 V4. As shown in this table, the WENO-ZA scheme gets fifth-order accuracy as the Up5 scheme does, but the WENO-Z scheme fails. Figure 5 gives the comparisons of computational efficiency. It can be seen that WENO-ZA costs about 10% CPU time more than WENO-Z; however, if high accuracy (for example, \( L_\infty < 1 \times 10^{-8} \) for this case) is required, the new scheme is more efficient than the WENO-Z scheme.

4.2.3 | Case 3: Linear problem with several critical points

\[ u_0(x) = e^{-\frac{(x-90)^2}{400}} \left( \cos \left( \frac{\pi}{8} (x - 90) \right) + \cos \left( \frac{\pi}{4} (x - 90) \right) \right), \quad 50 \leq x \leq 130 \quad (40) \]

This smooth solution containing several critical points is used to test the accuracy and numerical dissipation of different schemes. The numerical solutions at \( t = 400 \) are calculated with \( N = 100 \) and \( \Delta t = \Delta x/2 \). As shown in Figure 6, the WENO-ZA scheme obtains almost the same results as Up5; it behaves much better than WENO-Z. The results computed by the WENO-NS, WENO-P, and WENO-Z_\( \eta \) schemes are also shown in Figure 7. The results of the WENO-Z_\( \eta \) schemes (with high-order GSIs \( r_6, r_{81}, \) and \( r_{82} \)) are closer to that of WENO-ZA. However, due to the unbalanced contribution provided by 3 substencils in the WENO-NS and WENO-P schemes, both of them generate other issues such as overestimated extremum and obvious phase error.
4.2.4 Case 4: Combine-wave problem

The solution consisting of a Gaussian, a triangle, a square wave, and a semiellipse wave is calculated to validate the robustness of different schemes. The constants are $z = -0.7, \delta = 0.005, \beta = \ln(2)/(36\delta^2), a = 0.5, \text{ and } \alpha = 10$. It is solved until $t = 10$ with $N = 200$ and $\Delta t = \Delta x/2$.

\begin{align*}
  u(x, 0) &= \begin{cases} 
    \frac{1}{6} \left( G(x, \beta, z - \delta) + G(x, \beta, z + \delta) + 4G(x, \beta, z) \right), & -0.8 \leq x < -0.6, \\
    1, & -0.4 \leq x < -0.2, \\
    1 - |10(x - 0.1)|, & 0 \leq x < 0.2, \\
    \frac{1}{6} \left( F(x, \alpha, a - \delta) + F(x, \alpha, a + \delta) + 4F(x, \alpha, a) \right), & 0.4 \leq x < 0.6, \\
    0, & \text{otherwise},
  \end{cases} \\
  G(x, \beta, z) &= e^{-\beta(x-z)^2}, F(x, \alpha, a) = \sqrt{\max(1 - \alpha^2(x-a)^2, 0)}.
\end{align*}

(41)
The results of the WENO-Z$r'_6$, WENO-Z$r'_6$2, and WENO-$Z\eta(r_6)$ are compared in Figure 8. As shown in previous cases, the power $q = 2$ (WENO-Z$r'_6$2) generates larger dissipation than $q = 1$ (WENO-Z$r'_6$). The GSI $r_6$ (WENO-Z$r_6^{11}$) obtains clear overestimated and dissymmetric solutions.

The comparisons of WENO-Z, WENO-Z$r'_6$, and WENO-ZA are given in Figure 9. From the enlarged parts (Figure 9B), it can be seen that WENO-ZA shows less dissipation than the other 2 schemes.

The results of the WENO-$Z\eta$, WENO-NS, and WENO-P schemes are also plotted in Figures 10 and 11. As we can see the WENO-$Z\eta$ schemes (with higher-order GSIs $Z^{f_3}$ and $Z^{f_2}$) prone to generate oscillatory solutions near the discontinuities, the WENO-NS and WENO-P scheme obtain overshoot Gaussian wave and dissymmetric semiellipse wave and they also generate larger dissipation for the square wave than WENO-ZA.

From the comparisons of aforementioned cases, we can conclude that

1. $r'_6$ (24) proposed in this paper is a compromise GSI, which can keep the ENO property and achieve high-order accuracy simultaneously;
2. The new weighting method (25) is necessary and valuable for both improving the accuracy in smooth regions and decreasing the dissipation near discontinuities.
4.3 One-dimensional Euler problems

Next, we further study the behaviors of the WENO-ZA scheme in the 1-dimensional Euler problems. The governing equations are as follows:

$$\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} = 0,$$

(42)

where $U = (\rho, \rho u, E)^T$, $F(U) = (\rho u, \rho u^2 + p, u(E + p))^T$. $\rho, u, E$, and $p$ are density, velocity, total energy, and pressure, respectively, and for ideal gas $E = \frac{p}{\gamma-1} + \frac{1}{2} \rho u^2$. $\gamma$ is the ratio of specific heat. Time step is taken as

$$\Delta t = \frac{\sigma \Delta x}{\max_i (|u_i| + c_i)},$$

(43)

where $\sigma = 0.5$ is CFL number. $c$ is the speed of sound and given by $c = \sqrt{\gamma p/\rho}$. The characteristicwise Roe-type decomposition method is used for the local characteristic reconstruction. All the reference solutions were obtained by the WENO-Z scheme with a grid of 2000.
4.3.1 Case 5: Shu-Osher problem

The first 1-dimensional case is the Shu-Osher problem\(^\text{16}\) with the initial conditions

\[
(\rho, u, p) = \begin{cases} 
(3.857143, 2.629369, 31/3), & -5 \leq x < -4, \\
(1 + 0.2 \sin(5x), 0, 1), & -4 \leq x \leq 5.
\end{cases}
\]  

(44)

It is often used as a benchmark case to test the performance of different schemes. Figures 12-14 give the distributions of density at \(t = 1.8\) with \(N = 200\). As these figures have shown, the WENO-ZA scheme is less dissipative than WENO-Z (Figure 12), and it is also comparable with those improved schemes (such as WENO-Z\(\eta\), WENO-NS, and WENO-P). However, although WENO-Z\(\eta\), WENO-NS, and WENO-P can resolve this kind of high-frequency wave structure well, their dissipation is not large enough to suppress the oscillations in some problems with a strong shock, for example, they even cannot finish the calculation of the blast-waves interaction problem in the next case. Applications to the current case and the next case show the conclusion again, i.e., the WENO-ZA scheme proposed in this paper can keep the ENO property and has high accuracy and low dissipation, simultaneously.
4.3.2 Case 6: Blast-waves interaction problem

The second case is the blast-waves interaction problem with the initial conditions

\[
\begin{align*}
(\rho, u, p) = \begin{cases} 
(1, 0, 1000), & 0 \leq x < 0.1, \\
(1, 0, 0.01), & 0.1 \leq x < 0.9, \\
(1, 0, 100), & 0.9 \leq x \leq 1.
\end{cases}
\end{align*}
\]

The numerical results at \( t = 0.038 \) with \( N = 300 \) are presented in Figure 15. It can be seen that the WENO-ZA scheme obtains a more accurate solution than the WENO-Z scheme. As already pointed out previously, in this case, due to the small value (0.01) of pressure, a small overshoot may generate negative pressure; hence, the WENO-Z_\eta schemes and those schemes with unsuitable empirical parameters (WENO-NS and WENO-P) make the computation breakdown and no results can be obtained. Hence, the WENO-Z_\eta, WENO-NS, and WENO-P schemes are no longer discussed and compared in the following 2-dimensional problems.
4.4 | Two-dimensional Euler problems

The governing equation is the 2-dimensional Euler equation

\[
\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} = 0, \tag{46}
\]

where the conservative variables \(U\), and the inviscid flux vectors \(F\) and \(G\) are

\[
U = \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ E \end{bmatrix}, \quad F = \begin{bmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ Eu + pu \end{bmatrix}, \quad G = \begin{bmatrix} \rho v \\ \rho uv \\ pv^2 + p \\ Ev + pv \end{bmatrix}. \tag{47}
\]

The energy is given by

\[
E = \frac{\rho}{\gamma - 1} + \frac{\rho}{2} (u^2 + v^2). \tag{48}
\]
The Roe\textsuperscript{18} flux-splitting method is used for the inviscid convective fluxes and the time step is taken as follows:

\[
\Delta t = \sigma \frac{\Delta t_x \Delta t_y}{\Delta t_x + \Delta t_y},
\]

\[
\Delta t_x = \frac{\Delta x}{\max_{i,j} (|u_{i,j}| + c_{i,j})},
\]

\[
\Delta t_y = \frac{\Delta y}{\max_{i,j} (|v_{i,j}| + c_{i,j})}.
\] (49)

### 4.4.1 Case 7: Periodic vortex propagation problem

This is a 2-dimensional periodic vortex propagation problem\textsuperscript{19,20} used to assess the numerical dissipation of the finite-difference schemes. The vortex is described as a perturbation to the velocity $(u, v)$, temperature $(T = p/\rho)$, and entropy $(S = p/\rho')$ of the mean flow $(\rho, u, v, p) = (1, 0.5, 0, 1)$,

\[
\begin{align*}
\hat{u} &= -\frac{e^{(1-r^2)/2}}{2\pi} \hat{y}, \\
\hat{v} &= \frac{e^{(1-r^2)/2}}{2\pi} \hat{x}, \\
\hat{T} &= -\frac{(\gamma - 1)e^{(1-r^2)}}{8\pi}, \\
\hat{S} &= 0.
\end{align*}
\] (50)

![Figure 17](image-url)
where \((\tilde{x}, \tilde{y}) = (x - 5, y - 5)\), \(r^2 = \tilde{x}^2 + \tilde{y}^2\), and the vortex strength \(\epsilon = 0.5\). The computational domain is \([0, 10] \times [0, 10]\), and a periodic boundary condition is used in both directions. The results at \(t = 1000\) with a grid of \(50 \times 50\) are shown in Figure 16. Figure 17 gives the distributions of pressure and velocity \(v\) along the \(x\)-axis at \(y = 5\) and the evolution of kinetic energy \(E_k\), respectively. The kinetic energy is calculated by \(E_k = \sum_{i,j=1,1}^{N,M} \rho_{ij}(u_{ij}^2 + v_{ij}^2)/2\). From these figures, it can be seen that the WENO-ZA scheme performs as well as the upwind scheme (Up5) whereas the WENO-Z scheme shows larger dissipation.

4.4.2 Case 8: Riemann problem

This case is a 2-dimensional Riemann problem\(^9,21\) with the initial conditions

\[
(\rho, u, v, p) = \begin{cases} 
(1.5, 0, 0, 1.5), & 0.8 \leq x \leq 1, 0.8 \leq y \leq 1, \\
(0.5323, 1.206, 0, 0.3), & 0 \leq x < 0.8, 0.8 \leq y \leq 1, \\
(0.138, 1.206, 1.206, 0.029), & 0 \leq x < 0.8, 0 \leq y < 0.8, \\
(0.5323, 0, 1.206, 0.3), & 0.8 \leq x \leq 1, 0 \leq y < 0.8.
\end{cases}
\]

Two set meshes of \(200 \times 200\) and \(400 \times 400\) are used. The density contours at \(t = 0.8\) are shown in Figure 18. It can be seen that both WENO-Z and WENO-ZA schemes can capture reflection shocks and contact discontinuities well. However, the WENO-ZA scheme can resolve the roll-up of the Kelvin-Helmholtz instability with finer structures than the WENO-Z scheme.

**FIGURE 18** Density contours of the Riemann problem. WENO, weighted essentially nonoscillatory [Colour figure can be viewed at wileyonlinelibrary.com]
4.4.3 Case 9: Rayleigh-Taylor instability problem

The 2-dimensional Rayleigh-Taylor instability problem\(^{22,23}\) is often used to test the numerical dissipation of a high-order scheme. It describes the interface instability between fluids with different densities when acceleration is directed from the heavy fluid to the light one. The gravitational effect is introduced by adding \(\rho\) and \(\rho v\) to the flux of the \(y\)-momentum and the energy equations, respectively. The initial distribution is

\[
(\rho, u, v, p) = \begin{cases} 
(2, 0, -0.025\alpha \cos(8\pi x), 2y + 1), & 0 \leq y < 1/2, \\
(1, 0, -0.025\alpha \cos(8\pi x), y + 3/2), & 1/2 \leq y \leq 1,
\end{cases}
\]

and \(\alpha = \sqrt{\gamma p / \rho}\) is the speed of sound with \(\gamma = 5/3\). The computational domain is \([0, 0.25] \times [0, 1]\). The left and right boundaries are reflective boundary conditions, and the top and bottom boundaries are set as \((\rho, u, v, p) = (1, 0, 0, 2.5)\) and \((\rho, u, v, p) = (2, 0, 0, 1)\), respectively. The solution at \(t = 1.95\) is solved with 2 meshes of \(100 \times 400\) and \(200 \times 800\). The density contours are plotted in Figure 19. Similar as observed in the previous case, due to its less dissipation, the present scheme generates more complex instability structures than the WENO-Z scheme.

5 CONCLUSION REMARKS

To improve accuracy at critical points and keep low dissipation for the WENO-Z scheme, this paper has proposed a sixth-order GSI (GSI-6) and a function \(A\) about GSI-6 and the classical LSIs \((IS_k)\). Using the multiplication of GSI-6 and
the function to calculate the weights, the sufficient condition for fifth-order convergence in smooth regions including critical points is satisfied. Meanwhile, for a discontinuous global stencil, the weights assigned to those substencils containing discontinuities are almost as large as those of the original WENO-Z scheme with power \( q = 1 \); hence, low dissipation is also maintained.

In fact, the multiplication of GSI-6 and the proposed function \( A \) can be regarded as an eighth-order GSI (GSI-8). GSI-8 has the same dimension as the LSIs (\( IS_k \)), and there is no any problem-dependent parameter or grid spacing introduced. Hence, the proposed scheme with GSI-8 is more robust than most improved fifth-order WENO-Z schemes.

Furthermore, it is easy to extend the new idea to the third-order or higher-order WENO-Z-type schemes to improve their resolution.
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