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Edge-SiamNet and Edge-TripleNet: New Deep Learning Models for Handwritten Numeral Recognition

SUMMARY Handwritten numeral recognition is a classical and important task in the computer vision area. We propose two novel deep learning models for this task, which combine the edge extraction method and Siamese/Triple network structures. We evaluate the models on seven handwritten numeral datasets and the results demonstrate both the simplicity and effectiveness of our models, comparing to baseline methods.
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1. Introduction

Handwritten numeral recognition has been a classical and important problem in computer vision, which has a wide application in different areas, e.g., recognition of the handwritten amount on bank checks and postal codes on postcards. Before the popularity of deep learning [1], “shadow” machine learning methods including random forest and support vector machine have been applied to this problem and have achieved some progresses [2], [3].

In 2012, a deep convolutional neural net [4] called AlexNet [5] achieved 16% error rate in the ImageNet Challenge [6]. Since then, deep learning methods have achieved a great success in different tasks, e.g., futures price trends forecasting [7], traffic forecasting [8], food recognition [9]. With deep learning models, the recognition accuracy of handwritten numeral has greatly improved in the last few years. Even so, this problem has not been fully solved, and the progress is achieved on some very limited datasets.

Some of the previous studies are trying to extend the evaluations of handwritten numeral recognition tasks from the Arabic language to other languages by building new datasets, e.g., Kannada-MNIST [10]. With these up-to-date datasets, we can propose and evaluate new models, as we do here.

In this study, we propose two novel deep learning models, inspired by the idea of extracting and incorporating edge information [11] and the structure of Siamese Network [12], for the problem of handwritten numeral recognition. For an overall evaluation, we test and compare our models on seven datasets with the same or similar data format of MNIST and release our code and trained models for reproducibility and further research*. The experimental results demonstrate both the simplicity and effectiveness of our models.

Our contributions are summarized below:

- We propose two simple but effective deep learning models for handwritten numeral recognition, with the replicable code.
- We introduce the idea of using Siamese/Triple network structures into the handwritten numeral recognition task.
- We evaluate our models on seven handwritten numeral datasets and achieve the state-of-the-art performance.

2. Related Work

Deep learning models, especially those based on convolutional neural networks, have been applied in the field of handwritten numeral recognition. Bhattacharya and Chaudhuri [13] investigated the use of wavelets and multi-layer perceptron, in the identification of mixed Bangla, Devanagari and English numbers. Maitra et al. [14] used the classical LeNet-5 CNN model in the identification of five kinds of handwritten numbers, namely, Bangla, Devanagari, English, Oriya, and Telugu. For Bangla handwritten digit recognition only, auto-encoder and deep convolutional neural network are both explored [15].

3. Dataset

To fully evaluate the effectiveness of our models, we use seven handwritten datasets in different languages. They have the same or similar image formats with MNIST, which makes it easier for us to implement and compare the models.

Unless otherwise stated, each input image has a resolution of 28 × 28, in grayscale format, and corresponds to a number between 0 and 9. Specifically, the datasets used in this study include:

1. MNIST [4]: It is the classical handwritten numeral dataset, which consists of 60,000 training samples and 10,000 testing samples. It has been used extensively in the research area of handwritten numeral recognition as an widely-accepted dataset for comparison.

2. Tibetan-MNIST*: It is the first open dataset of Tibetan

*https://github.com/jwwthu/Edge-SiamNet
**https://www.kesci.com/home/dataset/5bf6734a954d6e0010683839
handwritten numerals and has not been used in previous studies. We transform the RGB format to the grayscale format and resize the original data from 32 × 32 to 28 × 28, to keep consistent with the other datasets. We manually divide the dataset into a training set with 14,214 samples and a testing set with 3,554 samples, while preserving the percentage of samples for each class during the splitting process.

3. Kannada-MNIST and Dig-MNIST [10]: Kannada-MNIST is a handwritten digits dataset for the Kannada language, which consists of 60,000 training samples and 10,000 testing samples. Dig-MNIST is an out-of-domain test dataset for Kannada-MNIST, which contains 10,240 testing samples and acts as an excellent test set for the generality of recognition models.

4. Bangla, Devanagari, and Telugu [16]: These datasets come from the CMATERdb database, which is a pattern recognition database created by the Cmater Research Laboratory for Training Education and Research in Jadavpur University, India. They are all languages used in some areas of India. We would use 6,000 Bangla numerals, 3,000 Devanagari numerals, and 3,000 Telugu numerals in this study and divide the datasets into training and testing sets with a ratio of 80% : 20%.

For a better illustration of these datasets, we show the samples of the numbers in different languages in Fig. 1. All the other datasets except Tibetan-MNIST are balanced, which means each digit has the same number of samples.

4. Proposed Models

In this study, we propose two novel models, namely, Edge-SiamNet and Edge-TripleNet, for handwritten numeral recognition. As indicated in their names, we firstly extract the edge images by the canny edge extraction method. An example of the input images and extracted edge images from 0 to 9 is shown in Fig. 2. Instead of using the edge features as residual connection as in [11], we propose to use a Siamese/Triple network structure to extract features from both the original input image and the edge image. Without introducing more parameters than EdgeNet, our approach improves the network’s performance of recognizing different numbers.

The network structures of Edge-SiamNet and Edge-TripleNet are shown in Fig. 3. In both Edge-SiamNet and Edge-TripleNet, we use the similar convolutional unit, which consists of a kernel size of 3 × 3, stride size of 1, activated with a ReLu function and followed by a dropout ratio of 25%. In Edge-SiamNet, the weights of three convolutional layers, namely, Conv1, Conv2, and Conv3 in Fig. 3, are shared, as shown by the dashed line with arrows. This Siamese network structure helps us to learn features from both the input and edge images with the same mechanism. In Edge-TripleNet, we further add the outputs of the first convolutional layers (iConv and eConv) and share the weights of Conv1, Conv2, and Conv3 by three times. Both Conv2 and Conv3 have a dilation rate of 2 and are used to extract the high-level features. After the Siamese and Triple network structures, the outputs are added and further processed by Conv4. Then the pooling and flatten operations are conducted. The softmax classifier consists of two fully connected layers and the dropout rate is also 25% in FC1. For the final layer F2, it has a output dimension of 10, because we have 10 classes in numeral recognition.

5. Experiment

5.1 Model Implementation

We use the Canny function provided by OpenCV† to extract edge images. The parameter setting used in the edge extraction process is consistent with the previous studies [11]. Specifically, we use 100 as the first threshold for the hysteresis procedure, 200 as second threshold for the hysteresis procedure, and 3 as the aperture size for the Sobel operator.

To build the neural networks, we use the Python packages Keras†† and Tensorflow†††. To compare with the models we propose, we also implement many standard classification models as baselines, including EdgeNet [11], a convolutional neural network (CNN)††††, LeNet [4], MobileNet [17], VGG16 [18], AlexNet [5], and ResNet50 [19]. Among all the networks, EdgeNet, Edge-SiamNet, and Edge-TripleNet have the smallest number of parameters as 836,938. The remaining parameter numbers are 1,199,882 for CNN, 1,256,080 for LeNet, 3,238,538 for MobileNet, 14,718,666 for VGG16, 21,598,922 for AlexNet,

†https://github.com/skvark/opencv-python
††https://keras.io/
†††https://www.tensorflow.org/
††††https://github.com/keras-team/keras/blob/master/examples/mnist_cnn.py
23,601,930 for ResNet50 in our implementations.

The model is trained and tested on a computer with Windows 10 OS, which has a hardware configuration of 16GB random-access memory (RAM) and Intel core i5-9600K central processing unit (CPU). We use a graphical accelerated processing (GPU) of GeForce RTX 2070 with 8GB RAM to accelerate the convolution operations used in the models.

5.2 Data Augmentation

To further improve the models’ performance, we use the same data augmentation techniques as in [11]. The benefits of data augmentation include adding data diversity and avoiding overfitting. With the three data augmentation techniques being applied, the training set is multiplied by three times in size.

- Rotation: The original image is randomly rotated between −45 to 45 degrees.
- Block Effect: The original image is resized into 14 × 14 dimension to loss some information and then is resized back into 28 × 28.
- Translation: A translation matrix, which is randomly selected between −5 to +5 pixels, is applied to the original image.

The result of applying these data augmentation techniques for numbers in MNIST is shown in Fig. 4. The data augmentation techniques are also implemented with OpenCV. The implementation details may refer to our public code.

5.3 Evaluation

To choose the best model, we further divide the training set into training and validation sets with a ratio of 80% : 20%. During the training process, we use a batch size of 128 and run each model for 100 epochs. The Adadelta [20] optimizer with a learning rate of 0.001 is chosen to minimize the categorical cross entry losses. Then the model weight with the best validation accuracy is saved and evaluated in the testing set. As a specific case, for the evaluation of Dig-MNIST, we use the best model trained and validated from Kannada-MNIST directly without any further revision.

We use accuracy as our main evaluation metric. For Tibetan-MNIST, we use a balanced accuracy, so that all classes have equal weights. The result is shown in Table 1, with a highlight of the best results in both cases of with and without data augmentation.

By comparing the performances between different models, Edge-SiamNet and Edge-TripleNet achieve a comparable performance with some of the state-of-the-art models, by using a much less parameters (e.g., 836,938 vs VGG16’s 14,718,666 and ResNet50’s 23,601,930), even though our models are not the best in every single dataset. The simple structure of our models make them still attractive, especially on mobile devices with limited resources.

We also observe that data augmentation techniques help to improve the out-of-sample accuracy for all models. The data augmentation techniques also narrow down the gap between our models and other models, e.g., VGG16 and ResNet50. With data augmentation, Edge-TripleNet and VGG16 both achieve the best accuracy on 4 out of 7 datasets.

The result of 99.25% on Tibetan-MNIST gives a competitive baseline for this dataset, which has not been covered in previous studies. The result of 87.45% on Dig-MNIST also achieves the best result for this dataset in the literature and significantly increases the result of 76.1% in [10].

6. Conclusion

In this study, we propose two novel deep learning learning models
for handwritten numeral recognition. We validate the models with seven handwritten numeral datasets, including some of the latest ones. The experimental results show both the simplicity and effectiveness of our models. And our models achieve the best accuracy on the latest dataset. The release of our code is convenient for deployment and comparison with our models in the further research.
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