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Abstract

We give sufficient conditions under which a random graph with a specified degree sequence is symmetric or asymmetric. In the case of bounded degree sequences, our characterisation captures the phase transition of the symmetry of the random graphs. This phase transition coincides with that of the graph connectivity. However, when the maximum degree is a growing function as the number of vertices tends to infinity, our results suggest that these two thresholds do not coincide any more.

1 Introduction

The study of random graphs was initiated by Erdős and Rényi [2,3], and by Gilbert [7] in the mid 20th century. A random graph is a probability measure over a set of n-vertex graphs. For instance, Erdős and Rényi introduced the random binomial graph $G(n, p)$ in which each edge between any pair of vertices appears independently with probability $p$. Since the seminal work [2,3] by Erdős and Rényi, various random graph models have been introduced. For any graph property $A_n$, we say $A_n$ holds asymptotically almost surely (a.a.s.) in a random graph $G_n$ if $P_{G_n}(A_n)$ goes to 1 as $n \to \infty$. Graph symmetry is among the earliest properties that were investigated by Erdős and Rényi [4] for random graphs $G(n, p)$. A graph is said to be asymmetric if the automorphism group of $G$ contains only the identity permutation. Otherwise, the graph is said to be symmetric. Erdős and Rényi [4] showed that if $\min\{p, 1 - p\} \geq (1 + \epsilon) \ln n/n$, then $G(n, p)$ is a.a.s. asymmetric. If $\min\{p, 1 - p\} \leq (1 - \epsilon) \ln n/n$ then either $G(n, p)$ or its complement contains many isolated vertices, resulting in symmetry. Note that $p = \ln n/n$ is the threshold for $G(n, p)$ being connected. Thus, the
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phase transition of graph symmetry coincides with that of graph connectivity in $G(n, p)$ until $p$ gets very close to 1.

The fact that the symmetry of $G(n, p)$ is caused by isolated vertices immediately motivates the study of symmetry of graphs with a specified degree sequence. Let $d = (d_1, \ldots, d_n)$ be a degree sequence where $M_1 = \sum_{i=1}^n d_i$ is necessarily even. Let $G(d)$ denote the uniformly random graph with degree sequence $d$. We use notation $G(n, d)$ in the case where all components of $d$ are equal to $d$. If $d \in \{0, 1, 2, n-3, n-2, n-1\}$ then it is easy to see that $G(n, d)$ is a.a.s symmetric due to its simple structure. The symmetry of $G(n, d)$ for non-trivial values of $d$ was studied by Bollobás [11] for bounded $d \geq 3$, and was studied by McKay and Wormald [11] for $d = o(\sqrt{n})$. Finally, Kim, Sudakov, and Vu [8] proved that a random $d$-regular graph is a.a.s. asymmetric for all $3 \leq d \leq n-4$. In the paper [11] by McKay and Wormald, the symmetry of $G(d)$ for more general degree sequences $d$ was studied. In particular, they proved that if $d$ is a “moderate” degree sequence (e.g. the maximum degree is not too large) where the minimum degree is at least 3, then a.a.s. $G(n, d)$ is asymmetric. In the case where the minimum degree is 1 or 2, they also gave sufficient conditions under which $G(d)$ is a.a.s. asymmetric. Let

$$n_j = \sum_{i=1}^n 1\{d_i = j\} \quad \text{and} \quad n_{\geq j} = \sum_{i=1}^n 1\{d_i \geq j\}.$$  

In the case of bounded degree sequences, McKay and Wormald’s result [11] implies the following.

**Theorem 1** ([11]). Fix $\Delta > 0$ and assume that $d$ is a degree sequence where $d_i \leq \Delta$ for all $1 \leq i \leq n$. If $n_1 = O(n^{1/3})$ and $n_2 = O(n^{2/3})$, then a.a.s. $G(d)$ is asymmetric.

In this paper, we strengthen the sufficient conditions in [11]. Recall that for a graph property $Q$, we say $G(n, p)$ has a threshold $p_0(n)$ with respect to $Q$ if

$$\lim_{n \to \infty} \mathbb{P}(G(n, p) \in Q) = \begin{cases} 0 & \text{if } p \ll p_0(n) \\ 1 & \text{if } p \gg p_0(n). \end{cases}$$

First we generalise the concept of threshold to $G(d)$. However, $G(d)$ is a much more complicated probability space to handle, and typically for the purpose of analysis we need to impose some conditions on $d$ such as an upper bound on $\max_{1 \leq j \leq n} d_j$. Thus, instead of considering all graphical degree sequences, we will consider a sequence of degree sequences $(D_n)_{n \in \mathbb{I}}$ indexed by $n \in \mathbb{I}$, where $\mathbb{I}$ is an infinite subset of $\mathbb{Z}_{\geq 1}$ (e.g. $\mathbb{I} = \mathbb{Z}_{\geq 1}$), and all degree sequences in $D_n$ are of form $d = (d_1, \ldots, d_n)$. Given a sequence $(D_n)_{n \in \mathbb{I}}$, we say graph property $Q$ has a sharp threshold, if there exist functions $f_n : \mathbb{R}^n \to \mathbb{R}$ such that for all $d \in D_n$,

$$\lim_{n \to \infty} \mathbb{P}(G(d) \in Q) = \begin{cases} 0 & \text{if } f_n(d) \ll 1 \\ 1 & \text{if } f_n(d) \gg 1. \end{cases}$$

For the study of the symmetry of $G(d)$ we may assume without loss of generality that all components of $d$ are at least 1. Thus, all degree sequences $d$ considered in this paper have no zero components. In the case of bounded degree sequences, our result captures the threshold of graph symmetry of $G(d)$; this is given in the following theorem.
Theorem 2. Fix $\Delta > 0$ and assume that $d$ is a degree sequence where $1 \leq d_i \leq \Delta$ for all $1 \leq i \leq n$.

(a) If $n_1 = o(n^{1/2})$ and $n_2 = o(n)$ then a.a.s. $G(d)$ is asymmetric.

(b) If $n_1 = \omega(n^{1/2})$ then a.a.s. $G(d)$ is symmetric.

(c) If there is a constant $c > 0$ such that
\[ n_1 > c n^{1/2} \quad \text{or} \quad n_2 > c n \]
then there is $\delta = \delta(c) > 0$ such that for all sufficiently large $n$
\[ \mathbb{P}(G(d) \text{ symmetric}) > \delta. \]

The symmetry threshold coincides exactly with that of graph connectivity for random graphs with bounded degree sequences [5].

Given $d = (d_1, \ldots, d_n)$ and a positive integer $i$, let $M_i = \sum_{j=1}^{n} (d_j)_i$, where $(x)_i = \prod_{j=0}^{i-1} (x-j)$ denotes the $i$-th falling factorial of $x$. Let
\[ \Delta = \max\{d_j : 1 \leq j \leq n\}, \quad d = \frac{M_1}{n}. \]

Theorem 2 follows as a corollary of the following results regarding the symmetry of $G(d)$ for more relaxed degree sequences.

Theorem 3. Suppose there are constants $R_1 > 0$, $R_2 > 0$ and $0 < \epsilon < 1$ such that degree sequence $d$ satisfies the following conditions:
\[ \frac{\Delta^2}{d} = o\left(n^{1/2} \frac{1}{R_1} - \frac{1}{R_2}\right), \quad \frac{\Delta^2}{d} = o\left(\frac{n^{1/4}}{n_1^{1/2}}\right); \quad \frac{\Delta^2}{d} = o\left(\frac{\Delta^2}{n_2^{1/2}}\right); \]
\[ \left(\frac{n_1}{n}\right)^{\alpha_i(1-\epsilon)} \left(\frac{\Delta^2}{d}\right)^{2-\epsilon} = o(1), \text{ for } i \in \{1, 2\}. \]
where $\alpha_2 = 1/(R_2 + 4)$, and $\alpha_1 = (1-\alpha_2)/(R_1 + 4)$. Then $G(d)$ is a.a.s. asymmetric.

In the next theorem, we give sufficient conditions under which $G(d)$ has a non-zero probability of being symmetric.

Theorem 4. Assume $\Delta^2 = o(M_1)$.

(a) If $n_1 = \omega\left(M_1/\sqrt{M_2}\right)$ or $n_2 = \omega\left(\sqrt{M_1^3/M_2}\right)$ then a.a.s. $G(d)$ is symmetric.

(b) If there is a constant $c > 0$ such that
\[ n_1 > c M_1/\sqrt{M_2}, \quad \text{or} \quad n_2 > c \sqrt{M_1^3/M_2}, \]
then there exists $\delta = \delta(c) > 0$ such that for all sufficiently large $n$,
\[ \mathbb{P}(G(d) \text{ symmetric}) > \delta. \]
Remark. (a) In the case $\Delta \to \infty$ slowly, there is a gap for $d$ between Theorems 3 and 4 inside which we cannot determine if $G(d)$ is a.a.s. asymmetric. This was caused by a non-tight bound on the probability of the appearance of a subgraph in $G(d)$. See Lemma 7 below. We conjecture that conditions in Theorem 4 capture the critical point of the phase transition, whereas the conditions in Theorem 3 are sufficient but not necessary.

(b) If $M_1 = \Omega(n)$, $M_2 = O(M_1)$, then the connectivity transition occurs at the point where isolated edges or isolated triangles start to appear with a probability away from 0. We conjecture that this is still the case when $M_2/M_1$ is a sufficiently slowly growing function of $n$ and max $d_i$ is not too large. Theorem 4 implies that there are degree sequences where $G(d)$ is a.a.s. connected but is symmetric with a probability away from 0, in contrast to the bounded degree case. We give a concrete example below. The proof is presented in Appendix.

Example 5. Assume $d$ is a degree sequence with $n_1$ components equal to 1, and $n - n_1$ components equal to $\lceil \log n \rceil$. Assume $\sqrt{n} \ll n_1 \ll \sqrt{n \log n}$. Then $G(d)$ is a.a.s. symmetric and connected.

Proof of Theorem 2. Part (a) follows from Theorem 3 by taking $R_1 = R_2 = 10$ and $\epsilon = 1/2$. Parts (b,c) follow by Theorem 4.

Other related work. Erdős and Rényi [4] defined the degree of asymmetry $A(G)$ of a graph $G$ to be the minimum number of edges that need to be added and/or removed from $G$ in order to produce a symmetric graph. They show that if $G$ has $n$ vertices, then the maximum value that $A(G)$ can take is $(n - 1)/2$, but also that for any $\epsilon > 0$,

$$\lim_{n \to \infty} P \left( A(G(n, 1/2)) \leq \frac{n(1 - \epsilon)}{2} \right) = 0.$$

This result shows for large $n$, a typical graph in $G(n, 1/2)$ is as asymmetric as possible.

Wright [13] proved an analogous result for the random graph $G_{n,M}$, which is a graph chosen uniformly at random (u.a.r.) from the set of all $n$-vertex graphs containing $M$ edges. In particular, Wright proved necessary and sufficient conditions under which the number of labelled $n$-vertex graphs with $M$ edges is asymptotic to $n!$ times the number of unlabelled $n$-vertex graphs with $M$ edges. This is equivalent to proving that $\mathbb{E} |\text{Aut}(G_{n,M})| = 1 + o(1)$, which by Markov’s inequality implies that $G_{n,M}$ a.a.s. has no non-trivial automorphisms. If we define $\mu := M/n - \ln(n)/2$, then Wright’s result shows that $\mathbb{E} |\text{Aut}(G_{n,M})| = 1 + o(1)$ if and only if $\mu \to \infty$ as $n \to \infty$. This result built on previous work on the same problem by Polyá and Oberschelp, while a second proof was later found by Bollobás [11]. Given that the automorphism group of a graph is the same as that of its complement, when studying $\text{Aut}(G_{n,M})$ it suffices to consider the case where $M \leq \binom{n}{2}/2$. Later, Wright [14] also proved that if $\mu \to -\infty$ then $G_{n,M}$ is a.a.s. symmetric, and moreover that if $\mu \leq 0$ then a.a.s. an unlabelled graph chosen u.a.r. from the set of all unlabelled graphs on $n$ vertices with $M$ edges has an unbounded number of automorphisms.

Linial [9] observed that by applying the Chernoff bound to show that the number of edges in $G(n,p)$ is concentrated, Wright’s results regarding $G_{n,M}$ may be extended to $G(n,p)$ for appropriate values of $p \leq 1/2$. They then went on to show that for a much lower range of
p (below $n^{-1/2}$), the 2-core of $G(n, p)$ (i.e. the maximum subgraph with minimum degree at least 2) a.a.s. has no non-trivial automorphisms.

Although the results of Erdős, Rényi, and Wright are particularly powerful when considering general classes of graphs, they are less useful for studying symmetries of sparse graphs. This is because, if we consider $G(n, p)$ and $G_{n,M}$ with small $p$ and small $M$ respectively, these graphs will typically contain isolated vertices. Isolated vertices make the question of symmetry trivial — since swapping any two isolated vertices gives a non-trivial automorphism — and it is therefore difficult to use these models to examine the effect of having many vertices of degree 1 and 2 in particular. On the other hand, focusing on random graphs with specific degree sequences facilitates the study of sparse graphs with no isolated vertices.

2 Preliminary and notation

Given a group $G$ and a set $X$, a group action of $G$ on $X$ is a map $\varphi: G \times X \to X$ (we will write $x^g := \varphi(g, x)$) for which $x^i = x$ and $x^g h = (x^g)^h$, where $id$ is the identity in $G$. The orbit of $x \in X$ under this action is the set of all $x' \in X$ for which $x' = x^g$ for some $g \in G$, and the set of orbits forms a partition of the set $X$.

Given $d$, let $V_i \subseteq [n]$ be the set of vertices having degree $i$ in $G(d)$. Define $S_n^d$ to be the largest subgroup of the permutation group $S_n$ such that for every $i$, the set $V_i$ is mapped to itself by every element of $S_n^d$. Note that Aut($G(d)$) is always a subgroup of $S_n^d$, since an automorphism must preserve the degree of each vertex. Define the action of $S_n^d$ on the set of graphs $G(d)$ in a natural way. Firstly, given a permutation $\sigma \in S_n$, let $\sigma^*$ be the corresponding permutation of the collection of all 2-subsets of $[n]$, where $\sigma^*$($\{i, j\}$):=${$\sigma(i), \sigma(j)$}. Given $G = (V, E) \in G(d)$ and $\sigma \in S_n^d$, define

$$G^\sigma := (V, \sigma^*(E)),$$

where $\sigma^*(E):=${$\sigma^*(e) : e \in E$}.

Note that $S_n^d$ is the largest subgroup of $S_n$ which guarantees that $G^\sigma \in G(d)$ for all $\sigma \in S_n^d$. It is easy to check that $\sigma$ is an isomorphism from $G$ to $G'$ if and only if $G' = G^\sigma$, and therefore the isomorphism classes in $G(d)$ are exactly the set of orbits in $G(d)$ under the action of $S_n^d$.

Now, suppose that $\sigma$ is an automorphism of $G$. This means that for every edge $e \in E(G)$, we know that $\sigma^*(e) \in E(G)$. If we think of Aut($G$) acting on $E(K_n)$ by $e^\sigma := \sigma^*(e)$, then it follows that $E(G)$ must be a union of orbits in $E(K_n)$. In other words, if $E(G)$ contains an edge $e$ then it must also contain every edge in the orbit of $e$ in $E(K_n)$. We will make use of this in the proof of Theorem 3.

Throughout the paper we use standard Landau asymptotic notations. For two sequences of real numbers $a_n$ and $b_n$, we write $a_n = O(b_n)$ if there is a constant $C > 0$ such that $|a_n| < C|b_n|$ for all $n \geq 1$. We use $a_n = o(b_n)$ if $\lim_{n \to \infty} a_n / b_n = 0$. We write $a_n = \Omega(b_n)$ if $b_n = o(a_n)$ and $a_n > 0$ for all sufficiently large $n$, and we denote $a_n = \Omega(b_n)$ if $b_n = O(a_n)$, and $a_n > 0$ for all sufficiently large $n$. All asymptotics in the paper refer to $n \to \infty$.

The proof of Theorem 4 uses the standard second moment method. When conditions of Theorem 4 are satisfied, we prove that with a non-vanishing probability, either a “cherry” (i.e. two degree 1 vertices adjacent to a third vertex), or a “pendant triangle” (i.e. a triangle containing two vertices with degree equal to 2) appears, resulting in graph symmetry.
To prove Theorem 3 we will prove
\[ \Pr \left( \exists \pi \in S_n \setminus \{id\} : \pi \in \text{Aut}(G(d)) \right) = o(1). \] (1)
We will partition \( S_n \setminus \{id\} \) into two sets \( S_n \setminus \{id\} = S_1 \cup S_2 \), according to the ratio between the number of vertices of degree at most 2 that are moved by \( \pi \) and the number of vertices of degree at least 3 that are moved by \( \pi \). See their definitions in (7) and (8). Then, we will prove
\[ \mathbb{E} \left( \sum_{\pi \in S_2} 1_{\{\pi \in \text{Aut}(G(d))\}} \right) = o(1), \] (2)
by extending the proof of McKay and Wormald [11]. Finally by investigating structures of \( G(d) \) using probabilistic techniques, we bound the probability of having any \( \pi \in S_1 \) such that \( \pi \in \text{Aut}(G(d)) \):
\[ \Pr \left( \exists \pi \in S_1 : \pi \in \text{Aut}(G(d)) \right) = o(1). \] (3)
Combining (2) and (3) yields (1).

3 Asymmetry: proof of Theorem 3

Given \( \sigma \in S_n \) and a graph \( G \) on vertex set \([n]\), let \( H_\sigma(G) \) be the spanning subgraph of \( G \) containing precisely the set of edges which have at least one end moved by \( \sigma \). Define \( \mathcal{H}_\sigma \) to be the set of all spanning subgraphs of \( K_n \) for which \( \sigma \) is an automorphism and in which every edge has one end moved by \( \sigma \). Clearly \( \sigma \in \text{Aut}(G) \) if and only if \( \sigma \in \text{Aut}(H_\sigma(G)) \), which is true if and only if \( H_\sigma(G) \in \mathcal{H}_\sigma \). The probability that \( G(d) \) has a non-trivial automorphism is therefore equal to
\[ \Pr \left( \bigcup_{\sigma \in S_n \setminus \{id\}} \{H_\sigma(G(d)) \in \mathcal{H}_\sigma\} \right). \] (4)

We now define a set of parameters, given an arbitrary choice of \( \sigma \in S_n \) and \( H \in \mathcal{H}_\sigma \). Let
\[ V_i = \{j \in [n] : d_j = i\}, \quad V_{\geq 3} = \bigcup_{j \geq 3} V_j. \]
Given \( \sigma \) and \( H \), let \( A_i = V_i \cap \text{supp}(\sigma) \) for \( i \in \{1, 2\} \) and let \( A_{\geq 3} = V_{\geq 3} \cap \text{supp}(\sigma) \), where \( \text{supp}(\sigma) = \{i \in [n] : i \neq \sigma(i)\} \). Let \( H_0 \) be the subgraph of \( H \) induced by \( A_1 \cup A_2 \cup A_{\geq 3} \), and note that at least one end of every edge in \( H \) must lie in \( V(H_0) \). Define \( \sigma^* \) to be the permutation induced by \( \sigma \) of the edges of the complete graph \( K_n \). Define the following:
\[ a_j = |A_i|, \quad i \in \{1, 2\} \]
\[ a_{\geq 3} = |A_{\geq 3}|, \]
\[ \ell = \sum_{i=1}^{n} d_i 1_{\{i \in A_{\geq 3}\}}, \]
\[ s_i = \text{the number of } i\text{-cycles of } \sigma, \]
\[ k = \text{the number of edges in } H_0, \]
\[ e_1 = \text{the number of edges in } H_0 \text{ which are fixed by } \sigma^*, \]
\[ m = k - f, \text{ where } f \text{ is the number of orbits of } \sigma^* \text{ which are completely filled by edges of } H_0. \]
Note that we will only use $s_i$ for $i \leq 6$, and so whenever we write $\prod_i s_i$ the range $1 \leq i \leq 6$ will be implied.

For each $H \in \mathcal{H}_\sigma$, let $p_\sigma(H) = (a_1, a_2, a_3, \ell, \ldots)$ be the vector containing the values for each of the above parameters. Then we partition the set of graphs $\mathcal{H}_\sigma$ according to the value of this parameter vector. Given a possible parameter vector $p$, define

$$\mathcal{H}_{\sigma, p} = \{ H \in \mathcal{H}_\sigma : p_\sigma(H) = p \}.$$ 

We can then rewrite (4) as

$$\mathbb{P} \left( \bigcup_{p} \bigcup_{\sigma \in \mathcal{S}_n \setminus \{id\}} \{ H_\sigma(G(d)) \in \mathcal{H}_{\sigma, p} \} \right),$$

where the outer union is over all possible parameter vectors $p$.

Let $R_1, R_2 > 0$ be real numbers chosen to satisfy the assumptions of Theorem 3. Define

$$\mathcal{P} = \{ p : a_2 > R_1 a_1 \text{ and } a_3 > R_2 a_2 \},$$

$$S_1 = \{ \sigma \in \mathcal{S}_n \setminus \{id\} : a_2 \leq R_1 a_1 \text{ or } a_3 \leq R_2 a_2 \},$$

$$S_2 = \mathcal{S}_n \setminus (\{id\} \cup S_1).$$

**Lemma 6.** For all $\sigma \in S_1$, a.a.s. $\sigma \notin \text{Aut}(G_{n,d})$.

It therefore remains to bound (5) for $p \in \mathcal{P}$. Applying the union bound, it suffices to prove

$$\sum_{p \in \mathcal{P}} \sum_{\sigma \in \mathcal{S}_n \setminus \{id\}} \sum_{H \in \mathcal{H}_{\sigma, p}} \mathbb{P}(H_\sigma(G(d)) = H) = o(1).$$

Note that if a vertex $v$ is moved by $\sigma$, then the degrees of $v$ in $G \in G(d)$ and $H_\sigma(G)$ is always the same. We can therefore restrict the inner sum above to those $H \in \mathcal{H}_{\sigma, p}$ in which for all $i \in \text{supp}(\sigma)$, $d_H(i) = d_i$. It implies the nice property that if $H \in \mathcal{H}_\sigma$, then by the definition of $\mathcal{H}_\sigma$ we know that $H = H_\sigma(G)$ if and only if $H \subseteq G$, for $G \in G(d)$.

Define

$$T(p) = \sum_{\sigma \in \mathcal{S}_n \setminus \{id\}} \sum_{H \in \mathcal{H}_{\sigma, p}} \mathbb{P}(H_\sigma(G(d)) = H).$$

So the left hand side of the above equation is equal to $\sum_{p \in \mathcal{P}} T(p)$. We will obtain an upper bound on $T(p)$ by first calculating an upper bound on the number of pairs $(\sigma, H)$ where $H \in \mathcal{H}_{\sigma, p}$ and the vertices moved by $\sigma$ have the same degree in $H$ as in $G(d)$. We will then multiply this bound by a bound on $\mathbb{P}(H = H_\sigma(G(d)))$ using the following lemma by McKay and Wormald [11, Corollary 3.4].

**Lemma 7.** Assume $\Delta^2 = o(M_1)$. There exists a constant $C$ such that given any spanning subgraph $H \subseteq K_n$ containing $q$ edges,

$$\mathbb{P}(H \subseteq G(d)) \leq \left( \frac{C\Delta^2}{M_1} \right)^q.$$
The following lemma bounds \( \sum_{p \in \mathcal{P}} T(p) \) by \( o(1) \). The proof is based on an extension of the argument by Wormald [12].

**Lemma 8.** \( \sum_{p \in \mathcal{P}} T(p) = o(1) \).

**Proof.** In this proof, we use \( C \) to denote an absolute constant. The various constants \( C \) that appearing in the proof do not necessarily take the same value. Let \( R_1, R_2 \) and \( 0 < \epsilon < 1 \) be constants such that all conditions of Theorem [3] are satisfied. Given \( p \), the vertices in each of the sets \( A_i, i \in \{1, 2\} \), can be chosen in at most \( \binom{n}{a_i} \) ways, while the vertices in \( A_{\geq 3} \) can be chosen in at most \( \binom{n}{a_{\geq 3}} \) ways. Since \( \sigma \) fixes \( H \), it must fix each of these sets. There are therefore at most \( a_1! a_2! a_{\geq 3}! / \prod_i s_i! \) ways to choose \( \sigma \) once \( A_1, A_2 \) and \( A_{\geq 3} \) have been chosen.

The \( e_1 \) edges of \( H_0 \) which are fixed by \( \sigma^* \) must correspond to 2-cycles of \( \sigma \) and can therefore be chosen in at most \( \binom{e_1}{2} \leq 2^{a_1 + a_2 + a_{\geq 3}} \) ways. The other \( k - e_1 \) edges in \( H_0 \) must lie in \( f - e_1 = k - m - e_1 \) orbits, and in particular must fill these orbits. Choosing these edges therefore amounts to choosing their corresponding orbits, and there are at most \( \binom{a_1 + a_2 + a_{\geq 3}}{k - m - e_1} \) ways to do so. The graph \( H \) contains \( a_1 + 2a_2 + \ell - k \) edges, and therefore \( a_1 + 2a_2 + \ell - 2k \) edges which are not in \( H_0 \). Each of these edges joins a vertex outside \( H_0 \) (which must be fixed by \( \sigma \)) with one inside \( H_0 \), and must therefore lie in an orbit of size at least 2. The number of orbits is therefore at most \( (a_1 + 2a_2 + \ell - 2k)/2 \), and there are at most \( n(a_1 + 2a_2 + \ell - 2k)/2 \) ways to choose these orbits. By the theorem assumptions, \( \Delta^2 = o(M_1) \). Recalling \( d = M_1/n \), combining all of these bounds, and using Lemma [7] it follows that

\[
T(p) < C^{a_1 + a_2 + \ell} \prod_i n_1^{a_1} n_2^{a_2} n^{-a_1/2 - a_2 - \ell/2 + a_{\geq 3}} \left( \frac{\Delta}{d} \right)^{a_1 + 2a_2 + \ell - k}.
\]

We now show that for \( C_0 = \frac{1}{6} - \frac{1}{2R_1} - \frac{1}{R_2} > 0 \),

\[
T(p) < C^{a_1 + a_2 + \ell} \left( \frac{n_1}{n} \right)^{a_1} \left( \frac{n_2}{n} \right)^{a_2} n^{-\ell/2 + a_{\geq 3}} \left( \frac{\Delta}{d} \right)^{a_1 + 2a_2 + \ell},
\]

Let \( \xi > 0 \) be a sufficiently small constant. Suppose \( k \leq a_1 + \xi(a_1 + a_2 + a_{\geq 3}) \). By [3] it follows that

\[
T(p) < C^{a_1 + a_2 + \ell} (a_1 + a_2 + a_{\geq 3}) \Delta^2(1 + a_{\geq 3}) \left( \frac{n_1}{n^{1/2}} \right)^{a_1} \left( \frac{n_2}{n} \right)^{a_2} n^{-\ell/2 + a_{\geq 3}} \left( \frac{\Delta}{d} \right)^{a_1 + 2a_2 + \ell - k}.
\]

By [3], \( R_1 a_1 < a_{\geq 3} \) and \( R_2 a_2 < a_{\geq 3} \). We also have \( a_1 + a_2 + a_{\geq 3} \leq n \). Moreover, we know \( a_{\geq 3} \leq \ell/3 \). Hence,

\[
(a_1 + a_2 + a_{\geq 3})^2 \Delta^2(1 + a_{\geq 3}) \leq n^2 \xi^2 \left( \frac{1}{R_1} + \frac{1}{R_2} + 1 \right).
\]

It follows that

\[
T(p) < C^{a_1 + a_2 + \ell} \left( \frac{n_1}{n^{1/2}} \right)^{a_1} \left( \frac{n_2}{n} \right)^{a_2} n^{-\ell/2 + \frac{2\xi}{\ell} \left( \frac{1}{R_1} + \frac{1}{R_2} + 1 \right)} \left( \frac{\Delta}{d} \right)^{a_1 + 2a_2 + \ell - k},
\]

and (10) follows by choosing sufficiently small \( \xi \).
Suppose now that \( k > e_1 + \xi(a_1 + a_2 + a_{\geq 3}) \). Firstly, we know that
\[
\frac{(a_1 + a_2 + a_{\geq 3})^2}{k - m - e_1} \leq \left( \frac{e(a_1 + a_2 + a_{\geq 3})^2}{k - m - e_1} \right)^{k - m - e_1}.
\]

It can be shown analytically that \( \frac{c}{x} \) is an increasing function of \( x \) when \( x < c/e \). Since \( k \leq \frac{(a_1 + a_2 + a_{\geq 3})}{2} \) (which in particular means that \( k - m - e_1 < (a_1 + a_2 + a_{\geq 3})^2 \)), if we can find some lower bound \( M \leq m \) for \( m \) then
\[
\frac{(a_1 + a_2 + a_{\geq 3})^2}{k - m - e_1} \leq \left( \frac{e(a_1 + a_2 + a_{\geq 3})^2}{k - M - e_1} \right)^{k - M - e_1}.
\]

We now describe an approach to calculating such an \( M \). Let \( e_j \) be the number of \( j \)-cycles of \( \sigma^* \) filled by edges of \( H_0 \), and let \( t_{i,j} \) be the number of \( i \)-cycles of \( \sigma \) which move vertices of degree \( j \). Then
\[
k = \sum_{j \geq 1} e_j, \quad k - m = f = \sum_{j \geq 1} e_j, \quad \text{and} \quad m = \sum_{j \geq 1} (j - 1)e_j.
\]

This means that for any choice of \( i \geq 1 \), we know that \( i(k - m) - m = \sum_j (i + 1 - j)e_j \), which implies that
\[
m \geq \frac{1}{i + 1}(ik - ie_1 - (i - 1)e_2 - \cdots - e_i).
\]

Note next that \( 2ie_i \) is equal to the number of ends of edges (counting repetitions) that are in \( i \)-cycles of \( \sigma^* \). Moreover, for \( i \in \{2, 3\} \), any \( i \)-cycle of \( \sigma^* \) which is filled by edges of \( H_0 \) must join two \( i \)-cycles of \( \sigma \) or consist of ‘diagonal’ edges of a \( 2i \)-cycle of \( \sigma \). Here, a diagonal edge of a \( 2i \)-cycle \( \omega \in S_n \) refers to an edge connecting two vertices which are moved by \( \omega \), and which is fixed by \( (\omega^*)^i \). There are at most \( \sum_j ijt_{i,j} \) ends of edges which are attached to vertices moved by \( i \)-cycles of \( \sigma \), and at most \( 2is_{2i} \) ends of edges which are diagonals of \( 2i \)-cycles of \( \sigma \). Considering the ends of edges that are fixed by \( \sigma^* \) or in \( 2 \)-cycles of \( \sigma^* \), it follows that
\[
4e_2 + 2e_1 \leq \sum_j 2jt_{2,j} + 4s_4,
\]
and considering the ends of edges that are in \( 3 \)-cycles of \( \sigma^* \) gives that
\[
6e_3 \leq \sum_j 3jt_{3,j} + 6s_6.
\]

Taking \( i = 3 \) in (12) we get
\[
m \geq \frac{1}{4}(3k - 3e_1 - 2e_2 - e_3).
\]
By (13) and (14),
\[
m \geq \frac{1}{4}(3k - 3e_1 - 2e_2 - e_3) \geq \frac{1}{4} \left(3k - 2e_1 - \sum_{j \geq 1} j t_{2,j} - 2s_4 - \sum_{j \geq 1} \frac{j}{2} t_{3,j} - s_6\right) \geq \frac{1}{4} \left(3k - 2e_1 - 3s_2 - \sum_{j \geq 4} j t_{2,j} - 2s_4 - \sum_{j \geq 4} \frac{j}{2} t_{3,j} - s_6\right),
\]
since \(\sum_{j \leq 3} j t_{2,j} \leq 3s_2\) and \(\sum_{j \leq 3} \frac{j}{2} t_{3,j} \leq (3/2)s_3\). Let \(m_j\) be the number of vertices of degree \(j\) in \(A_{\geq 3}\). Since a vertex cannot be in a 2-cycle and a 3-cycle of \(\sigma\) at the same time, 
\[
t_{2,j} \leq (m_j - 3t_{3,j})/2 \text{ for all } j.
\]
Applying this to the above inequality gives 
\[
m \geq \frac{1}{4} \left(3k - 2e_1 - 3s_2 - \sum_{j \geq 4} j m_j - 2s_4 - s_6 - \frac{1}{2} \sum_{j \geq 4} j(m_j - 2t_{3,j})\right).
\]
We also know that 
\[
\ell \geq 3m_3 + 4 \sum_{j \geq 4} m_j = 4a_{\geq 3} - m_3
\]
which implies that \(m_3 \geq 4a_{\geq 3} - \ell\). Therefore 
\[
\sum_{j \geq 4} j(m_j - 2t_{3,j}) \leq \sum_{j \geq 4} jm_j \leq \frac{1}{4}(\ell - 3m_3) \leq \ell - 3a_{\geq 3}
\]
which gives 
\[
m \geq M := \frac{1}{4} \left(3k - 2e_1 - 3s_2 - \frac{3}{2} s_3 - 2s_4 - s_6 - \ell + \frac{3a_{\geq 3}}{2}\right),
\]
as our lower bound for \(m\). This gives 
\[
k - M - e_1 = \frac{1}{4} \left(k - 2e_1 + 3s_2 + \frac{3}{2} s_3 + 2s_4 + s_6 + \frac{\ell}{2} - \frac{3a_{\geq 3}}{2}\right).
\]
Since \(k > e_1 + \xi(a_1 + a_2 + a_{\geq 3}), e_1 \leq s_2\) and \(a_{\geq 3} \leq \ell/3\), it follows that \(k - M - e_1 \geq \xi(a_1 + a_2 + a_{\geq 3})\), and therefore 
\[
\left(\frac{(a_1 + a_2 + a_{\geq 3})^2}{k - M - e_1}\right)^{k-M-e_1} \leq C^{a_1+a_2+\ell}(a_1 + a_2 + a_{\geq 3})^{k-M-e_1}. \tag{16}
\]
By Stirling’s formula, we can bound \(\prod_i s_i!\) in (13) from below by \((1/C)^{a_1+a_2+\ell} \prod_i s_i^{s_i}\). Note that in general, given \(r \leq 1\) then there exists \(C > 0\) such that \(q^x/x^x \leq C^x\) for all \(x \geq 0\) and for all \(q\) (where \(0^0 := 1\)). We can therefore cancel out the exponents involving the \(s_i\) terms in the following to get 
\[
\frac{(a_1 + a_2 + a_{\geq 3})^{k-M-e_1}}{\prod_i s_i!} \leq C^{a_1+a_2+\ell}(a_1 + a_2 + a_{\geq 3})^{\frac{1}{2}(k+\ell/2-3a_{\geq 3}/2)} \leq C^{a_1+a_2+\ell} \frac{1}{2}(k+\ell/2-3a_{\geq 3}/2).
\]
Using this, along with the fact that \( k \leq a_1/2 + a_2 + \ell/2 \), it follows that

\[
T(p) < C^{a_1+a_2+\ell} \left( \frac{n_1}{n^{1/2}} \right)^{a_1} \left( \frac{n_2}{n} \right)^{a_2} n^{-\ell/2+a_{\geq 3} + \frac{\ell}{2}(k+\ell/2-3a_{\geq 3}/2)}.
\]

Since \( a_1 < a_{\geq 3}/R_1 \) and \( a_2 < a_{\geq 3}/R_2 \), and also \( a_{\geq 3} \leq \ell/3 \), this implies

\[
T(p) < C^{a_1+a_2+\ell} \left( \frac{n_1}{n^{1/2}} \right)^{a_1} \left( \frac{n_2}{n} \right)^{a_2} n^{-\ell/2} \left( \frac{\Delta}{n} \right)^{a_1+2a_2+\ell},
\]

and \((10)\) follows.

It remains to bound the sum of \((10)\) over all \( p \in P \). Given choices of \( a_1, a_2 \) and \( \ell \), we know that \( a_{\geq 3} \leq \ell/3 \) and \( s_i \leq a_1 + a_2 + a_{\geq 3} \), while \( k \leq a_1/2 + a_2 + \ell/2 \) and \( e_1 \) and \( m \) are both at most \( k \). There are therefore at most \((a_1 + a_2 + \ell)^k \) possibilities for all remaining parameters given values for \( a_1, a_2 \) and \( \ell \). Note that \( p \in P \) implies that \( a_{\geq 3} > 0 \) and therefore that \( \ell \geq 3 \). It follows that

\[
\sum_{p \in P} T(p) \leq \sum_{\ell \geq 3} \sum_{a_2 \geq 0} \sum_{a_1 \geq 0} (a_1 + a_2 + \ell)^k C^{a_1+a_2+\ell} \left( \frac{n_1}{n^{1/2}} \right)^{a_1} \left( \frac{n_2}{n} \right)^{a_2} n^{-\ell/2} \left( \frac{\Delta}{n} \right)^{a_1+2a_2+\ell}
\]

Each sum in turn may be bounded using geometric series to obtain

\[
\sum_{p \in P} T(p) \leq \sum_{\ell \geq 3} \left( \frac{C \Delta^2}{n^{C_0 d}} \right)^\ell \sum_{a_2 \geq 0} \left( \frac{C n_2 \Delta^4}{n d^2} \right)^{a_2} \sum_{a_1 \geq 0} \left( \frac{C n_1 \Delta^2}{n^{1/2} d} \right)^{a_1} \leq \left( \frac{C \Delta^2 n^{1-C_0}}{d M_1} \right)^3 = o(1),
\]

since \( \Delta^2 = o(n^{C_0}) \) by assumption. \( \square \)

### 3.1 Proof of Lemma 6

The premise of this section is to show that, with high probability, any non-trivial automorphism has to move a large number of vertices of degree at least 3. We show that with high probability if there is a non-trivial automorphism in the random graph, then any vertex of degree 1 or 2 that is moved must lie in a component induced by moved vertices that are mostly of higher degrees.

Recall that \( V_i \) is the set of vertices of degree \( i \) and \( V_{\geq 3} \) denotes the set of vertices of degree at least 3. Given a subgraph \( H \) of \( G(d) \), let \( V_i(H) = V(H) \cap V_i \), so \( V_i(H) \) is the set of vertices in \( H \) which have degree \( i \) in \( G(d) \). Similarly define \( V_{\geq 3}(H) \). Given an automorphism \( \sigma \) of \( G(d) \), recall that for \( i \in \{1,2\} \) \( a_i \) denotes the number of degree \( i \) vertices moved by \( \sigma \) and \( a_{\geq 3} \) denotes the number of vertices of degree at least 3 moved by \( \sigma \). Recall that \( M_1 \) denotes the total degree of the vertices in \( G(d) \). We will first prove several probabilistic results regarding structures involving vertices with degree 1 or 2.

Let \( R_1, R_2 \) and \( \epsilon \) be constants that satisfy the condition of Theorem 3. This fixes \( \alpha_1 \) and \( \alpha_2 \).

**Lemma 9.** Assume \( \frac{\Delta^2}{d} = o \left( \frac{n^{1/4}}{n^{1/2}} \right) \) and \( \frac{\Delta^2}{d} = o \left( \frac{n^{\alpha_2/2}}{n^{\alpha_2/2}} \right) \). A.a.s. every path joining degree 1 vertices in \( G(d) \) contains at least four vertices in \( V_{\geq 3} \).
Proof. Let \(X_{L,j}\) denote the number of paths of length \(L\), which joins a pair of vertices with degree 1, and contains exactly \(j\) vertices of degree at least 3. Then, for any \(L \geq 5\) and \(0 \leq j \leq 3\),

\[
\mathbb{E}X_{L,j} \leq n_1^2 \left( \frac{n_2}{L - 1 - j} \right)^n \left( \frac{C\Delta^2}{M_1} \right)^L \leq n_1^2 n_2^{-j} \left( \frac{C\Delta^2 n_2}{M_1} \right)^L.
\]

By assumption on \(n_2\), we know \(C\Delta^2 n_2 = o(M_1)\). Thus,

\[
\sum_{0 \leq j \leq 3} \sum_{L \geq 5} \mathbb{E}X_{L,j} \leq \sum_{0 \leq j \leq 3} n_1^2 n_2^{-j} \left( \frac{C\Delta^2 n_2}{M_1} \right)^5 \leq n_1^2 n_2^{-4} \left( \frac{C\Delta^2 n_2}{M_1} \right)^5 = o(1)
\]

by our assumption on \(n_1\) and \(n_2\). The assertion of the lemma follows. \(\square\)

Next, we show that every cycle must contain more than two vertices of degree at least 3.

Lemma 10. Suppose \(\frac{\Delta^2}{d} = o \left( \frac{n^{1/3}}{n_2^{1/2}} \right)\). Then a.a.s. there are no cycles in \(G(d)\) containing two or fewer vertices in \(V_{\geq 3}\).

Proof. Let \(X_K\) be the number of cycles of length \(K\) containing at most 2 vertices in \(V_{\geq 3}\). Then,

\[
\mathbb{E}X_K \leq \sum_{j=0}^2 \binom{n_2}{K-j} \binom{n}{j} \frac{(K-1)!}{2} \left( \frac{C\Delta^2}{M_1} \right)^K \leq \frac{C^K n_2^{K-2} n_2 \Delta^{2K}}{M_1^K}.
\]

Summing over all \(K \geq 3\) gives

\[
\sum_{K \geq 3} \mathbb{E}X_K \leq \frac{n_2^2}{n_2} \sum_{K \geq 3} \left( \frac{Cn_2 \Delta^2}{M_1} \right)^K = \frac{Cn_2^2 \Delta^6}{M_1^3} \cdot \frac{1}{1 - o(1)} = o(1).
\]

We now give two lemmas about subgraphs of \(G(d)\) of certain sizes. These lemmas will be combined to prove that a.a.s. any connected subgraph containing more edges than vertices must have a large number of vertices in \(V_{\geq 3}\).

Lemma 11. Let \(L_1 = \frac{\ln(M_1/\Delta^2)}{\ln(\frac{C\Delta^2}{M_1})}\), where \(C_1 > 0\) is a sufficiently large constant. If \(\Delta^2 = o(M_1)\), then given any \(\beta_1 \in (0,1)\) there is a.a.s. no subgraph of \(G(d)\) on at most \(\beta_1 L_1 - 1\) vertices that has more edges than vertices.

Proof. Let \(X_K\) be the number of subgraphs of \(G(d)\) on \(K\) vertices with more than \(K\) edges. There are at most \(\binom{n}{K}\) ways to choose a set of \(K\) vertices. Given a \(K\)-set \(S\) of vertices, there are at most \(\binom{K^2}{j}\) ways to fix \(j\) edges with both ends in \(S\). By Lemma 7

\[
\mathbb{E}X_K \leq \sum_{j \geq K+1} \binom{n}{K} \binom{K^2}{j} \left( \frac{C\Delta^2}{M_1} \right)^j \leq \sum_{j \geq K+1} \binom{n \epsilon}{K} \frac{K^2 \epsilon}{j} \left( \frac{C\Delta^2}{M_1} \right)^j \leq \frac{C^K n^K \Delta^{2(K+1)}}{M_1^{K+1}}.
\]
Summing over all \( K \leq \beta_1 L_1 - 1 \) gives that

\[
\sum_{K=1}^{\beta_1 L_1 - 1} \mathbb{E} X_K \leq \frac{\Delta^2}{M_1} \sum_{K=1}^{\beta_1 L_1 - 1} \left( \frac{C n \Delta^2}{M_1} \right)^K = \frac{\Delta^2}{M_1} \left( \frac{C n \Delta^2 / M_1 \beta_1 L_1 - C n \Delta^2 / M_1}{C n \Delta^2 / M_1 - 1} \right)
\]

\[
\leq \frac{\Delta^2}{M_1} \left( \frac{C n \Delta^2}{M_1} \right)^{\beta_1 L_1} \leq \exp \left( \ln(M_1 / \Delta^2) \left(-1 + \beta_1 + \frac{\beta_1 C}{\ln(C_1 \Delta^2 n / M_1)} \right) \right) = o(1),
\]

by choosing sufficiently large \( C_1 > 0 \).

\( \square \)

**Lemma 12.** Fix \( \alpha \in (0, 1) \). Assume \( \Delta^2 = o \left( \frac{M_1}{n \alpha^{1-\alpha}} \right) \) for \( i = 1, 2 \). Let \( L_2^{(i)} = \frac{\ln(M_1)}{\ln \left( \frac{M_1}{C_2 \Delta^2 n \alpha^{1-\alpha}} \right)} \) for \( i = 1, 2 \), where \( C_2 > 0 \) is a sufficiently large constant. For any \( \beta_2 > 1 \), there is a.a.s. no connected subgraph \( H \subseteq G(d) \) such that \( |V(H)| \geq \beta_2 L_2^{(i)} \) and \( V_i(H) \geq \alpha |V(H)| \), for \( i = 1, 2 \).

**Proof.** Let \( i \in \{1, 2\} \). Let \( X_K \) be the number of connected subgraphs of \( G(d) \) on \( K \) vertices containing at least \( \alpha K \) vertices of degree \( i \). First note that \( \Delta^2 = o \left( \frac{M_1}{n \alpha^{1-\alpha}} \right) \) implies that \( n_i = o(n) \). Hence, the assertion holds trivially if \( K \geq n / 4 \). Next, consider \( K < n / 4 \). Let

\[
f(K) = \binom{n_i}{j} \binom{n}{K-j} K^{K-2} \left( \frac{C \Delta^2}{M_1} \right)^{K-1}.
\]

As there are \( K^{K-2} \) trees of order \( K \), it follows that

\[
\mathbb{E} X_K \leq \sum_{j \geq \alpha K} f(K).
\]

Since

\[
\frac{f(j+1)}{f(j)} \leq \frac{n_i}{n-K} \frac{K-j}{j} \leq \frac{n_i}{3n/4} \alpha^{-1} = o(1), \quad \text{for all } j \geq \alpha K,
\]

we have

\[
\mathbb{E} X_K \leq (1 + o(1)) f(\alpha K) \leq \left( \frac{n_i e}{\alpha K} \right)^{\alpha K} \left( \frac{ne}{K^{\alpha K}} \right)^{K-\alpha K} K^{K-2} \left( \frac{C \Delta^2}{M_1} \right)^{K-1}
\]

\[
\leq \frac{C n_i^{\alpha K} n^{1-\alpha} \Delta^2 (K-1)}{M_1^{K-1}}.
\]

Summing this over all \( \beta_2 L_2^{(i)} \leq K < n/4 \) gives

\[
\sum_{K=\beta_2 L_2^{(i)}}^{n/4} \mathbb{E} X_K \leq \frac{M_1}{\Delta^2} \sum_{K \geq \beta_2 L_2^{(i)}} \left( \frac{C n_i^{\alpha} n^{1-\alpha} \Delta^2}{M_1} \right)^K \leq \frac{2 M_1}{\Delta^2} \left( \frac{C n_i^{\alpha} n^{1-\alpha} \Delta^2}{M_1} \right)^{\beta_2 L_2^{(i)}}
\]

\[
\leq 2 \exp((1 - \beta_2) \log(M_1 / \Delta^2)) = o(1),
\]

by our choice of \( \beta_2 \) and \( L_2^{(i)} \).  

\( \square \)
Combining the above two results gives us the following corollary. Given a subgraph \( F \subseteq G(\text{d}) \), recall that \( V_i(F) = V(F) \cap V_i \) for \( i = 1, 2 \).

**Corollary 13.** Fix \( \alpha \in (0, 1) \) and \( \epsilon > 0 \). Suppose \( \Delta^2 = o\left(\frac{M_1}{n^{\alpha/2}n^{1-\alpha/2}}\right) \) for \( i = 1, 2 \), and

\[
\left(\frac{n_i}{n}\right)^{\alpha(1-\epsilon)} \left(\frac{\Delta^2}{d}\right)^{2-\epsilon} = o(1), \quad \text{for } i = 1, 2.
\]

Then a.a.s. every connected subgraph \( F \subseteq G(\text{d}) \) with more edges than vertices satisfies \( |V_i(F)| < \alpha |V(F)| \).

**Proof.** Fix \( i \in \{1, 2\} \). Let \( L_1 \) and \( L_2^{(i)} \), and \( C_1 \) and \( C_2 \) be as in Lemmas 11 and 12. By assumption (17),

\[
\ln \left(\frac{C_1 n \Delta^2}{M_1}\right) < (1 - \epsilon) \ln \left(\frac{M_1}{C_2 \Delta^2 n^{\alpha} n^{1-\alpha}}\right).
\]

It follows immediately that there exist \( 0 < \beta_1 < 1 \) and \( \beta_2 > 1 \) such that \( \beta_2 L_2^{(i)} < \beta_1 L_1 \). By Lemmas 11 and 12 it is sufficient to show that any graph \( G \) on \( [n] \) satisfying properties in Lemmas 11 and 12 with such \( \beta_1, \beta_2 \) must have the desired property in the corollary. Let \( \mathcal{F} \) be the set of all connected subgraphs of \( G \) that have more edges than vertices. Then, every \( F \in \mathcal{F} \) contains at least \( \beta_1 L_1 \geq \beta_2 L_2^{(i)} \) vertices. It follows that every \( F \in \mathcal{F} \) satisfies \( |V_i(F)| < \alpha |V(F)| \).

We now prove two deterministic structural results which will be combined with the above probabilistic results to form a proof of Lemma 6.

**Lemma 14.** There does not exist a tree on 2 or more vertices in which every path joining a pair of leaves contains 2 or more vertices of degree at least 3.

**Proof.** This is trivially true for trees with only two vertices. Say that a tree \( T \) has property \( Q \) if every path joining two leaves contains 2 or more vertices of degree at least 3. For contradiction, suppose that there exists a tree with property \( Q \). For each vertex \( v \) of degree two, delete \( v \) from \( T \) and add an edge between the two neighbours of \( v \). Let \( T' \) be the resulting graph (thus, \( T \) is an edge subdivision of \( T' \)), which is a tree such that all non-leaf vertices are of degree at least 3. Moreover, no two leaves of \( T' \) can have a common neighbour, since otherwise there exists a path joining two leaves in \( T \) which contains only one vertex of degree at least 3. The only possible tree \( T' \) is a path with length 1. Hence \( T \) must be a path. But such \( T \) does not have property \( Q \), which contradicts with our assumption. This completes the proof.

In the following lemma and its proof, \( V_{\geq 3} \) and \( V_i \ (i \in \{1, 2\}) \) refer to the sets of vertices of degree at least 3, or of degree \( i \), \( i \in \{1, 2\} \), in a general graph \( G \) rather than \( G(\text{d}) \).

**Lemma 15.** Suppose \( G \) is a graph satisfying the following conditions:

(a) Every cycle \( C \) in \( G \) satisfies \(|C \cap V_{\geq 3}| \geq 3\),
(b) Every path $P$ joining a pair of vertices in $V_1$ satisfies $|P \cap V_{\geq 3}| \geq 4$. Then given any $\sigma \in \text{Aut}(G)$, every vertex in $V_1 \cup V_2$ which is moved by $\sigma$ lies in a connected subgraph $H$ of $G$ such that:

- $H$ contains at most three vertices in $V_{\geq 3}$ which are fixed by $\sigma$, and
- $H$ has more edges than vertices.

Proof. Suppose $v \in V_1 \cup V_2$ is a vertex which is moved by some $\sigma \in \text{Aut}(G)$. Let $H_v$ be the edge- and vertex-maximal connected subgraph of $G$ containing $v$ such that $H_v$ contains no vertices in $V_1 \cup V_{\geq 3}$ which are fixed by $\sigma$. Equivalently, construct $H_v$ by starting at $v$ and first performing a depth-first search of $G$, stopping immediately before any vertex in $\text{Fix}(\sigma)$ unless that vertex is in $V_2$. The subgraph $H_v$ is then the graph induced by all vertices visited by this search. Observe that $H_v$ is isomorphic to $H_{\sigma(v)}$, and also that $H_v$ and $H_{\sigma(v)}$ must either be the same or vertex-disjoint. Note also that if $X$ is the size of the edge cut $\mathcal{X}$ induced by $V(H_v)$ in $G$, then

$$|E(H_v)| = \frac{1}{2} \left( \sum_{u \in V(H_v)} \deg_G(u) - X \right),$$

(18)

where $\deg_G(u)$ denotes the degree of $u$ in $G$, rather than in $H_v$.

Suppose firstly that $X \geq 3$. Let $v_1, v_2$ and $v_3$ be vertices in $H_v$ which are incident to three distinct edges in the $\mathcal{X}$ ($v_1, v_2$ and $v_3$ are not necessarily distinct). For $i \in \{1, 2, 3\}$, the vertex $v_i$ is adjacent in $G$ to some vertex $w_i$ in $G - H_v$ which is fixed by $\sigma$, and since $\sigma$ is an automorphism it follows that $w_i$ must also be adjacent to $\sigma(v_i)$. Since $H_v$ is connected, $H_{\sigma(v_i)}$ is also connected and contains $\sigma(v_1), \sigma(v_2)$ and $\sigma(v_3)$. The graph $H$ induced by $H_v \cup \{w_1, w_2, w_3\} \cup H_{\sigma(v)}$ is therefore connected and contains at most three vertex-disjoint fixed by $\sigma$. Moreover, it is easy to show that $H$ contains at least two cycles, and therefore strictly more edges than vertices as required. For instance, if $w_1, w_2$ and $w_3$ are distinct, then there is an $(w_i, w_j)$-path in $H_v$ and an $(w_i, w_j)$-path in $H_{\sigma(v)}$, implying a cycle passing $w_i$ and $w_j$, for each $i \neq j$. The other cases can be argued easily in a similar manner.

Suppose now that $X \in \{1, 2\}$, and that $|E(H_v)| \geq |V(H_v)|$ (we will show that this is always the case when $X \in \{1, 2\}$). It follows that $|E(H_{\sigma(v)})| \geq |V(H_{\sigma(v)})|$. If $H_v \cap H_{\sigma(v)} = \emptyset$, then there must be a vertex $w$ which is fixed by $\sigma$ and is incident to one vertex in $H_v$ and one in $H_{\sigma(v)}$. Let $H$ be the subgraph of $G$ induced by $H_v \cup \{w\} \cup H_{\sigma(v)}$. Then $|E(H)| > |V(H)|$ and at most one vertex in $V_{\geq 3}(H)$ fixed by $\sigma$, as required. On the other hand, if $H_v = H_{\sigma(v)}$ then $X = 2$, since the image of any edge in $\mathcal{X}$ must also be in $\mathcal{X}$. Moreover, both of the edges in $\mathcal{X}$ must be incident to the same vertex outside of $H_v$, call it $w$. Let $H$ be the graph induced by $H_v \cup \{w\}$. Then $|E(H)| > |V(H)|$ again and there is at most one vertex in $V_{\geq 3}(H)$ which is fixed by $\sigma$. We now consider three separate cases to show that if $X \in \{1, 2\}$ then $|E(H_v)| \geq |V(H_v)|$.

Suppose firstly that $V_1(H_v) = \emptyset$, which means that we must have started with $v \in V_2$. Let $P$ be the maximal path in $G$ containing $v$ and consisting solely of vertices in $V_2$. We claim that of the two vertices adjacent to the ends of $P$ in $G$, at least one is moved by $\sigma$ and has degree at least 3. If neither of these vertices were moved, then they would also
have to be adjacent to the ends of $\sigma(P)$. We would then have a cycle through $P$ and $\sigma(P)$ containing only two vertices in $V_{\geq 3}$, contradicting with Lemma 15(a). Suppose then that only one of these is moved but has degree 1, and call it $u$. It follows that there must be a $(u, \sigma(u))$-path containing only one vertex in $V_{\geq 3}$ (namely the vertex attached to the other end of $P$), contradicting assumption (b). Similarly, if both are moved but have degree 1, then there is a path between them (via $P$) containing no vertices in $V_{\geq 3}$, again contradicting Lemma 15(b). Thus one of the vertices adjacent to the ends of $P$ has degree at least 3 and is moved by $\sigma$. In particular, this means that $H_v$ contains at least one vertex in $V_{\geq 3}$, and using (18) we obtain

$$|E(H_v)| \geq \frac{1}{2}(2(|V(H_v)| - 1) + 3 - 2) = |V(H_v)| - \frac{1}{2},$$

which implies that $|E(H_v)| \geq |V(H_v)|$.

Suppose now that $X \in \{1, 2\}$ but $|V_1(H_v)| = 1$, and let $v_1 \in V_1(H_v)$. If $H_v = H_\sigma(v)$, then $\sigma(v_1) \in H_v$, but $\sigma(v_1) \neq v_1$ and therefore $|V_1(H_v)| \geq 2$, a contradiction. We may therefore assume that $H_v \cap H_\sigma(v) = \emptyset$. Suppose for contradiction that we also have $|V_{\geq 3}(H_v)| \leq 1$. Letting $w$ be a vertex adjacent to vertices in $H_v$ and $H_\sigma(v)$ there must be a $(v_1, \sigma(v_1))$-path in $G$ which uses at most three vertices in $V_{\geq 3}$ (namely $w$, and possibly $v_3$ and $\sigma(v_3)$ if $V_{\geq 3}(H_v) = \{v_3\}$). This contradicts with Lemma 15(b), and we may therefore assume that $|V_{\geq 3}(H_v)| \geq 2$. From (18) it follows that

$$|E(H_v)| \geq \frac{1}{2} \left( 1 + 2(|V(H_v)| - 3) + 2 \cdot 3 - 2 \right) = |V(H_v)| - \frac{1}{2},$$

and therefore $|E(H_v)| \geq |V(H_v)|$.

Suppose finally that $X \in \{1, 2\}$ and $|V_1(H_v)| \geq 2$, and suppose for contradiction that $H_v$ is a tree. Given a tree $T$ containing three or more leaves and a leaf vertex $\ell$ in $T$, define the ‘branch’ associated with $\ell$ to be everything along the path joining $\ell$ to the nearest vertex of degree at least 3 in $T$, excluding that vertex. If $H_v$ contains a leaf vertex $\ell \notin V_1$, then $\ell$ must be incident to an edge in the cut-set associated with $V(H_v)$. For such a leaf (there can be at most one since $X \leq 2$) delete the branch associated with $\ell$ from $H_v$ to obtain a graph $H'_v$. The graph $H'_v$ must also be a tree, and must still contain at least two leaves since $|V_1(H'_v)| = |V_1(H_v)| \geq 2$. Note that every vertex in $H'_v$, except for at most two (since $X \leq 2$), has the same degree in $H'_v$ as in $G$, and every leaf in $H'_v$ is in $V_1$. By Lemma 15(b), every path joining leaves in $H_v$ therefore contains at least four vertices in $V_{\geq 3}$, and every path joining leaves in $H'_v$ contains at least two vertices of degree at least 3. However, by Lemma 14 such a tree does not exist. This therefore contradicts our assumption that $H_v$ is a tree, and it follows that $|E(H_v)| \geq |V(H_v)|$.

Lastly, suppose that $X = 0$, so $H_v$ is a connected component of $G$. We show that $H_v$ must contain two cycles, and therefore $|E(H)| > |V(H)|$. Since $H_v$ is an isolated component, the degree of every vertex in $H_v$ is the same as its degree in $G$. By Lemma 15(b) and Lemma 14 we therefore know that $H_v$ cannot be a tree. Suppose then that $H_v$ contains only one cycle, so $|E(H_v)| = |V(H_v)|$. By Lemma 15(a) this means that $|V_{\geq 3}(H_v)| \geq 3$, which using (18) implies $|V_1(H_v)| \geq 3$.

Now, let $xy$ be an edge in the cycle in $H_v$. If $x$ is a leaf in $H_v - xy$, then delete the branch associated with $x$ from $H_v - xy$. Next, do the same for $y$ if $y$ is a leaf, and call the resulting
tree $H_v'$. If neither $x$ nor $y$ are leaves in $H_v$, then simply let $H_v' = H_v - xy$. Every vertex in $H_v'$ except for at most two has the same degree in $H_v'$ as in $G$, and all of the leaves in $H_v'$ are in $V_1$. By Lemma 15(b), it follows that every path joining leaves in $H_v'$ contains at least two vertices of degree at least 3. By Lemma 14, this contradicts the fact that $\sigma \in G$ by its definition and Lemma 9, which means that $H_v$ must actually contain at least two cycles. Since every vertex in $H_v$ is moved by $\sigma$, letting $H = H_v$ we are done.

The next two lemmas use the previous probabilistic and deterministic results to show that any non-trivial automorphism must move a large number of vertices of degree at least 3.

Lemma 16. Suppose

$$\frac{\Delta^2}{d} = o \left( \frac{n^{1/4}}{n_1^{1/2}} \right), \quad \frac{\Delta^2}{d} = o \left( \frac{n^{\alpha_2/2}}{n_2^{\alpha_2/2}} \right), \quad \left( \frac{n_{\alpha_2}}{n} \right)^{\alpha_2(1-\epsilon)} \left( \frac{\Delta^2}{d} \right)^{2-\epsilon} = o(1).$$

Then a.a.s. $\mathcal{G}(d)$ has no non-trivial automorphisms $\sigma$ for which $a_{\geq 3} \leq R_2a_2$.

Proof. By Lemma 10 (note that the assumption of the lemma is satisfied as $\alpha_2 < 1/4 < 2/3$ by its definition) and Lemma 9, $\mathcal{G}(d)$ a.a.s. satisfies the conditions of Lemma 15. Suppose $\sigma \in \text{Aut}(\mathcal{G}(d))$, and for each $v \in V_2 \cap \text{supp}(\sigma)$ consider the connected subgraph of $\mathcal{G}(d)$ containing $v$ as described in Lemma 15. Starting with this subgraph, delete all degree 1 vertices to obtain a new subgraph $F_v$, and note that $F_v$ still satisfies $|E(F_v)| > |V(F_v)|$ and $|V_{\geq 3}(F_v) \cap \text{Fix}(\sigma)| \leq 3$. Let $F$ be the subgraph of $\mathcal{G}(d)$ produced by taking the union of the graphs $F_v$ over all $v \in V_2 \cap \text{supp}(\sigma)$. Since each $F_v$ contains more edges than vertices, by Corollary 13 a.a.s. for every component $C_i$ of $F$ we have $|V_2(C_i)| < \alpha_2|V(C_i)|$. Then

$$a_{\geq 3}(C_i) = |V(C_i)| - |V_2(C_i)| - |V_{\geq 3}(C_i) \cap \text{Fix}(\sigma)| \geq |V(C_i)| - |V_2(C_i)| - 3|V_2(C_i)|$$

$$> |V(C_i)| - \frac{4}{4+R_2} |V(C_i)| > R_2|V_2(C_i)|.$$

This applies to every component $C_i$ of $F$. Since every degree 2 vertex moved by $\sigma$ lies in $F$, it follows that $a_{\geq 3} > R_2a_2$.

Lemma 17. Suppose

$$\frac{\Delta^2}{d} = o \left( \frac{n^{1/4}}{n_1^{1/2}} \right), \quad \frac{\Delta^2}{d} = o \left( \frac{n^{\alpha_i/2}}{n_2^{\alpha_i/2}} \right), \quad \left( \frac{n_i}{n} \right)^{\alpha_i(1-\epsilon)} \left( \frac{\Delta^2}{d} \right)^{2-\epsilon} = o(1), \quad \text{for } i = 1, 2.$$

Then a.a.s. $\mathcal{G}(d)$ has no automorphisms for which $a_{\geq 3} \leq R_1a_1$.

Proof. Again, $\mathcal{G}(d)$ a.a.s. satisfies the conditions of Lemma 15. Suppose $\sigma \in \text{Aut}(\mathcal{G}(d))$ is non-trivial and for each $v \in V_1 \cap \text{supp}(\sigma)$ let $F_v$ be the connected subgraph described in Lemma 15. Let $F$ be the union of the graphs $F_v$ over all such $v$, we obtain a subgraph of
\( G(d) \) in which every component is the graph \( F_v \) for some \( v \in V_1 \cap \text{supp}(\sigma) \). Each component therefore contains more edges than vertices, and hence a.a.s., for each component \( C_i \), 

\[
|V_2(C_i)| < \alpha_2 |V(C_i)| \quad \text{and} \quad |V_1(C_i)| < \alpha_1 |V(C_i)|.
\]

Then

\[
a_{\geq 3}(C_i) = |V(C_i)| - |V_1(C_i)| - |V_2(C_i)| - |V_{\geq 3}(C_i) \cap \text{Fix}(\sigma)|
\]

\[
> (1 - \alpha_1 - \alpha_2 - 3\alpha_1)|V(C_i)| \geq R_1 \alpha_1 |V(C_i)| > R_1 |V_1(C_i)|
\]

Since every vertex in \( V_1 \) which is moved by \( \sigma \) lies in \( F \), it follows that \( a_{\geq 3} > R_1 a_1 \).

\[ \square \]

**Proof of Lemma 6.** This follows by Lemmas 16 and 17.

\[ \square \]

**Proof of Theorem 3.** It follows immediately from Lemmas 6 and 8 by taking the union bound.

\[ \square \]

### 4 Symmetry: proof of Theorem 4

In this section we prove that under the conditions of Theorem 4, a.a.s. \( G(d) \) has non-trivial automorphisms with a probability bounded away from zero. We will look at automorphisms that fix all but two vertices. In particular, we will prove the existence (with nonzero probability) of such automorphisms by proving the existence of a cherry or a pendant triangle, which we define below.

We say that a triple of vertices \( u, v, w \) forms a *cherry* if the degrees of \( u \) and \( v \) are 1, and they are both adjacent to \( w \). We say that a triple of vertices \( u, v, w \) forms a *pendant triangle* if they are pairwise adjacent and at least two of them have degree 2. Obviously, if \( G \) contains a cherry or a pendant triangle \( u, v, w \) then \( \sigma = (u, v) \) is an automorphism.

We will prove that under the conditions of Theorem 4, \( G(d) \) has a cherry or a pendant triangle with a non-vanishing probability. To do this, we use the following technical lemma for the edge probability in \( G(d) \) conditional on the presence of a constant number of edges. Its proof is exactly the same as [6, Lemma 3], although the conditions for \( d \) in [6, Lemma 3] are different from that in Theorem 4. We omit the proof.

**Lemma 18.** Given set \( C \subseteq E(K_n) \), let \( E_C \) be the event that \( C \subseteq E(G(d)) \). Let \( C_i \subseteq C \) be the set of edges in \( C \) incident to vertex \( i \). Assume \( uv \notin C \). Provided that \( |C| = O(1) \) and \( \Delta^2 = o(M_1) \), we have

\[
\mathbb{P}(u \sim v|E_C) = (1 + o(1)) \frac{(d_u - |C_u|) (d_v - |C_v|)}{M_1 + (d_u - |C_u|)}.
\] (19)

Now we prove Theorem 4. Let \( Y \) be the number of cherries in \( G(d) \), and let \( Z \) denote the number of pendant triangles in \( G(d) \). First consider the case that \( M_2 = o(M_1) \). This implies that

\[
\sum_{i \in V_{\geq 2}} d_i^2 = o \left( \sum_{i \in V_{\geq 2}} d_i + n_1 \right),
\]
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which yields \( n_1 = (1 - o(1))n \). This immediately implies that either \( Y > 0 \) or there exists an edge joining to vertices of degree 1, both of which implies the symmetry of \( \mathcal{G}(d) \).

Next, we assume \( M_2 = \Omega(M_1) \). We will show that under the assumptions of either (a) or (b), the probability that \( Y \) or \( Z \) being 0 is away from 1. It is easy to see that under the assumptions of \( \Delta^2 = o(M_1) \) and \( M_2 = \Omega(M_1), \)

\[
\begin{align*}
M_4 &= o(M_2 M_1) = o(M_2^2), \quad M_3 = O(M_2 \Delta) = o(M_2 \sqrt{M_1}) = o(M_2^{3/2}).
\end{align*}
\]

We first estimate \( Y \). There are \( \left( \begin{array}{c} n_1 \\ 2 \end{array} \right) \) ways to choose the two vertices of degree 1. Hence, by Lemma 13,

\[
\mathbb{E}(Y) = \left( \begin{array}{c} n_1 \\ 2 \end{array} \right) \sum_{w \in [n] \setminus V_1} (1 + o(1)) \frac{d_w(d_w - 1)}{M_1^2} \sim \frac{n_1^2 M_2}{2 M_1^2},
\]

by noting that \( \sum_{w \in V_1} d_w(d_w - 1) = 0 \) and \( n_1 = \Omega(M_1/\sqrt{M_2}) = \omega(1) \), as \( \Delta^2 = o(M_1) \) by our assumption. Next we estimate the second moment. Let \( A \) be a 3-subset of \([n]\) and let \( Y_A \) be the indicator variable for the event that \( A \) forms a cherry. Then,

\[
\mathbb{E}Y(Y - 1) = \sum_{(A_1, A_2)} \mathbb{P}(Y_{A_1} = Y_{A_2} = 1),
\]

where the summation is over all ordered distinct pairs of 3-subsets \((A_1, A_2)\).

We split the sum according to the size of \( A_1 \cap A_2 \).

**Case 1**: \( A_1 \cap A_2 = \emptyset \). In this case, there are \( \left( \begin{array}{c} n_1 \\ 2 \end{array} \right) \left( \begin{array}{c} n_2 - 2 \\ 2 \end{array} \right) \) ways to choose the vertices of degree 1 for \( A_1 \) and \( A_2 \). Then, summing over distinct pairs of vertices in \([n] \setminus V_1\) gives

\[
\begin{align*}
&\sum_{(A_1, A_2): A_1 \cap A_2 = \emptyset} \mathbb{P}(Y_{A_1} = Y_{A_2} = 1) \sim \left( \begin{array}{c} n_1 \\ 2 \end{array} \right) \left( \begin{array}{c} n_1 - 2 \\ 2 \end{array} \right) \sum_{w_1, w_2 \in [n] \setminus V_1} \frac{d_{w_1}(d_{w_1} - 1)d_{w_2}(d_{w_2} - 1)}{M_1^4} \\
&\sim \frac{n_1^4}{4M_1^4} \left( M_2^2 + O(M_4 + M_1) \right) \sim \frac{n_1^4 M_2^2}{4M_1^4},
\end{align*}
\]

noting that \( \sum_{w \in [n]} d_w^2(d_w - 1)^2 = O(M_4 + M_1) \).

**Case 2**: \( A_1 \cap A_2 \neq \emptyset \). Let \( A_1 = \{u_1, v_1, w_1\} \) and \( A_2 = \{u_2, v_2, w_2\} \) where the degrees of \( w_1 \) and \( w_2 \) are at least 2. In this case, we must have \( w_1 = w_2 \). Hence, \( A_1 \cup A_2 \) must induce a star with 3 or 4 leaves, all of which must be vertices in \( V_1 \). Given a star \( S \) of order \( j = 4, 5 \), there is \( O(1) \) ways choose \( A_1 \) and \( A_2 \) such that \( A_1 \cup A_2 \) induces a subgraph isomorphic to \( S \). Hence, by the theorem assumptions,

\[
\sum_{(A_1, A_2): A_1 \cap A_2 \neq \emptyset} \mathbb{P}(Y_{A_1} = Y_{A_2} = 1) = O(1) \sum_{j=3}^4 n_1^j \sum_{w \in [n] \setminus V_1} \frac{(d_w)_j}{M_1^j} = O \left( \frac{n_1^3 M_3}{M_1^3} + \frac{n_1^4 M_4}{M_1^4} \right) = o \left( \frac{n_1^4 M_2^2}{M_1^4} \right),
\]

where the error \( n_1^3 M_3/M_1^3 \) is absorbed since \( M_3 = o(M_2^{3/2}) \) as we have shown, and \( n_1 = \Omega(M_1/\sqrt{M_2}) \) by theorem assumptions. It follows then that

\[
\mathbb{E}Y(Y - 1) = (1 + o(1)) \frac{n_1^4 M_2^2}{4M_1^4}.
\]
If $n_1 = \omega(M_1 / \sqrt{M_2})$, then $\mathbb{E}Y \to \infty$ and $\mathbb{E}Y^2 \sim (\mathbb{E}Y)^2$. Hence, $Y > 0$ a.a.s. by Chebyshev’s inequality. This confirms the first case of part (a).

If $n_1 = cM_1 / \sqrt{M_2}$ where $c = O(1)$ then $\mathbb{E}Y \sim c^2 / 2$, and $\mathbb{E}Y^2 \sim c^4 / 4 + c^2 / 2$. By the Payley–Zygmund inequality,

$$
\mathbb{P}(Y > 0) \geq \frac{(\mathbb{E}Y)^2}{\mathbb{E}Y^2} = (1 + o(1)) \frac{c^2}{2 + c^2}.
$$

As $Y > 0$ implies that $\mathcal{G}(d)$ is symmetric, it follows that $\mathbb{P}(\mathcal{G}(d) \text{ symmetric}) \geq \mathbb{P}(Y > 0) \geq (1 + o(1)) \frac{c^2}{2 + c^2}$. This confirms the first case of part (b).

Using similar arguments as for $Y$, it is easy to see that

$$
\mathbb{E}Z \sim \left( \frac{n_2}{2} \right) \sum_{z \in [n]} \frac{4d_z(d_z - 1)}{M_1^3} \sim 2n_2^2 \frac{M_2}{M_1^3},
$$

and

$$
\mathbb{E}Z(Z - 1) \sim \left( \frac{n_2}{2} \right) \left( \frac{n_2 - 2}{2} \right) \sum_{z_1, z_2 \in [n]} \frac{16d_{z_1}(d_{z_1} - 1)d_{z_2}(d_{z_2} - 1)}{M_1^6}
$$

$$
+ O(1)n_2^4 \sum_{z \in [n]} \frac{(d_z)_4}{M_1^6} \sim \frac{4n_2^4(M_2^2 + O(M_4 + M_1))}{M_1^6} + O(n_2^4M_4/M_1).
$$

The rest of the proof is the same as for $Y$. We omit the details. □
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Appendix

Here we prove that for $d$ from Example 5, $G(d)$ is a.a.s. symmetric and connected.

Proof. It is easy to see that $\Delta^2 = o(M_1)$, $M_1M_3 = o(n_1M_2^2)$, $M_4 = o(M_2^2)$ and $n_1 = \omega(M_1/\sqrt{M_2})$. Hence, by Theorem 4(a), $G(d)$ is a.a.s. symmetric. It only remains to show that $G(d)$ is a.a.s. connected.

We will use the following theorem by Luczak [10].

Theorem 19. If $3 \leq \delta = d_1 \leq \cdots \leq d_n = \Delta = n^{0.02}$ then a.a.s. $G(d)$ is $\delta$-connected.

Note that $G(d)$ is a.a.s. connected is an immediate consequence of the following claim.

Claim 20. (i) No two vertices of degree 1 are adjacent;

(ii) No vertex is adjacent to more than 2 vertices of degree 1;

(iii) The subgraph induced by the set of vertices with degree $\lceil \log n \rceil$ is connected.

First we prove part (i). By Lemma 18 the expected number of adjacent pairs of degree 1 vertices is

$$\binom{n_1}{2} \mathbb{P}(u_1 \sim u_2) \sim \frac{n_1^2}{2M_1} = o(1),$$

as $n_1 = o(\sqrt{n \log n})$ and $M_1 \sim n \log n$.

Next, we prove (ii). Let $v$ be such that $d_v = \lceil \log n \rceil$. Let $V_1 = \{i : d_i = 1\}$ and

$$X_v = |\{\{u_1, u_2, u_3\} \in V_1^3 : u_1, u_2, u_3 \text{ are distinct, and } v \sim u_i, \forall 1 \leq i \leq 3\}|.$$
Without loss of generality, we may assume that $V_1 = [n_1]$. Then, by Lemma 18,

$$\mathbb{E}X_v \sim \left(\frac{n_1}{3}\right)\frac{(\log n)_3}{M_1^3} = O\left(\frac{\log^{3/2} n}{n^{3/2}}\right).$$

It follows that $\sum_{v \in [n] \setminus V_1} = O\left(\frac{\log^{3/2} n}{n^{3/2}}\right) = o(1)$, which confirms part (ii).

Finally, we prove part (iii). Let $U = (u_1, u_2, \ldots, u_{n_1})$ where $u_i$ denotes the neighbour of $i$ in $G(d)$ for $1 \leq i \leq n_1$. Note that $U$ is a random vector. We call $U$ nice if there are no $i < j < k$ such that $u_i = u_j = u_k$, and $u_i \not\in [n_1]$ for all $1 \leq i \leq n_1$. By parts (i) and (ii), a.a.s. $U$ is nice. Given any nice $U = (u_1, \ldots, u_{n_1})$, let $d' = (d'_j)_{n_1+1 \leq j \leq n}$ where

$$d'_j = d_j - \sum_{i=1}^{n_1} 1_{\{u_i = j\}}, \quad \text{for all } n_1 + 1 \leq j \leq n.$$

Since $U$ is nice, $d'_j \geq \log n - 3 \geq 3$ for all $n_1 + 1 \leq j \leq n$. Moreover, conditional on $U = U$, the subgraph of $G(d)$ induced by $[n] \setminus [n_1]$ is $G(d')$. By Theorem 19, this subgraph is a.a.s. connected. This completes the proof of the claim. \qed