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Abstract. This article focuses on a quasilinear wave equation of $p$-Laplacian type:

$$u_{tt} - \Delta_p u - \Delta u_t = f(u)$$

in a bounded domain $\Omega \subset \mathbb{R}^3$ with a sufficiently smooth boundary $\Gamma = \partial\Omega$ subject to a generalized Robin boundary condition featuring boundary damping and a nonlinear source term. The operator $\Delta_p$, $2 < p < 3$, denotes the classical $p$-Laplacian. The interior and boundary terms $f(u)$, $h(u)$ are sources that are allowed to have a supercritical exponent, in the sense that their associated Nemytskii operators are not locally Lipschitz from $W^{1,p}(\Omega)$ into $L^2(\Omega)$ or $L^2(\Gamma)$. Under suitable assumptions on the parameters we provide a rigorous proof of existence of a local weak solution which can be extended globally in time, provided the damping terms dominate the corresponding sources in an appropriate sense. Moreover, a blow-up result is proved for solutions with negative initial total energy.

1. Introduction

1.1. The model. This paper is concerned with the existence of local and global solutions to the quasilinear initial-boundary value problem:

\[
\begin{cases}
  u_{tt} - \Delta_p u - \Delta u_t = f(u) & \text{in } \Omega \times (0,T), \\
  (u(0), u_t(0)) = (u_0, u_1) & \\
  |\nabla u|^{p-2}\partial_p u + |u|^{p-2}u + \partial_p u_t + u_t = h(u) & \text{on } \Gamma \times (0,T),
\end{cases}
\]

(1.1)

for given initial data $(u_0, u_1) \in W^{1,p}(\Omega) \times L^2(\Omega)$ and $2 < p < 3$. The operator $\Delta_p$ is the classical $p$-Laplacian given by:

$$\Delta_p u = \text{div}(|\nabla u|^{p-2}\nabla u).$$

For the sake of physical relevance we shall assume that $\Omega \subset \mathbb{R}^3$ is a bounded open domain with boundary $\Gamma$ of class $C^2$ having outward normal vector $\nu$, however analogous results are possible in other spatial dimensions provided the appropriate changes
are made to the exponents coming from the various Sobolev embedding and trace theorems.

Throughout the paper, we study (1.1) under the following assumption:

**Assumption 1.1.** We assume that the interior and boundary source feedback terms \( f, h \in C^1(\mathbb{R}) \) are \( \mathbb{R} \)-valued functions such that

\[
|f'(u)| \leq C(|u|^{q-1} + 1) \text{ where } 1 \leq q < \frac{5p}{2(3 - p)},
\]

\[
|h'(u)| \leq C(|u|^{r-1} + 1) \text{ where } 1 \leq r < \frac{3p}{2(3 - p)},
\]

where \( 2 < p < 3 \).

**Remark 1.2.** These restrictions on the exponents \( q \) and \( r \) are inherited from the problem itself and the Sobolev embedding and trace theorems. In addition, as the bounds will be used often throughout the paper it is worthy of note that the assumptions on \( f \) and \( h \) imply that

\[
|f(u)| \leq C(|u|^q + 1), \quad |f(u) - f(v)| \leq C(|u|^{q-1} + |v|^{q-1} + 1)|u - v|,
\]

\[
|h(u)| \leq C(|u|^r + 1), \quad |h(u) - h(v)| \leq C(|u|^{r-1} + |v|^{r-1} + 1)|u - v|.
\]

1.2. **Literature overview and new contributions.** Strongly damped wave equations of the form

\[
u_{tt} - \Delta u - \Delta u_t = f
\]

have been given significant attention in the literature, in part due to their natural physical interpretations as modeling vibrations in viscoelastic materials. In fact, the term \(-\Delta u_t\) in (1.2) is commonly referred to as Voigt damping in reference to its role in describing so-called Kelvin-Voigt materials, exemplified in one dimension as a viscous damper in parallel with an elastic spring. The source feedback term, \( f(u) \), is permitted to have “bad” sign, in that its presence may serve to increase the total energy of the system in time. In general, it is the relative strength of this source term as compared to the damping which will determine the long-term behavior of the equation, and thus the interaction between the two which is of particular interest.

Beginning in 1980, a seminal paper by Webb, [30], establishes unique global solutions exhibiting exponential decay of energy to an equation of the form (1.2) with zero Dirichlet boundary condition for an essentially linear function \( f \) using the theory of semigroups. A significant generalization is given in 1991 by Ghidaglia and Marzocchi in [14], where the Laplacian is replaced by a positive, linear operator \( A \) and the requirements on the source feedback term \( f \) are greatly relaxed, permitting sources of order five in the form \( f(u) = C(1 + u^5) \) in dimension three. With these less restrictive conditions on the source feedback term solutions need no longer be global.

Generalizing this work to equations in which the principal part of the PDE contains a nonlinearity such as the \( p \)-Laplacian introduces additional challenges. In [11], Chen,
Guo, and Wang investigate the end behavior of solutions of

\[ u_{tt} - \sigma(u_x)_x - u_{xxt} = f(u) + g(x) \]  

(1.3)

with zero Dirichlet boundary where \( \sigma \) is a smooth function satisfying \( \sigma(0) = 0 \) along with the bound \( \sigma'(s) \geq r_0 > 0 \) for all \( s \in \mathbb{R} \). By taking \( \sigma(s) = s \) in (1.3) the problem under consideration is a damped wave equation in dimension one whose principle part matches (1.2). While this formulation does permit some nonlinearity it does not include the case of the \( p \)-Laplacian as the function \( \sigma(s) = |s|^{p-2}s \) and its derivative do not enjoy the necessary smoothness or boundedness.

Biazutti’s work in [8] involves a Cauchy problem of the form

\[ u_{tt}(t) + Au(t) + Gu_t(t) + B(t)u_r(t) = f(t) \]  

(1.4)

for a linear operator \( B(t) \) and nonlinear operators \( A \) and \( G \).

The work of Rammaha and Wilstein in [26, and Pei et. al. in [24, explicitly include the \( p \)-Laplacian by considering, respectively, equations of the form

\[ u_{tt} - \Delta u - \Delta_p u_t = f(u) \quad \text{and} \quad u_{tt} - \Delta_p u - \Delta u_t = f(u) \]

with zero Dirichlet boundary in dimension three with \( 2 < p < 3 \). In both works the assumptions on the source \( f \) are quite mild, and \( f \) is permitted to have so-called supercritical order in that it is no longer locally Lipschitz continuous when viewed as a map from the solution space, \( W^{1,p}_0(\Omega) \), into \( L^2(\Omega) \).

Works which include boundary conditions are not as well represented in the literature. A closely related problem is studied by Vitillaro [28, 29]:

\[
\begin{cases}
  u_{tt} - \Delta u = 0 & \text{in } \Omega \times (0, T), \\
  u = 0 & \text{on } \Gamma_0 \times [0, T), \\
  \partial_{\nu} u + |u_t|^{m-2}u_t = |u|^{p-2}u & \text{on } \Gamma_1 \times (0, T)
\end{cases}
\]

where \( \Omega \) is a domain in \( \mathbb{R}^n \) with smooth boundary given as the disjoint union \( \partial \Omega = \Gamma_1 \cup \Gamma_2 \).

In addition to the references given in detail above, the literature is rich with results on wave equations and systems of wave equations. Many pioneering papers such as Lions and Strauss [22], as well as works by Glassey [15] and Levine [20] are worthy of mention. More recently, Georgiev and Todorova [13] ignited significant interest in the interaction of source and damping terms in wave equations. The blow-up result in [6] further characterizes this interaction in the case where the damping is nonlinear. For systems of wave equations in bounded domains the papers [2, 16, 17, 18,] are additionally worthy of mention.

In this manuscript we employ a Galerkin type scheme to demonstrate the existence of suitably defined weak solutions to (1.1), and then prove sufficient conditions for global stability as well as a blow-up result in finite time.

Several technical challenges are present, chiefly involving the identification of the limiting value of \( \Delta_p u_N \) with the value of \( \Delta_p u \) at the Galerkin level which we carefully
accomplish through the use of monotone operator theory. Our detailed approach also highlights the crucial difficulty that would arise if the Kelvin-Voigt damping were replaced with an \(m\)-Laplacian term \(\Delta_m u_t\), \(m > 2\). In that case, the simultaneous identification of two weak limits, one for the \(p\)-Laplacian of \(u\) and the other for the \(m\)-Laplacian of \(u_t\) (even if \(m = p\)) cannot be carried out by the same approach. It had been assumed in some previous works that the Galerkin approach might trivially extend to the \(m\)-\(p\) model, for instance in [7] which attempts to rely on [8] and [23] that deal with a single \(p\)-Laplace operator in the equation. That is not the case, however, and rigorous analysis of well-posedness for \(p\)-Laplacian/\(m\)-Laplacian (with \(m, p > 2\)) second-order equation is presently missing from the literature, remaining a challenging open problem.

1.3. Notation. Throughout the paper the following notational conventions for \(L^p\) space norms and inner products will be used, respectively:

\[
||u||_s = ||u||_{L^s(\Omega)}, \quad |u|_s = ||u||_{L^s(\Gamma)};
\]
\[
(u, v)_\Omega = (u, v)_{L^2(\Omega)}, \quad (u, v)_\Gamma = (u, v)_{L^2(\Gamma)}.
\]

We also use the notation \(\gamma u\) to denote the trace of \(u\) on \(\Gamma\) and we write \(\frac{d}{dt}(\gamma u(t))\) as \(\gamma u_t\) or \(\gamma u\)'.

As is customary, \(C\) shall always denote a positive constant which may change from line to line. Following from the Poincaré-Wirtinger type inequality

\[
||u||_p^p \leq C(||\nabla u||_p^p + |\gamma u|_p^p) \quad \text{for all } u \in W^{1,p}(\Omega)
\]

we may choose as a matter of convenience

\[
||u||_{1,p} = (||\nabla u||_p^p + |\gamma u|_p^p)^{1/p}
\]
as a norm on \(W^{1,p}(\Omega)\) equivalent to the standard norm.

For a Banach space \(X\), we denote the duality pairing between the dual space \(X'\) and \(X\) by \(\langle \cdot, \cdot \rangle_{X',X}\). That is,

\[
\langle \psi, x \rangle_{X',X} = \psi(x) \quad \text{for } x \in X, \psi \in X'.
\]

In particular, the duality pairing between \((W^{1,p}(\Omega))'\) and \(W^{1,p}(\Omega)\) shall be denoted \(\langle \cdot, \cdot \rangle_p\).

By imposing the Robin-type boundary condition \(|\nabla u|^{p-2}\partial_n u + |u|^{p-2}u = 0\) on \(\Gamma\) the \(p\)-Laplacian given at the onset of the paper extends readily to a maximal monotone operator from \(W^{1,p}(\Omega)\) into its dual, \((W^{1,p}(\Omega))'\), with action given by:

\[
\langle -\Delta_p u, \phi \rangle_p = \int_{\Omega} |\nabla u|^{p-2}\nabla u \cdot \nabla \phi \, dx + \int_{\Gamma} |\gamma u|^{p-2}\gamma u \gamma \phi \, dS, \quad u, \phi \in W^{1,p}(\Omega). \quad (1.5)
\]

Further, it is convenient to record the bound

\[
|| -\Delta_p u ||_{(W^{1,p}(\Omega))'} \leq 2 ||u||_{1,p}^{p-1}, \quad u \in W^{1,p}(\Omega), \quad (1.6)
\]
on the operator norm of $-\Delta_p u$ which follows easily from Hölder’s inequality. As the Laplacian occurs as a term in equation (1.1) providing damping, it is efficient to utilize all of the preceding notation formally including the case of $p = 2$. Throughout the paper however, we shall always assume $2 < p < 3$. Additionally, the Sobolev embedding (in 3D)

$$W^{1,p}(\Omega) \hookrightarrow L^{\frac{2p}{p}}(\Gamma)$$

as well as the inequalities associated with the trace operator $\gamma$ in the map

$$W^{1,-\epsilon,p}(\Omega) \hookrightarrow L^{\frac{2p}{(1-\epsilon)p}}(\Gamma) \hookrightarrow L^{4}(\Gamma)$$

for sufficiently small $\epsilon \geq 0$, will be used frequently (See, e.g., [1]). As it occurs so frequently we shall pass to subsequences consistently without re-indexing.

1.4. Main results. We begin by giving the definition of a weak solution of (1.1).

Definition 1.3. A function $u$ is said to be a weak solution of (1.1) on the interval $[0,T]$ provided:

(i) $u \in C_w([0,T]; W^{1,p}(\Omega))$,

(ii) $u_t \in L^2(0,T; W^{1,2}(\Omega)) \cap C_w([0,T]; L^2(\Omega))$,

(iii) $(u(0), u_t(0)) = (u_0, u_1)$ in $W^{1,p}(\Omega) \times L^2(\Omega)$,

(iv) and for all $t \in [0,T]$ the function $u$ verifies the identity

$$\langle u_t(t), \phi(t) \rangle_{\Omega} - \langle u_1, \phi(0) \rangle_{\Omega} - \int_0^t \langle u_t(\tau), \phi_t(\tau) \rangle_{\Omega} d\tau$$

$$+ \int_0^t \langle -\Delta_p u(\tau), \phi(\tau) \rangle_p d\tau + \int_0^t \langle -\Delta u_t(\tau), \phi(\tau) \rangle_2 d\tau$$

$$= \int_0^t \int_{\Omega} f(u(\tau))\phi(\tau) dx d\tau + \int_0^t \int_{\Gamma} h(\gamma u(\tau))\gamma \phi(\tau) dS d\tau$$

(1.7)

for all test functions $\phi \in C_w([0,T]; W^{1,p}(\Omega))$ with $\phi_t \in L^2(0,T; W^{1,2}(\Omega))$.

Remark 1.4. In Definition 1.3 above, $C_w([0,T]; X)$ denotes the space of weakly continuous (often called scalarly continuous) functions from $[0,T]$ into a Banach space $X$. That is, for each $u \in C_w([0,T]; X)$ and $f \in X'$ the map $t \mapsto \langle f, u(t) \rangle_{X', X}$ is continuous on $[0,T]$.

The main results of this work are the following three theorems, the first of which establishes the existence of weak solutions satisfying a suitable energy inequality.

Theorem 1.5 (Local Solutions). Under the stated assumptions, problem (1.1) possesses a local weak solution, $u$, in the sense of Definition 1.3 on a non-degenerate interval $[0,T]$ with length dependent only upon the initial data, $(u_0, u_1)$, and the local Lipschitz constants of the maps $f : W^{1,p}(\Omega) \rightarrow L^{6/5}(\Omega)$ and $h \circ \gamma : W^{1,p}(\Omega) \rightarrow L^{4/3}(\Gamma)$.
on a ball about zero of radius prescribed by the initial positive energy. Further, this solution $u$ satisfies the energy inequality

$$
\mathcal{E}(t) + \int_0^t ||u'(\tau)||_{1,2}^2 d\tau \leq \mathcal{E}(0) + \int_0^t \int_{\Omega} f(u(\tau))u'(\tau) \, dx d\tau + \int_0^t \int_{\Gamma} h(\gamma u(\tau))\gamma u'(\tau) \, dS d\tau
$$

(1.8)

where $\mathcal{E}(t) = \frac{1}{2}||u'(t)||_2^2 + \frac{1}{p}||u(t)||_{1,p}^p$ is the positive energy. Equivalently, (1.8) can also be written as

$$
E(t) + \int_0^t ||u'(\tau)||_{1,2}^2 d\tau \leq E(0)
$$

(1.9)

with $E(t) = \mathcal{E}(t) - \int_{\Omega} F(u(t)) \, dx - \int_{\Gamma} H(\gamma u(t)) \, dS$ by taking $F$ and $H$ as the primitives of $f$ and $h$, respectively. i.e., $F(u) = \int_0^u f(s) \, ds$ and $H(\gamma u) = \int_0^{\gamma u} h(s) \, ds$.

The proof of Theorem 1.5 is carried out in Sections 2 through 4, beginning first with the added assumptions on the source feedback terms $f, h$ and then utilizing a series of truncation arguments similar to [4, 5, 24, 26], amongst others.

Remark 1.6. If one chooses the sources $f$ and $h$ of order $q$ and $r$ it follows in accordance with Assumption 1.1 that their primitives $F$ and $H$ are of order $q + 1$ and $r + 1$ respectively. From the energy inequality (1.9), one would hope to find that the embedding $W^{1,p}(\Omega) \hookrightarrow L^{q+1}(\Omega)$ along with the trace $W^{1,p}(\Omega) \rightarrow L^{r+1}(\Gamma)$ are both valid in order to ensure integrability of the terms

$$
\int_{\Omega} F(u(t)) \, dx \quad \text{and} \quad \int_{\Gamma} H(\gamma u(t)) \, dS
$$

contained therein. Indeed, it is readily verified that this is the case given that $2 < p < 3$.

Provided the source terms $f$ and $h$ are of sufficiently small order one would expect the strong damping in $\Omega$ to produce a global solution which has finite energy on $[0, \infty)$ in line with the results of Webb in [30], for instance. This is indeed the case, and the following theorem which is proven in Section 5 establishes sufficient growth conditions for a global solution.

**Theorem 1.7 (Global Solutions).** If $r, q \leq p/2$ in addition to the assumptions of Theorem 1.5, then the weak solution $u$ furnished by Theorem 1.5 is a global solution and the existence time $T$ may be taken arbitrarily large.

Remark 1.8. If one were to take $p = 2$ the results of Theorem 1.7 would state that $f$ and $h$ are bounded by linear functions which is a result paralleling [30] with the addition of boundary terms. With $p > 2$ the sources can be of higher order however, even though the action of the damping term $-\Delta u_t$ is unaffected by this change in $p$. 
This peculiar effect has been noted before in [24], for instance. Analogously, in [26] it was shown that the equation $u_{tt} - \Delta u - \Delta_p u_t = f(u)$ has global solutions when the order of the source term is no more than $p - 1$. In effect, the damping action of $-\Delta_p u_t$ with $2 < p < 3$ is, in some sense, “stronger” than the action of $-\Delta u_t$.

Conversely, with sources $f$ and $h$ of sufficient magnitude weak solutions of (1.1) can be shown to have a finite right maximal interval of existence and achieve asymptotically infinite energy in a finite time. Precisely, assuming the following form of the source functions:

Assumption 1.9. Let $f$ and $h$ be of the form

$$f(s) = (q + 1)|s|^{q-1}s \text{ with } p - 1 < q < \frac{5p}{2(3-p)},$$

$$h(s) = (r + 1)|s|^{r-1}s \text{ with } p - 1 < r < \frac{3p}{2(3-p)}.$$

Solutions of (1.1) must then blow-up in finite time, stated precisely in the following and proven in Section 6:

Theorem 1.10 (Blow-up of solutions). Assume that $f$ and $h$ are as in Assumption 1.9 and that the initial data $(u_0, u_1)$ is chosen to have negative total initial energy, in the sense that

$$E(0) = \mathcal{E}(0) - ||u_0||^{q+1}_{q+1} - ||u_0||^{r+1}_{r+1} < 0.$$

Then, any weak solution $u$ of (1.1) (in the sense of Definition 1.3) necessarily blows up in finite time. That is, there exists some $0 < T < \infty$ such that

$$\limsup_{t \to T^-} \mathcal{E}(t) = \infty$$

with positive energy $\mathcal{E}(t) = \frac{1}{2}||u'(t)||^2_2 + \frac{1}{p}||u(t)||^p_{1,p}$ as in Theorem 1.5.

Utilizing the Sobolev embedding $W^{1,p}(\Omega) \to L^{2p/(3-p)}(\Omega)$ in dimension three along with the bounds in Remark 1.2 the source feedback term $f$, if regarded as a Nemytski operator $f : W^{1,p}(\Omega) \to L^2(\Omega)$, is seen to be locally Lipschitz continuous provided $1 \leq q < 3p/2(3-p)$. Similarly, the map $h \circ \gamma : W^{1,p}(\Omega) \to L^2(\Gamma)$ is locally Lipschitz continuous provided $1 \leq r < p/(3-p)$. A stronger result provided by the following lemma will be used frequently throughout this paper. Its proof can be found elsewhere, and thus we omit it here.

Lemma 1.11 (See [19, Lem. 1.4] and [24, Lem. 1.1]). Under the growth conditions given in Assumption 1.1, the functions $f : W^{1-\epsilon,p}(\Omega) \to L^{6/5}(\Omega)$ and $h \circ \gamma : W^{1-\epsilon,p}(\Omega) \to L^{4/3}(\Gamma)$ are locally Lipschitz continuous for sufficiently small $\epsilon \geq 0$. 

2. Solutions for globally Lipschitz sources

As a first step, our strategy is to employ a suitable Galerkin approximation scheme to show local existence of weak solutions of (1.1) in the case where both $f : W^{1,p}(\Omega) \to L^2(\Omega)$ and $h \circ \gamma : W^{1,p}(\Omega) \to L^2(\Gamma)$ are globally Lipschitz with constants $L_f$ and $L_h$, respectively.

2.1. Approximate solutions. To start we shall establish a suitable sequence $\{w_j\}_1^\infty$ with which to construct a sequence of approximate solutions. This construction is done using eigenfunctions of the Laplacian—a typical choice for this type of problem—in the following manner. Let $A = -\Delta$ with domain $D(A) = \{w \in W^{2,2}(\Omega) : \partial_n w + w = 0 \text{ on } \Gamma \} \subset L^2(\Omega)$. It is well known that $A : D(A) \subset L^2(\Omega) \to L^2(\Omega)$ is positive, self-adjoint, and that $A$ is the inverse of a compact operator. Thus, $A$ has a countably infinite set of positive eigenvalues $\{\lambda_j\}_1^\infty$ with $\lambda_j \to \infty$ whose corresponding smooth eigenfunctions $\{w_j\}_1^\infty$ form an orthonormal basis for $L^2(\Omega)$ after suitable normalization. We can also define the fractional powers $A^s$, $0 \leq s \leq 1$, by

$$A^s f = \sum_{j=1}^\infty \lambda_j^s (f, w_j)_\Omega w_j.$$  

Each domain $D(A^s)$ is itself a Hilbert space with equivalent inner product

$$(u, v)_{D(A^s)} = \sum_{j=1}^\infty \lambda_j^{2s} u_j v_j$$

for $u = \sum_{j=1}^\infty u_j w_j$ and $v = \sum_{j=1}^\infty v_j w_j$ with convergence in the $L^2(\Omega)$ sense. In particular, the sequence $\{w_j\}_1^\infty$ forms a Schauder basis for $D(A)$.

Let $V_N = \text{span}\{w_1, \cdots, w_N\}$ and $P_N$ be the orthogonal projection of $L^2(\Omega)$ onto $V_N$. Corresponding to each $N \in \mathbb{N}$ one may find sequences of scalars $\{u_{0,j}\}_1^\infty$ and $\{u_{1,j}\}_1^\infty$ such that

$$\sum_{j=1}^N u_{0,j} w_j \to u_0 \text{ strongly in } W^{1,p}(\Omega) \text{ as } N \to \infty, \quad (2.1a)$$

$$P_N u_1 = \sum_{j=1}^N u_{1,j} w_j \to u_1 \text{ strongly in } L^2(\Omega) \text{ as } N \to \infty \quad (2.1b)$$

for given initial data $(u_0, u_1) \in W^{1,p}(\Omega) \times L^2(\Omega)$. For the initial displacement $u_0$, these sequences of scalars are obtained using the density of span$\{w_j\}_1^\infty$ in $W^{1,p}(\Omega)$, and for the initial velocity $u_1$, $u_{1,j} = (u_1, w_j)_\Omega$.

We now seek to construct a sequence of approximate solutions of the form

$$u_N(x, t) = \sum_{j=1}^N u_{N,j}(t) w_j(x) \quad (2.2)$$
that satisfies the system:

\[
(u''_N, w_j)_\Omega + \langle -\Delta_p u_N, w_j \rangle_p + (|\nabla u_N|^{p-2} \nabla u_N, \nabla w_j)_{\Omega} + (|\gamma u_N|^{p-2} \gamma u_N, \gamma w_j)_{\Gamma} \\
+ (\nabla u'_N, \nabla w_j)_{\Omega} + (\gamma u'_N, \gamma w_j)_{\Gamma} = (f(u_N), w_j)_{\Omega} + (h(\gamma u_N), \gamma w_j)_{\Gamma}
\]

(2.3a)

\[u_{N,j}(0) = u_{N,j}^0, \quad u'_{N,j}(0) = u_{j,1},\]

(2.3b)

where \( j = 1, \ldots, N \).

Indeed, (2.3a)-(2.3b) is an initial value problem for a second order \( N \times N \) system of ordinary differential equations with continuous nonlinearities in the unknown functions \( u_{N,j} \) and their time derivatives. Therefore, it follows from the Cauchy-Peano theorem that the initial-value problem (2.3) has a solutions \( u_{N,j} \in C^2([0, T_N]), \)

\( j = 1, \ldots, N \) for some \( T_N > 0 \).

An immediate observation is that the sequence of approximate solutions \( \{u_N\} \) satisfies:

\[(u_N(0), u'_N(0)) \to (u_0, u_1) \text{ strongly in } W^{1,p}(\Omega) \times L^2(\Omega).\]

(2.4)

2.2. A priori estimates. We aim to demonstrate that each of the approximate solutions \( u_N \) exists on a non-degenerate interval \([0, T]\) independent of \( N \).

**Proposition 2.1.** Each approximate solution \( u_N \) exists on \([0, \infty)\). Further, for any \( 0 < T < \infty \), the sequence of approximate solutions \( \{u_N\}_1^\infty \) satisfies:

\[\{u_N\}_1^\infty \text{ is a bounded sequence in } L^\infty(0, T; W^{1,p}(\Omega)),\]

(2.5a)

\[\{u'_N\}_1^\infty \text{ is a bounded sequence in } L^\infty(0, T; L^2(\Omega)),\]

(2.5b)

\[\{u''_N\}_1^\infty \text{ is a bounded sequence in } L^2(0, T; W^{1,2}(\Omega)),\]

(2.5c)

\[\{u''_N\}_1^\infty \text{ is a bounded sequence in } L^2(0, T; (\mathcal{D}(\mathcal{A}))').\]

(2.5d)

**Proof.** Multiplying (2.3a) by \( u''_{N,j} \) and summing over \( j = 1, \ldots, N \), one obtains

\[
\frac{1}{2} \frac{d}{dt} \|u'_N(\tau)\|_2^2 + \frac{1}{p} \frac{d}{dt} \|u_N(\tau)\|_{1,p}^p + \|u'_N(\tau)\|_{1,2}^2
\]

\[= \int_\Omega f(u_N) u'_N \, dx + \int_{\Gamma} h(\gamma u_N) \gamma u'_N \, dS\]

(2.6)

for each \( \tau \in [0, T_N] \). Integrating (2.6) on \([0, t]\) for \( t \in [0, T_N] \) and defining the positive energy

\[\mathcal{E}_N(t) = \frac{1}{2} \|u'_N(t)\|_2^2 + \frac{1}{p} \|u_N(t)\|_{1,p}^p\]
we may thus obtain from (2.6) the relation
\[ E_N(t) + \int_0^t \| u_N'(\tau) \|_{1,2}^2 \, d\tau = \int_0^t \int_\Omega f(u_N(\tau)) u_N'(\tau) \, dx \, d\tau + \int_0^t \int_\Gamma h(\gamma u_N(\tau)) \gamma u_N'(\tau) \, dS \, d\tau + E_N(0). \] (2.6')

In order to demonstrate a bound on \( E_N \) we first address the terms due to the sources. Under the assumption that \( f : W^{1,p}(\Omega) \rightarrow L^2(\Omega) \) is globally Lipschitz continuous we have
\[
\| f(u_N) \|_2 \leq \| f(u_N) - f(0) \|_2 + \| f(0) \|_2 \\
\leq L_f \| u_N \|_{1,p} + \| f(0) \|_2 \\
\leq C(\| u_N \|_{1,p} + 1),
\] (2.7)
so that by Hölder and Young’s inequalities with \( \epsilon = 1/4 \),
\[
\int_\Omega f(u_N) u_N' \, dx \leq \| f(u_N) \|_2 \| u_N' \|_2 \\
\leq C(\| u_N \|_{1,p} + 1)^2 + \frac{1}{4} \| u_N' \|_{1,2}^2 \\
\leq C(\| u_N \|_{1,p}^p + 1) + \frac{1}{4} \| u_N' \|_{1,2}^2,
\] (2.8)
where we have used the assumption \( p > 2 \). The constant \( C \) in (2.8) depends upon the values of \( \| f(0) \|_2 \) and \( L_f \), but is independent of \( N \). Since \( h \circ \gamma : W^{1,p}(\Omega) \rightarrow L^2(\Gamma) \) is also globally Lipschitz the same argument as in (2.7) and (2.8) yields
\[
\int_\Gamma h(\gamma u_N) \gamma u_N' \, dS \leq C(\| u_N \|_{1,p}^p + 1) + \frac{1}{4} \| u_N' \|_{1,2}^2.
\] (2.9)

By applying the bounds (2.8) and (2.9) to equation (2.6'), we obtain
\[
E_N(t) + \frac{1}{2} \int_0^t \| u_N'(\tau) \|_{1,2}^2 \, d\tau \leq C \int_0^t (\| u_N(\tau) \|_{1,p}^p + 1) \, d\tau + E_N(0).
\] (2.10)
Recalling (2.4), we see the that the sequence \( \{ E_N(0) = \frac{1}{2} \| u_N'(0) \|_{1,2}^2 + \frac{1}{p} \| u_N(0) \|_{1,p}^p \} \) is bounded, say \( E_N(0) \leq C' \) for all \( N \). In addition, \( \| u_N(\tau) \|_{1,p}^p < pE_N(\tau) \) so that each \( E_N(t) \) thereby satisfies the integral inequality
\[
E_N(t) \leq C \int_0^t (E_N(\tau) + 1) \, d\tau + C'
\] (2.11)
for some positive constants \( C, C' \) independent of \( N \). By applying Gronwall’s inequality to (2.11) we see that \( E_N(t) \) is finite on \([0, T]\) for any \( 0 < T < \infty \), and upon this interval each \( u_N \) must exist by the Cauchy-Peano theorem. This bound on \( E_N(t) \) also
establishes (2.5a) and (2.5b), with (2.5c) following immediately from (2.10) whose right hand side is now seen to be bounded.

For the final claim, given any $\phi \in \mathcal{D}(\mathcal{A})$ we know that $\phi$ has a unique expansion in terms of the Schauder basis $\{w_j\}_1^\infty$ for $\mathcal{D}(\mathcal{A})$ as

$$\phi = \sum_{j=1}^\infty a_j w_j,$$

for scalars $\{a_j\}_1^\infty \subset \mathbb{R}$. Furthermore, by taking

$$S_N \phi = \sum_{j=1}^N a_j w_j$$

to be the canonical projection associated with the basis $\{w_j\}_1^\infty$ we know that $S_N \phi \to \phi$ strongly in $\mathcal{D}(\mathcal{A})$ and also that $||S_N \phi||_{\mathcal{D}(\mathcal{A})} \leq C ||\phi||_{\mathcal{D}(\mathcal{A})}$ for a finite basis constant $1 \leq C < \infty$. Thus, from (2.3a) and the orthogonality of the sequence $\{w_j\}$ in $L^2(\Omega)$ we find with $\langle \cdot, \cdot \rangle$ denoting the pairing between $\mathcal{D}(\mathcal{A})$ and its dual that

$$||\langle u_N''(\cdot), \phi \rangle \rangle = ||\langle u_N'', S_N \phi \rangle \rangle_{\Omega} \leq ||\langle -\Delta_p u_N, S_N \phi \rangle \rangle_p + ||\langle -\Delta_2 u_N', S_N \phi \rangle \rangle_2$$
$$+ ||\langle f(u_N), S_N \phi \rangle \rangle_{\Omega} + ||\langle h(\gamma u_N), \gamma S_N \phi \rangle \rangle_{\Gamma}$$
$$\leq 2 ||u_N(t)||_{L^p_{1,p}}^{p-1} ||S_N \phi||_{L^p_{1,p}} + 2 ||u_N'(t)||_{L^2_{1,2}} ||S_N \phi||_{L^2_{1,2}}$$
$$+ ||f(u_N(t))||_{L^2} ||S_N \phi||_{L^2} + ||h(\gamma u_N(t))||_{L^2} ||S_N \phi||_{L^2}$$
$$\leq C \left(||u_N(t)||_{L^p_{1,p}}^{p-1} + ||u_N'(t)||_{L^2_{1,2}} + ||f(u_N(t))||_{L^2} + ||h(\gamma u_N(t))||_{L^2}\right) ||S_N \phi||_{\mathcal{D}(\mathcal{A})}$$
$$\leq C \left(||u_N(t)||_{L^p_{1,p}}^{p-1} + ||u_N(t)||_{L^p_{1,p}} + ||u_N'(t)||_{L^2_{1,2}} + 1\right) ||\phi||_{\mathcal{D}(\mathcal{A})}$$

by utilizing the operator norm bound on $-\Delta_p$ along with the bounds on $||f(u_N(t))||_{L^2}$ and $||h(\gamma u_N(t))||_{L^2}$ from the argument in (2.7). Since we have already shown that $||u_N(t)||_{L^p_{1,p}}$ is bounded on $[0, T]$ from (2.5a) we find that

$$||\langle u_N''(\cdot), \phi \rangle \rangle \leq C(1 + ||u_N'(t)||_{L^2_{1,2}}) ||\phi||_{\mathcal{D}(\mathcal{A})},$$

Thus, as $||u_N'(t)||_{L^2_{1,2}} \in L^2(0, T)$ from (2.5c) it follows that $||u_N''(\cdot)||_{(\mathcal{D}(\mathcal{A}))'} \in L^2(0, T)$, completing the proof. \qed

An immediate consequence of Proposition 2.1 along with the Banach-Alaoglu theorem and the standard Aubin-Lions-Simon compactness theorems (e.g., [10, Thm. II.5.16]) is the following:
Corollary 2.2. For all sufficiently small $\epsilon > 0$ there exists a function $u$ and a subsequence of $\{u_N\}$ (still denoted by $\{u_N\}$) such that
\begin{align}
  u_N &\to u \text{ weak* in } L^\infty(0, T; W^{1,p}(\Omega)), \\
  u_N' &\to u' \text{ weak* in } L^\infty(0, T; L^2(\Omega)), \\
  u_N' &\to u' \text{ weakly in } L^2(0, T; W^{1,2}(\Omega)), \\
  u_N &\to u \text{ strongly in } C([0, T]; W^{1-\epsilon,p}(\Omega)), \\
  u_N' &\to u' \text{ strongly in } L^2(0, T; W^{1-\epsilon,2}(\Omega)),
\end{align}

By utilizing a routine density argument we also obtain convergence in the following sense:

Corollary 2.3. On a subsequence,
\begin{align}
  u_N(t) &\to u(t) \text{ weakly in } W^{1,p}(\Omega) \text{ for a.e. } t \in [0, T], \\
  u_N(t) &\to u(t) \text{ weakly in } W^{1,2}(\Omega) \text{ for a.e. } t \in [0, T].
\end{align}

Proof. The result follows immediately from [24, Proposition A.2] as a consequence of (2.5a) and (2.12d).

2.3. Passage to the limit. By integrating (2.3a) on $[0, t]$ it is seen that each approximate solution $u_N$ verifies the identity
\begin{align}
  (u_N'(t), w_j)_\Omega - (u_N'(0), w_j)_\Omega + \int_0^t \langle -\Delta_p u_N(\tau), w_j \rangle_p d\tau + \int_0^t \langle -\Delta_2 u_N'(\tau), w_j \rangle_2 d\tau \\
  = \int_0^t \int_{\Gamma} f(u_N(\tau)) w_j \, dx d\tau + \int_0^t \int_{\Gamma} h(\gamma u_N(\tau)) \gamma w_j \, dS d\tau.
\end{align}

for $j = 1, \ldots, N$. As a first step in demonstrating that the limit function $u$ indeed verifies the variational identity (1.7) we shall first carefully pass to the limit as $N \to \infty$ in (2.13). For most of the terms except for the $p$-Laplacian this will be routine, and this convergence is addressed in the following propositions.

Proposition 2.4.
\begin{align}
  f(u_N) &\to f(u) \text{ strongly in } L^\infty(0, T; L^{6/5}(\Omega)), \\
  h(\gamma u_N) &\to h(\gamma u) \text{ strongly in } L^\infty(0, T; L^{4/3}(\Gamma)).
\end{align}

Proof. From the convergence in (2.12d) we find that
\[ ||u_N(t)||_{1,p} \leq R, \quad t \in [0, T] \]
for a constant $R > 0$ independent of $N$. Thus, from Lemma 1.11 and (2.12d) we obtain
\[ ||f(u_N(t)) - f(u(t))||_{6/5} \leq C_R ||u_N(t) - u(t)||_{1-\epsilon,p} \to 0, \quad t \in [0, T], \]
\[ |h(\gamma u_N(t)) - h(\gamma u(t))|_{4/3} \leq C_R ||u_N(t) - u(t)||_{1-\epsilon,p} \to 0, \quad t \in [0, T], \]

Corollary 2.3. On a subsequence,
Proposition 2.5. With \( \{u_N\} \) and \( u \) as in Corollary 2.2,

\[-\Delta_2 u_N' \rightarrow -\Delta_2 u' \text{ weakly in } L^2(0, T; (W^{1,2}(\Omega))').\]

Proof. For \( \phi \in L^2(0, T; W^{1,2}(\Omega)) \) we have

\[
\int_0^T \left< -\Delta_2 u_N'(\tau), \phi(\tau) \right>_2 d\tau = \int_0^T \int_{\Omega} \nabla u_N'(\tau) \cdot \nabla \phi(\tau) \, dx \, d\tau + \int_0^T \int_{\Gamma} \gamma u_N'(\tau) \gamma \phi(\tau) \, dS \, d\tau .
\]

For (i), we have \( \nabla u_N' \rightarrow \nabla u' \) weakly in \( L^2(0, T; L^2(\Omega)) \) from (2.12c) with \( \nabla \phi \in L^2(0, T; L^2(\Omega)) \); and for (ii), we use the fact that \( \gamma u_N' \rightarrow \gamma u' \) strongly in \( L^2(0, T; L^2(\Gamma)) \) from (2.12e) along with the continuity of the map \( W^{1+\epsilon,2}(\Omega) \to L^2(\Gamma) \) for sufficiently small \( \epsilon > 0 \). Thus,

\[
\int_0^T \left< -\Delta_2 u_N'(\tau), \phi(\tau) \right>_2 d\tau \rightarrow \int_0^T \int_{\Omega} \nabla u'(\tau) \cdot \nabla \phi(\tau) \, dx \, d\tau + \int_0^T \int_{\Gamma} \gamma u'(\tau) \gamma \phi(\tau) \, dS \, d\tau
\]

completing the proof.

We are now in a position to address the far more delicate matter of the convergence of the term arising from the \( p \)-Laplacian. The nonlinearity of this operator is one of the primary challenges in this process, and the argument via monotone operator theory is necessarily detailed.

Proposition 2.6. On a subsequence, the sequence \( \{u_N\} \) and the limit function \( u \) from Corollary 2.2 satisfy

\[-\Delta_p u_N \rightarrow -\Delta_p u \text{ weak* in } L^\infty(0, T; (W^{1,p}(\Omega))').\]

Proof. Throughout, set \( X = L^p(0, T; W^{1,p}(\Omega)) \). By utilizing the operator norm bound on \( -\Delta_p \) from (1.6) we see that

\[
\| -\Delta_p u_N \|_{L^\infty(0, T; (W^{1,p}(\Omega))')} = \text{ess sup}_{\tau \in [0, T]} \| -\Delta_p u_N(\tau) \|_{(W^{1,p}(\Omega))'} \\
\leq 2 \text{ess sup}_{\tau \in [0, T]} \| u_N(\tau) \|_{1,p}^{p-1} \leq C
\]

for a constant \( C \) independent of \( N \) by virtue of (2.12a), whereupon the sequence \( \{-\Delta_p u_N\} \) is seen to be bounded in \( L^\infty(0, T; (W^{1,p}(\Omega))') \). As such, there exists by the Banach-Alaoglu theorem some \( \eta \in L^\infty(0, T; (W^{1,p}(\Omega))') \) and a subsequence of \( \{u_N\} \) so that

\[-\Delta_p u_N \rightarrow \eta \text{ weak* in } L^\infty(0, T; (W^{1,p}(\Omega))').
\]

(2.15)
By viewing $L^\infty(0,T; (W^{1,p}(\Omega))')$ as a subspace of $X'$ the desired conclusion follows immediately by demonstrating that $-\Delta_p u_N \to -\Delta_p u$ weakly in $X'$ in keeping in line with a standard result from analysis (e.g., [10, Prop II.2.10]). Towards these ends, the operator $-\Delta_p$ extends to a maximal monotone operator from $X$ into $X'$ as

$$\langle -\Delta_p u, \phi \rangle_{X',X} = \int_0^T \langle -\Delta_p u(\tau), \phi(\tau) \rangle_p d\tau; \quad u, \phi \in X,$$

with an elementary proof provided in [19, Lem. 5.1].

In order to conclude that $\eta = -\Delta_p u$ in $X'$ we appeal to a standard result from monotone operator theory (see [3, Cor. 2.4], for instance) and demonstrate that

$$\limsup_{N \to \infty} \langle -\Delta_p u_N, u_N \rangle_{X',X} \leq \langle \eta, u \rangle_{X',X}. \quad (2.16)$$

Multiplying equation (2.3a) by $u_{N,j}$ and summing over $j = 1, \ldots, N$ we obtain the relation

$$\langle u''_N, u_N \rangle_\Omega + \langle -\Delta_p u_N, u_N \rangle_p + \langle \nabla u'_N, \nabla u_N \rangle_\Omega + \langle \gamma u'_N, \gamma u_N \rangle_\Gamma$$

$$= (f(u_N), u_N)_\Omega + (h(\gamma u_N), \gamma u_N)_\Gamma \quad (2.17)$$

using the same summation relations as were demonstrated at the onset of the proof of Proposition 2.1. Rearranging (2.17) and integrating over $[0,t]$ we thus obtain

$$\int_0^t \langle -\Delta_p u_N, u_N \rangle_p d\tau = -\int_0^t (u''_N, u_N)_\Omega d\tau - \int_0^t (\nabla u'_N, \nabla u_N)_\Omega d\tau$$

$$- \int_0^t (\gamma u'_N, \gamma u_N)_\Gamma d\tau + \int_0^t \int_{\Omega} f(u_N) u_N \, dx \, d\tau + \int_0^t \int_{\Gamma} h(\gamma u_N) \gamma u_N \, dS d\tau. \quad (2.17')$$

Thus, upon integrating by parts and making the identification

$$\langle \nabla u'_N, \nabla u_N \rangle_\Omega + \langle \gamma u'_N, \gamma u_N \rangle_\Gamma = \frac{1}{2} \frac{d}{dt} \| u_N \|_{1,2}^2$$

we may write

$$\int_0^t \langle -\Delta_p u_N, u_N \rangle_p d\tau = \bigg( u'_N(0), u_N(0) \bigg)_\Omega - \bigg( u'_N(t), u_N(t) \bigg)_\Omega$$

$$+ \int_0^t \| u'_N(\tau) \|_2^2 d\tau + \frac{1}{2} \| u_N(0) \|_{1,2}^2 - \frac{1}{2} \| u_N(t) \|_{1,2}^2$$

$$+ \int_0^t \int_{\Omega} f(u_N) u_N \, dx \, d\tau + \int_0^t \int_{\Gamma} h(\gamma u_N) \gamma u_N \, dS d\tau. \quad (2.17'')$$
The convergence of these terms warrants special attention:
(i) From (2.4), \((u_N'(0), u_N(0))_\Omega \to (u_1, u_0)_\Omega\). Using (2.12d) in Corollary 2.2 we obtain \(\|u_N - u\|_2 \to 0\) in \(L^2(0, T)\), and hence on a subsequence \(u_N(t) \to u(t)\) strongly in \(L^2(\Omega)\) for a.e. \(t \in [0, T]\). Similarly, from (2.12e) we find \(u_N'(t) \to u'(t)\) strongly in \(L^2(\Omega)\) for a.e. \(t \in [0, T]\) on a subsequence. Thus,
\[
(u_N'(t), u_N(t))_\Omega \to (u'(t), u(t))_\Omega \text{ a.e. } t \in [0, T]
\]
on a common subsequence of \(\{u_N\}\) and \(\{u_N'\}\).
(ii) Since \(u_N' \to u'\) strongly in \(L^2(0, T; L^2(\Omega))\) from (2.12e) in Corollary 2.2, it follows that
\[
\int_0^t \|u_N'(\tau)\|_2^2 d\tau \to \int_0^t \|u'(\tau)\|_2^2 d\tau.
\]
(iii) From the convergence in (2.4) and the embedding \(W^{1,p}(\Omega) \hookrightarrow W^{1,2}(\Omega)\) we obtain
\[
\frac{1}{2}\|u_N(0)\|_{1,2}^2 \to \frac{1}{2}\|u(0)\|_{1,2}^2.
\]
(iv) From Corollary 2.3 it follows that \(u_N(t) \to u(t)\) weakly in \(W^{1,2}(\Omega)\) for a.e. \(t \in [0, T]\). Using the weak lower-semicontinuity of norms we obtain
\[
\limsup_{N \to \infty} -\frac{1}{2}\|u_N(t)\|_{1,2}^2 = \frac{1}{2}\liminf_{N \to \infty} \|u_N(t)\|_{1,2}^2 \leq -\frac{1}{2}\|u(t)\|_{1,2}^2 \text{ a.e. } [0, T].
\]
(v) Since \(f(u_N) \to f(u)\) strongly in \(L^\infty(0, T; L^{5/5}(\Omega))\) from Proposition 2.4 and \(u_N \to u\) strongly in \(C([0, T]; L^6(\Omega))\) from (2.12d) in Corollary 2.2 and the Sobolev embedding \(W^{1-p}(\Omega) \hookrightarrow L^6(\Omega)\),
\[
\int_0^t \int_\Omega f(u_N)u_N \, dx \, d\tau \to \int_0^t \int_\Omega f(u)u \, dx \, d\tau
\]
for \(t \in [0, T]\). Similarly, since \(h(\gamma u_N) \to h(\gamma u)\) strongly in \(L^\infty(0, T; L^{4/3}(\Gamma))\) and \(\gamma u_N \to \gamma u\) strongly in \(C([0, T]; L^4(\Gamma))\) from (2.12d) and the trace \(W^{1,p}(\Omega) \hookrightarrow L^4(\Gamma)\),
\[
\int_0^t \int_\Gamma h(\gamma u_N)\gamma u_N \, dS \, d\tau \to \int_0^t \int_\Gamma h(\gamma u)\gamma u \, dS \, d\tau
\]
for \(t \in [0, T]\).
We may thus take the limit superior as \(N \to \infty\) in (2.17v) to obtain
\[
\limsup_{N \to \infty} \int_0^t \langle -\Delta_p u_N, u_N \rangle_p \, d\tau \leq (u'(0), u(0))_\Omega - (u'(t), u(t))_\Omega
\]
\[
+ \int_0^t \|u'(\tau)\|_2^2 \, d\tau + \frac{1}{2}\|u(0)\|_{1,2}^2 - \frac{1}{2}\|u(t)\|_{1,2}^2
\]
\[
+ \int_0^t \int_\Omega f(u)u \, dx \, d\tau + \int_0^t \int_\Gamma h(\gamma u)\gamma u \, dS \, d\tau \quad \text{a.e. } [0, T]. \quad (2.18)
\]
In order to express the right hand side of (2.18) in terms of \( \eta \) we utilize the separable nature of the approximate solutions to effect a limit of (2.17) through a different means. Towards these ends, multiplying (2.3a) by any \( \phi \in C^1([0, T]) \) and integrating on \([0, t]\) yields

\[
\int_0^t \langle -\Delta_p u_N, \phi w_j \rangle_p \, d\tau = (u_N'(0), \phi(0)w_j)_\Omega - (u_N'(t), \phi(t)w_j)_\Omega \\
+ \int_0^t (u_N', \phi w_j)_{\Omega} \, d\tau - \int_0^t (\nabla u_N', \phi \nabla w_j)_{\Omega} \, d\tau - \int_0^t (\gamma u_N', \phi \gamma w_j)_{\Gamma} \, d\tau \\
+ \int_0^t \int_{\Omega} f(u_N) \phi w_j \, dx \, d\tau + \int_0^t \int_{\Gamma} h(\gamma u_N) \phi \gamma w_j \, dS \, d\tau. \tag{2.19}
\]

Taking the limit as \( N \to \infty \) in (2.19) is readily justified in each of the terms from the weak convergence given in Corollary 2.2. It is perhaps worthy of note however that

\[
\int_0^t \langle -\Delta_2 u_N', \phi w_j \rangle_{p} \, d\tau \\
\to \int_0^t \langle -\Delta_2 u', \phi w_j \rangle_{p} \, d\tau
\]

from Proposition 2.5 since \( \phi w_j \in L^2(0, T; W^{1,2}(\Omega)) \). Thus,

\[
\int_0^t \langle \eta, \phi w_j \rangle_{p} \, d\tau = (u'(0), \phi(0)w_j)_\Omega - (u'(t), \phi(t)w_j)_\Omega \\
+ \int_0^t (u', \phi w_j)_{\Omega} \, d\tau - \int_0^t (\nabla u', \phi \nabla w_j)_{\Omega} \, d\tau - \int_0^t (\gamma u', \phi \gamma w_j)_{\Gamma} \, d\tau \\
+ \int_0^t \int_{\Omega} f(u) \phi w_j \, dx \, d\tau + \int_0^t \int_{\Gamma} h(\gamma u) \phi \gamma w_j \, dS \, d\tau. \tag{2.20}
\]

The identification

\[
\lim_{N \to \infty} \int_0^t \langle -\Delta_p u_N, \phi w_j \rangle_{p} \, d\tau = \int_0^t \langle \eta, \phi w_j \rangle_{p} \, d\tau
\]

in this limit is possible since \( \Delta_p u_N \to \eta \) in \( X' \) and \( \phi w_j \in X \). Now, replacing \( \phi(t) \) with \( u_{N,j}(t) \) in (2.20) and summing over \( j = 1, \ldots, N \) we obtain

\[
\int_0^t \langle \eta, u_N \rangle_{p} \, d\tau = (u'(0), u_N(0))_{\Omega} - (u'(t), u_N(t))_{\Omega} \\
+ \int_0^t (u', u_N')_{\Omega} \, d\tau - \int_0^t (\nabla u', \nabla u_N)_{\Omega} \, d\tau - \int_0^t (\gamma u', \gamma u_N)_{\Gamma} \, d\tau \\
+ \int_0^t \int_{\Omega} f(u) u_N \, dx \, d\tau + \int_0^t \int_{\Gamma} h(\gamma u) \gamma u_N \, dS \, d\tau. \tag{2.21}
\]
Taking the limit in (2.21) as \( N \to \infty \) we obtain
\[
\int_0^t \langle \eta, u_N \rangle_p d\tau = (u'(0), u(0))_\Omega - (u'(t), u(t))_\Omega \\
+ \int_0^t (u', u')_\Omega d\tau - \int_0^t (\nabla u', \nabla u)_\Omega d\tau - \int_0^t (\gamma u', \gamma u)_\Gamma d\tau \\
+ \int_0^t \int_\Omega f(u)u dxd\tau + \int_0^t \int_\Gamma h(\gamma u)\gamma u dSd\tau, \tag{2.22}
\]
whose right hand side is identical to (2.18) after identifying
\[
\int_0^t (\nabla u', \nabla u)_\Omega d\tau + \int_0^t (\gamma u', \gamma u)_\Gamma d\tau = \frac{1}{2}||u(t)||_{1,2}^2 - \frac{1}{2}||u(0)||_{1,2}^2.
\]
with the aid of [10, Proposition II.5.11], for instance. That is, we have shown
\[
\limsup_{N \to \infty} \int_0^t \langle -\Delta_p u_N, u_N \rangle_p d\tau \leq \int_0^t \langle \eta, u \rangle_p d\tau \text{ a.e. } [0, T].
\]
Hence, (2.16) is indeed valid and we have \(-\Delta_p u_N \to -\Delta_p u\) weakly in \( X' \) completing the proof. \( \Box \)

With the aid of Propositions 2.4, 2.5, and 2.6 we are now justified in taking the limit in (2.13) and concluding that the limit function \( u \) satisfies the identity
\[
(u'(t), w_j)_\Omega - (u'(0), w_j)_\Omega + \int_0^t \langle -\Delta_p u(\tau), w_j \rangle_p d\tau + \int_0^t \langle -\Delta_2 u'(\tau), w_j \rangle_2 d\tau \\
= \int_0^t \int_\Omega f(u(\tau))w_j dxd\tau + \int_0^t \int_\Gamma h(\gamma u(\tau))\gamma w_j dSd\tau. \tag{2.23}
\]
for all \( j \in \mathbb{N} \) and a.e. \( t \in [0, T] \). From the density of \( \text{span}\{w_j\}_{j=1}^\infty \) in \( W^{1,p}(\Omega) \) we thus obtain
\[
(u'(t), \psi)_\Omega - (u'(0), \psi)_\Omega + \int_0^t \langle -\Delta_p u(\tau), \psi \rangle_p d\tau + \int_0^t \langle -\Delta_2 u'(\tau), \psi \rangle_2 d\tau \\
= \int_0^t \int_\Omega f(u(\tau))\psi dxd\tau + \int_0^t \int_\Gamma h(\gamma u(\tau))\gamma \psi dSd\tau. \tag{2.24}
\]
for all \( \psi \in W^{1,p}(\Omega) \) and a.e. \( t \in [0, T] \). Before proceeding, we pause to verify that \( u'' \) has the desired additional regularity.

**Lemma 2.7.** The limit function \( u \) identified in Corollary (2.2) verifying identity (2.24) satisfies \( u'' \in L^2(0, T; (W^{1,p}(\Omega))') \).
Proof. Given any \( \phi \in W^{1,p}(\Omega) \) we obtain from (2.24) that

\[
\langle u'(t), \phi \rangle_p = (u'(0), \phi)_\Omega - \int_0^t \langle -\Delta_p u(\tau), \phi \rangle_p d\tau - \int_0^t \langle -\Delta_2 u'(\tau), \phi \rangle_2 d\tau \\
+ \int_0^t \int_\Omega f(u(\tau))\phi \, dx \, d\tau + \int_0^t \int_{\Gamma} h(\gamma u(\tau))\gamma \phi \, dS \, d\tau,
\]

wherein it is clear that \( \langle u'(t), \phi \rangle_p \) is an absolutely continuous function on \([0,T]\) with

\[
\left| \frac{d}{dt} \langle u'(t), \phi \rangle_p \right| \leq |\langle -\Delta_p u(t), \phi \rangle_p| + |\langle -\Delta_2 u'(t), \phi \rangle_2| \\
+ \int_\Omega |f(u(t))\phi| \, dx + \int_{\Gamma} |h(\gamma u(t))|\gamma \phi \, dS, \text{ a.e. } [0,T].
\]

Each of these terms is readily bounded by the operator norm bounds on \(-\Delta_p\) and the bounds on \(f\) and \(h\) exactly as was done at the end of the proof of Proposition 2.1. Thus, we find

\[
|\langle u''(t), \phi \rangle_p| \leq C \left( ||u(t)||_{L^p}^{-1} + ||u'(t)||_{L^2} + ||u(t)||_{L^p} + 1 \right) ||\phi||_{L^p} \\
\leq C (||u'(t)||_{L^2} + 1) ||\phi||_{L^p}
\]

(2.25)
since \( ||u(t)||_{L^p} \) is bounded a.e. \([0,T]\) from (2.12a). The desired result then follows by integrating the square of (2.25) on \([0,T]\) since \( ||u'(t)||_{L^2} \in L^2(0,T) \) by (2.12c).

2.4. Verification that the limit is a solution. To verify that the limit function \( u \) given in Corollary 2.2 does indeed satisfy every criterion of Definition 1.3 we begin by recording its regularity in time, which is an immediate consequence of a well-known result by often attributed to Lions and Magenes as in [21, Lem. 8.1] and given here without proof.

Corollary 2.8. Up to possible modification on a set of measure zero, the limit function \( u \) and its derivative \( u' \) identified in Corollary 2.2 satisfy the additional regularity:

\[
u \in C^w([0,T]; W^{1,p}(\Omega)) \text{ and } u' \in C^w([0,T]; L^2(\Omega)).
\]

We now must show that the limit function \( u \) satisfies the variational identity (1.7) which permits time dependent test functions. Through a density argument as in [24, Prop. A.1] it can be shown that the regularity afforded by Lemma 2.7 implies a product rule of the form

\[
\frac{d}{dt} \langle u'(\tau), \phi(\tau) \rangle_\Omega = \langle u''(\tau), \phi(\tau) \rangle_p + \langle u'(\tau), \phi'(\tau) \rangle_\Omega
\]

(2.26)
is indeed valid for any test function \( \phi \in C_w([0, T]; W^{1,p}(\Omega)) \) with \( \phi' \in L^2(0, T; W^{1,2}(\Omega)) \).

With this we may express (2.24) equivalently as

\[
\int_0^t (u''(\tau), \psi)_p \, d\tau + \int_0^t (-\Delta_p u(\tau), \psi)_p \, d\tau + \int_0^t (-\Delta_2 u'(\tau), \psi)_2 \, d\tau
= \int_0^t \int_\Omega f(u(\tau)) \psi \, dx \, d\tau + \int_0^t \int_\Gamma h(\gamma u(\tau)) \gamma \psi \, dS \, d\tau. \tag{2.27}
\]

As each term in (2.27) is absolutely continuous we may differentiate in time and then replace \( \psi \) with \( \phi(\tau) \) for any time-dependent test function \( \phi \). Integrating on \([0, t]\) and again utilizing the product rule (2.26) we obtain the desired identity,

\[
\int_0^t (u''(\tau), \phi(\tau))_p \, d\tau
= \int_0^t \int_\Omega f(u(\tau)) \phi(\tau) \, dx \, d\tau + \int_0^t \int_\Gamma h(\gamma u(\tau)) \gamma \phi(\tau) \, dS \, d\tau.
\]

This completes the proof that the limit function \( u \) is indeed a solution in every sense of Definition 1.3.

2.5. **Energy inequality.** In order to complete the proof of Theorem 1.5 in the case where \( f, h \) are globally Lipschitz it remains only to establish the appropriate energy inequalities which are given in the following proposition.

**Proposition 2.9.** The limit function \( u \) identified in Corollary 2.2 satisfies the energy inequalities (1.8) and (1.9) in the statement of Theorem 1.5.

**Proof.** From (2.6') in the course of establishing the a priori estimates it was shown that each \( u_N \) satisfies

\[
\mathcal{E}_N(t) + \int_0^t \|u'_N(\tau)\|_{1,2}^2 \, d\tau = \int_0^t \int_\Omega f(u_N(\tau)) u'_N(\tau) \, dx \, d\tau
+ \int_0^t \int_\Gamma h(\gamma u_N(\tau)) \gamma u'_N(\tau) \, dS \, d\tau + \mathcal{E}_N(0) \tag{2.28}
\]

with positive energy \( \mathcal{E}_N(t) = \frac{1}{2} \|u'_N(t)\|_2^2 + \frac{1}{p} \|u_N(t)\|_{1,p}^p \), so that

\[
\mathcal{E}_N(t) + \int_0^t \|u'_N(\tau)\|_{1,2}^2 \, d\tau = \int_\Omega (F(u_N(t)) - F(u_N(0))) \, dx
+ \int_\Gamma (H(\gamma u_N(t)) - H(\gamma u_N(0))) \, dS + \mathcal{E}_N(0) \tag{2.29}
\]
by taking $F(u_N) = \int_0^{u_N} f(s) \, ds$ and $H(\gamma u_N) = \int_0^{\gamma u_N} h(s) \, ds$ as the primitives of $f$ and $h$. By defining the total energy

$$E_N(t) = \mathcal{E}_N(t) - \int_{\Omega} F(u_N(t)) \, dx - \int_{\Gamma} H(\gamma u_N(t)) \, dS$$

we may then re-express (2.29) as

$$E_N(t) + \int_0^t \|u_N'(\tau)\|_{1,2}^2 \, d\tau = E_N(0). \quad (2.29')$$

In order to pass to the limit in (2.29') and establish (1.8) we first address the convergence of the terms arising from $F$ and $H$. From the mean value theorem for integrals,

$$|F(u_N) - F(u)| = |f(\xi)| |u_N - u| \leq C(|\xi|^q + 1) |u_N - u|$$

for some $\xi$ with $|\xi| \leq |u_N| + |u|$. Thus, by using the bounds in Remark 1.2 along with Hölder’s inequality with conjugate exponents $6$ and $6/5$ we then have

$$\int_{\Omega} |F(u_N) - F(u)| \, dx \leq C \int_{\Omega} \left(1 + |u_N|^q + |u|^q\right) |u_N - u| \, dx$$

from the continuity of the embeddings $W^{1-\epsilon,p}(\Omega) \hookrightarrow L^{6q/5}(\Omega)$ and $W^{1-\epsilon,p}(\Omega) \hookrightarrow L^6(\Omega)$. Analogously,

$$\int_{\Gamma} |H(\gamma u_N) - H(\gamma u)| \, dS \leq C(1 + ||u_N||_{1,\epsilon,p}^r + ||u||_{1,\epsilon,p}^r) ||u_N - u||_{1,\epsilon,p} \quad (2.31)$$

from the continuity of the maps $W^{1-\epsilon,p}(\Omega) \xrightarrow{\gamma} L^{4r/3}(\Gamma)$ and $W^{1-\epsilon,p}(\Omega) \xrightarrow{\gamma} L^4(\Gamma)$. From the convergence in (2.12d) we thus obtain

$$\lim_{N \to \infty} \left( \int_{\Omega} F(u_N(t)) \, dx + \int_{\Gamma} H(\gamma u_N(t)) \, dS \right)$$

$$= \int_{\Omega} F(u(t)) \, dx + \int_{\Gamma} H(\gamma u(t)) \, dS; \quad t \in [0, T]. \quad (2.32)$$
By recalling the convergence in (2.12c) we may thus utilize weak lower semicontinuity of the norms to conclude from (2.32) and (2.29′), respectively, that

\[
E(t) + \int_0^t ||u'(\tau)||_{1,2}^2 d\tau \leq \liminf_{N \to \infty} \left( E_N(t) + \int_0^t ||u'_N(\tau)||_{1,2}^2 d\tau \right) = \liminf_{N \to \infty} E_N(0) = E(0) \tag{2.33}
\]

with \( E(t) \) as in the statement of Theorem 1.5. The identification of \( \lim_{N \to \infty} E_N(0) = E(0) \) follows from the convergence in 2.4 along with (2.32) with \( t = 0 \). This establishes the energy inequality (1.9).

The identity (1.8) follows immediately from (1.9) and the fundamental theorem after demonstrating that

\[
\lim_{N \to \infty} \int_0^t \int_\Omega f(u_N(\tau))u'_N(\tau) \, dx \, d\tau = \int_0^t \int_\Omega f(u(\tau))u'(\tau) \, dx \, d\tau, \tag{2.34a}
\]

\[
\lim_{N \to \infty} \int_0^t \int_\Gamma h(\gamma u_N(\tau))\gamma u'_N(\tau) \, dS \, d\tau = \int_0^t \int_\Gamma h(\gamma u(\tau))\gamma u'(\tau) \, dS \, d\tau. \tag{2.34b}
\]

The limits in (2.34) are readily verified from the convergence in Corollary 2.2, and are omitted here. \( \square \)

3. Solutions for locally Lipschitz sources

Having established the existence of solutions in the case where \( f, h \) are globally Lipschitz we shall now relax the assumptions on these source functions. This is accomplished by a truncation applied to the source terms in an approach similar to [12, 18, 24, 26].

One cannot expect the solutions obtained for locally Lipschitz sources to necessarily be global in time as was obtained in the preceding section for globally Lipschitz sources. Moreover, to complete the proof of existence for more general sources in the following section it will be essential to track the dependencies of this finite existence time. The necessary results are stated precisely in the following proposition:

**Proposition 3.1.** Assume that the functions \( f : W^{1,p}(\Omega) \to L^2(\Omega) \) and \( h \circ \gamma : W^{1,p}(\Omega) \to L^2(\Gamma) \) are locally Lipschitz continuous with constants \( L_{f,K} \) and \( L_{h,K} \) on the ball of radius \( K \) about zero in \( W^{1,p}(\Omega) \). Then, problem (1.1) possesses a local solution in the sense of Definition 1.3 on an interval \([0, T_0]\).

Further, the interval of existence for this solution depends only on the local Lipschitz constants \( L_{f,K} \) and \( L_{h,K} \) of \( f : W^{1,p}(\Omega) \to L^{6/5}(\Omega) \) and \( h \circ \gamma : W^{1,p}(\Omega) \to L^{4/3}(\Gamma) \) on a ball of radius \( K \) to be prescribed as a function of the initial energy \( \mathcal{E}(0) \).
Proof. Fix an arbitrary value of $K > p\varepsilon'(0)$ and define the truncated source functions

$$f_K(u) = \begin{cases} f(u) & \text{for } ||u||_{1,p} \leq K, \\ f\left(\frac{Ku}{||u||_{1,p}}\right) & \text{for } ||u||_{1,p} > K, \end{cases} \quad (3.1a)$$

$$h_K(\gamma u) = \begin{cases} h(\gamma u) & \text{for } ||u||_{1,p} \leq K, \\ h\left(\frac{K\gamma u}{||u||_{1,p}}\right) & \text{for } ||u||_{1,p} > K. \end{cases} \quad (3.1b)$$

It is readily verified that each $f_K : W^{1,p}(\Omega) \to L^2(\Omega)$ and $h_K \circ \gamma : W^{1,p}(\Omega) \to L^2(\Gamma)$ is globally Lipschitz continuous, a proof of which can be found in [24] and [19], for instance.

Using these globally Lipschitz truncations, we may find by the results of Section 2 a global solution $u$ to the corresponding $K$ problem

$$\begin{cases} u_{tt} - \Delta_p u - \Delta u_t = f_K(u) & \text{in } \Omega \times (0, \infty), \\ (u(0), u_t(0)) = (u_0, u_1), \\ |\nabla u|^{p-2}\partial_\nu u + |u|^{p-2}u + \partial_\nu u + u_t = h_K(u) & \text{on } \Gamma \times (0, \infty). \end{cases} \quad (3.3)$$

We shall now seek to find a sufficiently small interval $[0, T_0]$ upon which $||u(t)||_{1,p} \leq K$ upon which $f_K = f$ and $h_K = h$. That is, $u$ will be a solution to the non-truncated problem (1.1) on $[0, T_0]$. For this, several estimates on the source terms are first necessary.

We start by choosing an arbitrary initial value of $T_1 > 0$, and note that from (2.5a) we have $||u(t)||_{1,p} \leq M$ a.e. $[0, T_1]$ for some constant $M$. Using the same type of estimate as in (2.7) we find that

$$||f(u)||_{6/5} \leq ||f(u) - f(0)||_{6/5} + ||f(0)||_{6/5} \leq L_{f,M}||u||_{1,p} + ||f(0)||_{6/5} \leq C_M(||u||_{1,p} + 1), \quad (3.2)$$

whereby mirroring the calculation in (2.8) we see that

$$\int_\Omega f(u)u' \, dx \leq C_M(||u||_{1,p}^p + 1) + \frac{1}{4}||u'||_{1,2}^2 \quad \text{a.e. } [0, T_1] \quad (3.3)$$

with the constant $C_M$ derived from the local Lipschitz constant $L_{f,M}$. Analogously,

$$\int_\Gamma h(\gamma u)\gamma u' \, dS \leq C_M(||u||_{1,p}^p + 1) + \frac{1}{4}||u'||_{1,2}^2 \quad \text{a.e. } [0, T_1]. \quad (3.4)$$
In particular, (3.3) and (3.4) imply that
\[
\int_0^t \int_\Omega f_K(u)u' \, dx \, d\tau + \int_0^t \int_\Gamma h_K(\gamma u)\gamma u' \, dS \, d\tau \\
\leq C_M \int_0^t (p\mathcal{E}(\tau) + 1) \, d\tau + \int_0^t ||u'(\tau)||_{1,2}^2 \, d\tau
\]
on \,[0,T_1], so that from the energy inequality (1.8) we see that the positive energy associated with a solution \(u\) must satisfy
\[
\mathcal{E}(t) \leq \mathcal{E}(0) + C_M \int_0^t (p\mathcal{E}(\tau) + 1) \, d\tau, \quad \gamma \in [0,T_1].
\]
From Gronwall’s inequality we thus obtain the bound
\[
\mathcal{E}(t) \leq (\mathcal{E}(0) + C_M t) \exp(pC_M t)
\]
on \,[0,T_1]. By choosing
\[
T_0 = \min \left\{ T_1, \frac{K - p\mathcal{E}(0)}{pC_M}, \frac{(p - 1) \ln K}{pC_M} \right\}
\]
we then find from (3.5) that on the subinterval \([0,T_0] \subseteq [0,T_1]\) we have
\[
||u||_{1,p}^p \leq p\mathcal{E}(t) \leq p \left( \mathcal{E}(0) + C_M t \right) \exp(pC_M t) \leq K^p
\]
given that (i) \(\leq K/p\) and (ii) \(\leq K^{p-1}\). This shows that \(u\) is indeed a solution to the non-truncated problem on \([0,T_0]\); and since \(||u(t)||_{1,p} \leq K \leq M\) on \([0,T_0]\) the length of the interval \([0,T_0]\) indeed depends only on the local Lipschitz constants \(L_{f,K}\) and \(L_{h,K}\), as desired. \(\square\)

4. General sources

In order to establish the existence of solutions for more general sources we employ another truncation argument as in [26, 24]. To begin, select as in [25] a sequence \(\{\eta_n\} \subseteq C^\infty(\mathbb{R})\) of cutoff functions such that
\[
0 \leq \eta_n \leq 1, \quad |\eta_n'(s)| \leq \frac{C}{n}, \quad \text{and} \quad \begin{cases} \eta_n(s) = 1, & \text{for } |s| \leq n, \\ \eta_n(s) = 0, & \text{for } |s| > 2n \end{cases}
\]
for some constant \(C\) independent from \(n\) and define
\[
f_n(u) = f(u)\eta_n(u), \quad \text{(4.1a)}
\]
\[
h_n(\gamma u) = h(\gamma u)\eta_n(\gamma u). \quad \text{(4.1b)}
\]
With these truncated sources we intend to build a sequence \( \{u_n\} \) of approximate solutions where each \( u_n \) satisfies the corresponding \( n \)-problem
\[
\begin{cases}
  u_{tt} - \Delta_p u - \Delta u_t = f_n(u) & \text{in } \Omega \times (0, T), \\
  (u(0), u_t(0)) = (u_0, u_1), \\
  |\nabla u|^{p-2} \partial_\nu u + |u|^{p-2} u + \partial_\nu u_t + u_t = h_n(u) & \text{on } \Gamma \times (0, T).
\end{cases}
\] (4.n)

To do this we shall leverage the results of Section 3 by showing that both \( f_n \) and \( h_n \circ \gamma \) are indeed locally Lipschitz as maps from \( W^{1,p}(\Omega) \) into \( L^2(\Omega) \) and \( L^2(\Gamma) \), respectively. In order to maintain a positive interval of existence for all of these approximate solutions we shall additionally need to find bounds on the local Lipschitz constants of these functions as maps into \( L^{6/5}(\Omega) \) and \( L^{4/3}(\Gamma) \) which are, in an appropriate sense, independent of \( n \). In fact, these truncations satisfy even slightly more than these requirements. The proof of this lemma is a routine series of estimates as in [19, Sec. A], for instance.

**Lemma 4.1.** Each \( f_n \) and \( h_n \) given by (4.1a) and (4.1b) satisfy:

(i) \( f_n : W^{1,p}(\Omega) \to L^2(\Omega) \) and \( h_n \circ \gamma : W^{1,p}(\Omega) \to L^2(\Gamma) \) are both globally Lipschitz continuous;

(ii) \( f_n : W^{1-\epsilon,p}(\Omega) \to L^{6/5}(\Omega) \) and \( h_n \circ \gamma : W^{1-\epsilon,p}(\Omega) \to L^{4/3}(\Gamma) \) are both locally Lipschitz continuous, and on any ball of radius \( K \) these constants are independent of \( n \). That is, given any \( K > 0 \) there exists a constant \( C_K \) independent of \( n \) such that
\[
||f_n(u) - f_n(v)||_{6/5, \Omega} + |h_n(\gamma u) - h_n(\gamma v)|_{4/3, \Gamma} \leq C_K ||u - v||_{1-\epsilon,p}
\]
for all \( n \) and all \( u, v \in W^{1,p}(\Omega) \) with \( ||u||_{1-\epsilon,p}, ||v||_{1-\epsilon,p} \leq K \).

With this truncation, each problem (4.n) now possesses a solution \( u_n \) in the sense of Definition 1.3 from Proposition 3.1 in Section 3 on an interval \([0, T]\). It is important to note that this interval is indeed independent of \( n \) precisely because the Lipschitz constants of \( f_n \) and \( h_n \circ \gamma \) as maps into \( L^{6/5}(\Omega) \) and \( L^{4/3}(\Gamma) \), respectively, are independent of \( n \) from Lemma 4.1. Further, each \( u_n \) satisfies the energy inequality
\[
\mathcal{E}_n(t) + \int_0^t ||u_n'(\tau)||^2_{1,2} d\tau \leq \mathcal{E}_n(0) + \int_0^t \int_\Omega f_n(u_n) u_n' dx d\tau + \int_0^t \int_\Gamma h_n(\gamma u_n) \gamma u'_n dS d\tau
\]
(4.2)
on \([0, T]\) where
\[
\mathcal{E}_n(t) = \frac{1}{2} ||u_n'(t)||^2_2 + \frac{1}{p} ||u_n(t)||^p_{1,p}.
\]

From this point the process of obtaining a solution to (1.1) closely mirrors the process used in Section 2. The strategy is to first demonstrate that an analogue of
the a priori estimates obtained in Proposition 2.1 holds for the sequence \( \{u_n\} \). From this, we may identify a subsequence of these solutions along with a limit function \( u \) which should satisfy (1.1). As in Section 2, we shall have to pay particular attention to the convergence of the nonlinear terms; most especially those resulting from the \( p \)-Laplacian. Many of these arguments are extremely similar to their counterparts earlier in the manuscript. These parallel arguments have been cross-referenced, and as a result some of the proofs are intentionally terse where they are largely repetitive.

There is one major difference between the following proofs and those in Section 2. Here, each approximate solution \( u_n \) need not be in the form of a finite sum of separable functions and as such one cannot, for instance, obtain energy identities and a priori estimates via multiplication at the Galerkin level as was done in Proposition 2.1. However, this distinction ends up not being of relatively minor significance since the definition of weak solution permits the use of time-dependent test functions. In particular, \( u_n \) is a valid test function which mimics the action of multiplying by \( u_{N,j} \) at the Galerkin level.

**Proposition 4.2** (c.f. Proposition 2.1). The sequence \( \{u_n\} \) of solutions to the \( n \)-problem (4.n) satisfies

\[
\begin{align*}
\{u_n\}_1^\infty &\text{ is a bounded sequence in } L^\infty(0,T; W^{1,p}(\Omega)), \\
\{u'_n\}_1^\infty &\text{ is a bounded sequence in } L^\infty(0,T; L^2(\Omega)), \\
\{u''_n\}_1^\infty &\text{ is a bounded sequence in } L^2(0,T; W^{1,2}(\Omega)), \\
\{u''_n\}_1^\infty &\text{ is a bounded sequence in } L^2(0,T; (W^{1,p}(\Omega))').
\end{align*}
\]  

**Proof.** Notice first that (4.3a) and (4.3b) are, in fact, immediate from Proposition 3.1 which reveals that \( E_n \) is bounded uniformly in \( n \) almost everywhere on \([0,T]\).

Using the estimates (3.3) and (3.4) established in the previous section we find that

\[
\int f_n(u_n)u'_n \, dx + \int h_n(\gamma u_n)\gamma u'_n \, dS \leq C_K(||u_n||_{1,p}^p + 1) + \frac{1}{2}||u'_n||_{1,2}^2.
\]  

The constant \( C_K \) in (4.4) is indeed independent of \( n \) in light of Lemma 4.1, as the value of \( K \) is derived only from the initial energy \( E(0) \) which is independent of \( n \).

Apply Equation (4.4) to (4.2) it is seen that each \( u_n \) satisfies

\[
E_n(t) + \frac{1}{2}\int_0^t ||u'_n(\tau)||_{1,2}^2 \, d\tau \leq E_n(0) + C \int_0^t (1 + E_n(\tau)) \, d\tau; \quad t \in [0,T].
\]

The desired conclusion of (4.3c) follows from Gronwall’s inequality exactly as in Proposition 2.1.
For (4.3d), since each $u_n$ satisfies (1.7) we have that for each $\phi \in W^{1,p}(\Omega)$ and $t \in [0,T]$ that

$$|\langle u_n''(t), \phi \rangle_p| = \left| \frac{d}{dt} (u_n'(t), \phi)_\Omega \right| \leq |\langle -\Delta_p u_n(t), \phi \rangle_p| + |\langle -\Delta_2 u_n(t), \phi \rangle_2| + \langle f_n(u_n(t)), \phi \rangle_\Omega + \langle h_n(\gamma u_n(t)), \gamma \phi \rangle_\Gamma.$$

Using the bounds on $-\Delta_p$ from (1.6),

(i) $\leq 2(\|u_n(t)\|^{p-1}_{1,p} + \|u_n'(t)\|_{1,2})\|\phi\|_{1,p}.$

From Hölder’s inequality,

(ii) $\leq \|f_n(u_n(t))\|^{6/5}_{6}\|\phi\|_{6} \leq C(\|u_n(t)\|_{1,p} + 1)\|\phi\|_{1,p}$

from the same arguments as in (3.2). Similarly,

(iii) $\leq C(\|u_N(t)\|_{1,p} + 1)\|\phi\|_{1,p}.$

Having demonstrated that

$$|\langle u_n''(t), \phi \rangle_p| \leq C(\|u_n(t)\|^{p-1}_{1,p} + \|u_n(t)\|_{1,p} + \|u_n'(t)\|_{1,2} + 1)\|\phi\|_{1,p}$$

the proof of (4.3d) thus follows immediately from (4.3a) and (4.3c).

As was the case in Corollary 2.2, the standard compactness theorems yield the following:

**Corollary 4.3** (c.f. Corollary 2.2). For all sufficiently small $\epsilon > 0$ there exists a function $u$ and a subsequence of $\{u_n\}$ (still denoted $\{u_n\}$) such that

\begin{align*}
    u_n &\to u \quad \text{weak* in } L^\infty(0,T; W^{1,p}(\Omega)), \quad (4.5a) \\
    u'_n &\to u' \quad \text{weak* in } L^\infty(0,T; L^2(\Omega)), \quad (4.5b) \\
    u'_n &\to u' \quad \text{weakly in } L^2(0,T; W^{1,2}(\Omega)), \quad (4.5c) \\
    u_n &\to u \quad \text{strongly in } C([0,T]; W^{1-\epsilon,p}(\Omega)), \quad (4.5d) \\
    u'_n &\to u' \quad \text{strongly in } L^2(0,T; W^{1-\epsilon,2}(\Omega)) \quad (4.5e) \\
    u''_n &\to u'' \quad \text{weakly in } L^2(0,T; (W^{1,p}(\Omega))'). \quad (4.5f)
\end{align*}

The following three results follow immediately and are given here without proofs as they remain entirely unchanged from the corresponding results in Section 2.

**Corollary 4.4** (c.f. Corollary 2.3). On a subsequence,

$$u_n(t) \to u(t) \quad \text{weakly in } W^{1,p}(\Omega) \quad \text{for a.e. } t \in [0,T].$$
Proof. From the triangle inequality, exactly as was the case in Proposition 2.4. (c.f. Corollary 2.8) the source terms converge in an appropriate sense. Proposition 4.7 identifies in Corollary 4.3, we have thus produced a sequence \( \{u_n\} \) of solutions each satisfying the identity

\[
(u_n'(t), \phi(t))_\Omega - (u_1, \phi(0))_\Omega - \int_0^t (u_n'(\tau), \phi_t(\tau))_\Omega d\tau
\]

for all test functions \( \phi \in C_w([0, T]; W^{1,p}(\Omega)) \) with \( \phi_t \in L^2(0, T; W^{1,2}(\Omega)) \) in lieu of a fixed sources \( f \) and \( h \). In order to pass to the limit in (4.6) we shall first establish that the source terms converge in an appropriate sense.

**Proposition 4.7** (c.f. Proposition 2.4).

\[
\begin{align*}
\left| f_n(u_n) - f(u) \right|_{6/5} &\leq \left| f_n(u_n(t)) - f_n(u(t)) \right|_{6/5} + \left| f_n(u(t)) - f(u(t)) \right|_{6/5}.
\end{align*}
\]

\[
\begin{align*}
\left| h_n(\gamma u_n) - h(\gamma u) \right|_{6/5} &\leq \left| h_n(\gamma u_n(t)) - h_n(\gamma u(t)) \right|_{6/5} + \left| h_n(\gamma u(t)) - h(\gamma u(t)) \right|_{6/5}.
\end{align*}
\]

\[
\left| f_n(u_n) - f(u) \right|_{6/5} \to 0 \quad \text{and} \quad \left| h_n(\gamma u_n) - h(\gamma u) \right|_{6/5} \to 0 \quad \text{a.e.} \ t \in [0, T]
\]

Since each \( f_n : W^{1-\epsilon,p}(\Omega) \to L^{6/5}(\Omega) \) is locally Lipschitz with a constant independent of \( n \) from Lemma 4.1, we obtain from (4.5d) that

\[
\left| f_n(u_n(t)) - f(u(t)) \right|_{6/5} \to 0 \quad \text{a.e.} \ t \in [0, T]
\]

For (ii), it is clear that \( f_n(u(t)) \to u(t) \) pointwise a.e. on \( \Omega \). Using the pointwise bound

\[
\left| f_n(u(t)) - f(u(t)) \right| = |\eta_n(u(t)) - 1||f(u(t))| \leq |f(u(t))|
\]

which is \( L^{6/5}(\Omega) \) given that \( ||f(u(t))||_{6/5} \leq C(||u(t)||_{1-\epsilon,p} + 1) \) by Lemma 1.11, we obtain

\[
\left| f_n(u(t)) - f(u(t)) \right|_{6/5} \to 0 \quad \text{a.e.} \ t \in [0, T]
\]

by the Lebesgue dominated convergence theorem.
For $h_n$ the proof is identical as once again we find
\[
|h_n(\gamma u_n) - h(\gamma u)|_{4/3} \leq \underbrace{|h_n(\gamma u_n) - h_n(\gamma u)|_{4/3}}_{(i)} + \underbrace{|h_n(\gamma u) - h(\gamma u)|_{4/3}}_{(ii)}
\]
with (i) $\to 0$ by Lemma 4.1 along with (4.5d) and (ii) $\to 0$ by the dominated convergence theorem. □

Since each approximate solution $u_n$ satisfies
\[
(u_n(0), u_n'(0)) = (u_0, u_1) \text{ in } W^{1,p}(\Omega) \times L^2(\Omega)
\] (4.8)
it is clear that an analogue of (2.4) is not required here. We thus turn our attention to the much more difficult task of verifying the convergence of the terms due to the $p$-Laplacian.

**Proposition 4.8** (c.f. Proposition 2.6). On a subsequence, the approximate solutions $\{u_n\}$ to the n-problem (4.n) along with the limit function $u$ identified in Corollary 4.3 satisfy
\[
-\Delta_p u_n \rightharpoonup -\Delta_p u \text{ weak* in } L^\infty(0,T; (W^{1,p}(\Omega))').
\] (4.9)

**Proof.** We shall inherit the framework of the proof of Proposition 2.6 by taking $X = L^p(0,T; W^{1,p}(\Omega))$ and the $p$-Laplacian extended to a maximal monotone operator $-\Delta_p : X \to X'$. As in that proof, the bounds from (4.5a) along with the operator norm bound on $-\Delta_p$ in (1.6) again permit the conclusion that $\{-\Delta_p u_n\}$ is a bounded sequence in $L^\infty(0,T; (W^{1,p}(\Omega))')$ so that
\[
-\Delta_p u_n \rightharpoonup \eta \text{ weak* in } L^\infty(0,T; (W^{1,p}(\Omega))')
\]
for some $\eta$. Likewise, to conclude that $\eta = -\Delta_p u$ it again enough to show instead that
\[
\limsup_{n \to \infty} \langle -\Delta_p u_n, u_n \rangle_{X',X} \leq \langle \eta, u \rangle_{X',X}.
\] (4.10)

By taking $\phi = u_n$ in (4.6) and rearranging we obtain
\[
\int_0^t \langle -\Delta_p u_n(\tau), u_n(\tau) \rangle_p d\tau = -(u'_n(t), u_n(t))_\Omega + (u_1, u_0)_\Omega
\]
\[
+ \int_0^t ||u'_n(\tau)||_2^2 d\tau - \int_0^t \langle -\Delta u'_n(\tau), u_n(\tau) \rangle_2 d\tau
\]
\[
+ \int_0^t \int_\Omega f_n(u_n(\tau))u_n(\tau) dx d\tau + \int_0^t \int_\Gamma h_n(\gamma u_n(\tau))\gamma u_n(\tau) dS d\tau.
\] (4.11)
However, from the product rule in the distributional sense we have both

$$\frac{d}{dt}(\nabla u_n, \nabla u_n)_{\Omega} = 2(\nabla u'_n, \nabla u_n)_{\Omega},$$  \hspace{1cm} (4.12)

$$\frac{d}{dt}(\gamma u_n, \gamma u_n)_{\Gamma} = 2(\gamma u'_n, \gamma u_n)_{\Gamma}$$  \hspace{1cm} (4.13)

since $\nabla u_n \in W^{1,2}(0, T; L^2(\Omega))$ from (4.5a) and (4.5c). Thus,

$$\int_0^t \langle -\Delta_p u_n(\tau), u_n(\tau) \rangle_p d\tau = \int_0^t \int_\Omega \nabla u'_n(\tau) \cdot \nabla u_n(\tau) \, dx \, d\tau + \int_0^t \int_\Gamma \gamma u'_n(\tau) \gamma u_n(\tau) \, dS \, d\tau$$

$$= \frac{1}{2} \int_0^t \int_\Omega \frac{d}{dt}|\nabla u_n(\tau)|^2 \, dx \, d\tau + \frac{1}{2} \int_0^t \int_\Gamma \frac{d}{dt}|\gamma u_n(\tau)|^2 \, dS \, d\tau$$

$$= \frac{1}{2}||u_n(t)||_{1,2}^2 - \frac{1}{2}||u_n(0)||_{1,2}^2$$

so that we may rewrite (4.11) as

$$\int_0^t \langle -\Delta_p u_n(\tau), u_n(\tau) \rangle_p d\tau = -(u'_n(t), u_n(t))_{\Omega} + (u_1, u_0)_{\Omega}$$

$$+ \int_0^t ||u'_n(\tau)||_{p}^2 d\tau + \frac{1}{2}||u_n(0)||_{1,2}^2 - \frac{1}{2}||u_n(t)||_{1,2}^2$$

$$+ \int_0^t \int_\Omega f_n(u_n(\tau)) u_n(\tau) \, dx \, d\tau + \int_0^t \int_\Gamma h_n(\gamma u_n(\tau)) \gamma u_n(\tau) \, dS \, d\tau.$$

As this expression is equivalent to (2.17') in the proof of the corresponding Proposition 2.6 and as the sequence $\{u_n\}$ enjoys the same convergence properties as in that proof, we are justified in taking the limit superior in each of the terms (i) through (v) of (4.11') to obtain

$$\limsup_{n \to \infty} \int_0^t \langle -\Delta_p u_n, u_n \rangle_p d\tau \leq (u'(0), u(0))_{\Omega} - (u'(t), u(t))_{\Omega} + \int_0^t ||u'(\tau)||_{p}^2 d\tau$$

$$+ \frac{1}{2}||u(0)||_{1,2}^2 - \frac{1}{2}||u(t)||_{1,2}^2$$

$$+ \int_0^t \int_\Omega f(u)u \, dx \, d\tau + \int_0^t \int_\Gamma h(\gamma u) \gamma u \, dS \, d\tau \quad \text{a.e.} \ [0, T].$$  \hspace{1cm} (4.14)
Again we seek to express the right hand side of (4.14) by effecting a limit through a
different means. By taking $\phi = u$ in (4.6) we obtain

$$
\int_0^t \langle -\Delta_p u_n(\tau), u(\tau) \rangle_p d\tau = -\left( u_n'(t), u(t) \right)_\Omega + (u_1, u_0)_\Omega
$$

(i)

$$
+ \int_0^t (u_n'(\tau), u'(\tau))_\Omega d\tau - \int_0^t \langle -\Delta u_n'(\tau), u(\tau) \rangle_2 d\tau
$$

(ii)

$$
+ \int_0^t \int_\Omega f_n(u_n(\tau)) u(\tau) dxd\tau + \int_0^t \int_\Gamma h_n(\gamma u_n(\tau)) \gamma u(\tau) dS \, d\tau
$$

(iii)

$$
+ \int_0^t \int_\Omega h_n(\gamma u_n(\tau)) \gamma u(\tau) dxd\tau
$$

(iv)

(4.15)

Taking the limit as $n \to \infty$ is easily justified in each of the preceding terms as it was
in Proposition 2.6. Given that

$$
\langle -\Delta u'(t), u(t) \rangle_2 = \frac{1}{2} \frac{d}{dt} \|u(t)\|_{1,2}^2
$$

we find that (4.10) indeed holds as was the case in the Proposition 2.6, completing
the proof. \square

It is now clear that we may take the limit in (4.6) to conclude that the limit function
$u$ is a weak solution in the sense of Definition 1.3. It thus remains to show only that
$u$ verifies the required energy inequalities.

**Proposition 4.9** (c.f. Proposition 2.9). The limit function $u$ identified in Corol-
larly 4.3 satisfies the energy inequalities (1.8) and (1.9) in the statement of Theo-
rem 1.5.

**Proof.** Since each $u_n$ verifies (1.8) we obtain

$$
\mathcal{E}_n(t) + \int_0^t \|u_n'(\tau)\|_{1,2}^2 d\tau \leq \mathcal{E}_n(0)
$$

$$
+ \int_0^t \int_\Omega f_n(u_n(\tau)) u_n'(\tau) dxd\tau + \int_0^t \int_\Gamma h_n(\gamma u_n(\tau)) \gamma u_n'(\tau) dS \, d\tau
$$

with positive energy

$$
\mathcal{E}_n(t) = \frac{1}{2} \|u_n(t)\|_2^2 + \frac{1}{p} ||u_n(t)||_{1,p}^p.
$$

From Proposition 4.7 we have $f_n(u_n) \to f(u)$ strongly in $L^2(0,T; L^{6/5}(\Omega))$ and from
(4.5e) along with the embedding $W^{1-\epsilon,2}(\Omega) \hookrightarrow L^6(\Omega)$ for sufficiently small $\epsilon > 0$ we
have $u_n' \to u'$ strongly in $L^2(0,T; L^6(\Omega))$. Thus,

$$
\lim_{n \to \infty} \int_0^t \int_\Omega f_n(u_n(\tau)) u_n'(\tau) dxd\tau = \int_0^t \int_\Omega f(u(\tau)) u'(\tau) dxd\tau.
$$
Similarly, Proposition 4.7 and (4.5c) along with the trace $W^{1,2}(\Omega) \to L^4(\Gamma)$ yield

$$\lim_{n \to \infty} \int_0^t \int_{\Gamma} h_n(\gamma u_n(\tau)) \gamma u_n(\tau) \, dS d\tau = \int_0^t \int_{\Gamma} h(\gamma u(\tau)) \gamma u(\tau) \, dS d\tau$$

by the usual “weak-strong” convergence result since $h_n(\gamma u_n) \to h(\gamma u)$ strongly in $L^2(0,T;L^{4/3}(\Gamma))$ and $\gamma u'_n \to \gamma u'$ weakly in $L^2(0,T;L^4(\Gamma))$. Using weak lower semi-continuity we may thus establish (1.8) since

$$\mathcal{E}(t) + \int_0^t ||u'(\tau)||_{1,2}^2 \, d\tau \leq \liminf_{n \to \infty} \left( \int_0^t ||u'_n(\tau)||_{1,2}^2 \, d\tau + \mathcal{E}_n(t) \right)$$

$$= \mathcal{E}(0) + \int_0^t \int_{\Omega} f(u(\tau)) u'(\tau) \, dx d\tau$$

$$+ \int_0^t \int_{\Gamma} h(\gamma u(\tau)) \gamma u'(\tau) \, dS d\tau.$$ 

In order to obtain the final identity (1.9) we need only note that the absolutely continuous functions $F(u) = \int_0^u f(s) \, ds$ and $H(\gamma u) = \int_0^{\gamma u} h(s) \, ds$ satisfy

$$\frac{d}{dt} F(u(\tau)) = f(u(\tau)) u'(\tau) \quad \text{and} \quad \frac{d}{dt} H(\gamma u(\tau)) = h(\gamma u(\tau)) \gamma u'(\tau)$$

for a.e. $\tau \in [0,T]$, from which the result follows from (1.8) and the fundamental theorem of calculus. \hfill \Box

This completes the proof of Theorem 1.5.

5. Global existence

It has been shown in Section 2 that global solutions of (1.1) exist in the case where $f$ and $h$ are both globally Lipschitz functions from $W^{1,p}(\Omega)$ to $L^2(\Omega)$ and $L^2(\Gamma)$, respectively. In general this condition is only assured by taking $q = r = 1$ which corresponds essentially to linear source terms.

As in \cite{18, 24} it is the case here that either a given solution $u$ must, in fact, be global in time or else one may find a value of $T_0$ with $0 < T_0 < \infty$ so that

$$\limsup_{t \to T_0} \left( \mathcal{E}(t) + \int_0^t ||u'(\tau)||_{1,2}^2 \, d\tau \right) = \infty$$

(5.1)

with positive energy $\mathcal{E}(t) = \frac{1}{2}||u'(t)||_{2}^2 + \frac{1}{p}||u(t)||_{1,p}^p$ from Theorem 1.5. By demonstrating a bound on the energy

$$\mathcal{E}(t) + \int_0^t ||u'(\tau)||_{1,2}^2 \, d\tau$$

on every interval $[0,T]$ which is dependent only upon $T$ and the positive initial energy $\mathcal{E}(0)$, we shall show that the situation in (5.1) cannot occur as the argument is bounded on any finite interval. This bound is only possible provided the exponents...
of the source terms are sufficiently small, specifically when \( q, r \leq p/2 \). The following proposition thus establishes the desired result.

**Proposition 5.1.** If \( u \) is a weak solution of (1.1) given by Theorem 1.5 on \([0, T]\) and \( r, q \leq p/2 \), then there exists a constant \( M \) dependent upon \( T \) and \( \mathcal{E}(0) \) so that

\[
    \mathcal{E}(t) + \int_0^t \|u'(\tau)\|_{1,2}^2 \, d\tau < M, \quad t \in [0, T].
\]

**Proof.** As \( u \) satisfies the energy inequality

\[
    \mathcal{E}(t) + \int_0^t \|u'(\tau)\|_{1,2}^2 \, d\tau \leq \mathcal{E}(0)
\]

we may thus estimate

\[
    \int_0^t \int_{\Omega} f(u(\tau)) u'(\tau) \, dx \, d\tau + \int_0^t \int_{\Gamma} h(\gamma u(\tau)) \gamma u'(\tau) \, dS \, d\tau,
\]

from Theorem 1.5 we may bound the desired quantity using Gronwall’s inequality provided the source terms in this expression can be adequately controlled. From the pointwise bound \( |f(u)| \leq C(|u|^q + 1) \) in Remark 1.2 it follows that

\[
    \|f(u(\tau))\|_{L^p}^2 \leq C \int_{\Omega} (1 + |u(\tau)|^q)^2 \, dx \leq C(1 + \|u(\tau)\|_{L^{2q}}^2).
\]

Using Hölder’s inequality followed by Young’s inequality with \( \epsilon \) we may thus estimate that

\[
    \int_{\Omega} f(u(\tau)) u'(\tau) \, dx \leq \|f(u(\tau))\|_2 \|u'(\tau)\|_2 \leq C(1 + \|u(\tau)\|_{L^{2q}}^2) + \frac{1}{4} \|u'(\tau)\|_{1,2}^2
\]

for a suitable choice of \( \epsilon \) relative to the constant associated with the embedding \( W^{1,2}(\Omega) \hookrightarrow L^2(\Omega) \). Under the assumption that \( 2q \leq p \) it follows that \( W^{1,p}(\Omega) \hookrightarrow L^{2q}(\Omega) \), so that \( \|u(\tau)\|_{L^{2q}}^2 \leq C \|u(\tau)\|_{W^{1,2q}}^2 \leq C(\|u(\tau)\|_{W^{1,p}}^p + 1) \). Thus, from (5.3) we obtain

\[
    \int_{\Omega} f(u(\tau)) u'(\tau) \, dx \leq C(\|u(\tau)\|_{W^{1,p}}^p + 1) + \frac{1}{4} \|u'(\tau)\|_{1,2}^2.
\]

The same argument applied to the source term \( h \) utilizing the continuity of the trace operators \( W^{1,2}(\Omega) \twoheadrightarrow L^2(\Gamma) \) and \( W^{1,p}(\Omega) \twoheadrightarrow L^{2p}(\Gamma) \) yields

\[
    \int_{\Gamma} h(\gamma u(\tau)) \gamma u'(\tau) \, d\tau \leq C(\|u(\tau)\|_{W^{1,p}}^p + 1) + \frac{1}{4} \|u'(\tau)\|_{1,2}^2.
\]

Integrating (5.4) and (5.5) on \([0, t]\) and recalling that \( \|u(\tau)\|_{W^{1,p}}^p \leq p \mathcal{E}(\tau) \) we thus obtain from (5.2) that

\[
    \mathcal{E}(t) + \frac{1}{2} \int_0^t \|u'(\tau)\|_{1,2}^2 \, d\tau \leq \mathcal{E}(0) + C \int_0^t (1 + \mathcal{E}(t)) \, d\tau.
\]
From Gronwall’s inequality, (5.6) implies that
\[ \mathcal{E}(t) \leq (\mathcal{E}(0) + Ct) \exp(Ct) \]
so that \( \mathcal{E}(t) \leq N \) on any interval \([0, T]\) by taking \( N = (\mathcal{E}(0) + CT) \exp(CT) \). From (5.6), we then obtain
\[ \mathcal{E}(t) + \frac{1}{2} \int_0^t ||u'(\tau)||_{1,2}^2 d\tau \leq \mathcal{E}(0) + CT(1 + N) \text{ for } t \in [0, T] \]
and the desired result follows by selecting the constant \( M = 2\mathcal{E}(0) + 2CT(1 + N) \).

6. Blow-up

The goal of this section is to demonstrate that solutions to (1.1) necessarily exist only on a finite interval of time provided the source feedback terms \( f \) and \( h \) are of sufficient magnitude. Assume in line with Assumption 1.9 that \( f \) and \( h \) are of the form
\[ f(s) = (q + 1)|s|^{q-1}s \text{ with } p - 1 < q \leq \frac{5p}{2(3-p)}, \]
\[ h(s) = (r + 1)|s|^{r-1}s \text{ with } p - 1 < r \leq \frac{3p}{2(3-p)}. \]

Remark 6.1. In particular, notice that \( f(s) = \frac{d}{ds}|s|^{q+1} \). As such, we may explicitly compute that
\[ F(u) = \int_0^u f(s) ds = |u|^{q+1} \quad \text{so that} \quad \int_\Omega F(u) dx = ||u||_{q+1}^{q+1}. \]
The same calculations on \( h \) yield
\[ H(\gamma u) = \int_0^{\gamma u} h(s) ds = |\gamma u|^{r+1} \quad \text{and} \quad \int_\Gamma H(\gamma u) dS = |\gamma u|_{r+1}^{r+1}. \]
As such, the energy inequalities (1.8) and (1.9) are equivalent, and may be expressed as
\[ E(t) + \int_0^t ||u'(\tau)||_{1,2}^2 d\tau \leq E(0) \quad \text{(6.1)} \]
with total energy
\[ E(t) = \frac{1}{2}||u'(t)||_2^2 + \frac{1}{p}||u(t)||_{1,p}^p - ||u(t)||_{q+1}^{q+1} - |\gamma u(t)|_{r+1}^{r+1}. \quad \text{(6.2)} \]
As it occurs in the proof of Theorem 1.10, it is additionally useful to notice that

\[ \int_{\Omega} f(u)u \, dx = \int_{\Omega} (q + 1)|u|^{q-1}u^2 = (q + 1)||u||_{q+1}^{q+1} \]

and, similarly

\[ \int_{\Gamma} h(\gamma u)\gamma u \, dS = (r + 1)|\gamma u|_{r+1}^{r+1}. \]

We may now prove the main result of this section.

**Proof of Theorem 1.10.** Given any weak solution \( u \) to (1.1) we define the lifespan, \( T \), of the solution to be the supremum over all \( T' > 0 \) such that \( u \) is a solution to (1.1) on \([0, T']\) in the sense of Definition 1.3. By establishing a lower bound on the growth of an appropriate functional we shall show that this value of \( T \) must be finite, and additionally that

\[ \limsup_{t \to T^-} E'(t) = \infty. \]

As in [2, 9, 16, 24] we introduce the functions

\[ G(t) = \int_0^t ||u'(\tau)||_{1,2}^2 \, d\tau - E(0), \quad N(t) = ||u(t)||_{2}^2, \]

\[ S(t) = ||u(t)||_{q+1}^{q+1} + |\gamma u(t)|_{r+1}^{r+1} \]

for \( t \in [0, T) \) with total energy \( E(t) = \mathcal{E}(t) - S(t) \) just as in (6.2). Since \( u' \in L^2(0, T; W^{1,2}(\Omega)) \) the function \( G \) is seen to be absolutely continuous with

\[ G'(t) = ||u'(t)||_{1,2}^2 \geq 0 \quad \text{a.e.} \ [0, T] \]

and \( G(0) = -E(0) > 0 \) by assumption, from which it follows that \( G \) is a positive, increasing function on \([0, T] \). Moreover, with this choice of functions the energy inequality (6.1) may be written succinctly as

\[ G(t) \leq -E(t) = S(t) - \mathcal{E}(t). \]  

(6.3)

The differentiability of \( N \) is an essential component of the remainder of the proof. Writing \( N(t) = (u(t), u(t))_\Omega \) and noticing that \( u, u' \in L^2(0, T; L^2(\Omega)) \) we may apply a product rule in the distributional sense (see, for instance, [27, Prop 1.2] with \( V = V' = H = L^2(\Omega) \)) so that

\[ N'(t) = \frac{d}{dt}(u(t), u(t))_\Omega = 2(u'(t), u(t))_\Omega. \]  

(6.4)
By taking $\phi(t) = u(t)$ as a test function in the variational identity (1.7) we obtain

$$\begin{aligned}
\frac{d}{dt}N'(t) &= (u'(0), u(0))_{\Omega} + \int_0^t ||u'(\tau)||_2^2 d\tau \\
&- \int_0^t \langle -\Delta_p u(\tau), u(\tau) \rangle_p d\tau - \int_0^t \langle -\Delta_2 u'(\tau), u(\tau) \rangle_2 d\tau \\
&+ \int_0^t \int_{\Omega} f(u(\tau))u(\tau) \, dxd\tau + \int_0^t \int_{\Gamma} h(\gamma u(\tau))\gamma u(\tau) \, dSd\tau
\end{aligned}$$

As $N'$ is now seen to be absolutely continuous, we may differentiate again to conclude that

$$\begin{aligned}
\frac{d^2}{dt^2}N''(t) &= ||u'(t)||_2^2 - \langle \Delta_p u(t), u(t) \rangle_p - \langle -\Delta_2 u'(t), u(t) \rangle_2 \\
&+ \int_{\Omega} f(u(t))u(t) \, dxd\tau + \int_{\Gamma} h(\gamma u(t))\gamma u(t) \, dSd\tau
\end{aligned}$$

By definition, we may express (i) in (6.5) as

$$(i) = \int_{\Omega} |\nabla u(t)|^{p-2} \nabla u(t) \cdot \nabla u(t) \, dxd\tau + \int_{\Gamma} |\gamma u(t)|^{p-2} \gamma u(t) \gamma u(t) \, dS = ||u(t)||_{1,p}^p,$$

and from Remark 6.1 we may express (ii) in (6.5) as

$$(ii) = (q + 1)||u||_{q+1}^{q+1} + (r + 1)|\gamma u|_{r+1}^{r+1}.$$ 

Thus, we may express (6.5) equivalently as

$$N''(t) = 2||u'(t)||_2^2 - 2||u(t)||_{1,p}^p - 2\langle -\Delta_2 u'(t), u(t) \rangle_2 \\
+ 2(q + 1)||u(t)||_{q+1}^{q+1} + 2(r + 1)|\gamma u(t)|_{r+1}^{r+1}. \quad (6.6)$$

As it will be used throughout the remainder of the proof it is useful to pause and notice that for real numbers $0 < \eta < 1$ and $\delta, z \geq 0$ we have

$$z^\eta \leq z + 1 \leq z + 1 + \delta + \frac{z}{\delta} = \left(1 + \frac{1}{\delta}\right)(\delta + z).$$

By taking $\delta = G(0) > 0$ and using the fact that $G$ is an increasing function, it then follows that

$$z^\eta \leq C(G(0) + z) \leq C(G(t) + z) \quad (6.7)$$

for the constant $C = (1 + 1/G(0))$.

With these preliminaries established, we now define the function

$$Y(t) = G(t)^{1-\alpha} + \beta N'(t)$$
for constants $0 < \alpha, \beta < 1/2$ to be determined later. Our ultimate goal shall be to demonstrate that

$$Y'(t) \geq CY(t)^{1/(1-\alpha)}$$  \hspace{1cm} (6.8)

with $Y(0) > 0$ from which the desired result will follow given that $1 < 1/(1-\alpha) < 2$. This is accomplished in two steps beginning first with the right hand side of (6.8).

**Step 1:** We show here that $Y(t)^{1/(1-\alpha)} \leq C_1 \left[ G(t) + ||u'(t)||_2^2 + ||u(t)||_{1,p}^p \right]$ for a constant $C_1 > 0$.

Beginning with the definition of $Y$ and $N'$ we find that

$$Y(t) = \left[ G(t)^{1-\alpha} + 2\beta(u'(t), u(t))_\Omega \right]^{1/(1-\alpha)}$$

$$\leq C \left[ G(t) + ||u'(t)||_2^{\theta/(1-\alpha)} + ||u(t)||_2^{\theta'/(1-\alpha)} \right]$$

$$= C \left[ G(t) + ||u'(t)||_2^2 + ||u(t)||_2^{\theta'/(1-\alpha)} \right]$$  \hspace{1cm} (6.9)

from Hölder’s inequality followed by Young’s inequality with conjugate exponents $\theta = 2(1-\alpha) > 1$ and $\theta' = 2(1-\alpha)/(1-2\alpha)$. Since

$$\frac{1}{p} \frac{\theta'}{1-\alpha} = \frac{2}{p(1-2\alpha)} \to \frac{2}{p} < 1 \text{ as } \alpha \to 0^+$$

we may select $\alpha$ sufficiently small so that $\theta'/p(1-\alpha) < 1$, whereby

$$||u(t)||_2^{\theta'/(1-\alpha)} \leq C||u(t)||_p^{\theta'/(1-\alpha)} = C(||u(t)||_{1,p}^p)^{\theta'/p(1-\alpha)}$$

$$\leq C(G(t) + ||u(t)||_{1,p}^p)$$  \hspace{1cm} (6.10)

from the embedding $W^{1,p}(\Omega) \hookrightarrow L^2(\Omega)$ along with (6.7). The desired result then follows immediately by applying the bound in (6.10) to the corresponding term in (6.9).

**Step 2:** We next prove $Y''(t) \geq C_2 \left[ G(t) + ||u'(t)||_2^2 + ||u(t)||_{1,p}^p \right]$ a.e. $[0, T]$ for a constant $C_2 > 0$.

Using the expression of $N''$ from (6.6),

$$Y''(t) = (1-\alpha)G(t)^{-\alpha}G'(t) + \beta N''(t)$$

$$= (1-\alpha)G(t)^{-\alpha}G'(t) + 2\beta||u'(t)||_2^2 - 2\beta||u(t)||_{1,p}^p - 2\beta(-\Delta_2 u'(t), u(t))_2$$

$$+ 2\beta(q+1)||u(t)||_{q+1}^{q+1} + 2\beta(r+1)||\gamma u(t)||_{r+1}^{r+1}$$  \hspace{1cm} (6.11)

Taking $m = \min\{q,r\}$,

$$2\beta(q+1)||u(t)||_{q+1}^{q+1} + 2\beta(r+1)||\gamma u(t)||_{r+1}^{r+1}$$

$$\geq 2\beta(m+1)S(t)$$

$$\geq 2\beta(m+1)G(t) + \beta(m+1)||u'(t)||_2^2 + \frac{2\beta(m+1)}{p}||u(t)||_{1,p}^p$$

$$\geq \frac{2\beta(m+1)}{2\beta(m+1)|C(t)|}$$
from the energy inequality (6.3). Applying this estimate to (6.11),

\[
Y'(t) \geq (1 - \alpha)G(t)^{-\alpha}G'(t) + \beta(m + 3)||u'(t)||^2_2 \\
+ 2\beta \left(\frac{m + 1}{p} - 1\right)||u(t)||^p_{1,p} + 2\beta(m + 1)G(t) - 2\beta \langle -\Delta_2u'(t), u(t)\rangle_2.
\]

(6.12)

Since the minimum of \(q + 1\) and \(r + 1\) is still greater than \(p\) by assumption, the coefficient of \(||u(t)||^p_{1,p}\) in this expression is indeed positive. To bound the remaining negative term in (6.12) we find that from the operator norm bound in (2.4) and Young’s inequality with \(\epsilon G(t)^\alpha\) that

\[
2\beta \langle -\Delta_2u'(t), u(t)\rangle_2 \leq 4\beta||u'(t)||_1,2||u(t)||_1,2 \\
\leq \frac{4\beta}{2\epsilon G(t)^\alpha}||u'(t)||^2_{1,2} + \frac{4\beta\epsilon G(t)^\alpha}{2}||u(t)||^2_{1,2} \\
= 2\beta \epsilon G(t)^{-\alpha}G'(t) + 2\beta \epsilon G(t)^\alpha||u(t)||^2_{1,2}.
\]

(6.13)

The latter of these summands may be further controlled by the energy inequality (6.3), since

\[
2\beta \epsilon G(t)^\alpha||u(t)||^2_{1,2} \leq 2\beta \epsilon S(t)^\alpha||u(t)||^2_{1,2} \\
= 2\beta \epsilon \left(||u(t)||^{q+1}_{q+1} + |\gamma u(t)|^{r+1}_{r+1}\right)||u(t)||^2_{1,2} \\
\leq 2C\beta \epsilon \left(||u(t)||^{q+1+2}_{1,p} + ||u(t)||^{r+1+2}_{1,p}\right)
\]

from the embeddings \(W^{1,p}(\Omega) \hookrightarrow L^{q+1}(\Omega)\) and the trace \(W^{1,p}(\Omega) \hookrightarrow L^{r+1}(\Gamma)\) mentioned in Remark 1.6 along with the embedding \(W^{1,p}(\Omega) \hookrightarrow W^{1,2}(\Omega)\). By choosing \(\alpha\) sufficiently small (say, \(\alpha < \min\{p - 2)/(q + 1), (p - 2)/(r + 1)\}\}) we may apply the bound in (6.7) so that

\[
2\beta \epsilon G(t)^\alpha||u(t)||^2_{1,2} \leq 2C\beta \epsilon \left(||u(t)||^{p}_{1,p}\right)^{\alpha(q+1)+2} + \left(||u(t)||^{p}_{1,p}\right)^{\alpha(r+1)+2} \\
\leq 2C\beta \epsilon (G(t) + ||u(t)||^p_{1,p}).
\]

(6.14)

By applying (6.14) to (6.13) and in turn using this bound in (6.12) we obtain

\[
Y'(t) \geq (1 - \alpha - 2\beta \epsilon)G(t)^{-\alpha}G'(t) + \beta(m + 3)||u'(t)||^2_2 \\
+ 2\beta \left(\frac{m + 1}{p} - 1 - C\epsilon\right)||u(t)||^p_{1,p} + 2\beta(m + 1 - C\epsilon)G(t).
\]

Since no further adjustment of \(\alpha\) is necessary we may select \(\epsilon > 0\) so that

\[
C\epsilon < \frac{m + 1}{p} - 1 \quad \text{and} \quad C\epsilon < m + 1
\]
and then take $\beta$ sufficiently small so that $1 - \alpha - 2\beta \epsilon > 0$. This yields the desired result, since

$$Y'(t) \geq \beta(m + 3)||u'(t)||_2^2 + 2\beta \left( \frac{m + 1}{p} - 1 - C\epsilon \right) ||u(t)||_{1,p}^p + 2\beta(m + 1 - C\epsilon)G(t)$$

with positive coefficients on every term.

Finally, since $G(0) > 0$ and

$$Y(0) = G(0)^{1-\alpha} + \beta N'(0)$$

we may always, if necessary, select a smaller positive value of $\beta$ so that $Y(0) > 0$. Thus, combining the results of Steps 1 and 2 we have the desired result (6.8). That is, $Y$ satisfies the ordinary differential inequality

$$\begin{cases} Y'(t) \geq CY(t)^{1/(1-\alpha)} \\ Y(0) > 0 \end{cases}$$

a.e. $[0, T)$ for a constant $C > 0$, from which it follows from standard ODE theory that the maximal interval of existence of $Y$ is the finite interval $[0, T)$ with

$$T < \frac{Y(0)^{(1-\alpha)/\alpha}}{C},$$

and that

$$\infty = \limsup_{t \to T^-} Y(t) = \limsup_{t \to T^-} \left( G(t)^{1-\alpha} + N'(t) \right).$$

At least one of the following conditions is therefore met:

$$\begin{align*}
\infty &= \limsup_{t \to T^-} G(t) = \limsup_{t \to T^-} \int_0^t ||u'(\tau)||_{1,2}^2 \, d\tau, \\
\infty &= \limsup_{t \to T^-} N'(t) \leq \limsup_{t \to T^-} ||u(t)||_2 ||u'(t)||_2.
\end{align*}$$

(6.15a) (6.15b)

In either case it is clear that the lifespan of $u$ is at most $T$ in order to accord with items (i) and (ii) of Definition 1.3. Finally, assume for contradiction that $\limsup_{t \to T^-} \delta(t) < \infty$. The energy inequality (6.1) along with the embedding $W^{1,p}(\Omega) \hookrightarrow L^{q+1}(\Omega)$ and trace $W^{1,p}(\Omega) \overset{\gamma}{\rightarrow} L^{r+1}(\Gamma)$ in line with Remark 1.6 then
implies
\[
\int_0^t ||u'(\tau)||_{1,2}^2 d\tau \leq E(0) - E(t)
\]
\[
= \mathcal{E}(0) - ||u_0||_{q+1}^{q+1} - ||\gamma u_0||_{r+1}^{r+1} - \mathcal{E}(t) + ||u(t)||_{q+1}^{q+1} + ||\gamma u(t)||_{r+1}^{r+1}
\]
\[
\leq C(1 + ||u(t)||_{q+1}^{q+1} + ||\gamma u(t)||_{r+1}^{r+1})
\]
\[
\leq C(1 + ||u(t)||_{1,p}^{q+1} + ||u(t)||_{1,p}^{r+1})
\]
\[
\leq C(1 + \mathcal{E}(t)^{(q+1)/p} + \mathcal{E}(t)^{(r+1)/p}) < \infty
\]

which precludes the condition in (6.15a) from occurring. Simultaneously, from the embedding \( W^{1,p}(\Omega) \hookrightarrow L^2(\Omega) \) along with Young’s inequality we see that
\[
||u(t)||_2 ||u'(t)||_2 \leq C(||u(t)||_{1,p}^{q+1} + 1) + ||u'(t)||_2 \leq C(\mathcal{E}(t) + 1) < \infty
\]

which precludes the condition in (6.15b) from occurring. As at least one of (6.15a) and (6.15b) must hold, it is therefore the case that \( \limsup_{t \to T^-} \mathcal{E}(t) = \infty \) which establishes the desired result.

\[\square\]
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