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Abstract

This paper surveys the trend of leveraging machine learning to solve mixed integer programming (MIP) problems. Theoretically, MIP is an NP-hard problem, and most of the combinatorial optimization (CO) problems can be formulated as the MIP. Like other CO problems, the human-designed heuristic algorithms for MIP rely on good initial solutions and cost a lot of computational resources. Therefore, we consider applying machine learning methods to solve MIP, since ML-enhanced approaches can provide the solution based on the typical patterns from the historical data. In this paper, we first introduce the formulation and preliminaries of MIP and several traditional algorithms to solve MIP. Then, we advocate further promoting the different integration of machine learning and MIP and introducing related learning-based methods, which can be classified into exact algorithms and heuristic algorithms. Finally, we propose the outlook for learning-based MIP solvers, direction towards more combinatorial optimization problems beyond MIP, and also the mutual embrace of traditional solvers and machine learning components.

1 Introduction

Mixed integer programming problems (MIP) are significant parts of combinatorial optimization (CO) problems. Benefiting from the development of academic theory and commercial software, MIP has become a vital capability that powers a wide range of applications, including planning [Pochet and Wolsey, 2010; Wu et al., 2013], scheduling [Sawik, 2011; Keha et al., 2009], routing [Malandraki and Daskin, 1992; Schouwenaars et al., 2001] and bin packing [Gajda et al., 2022]. Moreover, [Paulus et al., 2021] manages to integrate integer programming solvers into neural network architectures as a differentiable layer capable of learning both the cost terms and the constraints. The resulting end-to-end trainable architectures are able to simultaneously extract features from raw data and learn a suitable set of constraints that specify any combinatorial problem. This architecture can learn to fit the right NP-hard problem needed to solve the task, which demonstrate the importance of MIP in the area of combinatorial optimization.

When dealing with mathematical modeling problems in industrial applications mentioned above, decision variables and integer variables are sometimes inevitable, which are modeled as MIP models. For example: $x$ cars, $y$ packages. $x, y$ are integer variables here, and decimals are meaningless. One MIP problem may contain both integer and continuous variables. If the problem contains an objective function with no quadratic term, then the problem is termed a Mixed Integer Linear Programming (MILP). Formally, it is given as:

$$\min_{x} c^T x$$

$$\text{s.t.} \ Ax \geq b, x \in \mathbb{R}^n \quad x_j \in \mathbb{Z}, \forall j \in I$$

When there is at least a quadratic term in the objective, the problem terms to a Mixed Integer Quadratic Program (MIQP). If the model has any constraint containing a quadratic term, regardless of the objective function, the problem is termed as a Mixed Integer Quadratic Constrained Program (MIQCP). In this paper, we only focus on the basic MILP, and the MIP term denotes MILP from now on.

A lower bound for optimum of MILP is provided by solving the corresponding LP relaxation of the MILP. The LP relaxation of is obtained by omitted the integer requirements:

$$\min_{x} c^T x$$

$$\text{s.t.} \ Ax \geq b, x \in \mathbb{R}^n$$

Exactly solving the MILP is NP-hard, that is, exponential time solvable. While practitioners have more interested in getting solutions of good quality as quickly as possible than in finding a provably optimal solution. The research on how to obtain high-quality solutions in a limited time is of practical great significance.

In this survey, we focus on ML-based algorithmic techniques to solve MIP. These basic and well-studied techniques can be divided into two main categories, the branch and bound based algorithms for exact solving and the heuristic algorithms for approximately solving. We will introduce one by one in the next sections, and discuss other interesting directions later. In modern MIP solvers, most of them are based on the branch-and-bound method, and the cutting plane technique is often integrated into the branch-and-bound method.

*Correspondence author is Junchi Yan.
to increase the efficiency of branch-and-bound algorithm. These two techniques constitute the branch-and-cut framework. The common MIP solvers includes SCIP [Bestuzheva et al., 2021], CPLEX [Cplex, 2009] and GUROBI [Gurobi Optimization, 2020]. Due to space limitations, this paper will not cover classical methods used in commercial solvers for solving MIP.

There are emerging open-source libraries to facilitate the research at the intersection of machine learning and mixed integer programming. MIPLearn\footnote{https://anl-ccesa.github.io/MIPLearn} offers a customized library for learning-based solver configuration which supports both GUROBI and CPLEX. It can be framed as a borderline case of an MDP framework which is the focus of another emerging library Ecole [Prouvost et al., 2020]. Ecole is designed to cooperate with the state-of-the-art open-source MIP solver SCIP where Ecole acts as an improvement to existing solvers. Besides, ORGym [Hubbs et al., 2020] and OpenGraphGym [Zheng et al., 2020] are Gym-like libraries for learning heuristics for a collection of combinatorial optimization problems including MIP.

Difference to existing surveys. There are excellent surveys in the area of machine learning for combinatorial optimization [Bengio et al., 2021], and exactly learning for solving mixed integer programming [Kleinert et al., 2021; Lodi and Zarrellon, 2017; Huang et al., 2021a]. Compared with the previous survey [Lodi and Zarrellon, 2017] which only covers the topic of learning-supported node selection techniques due to the limited development five years ago. While the other [Kleinert et al., 2021] is focused on bi-level tailored approaches that exploit MIP techniques to solve bi-level optimization problems. In this paper, we aim to give a comprehensive and up-to-date review in the area of learning for solving MIP, especially seeing the rapid development in recent years. The recent paper [Huang et al., 2021a] mainly focuses on the development in recent decades of the branch-and-bound algorithm instead of MIP, but it does not emphasize the importance of adapting machine learning in MIP.

2 Branch-and-Bound

In general, mixed integer linear programming problems can be solved using a linear-programming based branch-and-bound (B&B) algorithm [Land and Doig, 2010]. Proposed

half a century ago [Land and Doig, 1960], B&B is an exact algorithm that is proved to reach the optimal solution eventually. In this section, we first give an overview of the general B&B algorithm, and then we divide the existing works into branching variable selection, node selection, cutting plane selection and discuss these methods combined with machine learning approaches in detail.

Branch-and-bound is a classic tree search method. By divide-and-conquer, it partitions the search space by branching on variables’ values and smartly uses bounds from problem relaxations to prune unpromising regions from the tree.

Define an optimization problem as \( \mathcal{P} = (X, f) \), where \( X \) (called the search space) is a set of valid solutions, and \( f : X \rightarrow \mathbb{R} \) is the objective function. The goal is to find an optimal solution \( x^* \in \arg\min_{x \in X} f(x) \).

In order to solve \( \mathcal{P} \), a search tree \( T \) of subsets of the search space is build. Additionally, a feasible solution \( \hat{x} \in X \) (called the incumbent solution) is stored globally. At each iteration, the algorithm selects a new subset \( S \subseteq X \) to explore from a list \( L \) of unexplored subsets; if a solution \( \hat{x}' \in S \) (called a candidate incumbent) can be found with a better objective value than \( \hat{x} \) (i.e., \( f(\hat{x}') < f(\hat{x}) \)), the incumbent solution is updated. On the other hand, if it can be proven that no solution in \( S \) has a better objective value than \( \hat{x} \) (i.e., \( \forall x \in S, f(x) \geq f(\hat{x}) \)), the subset is pruned (or fathomed), and the subset is terminal. Otherwise, child subsets are generated by partitioning \( S \) into an exhaustive (but not necessarily mutually exclusive) set of subset \( S_1, S_2, \ldots, S_r \), which are then inserted into \( T \). Once no unexplored subset remain, the best incumbent solution is returned; since the subset is only fathomed if they contain no solution better than \( \hat{x} \) it must be the case that \( \hat{x} \in \arg\min_{x \in X} f(x) \).

Pseudocode for the generic B&B procedure is given in Alg. 1, and an example of solving MIP by B&B [He et al., 2014] is shown in Fig. 1.

One critical reason why B&B is difficult to formalize resides in its inherent exponential nature: millions of Branching Variable Selection (BVS) decisions could be needed to solve a MILP, and a single bad one could result in a doubled tree size and no improvement in the search. Such a complex and data-rich setting, paired with often a lack of formal understanding of the particular problem structure, makes B&B an appealing ground for machine learning techniques, which has lately been thriving in discrete optimization. Employing

![Figure 1: Use branch-and-bound to solve an integer linear programming minimization. (Credit to [He et al., 2014])](image-url)
a clever branching rule is critical for MIP solvers. The majority of works focus on decision in the branch-and-bound algorithm [Balcan et al., 2018; Khalil et al., 2016]. Two most crucial ones are branching variable selection and node selection. Recent works explore “learning to branch”, including learning for branching variable selection [Khalil et al., 2016; Song et al., 2020b; Liberto et al., 2016; Gasse et al., 2019; Sun et al., 2020; Zarpellon et al., 2020; Ethève et al., 2020], node selection [He et al., 2014; Song et al., 2017; 2020b; Yilmaz et al., 2020], and cutting plane selection [Huang et al., 2021b; Tang et al., 2020]. In particular, branching variable selection is the mainstream of the presented articles, since the selection of the next variable is significant in B&B and matters to the total cost of B&B.

2.1 Branching Variable Selection (BVS)

Branch variable selection determines which fractional variables (also known as candidates) to branch the current node into two child nodes. To indicate the quality of a candidate variable, a score of this variable is used to measure its effectiveness, and the candidate with the highest score is picked to branch on. The pseudocode of BVS is presented in Alg. 2, which illustrates the basic variable selection idea.

There are various branching rules used to measure variables in BVS, including strong branching (SB) rule [Applegate et al., 1995], pseudo-cost [Bènçhichou et al., 1971] and hybrid branching [Achterberg and Berthold, 2009]. Naturally, the idea of adopting an imitation learning [Ho and Ermon, 2016] strategy to learn a fast approximation of branching rules came into being. Imitation learning aims at using expert experience to conduct the learning of neural networks, which can acquire the neural networks that can reach the same or even better performance than the initial expert. [Alvarez et al., 2014; 2017; Khalil et al., 2016; Gasse et al., 2019; Gupta et al., 2020] learn branching policies by imitating the strong branching rule. This kind of approach adopts a high-quality but expensive heuristic scheme, which is the earliest and most widely studied method for machine learning.

Specifically, [Alvarez et al., 2014] is the first to use supervised learning to train a strong branching model. By the observation of the expert, the neural networks can learn an approximated function of the variable score, and can further adapt it to select the suitable variable in B&B. [Khalil et al., 2016] extends the work of [Alvarez et al., 2014] by designing a novel pipeline that can solve the MIP on the fly. In the first 500 branches, they use the traditional SB to make decisions while recording the problem features to train the neural networks, and the neural networks take control of the decision-maker from the 501st branch. Both of them imitate SB successfully, while the spending time is too high due to the calculation of a large number of features on each node.

To overcome complex feature calculation, [Gasse et al., 2019] define a function that only evaluates the features of the current node and all its ancestors. By using the approximated function, the neural networks can select the variable in the branch-and-bound tree. Thus, the proposed method can meet the requirement of the problem feature calculation and the neural networks can learn a fast approximation of the strong branching rule. Moreover, the proposed method is consistent with the objective of the problem, which is to solve the MIP in the shortest time. The proposed method also has the potential to be applied to other B&B problems, such as the quadratic assignment problem, the vehicle routing problem, and the traveling salesman problem. Table 1: Summary of methods that combine machine learning with B&B. “Selection” denotes which part involves learning.

| Method                | Selection | Learning | Network | Representation | Remark               |
|-----------------------|-----------|----------|---------|---------------|----------------------|
| [Gasse et al., 2019]  | Variable  | Reinforcement | GCN     | Bipartite graph | Imitate strong branching |
| [Gupta et al., 2020]  | Variable  | Supervised | GCN     | Bipartite graph | Accelerate via dynamic embedding |
| [Sun et al., 2020]    | Variable  | Reinforcement | PD policy | Subproblem set | Evolution strategy for training |
| [He et al., 2014]     | Node      | Reinforcement | Standalone | Standalone | Imitate optimal oracle |
| [Yilmaz et al., 2020] | Node      | Supervised | MLP     | Handcraft     | Prune leaf |
| [Khalil et al., 2016] | Variable  | Supervised | SVM     | Handcraft     | Learning to rank |
| [Shen et al., 2021]   | Variable  | Supervised | GCN     | Bipartite graph | Combined with DFS |
| [Huang et al., 2021b] | Cutting    | Supervised | MLP     | Handcraft     | Large scale |
| [Zarpellon et al., 2020]| Variable | Reinforcement | MLP     | Handcraft     | Imitate strong branching |
| [Tang et al., 2020]   | Cutting    | Reinforcement | Attention & LSTM | Handcraft | Evolution strategy for training |
| [Nair et al., 2021]   | Variable  | Supervised | GCN     | Tripartite graph | Extract connection information |
| [Ding et al., 2019]   | Variable  | Supervised | GCN     | Handcraft     | Imitate strong branching |
| [Alvarez et al., 2014] | Variable  | Supervised | ExtraTrees | Handcraft | Imitate strong branching |

Algorithm 2: Branching Variable Selection

**Input:** Subproblem of the current node \( S \) with its optimal LP solution \( \hat{x} \notin X_{MILP} \)

1. Define branching candidates set \( C = \{i \in I \mid \hat{x}_i \notin \mathbb{Z}\} \)
2. For each candidate \( i \in C \) do
   - Calculate its score value \( s_i \in \mathbb{R} \)
3. Output: A subscript \( i = \arg\min_{i \in C} s_i \) of an integer variable with fractional value \( \hat{x}_i \notin \mathbb{Z} \)

Figure 2: Transform an MIP instance to a bipartite graph. The variables (in green) correspond to one side and the constraints (in red) refers to the other. (Credit to [Nair et al., 2021])
2019] encodes MIP into a graph-convolutional network (GCN) [Kipf and Welling, 2017], which can extract the features on the graph efficiently by various message passing approaches. [Nair et al., 2021] encodes MIP to the graph-convolutional network (GCN) as a bipartite graph and computes an initial feasible solution (Neural Diving), then trains a GCN to imitate ADMM-based policy for branching (Neural Branching). It uses RL to learn a policy that un-assigns one variable at a time, interleaved with solving a sub-MIP every \( \eta \) steps to compute a new solution. The authors formulate MIP as a natural bipartite graph representing variable-constraint relationships, which is illustrated in Fig. 2. Each MIP has two sets of nodes, one representing variables and another representing constraints. And an edge between a variable \( i \) and a constraint \( j \) means variable \( i \) appears in constraint \( j \). A lot of subsequent work has referenced the bipartite graph model proposed by [Gasse et al., 2019]. Inspired by the utilization of the GCN model, [Gupta et al., 2020] proposes a hybrid architecture that uses a GNN model at only the root node of the B&B tree and a weak but fast predictor at the remaining nodes, such as a simple Multi-Layer Perception (MLP). The model combines the superior representation framework of [Gasse et al., 2019] with the computationally cheaper framework of [Khalil et al., 2016] to realize a time-accuracy trade-off in branching. Besides, [Ding et al., 2019] generates a tripartite graph from its MIP formulation, as illustrated in Fig. 3. They train a GCN for variable solution prediction on the collected features, labels, and tripartite graphs. In [Zarpelion et al., 2020], the authors claim that information contained in the global branch-and-bound tree state is an important factor in variable selection, and they use a novel neural network design that incorporates the branch-and-bound tree state directly. Furthermore, they are one of the few techniques on heterogeneous instances.

Different from learning the output of a computationally expensive heuristic used in B&B, [Ethève et al., 2020] applies reinforcement learning (RL) for BVS from scratch, free from any heuristic. The core idea of RL is to learn from the interactions between the agent and the environment, and here the MIP instance is the environment and the agent is try to solve it. Experience shows that the RL approach sometimes works better than the imitation learning we mentioned before. In [Sun et al., 2020], the authors argue that strong branching is not a good expert to imitate and utilize RL by modeling the variable selection process as a Markov Decision Process (MDP). They further design a policy net based on primal-dual iteration over reduced LP relaxation, which utilizes the power of evolution strategy to update the neural networks.

### 2.2 Node Selection

As mentioned above, the branch-and-bound algorithm recursively divides the feasible set of a problem into disjoint subsets, organized in a tree structure, where each node represents a subproblem that searches only the subset at that node. The main steps of the node selection algorithm are given in Alg. 3. If computing bounds on a subproblem does not rule out the possibility that its subset contains the optimal solution, the subset can be further partitioned (“branched”) as needed. Else if the lower bound of possible solutions of a node is larger than the known upper bound, the node can be pruned. A key question in B&B is how to prioritize which nodes to consider. An effective node priority decision strategy guides the tree search to promising areas and improves the chance of quickly finding a good incumbent solution, which can be used to decide whether to discard or expand other nodes. Thus, learning the appropriate node selection policy of a B&B tree is worthy of being investigated. More precisely, a policy is a function that maps a state to an action, which in this case is the next node to be selected.

| Algorithm 3: Node Selection |
|-----------------------------|
| **Input:** Node list \( L = \{P\} \) and upper bound \( J \) |
| 1 Assigns a score to each active node |
| 2 Pop a node \( P^i \) from \( L \) |
| 3 Solve the LP relaxation |
| 4 get solution \( (x^i, y^i) \) and lower bound \( J^i \) |
| 5 if \( J^i \geq J \) then |
| 6 Prune the node \( P^i \) |
| 7 else if \( y^i \in \mathbb{Z}^p \) then |
| 8 Improve upper bound \( \bar{J} = J^i \) |
| 9 else |
| 10 Branch node \( P^i \) and push child nodes to list \( L \) |

2.3 Cutting Plane

It is known that every MIP can be relaxed to a linear programming (LP) by dropping the integer constraints, and there are many traditional efficient algorithms for solving LP such as Simplex [Dantzig, 1990], Interior Point Method (IPM) [Roos et al., 2005], etc. It means that we can relax MIP to LP and solve the incident LP instead at an acceptable cost, which leads to the cutting plane algorithm. As Fig. 4 shows, cutting plane methods iteratively add cuts to the relaxed LP, which...
are linear constraints that can tighten the LP relaxation by eliminating some part of the feasible region while preserving the LP optimal solution. Suppose that we add the cut set \( C' = \{ \alpha_i^T x \geq \beta_i \}_{i=1} \) to the original formulation in Eq. (1). Then, the optimization formulation of MIP becomes:

\[
\min_{x} c^T x \\
\text{s.t. } Ax \geq b, x \in \mathbb{R}^n, \quad x_j \in \mathbb{Z}, \forall j \in I
\]

As shown by the new formulation, cuts serve as the purpose of reducing the LP solution space, which might lead to a smaller tree in the branch-and-cut algorithm so that the number of nodes to be searched is significantly reduced. As mentioned before, the cutting plane can be combined with the branch and bound algorithm, which constitutes the branch-and-cut framework. Branch-and-cut is known as one of the most commonly used algorithms in modern solvers.

Due to the importance of the cutting plane in solving MIP, many researchers try to utilize machine learning technologies to improve the traditional cutting plane algorithm. Unlike B&B, there are relatively few well-designed heuristics in the cutting plane algorithm, which denotes imitation learning or supervised learning cannot be directly applied here. Therefore, researchers begin to think of reinforcement learning. [Tang et al., 2020] introduces a MDP formulation for the problem of sequentially selecting cutting planes for MIP, and training a reinforcement learning (RL) agent using evolutionary strategies. This work shows the ability of RL to improve the cutting plane algorithm and potentially opens a new research topic. The following work [Huang et al., 2021b] proposes a cut ranking method for cut selection in the settings of multiple instance learning. It uses neural networks to give scores to different candidate cuts for the next step.

### 3 Heuristic Algorithms

Though MIP can be solved via B&B exactly, it is time and resource-consuming due to its NP-hard nature. In many cases especially large-scale problem instances, B&B becomes intractable. Thus, heuristic-based methods are considered instead. Heuristic algorithms aim to solve MIP approximately, by the integration of greedy approach and searching. The common heuristic algorithms for MIP are large neighborhood search and the feasibility pump. Besides, some works aim at better utilizing existing MIP solvers by machine learning. We will discuss these approaches in detail.

#### 3.1 Large Neighborhood Search (LNS)

Large neighborhood search (LNS) is a powerful heuristic for MIP. Given the problem instance and the initial feasible solution, LNS searches for better candidate solutions among predefined neighborhoods of current solution in each iteration. The iteration continues until the search budget (for example the computing time) is used up. Due to the nature of LNS, it is important to prevent the search from falling into a poor local optimum. In general, the size of the neighborhood grows exponentially as the size of the input problem increase. Therefore, it is necessary to optimize the LNS algorithm by the learning techniques to improve its efficiency.

There are two critical choices to determine the effectiveness of LNS: 1) initial solution and 2) search neighborhood at each iteration. [Song et al., 2020a] learns a neighborhood selection policy using imitation learning and reinforcement learning (RL). It uses a random neighborhood selection policy to generate training data for imitation learning. Following the neural diving idea proposed by [Nair et al., 2021] mentioned in Section 2.1, [Sonnerat et al., 2021] adapts neural diving to obtain the initial solution and for selecting the search neighborhood at each LNS step. Some researchers [Liu et al., 2021] conduct analysis to LNS, and it turns out the size of neighbors is important, and the most suitable neighbor size varies over iterations. Therefore, they propose to use machine learning to automatically find the suitable neighbor size. [Wu et al., 2021] combines RL with LNS,
3.3 Predict and Pick

Instead of solving the MIP directly, some works aim to predict and pick from the existing MIP solvers or methods. It is reasonable to solve MIP based on existing works since existing MIP solvers have been improved for decades. Some researchers believe that better utilization of existing MIP methods is a valuable research topic. [Ding et al., 2020] predicts a solution value for each variable based on historical data and decides whether to use heuristic algorithms or the exact branching approach to solve it. The authors try to make the exact branching approach focus on the hard case while leaving the easy case to the heuristic algorithm. By adopting reinforcement learning, [Grover et al., 2018] proposes to select the predefined heuristics in CPLEX by the features of the given instance, which is an online learning framework. [Xavier et al., 2021] focuses on solving the MIP instances in a data-driven manner. Combined with existing MIP solvers, they train a KNN to predict redundant constraints, good initial feasible solutions, and affine subspaces where the optimal solution is likely to lie, which can lead to a significant reduction in the problem size of MIP. They conduct experiments on the electric grid unit commitment problem, which is an application of MIP. Besides, the early stopping technique is widely adopted in the hyperparameter optimization [Makarova et al., 2021], which uses machine learning to predict when to stop the searching process without much loss of quality. It greatly improves the efficiency and saves computing resources. The early stopping technique might be integrated into the MIP solvers. Specifically, one can use machine learning techniques to predict when to early stop the B&B process meanwhile the incumbent primal solution is still acceptable.

Figure 5: The feasibility pump. (Credit to [Qi et al., 2021a])

where the action of RL is to select the variable to be replaced. They also propose a novel feature extractor for variables and constraints in MIP.

LNS aims to continuously improve a solution, which is a common idea in solving CO problems. Therefore, we will discuss some approaches in the CO field that shares similar ideas with LNS, which we hope could inspire adaptation of these methods to solve MIP. [Chen and Tian, 2019] proposes a framework called local rewrite, which tries to improve a given solution by selecting a part of the solution and modifying it. In their paper, the local rewrite framework is proved to be a powerful method for the vehicle routing problem and computing resource allocation. The ECO-DQN [Barrett et al., 2020] framework re-designs the action space of the reinforcement learning agent, which allows revoking the previous action. In other words, the action of the agent is revocable in the ECO-DQN framework. There are many other works [Lu et al., 2020; Fu et al., 2021] following the idea of local rewrite and ECO-DQN in combinatorial optimization.

3.2 Feasibility Pump

Feasibility pump (FP) is a heuristic algorithm that runs the following steps: 1) find the rounded optimal continuous relaxation solution of the MIP (degenerating to LP); 2) search for the nearest solution in the relaxed feasible region; 3) perturb and round the new solution found at each step until the solution is feasible. If the limit of the maximum number of steps is reached, the algorithm will halt and return the current feasible solution as the output. The basic steps of the FP algorithm are shown in Algorithm 4.

Though FP is a relatively powerful heuristic, the efficiency and cost-effectiveness are not satisfied. Therefore, [Qi et al., 2021a; 2021b] utilize RL to improve FP. The entry point of RL is to find the next non-integer solution in step 2). Instead of choosing the nearest solution, the authors let the RL agent choose the next solution as its action. Besides, two methods of MLP and CNN are designed on the representation of the state space, where the CNN is to treat the parameters [A, b] in MIP as an image and process it. Fig. 4 shows the FP algorithm and the smart FP proposed by [Qi et al., 2021a].

3.3 Predict and Pick

Instead of solving the MIP directly, some works aim to predict and pick from the existing MIP solvers or methods. It is reasonable to solve MIP based on existing works since existing MIP solvers have been improved for decades. Some researchers believe that better utilization of existing MIP methods is a valuable research topic. [Ding et al., 2020] predicts a solution value for each variable based on historical data and decides whether to use heuristic algorithms or the exact branching approach to solve it. The authors try to make the exact branching approach focus on the hard case while leaving the easy case to the heuristic algorithm. By adopting reinforcement learning, [Grover et al., 2018] proposes to select the predefined heuristics in CPLEX by the features of the given instance, which is an online learning framework. [Xavier et al., 2021] focuses on solving the MIP instances in a data-driven manner. Combined with existing MIP solvers, they train a KNN to predict redundant constraints, good initial feasible solutions, and affine subspaces where the optimal solution is likely to lie, which can lead to a significant reduction in the problem size of MIP. They conduct experiments on the electric grid unit commitment problem, which is an application of MIP. Besides, the early stopping technique is widely adopted in the hyperparameter optimization [Makarova et al., 2021], which uses machine learning to predict when to stop the searching process without much loss of quality. It greatly improves the efficiency and saves computing resources. The early stopping technique might be integrated into the MIP solvers. Specifically, one can use machine learning techniques to predict when to early stop the B&B process meanwhile the incumbent primal solution is still acceptable.

![Algorithm 4: Feasibility Pump](image)

Figure 5: The feasibility pump. (Credit to [Qi et al., 2021a])
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