Heat transport and cooling performance in a nanomechanical system with local and non local interactions.
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Abstract

In the present work, we study heat transport through a one dimensional time-dependent nanomechanical system. The microscopic model consists of coupled chains of atoms, considering local and non-local interactions between particles. We show that the system presents different stationary transport regimes depending on the driving frequency, temperature gradients and the degree of locality of the interactions. In one of these regimes, the system operates as a phonon refrigerator, and its cooling performance is analyzed. Based on a low frequency approach, we show that non-locality and its interplay with dissipation cause a decrease in cooling capacity. The results are obtained numerically by means of the Keldysh non-equilibrium Green’s function formalism.
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1. Introduction

Non-local interactions constitute the basis of a great variety of natural phenomena, at both macro and nanoscale levels, and heat transport is amongst them. Most of first principle studies on thermal transport in low dimensional systems, are based on classical and quantum models that consider local (first-neighbor) interactions \cite{1, 2, 3, 4, 5, 6, 7, 8}.
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Regarding static systems, it was found that non-local/long-range (LR) interactions in a one-dimensional (1D) classical mass graded chain, connect distant particles with very different masses, enhancing system asymmetry and hence improving thermal rectification \cite{9}. It was also found in \cite{10} that in 1D harmonic chains with different mass ordering, new conduction channels are opened forcing localized phonons to become delocalized, which results in an increase of thermal conductance. On the other hand, in Ref.\cite{11} energy transport along a classical chain of unidirectionally aligned rotors was studied. The authors found that, while the system showed diffusive transport for short-range interactions, it behaved as a thermal insulator when the interaction range increased. The studies were also extended to anharmonic systems. In Ref.\cite{12,13} the effect of LR interactions in a Fermi-Pasta-Ulam (FPU) was analyzed, finding that the incorporation of non-local interactions increased thermal conductivity with respect to the local interaction case. Furthermore, it was found that thermal conductivity shows a strong dependence on interaction range.

The cited works highlight the role played by non-locality on heat transport properties. Interest in the role of non-local interactions in thermal transport through static systems is relatively recent, and its mechanism is not yet fully understood. The situation becomes less clear for time-dependent low dimensional systems, of which to our knowledge, there have not been any first principles studies devoted to explore non-local interactions and their effect on system's thermal transport properties.

In our previous works \cite{1,2} we treated the phononic heat transport through classical and quantum 1D chains with first-neighbor interactions between atoms, when subjected to thermo-mechanical time-dependent perturbations. We found that it is possible to \textit{dynamically} tune the presence of different transport regimes. In particular, we found that a system composed of two or three 1D quantum chains in contact through a time-dependent coupling, can act as a phononic refrigerator, pumping energy against a temperature gradient. The aim of the present work is to extend the study to the case of non-local interactions between particles of the same chain. We propose a one-dimensional quantum microscopic model subjected to mechanical time-dependent perturbations. The study is carried out numerically based on the Keldysh non-equilibrium Green function formalism \cite{14}.

The article is organized as follows. Firstly, we present the model. Secondly, we obtain an expression for the stationary heat current. Thirdly, we discuss the transport regimes involved, comparing local and non-local cases, with a focus on phonon cooling and its performance. Finally, we present the main conclusions of this work.
2. Model description

We consider a one-dimensional chain of atoms, harmonically and bidirectionally coupled. This chain is made up of three segments (I, II and III). The central chain (II) is coupled to the other two segments (I and III) through a time-dependent mechanical interaction (see sketch in Fig.1).

![Figure 1: Sketch of the microscopic model.](image)

We assume that the particles can interact locally (first-neighbor) and non-locally (second-neighbor) and can vibrate only longitudinally. The atoms are also subject to a harmonic pinning potential that models the interaction of the system with a substrate. In turn, its left (L) and right (R) ends are connected to two macroscopic systems formed by semi-infinite chains of atoms with masses \( m_L \) and \( m_R \) and harmonically coupled with elastic constants \( K_L \) and \( K_R \). This macro-systems are in thermal equilibrium at temperatures \( T_L \) and \( T_R \) respectively and play the role of thermal reservoirs (Rubin model [15]). Atoms within each of the three segments interact to first-neighbor (local) o second-neighbor (non-local). The Hamiltonian of the system is:

\[
H(t) = H_{\text{central}} + H_{\text{int}}(t) + H_{\text{contact}} + H_{\beta},
\]

where \( H_{\text{central}} \) describe the contribution of segments \( \alpha = I, II, III \), \( H_{\text{int}} \) the interaction between segments \( I - II \) and \( II - III \), \( H_{\text{contact}} \) the contact between the central chain and the reservoirs \( L, R \) and \( H_{\beta} \) the contribution of the reservoirs \( \beta = L, R \).

\[
H_{\text{central}} = \sum_{\alpha} \sum_{i=1}^{N_{\alpha}} \frac{p_{i,\alpha}^2}{2m_{i,\alpha}} + \sum_{\alpha} \sum_{j=1, j \neq i}^{N_{\alpha}} \frac{1}{2} K_{i,j}^{\alpha,\nu}(x_{j,\alpha} - x_{i,\alpha})^2 + \sum_{\alpha=1}^{N_{\alpha}} \frac{1}{2} K_0^\alpha x_{i,\alpha}^2,
\]

with \( N_{\alpha} = \frac{N}{4}, \frac{N}{2}, \frac{N}{4} \) is the length of the I, II, III segment, respectively. \( m_{i,\alpha} \) is the mass \( i-th \) of the atom, \( x_{i,\alpha} \) and \( p_{i,\alpha} \) represent the displacement from its equilibrium position and momentum respectively of the \( i-th \) atom of the \( \alpha \) segment. \( K_{i,j}^{\alpha,\nu} = \frac{K_{\alpha}}{|i-j|^{\nu}} \) are the elastic constants between the \( i-th \) and \( j-th \) atoms of the \( \alpha \) segment, with \( K_{\alpha} \) a reference value. \( K_0^\alpha \) is the strength of the pinning potential, \( N_\alpha \) is the number of particles in the segment \( \alpha \) and \( \nu \) the
range of the interaction. \( \nu = 0 \) corresponds to mean field limit and \( \nu \rightarrow \infty \) corresponds to first-neighbor (local) interaction. In this work we consider \( \nu = 2 \), so the strength constant for second neighbors interactions \( (k - k' = 2) \) is 25% of the local case. As we are interested in the heat transport through small size systems, this assumption is a quite good approximation to study non-local interactions.

On the other hand, the interactions between structures and with the reservoirs are local (first neighbors)(see Fig.1). The Hamiltonian of the interaction can be written as:

\[
H_{\text{int}} = \frac{1}{2} K_{1,\text{int}}(t)(x_{N_{I}-1,I} - x_{1,II})^2 + \frac{1}{2} K_{2,\text{int}}(t)(x_{N_{I}-1,II} - x_{1,III})^2, \tag{3}
\]

with

\[
K_{1,\text{int}}(t) = K_{1,\text{int}}^0(1 + \epsilon \cos(\omega_0 t)), \tag{4}
\]

\[
K_{2,\text{int}}(t) = K_{2,\text{int}}^0(1 + \epsilon \cos(\omega_0 t + \phi)), \tag{5}
\]

where \( K_{1,\text{int}}(t) \) and \( K_{2,\text{int}}(t) \) are the time-modulated coupling constants between the segments I-II and II-III respectively, and oscillate out of phase, with a phase difference \( \phi \). The time-dependent perturbations produce a temporal symmetry breaking. The contact with the thermal reservoirs is described by the Hamiltonian,

\[
H_{\text{contact}} = \frac{1}{2} K_{L_1}(x_{1,L} - x_{1,I})^2 + \frac{1}{2} K_{R_1}(x_{1,R} - x_{N_{III}-1,III})^2, \tag{6}
\]

where elements \((1, I)\) and \((N_{III} - 1, III)\) are the atoms of the system in contact with the first atoms (“1”) of the reservoirs. Finally, the Hamiltonian of the thermal reservoirs \( \beta \) can be written in terms of their normal modes (see Appendix I)

\[
H_\beta = \sum_{k_\beta=0}^{N_\beta} \frac{p_{k_\beta}^2}{2m_{k_\beta}} + \frac{1}{2} K_\beta [1 - \cos(u_{k_\beta})]x_{k_\beta}^2, \tag{7}
\]

where \( k_\beta \) is the \( k \) mode of the \( \beta \) reservoir. For the numerical simulations we use dimensionless parameters: spring constants \( K_i \) in units of \( K_R \), positions in units \([a]\), moments in units \([a(mK_R)^{1/2}]\), frequencies in units \([(K_R/m)^{1/2}]\) and temperatures in \( [a^2K_R/k_B] \). For a typical atom, \( a \sim 0.1\text{nm} \) and mass \( m \sim 10^{-26}\text{kg} \). On the other hand, we consider typical frequencies \( \omega \sim 10 - 100\text{GHz} \) that are smaller than the inverse of typical electron–phonon relaxation times \( \sim 0.1\text{ps} \) (e.g. Si), in order to consider only the relevant
time scales of the phonon scattering processes. The reference temperature is \( T_0 \sim 50\text{K} \) that is smaller than typical Debye temperatures.

We define the force matrix \( F(t) \) of the system as, \( F(t) = F^0(t) + F^{0(NL)}(t) + F^0(t) + F^1(t) \) where \( F^0(t) \) includes the local inter particle forces and the system-reservoir interaction, \( F^{0(NL)}(t) \) represent the non-local inter particle forces within a segment. \( F^0(t) \) refers to the on-site interaction and \( F^1(t) \) accounts for the time-dependent contribution to the force. The complete expression of the force matrix can be found in the Appendix II.

From the continuity equation and energy conservation, the local time-dependent heat current from the site \( l \) of the central chain \( \alpha \) to each reservoir \( \beta \) can be expressed as:

\[
J_\beta(t) = \sum_{l_\alpha} \frac{K_{\beta C}}{m_\alpha} \langle x_\beta p_{l_\alpha} \rangle.
\]

The heat flux is defined positive when enters the reservoir. The position of each atom of the semi-infinite chains (reservoir) can be expressed in terms of the normal modes. Therefore, the heat current given in Eq. (8) can be written as:

\[
J_\beta(t) = \sum_{k_\beta, l_\alpha} \gamma_{k_\beta, l_\alpha} \langle x_{k_\beta} p_{l_\alpha} \rangle,
\]

where \( l_\alpha \) refers to the site of the system connected to the \( \beta \) reservoir and \( k_\beta \) is the normal mode \( k \) of reservoir \( \beta \). \( \gamma_{k_\beta, l_\alpha} \) are the coupling parameters, that can be written in terms of the coupling constant and the amplitudes of the normal modes (see Appendix I, Eq. (39-43)).

To evaluate the \( DC \) heat current we use the Keldysh non equilibrium Green formalism. We define the retarded (\( R \)), lesser (\( > \)) and greater (\( < \)) Green functions, that can be expressed as

\[
G_{l_\alpha, k_\beta}^<(t, t') = i \langle x_{k_\beta}(t') x_{l_\alpha}(t) \rangle,
\]

\[
G_{k_\beta, l_\alpha}^<(t, t') = i \langle x_{l_\alpha}(t') x_{k_\beta}(t) \rangle,
\]

\[
G_{k_\alpha, k_\beta}^R(t, t') = -i \Theta(t - t') \langle [x_{k_\alpha}^\dagger(t'), x_{k_\beta}(t')] \rangle = i \Theta(t - t') [G_{k_\alpha, k_\beta}^<(t, t') - G_{k_\alpha, k_\beta}^>(t, t')],
\]

with \( x_k(t) \) a phononic operator [16]. To calculate the equations of motion of \( G_{k_\alpha, k_\beta}^R(t, t') \) we take the second derivative with respect to \( t' \) and use the
Ehrenfest’s theorem, following the strategy described in Ref. [17] obtaining:

\[-\left[ \partial_t^2 + F_{k_\alpha, k'_{\alpha'}} \right] G_{k_\alpha, k'_{\alpha'}}^R (t, t') + F_{k_\alpha, k'_{\alpha}} G_{k_\alpha, k'_{\alpha}}^R (t, t') + F_{k_\alpha, k'_{\alpha}} G_{k_\alpha, k'_{\alpha} - 1}^R (t, t') = \frac{1}{m_\alpha} \delta_{k_\alpha, k'_{\alpha}} \delta (t - t') + F_{k_\alpha, l_\alpha} G_{k_\alpha, l_\alpha}^R (t, t') \delta_{k'_{\alpha}, l_\alpha} - F_{k_\alpha, l_\beta} G_{k_\alpha, l_\beta}^R (t, t') \delta_{k'_{\alpha}, l_\alpha}, (12)\]

Integrating the degrees of freedom of the reservoirs in the Dyson equation, Ref. [18, 19] for the retarded Green’s function along the contacts we obtain

\[- \partial_t^2 \hat{G}^R (t, t') + \hat{G}^R (t, t') \hat{F} (t') - \int dt_1 \hat{G}^R (t, t_1) \hat{\Sigma}^R (t_1, t') = \delta (t, t') \mathcal{I}. (13)\]

Representing the time-dependent perturbation of the Hamiltonian in terms of its Fourier expansion \( F^{(1)} (t) = \sum_{k=1}^{K} \sum_{k' \neq 0} F_k^{(1)} e^{ik\omega_0 t} \) substituting in the Dyson’s equation (Eq. 13) and performing the Fourier transform with respect to the “delayed time” \( t' \) in \( G^R (t, t') \), results

\[ \hat{G}^R (t, \omega) = \hat{G}^{(0)} (\omega) + \sum_{k \neq 0} e^{-ik\omega_0 t} \hat{G}^R (t, \omega + k\omega_0) \hat{F}_k^{(1)} \hat{G}^{(0)} (\omega). (14)\]

Generally this system of equations (Eq. 14) can be solved numerically. However, it may be convenient to carry out systematic expansions of \( H_{int} \) in powers of \( \hat{F}^{(1)} \) in order to obtain analytical expressions. Considering a perturbative approach, that is, if \( H_{int} (t) \) small compared to the time-independent Hamiltonian, a low-order expansion can be a good approximation. As \( G^R (t, \omega) \) has the same temporal periodicity of \( H (t) \), it is possible to expand it in terms of the Floquet components \( \hat{G} (k, \omega) \)

\[ \hat{G}^R (t, \omega) = \sum_{k= -\infty}^{\infty} e^{-ik\omega_0 t} \hat{G} (k, \omega). (15)\]

\[ \hat{G}^R (t, \omega) \approx \sum_{k'= -K}^{K} e^{-ik'\omega_0 t} \hat{G} (k', \omega), (16)\]

with

\[ \hat{G} (0, \omega) = \hat{G}^{(0)} (\omega) + \sum_{k \neq 0} \hat{G}^{(0)} (\omega) \hat{F}_k^{(1)} \hat{G} (k, \omega), (17)\]

\[ \hat{G} (\pm k, \omega) = \hat{G}^{(0)} (\omega \pm k\omega_0) \hat{F}_{\pm k}^{(1)} \hat{G}^{(0)} (\omega) + \sum_{k' \neq 0} \hat{F}_{\pm k - k'}^{(1)} \hat{G} (k', \omega), (18)\]
where it has been defined $\hat{G}(k, \omega) = \hat{G}^0(\omega + k\omega_0)\hat{F}_k^{(1)}\hat{G}^0(k, \omega)$.

Since in our study the time-dependent perturbation contains only one harmonic, the summations will contain only the terms $k = \pm 1$. Moreover, we only consider processes that involve the exchange of a single phonon $\omega_0$ and very weak disturbances, therefore expressions in Eqs. [17] and [18] can be written as:

\[
\hat{G}(0, \omega) = \hat{G}^0(\omega),
\]
\[
\hat{G}(\pm 1, \omega) = \hat{G}^0(\omega \pm \omega_0)\hat{F}_\pm\hat{G}^0(\omega),
\]

with

\[
\hat{G}^0(\omega)[\omega^2 I - \mathbf{F}^0 - \hat{\Sigma}^R(\omega)] = I,
\]

the stationary component of the retarded Green’s function of the central chain connected to reservoirs with no time-dependent perturbation.

$\Sigma^R(\omega)$ is the self energy defined in Appendix III.

In Fig. 2 we depict different processes involving only an exchange of energy with the reservoirs corresponding to absorption/release of one $\hbar\omega_0$ phonon.

Conservation of energy implies that the total average power $\bar{P}$ released by the external drivings during a time period equals the energy dissipated into the reservoirs at a rate $\sum_{i=L,R}\bar{J}_i = \sum_{i=1}^2 \bar{P}_i$, with $\bar{J}_\beta$ the stationary heat current flowing in/out of reservoir $\beta$.
From the definition of the heat current in Eq. 9 we can rewrite \( J_\beta(t) \) as
\[
J_\beta(t) = -\sum_{k_\beta,l_\alpha} \frac{K_{\beta c}}{m_\alpha} \sqrt{\frac{2}{(N_\beta + 1)}} \sin(u_{k_\beta}) \lim_{t \to t'} \Re \left[ i \frac{\partial}{\partial t'} \langle x_{k_\beta}(t) x_{l_\alpha}(t') \rangle \right],
\]
that can be expressed in terms of the lesser Green function as
\[
J_\beta(t) = -\sum_{k_\beta,l_\alpha} \frac{K_{\beta c}}{m_\alpha} \sqrt{\frac{2}{(N_\beta + 1)}} \sin(u_{k_\beta}) \lim_{t \to t'} \Re \left[ i \frac{\partial}{\partial t'} G^{<}_{l_\alpha,l_\alpha}(t,t') \right].
\]

Following a similar procedure described in [1, 16], the DC heat current flowing in/out of the reservoir \( \beta \) can be written as:
\[
\bar{J}_\beta = \sum_{\beta' = L,R} \sum_{k=-1}^{1} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} (\omega + k\omega_0) \left[ \eta_{\beta'}(\omega) - \eta_{\beta}(\omega + k\omega_0) \right] \times \Gamma_{\beta}(\omega + k\omega_0) \Gamma_{\beta'}(\omega) |\mathcal{G}^{<}_{l_\alpha,l_\alpha}(k,\omega)|^2,
\]
where \( \Gamma_{\beta}(\omega) \) and \( \eta_{\beta} \) are the spectral density and the Bose-Einstein distribution of the reservoir \( \beta \) respectively and \( \eta_{\beta}(\omega) \) is defined as \( \eta_{\beta}(\omega) = 1/(e^{\frac{\hbar\omega}{k_B T_\beta}} - 1) \), \( k_B \) is the Boltzmann constant.

In the steady state, the value of the current in each segment is independent of the site \( i \), therefore \( \bar{J}_{i,I} = \bar{J}_L \) and \( \bar{J}_{i,III} = \bar{J}_R \).

3. Results

In order to analyze the existence of different transport regimes, we calculate the DC current \( J_\beta \) given in Eq. 24 as a function of the dynamical parameters that characterized the temporal modulation. In Fig. 3 we plot \( J_L \) versus \( \phi \) for different values of \( \omega_0 \) and for different system sizes.

The left and right columns of Fig. 3 correspond to local and non-local (1st and 2nd neighbors) interactions, respectively. It can be observed that in both cases, \( J \) depends non monotonically on the phase shift \( \phi \), and that the current profiles oscillate around a mean value of \( J_L \) corresponding to the current for the static case at a given temperature gradient. However, different behaviors can be found depending on the value of \( \omega_0/2\pi \) and \( N \). For example in the case of \( N = 32 \) (red dashed curve) and local interactions, \( J_L \) is zero only for a single value of frequency: \( \omega_0/2\pi = 0.15 \). However, when the interaction is non-local, the heat flow towards the reservoir \( L \) is zero for different values of \( \omega_0 \) and \( \phi \), so the system works as a local insulator. The
case \( N = 24 \) (black solid curve) presents another interesting behavior. Local insulation regimen is observed again for both local and non-local interaction, but in this specific case the non-locality can produce an inversion in current direction. For case \( N = 48 \) (blue dotted curve) local interaction produces a current as in the static case for every value of \( \phi \), that’s mean the system behaves as time independent, i.e. the net power released into the system is zero. We present arbitrarily results for \( J_L \) to discuss, but we remark that \( J_R \) presents qualitative similar regimes (not shown here).

Temperature gradient and its interplay with the time-dependent modulation results as other source of non-equilibrium that affects the thermal transport. The expression of the DC current given in Eq. 24 points out to the interdependence between frequency, phase shift, temperatures and the degree of locality encoded in the Green’s functions.

In a previous work [1] we showed that with first neighbor interactions and according to the temperature differences \( \Delta T = T_R - T_L \) different transport regimes regarding the operational mode of the system can be found: thermal rectifier, heat engine, thermal sink and refrigerator (pumping energy against a temperature gradient).

In this work, we search to these regimes and how are affected by the non-local interactions. We compare the local and non-local cases (up to second neighbors), considering short chains to enhance the effect of the non-locality. In Fig. 4 we plot \( J_\beta \) as a function of \( \Delta T \) for \( N = 24 \), where \( T_R \) is set as the reference temperature. The black solid/red dashed curves represent \( J_L \) and \( J_R \), respectively.
Figure 4: $J$ vs. $\Delta T/T_R$ with $\Delta T = (T_R - T_L)$ and $T_R = 0.1$; for $N = 24$ and $\frac{\omega_0}{2\pi} = 0.15$ and $\frac{\phi}{2\pi} = 0.8$. Left/right panels correspond to local/ non-local interactions, respectively. The curves refer to $J_L$(black solid line)/$J_R$(red dashed line). The constants are: $K_0^{I} = 45.0; K_0^{II} = 40.0; K_0^{III} = 50.0; K_{0_{int}}^{I} = 1.05; K_{0_{int}}^{II} = 1.05; K_{LC} = 20.1; K_{RC} = 1; K_L = 40.5; K_R = 5.5$.

For both local and non-local interactions, the current displays a linear dependence with $\Delta T$. It is interesting to note that, unlike what happens in a static system, if $\Delta T = 0$ the heat current is non-zero in both segments. Therefore, there is a net heat current assisted by the phonon pumping. Moreover, the system rectifies the heat current, that is, $|J_L| \neq |J_R|$ when the sign of the temperature gradient is inverse. This rectification phenomena are of a dynamical nature.

In Fig. 4 shaded regions indicate different regimes ($I, II, III$). Regions $I$ and $III$ correspond to values of $\Delta T$ in which the heat flows from high to low temperatures, represented by the schemes $I$ and $III$ in Fig. 5. The only difference between these two cases is that in scheme $I/III$ the power is injected to/extracted from the system respectively.

Figure 5: Diagrams of the different heat-work flow circuits corresponding to the transport regimes indicated in Fig. 4.

On the other hand, the central region $II$ indicates a regime in which both $J_L$ and $J_R$ have a direction against the temperature gradient. This situation corresponds to the cooling regime sketched as $II$ in Fig. 5. However, the range of $\Delta T$ for which the system acts as a refrigerator (the white band - region $II$), depends on the locality, becoming wider for the non-local case.

It is important to note that regardless the type of interaction there are
values of $\Delta T$ for which both currents are zero, thereby the system behaves as a thermal insulator and this behavior is found for chains with different lengths.

To characterize the cooling regime, we define the cooling performance coefficient $CP$ as

$$CP = \frac{|\dot{Q}_C|}{|\dot{Q}_H + \dot{Q}_C|} \quad (25)$$

where $\dot{Q}_C$ and $\dot{Q}_H$ are the heat currents flowing out/into the cold/hot reservoirs respectively, and $\dot{Q}_H + \dot{Q}_C$ the power developed by the external forces. In Fig. 6 $CP$ is plotted as a function of the $\Delta T$ normalized to the temperature of the hot reservoir ($T_H$) and considering local and non-local interactions.

We find that $CP$ decreases with $\Delta T/T_H$ for both local and non-local
cases and for all parameter sets considered. When $\Delta T/T_H$ increases, $CP$ decreases up to a minimum value that corresponds to the maximum $\Delta T/T_H$ for which the system acts as a refrigerator. Besides, we find that $CP$ for non-local interactions takes equal or smaller values than local case, sweeping in both cases several orders of magnitude, as can be seen in Fig. 6. On the other hand, we observe curves with similar locality and frequency, but different phase shift separate each other, an effect that is enhanced as long as $\Delta T$ increases. We can be shown that for small $\Delta T/T_H$, $CP$ depends on $\Delta T$ according to a power law: $CP \propto \Delta T^{-\alpha}$, with $\alpha$ a characteristic exponent that depends on the frequency. In the next section, we present an adiabatic analysis of the DC heat current to investigate the origin of this scaling law.

**Low frequencies heat current expansion $\omega_0$**

In order to analyze the mechanism underlying the scaling law of $CP$ with $\Delta T$, we expand the DC heat current $J_\beta$, defined in Eq. 24, up to second-order in $\omega_0$. In the low-frequency limit, the spectral density $\Gamma(\omega)$ and the Bose-Einstein distribution $n(\omega)$ can be approximated as

$$\Gamma_L(\omega + k\omega_0) \approx \Gamma_L(\omega) + k\omega_0 \frac{d\Gamma_L(\omega)}{d\omega},$$

$$\eta_L(\omega + k\omega_0) \approx \eta_L(\omega) + \frac{\partial n_L(\omega)}{\partial \omega} k\omega_0.$$  

The difference between the Bose-Einstein distributions of each reservoir can be expressed as

$$\eta_R(\omega) - \eta_L(\omega + k\omega_0) \approx \frac{\partial n_L(\omega)}{\partial T} \Delta T - \frac{\partial n_L(\omega)}{\partial \omega} k\omega_0.$$  

Given that $\partial_T n_L(\omega) = (-\frac{\omega}{T}) \partial_\omega n_L(\omega)$, the Eq. 28 can be rewritten as

$$\eta_R(\omega) - \eta_L(\omega + k\omega_0) \approx \frac{\partial n_L(\omega)}{\partial \omega} \left[ -\frac{\omega}{T_L} \Delta T + k\omega_0 \right].$$  

replacing these approximations in Eq. 24, $J_\beta$ in the adiabatic limit can be expressed as

$$J_\beta \approx \sum_{\beta'=R,L} \sum_k \int \frac{d\omega}{2\pi} (\omega + k\omega_0) \left[ \frac{\partial \eta_\beta}{\partial \omega} \left( -\frac{\omega}{T_\beta} \Delta T - k\omega_0 \right) \right] \Gamma_\beta(\omega) \times$$

$$\times \left[ \Gamma_\beta(\omega) + k\omega_0 \frac{d\Gamma_\beta(\omega)}{d\omega} \right] |G_{\beta'(\omega)}|^2,$$  

(30)
where $\mathcal{G}_f(k, \omega)$ is the Floquet component of the frozen Green function $\hat{\mathcal{G}}_f(t, \omega)$ defined as

$$\hat{\mathcal{G}}_f(t, \omega) = \left[ \hat{\mathcal{G}}^{(0)}(\omega)^{-1} - \hat{F}^{(1)}(t) \right]^{-1}, \quad (31)$$

with $F^{(1)}(t)$ being the component of the force matrix related to the time-dependent perturbation. This frozen Green function accounts for a regime in which the dynamical matrix adjusts instantaneously to the AC mechanical perturbation [20] and can be obtained from the Dyson equation (Eq. 13) in the low frequency limit. An exact solution up to order $\omega_0$ can be obtained by expanding Eq. 14 as:

$$\hat{G}(t, \omega) \sim \hat{G}^{(0)}(\omega) + \hat{G}(t, \omega) \hat{F}^{(1)}(t) \frac{dF^{(1)}(t)}{dt} \hat{G}^{(0)}(\omega). \quad (32)$$

Considering the definition given in Eq. 31, the exact solution of the Dyson equation at order $\omega_0$ reads

$$\hat{G}^{(1)}(t, \omega) = \hat{G}_f(t, \omega) + i \partial_\omega \hat{G}_f(t, \omega) \frac{d\hat{F}^{(1)}(t)}{dt} \hat{G}^{(0)}(\omega). \quad (33)$$

Using all these approximations and expanding Eq. 30 in terms of $\omega_0^0$, $\omega_0^1$ and $\omega_0^2$ and neglecting higher order terms $O(\omega_0^3)$, the current $J_\beta$ becomes

$$J_\beta \approx J^{(0)}_\beta + J^{(1)}_\beta + J^{(2)}_\beta, \quad (34)$$

$J^{(0)}_\beta$ is the zero-order component, and corresponds to the purely thermal contribution due to the temperature gradient.

$$J^{(0)}_\beta \approx \sum_{\beta'} \int \frac{d\omega}{2\pi} \left( -\frac{dn_\beta}{d\omega} \right) \frac{\omega^2 \Delta T}{T_\beta} \Gamma^{(0)}_{\beta'}(\omega) \Gamma^{(0)}_{\beta}(\omega) |\mathcal{G}_{f_{\alpha',\alpha',0}}(\omega)|^2. \quad (35)$$
The second term in expansion Eq. 34 corresponds to the contribution to first order in \( \omega_0 \) and can be written as

\[
J^{(1)}_\beta \approx \sum_{\beta'} \sum_k \int \frac{d\omega}{2\pi} \left( -\frac{d\eta_\beta}{d\omega} \right) \frac{\Delta T}{T_\beta} \omega k\omega_0 \Gamma_\beta'(\omega) \Gamma_\beta(\omega) |G_{f_{\alpha,\nu},\alpha'}(k,\omega)|^2 + \\
+ \sum_{\beta'} \sum_k \int \frac{d\omega}{2\pi} \left( \frac{d\eta_\beta}{d\omega} \right) k\omega_0 \omega \Gamma_\beta'(\omega) \Gamma_\beta(\omega) |G_{f_{\alpha,\nu},\alpha'}(k,\omega)|^2 + \\
+ \sum_{\beta'} \sum_k \int \frac{d\omega}{2\pi} \left( -\frac{d\eta_\beta}{d\omega} \right) \omega^2 \frac{\Delta T}{T_\beta} \Gamma_\beta'(\omega) k\omega_0 \frac{d\Gamma_\beta}{d\omega} |G_{f_{\alpha,\nu},\alpha'}(k,\omega)|^2. \tag{36}
\]

This component can be rewritten as \( J^{(1)}_\beta = J^P_\beta + J^{Th-P}_\beta \) where

- \( J^P_\beta \) is the second term of Eq. 36 being a contribution purely induced by the pumping due to the time-dependent perturbation.

- \( J^{Th-P}_\beta \) includes the first and third terms of Eq. 36 and constitutes a mixed component that accounts for an interference process between the temperature gradient and the pumping. It can be expressed as

\[
J^{Th-P}_\beta = \sum_{\beta'} \sum_k \int \frac{d\omega}{2\pi} \left( -\frac{d\eta_\beta}{d\omega} \right) \frac{\Delta T}{T_\beta} k\omega_0 \omega \Gamma_\beta \left[ \Gamma_\beta + \omega \frac{d\Gamma_\beta}{d\omega} \right] |G_{f_{\alpha,\nu},\alpha'}(k,\omega)|^2, \\
= \frac{\Delta T}{T_\beta} J^P_\beta + \frac{\Delta T}{T_\beta} \sum_{\beta'} \sum_k \int \frac{d\omega}{2\pi} \left( -\frac{d\eta_\beta}{d\omega} \right) \omega^2 k\omega_0 \Gamma_\beta \frac{d\Gamma_\beta}{d\omega} |G_{f_{\alpha,\nu},\alpha'}(k,\omega)|^2. \tag{37}
\]

References [21, 22, 23] show that from properties of the dynamical scattering matrix (Appendix IV), \( J^P_\beta \) satisfies

\[
\sum_{\beta=L,R} J^P_\beta = 0
\]

Therefore if \( J_L < 0, J_R > 0 \), this component is responsible for the phonon pumping against the temperature gradient. In other words, \( J^P_\beta \) is at the helm of the cooling mechanism generated by the energy exchange processes \( \hbar\omega \iff \hbar(\omega \pm \omega_0) \).

On the other hand, the second-order contribution \( J^{(2)}_\beta \) can be expressed
as

\[
J^{(2)}_{\beta} \approx \sum \sum \int \frac{d\omega}{2\pi} \left( \frac{d\eta_{\beta}}{d\omega} \right) k^2 \omega^2_{\beta} \Gamma_{\beta}(\omega) |G_{\text{fla,la'}}(k,\omega)|^2 + \\
+ \sum \sum \int \frac{d\omega}{2\pi} \left( -\frac{d\eta_{\beta}}{d\omega} \right) \frac{\Delta T}{T_{\beta}} k^2 \omega^2_{\beta} \Gamma_{\beta}(\omega) \frac{d\Gamma_{\beta}}{d\omega} |G_{\text{fla,la'}}(k,\omega)|^2 + \\
+ \sum \sum \int \frac{d\omega}{2\pi} \left( \frac{d\eta_{\beta}}{d\omega} \right) k^2 \omega^2_{\beta} \Gamma_{\beta}(\omega) \frac{d\Gamma_{\beta}}{d\omega} |G_{\text{fla,la'}}(k,\omega)|^2. 
\]

(38)

This contribution, defined as $J^{D}_{L/R}$, contains all the terms depending on $\omega^2_0$ and is related to the dissipation of heat generated by the mechanical perturbation into the reservoirs. When $\omega_0 \to 0$, becomes negligible.

From the expansion given in Eq. 34 we can have an interesting insight of the phenomenology behind the behaviors observed in Figs. 4 and 6. In the adiabatic limit the current presents a linear dependence with $\Delta T$ (if $\Delta T$ is small), in agreement with the numerical results of Fig. 4 obtained from the full expression of $J$ given in Eq. 24. On one hand Fig. 4 shows that the linear response occurs for local and non-local cases. On the other hand, the cooling regime occurs as long $\Delta T$ is smaller than a $\Delta T_{\text{max}}$, which depends on the set of parameters. In this regime $J^P$ flows from cold to hot reservoir, consequently this is the dominant contribution to the total current. Meanwhile $J_0$, $J^{\text{th-p}}$ and $J^D$ are all positive and responsible for the transport in opposite direction (from hot to cold). As long, $\Delta T \to \Delta T_{\text{max}}$ heat flow due to dissipation and thermal-pumping interference increases.

In Fig. 6 we plot $CP$ versus $\Delta T$ for the full current given in Eq. 24 for two values of $\omega_0$ far from spectrum cut-off frequency. In order to understand the mechanism behind the $CP$ behavior, we analyze the different contributions in Eq. 34. To this end, we calculate $CP$ using the expansion of $J_L$ y $J_R$ (Eq. 34) up to order $\omega^2_0$. Considering Eqs. 35 y 38, $CP$ can be expressed as:

\[
CP^{(2)}(\Delta T) = \frac{A^{(2)} + B^{(2)} + C^{(2)} + D^{(2)}}{C^{(2)} + D^{(2)}} = \frac{a^{(2)} + b^{(2)} \Delta T}{c^{(2)} + d^{(2)} \Delta T}
\]

where \(^{(2)}\) indicates coefficients depending on contributions up to second order. After some algebra we define the following coefficients $A^{(2)} = J^{P}_{\text{cold}} + J^{D}_{\text{cold}}$, with $J^D_{\beta}$ containing the terms of Eq. 38 not depending on $\Delta T$, $B^{(2)} = J^{0}_{\text{cold}} + J^{\text{th-p}}_{\text{cold}} + J^{D}_{\text{cold}}(\Delta T)$, where $J^{D}_{\text{cold}}(\Delta T)$ is the component of Eq. 38 linearly dependent on $\Delta T$, $C^{(2)} = J^{P}_{\text{hot}} + J^{D}_{\text{cold}}$ independent of $\Delta T$, and finally $D^{(2)} = J^{\text{th-p}}_{\text{cold}} + J^{\text{th-p}}_{\text{hot}} + J^{D}_{\text{cold}}(\Delta T) + J^{D}_{\text{hot}}(\Delta T)$ including contributions that depend on $\Delta T$. 15
In the limit of small $\omega_0$, the dissipative terms in Eq. 34 are negligible, therefore after some algebra $CP$ turns out to be
\[ CP^{(1)}(\Delta T) = A^{(1)} + B^{(1)} = a^{(1)} + b^{(1)} \Delta T^{-1} \]
with $^{(1)}$ denoting contributions up to order $\omega_0$ and
\[ A^{(1)} = \frac{j_{Th}^P}{j_{cold}^P + j_{hot}^P}, \quad B^{(1)} = \frac{j_{cold}^P + j_{hot}^P}{j_{cold}^P + j_{hot}^P}. \]
Consequently, in the adiabatic limit, $CP$ obeys a power law dependence $\sim \Delta T^{-1}$. This dependence is obtained if we neglect the term $C^{(2)}$ in the denominator of $CP^{(2)}$.

Fig. 6 (log-log) shows that when the frequency is small ($\omega_0/2\pi = 0.05$), $CP$ resembles the functional form given by $\sim CP^{(1)}$ (dotted line) in most of the interval $\Delta T < \Delta T_{\text{max}}$. Moreover, the curves corresponding to the local and non-local cases are practically coincident. This fact indicates that when the dissipative effects are negligible, the distinction between locality and non locality do not play a central role in the cooling performance of the system.

On the other hand, when the frequency increases ($\omega_0/2\pi = 0.15$) there is a good agreement between the $CP$ estimation and the functional form $CP^{(2)}$. Moreover, the separation between the curves for local and non-local interactions becomes more pronounced and the range of $\Delta T$ where dissipation is negligible is remarkably reduced. Therefore, the effect of non locality on the cooling performance is enhanced when dissipation is stronger. In consequence, only when $\Delta T << \Delta T_{\text{max}}$, $CP^{(1)}$ results a good approximation.

It is interesting to note that for a given set of parameters, it is possible to obtain the same $CP$ value, but it is achieved for a larger $\Delta T$ when local interactions are considered. In other words, although the cooling performance is the same, the non locality reduces the temperature difference for an operative refrigeration regime.

4. Conclusions

We presented a microscopic model to study the heat transfer through a system formed by three chains in contact through a time-dependent mechanical coupling and also coupled to thermal reservoirs in both external segments. Using the Keldysh non equilibrium Green function formalism, we calculated the stationary heat current, finding the existence of different dynamical transport regimes. Depending on the characteristic parameters, we found that the system can act as a local thermal insulator, a heat engine and as a refrigerator, pumping energy from low to high temperatures. Considering non-local interactions, these regimes displays qualitative changes. Regarding the cooling one, the non locality reduces
the range of temperature gradients in which the system acts as a thermal refrigerator. From an adiabatic analysis we showed that non locality enhances the effect of dissipation, with the consequent reduction of the cooling performance of the system.

Although our results are obtained in the low frequency approximation, they shed light on the role of dissipation and locality on the cooling performance that goes beyond the adiabatic limit. Usually, first principle studies regarding thermal transport in time-dependent one-dimensional systems are based on first-neighbors interacting models. Our results attempt to show that the choice of local interaction models must be carried out with a critical analysis to avoid distortions or underestimations of the dissipative effects. This can be a sensitive issue regarding the modeling of thermoelectric devices or low dimensional thermal devices.

Appendix I

The Hamiltonian of Eq. 42 can be written in terms of normal modes for open boundary conditions

\[ x_{i,\beta} = \sqrt{\frac{2}{N_{\beta} + 1}} \sum_{k_{\beta}=0}^{N_{\beta}} \sin(u_{k_{\beta}i}) x_{k_{\beta}}, \]  

and

\[ p_{i,\beta} = \sqrt{\frac{2}{N_{\beta} + 1}} \sum_{k_{\beta}=0}^{N_{\beta}} \sin(u_{k_{\beta}i}) p_{k_{\beta}}, \]  

with

\[ u_{k_{\beta}} = \frac{k_{\beta}\pi}{N_{\beta} + 1}, \quad k_{\beta} = 0 , \ldots , N_{\beta}. \]  

Then, the Hamiltonian of the reservoirs

\[ H_{\beta} = \sum_{k_{\beta}=0}^{N_{\beta}} \frac{p_{k_{\beta}}^2}{2m_{k_{\beta}}} + \frac{1}{2} K_{\beta}[1 - \cos(u_{k_{\beta}})] x_{k_{\beta}}^2, \]  

The coupling between the reservoir particles and the central chain can be expressed as

\[ \gamma_{k_{\beta},l_{\alpha}} = \frac{K_{\beta\alpha}}{m_{\alpha}} \sqrt{\frac{2}{(N_{\beta} + 1)}} \sin(u_{k_{\beta}}). \]
Appendix II

The force matrix corresponding to our model is

\[ F_{k,k'}^{0}(t) = \begin{cases} 
\frac{K_I}{m_I} (2\delta_{k,k'} - \delta_{k',k+1}) & 1 \leq k < N/4 \\
\frac{K_{II}}{m_{II}} (2\delta_{k,k'} - \delta_{k',k+1}) & N/4 + 1 \leq k < 3N/4 \\
\frac{K_{III}}{m_{III}} (2\delta_{k,k'} - \delta_{k',k+1}) & 3N/4 + 1 \leq k < N \\
\left(\frac{K_I}{m_I} + \frac{K_{LC}}{m_L}\right) \delta_{k,k'} - K_I \delta_{k',k+1} & k = 1 \\
\left(\frac{K_{II}}{m_{II}} + \frac{K_{RC}}{m_R}\right) \delta_{k,k'} - K_{II} \delta_{k',k+1} & k = N \\
\left(\frac{K_I}{m_I} + \frac{K_{0,1}}{m_{II}}\right) (\delta_{k,k'} - \delta_{k',k+1}) & k = N/4 \\
\left(\frac{K_{II}}{m_{II}} + \frac{K_{0,2}}{m_{II}}\right) (\delta_{k,k'} - \delta_{k',k+1}) & k = N/4 + 1 \\
\left(\frac{K_{III}}{m_{III}} + \frac{K_{0,3}}{m_{III}}\right) (\delta_{k,k'} - \delta_{k',k+1}) & k = 3N/4 + 1 \\
\end{cases} \]

\[ F_{0}^{0(NL)}(t) = \begin{cases} 
\frac{K_I}{m_I} (-\delta_{k,k'+2} - \delta_{k',k+2}) & 3 \leq k < N/4 + 2 \\
\frac{K_{II}}{m_{II}} (-\delta_{k,k'+2} - \delta_{k',k+2}) & N/4 + 3 \leq k < 3N/4 - 2 \\
\frac{K_{III}}{m_{III}} (-\delta_{k,k'+2} - \delta_{k',k+2}) & 3N/4 + 3 \leq k < N - 2 \\
F_{0}^{0}(k,k')(t) = -K_0 \delta_{k,k'} & \end{cases} \]
\[
F_{k,k'}^1(t) = \begin{cases} 
\frac{1}{2} \left( \frac{K_I}{m_{II}} + \frac{K_{1,\text{int}}}{m_{II}} \right) (\delta_{k,k'} - \delta_{k',k+1}) & k = N/4 \\
\frac{1}{2} \left( \frac{K_{II}}{m_{III}} + \frac{K_{1,\text{int}}}{m_{III}} \right) (\delta_{k,k'} - \delta_{k',k+1}) & k = N/4 + 1 \\
\frac{1}{2} \left( \frac{K_{II}}{m_{II}} + \frac{K_{1,\text{int}}}{m_{II}} \right) (\delta_{k,k'} - \delta_{k',k+1}) & k = 3N/4 \\
\frac{1}{2} \left( \frac{K_{III}}{m_{III}} + \frac{K_{1,\text{int}}}{m_{III}} \right) (\delta_{k,k'} - \delta_{k',k+1}) & k = 3N/4 + 1
\end{cases}
\]

with \(K_{1,\text{int}}^I\) and \(K_{1,\text{int}}^{II}\) are coupling constants between segments \(I - II\) and \(II - III\) respectively (Eq. 5).

Appendix III

The self-energy in Eq. (13) can be expressed as

\[
\Sigma_R^{k,k}(t,t') = \sum_{\beta=L,R} \delta_{k',l} \delta_{k,l} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{-i\omega(t-t')} \times \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \frac{\Gamma_{\beta}(\omega')}{\omega - \omega' + i\eta},
\]

with \(\eta > 0\). \(\Gamma_{\beta}(\omega)\) is the spectral density of the reservoir \(\beta\)

\[
\Gamma_{\beta}(\omega) = \lim_{N_{\beta} \to \infty} \frac{2\pi K_{\beta c}^2}{m_{\beta} m_{\alpha} (N_{\beta} + 1)} \sum_{k_{\beta} = 0}^{N_{\beta}} \sin^2 (u_{k_{\beta}}) \frac{1}{\omega_{k_{\beta}}} \left[ \delta (\omega - \omega_{k_{\beta}}) + \delta (\omega + \omega_{k_{\beta}}) \right],
\]

\[
= \text{sgn}(\omega) \left( \frac{K_{\beta c}}{m_{\alpha}} \right) \Theta \left( 1 - \left( \frac{K_{\beta c} - m_{\beta} \omega^2}{K_{\beta c}} \right)^2 \right) \sqrt{1 - \left( \frac{K_{\beta c} - m_{\beta} \omega^2}{K_{\beta c}} \right)^2}.
\]

Appendix IV

Using the relationship between the frozen scattering matrix and the frozen Green function [21]

\[
S_{\beta\beta'}^f(k,\omega) = \delta_{\beta\beta'} \delta_{k,0} - i \sqrt{\Gamma_{\beta}(\omega)} \Gamma_{\beta'}(\omega) G_{f_{l\alpha,\alpha}}(k,\omega).
\]

\(J_{\beta}^P\) can be written as

\[
J_{\beta}^P = \frac{1}{\tau} \int_0^\tau dt \int \frac{d\omega}{2\pi} \omega \left( -\frac{\partial \eta_{\beta}(\omega)}{\partial \omega} \right) \text{Im} \left[ S^f(t,\omega) \partial_t S^{f\dagger}(t,\omega) \right].
\]
Applying the Birman-Krein relation \( d\ln([det\hat{S}]) = Tr[\hat{S}d\hat{S}^\dagger](det(\hat{Z})) \) and \( Tr(\hat{Z}) \) denote respectively the determinant and the trace of a matrix \( \hat{Z} \) applied to the unitary frozen matrix \(^{24}\) the following equality is fulfilled

\[
\sum_{\beta=L,R} J_\beta^P = 0.
\]
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