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Abstract

On the basis of linear programming, new sets of entanglement witnesses (EWs) for $3 \otimes 3$ and $4 \otimes 4$ systems are constructed. In both cases, the constructed EWs correspond to the hyper-planes contacting, without intersecting, the related feasible regions at line segments and restricted planes respectively. Due to the special property of the contacting area between the hyper-planes and the feasible regions, the corresponding hyper-planes can be turned around the contacting area throughout a bounded interval and hence create an infinite number of EWs. As these EWs are able to detect entanglement of some PPT states, they are non-decomposable (nd-EWs).
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1 Introduction

Entanglement which appears only in composite quantum systems, is the main difference between quantum mechanics and classical physics. It is used as a physical resource to realize various quantum information and quantum computation tasks such as quantum cryptography, teleportation, dense coding, and key distribution [1, 2, 3]. The fundamental problem of entanglement theory is the finding out separating boundary of the entangled states and separable ones. The celebrated Peres-Horodecki criterion based on positive partial transpose (PPT) determines this boundary for $2 \otimes 2$ and $2 \otimes 3$ cases [4, 5] but it has no efficiency for PPT entangled states appearing in the higher dimensional systems. On the other hand, distinguishing between the PPT entangled states which can not be distilled and those which can be distilled is an important problem in quantum communication field [6]. The most general approach to study the entanglement of quantum states in higher dimensional physical systems is based on the notion of entanglement witnesses (EWs) [7, 8]. The EWs are essential tools in entanglement theory since it has been shown that for any entangled state there exists at least one EW which detects its entanglement [7, 9]. A Hermitian operator $W$ is said to be an EW if and only if for all separable states $\rho_{\text{sep}}, \ Tr(W\rho_{\text{sep}}) \geq 0$ and at least for one entangled state $\rho_{\text{ent}}, \ Tr(W\rho_{\text{ent}}) < 0$ (one says that $\rho_{\text{ent}}$ is detected by $W$). Clearly, the construction of EWs is a hard task. Although it is easy to construct a Hermitian operator $W$ which has negative expectation value with some entangled states but it is very difficult to check that its expectation values with all separable states are non-negative. So, several approaches for constructing EWs have been proposed. It has been shown that among these approaches, the linear programming, as a special case of convex optimization [10, 11], is a very useful one [12, 13, 14, 15]. In linear programming method, the main problem is the determination of boundaries of a convex set known as feasible region. The feasible region is associated to the convex set of separable states. The boundaries of the feasible region are characterized by the operators used in constructing the EWs. When the feasible region was specified then every hyperplane tangent to the feasible region corresponds to an EW. A hyperplane
may be contact the feasible region at a point, line segment, restricted plane, etc. If the boundary is differentiable on the contact area, the hyper-plane has to be fixed, otherwise it can be turned around the contact area throughout a bounded interval. The EWs constructed so far via linear programming, correspond to the fixed tangent hyper-planes. When a boundary of the feasible region is a hyper-plane by itself, it is called an exact boundary.

In this paper, by choosing suitable operators, new sets of EWs are constructed for $3 \otimes 3$ analytically and for $4 \otimes 4$ numerically. These EWs correspond to the hyper-planes which can turned around the contact line segments or restricted planes for the $3 \otimes 3$ and $4 \otimes 4$ cases respectively. It is shown that these hyper-planes can be turned around in a bounded interval such that they do not intersect the feasible region. In this way, we obtain an infinite number of hyper-planes which are in contacting with the feasible region and hence an infinite number of EWs for $3 \otimes 3$ and $4 \otimes 4$ systems. Finally, we show that these EWs are nd-EWs since they are able to detect the entanglement of some PPT states.

The paper is organized as follow: In section 2, for $3 \otimes 3$ case, we obtain a part of the boundary of the feasible region as an exact boundary. The intersection of this boundary by the other boundaries is three line segments. We see that the planes which contact the feasible region only at these line segments, correspond to new EWs. Section 3 is devoted to extend the approach of section 2, to the $4 \otimes 4$ systems. It is ended by a brief conclusion.

2 Entanglement Witnesses For $3 \otimes 3$ Systems

In this section we are going to introduce a method based on linear programming to construct new EWs on $3 \otimes 3$ Hilbert space which are able to detect the entanglement of some PPT states. When one deals with linear programming, the aim is optimization of a linear function under some linear constraints. The linear constraints define a region called feasible region. So to reduce the construction of EWs to a linear programming problem, the related feasible region must be characterized. As mentioned in introduction, the shape of the boundaries of the feasible region depends on the operators
chosen for constructing of EWs. So in this paper, we choose the following operators

\[ O_1 = \frac{1}{3}(|01\rangle\langle 01| + |12\rangle\langle 12| + |20\rangle\langle 20|) \]
\[ O_2 = \frac{1}{3}(|02\rangle\langle 02| + |10\rangle\langle 10| + |21\rangle\langle 21|) \]
\[ O_3 = |\psi\rangle\langle \psi| \]

(2.1)

, where

\[ |\psi\rangle = \frac{1}{3\sqrt{3}}(|00\rangle + |11\rangle + |22\rangle). \]

It is seen that these operators are orthogonal to each other, i.e. \( O_i O_j = 0 \), \( i \neq j = 1, 2, 3 \), and \( O_2 = \Pi O_1 \Pi, O_3 = \Pi O_3 \Pi \) where \( \Pi \) is an operator which permutes the particles. We denote the expectation values of the above operators with pure product states \(|\alpha\rangle \otimes |\beta\rangle\) by \( p_1, p_2, p_3 \) respectively as

\[ p_1 = \frac{1}{3}(|\alpha_0|^2|\beta_1|^2 + |\alpha_1|^2|\beta_2|^2 + |\alpha_2|^2|\beta_0|^2) \]
\[ p_2 = \frac{1}{3}(|\alpha_0|^2|\beta_2|^2 + |\alpha_1|^2|\beta_0|^2 + |\alpha_2|^2|\beta_1|^2) \]
\[ p_3 = \frac{1}{3}|\alpha_0\beta_0 + \alpha_1\beta_1 + \alpha_2\beta_2|^2. \]

(2.2)

The \( p_1, p_2 \) and \( p_3 \) can be considered as components of a point lying in the three dimensional Euclidean space. Hence, the set of all pure product states form a region in this Euclidean space. Since every separable state can be written as a convex combination of pure product states, the feasible region is the convex hull of the mentioned region. Now let us go to figure out a part of the boundary of the feasible region which has essential importance in constructing our EWs. As the maximum value of \( p_1, p_2 \) and \( p_3 \) is \( \frac{1}{3} \), the points \( (\frac{1}{3}, 0, 0), (0, \frac{1}{3}, 0) \) and \( (0, 0, \frac{1}{3}) \) which correspond to the product states listed in the table 1, are vertices of the feasible region. The plane which passes through these points has the following equation

\[ 3(p_1 + p_2 + p_3) = 1 \]

(2.3)

To find out that this plane is a boundary of the feasible region, the linear function on the left hand side of the (2.3) must be maximized with respect to the product states. If the maximum value is one then the plane is a part of the boundary of the feasible region, otherwise it is not. Calculation shows
that the maximum value is greater than one and hence this plane is not a boundary for the feasible region. The product which gives the maximum value is

\[
\frac{1}{\sqrt{3}} \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix} \otimes \frac{1}{\sqrt{3}} \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}
\]

and its corresponding point is \((\frac{1}{9}, \frac{1}{9}, \frac{1}{3})\). This point is another vertex of the feasible region which also given in the table 1. The plane tangent to the feasible region at this point is

\[
3(p_1 + p_2 + p_3) = \frac{5}{3}
\] (2.4)

This means that for all separable states, we have always \(3(p_1 + p_2 + p_3) \leq \frac{5}{3}\). In the next step, we note that the equation of the plane passing through the vertices \((\frac{1}{3}, 0, 0), (0, \frac{1}{3}, 0)\) and \((\frac{1}{9}, \frac{1}{9}, \frac{1}{3})\) is

\[
3(p_1 + p_2) + p_3 = 1
\] (2.5)

The maximum value of the left hand side of this equation with respect to the product states is one so this plane is an exact boundary of the feasible region and any separable state always satisfies the inequality \(3(p_1 + p_2) + p_3 \leq 1\). The existence of this exact plane makes a good possibility for constructing a new type of EWs. The line segments surrounding the plane (2.5), are also on the boundary of the feasible region. The sets of planes which are in contact with the feasible region at the mentioned line segments and not intersect the feasible region can be corresponded to new type of EWs which we desire to construct them. To this aim, we proceed as follows. First, we choose the vertices \((0, \frac{1}{3}, 0), (0, 0, \frac{1}{3})\) and \((\frac{1}{9}, \frac{1}{9}, \frac{1}{3})\). The plane passing through them is

\[
3(-p_1 + p_2 + p_3) = 1
\] (2.6)

Maximizing the left hand side of this equation with respect to the product states, we obtain the maximum value \(\frac{5}{4}\) at the following state

\[
\frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ \sqrt{3} \\ 1 \end{pmatrix} \otimes \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ 1 \\ \sqrt{3} \end{pmatrix}
\]
So the plane (2.6) is not a boundary plane and the corresponding point of the above pure product state, i.e. \((\frac{1}{48}, \frac{3}{16}, \frac{1}{4})\), is a vertex of the feasible region. The plane tangent to the feasible region at this point is

\[3(-p_1 + p_2 + p_3) = \frac{5}{4} \quad (2.7)\]

In the second step, we choose the vertices \((0, \frac{1}{3}, 0), (\frac{1}{9}, \frac{1}{3}, \frac{1}{9})\) and \((\frac{1}{48}, \frac{3}{16}, \frac{1}{4})\). The plane passing through them is

\[3p_1 + 9p_2 + 5p_3 = 3 \quad (2.8)\]

which it is not a boundary of the feasible region because its maximum value with respect to the product states is not 3 but \(\frac{73}{24}\). This maximum value is achieved at the point \((\frac{11}{192}, \frac{49}{192}, \frac{7}{48})\) corresponding to the following product state

\[
\frac{1}{4} \begin{pmatrix} 0 \\ \sqrt{2} \\ \sqrt{14} \end{pmatrix} \otimes \frac{1}{4} \begin{pmatrix} 0 \\ \sqrt{14} \\ \sqrt{2} \end{pmatrix}
\]

The plane tangent to the feasible region at this point is

\[3p_1 + 9p_2 + 5p_3 = \frac{73}{24} \quad (2.9)\]

Finally, we choose the vertices \((0, 0, \frac{1}{3}), (\frac{1}{9}, \frac{1}{3}, \frac{1}{9})\) and \((\frac{1}{48}, \frac{3}{16}, \frac{1}{4})\) and pass a plane through them. The plane is

\[3(-p_1 + p_2) + 6p_3 = 2 \quad (2.10)\]

Maximizing with respect to the product states shows that this plane again is not a boundary plane because the point \((\frac{3}{64}, \frac{25}{192}, \frac{5}{16})\) corresponding to the product state

\[
\frac{1}{4} \begin{pmatrix} 0 \\ \sqrt{6} \\ \sqrt{10} \end{pmatrix} \otimes \frac{1}{4} \begin{pmatrix} 0 \\ \sqrt{10} \\ \sqrt{6} \end{pmatrix}
\]

, gives the value \(\frac{17}{8}\). Hence, the tangent plane at the point \((\frac{3}{64}, \frac{25}{192}, \frac{5}{16})\) is

\[3(-p_1 + p_2) + 6p_3 = \frac{17}{8} \quad (2.11)\]
Now we find the intersection of the planes (2.9), (2.11) and the plane $p_3 = \frac{1}{3}$ which is the vertex $(\frac{1}{12}, \frac{1}{8}, \frac{1}{3})$. Clearly this vertex does not belong to the feasible region as it can not be obtained from any product state. Therefore, the equation of the plane passing through the vertices $(\frac{1}{9}, \frac{1}{9}, \frac{1}{3})$, $(0, \frac{1}{3}, 0)$ and $(\frac{1}{12}, \frac{1}{8}, \frac{1}{3})$ is

$$3p_1 + 6p_2 + 3p_3 = 2$$  \hspace{1cm} (2.12)

This plane has intersection with the plane (2.5) throughout the line segment passing through the vertices $(\frac{1}{9}, \frac{1}{9}, \frac{1}{3})$ and $(0, \frac{1}{3}, 0)$. In fact, the mentioned plane is tangent to the feasible region at the above line segment. Obviously, the plane (2.5) which is an exact boundary plane of the feasible region, can be rotated around the line segment and coincide to the plane (2.12). However, the plane (2.12) is the final limit for the rotation of the exact plane (2.5) since if we rotate it much more, the resultant plane intersects the feasible region. The permutation of particles changes the plane (2.12) into the plane

$$3p_2 + 6p_1 + 3p_3 = 2.$$  \hspace{1cm} (2.13)

This plane which passes through the vertices $(\frac{1}{9}, \frac{1}{9}, \frac{1}{3})$, $(\frac{1}{9}, 0, 0)$ and $(\frac{1}{12}, \frac{1}{8}, \frac{1}{3})$, is tangent to the feasible region at the line segment passing through the vertices $(\frac{1}{9}, \frac{1}{9}, \frac{1}{3})$ and $(\frac{1}{9}, 0, 0)$. It is clear that the plane (2.13) can also be obtained by rotating the exact plane (2.5) around this line segment. By the same argument sketched for the plane (2.12), the rotation is bounded by the plane (2.13). To summarize, the planes obtained by rotating the exact plane around the line segment passing through the vertices $(\frac{1}{9}, \frac{1}{9}, \frac{1}{3})$ and $(0, \frac{1}{3}, 0)$ can be written in the following parametric form

$$\frac{p_1}{\alpha} + 3p_2 + (2 - \frac{1}{3\alpha})p_3 = 1,$$  \hspace{1cm} (2.14)

where $\alpha$ varies in the interval $[\frac{1}{3}, \frac{2}{3}]$ with $\alpha = \frac{1}{3}$ for the exact plane (2.5) and $\alpha = \frac{2}{3}$ for the plane (2.12). Under the permutation of particles, the parametric plane (2.14) is transformed to the plane

$$\frac{p_2}{\alpha} + 3p_1 + (2 - \frac{1}{3\alpha})p_3 = 1,$$  \hspace{1cm} (2.15)

which represents a set of planes obtained by rotating the exact plane (2.5) around the line segment passing through the vertices $(\frac{1}{9}, \frac{1}{9}, \frac{1}{3})$ and $(\frac{1}{3}, 0, 0)$. Consequently, any separable state satisfies the
inequalities \( \frac{p_1}{\alpha} + 3p_2 + (2 - \frac{1}{3\alpha})p_3 \leq 1 \) and \( \frac{p_2}{\alpha} + 3p_1 + (2 - \frac{1}{3\alpha})p_3 \leq 1 \) for \( \alpha \in \left[ \frac{1}{3}, \frac{2}{3} \right] \). Finally, consider the parametric plane

\[
3(p_1 + p_2) + \frac{1}{\alpha}p_3 = 1, \tag{2.16}
\]

for all \( \alpha \in (-\infty, 0) \cup [1, \infty) \) and the plane \( p_3 = 0 \) for \( \alpha = 0 \). This parametric plane is representative for a set of planes which do not intersect the feasible region and obtained by rotating the exact plane (2.5) around the line segment passing through the vertices \((\frac{1}{3}, 0, 0)\) and \((0, \frac{1}{3}, 0)\). Therefore for any separable state, we have \( 3(p_1 + p_2) + \frac{1}{\alpha}p_3 \leq 1 \) for \( \alpha \neq 0 \) and \( p_3 \geq 0 \) for \( \alpha = 0 \). Now the description of the feasible region for our purposes is complete and hence we are going to introduce the EWs corresponding to the planes discussed above. To this aim, let us consider the following Hermitian operator

\[
W_\alpha = I_3 \otimes I_3 - \frac{1}{\alpha}O_1 - 3O_2 - (2 - \frac{1}{3\alpha})O_3 \tag{2.17}
\]

which is correspond to the parametric plane (2.14). By construction, the expectation value of this operator with respect to the all separable states is positive hence it can be an EW for \( \alpha \in \left[ \frac{1}{3}, \frac{2}{3} \right] \). The permutation of particles transforms this EW to the following one

\[
W_\alpha' = I_3 \otimes I_3 - \frac{1}{\alpha}O_2 - 3O_1 - (2 - \frac{1}{3\alpha})O_3 \tag{2.18}
\]

which is correspond to the parametric plane (2.15). So it has positive expectation value with respect to the all separable states therefore it can also be an EW. Finally, consider the Hermitian operator

\[
W_\alpha'' = I_3 \otimes I_3 - 3(O_1 + O_2) - \frac{1}{\alpha}O_3 \tag{2.19}
\]

with \( \alpha \in (-\infty, 0) \cup [1, \infty) \) corresponding to the parametric plane (2.16) and the operator \( W_0'' = O_3 \) corresponding to the plane \( p_3 = 0 \). The operators \( W_\alpha'' \) and \( W_0'' \) are both positive so they can not serve as EWs. For \( \alpha = \frac{1}{3} \), \( W_\alpha = W_\alpha' \) is a positive operator and we claim that for \( \alpha \in \left( \frac{1}{3}, \frac{2}{3} \right) \) the EWs \( W_\alpha \) and \( W_\alpha' \) are nd-EWs. For this purpose, let us consider the following state

\[
\rho = a_1O_1 + a_2O_2 + a_3O_3 \tag{2.20}
\]
where \(a_i \geq 0\) for \(i = 1, 2, 3\) and \(a_1 + a_2 + a_3 = 1\). It is easy to see that when \(a_1 a_2 \geq a_3^2\), then \(\rho\) is PPT. The expectation values of \(W_\alpha\) and \(W_\alpha'\) with this state are

\[
Tr(W_\alpha \rho) = (a_1 - a_3)(1 - \frac{1}{3\alpha})
\]

and

\[
Tr(W'_\alpha \rho) = (a_2 - a_3)(1 - \frac{1}{3\alpha})
\]

So the entanglement of the PPT state (2.20) is detected by the EWs \(W_\alpha\) for \(0 < a_1 < a_3 < \frac{1}{3}\) and \(\frac{1}{3} < a_2 < 1\). It is also detected by the EWs \(W'_\alpha\) for \(0 < a_2 < a_3 < \frac{1}{3}\) and \(\frac{1}{3} < a_1 < 1\). As a special case of the state (2.20) we take the following state which was introduced in [16]

\[
\rho_\beta = \frac{\beta}{7}O_1 + \frac{5 - \beta}{7}O_2 + \frac{2}{7}O_3
\]

with \(0 \leq \beta \leq 5\). This state is separable for \(2 \leq \beta \leq 3\) and not PPT for \(\beta > 4\) and \(\beta < 1\). So the equation (2.21) becomes

\[
Tr(W_\alpha \rho_\beta) = (\beta - 2)(\frac{1}{7} - \frac{1}{21\alpha})
\]

The \(W_\alpha\) for all \(\alpha \in (\frac{1}{3}, \frac{2}{3}]\) detects the entanglement of \(\rho_\beta\) for \(\beta < 2\). So the \(\rho_\beta\) is PPT entangled for \(1 \leq \beta < 2\) and free entangled for \(0 \leq \beta < 1\). On the other hand, the equation (2.22) becomes

\[
Tr(W'_\alpha \rho_\beta) = (3 - \beta)(\frac{1}{7} - \frac{1}{21\alpha})
\]

It is also seen that \(W'_\alpha\) for all \(\alpha \in (\frac{1}{3}, \frac{2}{3}]\) detects the entanglement of \(\rho_\beta\) for \(\beta > 3\). So the \(\rho_\beta\) is PPT entangled for \(3 < \beta \leq 4\) and free entangled for \(4 < \beta \leq 5\). Therefore \(W_\alpha\) and \(W'_\alpha\) are nd-EWs for all \(\alpha \in (\frac{1}{3}, \frac{2}{3}]\) and our claim is proven. To make a comparison among the EWs \(W_\alpha\) for \(\alpha \in (\frac{1}{3}, \frac{2}{3}]\), it is seen from the equation (2.24) that the EW \(W_{\frac{2}{3}}\), i.e.

\[
W_{\frac{2}{3}} = I_3 \otimes I_3 - \frac{3}{2}O_1 - 3O_2 - \frac{3}{2}O_3
\]

has the best detection of entanglement of \(\rho_\beta\). The similar comparison can be made among the EWs \(W'_\alpha\) for \(\alpha \in (\frac{1}{3}, \frac{2}{3}]\). The result is that the EW \(W'_{\frac{2}{3}}\), i.e.

\[
W'_{\frac{2}{3}} = I_3 \otimes I_3 - \frac{3}{2}O_2 - 3O_1 - \frac{3}{2}O_3
\]
is the best one. This EW is the same one that obtained numerically by Doherty and et.al. in [17].

To measure the EWs $W_\alpha$ and $W'_\alpha$ experimentally, they should be, in fact, decomposed into a sum of locally measurable operators [18, 19]. There exist the following decompositions for EWs $W_\alpha$ and $W'_\alpha$ as

$$W_\alpha = \frac{12\alpha - 2}{27\alpha} I_3 \otimes I_3 + \frac{6\alpha - 1}{18\alpha} (\lambda_2 \otimes \lambda_2 - \lambda_1 \otimes \lambda_1 + \lambda_5 \otimes \lambda_5 - \lambda_4 \otimes \lambda_4 + \lambda_7 \otimes \lambda_7 - \lambda_6 \otimes \lambda_6)$$

$$- \frac{3\alpha - 5}{36\alpha} (\lambda_3 \otimes \lambda_3 + \lambda_8 \otimes \lambda_8) + \frac{\sqrt{3}(3\alpha - 1)}{12\alpha} (\lambda_3 \otimes \lambda_8 - \lambda_8 \otimes \lambda_3)$$

(2.28)

and

$$W'_\alpha = \frac{12\alpha' - 2}{27\alpha'} I_3 \otimes I_3 + \frac{6\alpha' - 1}{18\alpha'} (\lambda_2 \otimes \lambda_2 - \lambda_1 \otimes \lambda_1 + \lambda_5 \otimes \lambda_5 - \lambda_4 \otimes \lambda_4 + \lambda_7 \otimes \lambda_7 - \lambda_6 \otimes \lambda_6)$$

$$- \frac{3\alpha' - 5}{36\alpha'} (\lambda_3 \otimes \lambda_3 + \lambda_8 \otimes \lambda_8) - \frac{\sqrt{3}(3\alpha' - 1)}{12\alpha'} (\lambda_3 \otimes \lambda_8 - \lambda_8 \otimes \lambda_3),$$

(2.29)

where $\lambda_i$, $i = 1, ..., 8$, are the basis for the $su(3)$ Lie algebra [20]. Therefore each EW requires ten measurement settings which should be measured locally by Alice and Bob simultaneously.

3 Entanglement Witnesses For 4 $\otimes$ 4 Systems

In this section we extend the approach of the previous section for 3 $\otimes$ 3 systems to the 4 $\otimes$ 4 ones. To this aim, we introduce four operators as

$$O_1 = \frac{1}{4}(|01\rangle\langle01| + |12\rangle\langle12| + |23\rangle\langle23| + |30\rangle\langle30|)$$

$$O_2 = \frac{1}{4}(|02\rangle\langle02| + |13\rangle\langle13| + |20\rangle\langle20| + |31\rangle\langle31|)$$

(3.30)

$$O_3 = \frac{1}{4}(|03\rangle\langle03| + |10\rangle\langle10| + |21\rangle\langle21| + |32\rangle\langle32|)$$

$$O_4 = |\psi\rangle\langle\psi|$$
Next, if we take the vertices (does not lie on the hyperplane. So the mentioned point is another vertex of the feasible region.

It is clear that $O_3 = \Pi O_1 \Pi$, $O_2 = \Pi O_2 \Pi$, $O_4 = \Pi O_4 \Pi$ and $O_i O_j = 0$, $i \neq j = 1, 2, 3, 4$ where $\Pi$ is the permutation operator which permute the particles. The expectation values of these operators with respect to the product state $|\alpha\rangle \otimes |\beta\rangle$ are shown by $p_1$, $p_2$, $p_3$ and $p_4$ respectively as

$$
\begin{align*}
p_1 &= \frac{1}{4}(|\alpha_0|^2|\beta_1|^2 + |\alpha_1|^2|\beta_2|^2 + |\alpha_2|^2|\beta_3|^2 + |\alpha_3|^2|\beta_0|^2) \\
p_2 &= \frac{1}{4}(|\alpha_0|^2|\beta_2|^2 + |\alpha_1|^2|\beta_3|^2 + |\alpha_2|^2|\beta_0|^2 + |\alpha_3|^2|\beta_1|^2) \\
p_3 &= \frac{1}{4}(|\alpha_0|^2|\beta_3|^2 + |\alpha_1|^2|\beta_0|^2 + |\alpha_2|^2|\beta_1|^2 + |\alpha_3|^2|\beta_2|^2) \\
p_4 &= \frac{1}{4}|\alpha_0|\beta_0 + \alpha_1\beta_1 + \alpha_2\beta_2 + \alpha_3\beta_3|^2.
\end{align*}
$$

(3.31)

As before, the $p_1$, $p_2$, $p_3$ and $p_4$ can be considered as the components of a point in the feasible region lying in the four dimensional Euclidean space. Again, we determine a part of the boundary of the feasible region which is suitable for our purposes. By considering the points $(\frac{1}{4}, 0, 0), (0, \frac{1}{4}, 0, 0), (0, 0, \frac{1}{4}, 0)$ and $(0, 0, 0, \frac{1}{4})$ as the vertices of the feasible region, the equation of the hyperplane passing through them is

$$
4(p_1 + p_2 + p_3 + p_4) = 1
$$

(3.32)

This hyperplane is not a part of the boundary of the feasible region because maximizing the left hand side of the above equation with respect to the product states shows that the point $(\frac{1}{16}, \frac{1}{16}, \frac{1}{16}, \frac{1}{4})$ corresponding to the product state

$$
\frac{1}{2} \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix} \otimes \frac{1}{2} \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}
$$

does not lie on the hyperplane. So the mentioned point is another vertex of the feasible region. Next, if we take the vertices $(\frac{1}{4}, 0, 0, 0), (0, \frac{1}{4}, 0, 0), (0, 0, \frac{1}{4}, 0)$ and $(\frac{1}{16}, \frac{1}{16}, \frac{1}{16}, \frac{1}{4})$, the equation of the hyperplane passing through them is

$$
4(p_1 + p_2 + p_3) + p_4 = 1.
$$

(3.33)
This is an exact boundary hyperplane of the feasible region. Therefore, any separable state must satisfy \(4(p_1 + p_2 + p_3) + p_4 \leq 1\). The existence of such hyperplane as a part of the boundary of the feasible region allows us to use the approach of the previous section to construct EWs. However, due to the lose of intuition in the four dimensional case, we can not deal with this problem analytically as well as in the \(3 \otimes 3\) case and we have to invoke to the numerical evaluation. Let us consider the three vertices \((0, \frac{1}{4}, 0, 0), (0, 0, \frac{1}{4}, 0)\) and \((\frac{1}{16}, \frac{1}{16}, \frac{1}{16}, \frac{1}{4})\) lying on the hyperplane (3.33) and the point \((\alpha, 0, 0, 0)\) with \(\alpha > \frac{1}{4}\). The hyperplane passing through these points is

\[
\frac{p_1}{\alpha} + 4(p_2 + p_3) + (2 - \frac{1}{4\alpha})p_4 = 1. \tag{3.34}
\]

Numerical evaluation shows that when \(\frac{1}{4} < \alpha \leq \frac{1}{3}\), the hyperplane remains in contact, without intersecting, with the feasible region at the restricted plane passing through the vertices \((0, \frac{1}{4}, 0, 0), (0, 0, \frac{1}{4}, 0)\) and \((\frac{1}{16}, \frac{1}{16}, \frac{1}{16}, \frac{1}{4})\). Thus, the inequality \(\frac{p_2}{\alpha} + 4(p_2 + p_3) + (2 - \frac{1}{4\alpha})p_4 \leq 1\) must be satisfied for any separable state. For \(\alpha > \frac{1}{3}\), the mentioned hyperplane does not remain in contact with the feasible region because it intersects the feasible region. In comparison with the \(3 \otimes 3\) case, this situation, i.e. the variation of \(\alpha\) in the mentioned range, is similar to the rotation of the plane (2.14) around the line segment which was discussed in the previous section. Permutation of the particles transforms the hyperplane (3.34) into the following one

\[
\frac{p_3}{\alpha} + 4(p_1 + p_2) + (2 - \frac{1}{4\alpha})p_4 = 1. \tag{3.35}
\]

In this case, numerical evaluation shows that, as for the hyperplane (3.34), when \(\frac{1}{4} < \alpha \leq \frac{1}{3}\), the hyperplane remains in contact with the feasible region at the restricted plane passing through the vertices \((\frac{1}{4}, 0, 0, 0), (0, \frac{1}{4}, 0, 0)\) and \((\frac{1}{16}, \frac{1}{16}, \frac{1}{16}, \frac{1}{4})\). Hence, for any separable state we have \(\frac{p_2}{\alpha} + 4(p_1 + p_2) + (2 - \frac{1}{4\alpha})p_4 \leq 1\). For \(\alpha > \frac{1}{3}\), the hyperplane intersects the feasible region. If we take the vertices \((\frac{1}{4}, 0, 0, 0), (0, 0, \frac{1}{4}, 0)\) and \((\frac{1}{16}, \frac{1}{16}, \frac{1}{16}, \frac{1}{4})\) and the point \((0, \alpha, 0, 0)\) with \(\alpha > \frac{1}{4}\), the passing hyperplane through them is

\[
\frac{p_2}{\alpha} + 4(p_1 + p_3) + (2 - \frac{1}{4\alpha})p_4 = 1 \tag{3.36}
\]
This hyperplane is invariant under the permutation of particles. Numerical results show that for all \( \alpha \geq \frac{1}{4} \), the hyperplane in (3.36) remains tangent to the feasible region, hence any separable state satisfies the inequality \( \frac{4p_2}{\alpha} + 4(p_1 + p_3) + (2 - \frac{1}{4\alpha})p_4 \leq 1 \). The contact area is the restricted plane passing through the mentioned three vertices. Finally, the hyperplane passing through the other vertices \( (\frac{1}{4}, 0, 0, 0) \), \( (0, \frac{1}{4}, 0, 0) \), \( (0, 0, \frac{1}{4}, 0) \) and the point \( (0, 0, 0, \alpha) \) is

\[
4(p_1 + p_2 + p_3) + \frac{p_4}{\alpha} = 1
\]

(3.37)

where \( \alpha \in (-\infty, 0) \cup [1, \infty) \). For \( \alpha = 0 \), we have the hyper-plane \( p_4 = 0 \) as a part of the boundary of the feasible region because every separable state satisfies the \( p_4 \geq 0 \). When \( \alpha \) varies in this range, the corresponding hyper-planes remain in contact with the feasible region at the restricted plane passing through the vertices \( (\frac{1}{4}, 0, 0, 0) \), \( (0, \frac{1}{4}, 0, 0) \), \( (0, 0, \frac{1}{4}, 0) \) and \( (0, 0, \frac{1}{4}, 0) \). Now we are ready to construct our EWs. The EW corresponding to the hyperplane (3.34) is

\[
W_\alpha = I_4 \otimes I_4 - \frac{1}{\alpha}O_1 - 4(O_2 + O_3) - (2 - \frac{1}{4\alpha})O_4,
\]

(3.38)

Permutating of the particles gives the EW

\[
W'_\alpha = I_4 \otimes I_4 - \frac{1}{\alpha}O_3 - 4(O_1 + O_2) - (2 - \frac{1}{4\alpha})O_4,
\]

(3.39)

with \( \frac{1}{4} < \alpha \leq \frac{1}{3} \), which corresponds to the hyperplane (3.35). We claim that the \( W_\alpha \) and \( W'_\alpha \) are nd-EWs. To prove this, we introduce the following state

\[
\rho = a_1O_4 + a_2O_2 + a_3O_3 + a_4O_4
\]

(3.40)

in which \( a_i \geq 0, i = 1, 2, 3, 4 \) and \( a_1 + a_2 + a_3 + a_4 = 1 \). The PPT conditions for this state are \( a_1a_3 \geq a_2^2 \) and \( a_2 \geq a_4 \). The expectation values of \( W_\alpha \) and \( W'_\alpha \) with respect to the \( \rho \) are respectively

\[
Tr(W_\alpha \rho) = (a_1 - a_4)(1 - \frac{1}{4\alpha})
\]

(3.41)

and

\[
Tr(W'_\alpha \rho) = (a_3 - a_4)(1 - \frac{1}{4\alpha})
\]

(3.42)
As a special case of the state \((3.40)\), we consider the following state
\[
\varrho = \frac{\beta}{13 + \gamma} O_1 + \frac{\gamma}{13 + \gamma} O_2 + \frac{10 - \beta}{13 + \gamma} O_3 + \frac{3}{13 + \gamma} O_4
\] (3.43)
where \(0 \leq \beta \leq 10\) and \(\gamma\) is non-negative. It is PPT for \(1 \leq \beta \leq 9\) and \(\gamma \geq 3\) and not PPT for \(\beta < 1\), \(\beta > 9\) or \(\gamma < 3\). Taking the expectation values of \(W_{\alpha}\) and \(W'_{\alpha}\) with \(\varrho\) shows that \(\varrho\) is PPT entangled state for \(1 \leq \beta < 3\), \(7 \leq \beta \leq 9\) and \(\gamma \geq 3\). For \(0 \leq \beta < 1\) and \(9 < \beta \leq 10\), it is free entangled and for \(3 \leq \beta \leq 7\) and \(\gamma \geq 3\) we can not say anything about its separability. The EW corresponding to the hyperplane \((3.36)\) is
\[
W''_{\alpha} = I_4 \otimes I_4 - \frac{1}{\alpha} O_2 - 4(O_1 + O_3) - (2 - \frac{1}{4\alpha}) O_4
\] (3.44)
whose expectation value with the \(\varrho\) shows that it is free entangled for \(\gamma < 3\) and does not detect it in the PPT regime. Finally, the EW corresponding to the hyper-plane \((3.37)\) is
\[
W'''_{\alpha} = I_4 \otimes I_4 - 4(O_1 + O_2 + O_3) - \frac{1}{\alpha} O_4
\] (3.45)
For \(\alpha \in (-\infty, 0) \cup [1, \infty)\) it is always a positive operator and for \(\alpha = 0\), we have \(W'''_0 = O_4\) which is also a positive operator. To give a physical meaning for the EWs \(W_{\alpha}\) and \(W'_{\alpha}\) in detecting the entanglement of a state experimentally, from a measurement point of view, as in the previous section, these EWs should be decomposed into a sum of locally measurable operators. There exist following decompositions for \(W_{\alpha}\) and \(W'_{\alpha}\) as
\[
W_{\alpha} = \frac{24 \alpha - 3}{64 \alpha} I_4 \otimes I_4 + \frac{8 \alpha - 1}{32 \alpha} (\lambda_2 \otimes \lambda_2 - \lambda_1 \otimes \lambda_1 + \lambda_5 \otimes \lambda_5 - \lambda_4 \otimes \lambda_4 + \lambda_7 \otimes \lambda_7 - \lambda_6 \otimes \lambda_6 \\
+ \lambda_{10} \otimes \lambda_{10} - \lambda_9 \otimes \lambda_9 + \lambda_{12} \otimes \lambda_{12} - \lambda_{11} \otimes \lambda_{11} + \lambda_{14} \otimes \lambda_{14} - \lambda_{13} \otimes \lambda_{13}) + \frac{3}{32 \alpha} \lambda_3 \otimes \lambda_3 \\
+ \frac{16 \alpha + 5}{96 \alpha} \lambda_8 \otimes \lambda_8 + \frac{8 \alpha + 7}{96 \alpha} \lambda_{15} \otimes \lambda_{15} + \frac{\sqrt{2}(4\alpha - 1)}{16 \alpha} (\lambda_3 \otimes \lambda_8 - \lambda_8 \otimes \lambda_3) \\
+ \frac{\sqrt{2}(4\alpha - 1)}{12 \alpha} (\lambda_8 \otimes \lambda_{15} - \lambda_{15} \otimes \lambda_8) + \frac{\sqrt{6}(1 - 4\alpha)}{24 \alpha} (\lambda_{15} \otimes \lambda_3)
\] (3.46)
and
\[
W'_{\alpha} = \frac{24 \alpha' - 3}{64 \alpha'} I_4 \otimes I_4 + \frac{8 \alpha' - 1}{32 \alpha'} (\lambda_2 \otimes \lambda_2 - \lambda_1 \otimes \lambda_1 + \lambda_5 \otimes \lambda_5 - \lambda_4 \otimes \lambda_4 + \lambda_7 \otimes \lambda_7 - \lambda_6 \otimes \lambda_6
\]
\[ + \lambda_{10} \otimes \lambda_{10} - \lambda_9 \otimes \lambda_9 + \lambda_{12} \otimes \lambda_{12} - \lambda_{11} \otimes \lambda_{11} + \lambda_{14} \otimes \lambda_{14} - \lambda_{13} \otimes \lambda_{13} + \frac{3}{32\alpha'} \lambda_3 \otimes \lambda_3 \\
+ \frac{16\alpha'}{96\alpha'} \lambda_8 \otimes \lambda_8 + \frac{8\alpha'}{96\alpha'} \lambda_{15} \otimes \lambda_{15} + \frac{\sqrt{3}(4\alpha' - 1)}{48\alpha'}(3\lambda_8 \otimes \lambda_3 - \lambda_3 \otimes \lambda_8) \\
+ \frac{\sqrt{2}(4\alpha' - 1)}{24\alpha'}(2\lambda_{15} \otimes \lambda_8 - \lambda_8 \otimes \lambda_{15}) + \frac{\sqrt{6}(1 - 4\alpha')}{24\alpha'}(\lambda_3 \otimes \lambda_{15}), \tag{3.47} \]

where \( \lambda_i \)'s are the basis for the \( su(4) \) Lie algebra [20]. Therefore to measure the EWs \( W_\alpha \) and \( W_{\alpha'} \), Alice and Bob need twenty local measurement settings. At the end of the paper, it should be noted that in order to characterize entanglement properties of other PPT states in \( 3 \otimes 3 \) and \( 4 \otimes 4 \) systems, and for higher dimensional bipartite one, several efforts have been made elsewhere (see e.g. [21, 22, 23]).

4 Conclusions

We have constructed new sets of EWs for the \( 3 \otimes 3 \) systems analytically and for the \( 4 \otimes 4 \) ones numerically. These witnesses are able to detect entanglement of some states in PPT regime. It has been shown that the existence of such EWs directly depends on the existence of a plane or a hyperplane as an exact boundary of the feasible region for the \( 3 \otimes 3 \) and \( 4 \otimes 4 \) systems respectively. The intersections of the plane or hyperplane with other boundaries of the feasible region are line segments or restricted planes respectively. As described, the rotation of the plane or hyperplane around the line segments or restricted planes in the allowed range leaves them in contact with, without intersecting, the related feasible region at the mentioned line segments or restricted planes. This situation, in fact, is due to the non-differentiability of the boundaries of the feasible region at the intersections. In this way, we obtain an infinite number of EWs. The approach can be generalized to the \( n \otimes n \) systems. To this aim, one can choose the operators \( O_1 = \frac{1}{n} \sum_{i=0}^{n-1} (I_n \otimes S)|ii\rangle\langle ii|(I_n \otimes S^\dagger) \), \( O_2 = \frac{1}{n} \sum_{i=0}^{n-1} (I_n \otimes S^2)|ii\rangle\langle ii|(I_n \otimes S^{2\dagger}) \), ..., \( O_{n-1} = \frac{1}{n} \sum_{i=0}^{n-1} (I_n \otimes S^{(n-1)})|ii\rangle\langle ii|(I_n \otimes S^{(n-1)\dagger}) \) and \( O_n = |\psi\rangle\langle \psi| \) as a basis for constructing EWs where \( S \) is the shift operator. Therefore, it is expected that there exists a hyperplane as an exact boundary of the feasible region of the form \( n(p_1 + p_2 + p_3 + \cdots + p_{n-1}) + p_n = 1. \)

The existence of such hyperplane motivates us to construct similar witnesses as constructed for the
If such witnesses are constructed, they will detect the entanglement of the generalized Horodecki state, i.e. $\rho = \sum_{i=1}^{n} a_i O_i$, in the PPT regime.

### Table 1: The product states and coordinates of vertices for $3 \otimes 3$ EWs.

| $P_1$ | $P_2$ | $P_3$ | Product state |
|-------|-------|-------|---------------|
| $\frac{1}{3}$ | 0 | 0 | $\begin{pmatrix} 1 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix}$ |
| 0 | $\frac{1}{3}$ | 0 | $\begin{pmatrix} 1 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix}$ |
| 0 | 0 | $\frac{1}{3}$ | $\begin{pmatrix} 1 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ |
| $\frac{1}{9}$ | $\frac{1}{9}$ | $\frac{1}{3}$ | $\frac{1}{\sqrt{3}} \begin{pmatrix} 1 \\ 1 \end{pmatrix} \otimes \frac{1}{\sqrt{3}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}$ |
| $\frac{1}{48}$ | $\frac{3}{16}$ | $\frac{1}{4}$ | $\frac{1}{2} \begin{pmatrix} \sqrt{3} \\ 1 \end{pmatrix} \otimes \frac{1}{2} \begin{pmatrix} 1 \\ \sqrt{3} \end{pmatrix}$ |
| $\frac{1}{192}$ | $\frac{49}{192}$ | $\frac{7}{48}$ | $\frac{1}{4} \begin{pmatrix} \sqrt{3} \\ \sqrt{3} \end{pmatrix} \otimes \frac{1}{4} \begin{pmatrix} 1 \\ \sqrt{3} \end{pmatrix}$ |
| $\frac{3}{64}$ | $\frac{25}{192}$ | $\frac{5}{16}$ | $\frac{1}{4} \begin{pmatrix} \sqrt{3} \\ \sqrt{3} \end{pmatrix} \otimes \frac{1}{4} \begin{pmatrix} 1 \\ \sqrt{3} \end{pmatrix}$ |
| $\frac{1}{12}$ | $\frac{1}{8}$ | $\frac{1}{9}$ | no product |
| $\frac{3}{16}$ | $\frac{1}{16}$ | $\frac{1}{4}$ | $\frac{1}{2} \begin{pmatrix} 0 \\ \sqrt{3} \end{pmatrix} \otimes \frac{1}{2} \begin{pmatrix} \sqrt{3} \\ 1 \end{pmatrix}$ |
| $\frac{49}{192}$ | $\frac{1}{192}$ | $\frac{7}{48}$ | $\frac{1}{4} \begin{pmatrix} \sqrt{3} \\ \sqrt{3} \end{pmatrix} \otimes \frac{1}{4} \begin{pmatrix} 1 \\ \sqrt{3} \end{pmatrix}$ |
| $\frac{25}{192}$ | $\frac{3}{64}$ | $\frac{5}{16}$ | $\frac{1}{4} \begin{pmatrix} \sqrt{3} \\ \sqrt{3} \end{pmatrix} \otimes \frac{1}{4} \begin{pmatrix} 1 \\ \sqrt{3} \end{pmatrix}$ |
| $\frac{1}{8}$ | $\frac{1}{12}$ | $\frac{1}{3}$ | no product |
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