Ω-BOUNDS FOR THE PARTIAL SUMS OF SOME MODIFIED DIRICHLET CHARACTERS

MARCO AYMONE

ABSTRACT. We consider the problem of Ω bounds for the partial sums of a modified character, i.e., a completely multiplicative function $f$ such that $f(p) = \chi(p)$ for all but a finite number of primes $p$, where $\chi$ is a primitive Dirichlet character. We prove that in some special circumstances, $\sum_{n \leq x} f(n) = \Omega((\log x)^{|S|})$, where $S$ is the set of primes $p$ where $f(p) \neq \chi(p)$. This gives credence to a corrected version of a conjecture of Klurman et al., Trans. Amer. Math. Soc., 374 (11), 2021, 7967–7990. We also compute the Riesz mean of order $k$ for large $k$ of a modified character, and show that the Diophantine properties of the irrational numbers of the form $\log p/\log q$, for primes $p$ and $q$, give information on these averages.

1. Introduction.

A quite simple statement about a completely multiplicative function, and that was proved only recently, is that no matter how we choose the values $f(p)$ at primes $p$ on the unit circle, we will always end up with a completely multiplicative function whose partial sums are unbounded, i.e.,

$$\limsup_{x \to \infty} \left| \sum_{n \leq x} f(n) \right| = \infty.$$

This result was proved in 2015 by Tao [8] in the context of the Erdős discrepancy problem. Dirichlet characters play an important role in the Erdős discrepancy Theory: The non-principal characters $\chi$ are completely multiplicative and have bounded partial sums. But of course they are not a counterexample to the result of Tao since they vanish at a finite subset of primes. However, they seem to be extremal in discrepancy theory due to the following fact: Up to this date, the known example of a completely multiplicative $f$ with $|f| = 1$ whose partial sums have the lowest known fluctuation is obtained by adjusting a non-principal character $\chi$ at the primes $p$ where $\chi(p) = 0$. For instance (see Borwein-Choi-Coons [2]) we can take the non-principal character mod 3, say $\chi_3$, and define $f(3) = \pm 1$ and $f(p) = \chi_3(p)$ for all the other primes. The partial sums up to $x$ of this modification of $\chi_3$ are $\ll \log x$.

1A function $f : \mathbb{N} \to \mathbb{C}$ is completely multiplicative if $f(nm) = f(n)f(m)$ for all positive integers $n$ and $m$, and hence, such functions are determined by its values at primes.

2Dirichlet characters of modulus $q$, often denoted by $\chi$, are $q$-periodic completely multiplicative functions such that $\chi(n) = 0$ whenever $\gcd(n, q) > 1$. 
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Going further, we define:

**Definition 1.1** (Modified characters). We say that $f : \mathbb{N} \to \{ z \in \mathbb{C} : |z| \leq 1 \}$ is a modified character if $f$ is completely multiplicative, and if there is a Dirichlet character $\chi$ and a finite subset of primes $S$ such that:

1. For all primes $p \in S$, $f(p) \neq \chi(p)$.
2. For all primes $p \notin S$, $f(p) = \chi(p)$.

In this case we also say that $f$ is a modification of $\chi$ with modification set $S$.

One can easily show (see [1] for a proof using a Tauberian result) that for a modified character we have

$$\sum_{n \leq x} f(n) \ll (\log x)^{|S|}.$$  

A very open question concerns $\Omega$ bounds for the partial sums of such modifications.

The first treatment to such an $\Omega$ bound is due to Borwein-Choi-Coons [2] where they considered the case $|S| = 1$ and showed that for a quadratic Dirichlet character $\chi$ with prime modulus $q$, if we set $f(p) = \chi(p)$ for all primes except at $q$, where $f(q) = 1$, then the partial sums

$$\sum_{n \leq x} f(n) = \Omega(\log x).$$

Later, Klurman et al. [6], among other results, proved a stronger form of Chudakov’s conjecture [5], and also conjectured that the partial sums of a modified character $f$ are actually $\Omega((\log x)^{|S|})$. Their Corollary 1.6 states that the partial sums are $\Omega(\log x)$ if the set of modifications $S$ is finite and for at least one prime $p \in S$, $|f(p)| = 1$. Their proof is correct when the Dirichlet character is primitive, but this statement is not true for all characters. This is because, if we modify a non-primitive character $\chi$ at a prime $r$ where $\chi(r) = 0$, then there are circumstances where the modification $f$ might end up in another character with smaller modulus. Therefore, we restate their conjecture in the following form.

**Conjecture 1.1.** Let $f$ be a modification of a primitive Dirichlet character $\chi$. Assume that for each prime $p$ in the set of modifications $S$ we have $|f(p)| = 1$. Then

$$\sum_{n \leq x} f(n) = \Omega((\log x)^{|S|}).$$

The first result of this paper gives credence to this conjecture by showing that it is true in some very special circumstances.
Corollary 1.1. Let $f$ be a modification of a primitive Dirichlet character $\chi$ such that $\chi(-1) = -1$. If for each prime $p$ in the set of modifications $S$ we have $f(p) = +1$, then

$$\sum_{n \leq x} f(n) = \Omega((\log x)^{|S|}).$$

The result above is a direct consequence of the slightly more general Theorem below.

Theorem 1.1. Let $f$ be a modification of a primitive Dirichlet character $\chi$ such that for each prime $p$ in the set of modifications $S$, $|f(p)| = 1$. Let

$$T = \sum_{\substack{p \in S \atop f(p) = 1}} 1 - \sum_{\substack{p \in S \atop \chi(p) = 1}} 1.$$

Let

$$N = \begin{cases} \max\{0, T\}, & \text{if } \chi(-1) = -1, \\ \max\{0, T - 1\}, & \text{if } \chi(-1) = 1. \end{cases}$$

Then

$$\sum_{n \leq x} f(n) = \Omega((\log x)^N).$$

One of the reasons behind the result above is that the Dirichlet series of $f$, say $F(s)$, can be written as

$$F(s) = \left(\prod_{p \in S} \frac{1 - \chi(p)}{1 - \frac{f(p)}{p^s}}\right) L(s, \chi),$$

and the proof consists in analyzing the behaviour of $F(s)$ as $s \to 0^+$, and hence, the functional equation for $L(s, \chi)$ is important here.

1.1. Riesz means and irrationality of the numbers $\log p/\log q$. Another way to measure the mean behaviour of a sequence $(f(n))_n$ is by its Riesz means. The Riesz mean of order 1 is defined as

$$R_1(x) := \sum_{n \leq x} f(n) \log(x/n).$$

After partial summation it is not difficulty to see that $R_1(x)$ is equal to $\log x$ times the logarithmic average of $\sum_{n \leq x} f(n)$:

$$R_1(x) = \log x \times \frac{1}{\log x} \int_1^x \left(\sum_{n \leq t} f(n)\right) \frac{dt}{t}.$$

Therefore, it may regarded as a smooth average of $f(n)$.

Going further, we can define (see the book of Montgomery and Vaughan [7]) the Riesz mean of order $k$:
\[ R_k(x) := \frac{1}{k!} \sum_{n \leq x} f(n)(\log(x/n))^k. \]

It is not difficult to see that \( \Omega \) results for \( R_k(x) \) transfer to the classical partial sums, as upper bounds for the classical partial sums transfer to \( R_k(x) \).

In our next result we were able to compute with precision the Riesz mean of order \( k \) of a modified character, which allows us to say that the exponent \( N \) in Theorem 1.1 is optimal in the Riesz mean context.

**Theorem 1.2.** Let \( f \) be a modification of a primitive Dirichlet character \( \chi \) such that for each prime \( p \) in the set of modifications \( S \), \( f(p) \) is a root of unity. Let \( T \) be as in Theorem 1.1 and

\[
M = \begin{cases} 
T, & \text{if } \chi(-1) = -1, \\
T - 1, & \text{if } \chi(-1) = 1.
\end{cases}
\]

Then there exists a constant \( \gamma > 0 \) such that for all integers \( k \geq 10 + \gamma(|S| + 1) \max_{p \in S}(\log p)^2 \), as \( x \to \infty \)

\[
\sum_{n \leq x} f(n)(\log x/n)^k = \begin{cases} 
P(\log x) + O(1), & \text{if } M + k \geq 1, \\
O(1), & \text{if } M + k \leq 0,
\end{cases}
\]

where in the case that \( M + k \geq 1 \), \( P(x) \) is a polynomial of degree \( M + k \) with leading coefficient \( a_{M+k} \) given by

\[
a_{M+k} = c_\chi \frac{k!}{(M + k)!} \left( \prod_{p \in S, f(p) = 1} \frac{1 - \chi(p)}{\log p} \right) \left( \prod_{p \in S, \chi(p) = 1} \frac{\log p}{1 - f(p)} \right) \left( \prod_{p \in S, \chi(p) \neq 1} \frac{1 - \chi(p)}{1 - f(p)} \right),
\]

where

\[
c_\chi = \begin{cases} 
L(0, \chi), & \text{if } \chi(-1) = -1, \\
L'(0, \chi), & \text{if } \chi(-1) = 1.
\end{cases}
\]

It is not difficult to see that if \( \sum_{n \leq x} a_n \sim (\log x)^N \), then the Riesz mean of order \( k \) of this sequence is asymptotically equal to a polynomial \( P(\log x) \) of degree \( N + k \). Therefore, the result above says that Theorem 1.1 is optimal in the Riesz mean context.

From an analytic point of view, the Riesz mean behaves more or less as the Césaro mean, and in the context of modified characters, Duke and Nguyen \[4\] considered the content of Theorem 1.2 in the case that \( |S| = 1 \). Their results allowed them to state that there exists a \( \pm 1 \) completely multiplicative function with bounded Césaro “discrepancy”, in contrast with the infinite discrepancy of Tao \[8\]. Our result above treats the case \( |S| > 1 \). The new problem that didn’t appear in the case \( |S| = 1 \), is that each Euler factor in (2) produces a periodic
sequence of simple poles at the line \( \text{Re}(s) = 0 \). The contribution of these simple poles to a Perron integral of the corresponding Riesz mean is roughly at most
\[
\sum_{q \in \mathcal{S}} \sum_{n=1}^{\infty} \frac{1}{n^k} \prod_{p \in \mathcal{S} \setminus \{q\}} \left| 1 - \exp \left( \frac{2\pi i n \log p}{\log q} \right) \right|^{-1}.
\]
The convergence of this sum is, therefore, connected to the problem of how well the numbers \( \log p / \log q \) can be approximated by rational numbers.

A parameter of irrationality of an irrational number \( \alpha \) is the exponent \( \mu(\alpha) \) defined as the infimum over the real numbers \( \eta \) such that the inequality
\[
\left| \frac{a}{b} - \alpha \right| \leq \frac{C(\eta)}{b^\eta}
\]
admits only a finite number of rational solutions \( a/b \) with \( b \geq 1 \), where \( C(\eta) \) is a constant that depends only on \( \eta \) and the irrational number \( \alpha \). A classical result of Dirichlet is that \( \mu(\alpha) \geq 2 \) for all irrational numbers \( \alpha \), and this inequality is optimal for almost all irrational numbers, with respect to the Lebesgue measure.

In our case, the irrationality of the numbers \( \log p / \log q \) can be treated by Baker’s theory of linear forms in logarithms, and we actually have by Theorem 1.1 of Bugeaud [3] (see also the references therein) the following Lemma.

Lemma 1.1. Let \( p \) and \( q \) be distinct prime numbers. Then there exists a constant \( \gamma > 0 \) that does not depend on \( p \) and \( q \) such that, for \( \mu = \gamma \log p \log q \), there is a constant \( C = C(p, q) \) such that the inequality
\[
\left| \frac{a}{b} - \frac{\log p}{\log q} \right| < \frac{C}{b^{\mu+1}}
\]
is satisfied only for a finite number of rational numbers \( a/b \), with \( b \geq 1 \).

1.2. Structure of the paper. In some instances we assume that the reader is familiar with tools from Analytic Number Theory. In section 2 we state the four main notations used in this paper, then we quickly proceed with proofs in section 3. We then conclude with some simulations at the end.

2. Notation

We use the standard notation
\begin{enumerate}
\item \( f(x) \ll g(x) \) or equivalently \( f(x) = O(g(x)) \);
\item \( f(x) = o(g(x)) \);
\item \( f(x) = \Omega(g(x)) \);
\end{enumerate}
(4) \( f(x) \sim g(x) \).

1) is used whenever there exists a constant \( C > 0 \) such that \( |f(x)| \leq C|g(x)| \), for all \( x \) in a set of numbers. This set of numbers when not specified is the real interval \([L, \infty] \), for some \( L > 0 \), but also there are instances where this set can accumulate at the right or at the left of a given real number, or at complex number. Sometimes we also employ the notation \( \ll \epsilon \) or \( O(\epsilon) \) to indicate that the implied constant may depends in \( \epsilon \).

In case 2), we mean that \( \lim_{x \to \infty} f(x)/g(x) = 0 \). When not specified, this limit is as \( x \to \infty \) but also can be as \( x \) approaches any complex number in a specific direction.

In case 3), we say that \( \limsup_x |f(x)|/|g(x)| > 0 \), where the limit can be taken as in the case 2).

In the last case 4), we mean that \( f(x) = (1 + o(1))g(x) \).

3. PROOFS

3.1. Proof of Theorem 1.1

Proof of Theorem 1.1. Let \( f, \chi \) and \( S \) be as in the statement of Theorem 1.1. Then, the Dirichlet series of \( f \) can be written as follows:

\[
F(s) := \sum_{n=1}^{\infty} \frac{f(n)}{n^s} = \prod_{p \in S} \frac{1 - f(p)p^{-s}}{1 - \frac{f(p)}{p^s}} \prod_{p \not\in S} \frac{1 - \frac{\chi(p)}{p^s}}{1 - \chi(p)p^{-s}} = \left( \prod_{p \in S} \frac{1 - \frac{\chi(p)}{p^s}}{1 - \frac{f(p)}{p^s}} \right) L(s, \chi).
\]

Now observe that for the primes \( p \in S \) such that \( f(p) = +1 \), we have that \( \chi(p) \neq 1 \), and hence, the Euler factor corresponding to this prime in the Euler product above contributes with a simple pole at \( s = 0 \). Similarly, for \( p \in S \) with \( \chi(p) = 1 \), we have that \( f(p) \neq 1 \), and hence, the Euler factor corresponding to this prime in the Euler product above contributes with simple zero at \( s = 0 \). In the other cases, the Euler factor is a regular and non-vanishing function at \( s = 0 \). Therefore, as \( s \to 0 \), we have that

\[
\prod_{p \in S} \frac{1 - \frac{\chi(p)}{p^s}}{1 - \frac{f(p)}{p^s}} \gg \frac{1}{|s|^T},
\]

where \( T \) is as in Theorem 1.1.

Now, recall that we define \( N = \max\{0, T\} \) if \( \chi(-1) = -1 \), otherwise, if \( \chi(-1) = 1 \), \( N = \max\{0, T - 1\} \). If \( N = 0 \), then there is nothing to prove since the statement of Theorem
becomes trivial. We therefore assume \( N \geq 1 \). We begin by recalling the functional equation for \( L(s, \chi) \) (see for instance the book [7], Corollary 10.9, pg. 333):

\[
L(s, \chi) = \varepsilon(\chi)L(1-s, \bar{\chi})2^s\pi^{s-1}q^{1/2-s}\Gamma(1-s)\sin\left(\frac{\pi}{2}(s+\kappa)\right),
\]

where: \(|\varepsilon(\chi)| = 1\), \( \Gamma \) is the classical gamma function and \( \kappa = 0 \) if \( \chi(-1) = 1 \), \( \kappa = 1 \) if \( \chi(-1) = -1 \).

By this functional equation, and the fact that \( L(1, \chi) \neq 0 \) for all \( \chi \), we immediately see that \( L(0, \chi) \neq 0 \) in the situation that \( \chi(-1) = -1 \), and, otherwise, has a simple zero coming from the sine function at \( s = 0 \) in the situation that \( \chi(-1) = 1 \).

Therefore, as \( s \to 0 \), we have that \( |F(s)| \gg \frac{1}{|s|^\sigma} \) in the situation that \( \chi(-1) = -1 \), and \( |F(s)| \gg \frac{1}{|s|^\sigma-1} \) in the situation that \( \chi(-1) = +1 \).

Now, in order to complete the proof we will require the following Lemma:

**Lemma 3.1.** Let \( \alpha \geq 0 \) and \( \Gamma \) the classical Gamma function. Then, for all \( \sigma > 0 \):

\[
I(\sigma, \alpha) := \int_1^\infty \frac{(\log x)^\alpha}{x^{1+\sigma}} = \frac{\Gamma(\alpha + 1)}{\sigma^{1+\alpha}}.
\]

We continue with the proof of Theorem 1.1 and postpone the proof of the Lemma above to the end.

We recall that \( F(s) \) can be written as the following Mellin transform of \( \sum_{n \leq x} f(n) \) valid for \( \text{Re}(s) > 1 \):

\[
F(s) = s \int_1^\infty \left( \sum_{n \leq x} f(n) \right) \frac{dx}{x^{1+s}}.
\]

By the bound [1], this formula actually holds for all \( \text{Re}(s) > 0 \). Therefore

\[
\frac{|F(\sigma)|}{\sigma} \leq \int_1^\infty \left| \sum_{n \leq x} f(n) \right| \frac{dx}{x^{1+\sigma}}.
\]

Now, if \( \chi(-1) = -1 \), we have that

\[
\frac{1}{\sigma^{N+1}} \ll \int_1^\infty \left| \sum_{n \leq x} f(n) \right| \frac{dx}{x^{1+\sigma}},
\]

and hence, by Lemma 3.1, the partial sums \( \sum_{n \leq x} f(n) \) cannot be \( o((\log x)^N) \), otherwise the integral would be \( o(1/\sigma^{N+1}) \). Similarly, we obtain same conclusions in the case that \( \chi(-1) = +1 \), and this completes the proof of the Theorem. \( \square \)
Proof of Lemma 3.1. We begin by making the change $u = \log x$. Then

$$I(\sigma, \alpha) = \int_{0}^{\infty} \frac{u^\alpha}{e^{u\sigma}} du.$$ 

Now we make another substitution: $v = \sigma u$. This leads to

$$I(\sigma, \alpha) = \frac{1}{\sigma^{1+\alpha}} \int_{0}^{\infty} v^\alpha e^v dv,$$

and this completes the proof. \hfill \Box

3.2. Proof of Theorem 1.2.

Proof of Theorem 1.2. We have that (see the book [7], pg. 143)

$$\sum_{n \leq x} f(n)(\log x/n)^k = \frac{k!}{2\pi i} \int_{2-i\infty}^{2+i\infty} \frac{F(s)x^s}{s^{k+1}} ds.$$ 

Now, for $X > 0$

$$\int_{2-i\infty}^{2+i\infty} \frac{F(s)x^s}{s^{k+1}} ds = \int_{2-iX}^{2+iX} \frac{F(s)x^s}{s^{k+1}} ds + O(x^2/X^k).$$

Let $R_X$ be the rectangle with vertices $2 - iX, 2 + iX, -1 + iX$ and $-1 - iX$. By formula (2), we see that $F$ has a meromorphic continuation to $\mathbb{C}$ with poles only at the line $\text{Re}(s) = 0$. Actually, recalling the definition of $M$ in Theorem 1.2 as we will show below, $F$ has a pole of order $\max\{0, M\}$ at $s = 0$ (by a pole of order 0 we mean without a pole), and another simple pole at this line. For a fixed $p \in S$, we have a periodic sequence of simple poles related to this prime whenever for real $t$

$$1 - f(p)p^{-it} = 0.$$ 

Since each $f(p)$ is a root of unity by assumption, there are coprime positive integers $1 \leq a_p \leq b_p$ with $f(p) = \exp(2\pi i a_p/b_p)$. Hence, the simple poles attached to $p$ have the form

$$it_p(n) := \frac{2\pi i}{\log p} (n + a_p/b_p), \ n \in \mathbb{Z}.$$ 

By the Cauchy residue Theorem, $1/2\pi i$ times the integral of $k!F(s)x^s/s^{k+1}$ along $\partial R_X$, provided that $F(s)$ is regular at $s = \pm iX$, is equal to

$$\text{Res} \left( \frac{k!F(s)x^s}{s^{k+1}}, s = 0 \right) + \sum_{p \in S} \sum_{-X \leq t_p(n) \leq X \atop t_p(n) \neq 0} \text{Res} \left( \frac{k!F(s)x^s}{s^{k+1}}, s = it_p(n) \right).$$
Now we will compute the first residue at 0 above. Observe that \(1 - p^{-s} \sim s \log p\) as \(s \to 0\).

Let \(a_{M+k}\) be as in Theorem 1.2. By the Euler product formula (2) for \(F(s)\), we have as \(s \to 0\)

\[
k!F(s) \sim k! L(s, \chi) \left( \prod_{p \in S \atop f(p) = 1} \frac{1 - \chi(p)}{\log p} \right) \left( \prod_{p \in S \atop \chi(p) = 1} \frac{s \log p}{1 - f(p)} \right) \left( \prod_{p \in S \atop f(p), \chi(p) \neq 1} \frac{1 - \chi(p)}{1 - f(p)} \right)
\]

\[
\sim \frac{(M + k)! a_{M+k}}{c_\chi s^T} L(s, \chi),
\]

where \(T\) and \(c_\chi\) are as in Theorem 1.2.

When \(\chi(-1) = -1\), \(L(s, \chi) \sim L(0, \chi)\), and when \(\chi(-1) = 1\), \(L(s, \chi) \sim s L'(0, \chi)\). Therefore, as \(s \to 0\) we have

\[
F(s) \sim \frac{a_{M+k}(M + k)!}{s^M}.
\]

Finally, when \(M + k \geq 1\), we have that \(\text{Res} \left( \frac{k! F(s) x^s}{s^{k+1}}, s = 0 \right)\) is the claimed polynomial \(P(\log x)\) with degree \(M + k\) and with leading coefficient \(a_{M+k}\), and when \(M + k \leq 0\) this residue is \(O(1)\).

Now we are going to show that the contribution of the simple poles at \(\text{Re}(s) = 0\) is at most \(O(1)\) as \(x \to \infty\) in the claimed range of \(k\). By formula (2), for a fixed prime \(p \in S\)

\[
\sum_{-X \leq \text{tp}(n) \leq X \atop \text{tp}(n) \neq 0} \text{Res} \left( F(s) \frac{x^s}{s^{k+1}}, s = \text{it}_p(n) \right)
\]

\[
\ll_p \sum_{n \in \mathbb{Z} \setminus \{0\}} \frac{1}{|n|^{k+1}} |L(it_p(n), \chi)| \prod_{q \in S \atop q \neq p} |1 - f(q)q^{-it_p(n)}|^{-1}.
\]

Now we claim that the product inside the sum above is, except for a finite number of \(n\), \(\ll n^{(\gamma \max_{p \in S}(\log p)^2 + 1)(|S| + 1)}\), for some constant \(\gamma > 0\).

**Proof of the claim.** Observe that:

\[
1 - f(q)q^{-it_p(n)} = 1 - \exp \left( 2\pi i a_q / b_q - 2\pi i \frac{\log q}{\log p} (n + a_p / b_p) \right)
\]

\[
= 1 - \exp \left( 2\pi i (n + a_p / b_p) \left( \frac{a_q}{b_q (n + a_p / b_p)} - \frac{\log q}{\log p} \right) \right)
\]

\[
:= 1 - \exp(2\pi i \alpha_{p,q}(n)).
\]

Let \(\|\alpha_{p,q}(n)\|\) be the distance from \(\alpha_{p,q}(n)\) to the nearest integer. Then the function

\[
\frac{1 - \exp(2\pi i \alpha_{p,q}(n))}{\|\alpha_{p,q}(n)\|}
\]
is bounded away from 0, and hence

\[ |1 - \exp(2\pi i \alpha_{p,q}(n))|^{-1} \ll \frac{1}{\|\alpha_{p,q}(n)\|}. \]

Now, by writing \( \alpha_{p,q}(n) = l_{p,q}(n) + \epsilon_{p,q}(n) \), where \( l_{p,q}(n) \) is an integer and \(-1/2 \leq \epsilon_{p,q}(n) \leq 1/2\), we see that

\[
\|\alpha_{p,q}(n)\| = |\epsilon_{p,q}(n)| = \left| \frac{1}{n} - l_{p,q}(n) \right| \approx p,q \frac{1}{|n|^2},
\]

where the last bound holds for all but a finite number of integers \( n \), due to Lemma 1.1, and this proves the claim.

Before we continue, we recall estimates for \( L(s,\chi) \) in the \( t \)-aspect. The functional equation and estimates for the \( \Gamma \) function give that for real \( t \to \infty \) (see, for example, Corollary 10.10, pg. 334 of [7])

\[ |L(it,\chi)| \ll \sqrt{t} |L(1-it,\overline{\chi})|. \]

On the other hand, for non-principal \( \chi \) (see Lemma 10.15 of [7], pg. 350), as \( t \to \infty \), we have that

\[ L(1 \pm it,\chi) \ll \chi \log(|t| + 1). \]

Now, going back to the contribution of the simple poles, these last estimates give that the series

\[
\sum_{n \in \mathbb{Z} \setminus \{0\}} \frac{1}{\sqrt{|n|}} |L(it_p(n),\chi)| \prod_{q \in S, q \neq p} |1 - f(q)q^{-it_p(n)}|^{-1}
\]

is absolutely convergent in the claimed range of \( k \), and so, this contribution is at most \( O(1) \).

To complete the proof, by combining the classical estimates for the Gamma function with (2) and the functional equation (3), the integral

\[
\int_{-1-iX}^{-1+iX} \int_{-1-iX}^{1+iX} \frac{F(s)x^s}{s^{|k|+1}} ds \ll 1/x.
\]

Further, since the number of simple poles of \( F(s) \) up to height \( X \) is \( \ll X \), there is a fixed \( \delta > 0 \) and an infinite number of points \( X_j \to \infty \) such that the distance between \( \pm iX_j \) and each one of these simple poles is at least \( \delta/2 \). On the other hand, in the Euler product representation of \( F(it) \), we have that each Euler factor corresponding to a prime \( p \in S \) is \( \ll |1 - f(p)p^{-it}|^{-1} \), and this last function is periodic as a function of \( t \), and except at the poles, it is a continuous
function. Therefore, each of this Euler factors at the points $\pm iX_j$ are $O_\delta(1)$ provided that $\pm iX_j$ are $\delta/2$-distant from the poles of $(1-f(p)p^{-it})^{-1}$. Hence, along the lines $I_\pm = [-1 \pm iX_j, 2 \pm iX_j]$, we have that

$$\int_{I_\pm} \frac{F(s)x^s}{s^{k+1}} ds \ll \frac{x^2}{X_j}.$$ Then we obtain the claimed result by making $X_j \to \infty$. □

4. SOME SIMULATIONS

Here we make some simulations with the non-principal Dirichlet character $\chi$ with modulus 3, i.e.,

$$\chi(n) = \begin{cases} 1, & \text{if } n \equiv 1 \mod 3, \\ -1, & \text{if } n \equiv 2 \mod 3, \\ 0, & \text{otherwise.} \end{cases}$$

For the first primes we have:

| $p$ | 2 | 3 | 5 | 7 | 11 | 13 | 17 | 19 |
|-----|---|---|---|---|----|----|----|----|
| $\chi(p)$ | -1 | 0 | -1 | 1 | -1 | 1 | -1 | 1 |

In Figure 1 we consider four modifications where we turn the values $\chi(p) = -1$ to $+1$, for four primes $p$. In this case, if $N$ is as in Theorem 1.1 we have that $N = 4$. In Figure 2 we consider five modifications, but $N = 3$, and in Figure 3 we also consider four modifications, but $N = 0$.

**Figure 1.** A case where $N = 4$. In blue we plot the partial sums of $f$, where $f$ is the modification of $\chi$ such that $f(2) = f(3) = f(5) = f(11) = +1$. 
Figure 2. A case where $N = 3$ with five modifications. In blue we plot the partial sums of $f$, where $f$ is the modification of $\chi$ such that $f(2) = f(3) = f(5) = f(11) = +1$ and $f(7) = -1$.

Figure 3. A case where $N = 0$ with four modifications. In blue we plot the partial sums of $f$, where $f$ is the modification of $\chi$ such that $f(3) = f(7) = f(13) = f(19) = -1$.
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