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1 INTRODUCTION

Supermassive black holes (SMBHs) are believed to reside at the center of most massive galaxies (e.g., Kormendy & Ho 2013; Hachnelt & Kauffmann 2002), with the formation of SMBH binaries (SMBHBs) occurring as a natural by-product within the current hierarchical galaxy-growth paradigm (Begelman et al. 1980). Despite significant efforts, unambiguous evidence of SMBHBs at sub-parsec separations remains elusive. Yet once found, they will significantly constrain models of galaxy formation and evolution (e.g., Hopkins et al. 2005b,a), massive black-hole growth, and the final-parsec dynamical interactions of massive black holes before coalescence (Milosavljević & Merritt 2001; Yu 2002; Colpi 2014; Khan et al. 2016; Ryu et al. 2018; Goicovic et al. 2018; Muñoz et al. 2020; Taylor et al. 2017; Chen et al. 2019).

In general, the coalescence of two SMBHs after a galaxy merger can be categorized into three stages: (i) a dynamical friction stage, where the cores of the merging galaxies sink within the common remnant, bringing the SMBHs to within ~ 1 pc of each other; (ii) binary hardening via stellar loss-cone scattering, circumbinary disk interactions, and three-body encounters in the sub-parsec regime; and (iii) binary inspiral through gravitational wave (GW) emission in the ~ milli-parsec regime. Throughout these stages, both widely-separated pairs and bound systems may produce a variety of observable signatures. When the separation of the pair of SMBHs is of order kiloparsecs, the system can be observed as a dual active galactic nucleus (AGN) (e.g., Comerford et al. 2015). As the system’s separation tightens, it becomes more challenging to individually resolve both radio cores. The smallest separation system that has been directly resolved into its two components is ~ 7 pc (Rodriguez et al. 2006). At smaller separations, particularly the milli-parsec regime where GW emission may be detectable, more indirect methods are used to attempt to find SMBHBs.

Pulsar Timing Arrays (PTAs) search for ~ 1 – 100 nHz-frequency GW emission from milli-parsec–separated SMBHBs, where the measurable influence corresponds to correlated timing deviations across widely separated pulsars in the Milky Way. Current leading organizations include the North American Nanohertz Observatory for Gravitational waves (NANOGrav, Ransom et al. (2019)), the European Pulsar Timing Array (EPTA, Desvignes et al. (2016)), the Parkes Pulsar Timing Array (PPTA, Kerr et al. (2020)), and the Indian Pulsar Timing Array (InPTA), all of which constitute the International Pulsar Timing Array (IPTA, Perera et al. (2019)). The IPTA (and regional PTAs that comprise it), as well as other emerging PTAs and radio-telescope programs (e.g., the Chinese PTA, CHIME/PTA, MeerTIME, etc.) are expected to detect a stochastic GW background within the next several years, and individual binaries by the end of the 2020s (Taylor et al. 2016; Pol et al. 2021; Kelley et al. 2017, 2018; Mingarelli et al. 2017). While no GW detection has yet been made, PTAs have placed informative constraints on the presence and properties of SMBHBs within the local Universe. For example, the NANOGrav 11 year dataset was recently used to constrain the mass ratio of putative binaries in 216 local galaxies (Arzoumanian et al. 2021).
Significant progress also has been made in indirectly identifying SMBHBs using large optical time-domain surveys that search for periodically varying quasars. Graham et al. (2015b,a) reported 111 binary black hole candidates from 243500 quasar optical variability analysis based on the Cataline Real-time Transient Survey (CRTS). Charisi et al. (2016) identified 33 binary candidates out of 35383 quasar periodicity searches in the Palomar Transient Factor (PTF) data. Liu et al. (2015) claimed one periodic candidate using photometric data from the Pan-STARRS1 Medium Deep Survey, which has since proven to be insignificant in an extended analysis (Liu et al. 2016). Liu et al. (2019) further searched over ~9000 quasars and reported one candidate. Chen et al. (2020) reported five candidates from a systematic searches of Dark Energy Survey Supernova (DES-SN) fields and the Sloan Digital Sky Survey Stripe 82 (SDSS-S82). Though many SMBHB candidates are reported, their validity remains uncertain (Vaughan et al. 2018; Sesana et al. 2018; Zhu & Thrane 2020).

Several factors impose challenges to identifying SMBHBs in timeseries analyses, including, e.g., data quality, noise, and insufficient dataset length. Due to the stochastic behavior of normal quasar variability, it is possible that individual quasars can be mis-identified as periodic binary candidates (Vaughan et al. 2016). Even if a binary were present, intrinsic quasar variability renders it more challenging to tease out underlying periodic signals, and frequent false-positive detections are expected (Witt et al. 2021). Similar challenges exist in pulsar-timing analyses, where pulsar intrinsic red noise can be conflated with a periodic signature or the statistical behavior expected from a GW background. Some solutions are to harness data over a longer period of time to discern the statistical difference between random noise and a deterministic periodic signal, and to improve the overall quality of the measurements. However, limitations on survey time-spans and telescope technology inhibit what can be expected in the near term. Hence we turn our focus to robust and powerful statistical methods that can be readily deployed to isolate the influence of outlier contamination on the target model space, and thereby improve the overall quality of the dataset for multi-messenger searches.

Most current systematic searches for SMBHBs using AGN lightcurves involve applying filters, fitting the filtered lightcurve, then clipping points that lie significantly far from the fit (so-called “sigma clipping”). Graham et al. (2015a,b) apply a 3-point median filter, and remove points that deviate from a quintic polynomial fit to the data with a clipping threshold of 0.25 mag. Liu et al. (2016) correlates the magnitude with the standard deviation, fit the binned relation to a parabola and excludes points at 4.5σ. Charisi et al. (2016) apply a 3-point median filter and exclude points that deviate by three sigma or more from a quintic polynomial fit. Lastly, Chen et al. (2020) first clips data with 5σ from the median in each band and further remove the data points with 3σ after combining light curves from different telescopes. While implementing sigma clipping makes intuitive sense, it differs from survey to survey, and it is challenging to generalize such method to other datasets, especially for combined multimessenger analysis. In NANOGrav, the preparation of pulsar-timing datasets involves a Bayesian outlier step, which statistically assigns probabilities of each data point being an outlier from the “inlier” model (Vallisneri & van Haasteren 2017). Expanding this kind of Bayesian outlier modeling to photometric lightcurves would provide a new way to statistically boost the data quality, and offer a new outlook for multimessenger searches for SMBHBs (Charisi et al. 2022).

The rest of the paper is laid out as follows: in Section 2 we introduce our outlier modeling framework, including an efficient Gibbs scheme to sample the parameter space, and a simple sinusoidal time-series to showcase the implementation. In Section 3 we apply the proposed outlier model to two time-domain datasets: PTA data and photometric AGN lightcurves. We illustrate the adaptation and implementation of our outlier isolation method to simulated PTA data, and real pulsar J1909–3744 data derived from the NANOGrav 9-year Dataset. We further adapt our outlier modeling to photometric AGN lightcurves, and deploy it on the binary-AGN candidate PG1302–102 using datasets from CRTS, the All-Sky Automated Survey for Supernovae (ASAS-SN), and the Lincoln Near-Earth Asteroid Research (LINEAR). Finally, in Section 4 we discuss our findings and future work that could improve outlier modeling and isolation for multimessenger time-domain searches.

2 METHODS

2.1 An outlier model

An outlier is defined to be an anomalous event or observation that arises from a process that differs from the majority of the data generation. Outlier detection has always been an indispensable part of data analysis; contaminated datasets without proper outlier treatment can increase modeling uncertainties and produce misleading results. A common mitigation strategy is to model the data as a Gaussian mixture of inlier and outlier distributions with differing variances (Hogg et al. 2010; Vallisneri & van Haasteren 2017). For example, assume a model with an inlier data model, \( y_i = \mu_i + \epsilon_i \), where \( y_i \) is the \( i \)-th observation, \( \mu_i \) is the mean, and \( \epsilon_i \) is Gaussian random noise with variance \( \sigma_i^2 \). We can then account for possible outlier contamination in the data collection by modeling such fluctuations with \( \epsilon_{\text{out}} \sim N(0, \sigma_{\text{out}}^2) \), where our full data model now includes a latent outlier indicator \( z_i \) for each observation, where \( z_i = 1 \) for an outlier and \( 0 \) otherwise. This indicator is modeled with a certain prior outlier probability, \( \theta \), e.g., \( z_i \sim \text{Bernoulli}(\theta) \). This data model is a mixture of two Gaussians with different mean and different variances, which can be expressed in the form

\[
y_i = (1 - z_i)\mu_i + (1 - z_i)\epsilon_i + z_i\epsilon_{\text{out}}.
\]

Incorporating the outlier indication parameter \( z_i \) allows us to assess the possibility of an individual measurement being an outlier, and to formulate the likelihood as a mixture of two Gaussians that respectively model the inlier and outlier distributions:

\[
p(\{y_i\} | \{\mu_i, z_i, \sigma_i, \sigma_{\text{out}}\}) = \begin{cases} 
\frac{e^{-(y_i - \mu_i)^2/(2\sigma_i^2)}}{\sqrt{2\pi\sigma_i^2}}, & \text{for } z_i = 0 \\
\frac{e^{-\epsilon_{\text{out}}^2/(2\sigma_{\text{out}}^2)}}{\sqrt{2\pi\sigma_{\text{out}}^2}}, & \text{for } z_i = 1
\end{cases}
\]

(2)

We use this model for the toy sine wave example in Sec. 2.3.

Tak et al. (2019) introduced a more flexible approach that generalizes the above outlier modeling through an auxiliary variable \( \alpha_i \), which allows each outlier point to be drawn from a Gaussian mixture of inlier and outlier distributions with differing variances:

\[
\epsilon_i \mid z_i, \alpha_i \sim \mathcal{N}(0, \alpha_i^2\sigma_i^2), \quad z_i \mid \theta \sim \text{Bernoulli}(\theta), \\
\theta \sim \text{Beta/Gamma/Normal}, \\
\alpha_i \mid \nu \sim \text{InverseGamma}(\nu/2, \nu/2), \\
\nu \sim \text{Uniform}(1, 40).
\]

(3)
The choice of prior outlier probability, $\theta$, can vary depending on the sample size, sampling scheme, and assumed outlier proportion (i.e., confidence in the underlying data quality). See Tak & Morris (2017) and Tak et al. (2019) for a more thorough discussion on the proper choice of prior. By including $z_1$ as a scaling factor to the data variance, this approach can easily model each data point as either an inlier or outlier depending on the latent indicator variable, $z_i$. Furthermore, by phrasing the data model as a single Gaussian distribution (albeit with hyper-parameters), this approach minimizes disruption to the original “outlier-less” model structure, thereby endowing it with versatility for a variety of hierarchical modeling scenarios. We use this model for the pulsar timing and photometric lightcurve scenarios in Sec. 3. We note that if we set $\alpha_i$ to be constant, the data model is a mixture of two Gaussian distributions with the same mean and different variances. Yet if we are actively searching for $\alpha_i$, the data model becomes a mixture of a Gaussian distribution and a Student-$t$ distribution (Tak et al. 2019).

### 2.2 Gibbs sampling

Of primary interest in performing outlier analyses of a dataset is the construction of posterior marginal distributions of the outlier probability for each observation. This is a challenging endeavor, especially as datasets grow in volume. Recent work in PTA analysis has deployed hierarchical Bayesian inference of the outlier model space using a Hamiltonian Monte Carlo scheme, which is advantageous for exploring large hierarchical model spaces (Vallisneri & van Haasteren 2017). However, to apply this sampling technique, one needs to compute the gradient of the target probability density function that defines a vector field in parameter space (Neal 2011; Betancourt 2018). The difficulty in obtaining differential equations makes Hamiltonian Monte Carlo challenging to be generalized to varying data structures.

An alternative approach is available through Gibbs sampling, which provides the ability to carry out a fully Bayesian outlier analysis with relative simplicity. The essence of Gibbs lies in directly sampling from each parameter’s (or parameter blocks’)$^*$ conditional posterior distribution iteratively (Gelfand & Smith 1990). This contrasts with the operations of more common acceptance-rejection sampling techniques, which propose new sample positions for all parameters simultaneously, and which are subsequently assessed by a metric (e.g., the Metropolis-Hastings ratio) to determine whether the new parameter vector is accepted. There are significant benefits to Gibbs sampling: (i) by drawing samples directly from the conditional posteriors, the MCMC chain typically has lower autocorrelation length than in acceptance-rejection analyses; (ii) by not rejecting any points, Gibbs sampling is faster at generating a required set of random samples from a target probability distribution. The key drawback of Gibbs sampling is that one must know the form of conditional parameter posteriors, and how to directly sample from it.

For a generic problem with a likelihood and parameter priors, the conditional posteriors will not necessarily have the form of standard probability distributions. However, we can partially remedy this through the use of conjugate priors, such that the conditional posterior lies in the same family of distributions as the prior. This can provide a closed-form solution to the conditional posterior distribution that facilitates directly sampling from standard distribution families, rather than acceptance-rejection schemes. For example, if a problem calls for a Gaussian likelihood function with mean and variance parameters, the conjugate prior for fixed variance is a Gaussian distribution on the mean. This leads to a Gaussian conditional posterior for the mean given the data and fixed variance. By contrast, the conjugate prior for fixed mean is an inverse Gamma distribution on the variance. Finding appropriate conjugate priors is not always possible, and when the conditional posterior is a non-standard distribution alternative approaches can be used, e.g., weighted bootstrap (Smith & Gelfand 1992), approximate cdf inversion (Ritter & Tanner 1992), and conventional Metropolis-Hastings sampling (Chib & Greenberg 1995). The latter approach is used here for parameters that don’t have conjugate priors, where we replace a step involving a direct conditional draw with a short Metropolis-Hastings MCMC that returns a single random sample after a sufficient number of iterations (Gelfand 2000).

The general process for Gibbs sampling involves initializing all parameters with some values, then sequentially updating parameters (either through draws from conditional distributions or short MCMC chains). As each parameter is updated, the other parameters in the model are fixed to their most recently updated values. Once all parameters have been cycled through, the process is iterated as appropriate. This procedure is shown in the following algorithm for a model with $n_{\text{dim}}$ parameters $\{X_1, X_2, \ldots, X_{n_{\text{dim}}}\}$:

1: Initialization $x^{(0)} \sim p(x)$
2: for $\{i = 1, 2, \ldots, N\}$ do
3: $x_1^{(i)} \sim p(X_1 = x_1 \mid X_2 = x_2^{(i-1)}, X_3 = x_3^{(i-1)}, \ldots, X_{n_{\text{dim}}} = x_{n_{\text{dim}}}^{(i-1)})$
4: $x_2^{(i)} \sim p(X_2 = x_2 \mid X_1 = x_1^{(i)}, X_3 = x_3^{(i-1)}, \ldots, X_{n_{\text{dim}}} = x_{n_{\text{dim}}}^{(i-1)})$
5: $\vdots$
6: $x_{n_{\text{dim}}}^{(i)} \sim p(X_{n_{\text{dim}}} = x_{n_{\text{dim}}} \mid X_1 = x_1^{(i)}, X_2 = x_2^{(i)}, X_3 = x_3^{(i)}, \ldots)$
7: $i = i + 1$
8: end for

In Sec. 2.3, we perform a simple demonstration of our outlier modeling scheme with Gibbs sampling on a toy model with data from an underlying sine wave, with noise and outliers.

### 2.3 Toy sine wave

Sinusoidal models are commonly used to search for periodic structure in time-domain data. The following example serves as a practical guide to the Gibbs outlier scheme that we will later deploy on pulsar-timing and photometric lightcurve data. Our data model is given by $y_i = a \sin(2\pi f_i / P) + e_i$, corresponding to an underlying sine-wave signal model with Gaussian random noise added. We also add outlier data, $e_{\text{out}}$, that is drawn from a very different (zero mean) statistical distribution: $e_{\text{out}} \sim \mathcal{N}(0, \sigma_{\text{out}}^2)$. This emulates the scenario of outlier observations being caused by instrumental artifacts that may not follow the sinusoidal behavior of the signal. As discussed in Vallisneri & van Haasteren (2017), strong thermal-noise spikes in radio instrumentation can create outliers in low-SNR pulsar timing observations; not only are the outliers spread much more broadly than inlier data, but they do not center around the true observations.

In our numerical example, we generate 100 equally-spaced data points from a sine wave model with $a = 5$, $P = 15$, $\sigma_i = 2$, with a 5% probability for points to be drawn from an outlier Gaussian distribution $N(0, 20)$. This toy dataset is shown in the top panel of Figure 1. To illustrate how our method can discriminate data points drawn from the true underlying signal model versus outliers, we deploy the model in Equation 1 and Equation 2. By expanding the data model to include outlier tags for each data point (and associated hyperparameters) we get the following structure for our hierarchical model:
Table 1. Prior distributions for the model parameters in all of our analyses. The sinusoidal wave corresponds to Sec. 2.3. The pulsar timing case corresponds to Sec. 3.1. The photometric lightcurve case corresponds to Sec. 3.2. In cases where the prior is labeled as $\log_{10}$-Uniform (In-Uniform), this means that the prior is uniform in the base-10 logarithm (natural logarithm) of the parameter, with ranges on the logarithm indicated in the rightmost column.

\[
y_i | \alpha, \sigma_i^2, P, z_i \sim N \left( (1 - z_i) \alpha \sin(2\pi t_i / P), (1 - z_i) \sigma_i^2 + z_i \sigma_{out}^2 \right)
\]

\[
\begin{align*}
\alpha & \sim N(\alpha_0, \sigma_0^2) \\
\sigma_i^2 & \sim \text{InverseGamma}(\nu_0, \beta_0) \\
P & \sim \text{Uniform}(P_{\min}, P_{\max}) \\
z_i & \sim \text{Bernoulli}(\theta) \\
\theta & \sim \text{Beta}(\alpha, \beta)
\end{align*}
\]

In order to implement this outlier model with a Gibbs sampler, we have selectively chosen conjugate priors for the parameters $\alpha$ (amplitude), $\sigma_i$ (variance on observation), $z_i$ (outlier tag on observation), and $\theta$ (prior outlier probability), which have the hyperparameters \(\{\alpha_0, \sigma_0^2, \nu_0, \beta_0, \alpha, \beta\}\). The choices of these prior hyperparameters for this and other cases in this paper are shown in Table 1. This allows the conditional posterior distributions for these parameters to be written in the form of standard families of probability distributions. There is no convenient conditional distribution for the period, thus we implement a Metropolis-Hastings acceptance-rejection step for $P$ with a uniform prior distribution between 5 and 30 units. Additionally, after each iteration we define $y'_i = (1 - z_i) y_i - (1 - z_i) t_i$ based on the current $z_i$, which corresponds to selecting a subset of the original data where the outliers have been momentarily eliminated (Verdinelli & Wasserman 1991). Following Equation 3, and letting $\eta$ denote all other parameters, we update each variable as follows:
\[
\pi_1(\eta, y_i, z_i) \sim \mathcal{N}\left( \frac{\sum_{i=1}^{n} y_i^2 \sin(2\pi t_i^*/P)/\sigma_i^2 + a_0/\sigma_0^2}{\sum_{i=1}^{n} \sin^2(2\pi t_i^*/P)/\sigma_i^2 + 1/\sigma_0^2}, \left[ \sum_{i=1}^{n} \sin^2(2\pi t_i^*/P)/\sigma_i^2 + 1/\sigma_0^2 \right]^{-1} \right)
\]

\[
\pi_2(\sigma_i^2 | \eta, y_i, z_i) \sim \text{InverseGamma}\left( \nu_0 + \frac{n}{2}, \beta_0 + \frac{1}{2} \sum_{i=1}^{n} \left[ y_i^2 - a \sin(2\pi t_i^*/P) \right]^2 \right)
\]

\[
\pi_3(P | \eta, y_i, z_i) \sim \text{MetropolisHastings}
\]

\[
\pi_4(z_i | \eta, y_i) \sim \text{Bernoulli}\left( \frac{\theta \times \mathcal{N}(y_i | 0, \sigma_{out}^2)}{(1 - \theta) \times \mathcal{N}(y_i | a \sin(2\pi t_i^*/P), \sigma_i^2) + \theta \times \mathcal{N}(y_i | 0, \sigma_{out}^2)} \right)
\]

\[
\pi_5(\theta | \eta, y_i) \sim \text{Beta}\left( \alpha + \sum_{i=1}^{n} z_i, n + \beta - \sum_{i=1}^{n} z_i \right)
\]

Figure 1. Top: simulated noisy sine wave data points (blue dots) with outliers marked in red, overlayed with the injected sine wave (orange dotted line). Bottom: marginalized probability for each datapoint being an outlier, true outliers circled in red.

We implement the Gibbs sampling scheme by cycling through the set of conditional distributions and drawing one sample from each. After each draw or each stage, the succeeding distributions are updated with the new value of each parameter. Sampling is initialized with the following parameter values: \(a = 4, P = 10, \sigma_i^2 = 3, \theta = 0.1\). Hyperparameter values are chosen based on empirical tests, and are set to the following values: \(a_0 = 5, \sigma_0^2 = 4, \nu_0 = 1, \beta_0 = 3, \alpha = 1, \beta = 15\). In the first Gibbs iteration, we run the Metropolis-Hasting MCMC chain on the period for 2000 steps in order to burn-in and get closer to the target value. For the rest of the \(10^4\) Gibbs iterations, we only perform a short 20-step Metropolis-Hastings chain in each for the period.

Our results are in the bottom panel of Figure 1, which shows the marginalized outlier probability of each data point, as calculated using techniques from Vallisneri & van Haasteren (2017). Our results indicate that if we set our outlier probability threshold to be 75\% then all four identified outliers are true outliers, and four of the six real outliers are correctly identified. While methods such as sigma clipping are expected to be able to flag outliers 1 and 2 (from left to right), the 4th outlier could be challenging for that method. We explore this in Figure 2, which shows the result of sigma clipping for points more than 2\(\sigma\), 3\(\sigma\), and 5\(\sigma\) away, respectively. By definition, points that are 5\(\sigma\) away are also beyond 3\(\sigma\) and 2\(\sigma\) thresholds. Thus, outlier 1 is identified by 5\(\sigma\), 3\(\sigma\), and 2\(\sigma\) clipping methods. Outlier 6 is flagged by 3\(\sigma\) and 2\(\sigma\) methods, and outlier 2 is only identified by clipping points 2\(\sigma\) away. While our Bayesian methods successfully identified four outliers, sigma clipping with a 2\(\sigma\) threshold could only identify three points. This shows the advantage of our method in that it accounts for other data variations and dependencies, rather than just relying on the measurement uncertainty of the data point. More broadly, one of the key benefits of our Gibbs method is that the marginalized outlier probability not only provides the ability to better understand the severity of potential outliers, but also the freedom of choosing desired outlier thresholds to make informed decisions about possible data excision.

3 RESULTS

3.1 Pulsar timing data

Pulsar timing arrays (PTAs) consist of ensembles of well-timed millisecond pulsars in the Milky Way, having the ability to search for low-frequency gravitational waves (Foster & Backer 1990) from supermassive black-hole binaries, and possible exotic sources such as cosmic strings and dark matter (Burke-Spolaor et al. 2019). In these searches, PTAs seek unexplained residual contributions to the radio-pulse times of arrival (TOAs) after subtracting a best-fit deterministic timing ephemeris from the data. This timing ephemeris includes such physical dependencies as the pulsar’s rotational period (and its evolution), astrometric time delays, radio frequency-dependent delays from interstellar propagation effects, advances due to the relative
Figure 2. Simulated noisy sine wave data (blue dots) with outliers marked in red, overlayed with the injected sine wave (orange dotted line). Outliers identified by “sigma clipping” for $5\sigma$, $3\sigma$, $2\sigma$ thresholds are marked with a grey square, green cross, and black dashed lines respectively. Even with a generous outlier decision threshold of $2\sigma$, sigma clipping only identifies three outlier points.

The timing residuals are modeled as

$$\delta t = M\epsilon + Fa + Uj + n,$$

where $\delta t$ represents the timing residuals that are decomposed into several components. The term $M\epsilon$ represents linear departures from the best-fit timing ephemeris, where $M$ is the timing ephemeris design matrix that consists of partial derivatives of the TOAs with respect to timing parameters, and $\epsilon$ are linear timing parameter offsets. The term $Fa$ represents low-frequency signals that are modeled with a limited number of Fourier modes, where the matrix $F$ has alternating sine and cosine basis functions at each sampling frequency in the time-series, and $a$ are Fourier coefficients. The term $Uj$ describes white noise (temporally uncorrelated) that is fully correlated across different radio observing frequencies in near-simultaneous observations. The matrix $U$ maps the number of $\sim 1$ second-duration epochs to the number of TOAs by forming a structure of $N_{\text{TOA}} \times N_{\text{epoch}}$, while $j$ represents the white noise vector.

The remaining term $n$ describes all other white noise contributions after having accounted for possible systematics. This remaining white noise is characterized by several parameters: there is an EFAC parameter that scales all TOA uncertainties, an additional EQUAD parameter that signifies noise added in quadrature to the scaled uncertainties, and finally ECORR that captures the correlated noise in all TOAs that fall within a given epoch. All of these terms are statistically independent between pulsars, and there are multiple instances of each parameter in a given pulsar that characterizes the noise in each distinct receiver-backend telescope combination. The non-ECORR white noise is then characterized by its covariance between TOAs as

$$\langle n_in_j \rangle = \sum_k N_{ij,k} = \sum_k E_k^2 W_{ij} + Q_k^2 \delta_{ij},$$

where $E_k$ is EFAC in receiver-backend combination $k$, $Q_k$ is EQUAD, $W = \text{diag}(\sigma^2)$ are the squared TOA uncertainties. ECORR is modeled separately in an analogous fashion to how low-frequency processes are modeled, which is explained further below.

Concatenating all data from all pulsars, the PTA likelihood function can be written as

$$p(\delta t | \epsilon, a, j, \phi) = \frac{\exp\left(-\frac{1}{2}r^T N^{-1} r\right)}{\sqrt{\det(2\pi N)}},$$

where $r$ denotes our model-dependent approximation of the white-noise $n$, defined as

$$r = \delta t - M\epsilon - Fa - Uj,$$

and $N = \sum_k N_k$ is the white noise covariance matrix. The parameter $\phi$ describe any other parameters in addition to the coefficients $\epsilon$, $a$, $j$. The various design matrices and coefficients are grouped together to write the data structure more succinctly as

$$T = \begin{bmatrix} M & F & U \end{bmatrix}, \quad b = \begin{bmatrix} \epsilon \\ a \\ j \end{bmatrix},$$

and the coefficients $b$ are further constrained by modeling them as a Gaussian process, with prior

$$B = \begin{bmatrix} \infty & 0 & 0 \\ 0 & \varphi & 0 \\ 0 & 0 & \mathcal{J} \end{bmatrix},$$

where the linear timing-ephemeris perturbations are essentially modeled with an unconstrained uniform prior through an infinite variance Gaussian, while the prior variances on low-frequency noise and ECORR are $\varphi$ and $\mathcal{J}$, respectively. The prior variance on the low-frequency noise corresponds to a (hyper-)parametrized model of the noise’s power spectral density (usually a power-law across frequencies). The prior variance on the ECORR is modeled as a parameter that is varied for each distinct receiver-backend combination, exactly as for EFAC and EQUAD. This imbues our PTA model with the following hierarchical structure

$$\delta t | b \sim N(Tb, N),$$

$$b \sim N(0, B).$$

To implement our Gibbs outlier scheme within this model, we rewrite the data structure as

$$\delta t | b \sim N(Tb, N_a),$$

$$b \sim N(0, B),$$

$$z_l \sim \text{Bernoulli}(\theta),$$

$$\theta \sim \text{Beta}(km, k(1 - m)),$$

$$a_l \sim \text{InverseGamma}(v/2, v/2),$$

where $N_a = a_l^{2}N$ is introduced as a compact notation for the scaled noise covariance matrix. Notice that the variables used here to characterize the data uncertainties are the same as in Equation 2. The variable $k$ in the Beta prior on $\theta$ represents the length of the data vector; $m$ is assigned a value of 0.01, which reflects our confidence that the fraction of outlying observations is small. Given the relatively large dataset we are working with in the pulsar-timing scenario, and the noise models that we have already implemented, this value of $m$ (and the other choices in the hierarchical outlier model) are appropriate. However, see Tak et al. (2019) for further details on how these choices are made in situations with smaller/larger data volume and varying levels of outlier contamination.

Now we must categorize our model parameters based on whether or not they have an easily-derivable conditional posterior probability distribution that corresponds to standard families of probability distributions. As previously explained, if they do not, then we conduct a short Metropolis-Hastings MCMC chain with other
\[ \pi_1(N \mid \eta, \delta t) \sim \text{MetropolisHastings} \]
\[ \pi_2(B \mid \eta, \delta t) \sim \text{MetropolisHastings} \]
\[ \pi_3(b \mid \eta, \delta t) \sim N \left( T^T N^{-1} + B^{-1} \right)^{-1} T^T N^{-1} \delta t, \left( T^T N^{-1} + B^{-1} \right)^{-1} \]
\[ \pi_4(\theta \mid \eta, \delta t) \sim \text{Beta} \left( k m + \sum_{i=1}^{n} z_i, k(1 - m) + n - \sum_{i=1}^{n} z_i \right) \]
\[ \pi_5(z_i \mid \eta, \delta t) \sim \text{Binomial} \left( \frac{\theta_i \times N(Tb, N_a)}{\theta_i \times N(Tb, N_a) + (1 - \theta_i) \times N(Tb, N)} \right) \]
\[ \pi_6(\alpha_i \mid \eta, \delta t) \sim \text{InverseGamma} \left( \frac{1}{2}(\nu + z_i), \frac{1}{2}(\nu + z_i(\delta t - Tb)^T N^{-1}(\delta t - Tb)) \right) \] (15)

### 3.1.1 Simulated data

We test this outlier scheme on ~ 9 years of simulated timing data from pulsar J1909–3744\(^1\) using the Libtempo\(^2\) software package. We assume that outliers constitute 5% of the total data, and randomly assign datapoints to be outliers according to this. The inlier data model consists of the pulsar timing ephemeris, intrinsic red noise, TOA measurement uncertainties, and EQUAD parameters for each distinct receiver-backend combination. While no EQUAD is injected, it is modeled with a prior distribution that is uniform in log space, i.e., \( p(\log_{10}(\text{EQUAD/\text{sec}})) = U[-10, -4] \). Intrinsic pulsar red noise is modeled with a power-law power spectral density, such that \( P(f) = A f^{-\gamma}/12\pi^2 \), with priors \( p(\log_{10}(A)) = U[-18, -11] \) and \( p(\gamma) = U[0, 7] \), and injected values \( A = 10^{-14} \) and \( \gamma = 13/3 \). The simulated dataset is shown in Figure 3, with dark blue indicating inlier residual datapoints, and cyan indicating outlier datapoints.

The Gibbs outlier scheme outlined in the previous section is then applied to this dataset, where for each step in the Gibbs update loop we proceed through all six steps in Equation 15 sequentially. For those updates that don’t have conditional posteriors corresponding to standard families of distributions, we carry out short MCMC runs for 20 Metropolis-Hastings steps, taking the final parameter position as the updated value. In total, the Gibbs loop is iterated through \( 10^5 \) times to provide a set of random draws from the joint posterior distribution of all inlier and outlier model parameters.

In Figure 3 we circle those points in red that are identified as having a marginalized outlier probability > 95%, which is this again calculated as in Vallisneri & van Haasteren (2017). We see that most true outliers (cyan) are correctly identified with this threshold. However, for a more robust and systematic analysis, we calculate the true positive rate and the false positive rate of outlier identification as a function of the marginalized outlier probability threshold. Our results are shown in Figure 4, where they indicate that the true positive rate (the percentage of correctly identified outliers out of all outliers) is ~ 4 times larger than the false positive rate (falsely identified outliers, out of all outliers), meaning we identified four times more true outliers than false outliers. This gives confidence that our model is able to achieve robust outlier mitigation.

---

\(^1\) https://github.com/jellis18/gibbs_student_0/blob/master/simulate_data.py
\(^2\) https://github.com/vallis/libtempo.git

---

**Figure 3.** Simulated J1909–3744 pulsar timing data, with inlier (dark blue) and random outliers (cyan) consist of 5% of the total population. Outliers identified by our sampling procedure are circled in red.

### 3.1.2 NANOGrav 9-year Dataset: J1909–3744

We now apply our techniques to real pulsar observations from the NANOGrav 9-year Dataset (Arzoumanian et al. 2015). The same pulsar is analyzed as was simulated previously, i.e., J1909–3744, with our results contrasted against a standard analysis of the data that does not account for outliers. The white noise parameters in the data model are assigned the following priors: \( p(\text{EFAC}) = U[0.1, 10], p(\log_{10}(\text{EQUAD/\text{sec}})) = U[-10, -4], \) and \( p(\log_{10}(\text{ECORR/\text{sec}})) = U[-10, -4], \) where these are again modeled for each distinct receiver-backend combination. Intrinsic red noise is also modeled with the same priors as in our simulated data tests. Likewise, our Gibbs updating scheme is exactly as previously described.

**Figure 5** shows the results of our outlier analysis, where the top panel displays timing residuals that are color coded by each receiver-backend combination, and points that are identified as having > 95% marginalized outlier probability are labeled with a red cross. The lower panel explicitly shows the marginalized outlier probability for each data point, again color coded by receiver-backend combinations, and the same points that exceed the 95% threshold indicated by a...
One of the benefits of our Bayesian outlier mitigation scheme is that we are able to re-calibrate the statistical inference of model parameters that would otherwise be contaminated by the untreated presence of outliers. We demonstrate this in Figure 6, which shows the marginalized 1D posterior probability distributions of EFAC, EQUIAD, and ECORR parameters for the 800-GASP receiver-backend data. In each panel, the results of our analysis that include outlier mitigation (blue) are contrasted against a standard analysis that does not account for outliers (orange), and whose joint posterior was sampled using parallel-tempering Metropolis-Hastings MCMC techniques. We observe that with outlier mitigation leads to a significant decrease in measured EQUIAD—more than 50%, judging by maximum-a-posterior values—which is additional white noise that adds in quadrature to the usual TOA uncertainties. The fact that less white noise is needed to explain the data when we account for outliers in 800-GASP makes sense; the untreated presence of outliers has the effect of inflating the EQUIAD parameter to explain their presence as part of the model. A reduced EQUIAD value signals that we have successfully diagnosed and mitigated the influence of outlier data, and for subsequent analysis we are able to have more accurate inference on other parameters of interest. However note that no data has been explicitly excised, only probabilistically isolated away from the inlier model inference.

This analysis has broader benefits than just lowering the inferred level of noise in the radio receiver-backends suffering from outlier contamination. By localizing the origin of this contamination to a known piece of hardware or post-processing software, further investigations could be made into the epochs when these outliers occurred, as they may correspond to known instrumental issues. Furthermore, isolating outlier data points—that would otherwise inflate the white noise level—could help to avoid spurious contamination in the search for continuous GW signals from individual SMBHBs.

Finally, we compare our method to another Bayesian outlier-robust technique for pulsar-timing datasets, described in Vallisneri & van Haasteren (2017) and hereafter referred to as vvh17. In that model, outliers are posited to be distributed uniformly across a given pulsar’s rotational period. The posterior sampling of the full hierarchical model is tackled using Hamiltonian Monte Carlo in that paper, but it is possible to embed their same outlier modeling assumptions within our Gibbs-sampling framework. In other words, we compared the performance of our outlier model to that of vvh17 (albeit implemented with a Gibbs sampler instead of Hamiltonian Monte Carlo). The results of this are shown in Figure 7, where the top panel shows timing residuals, color-coded by each receiver-backend combination, while the bottom panel displays points that are tagged for having > 95% marginalized outlier probability. Due to the proximity of the identified outliers, Figure 7 contains five total outliers, some with overlapping crosses/circles. We cross-examined outliers identified by our method with vvh17, and found that the five outliers tagged by vvh17 are a subset of the seven that our method deduced. This demonstrates that our proposed method delivers consistent results with other Bayesian outlier methods in a pulsar-timing context, and that our method does a more thorough job of outlier isolation.

In addition, the bottom panel of Figure 7 shows that vvh17 also finds that the 800-GASP receiver-backend combination is a source of outliers, adding further validation to the results of our method. We again compare the marginalized 1D posterior probability distributions of EFAC, EQUIAD, and ECORR parameters for the 800-GASP receiver-backend data in Figure 8. In each panel, we present results from our proposed method (blue, labeled as mixture), the vvh17 method (black), and a standard analysis that does not include outlier mitigation methods (orange). We first notice the increase in EFAC parameter from the vvh17 method, which shows our proposed method can remove more noise. Similarly, we observe an increase in EQUIAD from vvh17, though both methods are able to have a significantly reduced EQUIAD value compared to the analysis that does not have any outlier mitigation. Overall, it shows that both techniques effectively combat the influence of outlier contamination and re-calibrate the model parameters. Nevertheless, our proposed method is a more conservative outlier modeling approach, identifying several more outliers, and having a greater noise-reduction influence.

### 3.2 Time-domain photometric light-curves

#### 3.2.1 Photometric data

Electromagnetic (EM) information offers another pathway to observing closely-separated SMBHB systems. While direct imaging of dual radio cores has not been successful for any sub-parsec separated binaries, time-domain quasar photometry offers an indirect way to infer the presence of a binary through periodic variations that may be tied to the binary’s orbital dynamics.

We write the data model for periodicity searches in quasar time-domain optical magnitude measurements as

\[
d = n + m + s,\tag{16}
\]

where \(d\) is the light curve data (typically magnitude measurements in a certain band); \(n\) represents the noise vector, which includes measurement uncertainties and additional intrinsic stochastic quasar variability; \(m\) describes the mean magnitude with offsets due to host galaxy light contamination; and \(s(t) = A \sin (2\pi f_0 t + \phi)\) describes a periodic signal. We follow the likelihood structuring of Zhu &
Throne (2020), such that:

\[ p(\mathbf{d} | \vartheta_n, \vartheta_s, \mathbf{m}) = \exp\left( -\frac{1}{2}(\mathbf{d} - \mathbf{m} - \mathbf{s})^T C^{-1}(\mathbf{d} - \mathbf{m} - \mathbf{s}) \right) \sqrt{\det(2\pi C)}, \]  

(17)

where \( \vartheta_n \) and \( \vartheta_s \) are noise and signal parameters respectively, and \( C \) represents the noise covariance matrix

\[ C_{ij} = \langle n_in_j \rangle = E^2 \sigma_i^2 \delta_{ij} + \frac{1}{2} \delta^2 \tau_0 \exp\left( -\frac{\tau_{ij}}{\tau_0} \right) \]  

(18)

where \( \sigma_i \) is the measurement uncertainty for the \( i \)th observation, \( E \) is a scaling factor used to quantify the over/under-estimation of measurement uncertainties (similar to the pulsar-timing EFAC parameter), and \( \delta_{ij} \) is the Kronecker delta function. These three parameters form a diagonal matrix that represents white noise in the data covariance. We model an additional source of noise that represents intrinsic quasar photometric variability (or so called stochastic “red noise”) as a stretched exponential process (or a Kohlrausch-Williams-Watts process) with the following parameters: \( \delta^2 \) is the intrinsic variance between observations on short timescales; \( \tau_0 \) represents the noise damping timescale; \( \tau_{ij} = |t_i - t_j| \) is the absolute time difference between observations; and \( \gamma \) adds additional control on the correlation lengthscale of the process. We note that \( \gamma = 1 \) corresponds to the usual quasar variability model of a Damped Random Walk (DRW) (Kelly et al. 2009), \( \gamma = 0 \) is white noise, and \( \gamma = 2 \) is a Gaussian function. This stretched exponential process gives flexibility to our red noise modeling, allowing it to deviate from the fiducial DRW model for AGN.

To incorporate our Gibbs-sampling outlier mitigate scheme, we construct a slightly modified version of the Bayesian hierarchical...
Figure 7. Top: timing residuals for pulsar J1909–3744 from the NANOGrav 9-year Dataset are analyzed with the vvh17 modeling scheme (Vallisneri & van Haasteren 2017), and those having a marginalized outlier probability in excess of 95% are indicated by red cross. Bottom: Marginalized outlier probability of each datapoint, color coded as in the top panel. Points with marginalized outlier probability in excess of > 95% are circled in red, with all seeming to belong to the same combination of receiver and timing backend (800-GASP).

Figure 8. Each panel shows the marginalized 1D posterior probability distribution of white noise parameters for 800 Mhz data in the GASP timing backend. The data are for pulsar J1909–3744 from the NANOGrav 9-year Dataset. Blue distributions derive from our Gibbs outlier analysis, black distributions are results from vvh17 method (Vallisneri & van Haasteren 2017), while orange distributions are from a standard analysis where outliers are untreated. Dashed vertical lines correspond to values reported in Arzoumanian et al. (2015).

photometric data model as
\[
d | m, \theta_n, \theta_s \sim \mathcal{N}(m + s, C_\alpha),
\]
\[
m, \theta_n, \theta_s \sim \text{Uniform},
\]
\[
z_i | \theta \sim \text{Bernoulli}(\theta),
\]
\[
\theta \sim \text{Beta}(km, k(1 - m)),
\]
\[
\alpha_i \sim \text{InverseGamma}(v/2, v/2),
\]
where $C_\alpha = \sigma_r^2 C$ is (like in the PTA case) a compact notation for the noise covariance matrix that is scaled by an outlier-tag dependent additional factor. During Gibbs sampling of the model parameter space, we update each category of parameter as follows:
Figure 9. **Top:** Lightcurve magnitudes for AGN candidate PG 1302-102 are color-coded by different survey. Data identified by our Gibbs modeling scheme as having a marginalized outlier probability in excess of 95% are indicated by red cross. **Bottom:** Marginalized outlier probability of each datapoint, color coded as in the top panel. Points with marginalized outlier probability in excess of > 95% are circled in red.

Figure 10. Each panel shows the marginalized 1D posterior probability distribution of EFAC uncertainty-scaling parameters for PG1302–102 from the combination of CRTS, ASAS-SN, and LINEAR survey data. Blue distributions derive from our Gibbs outlier analysis, while orange distributions are from a standard MCMC analysis where potential outliers are untreated. Dashed vertical lines correspond to values reported in Zhu & Thrane (2020).

\[
\begin{align*}
\pi_1(m \mid \eta, d) & \sim \text{MetropolisHastings}, \\
\pi_2(\theta_n \mid \eta, d) & \sim \text{MetropolisHastings}, \\
\pi_3(\theta_s \mid \eta, d) & \sim \text{MetropolisHastings}, \\
\pi_4(\theta \mid \eta, d) & \sim \text{Beta} \left( km + \sum_{i=1}^n z_i, k(1 - m) + n - \sum_{i=1}^n z_i \right), \\
\pi_5(z_i \mid \eta, d) & \sim \text{Binomial} \left( \theta_i \times N(m + s, C_a) \right), \\
\pi_6(\alpha_i \mid \eta, d) & \sim \text{InverseGamma} \left( \frac{1}{2}(v + z_i), \frac{1}{2}(v + z_i(d - m - s)^T C^{-1}(d - m - s)) \right). \\
\end{align*}
\]

(20)

3.2.2 SMBHB candidate: PG1302–102

We choose one of the most prominent binary candidates among periodically-variable quasars: PG1302–102. This \( z = 0.2784 \) quasar with median \( V \)-band magnitude of 15.0 was the most significant
periodic candidate identified by Graham et al. (2015a) among the 111 found in the 243,500-quasar Catalina Real-time Transient Survey (CRTS) dataset (Drake et al. 2009). With a 1884-day period, this system has been interpreted as a binary with Doppler-boosted emission from the secondary black-hole’s mini-disk (D’Orazi et al. 2015; Graham et al. 2015b; Charisi et al. 2015). However, there is ongoing discussion over whether a binary model is truly favored over just intrinsic stochastic variability that appears periodic by happenstance over a short baseline (e.g., Vaughan et al. 2016; Xin et al. 2020; Liu et al. 2018). Regardless of its true nature, we employ this binary candidate as an example to showcase our outlier mitigation approach embedded within the photometric data likelihood.

We consider three sources of photometric measurements for this object: (i) the CRTS data set contains 290 photometric measurements taken between 6 May 2005 and 30 May 2013; (ii) the All-Sky Automated Survey for Supernovae (ASAS-SN) (Jayasinghe et al. 2019) data set contains 232 measurements between 23 November 2013 and 27 November 2018; and finally (iii) the Lincoln Near-Earth Asteroid Research (LINEAR) (Sesar et al. 2011) data set includes 626 measurements taken between 23 January 2003 and 12 June 2012. We use the combination of these measurements from Zhu & Thrane (2020), synthesizing a dataset that spans over 15.8 years with median measurement uncertainties of 0.06, 0.05, and 0.01 mag respectively. Zhu & Thrane (2020) further bins the LINEAR data with an interval of 1 day, thereby preserving stochastic time-correlated variations over timescales greater than this bin size. The combined data set that we use is shown in the top panel of Figure 9 as V-band magnitudes.

In our analysis of this binary candidate, we consider a fiducial model where no outlier mitigation is performed and the joint parameter distribution is sampled with parallel-tempered MCMC techniques. We also apply our new Gibbs-sampled outlier modeling to contrast the results. We place priors on parameters as shown in Table 1. We found that we needed to increase the number of Gibbs iterations to $5 \times 10^4$ in order to reach convergence. However, we continue to perform 20 MCMC iterations in the Gibbs steps for which Metropolis-Hastings sampling of conditional posteriors is needed.

The bottom panel of Figure 9 shows our results in the form of the marginalized outlier probability of each data point, indicating that the bulk of potential outliers at each possible threshold cut derive from the LINEAR dataset. One LINEAR datapoint has a marginalized outlier probability in excess of 95%, although there are 13 in excess of 80%. Of these 13, only one is from ASAS-SN and the rest are from LINEAR, indicating that LINEAR has the lowest data quality and CRTS has the highest data quality. To further investigate whether the LINEAR survey might be suffering from lower data quality and a greater number of statistical outliers, in Figure 10 we compare the recovered marginalized posterior distributions of the EFAC parameters in the case where no outliers are modeled (orange histograms; parallel-tempered MCMC) and where outliers are modeled (blue histograms; Gibbs-sampled outlier model). We observe a significant decrease in the LINEAR EFAC parameter (i.e., the scaling parameter of the data measurement uncertainty) when outliers are modeled. This indicates that the binning of LINEAR data – and the corresponding recalculated uncertainty on the binned data – is affected by the presence of outliers, causing the EFAC parameter to bias in order to be consistent with the data fluctuations. This interpretation aligns with the relatively high outlier probabilities for the LINEAR data. Likewise, in the ASAS-SN data we notice a decrease in the EFAC parameter when outliers are tagged and marginalized over. However, the CRTS survey data has some of the lowest data outlier probabilities, which is reflected in the fact that the EFAC parameter posterior does not differ significantly when outliers are modeled.

Our analysis demonstrates the usefulness of outlier modeling as a diagnostic check on data quality, and to point to possible sources of contamination that may lead to biased inference. More specifically, the presence of untamed outliers in such photometric AGN datasets could have a deleterious impact on the search for periodicity, which is one way that close-separation SMBHB candidates are found. By isolating such outliers, we can improve data quality and reduce instances of false-positive periodicity discovery.

4 CONCLUSIONS

The inference of model parameters from data can be biased by the presence of contaminants, or any source of data that departs significantly from assumptions in our data model. In time-domain applications this can be a systemic process that persists throughout the data collection (e.g., not accounting for time-correlated noise), or transient fluctuations that impact the quality of only a few data points (e.g., radio frequency interference in pulsar timing). In this paper, we studied several time-domain applications where outliers may be present and lead to biased inference. Our core interest has been multi-messenger searches for supermassive black-hole binaries, where outliers and poor data quality in AGN photometry or pulsar-timing datasets can impact the significance of EM and GW searches for these systems.

We tested a hierarchical Bayesian modeling scheme that considers measured data to be described by a mixture of an inlier model and a (potentially quite different) outlier model. In its simplest form this can be written as a Gaussian mixture model with binary tags for each data point that indicate its outlier status at a given stage in the probabilistic modeling scheme. This outlier model (first introduced in Tak et al. (2019)) is most efficiently implemented through Gibbs sampling of the joint parameter posterior distribution, where parameters are divided into groups for which the conditional posterior distribution can be written in the form of a standard distribution family. As such, no rejection-based sampling is needed except in the circumstances where a parameter’s conditional distribution is non-standard. In these cases, a short Metropolis-Hastings Markov Chain Monte Carlo chain takes the role of generating a quasi-independent random draw from the conditional distribution. By cycling through parameters and parameter blocks over many iterations in this Gibbs scheme, the joint posterior distribution of our large outlier model can be sampled. Given that each data point is given its own outlier tag, the total number of parameters exceeds the number of data points. However, this is all well behaved through appropriate application of Bayesian priors to control the parameter space.

To demonstrate the versatility of this outlier modeling approach for time-domain observations, we deployed it on two kinds of multi-messenger data streams: pulsar-timing observations that are used for nanohertz-frequency GW searches, and optical magnitude AGN photometry that is used in periodicity searches for black-hole binary systems. For pulsar-timing data, we tested the efficacy of our outlier approach on simulated data of pulsar J1909−3744, finding good performance where the rate of true outlier identification was four times that of erroneous outlier identification. Upon applying the approach to the true J1909−3744 data from the NANOGrav 9-year Dataset, we were able to identify several probable outliers that all belong to a single receiver-timing-backend system. Therefore, while this kind
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