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Abstract

In this work, we consider a transient thermal problem, with a nonlinear term coming from the radiation boundary condition and a nonparametrized variability in the form complex scenarios for the initial condition and the convection coefficients and external temperatures. We use a posteriori reduced order modeling by snapshot Proper Orthogonal Decomposition. To treat the nonlinearity, hyperreduction is required in our case, since precomputing the polynomial nonlinearities becomes too expensive for the radiation term. We applied the Empirical Cubature Method, originally proposed for nonlinear structural mechanics, to our particular problem. We apply the method to the design of high-pressure compressors for civilian aircraft engines, where a fast evaluation of the solution temperature is required when testing new configurations. We also illustrate that when using in the reduced solver the same model as the one from the high-fidelity code, the approximation is very accurate. However, when using a commercial code to generate the high-fidelity data, where the implementation of the model and solver is unknown, the reduced model is less accurate but still within engineering tolerances in our tests. Hence, the regularizing property of reduced order models, together with a nonintrusive approach, enables the use of commercial software to generate the data, even under some degree of uncertainty in the proprietary model or solver of the commercial software.
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Introduction

When designing an aircraft engine, a particular attention must be paid to prevent in-flight compressor surge. A cutaway schematic of a civilian aircraft engine is shown in Fig. 1, with a highlight on the high-pressure compressor. The design of this part requires engineering expertise (e.g., for the heat transfer coefficients), analysis of experiments, and typically 2D and 3D finite element model simulations. In particular, transient evolutions of the temperature field in the compressor need to be computed rapidly and accurately to ensure efficient design iterations.
Many numerical algorithms are called “reduced order modeling” methods: for instance, considering a coarser mesh or making use of the symmetry in a problem to reduced the number of degrees of freedom can be considered as reduced order models. Statistical meta-models in the form of nonlinear regressions can also be called reduced order models, see [2–4] for reviews in machine learning. Other methods consist in expressing the solution in the form tensor decompositions, see [5–7]. In this work, we consider a posteriori reduced order modeling, which consist in having the reduced model solve the equations of the physics, usually in the form of a Galerkin problem written on a reduced order basis. Among these methods, the reduced basis method [8,9] is well adapted to parametrized problems for which we can derive an efficient a posteriori error bounds. In what follows, we use the snapshot Proper Orthogonal Decomposition, where a low rank structure is search in the set of high-fidelity solutions by means of an eigenvalue problem written on the matrix of the correlations between these solutions, see [10,11]. Depending on the problem and the considered variabilities, a particular treatment, usually called hyperreduction, must be added to obtain an efficient reduced model. Three methods have been introduced simultaneously for the hyperreduction of nonlinear problems: the Missing Point Estimation (MPE) [12], the Empirical Interpolation Method (EIM) [13], and the hyperreduction [14], which coined the expression. Other methods have been introduced later, such as the Best Point Interpolation Method (BPIM) [15], the Discrete Empirical Interpolation Method (DEIM) [16], the Gauss–Newton with Approximated Tensors method (GNAT) [17], the Energy Conserving Sampling and Weighting method (ECSW) [18], the Empirical Cubature Method (ECM) [19] and the LP empirical quadrature procedure [20].

The contribution of this work consists in the adaptation of the Empirical Cubature Method to a nonlinear transient thermal problem with nonparametrized variability, and...
the implementation of the reduced order model in a nonintrusive fashion, in a framework developed at Safran [21]. While any of the previous cited hyperreduction method could have been used, we choose the ECM for its ability to easily derive an approximation for the assembling of a boundary term only, the regular distribution of the reduced integration points on this boundary, and the fact that the approximated reduced operators conserve the spectral properties of their high-fidelity counterpart.

We also illustrate that using a nonintrusive approach allows to reduce a problem without knowing precisely the model, thanks to the underlying regularization property of reduced order methods. Indeed, using the finite element software Z-set [22], for which we know precisely the models, we were able to construct a ROM solving the same model and obtained very accurate results. However, the models and solvers in the commercial software Abaqus [23] are proprietary, and using the same ROM leads to less accurate results, but still within engineering accuracy. Thus, the nonintrusivity of the method enables the use of commercial software, even without knowing precisely the implementation of the model or solver of the high-fidelity code.

In what follows, we first present the problem of interest in “High-fidelity model for transient thermal problem with convection and radiation boundary conditions” section. Then, the a posteriori reduced order modeling of this problem is introduced in “Reduced order model” section, in the context of nonparametrized variability. Finally, the features and performance of the reduced order model are illustrated by numerical experiments in “Numerical applications” section and conclusions are drawn in “Conclusion and prospects” section.

**High-fidelity model for transient thermal problem with convection and radiation boundary conditions**

We denote our stucture of interest $\Omega$, such that the boundary $\partial \Omega$ is partitioned in $d = 39$ surfaces: $\partial \Omega = \bigcup_{i=1}^{d} \Gamma^{(i)}$, $\Gamma^{(i)} \cap \Gamma^{(j)} = \emptyset$, $1 \leq i,j \leq d$, where $\cdot^\circ$ denotes the interior of a set, see Fig. 2.

From the first law of thermodynamics, the energy balance in the absence of work reads:

$$\int_{\Omega} \frac{\partial u}{\partial t}(x,t)dx = -\int_{\partial \Omega} q(x,t) \cdot n(x)dx + \int_{\Omega} r(x,t)dx, \tag{1}$$

where $n$ is the exterior normal on $\partial \Omega$, $u$ is the volumic internal energy (in J m$^{-3}$), $q$ is the heat flux density (in J s$^{-1}$m$^{-2}$, $q \cdot n|_{\partial \Omega}$ is the heat lost per second to the exterior through the boundary), and $r$ a volumic heat source (in J s$^{-1}$m$^{-3}$). In our case, $r = 0$.

The divergence theorem applied to the surface integral in (1) yields the local relation $\frac{\partial u}{\partial t}(x,t) + \nabla \cdot q(x,t) = 0$. Let $U$ be the massic internal energy (in J kg$^{-1}$), so that $u = \rho U$, where $\rho$ is the density (in kg m$^{-3}$). In our case, the density is assumed to be uniform and constant in time, and the massic internal energy is assumed to depend only on the temperature $T$, so that $\frac{\partial u}{\partial t} = \rho c_p \frac{\partial T}{\partial t}$, where the massic heat capacity $c_p$ (in J kg$^{-1}$K$^{-1}$) is supposed uniform and constant in time. The heat-flux satisfies the Fourier law: $q(x,t) = -\lambda \nabla T(x,t)$, where the heat conductivity $\lambda$ (in J s$^{-1}$m$^{-1}$K$^{-1}$) is also supposed uniform and constant in time. Moreover, we model the heat exchanges between the structure and the exterior by convection and radiation boundary conditions, namely $q(x,t) \cdot n(x) = h(x,t) (T(x,t) - T_{1,e}(x,t)) + \ldots$
(σε)(x, t) \left( T^4(x, t) - T^4_{2,e}(x, t) \right), for (x, t) \in \partial \Omega \times [0, tf], where h denotes the convection coefficient (in $s^{-1} m^{-2} K^{-1}$), σ the Stefan–Boltzmann constant (in $J s^{-1} m^{-2} K^{-4}$), ε is the emissivity coefficient (dimensionless), $T_{1,e}$ and $T_{2,e}$ are external temperature values. These coefficients are uniform on each surface $\Gamma^{(i)}$, $1 \leq i \leq d$, and the radiation coefficients are also constant in time:

\[
\begin{align*}
    h(x, t) &= h^{(i)}(t), & & \Gamma^{(i)} \times [0, tf] \\
    T_{1,e}(x, t) &= T_{1,e}^{(i)}(t), & & \Gamma^{(i)} \times [0, tf] \\
    (σε)(x, t) &= σε, & & \partial \Omega \times [0, tf] \\
    T_{2,e}(x, t) &= T_{2,e}, & & \partial \Omega \times [0, tf]
\end{align*}
\] (2)

Hence, $T(x, t), x \in \Omega, t \in [0, tf]$, is solution of the following system of equations:

\[
\begin{align*}
    \rho c_p \frac{\partial T}{\partial t}(x, t) - \lambda \Delta T(x, t) &= 0, & & x \in \Omega, t \leq tf \\
    \lambda \nabla T(x, t) \cdot n(x) &= h^{(i)}(t) \left( T(x, t) - T_{1,e}^{(i)}(t) \right) \\
    + σε \left( T^4(x, t) - T^4_{2,e} \right), & & x \in \Gamma^{(i)}, t \leq tf \\
    T(x, t) &= T_{\text{init}}(x), & & x \in \Omega, t = 0
\end{align*}
\] (3)

Denote $H^1(\Omega) := \{ u \in L^2(\Omega) | \nabla u \in L^2(\Omega) \}$, where $L^2(\Omega)$ if the set of square integrable functions set from $\Omega$ to $\mathbb{R}$, i.e. $u \in L^2(\Omega)$ if the $L^2(\Omega)$ inner product $(u, v)_{L^2(\Omega)} = \int_\Omega u(x)v(x) \, dx < \infty$. The space discretization is obtained by using finite elements: consider a finite dimensional space $V$ as a conforming approximation of $H^1(\Omega)$: $V \subset H^1(\Omega)$, $V = \text{Span}\{\varphi_k\}_{1 \leq k \leq N}$, with $\{\varphi_k\}_{1 \leq k \leq N}$ the considered finite element basis,
and \( N \) the number of nodes on the mesh. The solution temperature is now searched in \( \mathcal{V} \):

\[
T(x, s dt) = \sum_{k=1}^{N} T_k(s) \varphi_k, \quad 1 \leq s \leq J.
\]

Denote \( T(s) \in \mathbb{R}^N \), the vector of components \( T_k(s) \).

Using a backwards Euler for the time discretization on \( \{0, dt, \ldots, J dt\} \) and a Galerkin method for the space discretization on \( \mathcal{V} \), the problem writes: find \( T(s + 1) \in \mathbb{R}^N, \quad 0 \leq s \leq J - 1 \), such that

\[
\begin{cases}
T_l(0) = (T_{\text{init}} \varphi_l)_l^2(\Omega), & 1 \leq l \leq N, \\
\mathcal{F}_{s,l}(T(s + 1)) = 0, & 0 \leq s \leq J - 1, 1 \leq l \leq N,
\end{cases}
\]

(4)

where, for \( V \in \mathbb{R}^N \), \( \mathcal{F}_s(V) \in \mathbb{R}^N \), \( 0 \leq s \leq J - 1 \), is such that

\[
\mathcal{F}_{s,l}(V) = \frac{\rho c_p}{dt} \sum_{k=1}^{N} \left( \int_{\Omega} \varphi_k(x) \varphi_l(x) dx \right) (V_k - T_k(s)) + \lambda \sum_{k=1}^{N} \left( \int_{\Omega} \nabla \varphi_k(x) \cdot \nabla \varphi_l(x) dx \right) V_k
\]

\[
- \sigma \varepsilon \int_{\partial \Omega} \left( \left[ \sum_{k=1}^{N} V_k \varphi_k(x) \right]^4 - T_{2e}^4 \right) \varphi_l(x) dx
\]

\[
- \sum_{i=1}^{d} h^{(i)}(s + 1) \int_{\Gamma^{(i)}} \left[ \sum_{k=1}^{N} V_k \varphi_k(x) - T_{1e}^{(i)}(s + 1) \right] \varphi_l(x) dx.
\]

(5)

At time step \( s + 1 \), the system of nonlinear equations (4) is solved by a Newton algorithm:

\[
\begin{cases}
T^{(0)}(s + 1) = T(s) \\
\frac{D\mathcal{F}_s}{DV} (T^{(p)}(s + 1)) (T^{(p+1)}(s + 1) - T^{(p)}(s + 1)) = -\mathcal{F}_s (T^{(p)}(s + 1)), & 1 \leq k \leq N,
\end{cases}
\]

(6)

where \( T^{(p)}(s + 1) \in \mathbb{R}^N \) denotes the \( p \)-th iteration at time step \( s + 1 \), \( T(s) \) is the known solution at the previous time step \( s \), and where \( \frac{D\mathcal{F}_s}{DV} (T^{(p)}(s + 1)) \in \mathbb{R}^{N \times N} \) is such that

\[
\left( \frac{D\mathcal{F}_s}{DV} \right)_{kl} (T^{(p)}(s + 1)) = \frac{\partial \mathcal{F}_{s,k}}{\partial \varphi_l} (T^{(p)}(s + 1))
\]

\[
= \frac{\rho c_p}{dt} \int_{\Omega} \varphi_k(x) \varphi_l(x) dx + \lambda \int_{\Omega} \nabla \varphi_k(x) \cdot \nabla \varphi_l(x) dx
\]

\[
- 4 \sigma \varepsilon \int_{\partial \Omega} \left[ \sum_{k'=1}^{N} T_{k'}^{(p)}(s + 1) \varphi_k(x) \right]^3 \varphi_l(x) dx
\]

\[
- \sum_{i=1}^{d} h^{(i)}(s + 1) \int_{\Gamma^{(i)}} \varphi_k(x) \varphi_l(x) dx, \quad 1 \leq k, l \leq N.
\]

(7)

We denote \( \mathbf{b}^{\text{ext}}(s + 1) \in \mathbb{R}^N \) the vector of external loading such that

\[
b^{\text{ext}}_l(s + 1) = \sigma \varepsilon T_{2e}^4 \int_{\partial \Omega} \varphi_l(x) dx + \sum_{i=1}^{d} h^{(i)}(s + 1) T_{1e}^{(i)}(s + 1) \int_{\Gamma^{(i)}} \varphi_l(x) dx, \quad 1 \leq k \leq N.
\]

(8)
The iterations of the Newton algorithm (6) are stopped when
\[ \frac{\| T^{(p+1)(s+1)} - T^{(p)(s+1)} \|_2}{\| T^{(p)(s+1)} \|_2} \leq \epsilon_{HF}^{tol}, \]
where \( \| \cdot \|_2 \) denotes here the Euclidean norm on \( \mathbb{R}^N \). The system of nonlinear equations (4), solved by the Newton algorithm (6), is our reference high-fidelity model.

The evolution of the coefficients (2) are computed using a 1D nodal network (in-house code), and the nonlinear transient thermal problem is solved using finite element solvers: in this study, we consider Abaqus and Z-set commercial softwares.

**Reduced order model**

Reduced order techniques can be used to accelerate the computation of the high-fidelity problem (4). We define the speedup as the ratio between the durations of the computation of the high-fidelity model (HFM) and the reduced order model (ROM). ROM techniques are usually decomposed in two stages: the offline stage, where information from the high-fidelity model is learned, and the online stage, where the reduced order model is constructed and exploited. In the offline stage occur computationally demanding tasks, whereas the online stage is required to be efficient, in the sense that only operations in computational complexity independent of the number \( N \) of degrees of freedom of the high-fidelity model are usually allowed.

**Nonparametrized variability**

In the offline stage, the high-fidelity problem (4) is solved for given configurations. In the general case, the variations between the candidate configurations are quantified using a low-dimensional parametrization, leading to a parametrized reduced order model. In this work, we consider nonparametrized variations between the configurations of interest, which we call variability and denote \( \mu \). The variability contains the time steps \( s \), as well as a nonparametrized description of the configuration, which in our case is the loading referred to with a label “conf” for configuration. For instance, \( \mu = (s; "computation 1") \), means that we consider the time step \( s \) and a description conf = “computation 1” of the configuration, consisting of

- initial condition \( T_{\text{init}} \) (nonparametrized),
- convection coefficients \( h^{(i)}(sdt), 1 \leq i \leq d, 1 \leq s \leq J \),
- external temperatures \( T_{\text{ext}}^{(i)}(sdt), 1 \leq i \leq d, 1 \leq s \leq J \).

The surface partitioning \( \Gamma^{(i)}, 1 \leq i \leq d \), and the coefficients \( \rho, c_p, \lambda, \sigma, \epsilon \) and \( T_{2e} \) are supposed constant between the considered variabilities. We denote \( P_{\text{off}} \) the set of variabilities encountered during the offline stage.

**Remark 1 (nonparametrized variability)** One could argue that the variabilities are actually parametrized: \( N \) parameters for \( T_{\text{init}} \), and \( 2dJ \) parameters for \( h \) and \( T_{\text{ext}} \). However, the dimension of the parametrization is too large for a strategy based on precomputing the variabilities to be efficient: many terms would need to be recomposed in the online stage to derive the reduced loading, which would strongly penalize the speedup.

**Derivation of the reduced order model**

In what follows, we consider a posteriori reduced order modeling, which means that our reduced model involves an efficient Galerkin method no longer written on the finite
element basis \{\phi_k\}_{1 \leq k \leq N}$, but on a reduced order basis \{\psi_k\}_{1 \leq k \leq n}$, with $n \ll N$, adapted to the problem at hand. The reduced solution temperature is written

$$
\hat{T}(\cdot, sdt; \text{conf}) = \sum_{k=1}^{n} \hat{T}_k(s; \text{conf}) \psi_k,
$$

with initial condition $\hat{T}_k(0; \text{conf}) = (T_{\text{init}}(\text{conf}), \psi_k)_{L^2(\Omega)}$, $1 \leq k \leq n$. In what follows, we no longer write explicitly the variability conf for clarity of the presentation.

The same derivations as the previous section are carried-out on this basis. The obtained reduced Newton algorithm at time step $s + 1$ and variability conf reads: Find $\hat{T}^{(p)}(s + 1) \in \mathbb{R}^n$ such that

$$
\begin{cases}
\hat{T}^{(0)}(s + 1) = \hat{T}(s) \\
\frac{D\hat{T}^{(p)}(s + 1)}{DV} \left( \hat{T}^{(p)}(s + 1) \right) \left( \hat{T}^{(p+1)}(s + 1) - \hat{T}^{(p)}(s + 1) \right) = -\hat{F}_s \left( \hat{T}^{(p)}(s + 1) \right),
\end{cases}
$$

where the vector $\hat{F}_s \left( \hat{T}^{(p)}(s + 1) \right) \in \mathbb{R}^n$ and the matrix $\frac{D\hat{T}^{(p)}(s + 1)}{DV} \in \mathbb{R}^{n \times n}$ are obtained respectively as (5) and (7) by replacing the finite element basis \{\phi_k\}_{1 \leq k \leq N} by the reduced order basis \{\psi_k\}_{1 \leq k \leq n}$.

Define also the reduced external loading vector $\hat{b}^{\text{ext}}(s + 1)$ in the same fashion as (8). The iterations of the reduced Newton algorithm (10) are stopped when 

$$
\frac{\|\hat{T}^{(p+1)}(s + 1) - \hat{T}^{(p)}(s + 1)\|_2}{\|\hat{b}^{\text{ext}}(s + 1)\|_2} \leq \epsilon_{\text{ROM}}^\text{tol},
$$

where $\| \cdot \|_2$ denotes here the Euclidean norm on $\mathbb{R}^n$.

Following the vocabulary introduced in [21], the offline stage is composed of the three following steps:

- data generation: this corresponds to the generation of the numerical approximation of the solutions to (4), using the Newton algorithm (6). Multiple temporal solutions are considered, for different loading conditions. The set of these solutions $\{T(\cdot, \mu_i)\}_{1 \leq i \leq N_c}$ is called the snapshots set, where $N_c$ is the number of high-fidelity solutions computed at the considered variabilities $\mu = (s; \text{conf})$.

- data compression: this corresponds to the generation of the reduced order basis, obtained by looking for a hidden low-rank structure of the snapshots set. In this work, we employ the snapshot Proper Orthogonal Decomposition (POD), using the $L^2(\Omega)$-inner product to compute the correlations between the snapshots. The POD modes are obtained by truncating the eigenvalue decomposition of the correlation matrix: we denote $\epsilon_{\text{POD}}$ the tolerance for the truncation.

- operator compression: this step contains all the precomputations required to ensure that the reduced problem is computed in complexity independent of $N$. In our nonlinear setting, this task requires hyperreduction: we use the Empirical Cubature Method (ECM).

ECM was originally proposed for structural mechanics, we derive in this work a version for transient nonlinear thermal problems. In our problem, only the radiation term in (4) is nonlinear. Hence, we can precompute the assembling of all the other terms: define

$$
\theta_{ij} = \int_{\Omega} \psi_i(x) \psi_j(x) dx, \quad 1 \leq i, j \leq n, \quad (11a)
$$
order-2 tensors. Consider the radiation part of the reduced internal forces vector:

\[ \hat{b}^{\text{int, rad}}_i (\dot{T}(p)(s+1)) := -\sigma \varepsilon \int_{\Omega} \left[ \sum_{k=1}^{n} \dot{T}_k^p (s+1) \psi_k(x) \right]^4 \psi_i(x) dx, \quad 1 \leq i \leq n. \]  

(16)
Recall the notation for the snapshots set \( \{ T(\cdot, \mu_j) \}_{1 \leq j \leq N_c} \), corresponding to the set of high-fidelity solutions. The reduced internal forces vector taken at the snapshots is in practice computed using quadrature formulas adapted to the used finite-element basis:

\[
\hat{b}_{i}^\text{int,rad}(T(\cdot, \mu_j)) = -\sigma \epsilon \int_{\partial \Omega} T^4(x, \mu_j) \psi_j(x) dx = -\sigma \epsilon \sum_{e \in E} \sum_{k=1}^{n_e} \omega_k T^4(x_k, \mu_j) \psi_j(x_k),
\]

(17)

where \( E \) denotes the set of elements of the mesh, \( n_e \) denotes the number of integration points for the element \( e \), \( \omega_k \) and \( x_k \) are the integration weights and points of the considered element. ECM consists in replacing this high-fidelity quadrature (17) by an approximation adapted to the snapshots set \( \{ T(\cdot, \mu_j) \}_{1 \leq j \leq N_c} \) and the reduced order basis \( \{ \psi_i \}_{1 \leq i \leq n} \) and involving a small number of integration points:

\[
\hat{b}_{i}^\text{int,rad}(\hat{T}^p(s+1)) \approx -\sigma \epsilon \sum_{k'=1}^{d} \hat{\omega}_{k'} \left[ \sum_{j=1}^{n} \hat{T}^p_i(s+1) \psi_j(\hat{x}_{k'}) \right]^4 \psi_i(\hat{x}_{k'}), \quad 1 \leq i \leq n,
\]

(18)

where \( d \ll N_G := \sum_{e \in E} n_e \) (\( N_G \) is the total number of integration points), the reduced integration points \( \hat{x}_{k'} \), \( 1 \leq k' \leq d \), are taken among the integration points of the high-fidelity quadrature (17) and the reduced integration weights \( \hat{\omega}_{k'} \) are positive. In (18), the term in brackets corresponds to the reduced prediction taken at the reduced integration points. An approximation of the radiation part of the reduced internal forces vector can now be assembled in complexity independent of \( N \) (more precisely independent of the number of nodes on the boundary \( \partial \Omega \)).

We now briefly present how this reduced quadrature formula is obtained. We denote \( h_q := -\sigma \epsilon T^4(\cdot, \mu(qn_q+1)) \psi(qn_q+1) \in L^2(\partial \Omega) \), where / and \% are respectively the quotient and the remainder of the Euclidean division, \( Z \) is a subset of \( [1; N_G] \) of size \( d \), with \( N_G \) the number of integration points, and \( J_Z \in \mathbb{R}^{n N_c \times d} \) and \( g \in \mathbb{R}^{n N_c} \) are such that for all \( 1 \leq q \leq n N_c \) and all \( 1 \leq k' \leq d \),

\[
J_Z = \left( h_q(x_{Z_{k'}}) \right)_{1 \leq q \leq n N_c, \ 1 \leq k' \leq d}, \quad g = \left( \int_{\Omega} h_q \right)_{1 \leq q \leq n N_c},
\]

(19)

where \( Z_{k'} \) denotes the \( k' \)-th element of \( Z \) and where we recall that \( n \) is the number of POD modes. Let \( \hat{\omega} \in \mathbb{R}^{+d} \). From the introduced notation, \( (J_Z \hat{\omega})_q = -\sigma \epsilon \sum_{k'=1}^{d} \hat{\omega}_{k'} T^4(x_{Z_{k'}}, \mu(qn_q+1)) \psi(qn_q+1)(x_{Z_{k'}}) \), \( 1 \leq q \leq n N_c \), which is a candidate approximation for \( -\sigma \epsilon \int_{\Omega} T^4(\cdot, \mu(qn_q+1)) \psi(qn_q+1) \psi(qn_q+1) \psi(qn_q+1) = g_q, \ 1 \leq q \leq n N_c \). The best reduced quadrature formula of length \( d \) for the reduced internal forces vector is obtained as

\[
(\hat{\omega}, Z) = \arg \min_{\hat{\omega} > 0, Z \subseteq [1; N_G]} \left\| J_Z \hat{\omega} - g \right\|_2,
\]

(20)

where \( \left\| \cdot \right\|_2 \) stands for the Euclidean norm. If we wish to optimize the length of the reduced quadrature as well in the objective function, we obtain a NP-hard optimization problem. In [18] a Sparse NonNegative Least-Squares (NNLS) algorithm, proposed in [24], is used to
reach a solution in reasonable time. Here, we consider a modification of the NonNegative Orthogonal Matching Pursuit algorithm, see [25, Algorithm 1] and [21, Algorithm 2], which are variants of the Matching Pursuit algorithm [26] adapted to the nonnegative requirement. This algorithm consists in a greedy construction of the reduced quadrature scheme, with a stopping criterion on the accuracy of the quadrature over the values of the radiation part of the internal forces vector for the available snapshots, with a tolerance denoted $\epsilon_{ECM}$.

In Newton algorithms, the tangent operator does not need to be computed very accurately. Hence, we use the previously obtained reduced quadrature formula to compute the radiation contribution to the reduced tangent operator (12).

**Remark 2 (Polynomial nonlinearities)** In the literature, some polynomial nonlinearities have been treated without hyperreduction, for example, the advection term in fluid dynamics (with a ROM based on a Galerkin method in our context) only requires the precomputation of an order-3 tensor in the form $\int_{\Omega} \psi_i \cdot (\psi_j \cdot \nabla) \psi_k$, $1 \leq i, j, k \leq n$, see [27] for the reduction of the nonlinear Navier-Stokes equations, with an exact operator compression step. Other examples can be found in structural dynamics with geometric nonlinearities, where order-2 and 3 tensors can be precomputed, see [28, Section 3.2] and [29].

Such a strategy can be derived in our case also. Define

$$
\theta_{i,j,k,l,m}^{\Omega} = \int_{\partial \Omega} \psi_i(x) \psi_j(x) \psi_k(x) \psi_l(x) \psi_m(x) dx, \quad 1 \leq i, j, k, l, m \leq n.
$$

(21)

The nonlinear terms reduced by ECM in (12) and (14) can be precomputed as

$$
\int_{\partial \Omega} \left[ \sum_{k=1}^{n} \hat{\psi}_k^{(p)} (s + 1) \psi_k(x) \right]^3 \psi_i(x) \psi_j(x) dx
$$

$$
= \sum_{k,l,m} \hat{\psi}_k^{(p)} (s + 1) \hat{\psi}_l^{(p)} (s + 1) \hat{\psi}_m^{(p)} (s + 1) \theta_{i,j,k,l,m}^{\Omega}
$$

(22)

and

$$
\int_{\partial \Omega} \left[ \sum_{k=1}^{n} \hat{\psi}_k^{(p)} (s + 1) \psi_k(x) \right]^4 \psi_i(x) dx
$$

$$
= \sum_{j,k,l,m} \hat{\psi}_j^{(p)} (s + 1) \hat{\psi}_k^{(p)} (s + 1) \hat{\psi}_l^{(p)} (s + 1) \hat{\psi}_m^{(p)} (s + 1) \theta_{i,j,k,l,m}^{\Omega}
$$

(23)

However, the fact that the tensor $\theta_{i,j,k,l,m}^{\Omega}$ is of order five is very detrimental to the computation time, both for the offline stage for the computation of this tensor, and for the online stage, where the coefficients of this tensor are recombined to assemble the reduced problem. In practice in our numerical experiments, for more than 20 POD modes, the offline stage becomes untractable (computing the fifth-order tensor takes more than 70 times the duration of the high-fidelity solves) and no practical speedup is obtain in the online stage. For these reasons, the use of hyperreduction is mandatory for our applications. □
Remark 3 (Initial condition) Without any parametrization for the initial condition, the first step of the reduced Newton algorithm (10) at the first time step \( s = 0 \) requires to compute scalar products on the mesh \( \Omega \), whose computational complexity depends on \( N \): 
\[
\hat{T}^{(0)}(1; \text{conf}) = \hat{T}(0; \text{conf}), \quad \text{where} \quad \hat{T}_k(0; \text{conf}) = (T_{\text{init}}(\text{conf}), \psi_k)_{L^2(\Omega)}, \quad 1 \leq k \leq n.
\]
However, this computation is made only once per online run. If the variability of \( T_{\text{init}} \) with respect to conf was parametrized in an affine fashion (or if we considered only a pre-known set of initial conditions \( T_{\text{ini}} \) in the online stage), the scalar products \((\cdot, \cdot)_{L^2(\Omega)}\) could have been precomputed during the offline stage.

Nonintrusive reduced order modeling library

This work has been implemented in an in-house nonintrusive reduced order modeling library developed at Safran, see [21]. Thanks to the nonintrusive implementation, the high-fidelity snapshots can be generated by a commercial software. In our case, we use the commercial versions of Abaqus [23] and Z-set [22].

The nonintrusivity is gained from having coded routines to read solutions and meshes from the used finite element software into an in-house format, and having recoded all the finite element assembling routines in our library. Then, considering nonparametrized variability is now readily available: we can, at the beginning of the online stage, for a new variability, assemble the reduced loading terms using these available assembling routines.

We will see in “Advantages of the nonintrusivity” section that the nonintrusivity of our ROM library, together with a regularizing property of ROM techniques, enables to reduce problems using snapshot generated by a commercial software under some model uncertainty.

Data format for the reduced solution

In our application, the quantity of interest is the temperature field over the complete structure. As a consequence, the time spent to write the reduced prediction over the complete structure should be included in the duration of the ROM for the definition of the speedup. In our applications, this time for writing the solution on disk takes 10\% of the duration of the HFM. Hence, to obtain speedups larger than 10, we use the PXDMF format [30], where the POD modes are written on disk during the offline phase, and only the coefficients \( \hat{T}_k(s; \text{conf}), \quad 1 \leq k \leq n \), in (9) are saved during the online stage. The solution is reconstructed on the complete mesh each time it is needed, for instance for visualization purposes, the reconstruction is carried out on the fly by a paraview [31] reader, see Fig. 3.

Numerical applications

In this section, we consider the model order reduction of the problem (4) using the procedure described in “Reduced order model” section.

Validation on academic test cases

Simple test case with convection only using Z-set

We consider a very simple test case consisting of a square mesh with \( N = 676 \) degrees of freedom, a uniform initial condition of 100°C, 100 time step for a duration of 1000 s, and a convection boundary condition with \( h = 1000 \) J s\(^{-1}\)m\(^{-2}\)K\(^{-1}\) and \( T_{1,e} \) oscillating between...
100 and 1000 °C with a period of 600 s. A HFM solution is computed using Z-set, then a ROM is computed on the same configuration for validation purposes. The training data contains 100 snapshots. The POD selects 11 modes with $\epsilon_{\text{POD}} = 10^{-6}$, and ECM is not computed here since radiation is not considered. The durations for the offline and online stages are given in Table 1, where “Remaining” refers to all the remaining operations including the reading of the snapshots and the operations required for the nonintrusive approach and where “compute online loading” refers to the computation of the reduced external forces vectors and the extraction of the sequences of coefficients $h^{(i)}(t)$ and $T^{(i)}_{1,c}(t)$ from the input files, see “Nonintrusive reduced order modeling library” section. The HFM duration is 3.82 s, leading to a speedup of 48 in this case.

The comparison provided in Fig. 4 shows that the ROM is able to correctly reduce computations featuring convection boundary conditions.

**Table 1  Simple test case with convection only using Z-set (durations for the offline and online stages)**

| Offline stage | Online stage |
|---------------|--------------|
| POD           | Compute online loading | 0.01 s |
| ECM           | ROM          | 0.05 s |
| Remaining     | Write solution in ROM format | 0.02 s |
| Total         | Total        | 0.08 s |
Table 2  Simple test case with radiation only using Z-set (durations for the offline and online stages)

| Offline stage | Online stage             |
|---------------|--------------------------|
| POD           | Compute online loading   | 0.01 s |
| ECM           | ROM                      | 0.13 s |
| Remaining     | Write solution in ROM format | 0.02 s |
| Total         | Total                    | 0.16 s |

**Simple test case with radiation only using Z-set**

We consider again a very simple test case consisting of the same square mesh as the previous section, with \( N = 676 \) degrees of freedom, a uniform initial condition of 1000 °C, 100 time step for a duration of 1000 s, and a convection boundary condition with \( \sigma \epsilon = 3.9683 \times 10^{-8} \) J s\(^{-1}\) m\(^{-2}\) K\(^{-4}\) and \( T_{2,e} \) oscillating between 100 and 1000 °C with a period of 600 s. A HFM solution is computed using Z-set, then a ROM is computed on the same configuration again for validation purposes. The training data contains 100 snapshots. The POD selects 9 modes with \( \epsilon_{POD} = 10^{-6} \), and ECM selects 19 integration points with \( \epsilon_{ECM} = 10^{-6} \). The durations for the offline and online stages are given in Table 2. The HFM duration is 5.87 s, leading to a speedup of 37 in this case.

The comparison provided in Fig. 5 shows that the ROM is able to correctly reduce computation featuring radiation boundary conditions.
Industrial application

In this section, we apply our nonintrusive reduced order strategy on an industrial study of the high-pressure compressor presented in “Introduction” section, where we recall that the number of degrees of freedom is $N = 4785$. Various temporal scenarios of convection coefficients $h^{(i)}$ and external temperatures $T_{1,e}^{(i)}$ for each of the 39 surfaces are considered, see Fig. 6. The physical duration of the simulation is now $t_f = 600$ s, and Abaqus is chosen to compute the snapshots. We use the high-fidelity data from the scenarios 1 to 7 (defined in from Fig. 6) in the offline stage, while the accuracy of the ROM will be tested at the variability of scenario 8. We precise that the variability of our model is not parametrized by $T_{\text{min}}, T_{\text{max}}$ and $\tau$: these are parameters for a precomputing step handled by the in-house 1D nodal network code, which generates the nonparametrized time series $h^{(i)}(t)$ and $T_{1,e}^{(i)}(t), 1 \leq i \leq 39$, which are the input of our problem.

The POD selects 13 modes with $\epsilon_{\text{POD}} = 10^{-3}$, and ECM selects 39 integration points with $\epsilon_{\text{ECM}} = 10^{-3}$. The durations for the offline and online stages are given in Table 3. In this case, the POD part is relatively long (the computation of the matrix containing the correlations between the snapshot takes 38.2 s alone), because the training data contains 7 scenarios of 300 snapshots each, which means that the correlation matrix is a dense $2100 \times 2100$ matrix. The HFM duration is 52 s, leading to a speedup of 91 in this case.
Table 3  Industrial application (durations for the offline and online stages)

| Offline stage | Online stage |
|---------------|--------------|
| POD           | 41.1 s       | Compute online loading | 0.09 s |
| ECM           | 7.7 s        | ROM                    | 0.45 s |
| Remaining     | 17.3 s       | Write solution in ROM format | 0.03 s |
| Total         | 66.1 s       | Total                  | 0.57 s |

Table 4  Industrial application (comparison of the ROM performances for various values of $\epsilon_{POD}$)

| $\epsilon_{POD}$ | nbe POD modes | nbe ECM points | Duration offline | Speedup | $\bar{E}$ |
|------------------|---------------|----------------|------------------|---------|---------|
| $10^{-5}$        | 62            | 114            | 335 s            | 0.2     | $7.6 \times 10^{-4}$ |
| $10^{-4}$        | 31            | 76             | 110 s            | 2       | $8.4 \times 10^{-4}$ |
| $10^{-3}$        | 13            | 39             | 66 s             | 91      | $2.5 \times 10^{-3}$ |
| $10^{-2}$        | 4             | 19             | 57 s             | 96      | $2.3 \times 10^{-2}$ |

The comparison provided in Fig. 7 shows the prediction of the ROM for the variability of the scenario 8, which was not in the training data. The points B and C are chosen to monitor the largest discrepancies, and an error close to $-11$ °C has been measured at $t = 24$ s (which correspond to a relative error of 2.4% at this time).

We now carry out an error analysis on this industrial test case, to assess the accuracy of the prediction with respect to the hyperparameter $\epsilon_{POD}$.

We define the time-dependent relative error as $E(t) := \frac{\|T(t) - \hat{T}(t)\|_{L^2(\Omega)}}{\|T(t)\|_{L^2(\Omega)}}$, where $\|v\|_{L^2(\Omega)} := \sqrt{\langle v, v \rangle_{L^2(\Omega)}}$ is the $L^2(\Omega)$-norm and where $T$ and $\hat{T}$ are respectively the HFM and ROM predictions at the variability defined in scenario 8. The time-averaged relative error is defined as $\bar{E} := \frac{1}{\int_a^b} \int_a^b E(sdt)$. The performances of the ROM for various values of $\epsilon_{POD}$ are evaluated in Table 4 and Fig. 8, where $\epsilon_{ECM} = 10^{-3}$. In our experiments, the value of $\epsilon_{ECM}$ does not have a significant impact (for values $10^{-2}$, $10^{-3}$ or $10^{-4}$), the reasons could be that the errors are dominated by the POD truncation or that the polynomial nonlinearities in our case are well approximated by few reduced integration points. In [21], where we considered nonlinear structural mechanics with elastoviscoplastic materials, the tolerance $\epsilon_{ECM}$ had a significant impact on the accuracy of the ROM. We notice also that for values of $\epsilon_{POD}$ smaller than $10^{-3}$ the speedup is not interesting, and for values below $10^{-4}$ the accuracy of the prediction does not increase anymore.
Fig. 7  Industrial application

Time evolution of absolute error on points A, B and C defined on top right

Fig. 8  Industrial application. Time-dependent relative error $\mathcal{E}(t)$ with respect to time for various values of $\epsilon_{POD}$
Advantages of the nonintrusivity

In this section, we consider the same high-pressure compressor as the previous section, and simulate the evolution of the temperature during 200 s. We compute the offline stage using only one scenario (of initial and boundary conditions), and a ROM prediction for the same scenario, then compare this ROM prediction with the HF prediction, using both Z-set and Abaqus. Since Z-set cannot deal with time dependent convection coefficients $h$, we keep them constant in time. The tolerance coefficients for the reduction and hyper-reduction are respectively $\epsilon_{\text{POD}} = 10^{-6}$ and $\epsilon_{\text{ECP}} = 10^{-5}$, which should lead to very accurate results. The comparisons are illustrated in Fig. 9.

We observe that the results with Z-set are 3 orders of magnitude more accurate that the ones with Abaqus. Even though we used the commercial version of Z-set in our nonintrusive framework, we have the source of the code at our disposal, and we have checked that our reduced model, in the online stage, implements the same model as the one in Z-set. Abaqus being a commercial code, the exact implementation of the solvers and models is proprietary and not known. However the accuracy of the ROM using Abaqus generated snapshot is still within engineering tolerances, even in the context of the nonparametrized variability detailed in “Industrial application” section. This robustness with respect to the model is provided by the a posteriori reduced order modeling technique, where regularity features are transported from the snapshots to the modes. In [32], a reduced order model is constructed from Large Eddy Simulations snapshots, but a resolution of the Navier–Stokes equations with no turbulence model is carried out in the online stage, with accurate results. In our application, we illustrate that the nonintrusive framework enables, thanks to the model robustness provided by the ROM technology, to reduced computations made by software without knowing the exact model and solver.
Conclusion and prospects

In this work, we propose a nonintrusive reduced order modeling strategy for nonlinear transient thermal problems with convection and radiation boundary conditions, under nonparametrized variability in the form of complex scenarios for the initial and boundary conditions. The Empirical Cubature Method is applied to derive a reduced quadrature scheme for the radiation boundary term, ensuring a fast construction of the reduced problem. In a 2D setting representative of the design process of a high-pressure compressor, the approach can successfully reduce the transient temperature prediction under the nonparametrized variability of the boundary condition scenarios, coming from a weak coupling with an in-house 1D code, with a speedup of 91 and an accuracy within engineering tolerances. The nonintrusivity of the approach enables the use of a commercial code to generate the snapshots, and the construction a reduced model without the knowledge of the exact high-fidelity model and solver.

In a future work, we plan to extend the method to a fully nonlinear setting, where the heat capacity and the heat conductivity depend on the temperature in a nonlinear fashion. The method needs to be challenged on larger 3D cases, for which better speedups are expected.

Acknowledgements

The authors wish to thank Florian Brunet (Safran Aircraft Engines) for helping with the test case data and the definition of the project, and Abdelkader Benyahia (Safran Aircraft Engines) for fruitful discussions.

Authors' contributions

FC derived the algorithms, wrote the code and the draft of the manuscript, AG provided the industrial test cases and input data and reviewed the manuscript, FF and CR reviewed the manuscript. All authors read and approved the final manuscript.

Funding

The study has been founded by Safran.

Availability of data and materials

Similar data can be reproduced using finite element software.

Competing interests

The authors declare that they have no competing interests.

Author details

1SafranTech, Rue des Jeunes Bois - Châteaufort, 78114 Magny-les-Hameaux, France, 2Safran Aircraft Engines, Rond-point René Ravau, 77550 Moissy-Cramayel, France.

Received: 29 November 2019 Accepted: 16 April 2020
Published online: 07 May 2020

References

1. Wikipedia, the free encyclopedia: CF6-6 engine cutaway. Image in the public domain. 2007. https://commons.wikimedia.org/wiki/File:CF6-6_engine_cutaway.jpg. Accessed 17 Aug 2019.
2. Ananth CV, Kleinbaum DG. Regression models for ordinal responses: a review of methods and applications. Int J Epidemiol. 1997;26(6):1323–33.
3. Luo G. A review of automatic selection methods for machine learning algorithms and hyper-parameter values. Netw Model Anal Health Inform Bioinform. 2016,5(1):18.
4. Uysal, Güvenir HA. An overview of regression techniques for knowledge discovery. Knowl Eng Rev. 1999;14(4):319–40.
5. Oseledets I. Tensor-train decomposition. SIAM J Sci Comput. 2011;33(5):2295–317.
6. Chinesta F, Keunings R, Leygue A. The proper generalized decomposition for advanced numerical simulations. Berlin: Springer, 2013.
7. Chinesta F, Ladeveze P, Cueto E. A short review on model order reduction based on proper generalized decomposition. Arch Comput Methods Eng. 2011;18(4):395.
8. Maday Y, Patera AT, Turinici G. A priori convergence theory for reduced-basis approximations of single-parameter elliptic partial differential equations. J Sci Comput. 2002;17(1–4):437–46.
9. Machiels L, Maday Y, Oliveira IB, Patera AT, Rovas DV. Output bounds for reduced-basis approximations of symmetric positive definite eigenvalue problems. Comptes Rendus de l’Academie des Sciences-Series I-Mathematics. 2000;331(2):153–8.
10. Chatterjee A. An introduction to the proper orthogonal decomposition. Curr Sci. 2000;78(7):808–17.
11. Sirovich L. Turbulence and the dynamics of coherent structures, parts I, II and III. Q Appl Math. 1987;XLV:561–90.
12. Astrid P, Weiland S, Willcox K, Backx T. Missing point estimation in models described by proper orthogonal decomposition. IEEE Trans Autom Control. 2008;53(10):2237–51.
13. Barrau M, Maday Y, Nguyen NC, Patera AT. An ‘empirical interpolation’ method: application to efficient reduced-basis discretization of partial differential equations. Comptes Rendus Mathematique. 2004;339(9):667–72.
14. Ryckelynck D. A priori hyper-reduction method: an adaptive approach. J Comput Phys. 2005;202(1):346–66.
15. Nguyen NC, Patera AT, Peraire J. A ‘best points’ interpolation method for efficient approximation of parametrized functions. Int J Numer Methods Eng. 2008;73(4):521–43.
16. Chaturantabut S, Sorenson D. Nonlinear model reduction via discrete empirical interpolation. SIAM J Sci Comput. 2010;32(5):2737–64.
17. Carlberg K, Cottrell J, Amsallem D. The gnat method for nonlinear model reduction: effective implementation and application to computational fluid dynamics and turbulent flows. J Comput Phys. 2013;242:623–47.
18. Farhat C, Avery P, Chapman T, Cortial J. Dimensional reduction of nonlinear finite element dynamic models with finite rotations and energy-based mesh sampling and weighting for computational efficiency. Int J Numer Methods Eng. 2014;98(9):625–62.
19. Hernández JA, Caicedo MA, Ferrer A. Dimensional hyper-reduction of nonlinear finite element models via empirical cubature. Comput Methods Appl Mech Eng. 2017;313:687–722.
20. Yano M, Patera AT. An lp empirical quadrature procedure for reduced basis treatment of parametrized nonlinear pdes. Comput Methods Appl Mech Eng. 2019;344:1104–23.
21. Casenave F, Akkari N, Bordeau J, Rey C, Ryckelynck D. A nonintrusive distributed reduced-order modeling framework for nonlinear structural mechanics—application to elastoviscoplastic computations. Int J Numer Methods Eng. 2020;121(1):32–53.
22. Mines ParisTech and ONERA the French aerospace lab. Zset: nonlinear material & structure analysis suite. http://www.zset-software.com (1981-present).
23. Dassault Systèmes: ABAQUS UNIFIED FEA. https://www.3ds.com/fr/produits-et-services/simulia/produits/abaqus/ (2002-present).
24. Peharz R, Pernkopf F. Sparse nonnegative matrix factorization with l0-constraints. Neurocomputing. 2012;80:38–46 (Special Issue on Machine Learning for Signal Processing 2010).
25. Yaghoobi M, Wu D, Davies ME. Fast non-negative orthogonal matching pursuit. IEEE Signal Process Lett. 2015;22(9):1229–33.
26. Mallat SG, Zhang Z. Matching pursuits with time-frequency dictionaries. IEEE Trans Signal Process. 1993;41(12):3397–415.
27. Akkari N, Mercier R, Dartigue G, Moureau V. Stable pod-galerkin reduced order models for unsteady turbulent incompressible flows. In: 55th AIAA aerospace sciences meeting. Grapevine, Texas. 2017.
28. Kuether RJ. Nonlinear modal substructuring of geometrically nonlinear finite element models. PhD thesis, The University of Wisconsin-Madison. 2014.
29. Mignolet MP, Przekop A, Rizzi SA, Spottswood SM. A review of indirect/non-intrusive reduced order modeling of nonlinear geometric structures. J Sound Vib. 2013;332(10):2437–60.
30. PXDMF: a file format for separated variables solutions. https://rom.ec-nantes.fr/?page_id=12. Accessed 15 Aug 2019.
31. Ayachit U. The ParaView guide: a parallel visualization application. Clifton Park: Kitware Inc; 2015.
32. Akkari N, Casenave F, Moureau V. Time stable reduced order modeling by an enhanced reduced order basis of the turbulent and incompressible 3d Navier-Stokes equations. Math Comput Appl. 2019;24(2):45.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.