Order parameter fluctuations in the holographic superconductor
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Abstract
We investigate the effect of order parameter fluctuations in the holographic superconductor. In particular, following an introduction to the concept of intrinsic dynamics and its implementation within holographic models, we compute the intrinsic spectral functions of the order parameter in both the normal and the superconducting phase, using a fully backreacted bulk geometry. We also present a vector-like large-$N$ version of the Ginzburg–Landau model that accurately describes our long-wavelength results in both phases. Our results indicate that the holographic superconductor describes a relativistic multi-component superfluid in the universal regime of the BEC–BCS crossover.
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1. Introduction

Ginzburg–Landau theory [1] has been used to describe physics near a conventional superconducting phase transition with great success. Based on the Landau approach to continuous phase transitions, it makes use of a complex order parameter which acquires a nonzero expectation value in the superconducting phase. As this is a phenomenological model, a microscopic interpretation of the order parameter was not included. This interpretation was provided by Gor’kov several years after the Ginzburg–Landau theory [2], using the microscopic model of superconductivity by Bardeen et al [3]. Here, superconductivity is described as the condensation of Cooper pairs, which consist of a pair of electrons on top of a filled Fermi sea, bound together due to a phonon-mediated attractive interaction. By elegantly using a variational ansatz for the BCS ground state, BCS mean-field theory has succeeded in producing many accurate quantitative results that have been confirmed experimentally in weakly coupled superconductors.

As BCS mean-field theory only describes superconductors in the weakly coupled regime, several different approaches have been used to study strongly coupled superconductors. One example of such an approach is Eliashberg theory, which goes beyond the BCS mean-field theory by providing a more accurate treatment of the phonons interacting with the electrons. The self-energy due to these interactions now includes retardation effects, in contrast to the BCS model. Consequently, the Eliashberg formalism is able to provide more accurate quantitative results [4] than the BCS formalism. However, in the class of high-temperature superconductors, the pairing mechanism cannot be described by means of interactions with phonons. Therefore even the Eliashberg approach is inapplicable and methods to describe high-temperature superconductors remain mysterious. Fermion gases at unitarity are superconductors at infinite coupling². These have been described by numerical approaches based on the quantum Monte Carlo method [5–7]. Moreover, an analytical description by means of renormalization group theory can be found in [8].

A novel approach to strongly coupled systems, which has become very popular over the past decade, is the use of the holographic duality. Inspired by ideas in [9, 10], a bottom-up approach of the AdS/CFT correspondence to

¹ Author to whom any correspondence should be addressed.
² Although these fermion gases at unitarity consist of Cooper pairs in a condensed state, the Cooper pairs consist of neutral fermions. Therefore the term superfluid may be more appropriate.
superconductivity was first given in [11], followed by many other papers [12]. One of the most used models within this framework describes the superconducting phase transition as the condensation of some complex order parameter in the boundary theory that arises from a dual complex scalar field in the classical gravitational theory. From this model, many characteristics of superconductivity have been reproduced, such as the diverging DC conductivity, an energy gap, and a Meissner effect [13]. The microscopic interpretation of the order parameter is not known, since bottom-up holography usually provides us with expectation values of unknown composite operators rather than the single-particle or single-pair operators which naturally arise in condensed-matter systems. It is therefore unsurprising that results obtained through this approach are generally different from BCS derivations. However, one might wonder whether a phenomenological Ginzburg–Landau theory can still be applied. The answer to this question seems positive, based on e.g. the mean-field critical exponents near the transition temperature [14].

The long-term aim of this work is to study ultracold fermion gases at unitarity using a holographic approach. The holographic superconductor mentioned above seems like a logical starting point towards this aim, since this model should in principle also consist of strongly correlated fermions. We therefore study the properties of the holographic superconductor in detail in this paper, focussing in particular on the intrinsic dynamics of the order parameter fluctuations in the normal as well as the superconducting phase. While previous studies on the order parameter dynamics mostly concentrate on the poles of the full retarded Green’s function [15, 16], e.g. by finding the quasinormal modes [17], we directly calculate the intrinsic two-point correlation function of the order parameter, using scalar field fluctuations in the gravity theory. In a mode-coupling theory, the intrinsic dynamics of the order parameter fluctuations corresponds to the dynamics that is uncoupled from the other hydrodynamic degrees of freedom. Notice that this dynamics is different from the full dynamics and can in general not be observed in an experiment. However, the intrinsic dynamics does provide us with important information about the nature of the order parameter. In particular, it enables us to use a gradient expansion and arrive at a local Ginzburg–Landau theory for the holographic superconductor. A similar calculation was performed in [18] above the critical temperature. Here we carry out calculations below the critical temperature as well, which include full backreaction in the bulk geometry. Subsequently, we present a modified Ginzburg–Landau model that includes the large-N limit which is implicit in the AdS/CFT duality, and find that our long-wavelength results are well described by this model in both the normal and superconducting phase. However, as a consequence of this large-N limit, we observe that the Higgs mode and the second-sound mode are not present in the intrinsic order parameter fluctuations.

The outline of this paper is as follows. In section 2, we discuss the background theory that will be used throughout this paper. This includes a short review of the holographic superconductor solution and a comparison with a number of universal BCS results. Moreover, our notation and conventions are introduced here. Section 3 starts with a review of the concept of intrinsic dynamics and subsequently covers the scalar field fluctuations on top of the holographic superconductor background, including the resulting intrinsic two-point function of the order parameter in the dual theory. We end with our conclusions in section 4.

2. The holographic superconductor

In this section, we describe the bulk geometry that we use throughout this paper. This geometry was introduced in [13]. The purpose of this section is to outline its properties that are most relevant to our results, as well as to introduce our notation and conventions. After giving the bulk solutions, we specify on how many and on which parameters this solution exactly depends. We end the section by discussing the superconducting phase transition that appears in the dual field theory and comparing its properties with universal results which follow from BCS theory.

For the sake of generality, we give the gravitational bulk for an arbitrary spatial dimension $d$. However, we will always specify to $d = 4$ when discussing the dual field theory, which then has three spatial dimensions. Although many high-$T_c$ superconductors consist of layers and are thus effectively two-dimensional, we are interested in three-dimensional superconductors here. Examples of these include the ultracold gases at unitarity mentioned in the introduction.

2.1. The gravity solutions

The gravitational background that we use follows from the action that describes gravity minimally coupled to a $U(1)$ gauge field $A_\mu$ and a charged scalar field $\phi$. In SI units, it is given by

$$S = \int d^{d+1}x \sqrt{-g} \left[ \frac{c^3}{16\pi G} (R - 2\Lambda) - \frac{1}{4\mu_0 c} F^2 - \left( |D\phi|^2 + \frac{m^2 c^3}{\hbar^2} |\phi|^2 \right) \right].$$

(1)

Here the scalar field has mass $m$ and charge $q$. Furthermore, $G$ and $\mu_0$ are Newton’s constant and the vacuum permeability in $d$ spatial dimensions respectively. In addition, $\Lambda < 0$ is the cosmological constant and $D_\mu$ is the gauge covariant derivative

$$D_\mu = \nabla_\mu - \frac{i q}{\hbar} A_\mu.$$

(2)

The equations of motion that follow from this action describe the gauge field and the scalar field backreacting on the
geometry. Here, we consider static solutions to these equations, with planar symmetry. The metric ansatz can then be written as [13]

\[ ds^2 = -f(r) e^{-\chi(r)} c^2 dt^2 + \frac{1}{f(r)} dr^2 + \frac{r^2}{L^2} d\Omega_{d-1}^2, \]

(3)

where the AdS radius \( L \) is given by \( L^2 = d(d-1)/(2\Lambda) \).

Here the coordinate \( r \) runs from the horizon \( r = r_+ \), where \( f(r_+) = 0 \), to the boundary at \( r = \infty \). Demanding there to be no conical singularity in the imaginary-time geometry at \( r_+ \) gives the Hawking temperature

\[ k_B T = \frac{hf_0'(r_+) e^{-\chi(r_+)} / 2}{4\pi}, \]

(4)

where \( k_B \) is Boltzmann’s constant. Furthermore, the gauge field is temporal, i.e., \( A_t(r)dr \), and we choose a gauge in which \( \phi \) is real. With these ansätze the equations of motion become

\[ \phi'' + \left( \frac{f'}{f} + \frac{d-1}{r} - \frac{\chi'}{2} \right) \phi' - \frac{m^2 c^4 - q^2 A_r^2 e^\chi}{h^2 c^2 f} \phi = 0, \]

\[ A_t'' + \left( \frac{d-1}{r} + \frac{\chi'}{2} \right) A_r' - 2 \frac{g_0^2 q^2 e^\chi}{h^2 c f} A_r = 0, \]

\[ \chi' + \frac{32\pi G}{(d-1)c^3} \left( \phi'^2 + \frac{q^2 A_r^2 e^\chi}{h^2 c^2 f} \phi'^2 \right) = 0, \]

\[ f' + \left( \frac{d-2}{r} - \frac{\chi'}{2} \right) f - \frac{d-1}{L^2} + \frac{16\pi G}{(d-1)c^3} \left( \frac{q^2 A_r^2}{2g_0^2 c^3} + \frac{m^2 c^2}{h^2} \phi'^2 \right) = 0. \]

(7)

Our gravitational background consists of solutions to these equations, which we consider next.

Firstly, we consider the solution with a trivial scalar field profile. This is just the well-known Reissner–Nordström black brane, given by \( \phi = \chi = 0 \),

\[ A_r = \frac{\mu}{q} \left[ 1 - \left( \frac{r_+}{r} \right)^{d-2} \right] \]

(9)

and

\[ f = \frac{r^2}{L^2} - \left( \frac{r_+}{r} \right)^{d-2} \frac{r_+^2}{L^2} + \frac{8\pi G}{\mu_0 c^2} \frac{d-2}{d-1} \left( \frac{\mu}{q} \right)^2 \left[ \left( \frac{r_+}{r} \right)^{2(d-2)} - \left( \frac{r_+}{r} \right)^{d-2} \right]. \]

(10)

This solution exists for any temperature \( T \). We have written the solution such that the integration constant \( \mu \) has indeed the dimension of energy, consistent with its interpretation as a chemical potential in the dual field theory. A peculiar feature of this solution is that the event horizon and hence the entropy remain nonzero when \( T = 0 \), making this a very unstable phase at low temperatures.

The other solution we consider has a nontrivial scalar field. From the equations of motion, we can derive that as

\[ r \to \infty, \] this scalar field behaves as

\[ \phi = \phi_0 \left( \frac{r}{L} \right)^{-\Delta} + \phi_1 \left( \frac{r}{L} \right)^{-\Delta} + \ldots \]

(11)

with \( \Delta_\pm = d/2 \pm \sqrt{d^2 + 4(mcL/h)^2}/2 \). The particular solutions for which the source \( \phi_0 = 0 \) are holographic superconductor solutions in so-called standard quantization. Upon imposing the boundary conditions that we discuss in the next subsection, we can numerically find multiple of such solutions which can be characterized by the number of zeros of \( \phi \). These hairy black branes only exist below a certain critical temperature \( T_c \), which is proportional to \( \mu \) and depends on \( d, m^2 \), and \( q \). Keeping \( \mu \) fixed, we have checked that the solutions where the scalar field has no nodes have the highest critical temperature. In figure 1 three solutions for \( \phi \) with a different number of nodes are plotted just below their critical temperature.

Note that the parameter \( m^2 \) is constrained by the Breitenlohner–Freedman bound to \( (mcL/h)^2 \geq -d^2/4 \), so that the coefficients \( \Delta_\pm \) are always real. Moreover, we will restrict ourselves to \( (mcL/h)^2 \leq -d^2/4 + 1 \). By doing so, we can compare our results in the following section to results where alternative quantization is used. Within this range for \( m^2 \), hairy black brane solutions should exist for any \( q \) [19]. However, finding solutions for \( q < 1 \) turned out to be very difficult numerically.

Choosing the solutions with the lowest thermodynamic potential for a fixed \( \mu \), i.e., using the grand-canonical ensemble, our gravitational background is given by the Reissner–Nordström solution for temperatures above \( T_c \). Below \( T_c \), the hairy black brane where the scalar field has no zeros is thermodynamically favorable [14]. We can show that for \( T = 0 \), the event horizon of this hairy black brane

\[ \phi_0 = 0 \] is used instead. This is only possible when the term with \( \phi_0 \) in equation (11) has a normalizable fall-off.

Figure 1. The scalar field profile for three different solutions of the equations of motion with \( \tilde{q} = 3 \) and \( \tilde{m}^2 = -3.5 \). Here we already use the dimensionless quantities \( \phi_0, \tilde{q}, \) and \( \tilde{m}^2 \) defined in equation (12). For each solution the temperature is fixed slightly below the critical temperature, so that \( \tilde{\phi}_0 \) remains small. The solution with zero nodes has the highest critical temperature, namely \( k_B T_{c0}/\mu \approx 0.075 \). The solution with one node has \( T_{c1} \approx 0.22 T_{c0} \) and the one with two nodes \( T_{c2} \approx 0.031 T_{c0} \).
vanishes [19], so that we no longer suffer from the above-mentioned instability of the Reissner–Nordström solution.

2.2. Free parameters and boundary conditions

An important property of the solutions is the number of parameters we can tune. Hence we proceed by listing the boundary conditions imposed on the solutions. First of all, we introduce the following dimensionless fields and coordinates:

\[
\begin{aligned}
(\tilde{t}, \tilde{x}, \tilde{r}) &= (ct, x, r)/L \\
\tilde{m} &= \frac{cL}{\pi} \theta \\
\tilde{A}_i &= \frac{16\pi G}{\rho \sigma^2} A_i \\
\tilde{\phi} &= \frac{16\pi G}{c} \phi \\
\tilde{q} &= \frac{m\sigma^2}{16\pi G} \frac{L}{\hbar} q,
\end{aligned}
\]

(12)

Notice that this eliminates \( G, \mu_0, \) and \( L \) from the equations of motion. In the remainder of this paper we will only use dimensionless units derived from the ones above, while omitting the tildes on the quantities. This implies that energy scales, such as \( qA_i, \mu, \) and \( k_B T, \) are measured in units of \( \hbar c/L, \) whereas all length scales are measured in units of \( L.\) The results can easily be converted back to SI units using equation (12).

Upon introducing the dimensionless quantities from equation (12) in the action in equation (1), we obtain that

\[
S/h = \frac{c^3 L^{d-1}}{16\pi G \hbar} \tilde{S} \equiv NG \tilde{S},
\]

(13)

where \( \tilde{S} \) is the dimensionless action that no longer explicitly yields the constraint \( f = 0 \) in equation (1), corresponding to an unsourced vacuum expectation value. We are thus left with only one initial condition that is unspecified.

with \( C = e^{-\chi(\infty)/2}, \) which leaves the equations of motion invariant. Finally, we fix another initial condition by requiring \( \phi_i = 0 \) in equation (11), corresponding to an unsourced vacuum expectation value. We are thus left with only one initial condition that is unspecified.

Using another symmetry of the equations of motion given by

\[
r \to ar, \quad (t, x) \to (t, x)/a, \quad f \to a^2 f, \quad A_i \to a A_i,
\]

(16)

we can obtain any solution from a solution with \( r_c = 1. \) Thus we see that our bulk solution can only nontrivially depend on \( d, m^2, q \) and, due to the unspecified initial condition, on one additional parameter which we take to be \( k_B T/\mu. \)

Naturally, the geometry of the Reissner–Nordström black brane does not depend on the parameters \( m^2 \) and \( q.\) The dependence on these parameters becomes visible only after including scalar fluctuations to this background.

2.3. The phase transition and Ginzburg–Landau theory

To describe the theory on the boundary, we concentrate on the case \( d = 4, \) such that the boundary has three spatial dimensions. After having solved the equations of motion, we can extract boundary values corresponding to physical quantities from the solution. From the scalar field expansion equation (11), we obtain the order parameter \( (O) = 2m\phi, \) which is sourced by \( \phi_i, \) see e.g. [20]. Similarly, we can expand the gauge field near the boundary as

\[
A_i = \frac{\mu}{q} - \frac{m\sigma^2}{2} r^{-2} + \ldots.
\]

(17)

Here we have written the integration constants in such a way that \( \mu \) corresponds to the dimensionless chemical potential, measured in units of \( \hbar c/L. \) The quantity \( n \) corresponds to a dimensionless number density in the dual field theory. Finally, given a bulk solution, we obtain the temperature of the dual field theory from the Hawking temperature in equation (4).

From the discussion in the previous subsection it follows that for a given \( q \) and \( m^2 \) physical quantities can depend on \( k_B T/\mu, \) but may also contain a dependence on \( N_G. \) This dependence follows directly from the proportionality of the bulk action to \( N_G \) in equation (13). Additionally, we may wonder about the physical meaning of the bulk parameters. The mass \( m \) determines the scaling dimension of the order parameter \( (O), \) as follows from the expansion in equation (11). The charge \( q \) also defines a property of the field theory. In particular, it is related to the structure constants that appear in the three-point functions [10]. Note that the dimensionless charge \( q \) does not give the charge of the operator \( (O), \) which can most easily be seen from its definition in equation (12). As we have no numerical value of the AdS radius \( L \) and the constants \( \mu_0 \) and \( G \) in \( d = 4 \) dimensions, the proportionality factor between the charge in SI units and its dimensionless counterpart remains unknown. Thus, even if we consider \( (O) \) as an expectation value related to Cooper
pairs, so that we know there are two particles involved, we do not know the value of $q$. Finally, we have the parameter $N_G$, which is proportional to the integer $N$ of the large-$N$ limit. Hence in this limit we still have a finite parameter $N/N_G$.

As the source term in the background is put to zero by construction, the dual theory acquires an unsourced expectation value below $T_c$. This corresponds to an order parameter of a phase transition which spontaneously breaks the $U(1)$ symmetry. In figure 2 the order parameter is shown as a function of the ratio $k_B T/\mu$ for various values of $q$ and $m^2$. We can deduce from this that the phase transition is always of second order. Therefore, we can describe the order parameter $\langle O \rangle$ with a Ginzburg–Landau model. More specifically, such a model can be represented by the action

$$S = -\int dt \int d^3x \left( \alpha |O|^2 + \frac{\beta}{2} |O|^4 \right),$$

where $\alpha$ and $\beta$ are temperature-dependent real coefficients.

For $\beta > 0$, there appears a nontrivial global minimum

$$\langle O \rangle = \sqrt{\frac{\alpha}{\beta}},$$

when $\alpha$ becomes negative below the transition temperature. Note that we have chosen the expectation value of $O$ to be real here, which corresponds to the gauge choice of a real $\phi$ in the bulk theory. Moreover, the numerical data yields that $\langle O \rangle \propto |T - T_c|^b$ near $T_c$. This suggests the conventional choice $\alpha(T) \approx \alpha_0(T - T_c)$ and $\beta = \beta_0 = 0$ for the coefficients near $T_c$, as from this we indeed obtain the well-known mean-field result $\langle O \rangle \propto |T - T_c|^{1/2}$ in the superconducting phase. The temperature dependence of $\alpha$ and $\beta$ is confirmed by the calculations performed below. However, it is in this bottom-up case not possible to extract such a temperature dependence from a microscopic theory, since as mentioned in the introduction, the microscopic origin of the order parameter is not known. It may however be possible to formulate a microscopic theory using a top-down approach, where one starts with the full duality between type IIB string theory and super Yang–Mills theory, and performs consistent truncations to arrive at the desired model.

Although the above Ginzburg–Landau model can be applied for all the cases shown in figure 2, the parameters in the model can be seen to depend on $q$ and $m^2$. For example, the value of the order parameter at zero temperature has a nontrivial dependence on both $m^2$ and $q$. The figure shows that this dependence is not monotonic. In general, the critical temperature increases upon increasing $q$ or $|m^2|$, as shown in figure 3(a). The coefficients $\alpha$ and $\beta$ also depend on $q$ and $m^2$. In figure 3(b) we have shown this dependence for the coefficient $\alpha_0/\beta_0$, which is the square of the proportionality constant between $\langle O \rangle$ and $|T - T_c|^{1/2}$ near the transition temperature. Scaling the temperature by $T_c$ and the order parameter by its value at $T = 0$, we obtain from figure 2 the plots in figure 4. We see that the rescaled curves show very little dependence on $m^2$ and $q$, except for lower values of $q$. The black curve corresponds to BCS theory. This is a universal result, i.e., this curve is common to all BCS superconductors. Hence, deviations from this curve are a result of strong-coupling effects.

In BCS theory, the order parameter corresponds to the energy gap $\Delta$ of the fermionic single-particle excitation spectrum. The quantity $\langle O \rangle$ does not in general have the (scaling) dimension of energy. Nevertheless, since both $\Delta$ and $\langle O \rangle$ show mean-field behavior near the transition temperature, $\langle O \rangle$ could be proportional to the gap. The proportionality constant can still depend on $q$ and $m^2$ in a nontrivial way. This proportionality constant should cancel in figure 4, i.e., $\langle O \rangle / \langle O \rangle_{T=0} = (\Delta/\Delta_{T=0})$. We have therefore attempted to extract this proportionality constant from this figure in a different manner, using the fact that at small

\footnote{We have checked that in alternative quantization, the critical temperature increases upon decreasing $|m^2|$.}
temperatures we have the behavior 

\[ \langle \Delta \rangle (T) = T \exp \left[ -\frac{\langle \Delta \rangle (0)}{T} \right]. \]  

However, as we approached zero temperature, our numerical data became too inaccurate to reliably obtain the gap from this expression.

Finally, we have shown in figure 5(a) the dependence of the zero-temperature (dimensionless) number density \( n(0) \) on the parameters \( q \) and \( m^2 \). This number density is determined from the bulk solution using equation (17). Notice that for a given \( q \) and \( m^2 \), the ratio \( n(0) / \mu^3 \) is fixed. In contrast, since the action is proportional to \( N_G \) as defined in equation (13), the total density in SI units contains an additional factor of \( N_G \) with respect to its dimensionless counterpart. The exact relation is

\[ n = N_G \tilde{n} L^{-3}, \]  

where we temporarily restored the tilde to distinguish the dimensionless density \( \tilde{n} \) from the dimensionful one \( n \). It follows that the total density diverges in the large-\( N \) limit. However, we are interested in the density of one species, i.e.,
the total density divided by the number of species $N$. This density coincides with the density numerically obtained from equation (17) up to the factor $N_G/N$, which remains an unknown parameter, but should in principle be fixed by a top-down approach.

The fixed value of $n(0)/\mu^3$ is reminiscent of an ultracold fermion gas near a Feshbach resonance [22]. In such an ultracold gas, there are two independent length scales at zero temperature. One of these is the $s$-wave scattering length $a$, which controls the strength of the interaction between the fermions within a Cooper pair. The other length scale is the inverse Fermi wavelength $k_F^{-1}$, which at zero temperature is related to the number density by $n = k_F^2/(3\pi^2)$ for a single fermion species with two spin components. All dimensionless thermodynamic quantities can then be expressed as a function of the dimensionless quantity $1/k_Fa$. In the weakly coupled BCS limit there are small attractive interactions, so that $1/k_Fa$ becomes very negative, whereas in the BEC limit $1/k_Fa$ is positive and the Cooper pairs form two-body bound states. In the strongly coupled regime $1/k_Fa < 1$ there is a smooth crossover between the BEC and BCS regime, which is appropriately called the BEC–BCS crossover. In the unitarity limit, $1/k_Fa = 0$ as $a$ diverges, such that the thermodynamics can only depend on $k_F$. Similar to the situation in our dual field theory, dimensionless quantities like $\mu/E_F \equiv 1 + \beta$, with $E_F$ the Fermi energy, then become universal constants. This is one of the claims of the so-called universality hypothesis [23].

The function $\beta(k_Fa)$, not to be confused with the parameter $\beta$ in the Ginzburg–Landau action in equation (18), can be determined from experiments. For an ideal gas at zero temperature one has $\mu = E_F$, so that $\beta = 0$. In the weakly coupled BCS limit one has small attractive interactions, so that $\beta$ becomes a small negative number. For an ultracold Fermi gas at unitarity, the variational BCS wave function yields that $\beta \approx -0.4$ [24], whereas Monte-Carlo simulations show that $\beta \approx -0.6$ [5] and experiments have yielded $\beta \approx -0.7 \pm 0.1$ [25]. Naturally the strong coupling yields a deviation from the BCS theory result. In figure 5(b), we have plotted the constant $\beta$ for the holographic superconductor. To obtain this figure, we assume that the bosonic order parameter comes from a pair of fermions$^5$ with Fermi velocity $c$, such that $E_F = \hbar c k_F$. This is because $E_F$ is defined with respect to the reference system dual to AdS spacetime without hair, which yields a relativistic field theory where the Dirac cones are just given by $\omega = \pm c|k|$. Moreover, we have fixed the number of species to $N = N_G$. For the values of $q$ and $m^2$ shown, we see that the result obtained in figure 5(b) has the right order of magnitude for a superfluid in the BEC–BCS crossover regime.

The question now arises how high the critical temperature of the strongly coupled superconductor in the dual field theory actually is. As we have already noticed from figure 3(a), the critical temperature is highest when $m^2$ is close to the BF-bound and $q$ is large. As shown in figure 6(a), the critical ratio of $T$ and $\mu$ saturates for large $q$ to $T_c/\mu \approx 0.16 \approx 1/2\pi$. These values are comparable to the regime of unitary Fermi gases. If we rescale $T_c$ by the Fermi energy instead, using the same value for $N_G/N$ as before, we obtain figure 6(b). We obtain that $T_c/E_F \propto q^{1/3}$ for large values of $q$. Due to this dependence on $q$ and $N_G/N$, we cannot unambiguously compare the value of $T_c/E_F$ to other results, obtained for example by experiments or quantum Monte-Carlo simulations. Finally we note that in alternative quantization, the critical temperature is the highest when $m^2$ is close to the upper bound $m^2 = -3$. Then the ratio $T_c/\mu$ saturates to about 1.7, which is more than ten times larger than in normal quantization.

3. Order parameter fluctuations

In the previous section, we have specified which gravitational background and corresponding dual field theory we use. In this section, we study the scalar field fluctuations on top of this background. From these we subsequently determine the two-point function corresponding to the intrinsic order parameter dynamics of the dual field theory and try to describe this with a time-dependent Ginzburg–Landau model. Before doing so, we

$^5$ This means that $N$ corresponds to the number of fermionic species in our theory. See section 3.5 for further details on this.
will start by making clear what we exactly mean by the intrinsic dynamics and in what way it differs from the full dynamics.

3.1. Full dynamics

When given an action for the bulk theory, there is a well known procedure for calculating the corresponding retarded Green’s function of the boundary. This gives information about the dynamics of the system, e.g., the quasinormal modes coincide with the poles of the retarded Green’s function [26]. We will refer to the dynamics found by this procedure as the full dynamics. Moreover, as we will explain in the next subsection, this does not coincide with the intrinsic dynamics which we consider in this paper.

Let us first sketch how to find the retarded Green’s function with the full dynamics of the system. A more extensive explanation of this approach can be found e.g. in [27]. Consider a bulk action that depends on the fields $\Phi$. Here, the index $I$ labels the different fields in the theory, which are in our case the scalar field $\phi$, the gauge field $A_{\mu}$, and the metric $g_{\mu\nu}$. To obtain the Green’s function, we expand the action up to second order in the fluctuations $\delta \Phi^I$ of the bulk fields around their expectation values $\langle \Phi^I \rangle$. The result can be written in the form

$$S^{(2)} = -\frac{1}{2} \int d^4x \, \delta \Phi^I G_B^{-1} \delta \Phi^I + S^{(1)},$$

(22)

where $S^{(1)}$ is a boundary action and $G_B^{-1}$ is a linear operator acting on $\delta \Phi$. This defines the linearized equations of motion in the bulk as

$$G_B^{-1} \delta \Phi = 0.$$

(23)

We refer to the appendix for an explicit example. Because the matrix $G_B^{-1}$ is in general not diagonal, this becomes a coupled system of linear ordinary differential equations.

Near the boundary, we can expand the solutions to the linearized equations of motion as

$$\delta \Phi^I = \delta \Phi^I_0 r^{-\Delta^I_0} + \delta \Phi^I_1 r^{-\Delta^I_1} + \cdots$$

(24)

Here, the values of the exponents $\Delta^I_0$ depend on which field is considered. For example, for the scalar field the exponents are given in equation (11). Furthermore, the coefficients $\delta \Phi^I_0$ correspond to fluctuations in the expectation values of the operators in the dual field theory. The $\delta \Phi^I_1$ are the source fluctuations. In general, the fluctuation of a single source will lead to fluctuations in the expectation value of all operators. This is a direct consequence of the fact that the linearized equations of motion in equation (23) are coupled. Writing the fluctuations in Fourier space as

$$\delta \Phi^I (r, x, t) = \int \frac{d^4k}{(2\pi)^d} \delta \Phi^I (k) e^{ikx} \, e^{i\omega t},$$

(25)

with the dimensionless four-momentum $k_a = (-\omega, k)$, we can write the boundary action $S^{(1)}$ in the form

$$S^{(1)} = \frac{1}{2} \int d\omega \int d^4k \, \left\langle \delta \Phi^I_0 G_R \delta \Phi^I_0 \right\rangle.$$

(26)

The matrix $G_B(\omega, k)$ is the retarded Green’s function of the boundary theory in Fourier space. It describes the dependencies of the fluctuations of the expectation values $\delta \phi$ on the fluctuations of the sources $\delta \phi^I$. These are in turn found from the solutions to the linearized equations of motion in equation (23), using infalling boundary conditions at the horizon in order to get the retarded Green’s function [26].

Now, suppose that we wish to study the full dynamics of the order parameter fluctuations by computing the correlator $\langle O^* O' \rangle$, which is proportional to one of the components of the matrix $G_B$ in equation (26). By computing the on-shell action, it is shown in the appendix that

$$S^{(2)} = \frac{1}{2} \int \frac{d\omega}{(2\pi)^d} \int d^4k \left[ 2\nu (\delta \phi^I_0 \delta \phi^I_0 + h.c.) \right] + \cdots,$$

(27)

where we remind the reader that (see after equation (11)) $\nu \equiv \sqrt{d^2 + 4 (mcL/c)^2} / 2$. The bulk action does not contribute, as it vanishes due to the linearized equations of motion in equation (23). The terms represented by the dots are associated with contributions from the other fields, but cannot yield any terms proportional to $\delta \phi^I_0 \delta \phi^I_0$. Moreover, the Hermitian conjugate terms contribute to the correlator $\langle O^* O' \rangle$.

From the expression above it follows that

$$i \langle O^* O' \rangle = 2\nu \left( \frac{\partial \delta \phi^I_0}{\partial \delta \phi^I_0} \right)_{\delta \phi^I_0 = 0}.$$

(28)

In the appendix we demonstrate how to derive this in the case of the probe limit. This expression denotes the variation of $\delta \phi^I_0$ with respect to $\delta \phi^I_0$, where the other sources are kept constant under this variation. We can calculate this as follows. Since in general the order parameter fluctuations are influenced by variations of all the sources in the theory, we can write the scalar field fluctuations near the boundary as

$$\delta \phi = \delta \phi_0 r^{-\Delta_-} + \delta \phi_0 r^{-\Delta_+} + \cdots$$

(29)

where the sum over $I$ is over all the field fluctuations and where $a_I$ are frequency and momentum dependent functions. In this case, from equation (28) we would have

$$i \langle O^* O' \rangle = 2\nu a_{\phi_0}.$$

Now assume that we have obtained a numerical solution to the linearized equations of motion equation (23), which is a formidable task in practice. Then we would be able to read off the coefficients $\delta \phi_0$ and $\delta \phi_1$. Since $\delta \phi_0$ in general includes contributions from sources other than $\delta \phi_0$, we cannot find $\langle O^* O' \rangle$ from simply taking the ratio of these coefficients. However, exploiting the linearity of equation (23) enables us to find a solution which on the boundary only sources the scalar field fluctuations. We then have that all source fluctuations $\delta \Phi^I_0$ vanish except for $\delta \phi_0$, so that $\delta \phi^I_0 = a_I \delta \phi_0$ in equation (29). As a consequence, for this particular solution the correlator $\langle O^* O' \rangle$ can be found from the ratio of $\delta \phi_0$ and $\delta \phi_1$.

7 With this particular solution, we can also find other correlators that follow from expressions like $\delta A_{\mu}/\delta \phi_0$. In fact, with this solution we can find exactly one column of the retarded Green’s function matrix.
It is important to realize that the two-point function \( \langle \mathcal{O} \mathcal{O} \rangle \) found by the procedure above does not coincide with the intrinsic dynamics of the order parameter fluctuations. Instead, this two-point function will contain the full dynamics, and thus have poles for all the quasinormal modes of the system. We will now proceed with explaining what we mean by the intrinsic dynamics.

### 3.2. Intrinsic dynamics

The intrinsic dynamics of the order parameter fluctuations correspond to the dynamics that is uncoupled from the other hydrodynamic fluctuations in the theory. This means that we ignore the coupling of the order parameter fluctuations to the other hydrodynamic degrees of freedom. In the bulk theory, the uncoupled dynamics can be found by simply setting \( \delta A_\mu \) and \( \delta g_{\mu\nu} \) to zero. The intrinsic retarded Green’s function for the order parameter \( G_{R,0}^{\text{intr}} \) is still given by the expression

\[
G_{R,0}^{\text{intr}}(\omega, \mathbf{k}) = 2\nu \frac{\partial^2 \phi_0}{\partial \phi_0^2},
\]

(30)

However, in contrast to the full retarded Green’s function, the variation of \( \delta \phi_0 \) with respect to \( \delta \phi_0 \) is now found from the equation of motion for the uncoupled order parameter fluctuations, i.e.,

\[
(D_{\mu} D^{\mu} - m^2) \delta \phi = 0.
\]

(31)

This equation is found from the linearized equations of motion in equation (23) by just putting the other fluctuations to zero. Basically, this corresponds to the bulk-to-boundary propagator shown in figure 7(a). Here, the scalar field fluctuations propagate into the bulk without coupling to the other fluctuations that are present there. As a result, we obtain the uncoupled dynamics of the order parameter fluctuations. In general, this intrinsic dynamics does not coincide with the full dynamics. Indeed, notice that a solution to equation (31) is in general not a solution to the linearized equations of motion in equation (23). This is only the case when there is no coupling between the different fluctuations. This represents the way in which holography accounts for operator mixing in the boundary field theory. In a general theory where couplings are present, the quasinormal modes are thus modified by the coupling between the intrinsic modes. These quasinormal modes are found from the full propagator, which was discussed in the previous subsection. In figure 7(b) we illustrate one of the contributions to the full propagator. Here, the scalar field fluctuations propagate into the bulk where they couple to the gauge field fluctuations that are present there. Similar contributions arise from the interactions with the fluctuations of the metric. The two-point vertices that are depicted as crosses in this figure are proportional to the background value \( \langle \phi \rangle \), such that this contribution vanishes in the normal phase as expected. The quasinormal modes obtained from the full propagator would be the modes that can be directly observed if the system were experimentally realized. Nevertheless, the computation of the intrinsic order parameter dynamics can yield interesting information about the nature of the order parameter. The main reason for this is that a Ginzburg–Landau model for the order parameter would also describe the intrinsic dynamics. This should become clear in the following explanation of the physical meaning of intrinsic dynamics in the boundary theory.

In the boundary theory, we could in principle calculate the full set of all coupled correlation functions, including for instance \( \langle J^\mu J^\nu \rangle \), \( \langle J^\mu \mathcal{O} \rangle \), \( \langle \mathcal{O} \mathcal{O} \rangle \), and \( \langle T^{\mu\nu} \mathcal{O} \rangle \), using the approach in the previous subsection. Here \( J^\mu \) is the \( U(1) \) current dual to the gauge field and \( T^{\mu\nu} \) is the energy–
m momentum tensor dual to the metric $g_{\mu\nu}$. In terms of an effective action for the longitudinal dynamics, this is equivalent to a mode-coupling theory where the order parameter fluctuations $O'$ are coupled to the mass-density fluctuations $m'$ and the charge fluctuations $q'$. This is a consequence of the Ward identities for the various Green’s functions, which follow from the conservation of charge, energy, and momentum.

To illustrate more clearly what this means, consider the effective action $S_{\text{eff}}$ of the field theory, expanded up to second order in the fluctuations $O'$, $O''$, $q'$, and $m'$. Naturally, the terms in the action that are linear in the fluctuations then give the equations of motion. For the mass density, this results in the conservation equation for the energy–momentum tensor $\partial_\mu (T^{\mu\nu}) = 0$. This equation gives rise to two longitudinal sound modes and two transverse diffusive modes. Furthermore, the charge density fluctuations lead to the conservation of the associated $U(1)$ current, i.e., $\partial_\mu (J^\mu) = 0$. This results in a diffusive mode for the intrinsic, i.e., uncoupled dynamics of the charge fluctuations. For the order parameter, the associated equation of motion can be written as $\delta L_{\text{GL}} / \delta \langle \hat{O} \rangle = 0$ and its conjugate, where $L_{\text{GL}}$ is a Ginzburg–Landau Lagrangian density, which we will discuss in the next sections.

Proceeding with the expansion, we can write the terms in the action that are of second order in the longitudinal fluctuations as

$$S^{(2)}_{\text{eff}} = -\frac{1}{2} \int dt \int d^3 x \, \nu^i G^{-1}_{R} \nu^i.$$  \hfill (32)

Here, we defined the Nambu-space fluctuation vector

$$\nu \equiv \begin{pmatrix} O' \\ O'' \\ q' \\ m' \end{pmatrix}.$$  \hfill (33)

Furthermore, we can write the inverse retarded Green’s function matrix $G_{R}^{-1}$ as

$$G_{R}^{-1} = \begin{pmatrix} G_{R,0}^{-1} & \times & \times \\ \times & \times & G_{R,q}^{-1} \times \\ \times & \times & \times \times G_{R,m}^{-1} \times \end{pmatrix}.$$  \hfill (34)

The inverse retarded Green’s functions $G_{R,0}^{-1}$, $G_{R,q}^{-1}$, and $G_{R,m}^{-1}$ contain the intrinsic longitudinal modes associated with the continuity equations described above. Notice that $G_{R,0}^{-1}$ is a $2 \times 2$ matrix and that the intrinsic Green’s function in equation (30) corresponds to the upper-left component of the inverse of this matrix. In terms of a Dyson equation, we are basically computing the Green’s function without the self-energy correction due to the interactions with the other modes.

In general, the fluctuations of the order parameter will thus couple to the charge–density and mass–density fluctuations. These couplings are depicted as crosses in the matrix in equation (34). As a result, the modes corresponding to the retarded Green’s function with the full dynamics, i.e., the inverse of the full matrix $G_{R}^{-1}$, are different from the modes associated with the intrinsic dynamics. Most importantly, the coupling between the diffusive mode associated with the charge–density fluctuations and the intrinsic mode associated with the order parameter result in two sound-like modes. This is for instance shown analytically in the probe limit in [29]. We discuss this example in more detail at the end of this paper. However, in the remainder of this paper we will focus on the dynamics following from the Ginzburg–Landau Lagrangian density alone, so that we only need to study the intrinsic dynamics of the order parameter. Nonetheless, we have checked the consistency of our results with those in [29]. In particular, using the full set of Green’s functions obtained there for the coupled order-parameter and current fluctuations, we reconstructed the $3 \times 3$ inverse Green’s function that appears in the effective action for the order parameter and charge–density fluctuations. The $2 \times 2$ part corresponding to the order-parameter fluctuations in this inverse Green’s function compares favorable to our results presented in section 3.4 below. We note that the analysis in [29] is performed in the probe limit. Despite this, our comparison with our results is justified by the fact that the analysis is performed near the critical temperature, where backreaction effects are negligible.

In the next subsections, we will present our result for the intrinsic order parameter dynamics. These are obtained as follows. In Fourier space, the equation in equation (31) for the order parameter fluctuations can be written as

$$\delta \phi'' + \left( \frac{f}{f'} + \frac{d - 1}{r} - \frac{\chi'}{2} \right) \delta \phi' - \frac{m^2}{f} \left( q A_t + \omega^2 \hat{v}^2 + \frac{|k|^2}{r^2} \right) \delta \phi = 0.$$  \hfill (35)

The conjugate equation holds for $\delta \phi^*$. Notice that this implies that $\delta \phi^*$ is not coupled to $\delta \phi$. This implies that $\partial \delta \phi / \partial \delta \phi^* = 0$. As a consequence, we can always calculate equation (30) by first numerically solving equation (35) and then computing the ratio of the resulting coefficients $\delta \phi$ and $\delta \phi^*$. When considering the full dynamics this is not the case, e.g. due to the coupling of both $\delta \phi$ and $\delta \phi^*$ to $\delta A_t$. As usual, we require infalling boundary conditions at the horizon, corresponding to the retarded Green’s function. Naturally, besides depending on frequency and momentum, this two-point function depends on the background parameters, i.e., on $q$, $m^2$ and $T/\mu$.

### 3.3. The normal phase

To obtain the intrinsic retarded Green’s function in the normal phase, we must solve equation (35) with $\chi = 0$, and with $A_t$ and $f$ given by equations (9) and (10) respectively. We have done so numerically. Using the numerical solution, we obtain the retarded Green’s function by using equations (29) and (30). Notice that this coincides with the full retarded Green’s function in this case, because in the normal phase the fluctuations are decoupled.
Approaching the transition temperature from above, the physics can be described with a time-dependent Ginzburg–Landau model. This can be represented by the action

\[ S = -\int dt \int d^3x \left( i a O^\dagger \partial_t O + \gamma |\nabla O|^2 + \alpha |O|^2 + \frac{\beta}{2} |O|^4 \right). \] (36)

which incorporates the result of equation (19). The first two terms of the integrand capture the long-wavelength and low-frequency behavior of the order parameter. Like \( \alpha \) and \( \beta \), the coefficients \( \gamma \) and \( a \) depend on the temperature. The coefficient \( a \) is complex, since the system shows dissipation of the order parameter. This implies that the imaginary part of \( a \) is negative. Physically, dissipation occurs as a consequence of temperature fluctuations, which can cause the fermion pairs to break up. From the above action, we obtain the retarded Green’s function of \( O \) in this model from the part of the action that is quadratic in the order parameter fluctuations, which we can subsequently compare with the retarded Green’s function obtained holographically. Thus, this is a tree-level calculation, even though \( \text{AdS/CFT} \) should provide us with the full partition function of the dual field theory. The reason is that contributions of higher orders in the fluctuations are suppressed by the large-\( N \) limit, implicit in the \( \text{AdS/CFT} \) correspondence, and loop diagrams come with factors of \( 1/N \). This claim is motivated by the mean-field result for the critical exponent in figure 2, which does not change when taking into account only Gaussian fluctuations.

Since the order parameter has a vanishing expectation value in the normal phase, the part of the Ginzburg–Landau action that is quadratic in the order parameter fluctuations \( O' \equiv O - \langle O \rangle = O \) is given by

\[ S_{\text{quad}} = -\frac{1}{(2\pi)^4} \int d\omega \int d^4k \times \langle O^\dagger(\omega, k) [\alpha \omega + \gamma |k|^2 + \alpha_0 (T - T_c)] O'(\omega, k) \rangle \] (37)

near the transition temperature \( T_c \). From this we obtain that the two-point function is given by

\[ i \langle O^\dagger O' \rangle(\omega, k) = \frac{1}{\alpha \omega + \gamma |k|^2 + \alpha_0 (T - T_c)}. \] (38)

This result should hold for small frequencies and momenta, i.e., \( \omega \ll \mu \) and \( |k| \ll \mu \), since the Ginzburg–Landau action in equation (36) only contains the leading orders of the gradient expansion. Comparing the above expression to our numerical results, we can determine the coefficients \( \alpha_0, a, \) and \( \gamma \) near \( T_c \). The result is shown in figure 8. Together with the result from figure 3(b) in the previous section, we then obtain all the coefficients in equation (36) near the critical temperature.

Although quantitatively, the results clearly depend on \( m^2 \) and \( q \), the qualitative physics does not seem very different for different values of these parameters. Therefore we will restrict the following discussion of the retarded Green’s function to the fixed values \( q = 3 \) and \( m^2 = -3.5 \).

\[ Figure 8. \] The parameters in the Ginzburg–Landau action as a function of \( q \) and \( m^2 \). The parameter \( \beta \) follows from figure 3(b). The tildes above the parameters imply that they are scaled with appropriate powers of \( \mu \) to make them dimensionless.
From the retarded Green’s function $i\langle O^*O' \rangle$, we can obtain the spectral function

$$\rho(\omega, \mathbf{k}) = \frac{1}{\pi} \text{Im}[i\langle O^*O' \rangle(\omega, \mathbf{k})].$$

(39)

This is an interesting quantity, as it yields the dispersion relations of the modes accessible to the intrinsic order parameter dynamics as well as the corresponding lifetimes. In figure 9 this quantity is shown at the temperature $T = 1.5T_c$. Here we have plotted the absolute value of the spectral function, noting that the spectral function itself is negative for $\omega < 0$. Moreover, we have exploited rotational invariance to fix the direction of $\mathbf{k}$, such that $k$ denotes the component in that direction. Naturally the spectral function is symmetric in $k$. In accordance with the Green’s function in equation (38) obtained in the Ginzburg–Landau model, we see that the spectral function vanishes for $\omega = 0$, since $\alpha$, $\beta$, and $\gamma$ are real coefficients. Furthermore, for small $\omega$ and $\mathbf{k}$, we also see a quadratic dispersion as predicted by equation (38), which is shifted upward from $\omega = 0$ since $\alpha$ is nonzero. When $\omega$ is large compared to $\mu$ and $T_c$, we recover the spectral function from pure AdS, which is given by (see e.g. [26])

$$\rho_{\text{AdS}}(\omega, \mathbf{k}) = \frac{2\nu}{\pi} \text{Im} \left( \frac{\sqrt{-\omega^2 + |k|^2}}{2} \right)^2 \frac{\Gamma(-\nu)}{\Gamma(\nu)},$$

(40)

where $\nu = \sqrt{d^2 + 4m^2}/2$ as before and $\Gamma$ denotes the gamma function. In figure 9 we observe that the spectral weight fills the light cone which is shifted down by the chemical potential, i.e., $|\omega + \mu| = |k|$. This cone is shown in black in the figure, where the momentum space domain is taken small enough such that shift is still visible.

In figure 10, the spectral function for $T = T_c$ is shown. As before, we can distinguish two regimes here, namely the UV regime in which we recover the AdS result and the IR regime in which the physics can be described with the Ginzburg–Landau model. In the latter regime we again see the quadratic dispersion predicted by equation (38), which gives a peak centered at $\omega_{\text{peak}} = -\gamma|k|^2 \text{Re}(\alpha)/|\alpha|^2$ since now $\alpha = 0$ in equation (18).

Notice that in [18], a similar approach to the retarded Green’s function is given for the zero-momentum case. Although the UV results are different because [18] uses alternative quantization, the IR results are comparable, i.e., in both cases the results can be described in the low-frequency limit with the Ginzburg–Landau model.

### 3.4. The superconducting phase

Using the same method as in the normal phase, we can determine the intrinsic Green’s function in the superconducting phase numerically. For this purpose, we must solve equation (35) again, where this time $f$, $\chi$, and $A_0$ are the numerical functions discussed in the previous chapter.

To compare the result with the Ginzburg–Landau model as before, we first expand $O$ around its expectation value as $O = \langle O \rangle + O'$. Upon doing so, the quartic term in equation (18) yields

$$\beta \langle O^4 \rangle = \beta \langle O \rangle^2 (4\langle O' \rangle^2 + O'^*O'^* + O'O') + \cdots$$

$$= -\alpha (4\langle O' \rangle^2 + O'^*O'^* + O'O') + \cdots,$$

(41)

where the dots denote terms which are not quadratic in the fluctuations and where we used that $\langle O \rangle$ is real and given by equation (19). Using this, we can write the part of the Ginzburg–Landau action in momentum space that is quadratic.
in the fluctuations as

\[
S_{\text{quad}} = -\frac{1}{(2\pi)^2} \int d\omega \int d^3k \left[ O'(\omega, k)(a\omega + \gamma|k|^2 - \alpha)O'(\omega, k) - \frac{\alpha}{2} [O'(\omega, -k)O'(\omega, k) + O'(\omega, k)O'(\omega, -k)] \right].
\]

The intrinsic retarded Green’s function, defined by

\[
G_R(\omega, k) \equiv i \left\{ \begin{array}{cc}
O'(\omega, k) & \langle O'(\omega, k) \rangle \\
O'(\omega, -k) & \langle O'(\omega, -k) \rangle
\end{array} \right\},
\]

can then be found from

\[
S_{\text{quad}} = \frac{1}{2(2\pi)^2} \int d\omega \int d^3k \left[ O'(\omega, k)O'(-\omega, -k) \right]
\times G_R(i\omega - k^2).
\]

From this we obtain the intrinsic two-point function \(\langle O'(\omega')O'\rangle\). Using equation (42), this then yields

\[
i\langle O'(\omega')O'\rangle = \frac{a^2 - \gamma|k|^2 - \alpha}{|a|^2 - \gamma|k|^2 - 2\alpha - 2i\text{Im}(a)\omega}.
\]

This expression for the two-point function allows us to make several predictions. First of all, for \(\omega = 0\) and close enough to the critical point such that we can still approximate \(\alpha \approx \alpha_0(T - T_c)\), we can write

\[
\gamma|k|^2 i\langle O'(\omega')O'\rangle \approx \frac{\gamma|k|^2 - \alpha_0(T - T_c)}{\gamma|k|^2 - 2\alpha_0(T - T_c)}.
\]

Given some small but nonzero \(\alpha\), the above quantity approaches 1 as a function of \(k\) in the regime where \(\gamma|k|^2 > |a|\), but \(|k| < \mu\) so that the long-wavelength limit is still valid. This just shows that \(O'(\omega')O'\) is continuous at \(T = T_c\). In contrast, in the regime where \(\gamma|k|^2 \ll |a|\), the above quantity approaches 1/2. Hence we should easily be able to distinguish both regimes. However, in both regimes the numerics show that \(i\langle O'(\omega')O'\rangle \approx 1/(\gamma|k|^2)\). We can therefore conclude that upon lowering the temperature below \(T_c\), the Green’s function in equation (45) does not reproduce the holographic results.

Moreover, the Ginzburg–Landau model predicts strongly overdamped sound-like modes. This can be seen from the poles in equation (45), which are located at

\[
\omega = \frac{1}{|a|^2} \left[ 2\gamma|k|^2 - \alpha \pm \sqrt{(2\gamma|k|^2 - \alpha)^2 - 4\text{Im}(a)^2} \right].
\]

In the limit \(\gamma|k|^2 \ll |a|\), the poles are thus purely imaginary as long as

\[
\frac{\text{Im}(a)^2}{\text{Re}(a)^2} > \frac{2\gamma|k|^2}{|a|^2}.
\]

As expected for the retarded Green’s function, the imaginary part of the poles is always negative. Nevertheless, even within this limit the spectral functions corresponding to the Ginzburg–Landau model contain peaks at both positive and negative frequencies. These peaks sharpen up at lower temperatures and at zero temperature, where \(\text{Im}(a) = 0\), become the two long-lived Anderson–Bogoliubov sound modes with the dispersion \(\omega = \pm \sqrt{2\gamma|k|^2/|a|}\) in the long-wavelength limit. Neither the two peaks in the strongly overdamped regime nor the sound modes are observed in our holographic results. The peak we do observe in the numerical spectral functions is at long-wavelengths positioned only at the positive frequency \(\omega_{\text{peak}} = -\gamma|k|^2 \text{Re}(a)/|a|^2\). This is seen, for example, in the intrinsic spectral function in figure 11 where \(T = T_c/2\). Note that since we have broken Lorentz symmetry by adding a nonzero chemical potential, we might naively expect that there will be Goldstone modes with a quadratic dispersion, also known as type-II Goldstone bosons. In our time-dependent Ginzburg–Landau theory, and in accordance with the counting rules discussed in [30–32], this however does not occur, due to the coupling between the phase and the amplitude of the order parameter which gives rise to a Goldstone mode with linear dispersion when \(\text{Im}(a) = 0\). Furthermore, beyond the leading order of the long-wavelength limit superconductors typically have a Higgs mode, which is not observed in the spectral functions. It therefore seems that our results from holography are inconsistent with the abovementioned Ginzburg–Landau model. We therefore proceed by presenting an alternative model that does describe the numerical results we have obtained.

3.5. The large-N Ginzburg–Landau model

As mentioned in the previous section, the action of the bulk theory is proportional to a dimensionless constant related to the number of species in the theory. Therefore, we propose
that the dual field theory can be described by an effective theory of \(N\) complex order parameters, one of which will acquire a nonzero expectation value below the critical temperature. Our gravitational dual still contains only one complex field charged under \(U(1)\). Hence, using holography we cannot describe each order parameter on its own, i.e., the gravitational theory does not contain dual fields to all these order parameters. Rather, the scalar field in the bulk is only dual to a specific combination of these order parameters, similar to a single-trace operator in a Yang–Mills field theory.

Thus, instead of the usual Ginzburg–Landau model with a complex scalar as an order parameter, we introduce a complex \(N\)-component vector with components that we denote by \(O_n\). The action in Fourier space then reads

\[
S = \frac{-1}{(2\pi)^2} \int dt \int d^3x \\
\times \sum_{n=1}^{N} \left( i a O_n^\dagger \partial_t O_n + \gamma |\nabla O_n|^2 + \alpha |O_n|^2 \\
+ \frac{\beta}{2N} |O_n|^2 \sum_{m=1}^{N} |O_m|^2 \right).
\]

(49)

Here \(a\) is again a complex coefficient whereas the other coefficients are still real. All coefficients depend on course of the temperature \(T\) and on \(q\) and \(m^2\). Choosing the vacuum expectation value to be real and along the first component then yields \(\langle O_{n=1}\rangle = 0\) and

\[
\langle O_i \rangle = \langle O_i^* \rangle = \frac{-\alpha N}{\beta}
\]

(50)

below \(T_c\). Hence again, a symmetry gets spontaneously broken below the transition temperature. However, rather than a simple breaking of a \(U(1)\) symmetry, this time a \(U(N)\) symmetry gets broken to \(U(N-1)\).

We proceed by studying the intrinsic dynamics of the order parameter fluctuations in this model. Above \(T_c\), the expectation value of the order parameter vanishes and the part of the action quadratic in the fluctuations \(O_n^\dagger\) reads

\[
S_{\text{quad}} = \frac{-1}{(2\pi)^2} \int d\omega \int d^3k \\
\times \sum_{n=1}^{N} O_n^\dagger(\omega, k) (a\omega + \gamma |k|^2 + \alpha) O_n(\omega, k).
\]

(51)

We read off the retarded Green’s function \(G_R(\omega, k)\) using

\[
G_R(\omega, k) = \frac{1}{2} \left( \begin{array}{cc} \frac{1}{a^2\omega - \gamma |k|^2 - 2\alpha} & \frac{-\alpha}{a^2\omega - \gamma |k|^2 - 2\alpha} \\
\frac{-\alpha}{a^2\omega - \gamma |k|^2 - 2\alpha} & \frac{1}{a^2\omega - \gamma |k|^2 - 2\alpha} \end{array} \right)^{1/2}.
\]

(52)

The result is then the \(2N \times 2N\) matrix given by

\[
G_R(\omega, k) = I_N \otimes \frac{1}{a^2\omega + \gamma |k|^2 + \alpha}.
\]

(53)

where \(I_N\) denotes the \(N \times N\) identity matrix. This implies that

\[
i \langle O_i^n O_j^n \rangle = \frac{1}{a^2\omega + \gamma |k|^2 + \alpha}
\]

(54)

for all \(i \in \{1, \ldots, N\}\).

Below \(T_c\), we expand the order parameter around its expectation value as \(O_n = \langle O_n \rangle + O_n^\prime\). The quartic term in the action (49) then yields

\[
\frac{\beta}{2N} \sum_{n=1}^{N} O_n^\dagger O_n O_n^\dagger O_m
\]

\[
= \frac{\beta}{2N} \sum_{n=1}^{N} \left( 2\langle O_n \rangle^2 O_n^\dagger O_n^\prime + 2\langle O_n^\prime \rangle^2 O_n^\dagger O_n^\prime + \langle O_n \rangle^2 O_n^\dagger O_n^\prime + \langle O_n^\prime \rangle^2 O_n^\dagger O_n^\prime \right) + \ldots
\]

\[
= \frac{N}{2} \left( -\alpha O_n^\dagger O_n^\prime - \alpha^\dagger O_n^\dagger O_n^\prime + \frac{\alpha^\dagger}{2} (O_n^\dagger O_n^\prime + O_n^\prime O_n^\dagger) \right) + \ldots
\]

(55)

where the dots denote terms that are not quadratic in the fluctuations and where we used equation (50). The part of the action quadratic in the fluctuations then becomes

\[
S_{\text{quad}} = \frac{-1}{(2\pi)^2} \int d\omega \int d^3k \\
\times \sum_{n=1}^{N} O_n^\dagger(\omega, k) (a\omega + \gamma |k|^2 - \alpha \delta_{n,1}) O_n(\omega, k)
\]

\[
- \frac{\alpha}{2} (O_n^\dagger(\omega, -k) O_n^\dagger(\omega, k) + O_n^\dagger(\omega, k) O_n^\dagger(\omega, -k)).
\]

(56)

This yields the intrinsic Green’s function matrix

\[
G_R = \left[ G_{R,1} \right] = \left[ \begin{array}{cc} \frac{1}{a^2\omega + \gamma |k|^2 + \alpha} & 0 \\
0 & \frac{1}{a^2\omega - \gamma |k|^2 + \alpha} \end{array} \right].
\]

(57)

where the part

\[
G_{R,1} = \left[ \begin{array}{c} O_n(\omega, k) \end{array} \right]^{T} \left[ \begin{array}{cccc} O_n(\omega, k) & O_n(-\omega, -k) & \ldots & O_n(-\omega, -k) \\
O_n(-\omega, -k) & O_n(\omega, k) & \ldots & O_n(\omega, k) \\
\vdots & \vdots & \ddots & \vdots \\
O_n(-\omega, -k) & O_n(\omega, k) & \ldots & O_n(\omega, k) \end{array} \right].
\]

(52)

coincides with the intrinsic Green’s function derived from the \(U(1)\) Ginzburg–Landau model. We then obtain the two-point
function
\[ i\langle O_i^* O_j \rangle = a^2 \omega - \gamma |k|^2 + \alpha \]
\[ = \left[ a^2 \omega^2 - \gamma |k|^2 (\gamma |k|^2 - 2 \alpha) - 2i \text{Im}(a) \omega (\gamma |k|^2 - \alpha) \right] , \]
whereas for \( i \neq 1 \) we obtain
\[ i\langle O_i^* O_j \rangle = \frac{1}{a \omega + \gamma |k|^2} . \]

The \( N - 1 \) additional two-point functions all describe transverse modes. From equation (57) we note that there are \( 2N - 1 \) massless modes in total: \( N - 1 \) doubly degenerate quadratic Goldstone modes from the lower \((N - 1) \times (N - 1)\) block and one strongly overdamped mode in the \( 2 \times 2 \) block. This is consistent with Goldstone’s theorem, as \( 2N - 1 \) symmetries are broken upon breaking the \( U(N) \) symmetry to a \( U(N - 1) \) symmetry.

Now, we still need a relation between the order parameter \( O \) in the holographic superconductor and the \( O_i \) in our large-\( N \) Ginzburg–Landau model. We propose that
\[ O = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} O_i . \]

We think of the \( O_i \) as order parameters for \( N \) fermion species. With this definition for \( O \), it then follows from equation (50) that we indeed get the expectation value given by equation (19). Moreover, we obtain the two-point function
\[ \langle O_i^* O_j \rangle = \frac{1}{N} \sum_{i=1}^{N} \langle O_i^* O_j \rangle \]
\[ = \frac{N - 1}{a \omega + \gamma |k|^2} - i \]
\[ \approx \frac{1}{a \omega + \gamma |k|^2} . \]

where we took the large-\( N \) limit in the last step.

The behavior of the two-point function near \( T_c \) is consistent with our findings. In particular, it explains why we cannot distinguish between the two momentum regimes discussed below equation (46). Moreover, we can now see what happens if we explore regimes of temperatures even further below \( T_c \). In the previous section we showed the spectral function for \( T_c / 2 \). As always we recover the AdS result of equation (40) in the UV limit. Furthermore, the quadratic dispersion in the long-wavelength limit, which follows from equation (62), is clearly visible here. This correspond to the Goldstone modes which arise from the breaking of the \( U(N) \) symmetry to \( U(N - 1) \). The strongly overdamped sound-like mode, which is normally present in the intrinsic spectral function of a superconducting order parameter, is \( 1/N \) suppressed. This is because due to the large-\( N \) limit, the spectral functions are only describing the fluctuations of the \( N - 1 \) transverse order parameters and not the fluctuations of \( O_1 \). In addition, we observe that as the temperature decreases, the dissipation reduces. This follows from the quadratic dispersion becoming more narrow in the spectral function, as can be seen most clearly by comparing figure 10 with figure 9.

\[ S_{\text{top}} = -\int \text{d}x \langle n \rangle \dot{\theta} , \]

where \( \theta \) is the phase which is conjugate to the total number of particles \( \int \text{d}x \langle n \rangle \). On the other hand, the dynamics of the two-point functions we obtain show that the action contains a term
\[ \int \text{d}t \int \text{d}^2x O^* (i \partial_t) O = a \int \text{d}t \int \text{d}^2x \langle O \rangle^2 \dot{\theta} + \cdots , \]

where we used \( O = Ae^{i\theta} \) and expanded around the expectation value of \( O \) using \( \langle A \rangle = \langle O \rangle \) and \( \langle \dot{\theta} \rangle = 0 \). Comparing this term to the topological term above, we find that the coefficient

\[ \langle O \rangle \]
vanishes for zero-temperature limit in the spectral functions. This is most clearly visible in the equation

\[ \text{visible in figure 12. Although the cone is most clearly visible at zero temperature, it is also present at higher temperatures. We can see it for example in figure 11 for } T = T_c/2. \text{ However, the sharp transition to the region where the spectral function becomes nonzero, which is present for } T = 0, \text{ is smoothed out here by thermal fluctuations. The cone also appears in the alternative quantization scheme, as is shown in figure 14. The appearance of the cone in the spectral densities is not predicted by the large-} N \text{ Ginzburg–Landau model. This model only includes the leading order terms in the long-wavelength and low-frequency expansion, which yield the Goldstone mode with a quadratic dispersion. We can indeed observe that this dispersion always lies outside the cone, meaning that it corresponds to smaller values of } \omega \text{ for a given } k. \text{ There might be terms of higher order in the long-wavelength expansion which make the cone structure manifest. For example, consider a term of the form } (\sqrt{-\omega^2 + c_s^2 k^2})^\nu \text{ in the denominator of the two-point function. Here } \sigma \text{ is a real number which should equal } -\nu \text{ in the AdS limit. As mentioned previously, the physical grounds for such a term are presumably due to the fact that the nonzero value of } \langle O_i \rangle \text{ does not gap out all the fermionic species in the dual field theory, similar to what happens in the two-flavor superconducting (2SC) phase of a quark-gluon plasma.}

4. Conclusions and discussion

In this work we revisited the holographic superconductor and studied the intrinsic order parameter fluctuations, including
backreaction in the bulk geometry. Our main results concern the intrinsic spectral functions below the critical temperature, for which we have presented a large-$N$ version of the Ginzburg–Landau model, which agrees with our numerical results in both the normal and superfluid phases. The low-temperature behavior of the spectral functions are reminiscent of a relativistic multi-component superfluid in the universal regime of the BEC–BCS crossover. In particular, due to the large-$N$ limit, the spectral functions only describe the transverse fluctuations of the multi-component order parameter. Consequently, only a Goldstone mode with a quadratic dispersion appears, and the Higgs mode and second-sound mode are absent.

A natural question which arises after this work is its relation and consistency with previous studies on this matter. In [18], the order parameter fluctuations of the normal phase have been modeled to the standard Ginzburg–Landau action for $\mathbf{k} = 0$. We have seen that this is indeed possible also for nonzero $\mathbf{k}$ within the long-wavelength limit, since the large-$N$ Ginzburg–Landau model reduces to the standard Ginzburg–Landau model in the normal phase. Furthermore, [15] and [16] study the poles of the static correlation function of the order parameter and find nontrivial poles in the complex $k$-plane. Since the static correlation function always has a pole at $k = 0$ as well, this does not contradict the fact that we find no massive modes. Finally, in [17, 34] the quasinormal modes of the correlation functions are studied within the probe limit. As fluctuations of both the gauge field and the scalar field are taken into account there, a linear mode resembling the second-sound mode is found. Qualitatively, we indeed expect that including gauge field fluctuations leads to a linear mode, because of the coupling between the quadratic Goldstone mode we found above and the diffusive mode in the fluctuations of the current $J^\mu$ dual to the $U(1)$ gauge field. Phenomenologically, the linear mode can be obtained by realizing that these two modes are coupled by a current–current interaction of the form $q \langle O^* \partial_\mu O \rangle J^\mu$, which leads to the following effective toy model for the order parameter correlation function after integrating out the $U(1)$ current fluctuations:

$$-i \langle O^* O \rangle^{-1}(\omega, \mathbf{k}) = a \omega + \gamma |\mathbf{k}|^2 + \frac{g^2 - \omega^2 + |\mathbf{k}|^2}{\omega + iD|\mathbf{k}|^2}. \tag{67}$$

The first two terms on the right-hand side represent the Goldstone mode in the intrinsic order parameter dynamics. The last term gives the correction to the effective action after integrating out the diffusive hydrodynamic mode. Here we have introduced the coupling constant $g$ and the diffusion constant $D$. It follows from the form of the coupling as discussed above that $g$ is proportional to $q \langle O \rangle$, which yields the correct dependence of the speed of sound of the linear mode on the order parameter. Note that we did not include the dissipative cone structure in our toy model, because the terms in equation (67) capture all the low-energy physics relevant in the argument we wish to make here.

The resulting spectral function is shown in figure 15, where it is clearly visible that the quadratic mode now becomes linear in the long-wavelength limit. The corresponding speed of sound following from equation (67) is

$$c_s = \Re \left\{ \frac{1}{\sqrt{1 - a/g^2}} \right\} \tag{68}$$

which indeed vanishes for $g = 0$ and is proportional to $q \langle O \rangle$.
near the critical temperature. Nevertheless, we have argued that this is not the second-sound mode, since it does not correspond to the phase of the condensate but rather to the Goldstone mode of the transverse fluctuations of the multiparticle order parameter. It would be interesting to see whether this sound-like mode, together with the first-sound mode, would indeed show up in a computation of the fully backreacted spectral functions. For this we would have to consider the coupled system of order parameter, $U(1)$ current and energy–momentum fluctuations, which can be obtained by including fluctuations of the gauge field and the metric. However, in order to derive a local time-dependent Ginzburg–Landau theory for the order parameter, as we have done in this work, we must consider only the intrinsic dynamics of the order parameter. Hence we do not couple to the other hydrodynamic degrees of freedom, because when integrating out these degrees of freedom the action becomes nonanalytic in frequency and momentum space, as can be seen from the diffusive mode in equation (67). As a consequence, it would not be possible to use a gradient expansion for the action.

Since we work in the probe limit, the relevant action to consider is given by

$$S = \int d^4x\sqrt{-g}\left(-\frac{1}{4}F^2 - |D\phi|^2 - m^2|\phi|^2\right)$$

$$- \int d^4x\sqrt{-h}\Delta|\phi|^2. \quad (A.1)$$

The last term is evaluated at the boundary $r = \infty$, where $h$ is the determinant of the induced metric. This term serves as a counterterm that renders the on-shell action finite. Moreover, it is compatible with the identification of $\phi$ in equation (11) as a source. Different boundary terms are needed when working in alternative quantization or in the canonical ensemble, where we fix the charge density rather than the chemical potential on the boundary [13].

We proceed by expanding each term up to second order in the fluctuations of the fields. Using Stokes theorem, the second and third term in equation (A.1) yield the second-order terms

$$S_{KG}^{(2)} = -\int d^4x\sqrt{-g}\left(D_{\mu}\delta\phi(D^{\mu}\delta\phi)^* + m^2\delta\phi^*\delta\phi\right)$$

$$- q^2\delta\phi_{\mu}\delta A^\mu|\phi|^2$$

$$+ iq\delta\phi_{\mu}[\delta(D^{\mu}\delta\phi)^* + \phi(D^{\mu}\delta\phi)^*]$$

$$- \phi^sD^{\mu}\delta\phi - \delta\phi^sD^{\mu}\phi]$$

$$= \int d^4x\sqrt{-g}\left(\frac{1}{2}\delta\phi^sD^2\delta\phi + \text{h.c.} + m^2\delta\phi^*\delta\phi\right)$$

$$- q^2\delta\phi_{\mu}\delta A^\mu|\phi|^2$$

$$- \left\{iq\delta\phi_{\mu}[\delta(D^{\mu}\delta\phi)^* - \phi^sD^{\mu}]\delta\phi + \text{h.c.}\right\}$$

$$- \frac{1}{2}\int d^4x\sqrt{-h}n^\mu(\delta\phi^sD_\mu\delta\phi + \text{h.c.})$$

$$= \frac{1}{2}\int d^4x\sqrt{-g}\left(\delta\phi^sD^2\delta\phi + \text{h.c.} + m^2\delta\phi^*\delta\phi\right)$$

$$- 2q^2\delta\phi_{\mu}\delta A^\mu|\phi|^2$$

$$- \left\{iq\delta\phi_{\mu}[2(D^{\mu}\delta\phi)^* + \phi^s\nabla^\mu]\delta A_{\mu}\right.$$$$+$$

$$+ iq\delta\phi_{\mu}[\delta(D^{\mu}\delta\phi)^* - \phi^sD^{\mu}]\delta\phi + \text{h.c.}\right\}$$

$$- \frac{1}{2}\int d^4x\sqrt{-h}n^\mu(\delta\phi^sD_\mu\delta\phi - iq\delta\phi_{\mu}\phi^s\delta\phi + \text{h.c.})$$

Here we introduced the unit normal $n^\mu = r\delta^\mu_r$. The contributions of the last term is

$$S_{G}^{(2)} = -\int d^4x\sqrt{-h}\Delta\delta\phi^s\delta\phi.$$
Here $\square \equiv \nabla^2 - q^2$. Adding these contributions, we can write the second-order terms of the action as the sum of bulk and boundary terms: $S^{(2)} = S^{(2)}_{\text{bulk}} + S^{(2)}_{\text{bdy}}$. Here,

$$S^{(2)}_{\text{bulk}} = \frac{1}{2} \int d^3x \sqrt{-g} \left[ (\delta \phi^a (D^2 - m^2) \delta \phi + \text{h.c.}) - [i q \phi A_{\mu} (\delta D^\mu + D^\mu) \delta \phi + \text{h.c.}) - [i q \delta \phi (2 (D^\mu \phi)^* + \phi^a \nabla^\mu A_a) \delta \phi + \text{h.c.}) + [\delta A_a (g^\mu\nu (\square - 2 q^2 |\phi|^2) - \nabla^\mu \nabla^\nu) \delta A_\mu]. \right] \quad (A.2)$$

where $D^2 = D_\mu D^\mu$. We can simplify the above using the radial gauge $A_r = \delta A_r = 0$. Moreover, we note that up to zeroth order, $\phi^a = \phi = \phi(r)$. $A = A_r (r) dr$, and the metric is given by the ansatz in equation (3). This yields

$$S^{(2)}_{\text{bulk}} = \frac{1}{2} \int d^3x \sqrt{-g} \left[ (\delta \phi^a (D^2 - m^2) \delta \phi + \text{h.c.}) + [\delta A_a (g^\mu\nu (\square - 2 q^2 |\phi|^2) - \nabla^\mu \nabla^\nu) \delta A_\mu]. \right] \quad (A.3)$$

where the Latin indices run over the coordinates $r$ and $x$. From $S^{(2)}_{\text{bulk}}$, we can then read off the linearized equations of motion. Writing these in the form equation (23) yields

$$\begin{pmatrix}
D^2 - m^2 & 0 \\
0 & D^2 - m^2 \\
2 q^2 \phi^a \phi + i q \phi \partial^a & 2 q^2 \phi^a \phi - i q \phi \partial^a & g^\mu\nu (\square - 2 q^2 |\phi|^2) - \nabla^\mu \nabla^\nu \\
2 q^2 \phi^a \phi - i q \phi \partial^a & 2 q^2 \phi^a \phi + i q \phi \partial^a & g^\mu\nu (\square - 2 q^2 |\phi|^2) - \nabla^\mu \nabla^\nu
\end{pmatrix} \begin{pmatrix}
\delta \phi \\
\delta \phi \\
\delta A_a
\end{pmatrix} = 0, \quad (A.4)$$

from which we can read off the matrix operator $G_R^{-1}$ that was introduced in equation (22). Here we defined $D^2 = \nabla^2 + i q A_r$. Writing the field fluctuations in Fourier space, this indeed yields a coupled set of ordinary differential equations.

From the off-diagonal elements in equation (A.4), it follows that the equations decouple in the normal phase, since then $\phi = 0$ to zeroth order. The intrinsic dynamics are then the same as the full dynamics. Moreover, it follows that we can view the parameter $q \phi$ as an expansion parameter, in the sense that the intrinsic dynamics are a good approximation for the full dynamics for small values of this parameter $q \phi$. This corresponds to temperatures near the critical temperature. However, for the full spectral functions of the theory, we in general cannot ignore the gauge field fluctuations. Indeed, the off-diagonal terms have important effects especially in the long-wavelength limit, as can be seen in the toy model presented in section 4 in figure 12. Nevertheless, as we argued in this paper, the intrinsic dynamics of the order parameter already allows us to extract important information about the nature of the order parameter.

The boundary term is given by

$$S^{(2)}_{\text{bdy}} = - \frac{1}{2} \int d^3x \sqrt{-h} \left[ \delta \phi^a (n^\mu D_\mu + \Delta^a) \delta \phi + \text{h.c.}) - i q n^\mu \delta A_a \phi^a \delta \phi + \text{h.c.}) + \delta A_a (g^\mu\nu n^\mu \nabla_\rho - n^\rho \nabla^\mu) \delta A_\mu] \quad (A.5)$$

From this we can read off the expressions for the retarded Green’s functions. Using the radial gauge and the fact that $n^\mu = r \delta^\mu_r$, we have that $n^\mu D_\mu = r \delta^\mu_r$, and $n^\mu \delta A_\mu = 0$. Inserting the expansions from equation (24) and neglecting terms which vanish as $r \to \infty$, we obtain that

$$S^{(2)}_{\text{bdy}} = \frac{1}{2} (2\pi)^3 \int d^3k [2 \nu (\delta \phi^a \delta \phi^b + \text{h.c.}) + 2 \nu \delta A_a \delta A_b + \text{h.c.})]. \quad (A.6)$$

Writing this in the same form as in equation (26), we read off the retarded Green’s function

$$G_R = \begin{pmatrix}
2 \frac{\partial \phi^a_{\delta \phi^b}}{\partial \phi^b_{\delta \phi^a}} & 2 \frac{\partial \phi^a_{\delta \phi^b}}{\partial \phi^b_{\delta \phi^a}} & 2 \frac{\partial \phi^a_{\delta \phi^b}}{\partial \phi^b_{\delta \phi^a}} \\
2 \frac{\partial \phi^a_{\delta \phi^b}}{\partial \phi^b_{\delta \phi^a}} & 2 \frac{\partial \phi^a_{\delta \phi^b}}{\partial \phi^b_{\delta \phi^a}} & 2 \frac{\partial \phi^a_{\delta \phi^b}}{\partial \phi^b_{\delta \phi^a}} \\
2 \frac{\partial \phi^a_{\delta \phi^b}}{\partial \phi^b_{\delta \phi^a}} & 2 \frac{\partial \phi^a_{\delta \phi^b}}{\partial \phi^b_{\delta \phi^a}} & 2 \frac{\partial \phi^a_{\delta \phi^b}}{\partial \phi^b_{\delta \phi^a}} \\
\end{pmatrix} \quad (A.7)$$

When taking these derivatives, all other sources are kept constant, as explained in section 3.1. Thus, each column can be found from a solution which sources only one of the field fluctuations on the boundary. The result is as expected, e.g., to obtain the two-point function $(O^a O^b)$ we take the variation of the vacuum expectation value $(O)$ to the source $\delta \phi^a$, as in equation (28). This is done by using a particular solution to the linearized equations of motion in equation (A.4), as also explained in section 3.1.

Notice that the coupling of the operators in the field theory is due to the coupled linearized equations of motion in equation (A.4) in the bulk. If we wish to compute the intrinsic dynamics of the order parameter, rather than solving equation (A.4), we solve equation (31). Notice that in this case this also means that $\delta \phi$ and $\delta \phi^a$ are decoupled. This is shown in the matrix in equation (A.4), where $\delta \phi$ and $\delta \phi^a$ are coupled not directly but only indirectly through $\delta A_a$, so that this coupling vanishes when considering the intrinsic order parameter fluctuations.
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