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Abstract. Dengue hemorrhagic fever (DHF) is a deadly disease that is transmitted through mosquito bites from the genus Aedes especially Aedes aegypti. Aedes aegypti can occur every year and affect any age. DHF has a high case fatality rate (CFR). Therefore we need a method that can detect CFR of DHF in Indonesia, one of which is the decision tree classification based on C4.5 and C5.0 algorithm. C4.5 and C5.0 algorithm starting with forming a root node and ending with a leaf node by evaluating attributes using information gain to measure the effect of attributes in classifying a dataset. In this article, an applied research is carried out, namely applying the decision tree classification with C5.0 and C4.5 algorithm based on R software to detect CFR of DHF in Indonesia. The attributes used are the incidence rate (IR), population density, many hospitals, and many medical personnel. The results show that C5.0 algorithm has a big error than the C4.5 algorithm, while the C5.0 algorithm has a smaller tree than the C4.5 algorithm.

1. Introduction

Dengue hemorrhagic fever (DHF) is a deadly disease that is transmitted through mosquito bites from the genus Aedes especially Aedes aegypti. Aedes aegypti can occur every year and affect any age. The dataset of DHF in Indonesia are well recorded and published by Indonesian Ministry of Health on Indonesia Health Profile. The data shows that at the beginning of the occurrence, the mortality rate (case fatality rate/CFR) of DHF in Indonesia has a high value, so we need a method to be able to find out pattern or functions that are able to detect CFR of DHF in Indonesia.

Data mining is a semi-automatic process that use Mathematical techniques, Statistics, artificial intelligence, and machine learning to identify potential and useful information stored in database. Medical data mining are used to discover the hidden patterns in the medical dataset [3]. The use of data mining is increasingly widespread in various fields and part of the development of information technology [30]. The data mining based on the tasks performed is divided into several groups, namely description, estimation, prediction, classification, clustering, and association [18]. The decision tree classification is one of the most popular data mining techniques [11]. The decision tree is a flowchart structure that resembles a tree [11]. C4.5 and C5.0 Algorithm can build a top-down decision tree, starting with forming a root node and ending with a leaf node by evaluation of all available attributes using gain ratio (C4.5) or information gain (C5.0) to measure the effect of attributes in classifying a dataset. The R software is one application that can help in data mining, there is a decision tree classification program with C4.5 and C5.0 algorithm and the rules [12, 16].
Some previous research, the C5.0 is an algorithm in classification that uses a shorter time, uses less memory, and provides feature selection, cross validation, and reduction error pruning compared to other algorithms [19]. The C5.0 has high accuracy in the application of computer network traffic cases with seven different applications [7]. The C5.0 is proposed to use Rough Set Theory-Information Entropy Discernible Matrix Discretization (RSIEDM) which is more rational and more accurate for continuous discret attributes, and the decision tree resulted is more accurate, based on statistical research of lightning disaster [13]. The use of C5.0 as classes maker applied on monitoring the dynamic changes of rubber plantations in China [14]. The C5.0 is proposed to use Rough Set Theory-Information Entropy Discernible Matrix Discretization (RSIEDM) which is more rational and more accurate for continuous discret attributes, and the decision tree resulted is more accurate, based on statistical research of lightning disaster [13]. The use of C5.0 as classes maker applied on monitoring the dynamic changes of rubber plantations in China [14].

2. Research Method

This research is to a applied research that is applying decision tree classification with C4.5 and C5.0 algorithm based on R software to detect CFR of DHF in Indonesia. The data used are secondary data obtained by Indonesian Health Profile (Profil Kesehatan Indonesia) from 2014 to 2018. The variables used in this research are shown in the Table 1.

| Variable | Explanation |
|----------|-------------|
| $X_1$    | The number of hospitals and Puskesmas (Public Health Center) in Indonesia by province |
| $X_2$    | The number of doctors and midwives in Indonesia by province |
| $X_3$    | The population density (person/Km$^2$) in Indonesia by province |
| $X_4$    | The IR of DHF in Indonesia by province |
| $Y$      | The CFR of DHF in Indonesia by province |

The data processed using decision tree classification technique with C4.5 and C5.0 algorithm. R software is used to help in this research. The procedures of this research included (1) data exploring, (2) set training data, (3) applying the decision tree classification based on R software, (4) classification evaluating, (4) analyzing, and (5) conclude.

3. Result and Discussion

The results and discussion are divided into four subsections. The first subsection contains supporting theories. The second subsection contains a description of research data. The third subsection contains the application of the decision tree classification with C4.5 and C5.0 based on R software. The fourth subsection contains the evaluation of the classification results. Each subsection is written as follows.

3.1. Supporting Theory

Supporting theories written four theories to support problem solving. Four theories are intended, literature review, decision tree classification, C4.5 and C5.0 algorithm on R software, and evaluation of classification models. Each theories is written as follows.

3.1.1. Literature Review

In 2018 [20] created an expert system for diagnosing DHF with the ID3 algorithm. In 2019 [9] formed a decision tree using the C4.5 algorithm for the detection of dengue fever in Bintaro IMC Hospitals. The DHF disease classification research was conducted using the ID3 algorithm [26].

According to [10], the C5.0 is an algorithm in classification that uses shorter time than other algorithms, uses less memory, and provides facilities such as feature selection, cross validation, pruning error reduction and model complexity. According to [29], the C5.0 is superior to C4.5 in
3.1.2. Decision Tree Classification

Classification is one of the most common application domains of data mining [1]. According to [18], classification refers to the approach of the value of a numerical target variable (independent variable) that uses a predictor variable (the dependent variable), unless the target variable is a continuous variable. The classification method refers to classify the data according to predefined categorical classes [15]. According to [15, 27], there are several algorithms for classification namely, decision trees, naïve biased classifications, generalized linear models, KNN, ANFIS and SVM.

Decision tree classification also constitutes a machine learning technique, working by recursive partitioning of a dataset to achieve a homogenous classification of a target variable [5]. Decision trees are successfully used to solve regression and classification problems, it was popular in the field of machine learning, because decision trees build graphic models, along with text rules that are easily interpreted by the users [4]. Information gain is obtained with [11].

\[
info(S) = - \sum_{i=1}^{m} \frac{freq(C_i|S)}{|S|} \log_2 \left( \frac{freq(C_i|S)}{|S|} \right)
\]

and

\[
info_x(S) = \sum_{j=1}^{m} \frac{|S_j|}{|S|} info(S_j)
\]

so from equations (1) and (2) information gain is obtained in equation (3).

\[
gain(X) = info(S) - info_x(S).
\]

If used C4.5 algorithm then we must calculate gain ratio, gain ratio written in equation (4).

\[
gain\ ratio(X) = \frac{gain(X)}{split \ info(X)}
\]

with

\[
split \ info(X) = \sum_{j=1}^{m} \frac{|S_j|}{|S|} \log_2 \left( \frac{|S_j|}{|S|} \right)
\]

The generated decision tree classification \( S \) data partition tuples training according to [11, 25] is described as follows:

1. create a node \( N \);
2. if the tuples in \( S \) are all of the same class, \( C \) then return \( N \) as a leaf node labelled with the class \( C \);
3. if \( attribute\_list \) is empty then return \( N \) as a leaf node labelled with majority class in \( S \);
4. apply \( Attribute\_selection\_method(S, attribute\_list) \) to find the best \( splitting\_criterion \);
5. label node \( N \) with \( splitting\_criterion \);
6. if \( splitting\_attribute \) is discrete-valued and multiway splits allowed then \( attribute\_list < attribute\_list – splitting\_attribute \);
7. for each outcome \( j \) of \( splitting\_criterion \) let \( S_j \) be the set of data tuples in \( S \) satisfying outcome \( j \):
   a. if \( S_j \) is empty then attach a leaf labelled with the majority class in \( S \) to node \( N \);
   b. else attach the node returned by \( generate\_decision\_tree(S_j, attribute\_list) \) to node \( N \);
8. return \( N \);

3.1.3. C4.5 and C5.0 Algorithm on R Software

C4.5 and C5.0 algorithm can build a top-down decision tree, starting with forming a root node and ending with a leaf node by evaluating all available attributes using gain ratio (C4.5) or information gain (C5.0) to measure the effect of attributes in classifying a dataset [6]. C4.5 and C5.0 decision tree classification is run to determine which factors are the most critical [8]. This algorithm is a supervised
machine learning algorithm, it must be taught using data where the output values are known [31]. This algorithm is two algorithms for making decision trees created by [23]. This algorithm is the development of C4.5 algorithm [22] and ID3 algorithm [21].

The steps in R to get a decision tree (C4.5 and C5.0) are written as follows [12, 16].

```r
> library(Rweka)
> library(readxl)
> Data <- read_excel("D:/Data.xlsx")
> View(Data)
> Data$Kelas <- factor(Data$Kelas)
> DTC45 <- J48(Kelas ~ ., data = Data)
> DTC5
> plot(DTC45)
> summary(DTC45)
> library(C50)
> DTC5 <- C5.0(x = [ , -1], y = Data$Kelas)
> DTC5
> plot(DTC5)
> summary(DTC5)
```

3.1.4. Evaluation of Classification Models
Classification evaluation is a stage carried out with the aim of obtaining information contained in the results of the classification. In this research the classification evaluation will be selected in the form of a contingency table in order to make it easier to analyze the performance of the algorithm in successfully forming the classification [17]. Contingency tables are one of the $2 \times 2$ matrix evaluation models that are used to get the accuracy of the dataset classification of data classes in the algorithm used. In the case of two categories has four different possible outputs, namely true positive (TP), true negative (TN), false positive (FP), and false negative (FN). The general form of a contingency table is shown in Table 2.

**Table 2. Contingency Table**

| Actual | Not High | High | Total |
|--------|----------|------|-------|
| Model  | TN       | FP   | TN+FP |
| Not high | FN       | TP   | FN+TP |
| Total  | TN+FN    | FP+TP| TN+FP+FN+TP |

Evaluation of the classification with contingency table produces accuracy and error that are written as

$$\text{Accuracy} = \frac{TN + TP}{TN + FP + FN + TP}$$

and

$$\text{Error} = 1 - \text{Accuracy}.$$  

The accuracy shows accuracy of the model that has been generated, while the error shows error of the model that has been generated. There is no definite rule of minimum accuracy so that accuracy displayed is only the value, while the good or not is not discussed.

3.2. Data Description
Prior to the classification process the data used are described with the results shown in Table 3.
Table 3. Descriptive statistics of research data

| Variable | Minimum Value | Maximum Value | Mean    | Median |
|----------|---------------|---------------|---------|--------|
| $X_1$    | 54            | 1419          | 359.20  | 247.50 |
| $X_2$    | 525           | 28231         | 6114    | 3636   |
| $X_3$    | 8.05          | 15764.26      | 719.16  | 99.61  |
| $X_4$    | 0.70          | 515.90        | 50.88   | 37.56  |
| $Y$      | 0             | 16.67         | 1.099   | 0.785  |

Variable $X_1, X_2, X_3, X_4,$ and $Y$ are nominal. Lack of a decision tree on continuous data, from the data it is known that the variable $X_3, X_4,$ and $Y$ are continuous data. In this research, the continuous data that is transformed is the data on the $Y$ variable because the variable will be made into a class, while other variables are not transformed.

Boxplot show that the behavior of each variable used. Boxplot can be seen in Figure 1.

![Boxplot of each research variable](image)

The Figure 1 shows that each variable has outlier data that is marked by the presence of stars on each boxplot. In general, outlier data is not large but it can affect the results so outlier data is recommended to be written off or smoothed to eliminate the outlier data, but in this research outlier data was not deleted.

3.3. Decision Tree Classification with C4.5 and C5.0 Algorithm based on R

C4.5 algorithm based on R software can be used by require “RWeka” package while C5.0 algorithm can be used by require “C50” package, for the beginning transformation of the $Y$ variable into a factor with two classes namely high and not high then use step by step in R software, finally obtained decision tree classification can be seen in Figure 2 and Figure 3.
The Figure 2 shows that the variable $X_3$ does not exist in the decision tree which means that in this research the variable $X_3$ never has the highest gain ratio value when the C4.5 algorithm running. While the $X_1$ and $X_2$ variable appears twice, which means that in this research the $X_1$ and $X_2$ variable has the highest gain ratio value twice when the C4.5 algorithm running.

To make it easier to read the decision tree in the Figure 2, let rule 1, 2, 3, 4, 5 and 6 with rule 1 is node 1-2-3, rule 2 is node 1-2-4, rule 3 is node 1-5-6, rule 4 is node 1-5-7-8-9, rule 5 is node 1-5-7-8-10 and rule 6 is node 1-5-7-11. To make it easier to understand written rules in the logic of Mathematics written as

**Rule 1:** If the number of hospitals and Puskesmas in Indonesia by province is less than or equal to 343 and the IR of DHF in Indonesia by province is less than or equal to 30.81 then the CFR of DHF in Indonesia by province is of high.

**Rule 2:** If the number of hospitals and Puskesmas in Indonesia by province is less than or equal to 343 and the IR of DHF in Indonesia by province is more than 30.81, then the CFR of DHF in Indonesia by province is not high.

**Rule 3:** If the number of hospitals and Puskesmas in Indonesia by province is more than 343 and it less than or equal to 792 then the CFR of DHF in Indonesia by province is not high.

**Rule 4:** If the number of Hospitals and Puskesmas in Indonesia by province is more than 792 and the number of doctors and fields in Indonesia by province is less than or equal to 16926 then the CFR of DHF in Indonesia by province is of high.

**Rule 5:** If the number of hospitals and Puskesmas in Indonesia by province is more than 792, the number of doctors and fields in Indonesia by province is more than 16926 and less than or equal to 22556, then the CFR of DHF in Indonesia by province is not high.

**Rule 6:** If the number of hospitals and Puskesmas in Indonesia by province is more than 792 and the number of doctors and fields in Indonesia by province is more than 22556, then the CFR of DHF in Indonesia by province is not high.
The Figure 3 shows similar results to Figure 2 that the variable $X_3$ does not exist in the decision tree which means that in this research the variable $X_3$ never has the highest information gain value when the C5.0 algorithm running. While the $X_1$ variable appears twice, which means that in this research the $X_1$ variable has the highest information gain value twice when the C5.0 algorithm running. While the tree generated by C5.0 is simpler than C4.5.

To make it easier to read the decision tree in the Figure 3, let rule 7, 8, 9, 10 and 11 with rule 7 is node 1-2-3, rule 8 is node 1-2-4, rule 9 is node 1-5-6, rule 10 is node 1-5-7-8 and rule 11 is node 1-5-7-9. To make it easier to understand written rules in the logic of Mathematics written as

Rule 7: If the number of hospitals and Puskesmas in Indonesia by province is less than or equal to 343 and the IR of DHF in Indonesia by province is less than or equal to 30.81 then the CFR of DHF in Indonesia by province is of high.

Rule 8: If the number of hospitals and Puskesmas in Indonesia by province is less than or equal to 343 and the IR of DHF in Indonesia by province is more than 30.81, then the CFR of DHF in Indonesia by province is not high.

Rule 9: If the number of hospitals and Puskesmas in Indonesia by province is more than 343 and is less than or equal to 792 then the CFR of DHF in Indonesia by province is not high.

Rule 10: If the number of Hospitals and Puskesmas in Indonesia by province is more than 792 and the number of doctors and fields in Indonesia by province is less than or equal to 22556 then the CFR of DHF in Indonesia by province is of high.

Rule 11: If the number of hospitals and Puskesmas in Indonesia by province is more than 792 and the number of doctors and fields in Indonesia by province is more than 22556, then the CFR of DHF in Indonesia by province is not high.

Rule 1 to 11 become rules for detecting CFR of DHF in Indonesia. If viewed from the expectation that CFR of DHF in Indonesia by province is not high then rules 3, 4, 6, 9 and 11 can be used as alternative solutions, but rule 2 and 8 does not become a solution and becomes a problem because it has to increase IR of DHF which means the number of DHF sufferers increases even though the CFR of DHF is not high.

3.4. Evaluation of Classification Results

Based on the decision tree model, an evaluation is carried out to determine the advantages or disadvantages of the decision tree that has been made. Evaluation uses a contingency table in the form
of a $2 \times 2$ matrix to calculate the accuracy of datasets classification of data classes in C4.5 and C5.0 algorithm. Contingency tables can be seen in Table 4 and Table 5.

**Table 4.** Contingency table of the decision tree classification results in the CFR of DHF in Indonesia with C4.5 algorithm

| Actual | Not High | High | Total |
|--------|----------|------|-------|
|        | Not High | 94   | 16    | 110   |
|        | High     | 25   | 35    | 60    |
| Total  |          | 119  | 51    | 170   |

**Table 5.** Contingency table of the decision tree classification results in the CFR of DHF in Indonesia with C5.0 algorithm

| Actual | Not High | High | Total |
|--------|----------|------|-------|
|        | Not High | 92   | 18    | 110   |
|        | High     | 25   | 35    | 60    |
| Total  |          | 117  | 53    | 170   |

Based on Table 4 obtained an accuracy $\approx 0.76$ and an error $\approx 0.24$. based on Table 5 obtained an accuracy $\approx 0.75$ and an error $\approx 0.25$. In this case, the accuracy of the C4.5 algorithm is less than C5.0 algorithm.

4. Conclusion

Based on the results of research and discussion, it can be concluded that rule 1 to 11 (see in section 3) are rules that can be used to detect CFR of DHF in Indonesia with the resulting the C5.0 algorithm produces accuracy of 0.75 and an error of 0.25 while the C4.5 algorithm produces accuracy of 0.76 and an error of 0.24 which mean C5.0 algorithm has a big error than the C4.5 algorithm, while the C5.0 algorithm has a smaller tree than the C4.5 algorithm.
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