Detecting ergodic bubbles at the crossover to many-body localization using neural networks
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The transition between ergodic and many-body localized phases is expected to occur via an avalanche mechanism, in which ergodic bubbles that arise due to local fluctuations in system properties thermalize their surroundings leading to delocalization of the system, unless the disorder is sufficiently strong to stop this process. We propose an algorithm based on neural networks that allows to detect the ergodic bubbles using experimentally measurable two-site correlation functions. Investigating time evolution of the system, we observe a logarithmic in time growth of the ergodic bubbles in the MBL regime. The distribution of the size of ergodic bubbles converges during time evolution to an exponentially decaying distribution in the MBL regime, and a power-law distribution with a thermal peak in the critical regime, supporting thus the scenario of delocalization through the avalanche mechanism. Our algorithm permits to pin-point quantitative differences in time evolution of systems with random and quasiperiodic potentials, as well as to identify rare (Griffiths) events. Our results open new pathways in studies of the mechanisms of thermalization of disordered many-body systems and beyond.

Introduction. Many-body localization (MBL) [1, 2] is a phenomenon that prevents strongly disordered quantum many-body systems from reaching thermal equilibrium [3–5]. In this dynamical phase, the transport is suppressed [6] due to the presence of a complete set of local integrals of motion [7–10] that account also for the logarithmic growth of entanglement entropy in time evolution [11–13], or the area-law entanglement of the eigenstates (for recent reviews see [14, 15]). While the properties of MBL phase are considerably well understood, its stability in the thermodynamic limit has recently been vividly debated [16–21], and it may depend on various system specific properties [22].

The delocalization of MBL was proposed to occur via an “avalanche” mechanism [23, 24]. In this approach, small ergodic regions (“ergodic bubbles”) immersed among insulating blocks delocalize their surroundings and grow at the expense of the localized regions. If the disorder is not sufficiently strong to stop this process, the system becomes delocalized. The avalanche mechanism was soon incorporated into the real space renormalization group approaches [25–28] that suggest the transition to MBL is of the Kosterlitz-Thouless type. This conclusion is supported by a structure of entanglement clusters in eigenstates of system at MBL transition identified in [29] with the help of quantum mutual information [30]. A related concept of the “entanglement length” was introduced in [31].

The signatures of MBL have been observed experimentally in setups of ultracold atoms [32–35], ions [36] or superconducting qubits [37–39]. Most of the experiments investigated time evolution of initial product states probing correlations between the initial and time-evolved occupations of lattice sites. Strong correlations persisting in the long time limit of time evolution indicate memory of initial state and the onset of MBL [40]. Recent experiments [41–43] were able to directly measure the density correlations between various lattice sites, hence opening up new directions in investigations of quantum dynamics.

The aim of this work is to propose a scheme to detect and study the dynamics of the ergodic bubbles at the crossover to MBL relying on the two-site correlation functions that are directly measurable in experiments. In this way our study parallels recent attempts to understand the delocalization of the dynamics via avalanche mechanism and many-body resonances scenario [44–46]. To achieve our goal we employ recurrent neural networks (RNN) that are tailored to time-dependent data and have achieved unprecedented success in natural language processing tasks in recent years [47–49]. Our scheme allows us to identify the ergodic bubbles, i.e. the regions of the system, where the dynamics is ergodic, and to study their time evolution. We pin-point the mechanism of delocalization of MBL phase by probing the distribution of the ergodic bubbles. Comparing various types of disorder, we detect rare Griffiths regions [50–54] and discuss their impact on delocalization of MBL phase.

The models. From now on we concentrate on the random-field Heisenberg model with Hamiltonian

\[ H = J \sum_{i=1}^{L} \vec{S}_i \cdot \vec{S}_{i+1} + \sum_{i=1}^{L} W_i \vec{S}_i^z, \]  

(1)
where $\hat{S}_i$ are spin-1/2 operators, $J = 1$ is fixed as the energy unit and periodic boundary conditions are assumed. Setting $W_i$ to be independent random variables uniformly distributed in the interval $[-W,W]$, we obtain the model with random disorder, widely studied in the context of MBL [55–65]. Estimates of the critical disorder strength vary between $W_C^{RD} \approx 4$ [66, 67] and $W_C^{RD} \gtrsim 5$ [31, 68, 69]. We consider also the quasiperiodic potential $W_i = W \cos (2\pi \zeta_i + \phi)$, where $\phi \in [0,2\pi]$ is a random phase, $W$ characterizes the strength of the potential and the golden ratio $\zeta = (\sqrt{5} - 1)/2$ is used. The transition to MBL phase for that $\zeta$ value occurs at $W_C^{QP} \approx 2.5$ [70–73]. The random potential features rare regions, in which disorder may be anomalously weak or strong. There are no such fluctuations in the quasiperiodic case. Hence, the MBL transition may be qualitatively different in the two cases [74].

In what follows we use RNN to analyze the approach to thermal equilibrium in the course of time evolution of system (1). The neural networks have been applied to studies of properties of eigenstates of disordered quantum many-body systems [75–78] or in investigations of gross features of their time dynamics [79–81].

Ergodic bubble detection. We define a set of neighboring spins to be an ergodic bubble (or cluster) if the local observables associated with them have properties characteristic to an ergodic/thermal phase. In particular, the observables undergo fluctuations in the course of time evolution and this feature may be used for their direct detection. Nevertheless, providing a well-defined criterion for distinguishing the ergodic from the non-ergodic evolutions remains a non-trivial task. In this section we propose an algorithm employing neural networks that learn how the ergodic evolutions “look like”, and later assigns the time evolutions of experimentally accessible observables to an ergodic or non-ergodic class.

At the core of our framework is the anomaly detection scheme [82] (similar techniques were recently used for mapping out phase diagrams of the quantum many-body systems [83–85]). Precisely speaking, we consider a neural network of an autoencoder architecture, whose goal is to spot the characteristic features of the input data, “compress” it into a latent representation (the encoder network) and, from there, to accurately reproduce the original input (the decoder network) – compare FIG. 1. The autoencoder is trained on the normal data until it efficiently reproduces it, and then evaluated on a dataset consisting of normal and anomalous data to identify the anomalous data based on the high reconstruction loss. In our case, the normal data corresponds to the time series of observables in the ergodic regime at weak disorder, as opposed to the non-ergodic evolutions for large disorder, regarded as the anomalous data.

Specifically, as input data we use the two-site correlation functions $C_{i,d}(t) = \langle \hat{S}_i^z(t)\hat{S}_{i+d}^z(t) \rangle$. Let us define a collection of these correlations $x_i(t)$ that is supposed to characterize site $i$ at time $t$. It consists of correlation functions $C_{i,d}(t)$ corresponding to $d_0$ neighbors of site $i$, sampled across $n_t$ discrete points in time

$$x_i(t) = \{ C_{i,d}(t + n\Delta t) \}_{n=0}^{n_t-1},$$

where, in our implementation we take $\Delta t = 0.5$, $d_0 = 2$ and $n_t = 32$. The four-channel time series of length 32 starting at time $t$, $x_i(t)$, constitutes a single input to the neural network. Having a trained autoencoder network we can perform an anomaly detection by measuring the reconstruction loss $l_i(t) = ||\hat{x}_i(t) - x_i(t)||$, where $||.||$ is the Euclidean norm, see FIG. 2. In order to classify a site $i$ at time $t$, one needs to set a loss cutoff parameter.
In our algorithm, the thermal bubble is defined as a set of adjacent sites which satisfy \( l_i \leq l_{\text{cut}} \), that is, for which the network succeeds in reconstructing the temporal evolution of observables with loss no larger than \( l_{\text{cut}} \). Thus, we have a quantitative tool to detect the ergodic clusters and to differentiate them from sites at which the anomaly is detected and the dynamics is not ergodic.

Among many neural network architectures, particularly well suited for multichannel time series processing are RNN that naturally utilize the temporal order by recursively including the data from previously processed time steps. In our case, the encoder part of the network consists of a special type of RNN with two layers of Long Short-Term Memory (LSTM) architecture [86] with 64 and 32 units, see FIG. 1. As a decoder we use 3 dense time-distributed layers of dimension 128 and 64 and 32. The training dataset consists of time evolutions from \( t = 100 \) to \( t = 2000 \) corresponding to 100 realizations of uniformly distributed disorder of strength \( W \in \{0.1, 0.2, \ldots, 0.5\} \) for system size \( L = 16 \). For a detailed comparison with the networks trained on larger values of disorder, as well as on the quasiperiodic distribution of disorder see [87]. We stop the training after a certain value \( 1.7 \cdot 10^{-3} \) of the validation loss is achieved.

**Dynamics of ergodic bubbles.** We denote the average in a given state as \( \langle \cdot \rangle_\psi \) and average over 2400 disorder realizations as \( \langle \cdot \rangle_\psi^N \). To control the risk that a single neural network model accidentally learns a random feature of the data which another model does not, we independently train 30 models on the same data and denote the average over them as \( \langle \cdot \rangle_\psi^N \). All error bars in the following plots correspond to one standard deviation in this averaging. We will consider the distributions of the number of spins \( n \) in an ergodic bubble, as well as the average size of ergodic bubbles \( n_{\text{av}} \equiv \langle (n)_\psi W \rangle_\psi^N \). If there are no ergodic bubbles in a time-evolved state \( |\psi\rangle \), we manually define \( (n)_\psi = 0 \). Initially, the spins are fully uncorrelated and the initial state is chosen to be a Néel state \( |\psi\rangle = \uparrow\downarrow\uparrow\downarrow\uparrow\uparrow\ldots \). The time evolution with Hamiltonian (1) is calculated numerically by means of a kernel polynomial method [88–90] for system consisting of \( L = 24 \) spins.

We start our studies of the MBL transition by checking how the average size of ergodic bubbles depends on the cutoff \( l_{\text{cut}} \), see FIG. 3(a). In the ergodic regime the increase of \( n_{\text{av}} \) with \( l_{\text{cut}} \) is much sharper than for the critical and MBL regimes which signifies that our algorithm indeed detects the prevalent ergodicity in the system. Moreover, comparing the results for \( t = 20 \) and \( t = 1980 \), we observe that the amount of ergodic regions increases in the course of the evolution, but the growth is much smaller in the MBL than in the ergodic and critical regimes. We may now choose a “reasonable” value of the cutoff \( l_{\text{cut}} = 0.15 \), for which, at \( W = 1.5 \), the neural network treats almost the entire chain as a large thermal bubble and in the critical regime it finds a mixture of ergodic bubbles and non-ergodic regions.

In FIG. 3(b) we present the bubble dynamics for the chosen value of cut-off \( l_{\text{cut}} = 0.15 \) and different disorder strengths. Due to a limited temporal resolution of our classification scheme (the time window in which the snapshot \( x_i(t) \) of two-site correlation functions has a length of \( n_t \Delta t = 16 \)), in the initial stage of the evolution we detect ergodic clusters of non-vanishing size. In the course of time evolution the ergodic bubbles thermalize their surroundings and, consequently, the average size of ergodic bubbles grows with time. Our results indicate that the growth of the bubbles is logarithmic in time.

The inset of FIG. 3(b) shows the logarithmic growth rates \( \alpha \), fitted from \( n_{\text{av}}(t) = \alpha \log t + C \) for different loss cutoffs \( l_{\text{cut}} = 0.1, 0.15, 0.2 \) (from top to bottom, empty markers), considered as a function of \( W \). They are surprisingly well compatible with the similar logarithmic growth rates of the bipartite von Neumann entanglement entropy \( S(A) = \text{Tr}_A(\rho_A \ln \rho_A) \) where \( \rho_A \) is the reduced density matrix of subsystem \( A \) consisting of spins indexed by \( i = 1 \ldots L/2 \) (bottom, full markers). That is, in both cases, \( \alpha(W) \approx C \exp(-\beta W) \) where \( \beta = (0.55 \pm 0.05) \) while \( C \) is different for entropy and clusters for dimensional reasons. Importantly, this conclusion holds for arbitrary cut-off \( l_{\text{cut}} \in [0.1, 0.2] \), indicating that our algorithm serves also as an indirect qualitative measure of the entanglement entropy. The decrease of the growth rate of ergodic bubbles with disorder strength \( W \) is consistent with the exponential slow-down of dynamics [18, 91] with increasing \( W \) at the crossover to MBL regime.

The qualitative correspondence between the growth of ergodic bubbles and spreading of the entanglement in the system can be explained by a simple argument. Let us assume that the chain contains an ergodic cluster of length
n. If the cut that separates the subsystem $\mathcal{A}$ from its surroundings does not split the cluster, the contribution from this realization to the average entropy is relatively small. However, if the cut splits the cluster, the contribution will be much larger because $\mathcal{A}$ contains spins strongly entangled with the rest of the ergodic bubble. According to the volume law of entanglement, this contribution will be proportional to the number of cluster sites included in $\mathcal{A}$ which is proportional to $n_{av}$. Therefore, we may conclude that $S$ is proportional to $n_{av}$. Moreover, we are convinced that the network detects strongly entangled parts of the system without the need to directly quantify the entanglement.

Distribution of ergodic bubbles. Further insights into MBL transition are obtained from an analysis of the distributions of the ergodic bubble size $n$. In FIG. 4(a) we present such distributions for random disorder, in the initial stage $t = 20$, and after a long evolution time $t = 1980$. In both cases, in the MBL regime ($W = 7$), the distribution decays exponentially as $\exp(-n\gamma)$, consistently with an intuitive expectation that ergodic bubbles correspond to rare events in which the disorder is anomalously weak on $n$ neighboring lattices sites. Indeed, if $p < 1$ is the probability to have the weak disorder on a certain site, the probability to find $n$ such sites is $p^n = e^{n \log p}$. In the vicinity of the critical regime ($W = 4$), the ergodic bubbles are distributed, at $t = 1980$, according to a heavy-tailed distribution, determination of which is a hard problem given the data changes by less than one order of magnitude. There emerges a thermal peak at $n \approx L$. Indications of a heavy-tailed distribution of the power-law type $n^{-\beta}$ and the presence of thermal peak in the critical regime were observed in renormalization group schemes [92] as well as in exact diagonalization studies [93]. Exactly at the transition one expects the exponent $\beta$ governing the decay of ergodic clusters to be equal to 2 [27]. The smaller value of $\beta$ for $W = 4$ suggests that system becomes ergodic in thermodynamic limit at this disorder strength. Here, this value of $\beta$ is obtained around $W = 5.3$. While pin-pointing exactly the transition point would require much larger system sizes and evolution times, our results support the picture of the MBL transition occurring via rare avalanches [23]. Finally, on the ergodic side of the crossover ($W = 2.5$) we observe abundance of dominant thermal clusters of size $n \approx L$. During time evolution from $t = 20$ to $t = 1980$, the number of large ergodic bubbles grows in time at the expense of the smaller ones. This process eventually leads to delocalization of the whole system. The transition from an exponential to a heavy-tailed distribution in FIG. 4, with the values of $\beta$ for $W = 3.5 - 7.0$, is presented in [87].

The situation is qualitatively similar for the system with quasiperiodic potential as shown in FIG. 4(b). In the MBL regime ($W = 4$) the probability to detect ergodic bubble of size $n$ is exponentially small in $n$. This suggests a presence of similar rare event mechanism as in the case of random disorder. Such a mechanism, in absence of fluctuations in the quasiperiodic potential, might be associated with rare configurations of the state of the system [94]. In the critical regime ($W = 2.5$), we find that bubble size is distributed according to a power-law $n^{-2.2}$, although there are no traces of the thermal peak at $n \approx L$. This suggests that delocalization in quasiperiodic system occurs, similarly to the random case, via an avalanche mechanism [95]. Finally, in the ergodic regime ($W = 1.5$), the broad distribution of ergodic bubbles at small time $t = 20$ quickly evolves into a single thermal peak at $n \approx L$. The small variance of size of ergodic bubbles both in ergodic and thermal regimes suggests that the MBL transition in quasiperiodic systems is more stable than in the random case [96].

Griffiths regions. For the random disorder, even at $W = 5.5$, our algorithm detects ergodic bubbles of size $n \geq L - 1$, see [87] for a corresponding plot similar to FIG. 2. FIG. 5 shows comparison of properties of all disorder realizations with properties of those anomalous
realizations. Exceptionally large bipartite entanglement entropy $S_r(A)$ and strongly resonant values of disorder distinguish these anomalous realizations from the background. This shows that our algorithm detects rare Griffiths events that arise due to fluctuations in the random disorder. For quasiperiodic potential the atypically large bubbles were not detected at all if the cutoffs $I_c$ were set at the same level. Even if we tune the cutoffs so that the number of detected anomalous realizations is comparable to the uniform disorder case, their features are not distinctive, for details see [87].

**Summary.** We proposed an algorithm based on neural networks, which allows us to detect and study dynamics of ergodic bubbles in disordered many-body systems – the subject intensively discussed recently [44–46]. The algorithm learns itself features of ergodic time evolution and employs the anomaly detection scheme to identify lattice sites, at which the evolution is nonergodic. Detected ergodic bubbles grow logarithmically in time in the MBL regime, which indicates that our algorithm captures features of entanglement in the system without quantifying it directly. The distributions of the size of ergodic bubble, exponential in the MBL regime and heavy-tailed with thermal peak in the critical regime, support the avalanche scenario of delocalization of MBL phase. Those results are in qualitative agreement with the results obtained when the algorithm of [29] is used to identify entanglement clusters in state of the system during time evolution, as we show in [87]. The approach of [29] relies on the quantum mutual information of numerous subsystems that is very hard to measure in practice. In contrast, our approach employs only two-site correlation functions readily accessible in present days experiments. Hence, our algorithm allows one for a quantitative investigation of mechanisms of thermalization at MBL transition, not only in the numerics, but also in the experimental setup.
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SUPPLEMENTAL MATERIAL

ERGODIC BUBBLE SIZE HISTOGRAMS

In FIG. S1 we show how the ergodic bubble size distribution changes from a heavy-tailed decay (here we assume a power-law $Cn^{-\beta}$) with a thermal peak in the critical regime $W = 4$, into an exponential decay $C \exp(-n\gamma)$ when $W = 7$ in the many-body localized phase. All fits are performed on $n = 3 \ldots 22$ to minimize the influence of the thermal peak on the fit, and averaged over 10 independently trained neural networks with the corresponding error bars representing the standard deviation of this averaging. We extract the fitted parameters and present them in FIGs. S1(d),(e). We notice that on the MBL side $\gamma$ increases with an increasing disorder strength. Moreover, it is expected [27] that at the critical point $\beta = 2$ and our results range from $\gamma = 0.62(14)$ at $W = 3.5$ to $\beta = 3.20(26)$ at $W = 7.0$, with $\beta = 2$ around $W = 5.3$.

In FIG. S2 we provide an example of an anomalous realization/Griffiths event, detected by the neural network. An initially strongly non-ergodic regions thermalizes after some time due to the interaction with its ergodic surroundings.

ALTERNATIVE CLUSTERING ALGORITHM BASED ON QUANTUM MUTUAL INFORMATION

In this part of the Supplemental material we compare our neural network-based algorithm with a scheme introduced in [29] that detects so-called entanglement clusters. We start with a short revision of this algorithm, point out important differences between entanglement- and ergodic clusters, and then apply this method to the time evolving quantum states, obtaining results in qualitative agreement with our neural network approach.

The input to the entanglement clustering algorithm is the many-body wave function $|\psi\rangle$. After the clusterization procedure, entanglement clusters should contain indices of spins strongly entangled with each other and, at the same time, weakly entangled between separate clusters. The clusters are constructed starting from the whole system and subdividing it recursively into two parts $A, B$ containing $n_A, n_B$ sites each, at every step minimizing the normalized quantum mutual information (QMI) of the splitting,

$$0 \leq i(A, B) = \frac{S(A) + S(B) - S(A \cup B)}{\min(n_A, n_B)} \leq 2 \ln 2,$$

(S1)

where the von Neumann entropy of subsystem $A$ reads

$$S(A) = \text{Tr}_A \left( \rho_A \ln \rho_A \right),$$

(S2)

$\rho_A$ is its reduced density matrix, and periodic boundary conditions are assumed. The number of all such
FIG. S1. Transition from an exponential to a power-law decay of ergodic bubble size \( n \) distributions for loss cutoff \( i_{\text{cut}} = 0.15 \) and system size \( L = 24 \). (a): Bubble size histograms at large time \( t = 1980 \). Exponential fit \( C \exp(-n \gamma) \) (dashed line) deviates from the \( W = 4.0 \) datapoints and agrees very well with those for \( W = 7.0 \). (b): same as (a) but with power-law fits \( C n^{-\beta} \) (notice the logarithmic horizontal scale). Here, the fit describes datapoints at \( W = 4.0 \) better than for \( W = 7.0 \). All fits were performed between \( n = 3 \) and \( n = 20 \) only. (c): Measure of the fit quality \( R^2 = 1 - \text{RSS}/\text{TSS} \), where \( \text{RSS}, \text{TSS} \) – residual and total sum of squares, for exponential and power-law fits like in (a) and (b) but for more disorder strengths. Power-law fits the data better in the critical regime \( W \lesssim 4.5 \). On the MBL side, \( W \gtrsim 4.5 \), the exponential decay has a lower relative error. (d): Fitted values of \( \gamma \). (e): Fitted values of \( \beta \).

FIG. S2. Neural network loss for an anomalous \( W = 5.5 \) disorder realization, detected at the cutoff level \( i_{\text{cut}} = 0.15 \), system size \( L = 16 \). We notice the disappearance of the large loss (non-ergodic) region due to thermalization by its environment.

possible bipartitions to choose from grows exponentially with the system size. To make the problem numerically tractable, only a certain class, the continuous bipartitions, are left as candidates for the splitting. (“Continuous” means that the splitting does not introduce holes in a single cluster. For example, a cluster consisting of sites \( \{1, 2, 3, 4, 5, 6\} \) can be divided into \( \{1, 2, 5, 6\} \) and \( \{3, 4\} \) but not into \( \{1, 3, 5, 6\} \) and \( \{2, 4\} \). However, holes in the clusters may occur due to periodic boundary conditions assumed at each step, e.g. splitting \( \{1, 2, 5, 6\} \) can result in \( \{1, 6\} \) and \( \{2, 5\} \).) Splitting is performed recursively until the cluster size is equal to 1 and the final representation of the wave function forms a binary tree. Each node of the tree contains indices of the lattice sites, as well as the QMI of the minimal bipartition \( i \). Then, the user chooses a certain cutoff of the quantum mutual information \( i_{\text{cut}} \) and traverses the tree starting at the root. If the current node contains at least two sites and \( i < i_{\text{cut}} \), one goes down to the node’s two children. In the opposite case, \( i \geq i_{\text{cut}} \), the list of sites at the current node is considered an entanglement cluster. A list of all such clusters is the final output of the clustering algorithm at the QMI cutoff level \( i_{\text{cut}} \).

There is an important difference in the sense of entanglement and ergodic clusters: every site must be a member of one and only one entanglement cluster whereas it doesn’t necessarily have to be assigned to an ergodic cluster; the observables associated with single spins from an entanglement cluster may show either ergodic- or non-ergodic kind of dynamics. This means that the QMI clustering algorithm detects a somewhat different family of clusters than the neural network. On the other hand, it is known that if at least a few spins are strongly entangled, their observables will converge towards thermal values and thermal evolutions, thus large entanglement clusters become equivalent to ergodic clusters. It is, however, not meaningful to compare very small ergodic clusters \( (n = 1 \) or \( 2 \) with similarly small entanglement clusters. Additionally, in our approach, a time series of spin correlations is needed to clusterize the system, whereas in the QMI case the clusters can be defined at time \( t \) based on the entanglement properties of the instantaneous wave function \( |\psi(t)\rangle \). Furthermore, entanglement clusters can have holes (see the discussion in the preceding paragraph), and NN clusters cannot, but, as argued in ref. [29], QMI clusters with holes amount to less than 5-10% of all clusters in a typical scenario. For a summary of this paragraph see TABLE I.

So far, the QMI clustering procedure has been applied only to the middle-spectrum eigenstates of the disordered Heisenberg Hamiltonian [29]. Here, we extend these studies to characterize the cluster growth in time.
and compare the results with the neural network clustering. The system size is limited to $L = 16$ due computationally expensive entanglement entropy calculations. As in the Letter, we denote the averaging of the cluster size over a single state as $\langle \cdot \rangle_\psi$ and over disorder realizations as $\langle \cdot \rangle_W$. In FIG. S3a) we present the average entanglement cluster size $n_{av} = \langle n |_\psi \rangle_W$ for different cutoff values $i_{cut}$ at time $t = 20$ and $t = 1900$. We confirm that, similarly to the NN case, the transitions with cutoff are qualitatively different in the ergodic, critical and MBL regimes and that the clusters grow regardless of the cutoff. Next, we select an intermediate value of the cutoff $i_{cut} = 0.5$, in FIG. S3b) we analyze the average cluster size evolution in time and, like for neural networks, observe a logarithmic growth $n_{av}(t) = \alpha \log t + C$ in the MBL phase. We find no relation between the growth rates $\alpha$ of entanglement entropy and entanglement clusters because the latter strongly depend on the chosen threshold $i_{cut}$.

In FIG. S4 we plot the histograms of entanglement cluster sizes in the ergodic, critical and MBL regime for uniform and quasiperiodic disorder. In the ergodic case, we notice the disappearance of initially large number of small clusters and the appearance of the power-law distribution $p(n) \sim n^{-X}$ with a peak for large clusters dominating the distribution after a long time evolution. In the critical regime, after the evolution, we detect a mixture of all cluster sizes. This is in agreement with the main result from the study of eigenstates [29], namely that at the critical point small entanglement clusters are entangled together to form larger clusters – choosing a constant cutoff we are able to observe clusters of nearly all sizes. In contrast, in the localized phase, the clusters become small and independent of each other, with the cluster distribution described by $p(n) \sim \exp(-n\gamma)$ without the thermal peak. All qualitative conclusions about the properties of the cluster distributions are thus in agreement with the NN results presented in the Letter. A one order of magnitude difference in the number of the smallest clusters is connected with the different meanings of ergodic and entanglement clusters, as described in the previous paragraph – between the two methods one can only compare the properties of the largest clusters.

**Griffiths regions** We can verify whether the anomalously large clusters, at large disorders, detected by the QMI clustering algorithm, have the same properties as the Griffiths events [50–54] found by the neural network. In FIG. S5 we plot histograms similar to FIG. 5 from the Letter, except the system size is now $L = 16$ (this does not change NN results qualitatively). FIGs. S5(a),(b) clearly show, that for the uniform disorder $W = 5.5$, the anomalous events detected by both methods at the cutoff levels $l_{cut} = 0.15$, $i_{cut} = 0.50$ have nearly the same distribution of entanglement entropies and resonant disorder. Applying both methods to the quasiperiodic disorder with amplitude $W = 4.0$ (FIG. S5), we do not detect any anomalous realizations at the same cutoff levels. If we tune the cutoffs so that finding a large cluster is more probable ($l_{cut} = 0.25$, $i_{cut} = 0.20$), a comparable number of anomalous disorder realizations is detected, but their features are not distinct from the background, except slightly larger entropies found by the entanglement clustering method. This difference is not surprising because entropy properties are the object based on which the entanglement clusters are built.

### NEURAL NETWORK TRAINING

In the Letter we present results obtained using a network trained on evolutions corresponding to uniform dis-
FIG. S5. Anomalous realizations for uniform (first row) and quasiperiodic (second row) disorder for system size $L = 16$. At the same values of cutoffs as in the uniform disorder case, no anomalous realizations are detected at all. If the cutoffs are tuned to $l_{cut} = 0.33$, $l_{cut} = 0.09$ (presented here) to obtain a similar number of anomalous realizations as in FIG. 5 from the Letter, these realizations are not as clearly distinguishable from the background as in the uniform disorder case (maybe except for a fraction of the high-entropy states detected by QMI).

FIG. S6. Comparison of ergodic bubble size distributions obtained using neural networks trained on different input data (see TABLE II) at loss cutoff $l_{cut} = 0.15$ in the $L = 16$ system.

order in the range $W = 0.1 - 0.5$ and time $t = 100 - 2000$, which we assume to be all ergodic. To perform a consistency check and verify how the input data affects the model performance, we also train models on larger values of disorder up to $W = 1.0$, as well as on quasiperiodic disorder of the same amplitudes.

Specifically, the training dataset consists of 100 realizations of disorder from the set called "w": $W \in \{0.1, 0.2, \ldots 0.5\}$ or "W": $W \in \{0.1, 0.2, \ldots 1.0\}$. We train separately on disorders coming from the uniform (models called "U-w", "U-W") and quasiperiodic ("Q-w", "Q-W") distributions, as shown in TABLE II. We stop the training after a certain value $1.7 \cdot 10^{-3}$ of the validation loss is achieved. Validation data corresponds to 40 disorder realizations that the network does not use to tune the weights but only to terminate the training when the desired level of loss is achieved.

In FIG. S6 we present cluster size histograms similar to FIG. 4 from the Letter but for all considered models and only at the end of the evolution $t = 1900$ and $L = 16$. We observe that all networks except “U-W” give consistent results. We suspect that this is due to the fact that in the “U-W” training scenario the timescale of the full thermalization of the system is longer than $t = 100$. In FIG. S7 we further evaluate the “U-W” networks for $L = 24$. They show a similar behavior as for $L = 16$ - under the same loss cutoff, they detect large bubbles even at $W = 7.0$ (FIG. S7(a)). However, we find out that upon decreasing the threshold, the histograms from FIG. 4(a) in the Letter can be qualitatively recovered. This means that if one allows for a change in the threshold, the training procedure is robust with respect to the input training data.

TABLE II. Distributions and values of disorder used for training four classes of neural network models. At each value of disorder, time series of its 100 random realizations were used as input. From each model class, 10 neural networks were trained independently on the same data.

| model name  | dist. of disorder | values of disorder  |
|-------------|-------------------|---------------------|
| "U-w"      | uniform           | \{0.1, 0.2, \ldots 0.5\} |
| "U-W"      | uniform           | \{0.1, 0.2, \ldots 1.0\} |
| "Q-w"      | quasiperiodic     | \{0.1, 0.2, \ldots 0.5\} |
| "Q-W"      | quasiperiodic     | \{0.1, 0.2, \ldots 1.0\} |
It is important to note that the neural networks are trained on the $L = 16$ data only. They can later be applied to any system size $L$ which is a strong advantage of the method. It is possible because the two-site correlations the network uses as an input are local observables characterizing a single site and not the whole system of length $L$. 