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Abstract—Fast, autonomous flight in unstructured, cluttered environments such as forests is challenging because it requires the robot to compute new plans in real time on a computationally-constrained platform. In this paper, we enable this capability with a search-based planning framework that adapts sampling density in real time to find dynamically-feasible plans while remaining computationally tractable. A paramount challenge in search-based planning is that dense obstacles both necessitate large graphs (to guarantee completeness) and reduce the efficiency of graph search (as heuristics become less accurate). To address this, we develop a planning framework with two parts: one that maximizes planner completeness for a given graph size, and a second that dynamically maximizes graph size subject to computational constraints. This framework is enabled by motion planning graphs that are defined by a single parameter—dispersion—which quantifies the maximum trajectory cost to reach an arbitrary state from the graph. We show through real and simulated experiments how the dispersion can be adapted to different environments in real time, allowing operations in environments with varying density. The simulated experiments demonstrate improved performance over a baseline search-based planning algorithm. We also demonstrate flight speeds of up to 2.5 m/s in real-world cluttered pine forests.

I. INTRODUCTION

Autonomous flight relies on quickly computing optimal motion plans. Recently, autonomous UAV systems have been demonstrated in GPS-denied, moderately cluttered environments with lightweight sensors [1] and fast flight capabilities [2]. However, these approaches lack the ability to fly fast when moving through environments with variable or dense clutter. Having the ability to adapt to the environment density is key to long-range efficient and reliable autonomy, especially considering the onboard computation constraints and real-time operation requirements.

Most robotic motion planning algorithms can be classified as optimization-based or sampling-based. Optimization-based planners mainly rely on the construction of ‘safe flight corridors’ [3] or signed distance fields/gradients [4] [5] to provide constraints to an optimization problem. These planners can suffer from local minima that lead to planner failure or preclude finding highly dynamic feasible plans.
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Fig. 1: We performed our experiments on our customized “Falcon 4” UAV platform, as described in [10]. This platform carries an IMU, stereo cameras and a 3D LIDAR. The onboard Intel NUC 10 computer is responsible for running the navigation stack and storing data.

On the contrary, sampling-based algorithms form plans that go through discrete vertices sampled from the underlying continuous state space, which can enable completeness guarantees by design [6]. These vertices can be randomly sampled [7] or, alternatively, chosen via searching through a set of motion primitives [8] [9] (search-based planning). Random sampling planners can only achieve probabilistic completeness guarantees, which can be a problem for real-time computational needs of robots, in contrast to the search-based planners. The main challenge for search-based planners is that they can suffer computationally from having to evaluate many samples, especially in high dimensional state spaces. Our planner improves the computational performance of search-based planning with motion primitives in order to quickly find optimal flight plans in cluttered environments.

Search-based planning is computed with regular graph search algorithms such as Dijkstra’s or A*. Therefore, computational performance degrades as the number of vertices and edges in the graph increases. Sampling cluttered environments in search-based planning with motion primitives is made especially difficult due to two computational challenges: first, if there are narrow corridors in the environment, a large and therefore expensive graph will be needed to find a plan; second, performing graph search is inherently less efficient in cluttered environments due to heuristics more severely underestimating the cost-to-go. Despite how expensive larger graphs make computation, most search-based planning algorithms do not deliberately select their vertices to be placed optimally with respect to completeness, and instead choose them in ways that are easy to compute such as uniform input sampling [9]. Our prior work [6] began to address this problem by designing search-based planning graphs that ensured that any state in the state space...
was optimally nearby to a vertex in the graph, which is encoded by a single parameter, dispersion. However, it still left open the question of how large of a graph (how small of a dispersion) to use when planning.

Accordingly, we develop a search-based planner that is able to adapt to the environment by changing the dispersion of the motion planning graph used. The contributions of our work are as follows:

1) An adaptive, minimum dispersion search-based motion planning algorithm.
2) Simulated results comparing our method with the state-of-the-art in search-based planning for UAVs, at speeds up to 7 m/s in cluttered forest environments.
3) Real-world experimental results in a cluttered forest environment with varying densities of obstacles, at speeds up to 2.5 m/s.

II. RELATED WORK

Our planner lies in the category of search-based motion planning. Search-based motion planning, also sometimes referred to as lattice planning, leverages the widely studied field of graph traversal algorithms in order to plan robot trajectories. Specifically, our work, a continuation and experimental implementation of [6], focuses on optimizing the planning graph’s design.

Preliminary search-based planners’ graph design utilized uniform discretization in the state space [8]. Later work was able to achieve realtime performance onboard a UAV platform by uniformly [9] or randomly [11] sampling primitives in the input space (jerk and acceleration respectively) over a constant time, which severely limits the dynamic range of robot maneuvers. These sampling schemes are largely arbitrary, and do not ensure a minimal graph design, which we have noted is necessary for optimal computational performance of search-based motion planning.

These search-based motion planners can be extremely sensitive to their resolution or parameterizations (e.g., discretization of the control space and the time horizon for the motion primitive) and may require tuning to each novel environment, since certain discretizations will lead to planner completeness while others will not. Therefore, such planners usually require a good prior understanding of the environment and an experienced expert to carefully choose parameters. This severely limits the system’s capability to operate in large-scale environments where the distribution of obstacles are previously unknown or hard to model. By contrast, our prior work in [6] has only a single parameter that increases planner completeness and optimality, as shown in Fig. 2.

Other prior work (some not feasible in realtime) has noted the utility of multi-resolution sampling-based planning strategies such as [12] [13] [14] [15], since we may not know whether we will be in a difficult (cluttered) or easy (free) environment at plan time. However, these approaches all rely on some type of manual or uniform sampling in the state space in the Euclidean metric, which is not meaningful with respect to comparing two robot states. For our planner, we instead adapted the minimum dispersion framework of [16] in order to optimally sample the state space with respect to the trajectory cost metric which defines planning optimality.

III. THE EXPERIMENTAL SYSTEM

A. Unmanned Aerial Vehicle

Our autonomous UAV system, pictured in Fig. 1, has a similar design as the one presented in our recent work [10]. The system consists of three main modules: state estimation and mapping, planning, and control, and is equipped with a Ouster 3-D LiDAR, a stereo camera synced to a vectornav VN100 IMU on a custom OVC3 computer [17], an Intel NUC 10 computer and a 17,000mAh lithium-ion battery capable of 30 minute flight times. We use S-MSCKF stereo VIO algorithm [18] which provides with with 30Hz robust odometry. Similar to the state estimation module proposed in our prior work [2], the VIO is then feed into an Unscented Kalman Filter (UKF) which runs at the same rate as the IMU (200Hz). The output of the UKF is used for the control loop. The global and local voxel maps are built simultaneously based on the 3D point cloud data from LIDAR and the robot pose.

In a concurrent work [10] we illustrate realtime semantic mapping using onboard sensors and the use of this semantic information for state estimation and mapping for under-the-canopy flight in an environment similar to that in Fig. 3. This work relies on a traditional non-adaptive uniform-sampling based motion primitive planner [9]. In contrast, this paper presents a new adaptive minimum-dispersion-based motion primitive planner that helps to plan more optimal trajectories as well as increase the mission success rate in forest-like environments.

B. Local-Global Architecture

We adopt the same planner and mapper framework as presented in [10], which includes a global and local map, with corresponding plans. The global (re)planner uses a jump point search algorithm to search for the collision-free shortest path to the global goal in a coarsely-discretized voxel map for better efficiency. The local (re)planner works in a finely discretized, small and robot-centric local map for better optimality and traversability. The goal given to the local planner is found from intersecting the global plan with the local map. The adaptive minimum dispersion planner described in this work functions as the local planner. (Theoretically, it could also be used in the future for the global planner at high dispersions.) The local planner runs at a higher frequency than the global planner, and the local planner is required to meet a time threshold. If it fails to find a plan in its allotted time, a stopping planner is called to ensure safety.

IV. PLANNING ADAPTIVELY WITH MINIMUM DISPERSION GRAPHS

A. Search-based Motion Planning

Given a graph made up of vertices \( V \) and edges \( E \), \( G(V, E) \), a planning query will return a set of dynamically feasible
edges that link a start state to a goal state, through obstacle-free space. Search-based motion planning is a sampling-based motion planning technique, relying on discretization to make motion planning computationally feasible. However, there are infinite possible discretizations of the state and input spaces, many of which will not suffice to create a computationally feasible or efficient planning solution, so choosing the graph discretization in a principled manner is of paramount importance.

B. Minimum Dispersion Search-based Motion Planning Graphs

The main module of our planning algorithm is largely as described in our prior work [6]. We first generate search-based motion planning graphs offline, in an effort to create optimally sparse motion planning graphs. Since the online portion of search-based motion planning, graph search, is $O(|E| + |V| \log|V|)$ (for Dijkstra’s), the way we can improve the performance of search-based planning is by focusing on reducing the number of edges and vertices required to find a plan. The graphs are generated in free space, since we cannot know what points in the state space will be occupied at plan time, leaving the online graph search to prune out the colliding and suboptimal trajectories.

To do this, we generate graphs using an algorithm originally proposed in [16] that greedily minimizes dispersion in the state space using an optimal trajectory cost metric.

Given a vertex set $V$ and a cost metric between two states $J$, dispersion $d$ is defined in [19] over the state space $X$ as follows:

$$d(V) = \sup_{x \in X} \left[ \min_{v \in V} J(x, v) \right]$$ (1)

One of the key insights we provided in our previous work was to apply the definition of dispersion to systems with drift, i.e. when solving a boundary value problem between two states, which one is the starting state matters because of the robot has momentum. This led us to an updated version of the dispersion for systems with drift:

$$d(V) = \sup_{x \in X} \left[ \min_{v \in V} \left[ \max\left( J(x, v), J(v, x) \right) \right] \right]$$ (2)

By changing the dispersion definition, we were then able to prove for real robotic systems with drift, that given that a true optimal plan exists from start to goal and it is at least a clearance $\delta$ away from any obstacles in the trajectory cost metric, we are guaranteed to find a plan through our search-based planning graph if the dispersion of the graph is less than $\delta/2$. However, in practice, it is impossible to know what the clearance of the true optimal plan is. This leads us to the adaptive strategy we will describe in the following sections. Though we do not know what the clearance of the true optimal trajectory is, we know that if we decrease the dispersion, we can only get more complete.

It was later found empirically that the following slightly different definition of the dispersion maintained the optimality vs. computation time properties described later in Fig. 2 and performed better computationally, but is presented as yet without a proof of completeness.

$$d(V) = \sup_{x \in X} \left[ \max_{v_1, v_2} \left[ \min_{v_1 \in V} J(v_1, x), \min_{v_2 \in V} J(x, v_2) \right] \right]$$ (3)

Conceptually, in the first definition, the dispersion is determined by the worst-case difficulty of travelling back and forth between a state and a nearby vertex. In the second definition, we instead consider the difficulty of traveling back and forth between a state and the graph itself, such that the “source” and “destination” vertices need not be the same.

1) Boundary Value Problem: As described in [6], in order to generate the minimum dispersion planning graph, it is required to compute boundary value problems between pairs of states, also called motion primitives. In [6], the motion primitives were computed with a nonlinear trajectory optimization that minimized a weighted sum of trajectory time and the norm of the jerk, under velocity and acceleration limits. However, this optimization problem was very slow (.5-1s), leading to the graph generation, in which thousands of
boundary value problems must be computed, to be extremely slow. Additionally, this makes solving planning queries from arbitrary start states that are not on the pre-generated graph prohibitively expensive, since new boundary value problems must be solved online in order to start the graph search. In this work, we updated our graph generation algorithm to use the nonlinear trajectory optimization from [20][21], which has a similar cost function but far superior computational performance. It provides plans in the bounded state space of (position, velocity, acceleration) while minimizing jerk and time in the cost function.

Although we use the same trajectory optimization as [20], it is important to note the large differences in our approach, owing to our method being search-based while theirs is optimization-based. While they use an RRT* planner to find straight line paths which are then fed to the trajectory optimization, our work creates graphs of dynamically feasible polynomial segments, which are combined together in novel arrangements at graph search time. This allows our planner to produce much more dynamic plans, since we are not constrained to straight line paths that may be highly suboptimal when e.g. starting velocity is considered.

2) Relationship of Dispersion to Plan Optimality and Computation Time: Fig. 2 shows an empirical comparison of dispersion with trajectory cost and computational cost. It also shows an example of two plans at differing dispersions. We use this as evidence and motivation for the ability to plan with variable dispersion, depending on computational constraints. Compared to other state of the art search-based motion planners such as [9], the fact that we have only a single parameter to tune, which can be almost trivially be adapted to operating conditions, is a key advantage.

C. Adaptive Planner

One way in which our robot software system design promotes planning safety is by giving the planner an empirically determined computation time budget. If the local plan is too old, it is less safe to continue to follow it, since we may e.g. have seen new obstacles or updated our state estimate. This danger therefore scales with the speed of the flight and the clutteredness of the environment. Some preliminary effort has been made in work such as [22] to study the theoretical interplay between some of these factors (mostly focused on perceptual latency), but more analysis is needed.

Fig. 2 provides empirical evidence that our planner can trade off plan optimality and computation time by tuning a single parameter, the graph dispersion. [6] also presents the theoretical result that the lower the dispersion is, the more complete the planner is with respect to being able to solve more difficult (lower clearance) plans. This leads us to the concept of the adaptive planner, which changes dispersion online in response to feedback from the planner.

By providing the robot with not just a single planning graph, but a family of graphs that are either less computationally expensive to plan in or more optimal and complete, we can create a planner that works in a wider range of environments under computational constraints, while still providing the most optimal plan that we can afford to compute. In this way, not only is each planning graph optimally sparse, but we use the planning graph that maximizes our computation budget.

The adaptive planner has three simple triggers to change the dispersion.

1) Planner violates time constraint - If the planning
time exceeds the timeout threshold, we increase the dispersion, since a higher dispersion graph has fewer vertices and edges, and is therefore faster on average if a plan exists.

2) **Planner fails to find a plan** - If the planner exhausts the possible edges to expand and finds all trees terminating in a colliding edge, we decrease the dispersion, in order to provide the planner with more vertices that may land in a e.g. a narrow corridor that a higher dispersion graph missed.

3) **Planner is performing well with large time margin** - If the planner is not failing and is well-below the timeout threshold, we decrease the dispersion, since we have extra computational margin to compute more optimal plans.

All three of the adaptive triggers are demonstrated in the experimental flight in Fig. 5.

A consequence of this architecture is that the adaptive planner can also detect when the environment is too difficult to plan in with the given computational and state constraints. This can happen due to the dual computational challenges of cluttered environments mentioned earlier, that the computation cost scales with the clutteredness of the environment (which could be helped by higher dispersion), and the fact that the planner is less complete, since fewer samples land in unoccupied states (which could be helped by lower dispersion). If triggers 1 and 2 are both occurring, then there is likely no dispersion that will yield successful planning. A future extension could include reducing the state constraints (max velocity and acceleration) in order to constrict the size of the state space and therefore artificially decrease dispersion. This has the added benefit that flying slower could allow for higher planner computational budget.

V. RESULTS AND ANALYSIS

To verify and characterize the proposed adaptive planner, we performed multiple experiments in both simulation and real-world forests.

A. Simulated Experiments and Results

We use a photo realistic simulator that is based on Unity 3D and compatible with ROS. The simulator provides high-fidelity imagery and LIDAR data, which can be directly used for our VIO and LIDAR state estimation and mapping system. The simulation environments are customized based on the real-world tree position data we obtained \[10\]. Forests that have large variance in density are generated to demonstrate the planner’s capability to adaptively choose the dispersion according to the changes in environment density.

One experimental result is shown in Fig. 6. In this experiment, we compared our planner’s performance against a traditional uniform input sampling motion primitive planner \[9\]. Parameters such as the maximum velocity, planning horizon, replan rate, replan time budget, etc., are all set to be the same. The mission sent to the UAV is also exactly the same. The UAV takes off from a relatively sparse region of the forest (average between-tree corridor is 8.13m), and flies for a short distance before heading into a dense region of the forest (average between-tree corridor is 1.91m). The other parameters specific only to \[9\] were ones that were tuned for our work in \[10\]. The proposed planner was able to adapt to the change in density as shown in the top panel of Fig. 6. On the contrary, the benchmark planner approaches the goal slowly and finally fails to find a trajectory that reaches goal, thus failing the mission.
B. Real-world Experiments and Results

Our real-world field experiments were performed at the Wharton State Forest, Hammonton, NJ, USA. This forest has 122,880 acres of the Pinelands. This forest has a large variance in tree density, shape and sizes. To verify our system’s ability to adapt to the change in clutteredness of the environment, we executed several missions in the part of forest where the tree density varies significantly. We used graphs in two dimensional configuration space, as opposed to 3D, due to the computational limits of the platform.

One of our missions is shown in Fig. 4. This mission consists of the following phases: In phase 1, the UAV takes off from a trail, and flies along the trail to the main road to reach the 1st waypoint. In phase 2, the UAV flies along the main road to reach the second waypoint. In phase 3, the UAV flies directly into the dense under-canopy environment, and navigates in between trees with tiny branches and above thick undergrowth as shown in Fig. 3. The density of the environment during this mission changes from moderately cluttered to sparse to highly cluttered. The total trajectory length is 380 m. As shown from the Fig. 5, the planner is able to adaptively choose the dispersion according to the environment clutteredness.

During phase 1, the planner was performing well in the beginning (first 70s in Fig. 5), with the average replan time well below the planning time budget, thus increasing decreasing the dispersion to gain more optimality. A snapshot of one motion plan during this time is displayed in Fig. 7. At the end of phase 1, however, the replan computation time reached exceeds the given budget. This was caused by the sudden increase of clutteredness in the end of the trail, as illustrated in Fig. 3. The planner was able to adapt to this situation rapidly and increased the dispersion, which led to the decrease of replan time. During phase 2, since the UAV was flying on the main road, the replan time was constantly low, except spiking for once (at ∼120s). That was because the robot was surrounded by the tall undergrowth on the roadside, which lies in the lower left corner of Fig. 4. During phase 3, the planner started to exceed the given time budget as soon as the UAV entered the under-canopy environment as shown in Fig. 3. The adaptive strategy was able to adjust the dispersion, so that the UAV kept flying through the dense trees. When the dispersion reached high enough value, the replan time dropped back and stayed within the given budget for the most time.

The UAV was flying reliably during the whole flight, even though the density of the environment varied significantly. This demonstrates the superiority of our planner to a traditional non-adaptive planner. If the baseline planner encountered the same timeout situation due to the increase in environment density, it would have a high chance of repeatedly timing out and failing to complete the mission, as was shown in the simulated results.

Though our experimental results are presented in a forest in order to challenge the adaptiveness of the planner, the proposed planner is not restricted to forests. So far, we have also demonstrated its performance in other settings such as an outdoor campus environment, at speeds of up to 5.3m/s (as shown in the accompanying video).

VI. Conclusion

In summary, we presented an adaptive, minimum-dispersion search-based motion planning algorithm for operation in both uncluttered and cluttered environments. The framework relies on the choice of a single parameter, the dispersion, which is adapted to the environment. A sparse environment leads to a lower dispersion (due to the decreased computational cost of planning) which in turn corresponds to motion primitives with more aggressive, faster flight. Conversely, the dispersion is increased as the environment is more cluttered leading to relatively slower flights that are feasible to compute in the planning time budget. We validated our approach on real and simulated forest environments with variable clutter, with speeds up to 2.5 m/s in pine forests. Additional simulation and benchmarking results will accompany the forthcoming open source release of the motion planning code base at https://github.com/ljarin/dispersion_motion_planning.

The same approach can be used to compute 3D plans which will allow us to increase our mission success in complex environments. Another practical challenge we hope to overcome is that due to the quasirandomness that underlies the dense state sampling set from which our vertices are chosen, the robot rarely flies perfectly straight when in a completely uncluttered environment, instead following an ‘S’ path.

On the theoretical side, we are hoping to show that the minimum dispersion graph is within a constant factor of being as sparse as possible for search-based motion planning for a given dispersion, and that the updated dispersion definition still holds completeness properties.

More broadly, we hope to integrate the semantic mapping capability from our concurrent work in order to improve localization and obstacle detection and therefore improve planner performance, allowing us to fly faster and safer.
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