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ABSTRACT. The Jacobian or sensitivity matrix is a fundamental component in the implementation of many numerical algorithms for the solution of nonlinear inverse problems. It is also used as a tool for sensitivity analysis and for the assessment of the solutions obtained. However, the computation of the Jacobian by a direct method using finite perturbations of model parameters can be very time consuming and for the 3D case with realistic problem dimensions, it is simply unfeasible. In this work, we present all the steps of a mathematical algorithm based on the adjoint-state method for the assembly of the Jacobian matrix for the 3D magnetotelluric parameter to data mapping obtaining significant reduction in computer execution times. Central to the proposed method is the use of a factorized form of the finite elements matrix for the forward problem. Besides, we solved Maxwell’s equations using a finite elements method using tetrahedral shaped elements formulated in terms of the vector magnetic and scalar electric potentials. We assessed the efficiency of the proposed methodology using a numerical model of a simple sedimentary basin. Our approach outperformed a direct, brute-force method in both total execution time and memory usage while maintaining the same level of numerical accuracy. The efficiency of the proposed method makes possible the use of the Jacobian matrix for the inversion of large real 3D MT data sets. Although developed here for the particular case of magnetotellurics the methodology can be extended with reasonable efforts for other similar electromagnetic methods like for example controlled source electromagnetics.
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RESUMO. A matriz jacobiana ou matriz sensibilidade é uma componente fundamental na implementação de diversos algoritmos numéricos para a solução de problemas inversos não-lineares. Ela também é usada como uma ferramenta na análise de sensibilidade e avaliação dos resultados obtidos. No entanto, o cálculo da matriz jacobiana por um método de diferenças finitas, usando perturbações nos parâmetros de inversão do modelo pode consumir muito tempo e, para o caso 3D com dimensões reais de problemas geofísicos, é simplesmente inviável. Neste trabalho, apresentamos todas as etapas de um algoritmo matemático baseado no método de estados adjuntos para a montagem da matriz jacobiana para o método magnetotelúrico 3D, obtendo uma redução significativa nos tempos de execução do computador. Central para o método proposto é o uso de uma forma fatorada da matriz de elementos finitos para o problema direto. Para isto, resolvemos as equações de Maxwell usando o método de elementos finitos em malhas 3D tetraedrais, formulados em termos dos potenciais vetorial magnético e escalar elétrico. Nós avaliamos a eficiência da metodologia proposta usando um modelo numérico de uma bacia sedimentar simples. Nossa abordagem se mostrou mais eficiente do que um método direto, de força bruta, tanto em relação ao tempo total de execução quanto ao uso de memória, mantendo o mesmo nível de precisão numérica. A eficiência do método proposto possibilita o uso da matriz jacobiana para a inversão de grandes conjuntos de dados 3D reais de MT. Embora desenvolvida aqui para o caso particular do método magnetotelúrico, a metodologia pode ser estendida para outros métodos eletromagnéticos semelhantes, como por exemplo o método eletromagnético de fonte controlada.
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INTRODUCTION

In the magnetotelluric method of geophysical exploration we use measurements of the natural variation of electromagnetic fields at the surface of the earth or on the sea floor in order to estimate the variations in electrical conductivities of the subsurface. The method works in the frequency domain and has the potential to sample the subsurface from a few hundred meters to hundreds of kilometers depending on the period of the measured signals. The inverse problem of magnetotellurics aims to estimate the causative distribution of electrical conductivities from the measured data. The inversion starts with the definition of an interpretive model which is usually created based on the discretization of the target domain into 1D, 2D or 3D regular or irregular, structured or unstructured grids. The 3D case, in particular, puts serious computational challenges on the calculation of model responses, which are obtained numerically, and requires a great deal of computational resources with intense use of CPU time and memory.

This inverse problem is frequently formulated as an unconstrained minimization of a highly nonlinear data misfit, which is solved through linearization and iteration until a specified stopping criteria is achieved. One particular method of this type is the Gauss-Newton algorithm. In this method, the sensitivity matrix \( J(p) \in \mathbb{C}^{N \times M} \) plays a central role. The elements of \( J \) are the derivatives of data functional with respect to each element in the unknown parameter vector and its assembly is the most time consuming task inside every one inversion iteration (Martins et al. (2010), Ramos et al. (2013), Santos (2013) and Santos et al. (2015)). The size of \( J \) increases as more data are added to the problem and the number of unknowns is increased in order to represent satisfactorily the complexity of the target geological model. Thus, it is of paramount importance to have efficient methods for the computation and storage of this matrix.

The most direct way of computing the elements of \( J \) is calculating the derivatives through finite differences approximation. Here, we refer to this strategy as the brute-force method (Luz, 2012). This procedure of calculating derivatives of an observation set in relation to a given parameter element is done through a small perturbation in the respective parameter and using the ratio of the difference between the observation values to the parameter perturbations. This process must be repeated for each parameter in the model requiring on the order of \( M \) or \( 2M \) solutions of the forward problem if forward or central difference formulas are used respectively. Hence, for 3D problems this approach becomes unfeasible due to the huge number of variables and the cost of the solution of each forward problem.

As an alternative to the brute-force method, many large scale inversion algorithms in geophysics nowadays use a technique known as the adjoint state method that greatly reduces the execution time of the inversion (Rodi (1976), Newman and Alumbaugh (2000), Newman and Boggs (2004), Siripunvaraporn et al. (2005), Lin et al. (2011). In electromagnetic inversion methods, the adjoint state method have been used in Luz (2012) for the solution of the 2D magnetotelluric inverse problem using the Total Variation regularization and in Blanco (2018) for the solution of 3D inverse problem of electroresistivity data using global smooth method with finite elements in a grid of tetrahedral elements.

In this work, we present a detailed mathematical formulation of the Jacobian matrix associated to the
3D magnetotelluric parameter to data mapping following the steps of Newman and Boggs (2004) and Spitzer (1998). Our approach solves the direct problem using finite elements with tetrahedral elements through a formulation of the vector magnetic and the scalar electric potentials. We solve the finite elements linear system using a direct method based on the software package PARDISO distributed with the Intel Fortran compiler. The data functionals for this problem are the apparent resistivities and phases associated to the impedance tensor; the unknowns are the medium conductivities that are specified at the mesh elements. All these quantities are mathematically defined in the sections below.

This work is organized as follows. Section Forward problem and data functionals describe the basic equations for the definition of the data functionals used in the magnetotelluric inversion problem. Section Derivatives of data functionals develops the expressions for the derivatives of the data functionals with respect to the inversion parameters. Section Computing the Jacobian applies the adjoint-state method to obtain the Jacobian matrix in both model and data space domains. In Results and Discussions we show the results of application of the proposed method for a simulated geological model and finally in Conclusions we wrap up the main points of the work and our perspectives about it.

METHODOLOGY

Forward problem and data functionals

The magnetotelluric method is setup in the diffusive regime of the electromagnetic field propagating in a conductive earth. We start with Maxwell’s equations for harmonic fields assuming a time dependence of the form $e^{i\omega t}$ and discarding the displacement current term, then we have

$$\nabla \times \mathbf{E} = -i\omega \mu_0 \mathbf{H}$$  \hspace{1cm} (1)

$$\nabla \times \mathbf{H} = \sigma \mathbf{E}$$  \hspace{1cm} (2)

The source is assumed to be a plane wave linearly polarized impinging vertically on the earth surface. The modeling domain $\Omega$ is a bounded domain in $\mathbb{R}^3$. Homogeneous Dirichlet boundary conditions were properly applied on $\partial \Omega$. We take an approach for the solution of Equations (1) and (2) based on potentials, such that the fields $\mathbf{E}$ and $\mathbf{H}$ are given by

$$\mathbf{H} = \nabla \times \mathbf{A}$$  \hspace{1cm} (3)

$$\mathbf{E} = -i\omega \mu_0 (\mathbf{A} + \nabla \psi),$$  \hspace{1cm} (4)

where $\mathbf{A}$ and $\psi$ are the vector and scalar potentials respectively. The components of the electric and magnetic fields, in terms of the potentials, are given by

$$H_x^{(1,2)} = \frac{\partial A_z^{(1,2)}}{\partial y} - \frac{\partial A_y^{(1,2)}}{\partial z},$$

$$H_y^{(1,2)} = \frac{\partial A_z^{(1,2)}}{\partial x} - \frac{\partial A_x^{(1,2)}}{\partial z},$$

$$H_z^{(1,2)} = \frac{\partial A_y^{(1,2)}}{\partial x} - \frac{\partial A_x^{(1,2)}}{\partial y},$$

$$E_x^{(1,2)} = -i\omega \mu_0 \left( A_z^{(1,2)} + \frac{\partial \psi^{(1,2)}}{\partial x} \right),$$

$$E_y^{(1,2)} = -i\omega \mu_0 \left( A_z^{(1,2)} + \frac{\partial \psi^{(1,2)}}{\partial y} \right),$$

$$E_z^{(1,2)} = -i\omega \mu_0 \left( A_z^{(1,2)} + \frac{\partial \psi^{(1,2)}}{\partial z} \right),$$  \hspace{1cm} (5)

where index $(1,2)$ is referring to two fields polarizations.

We use the method of nodal finite elements with tetrahedral mesh for the solution of Equations (1) and (2) for the secondary fields (Rijo, 1977).
Using the above definitions for the field components, we can obtain the characteristic system of linear equations (Jin, 2002):

\[ Su = h, \]  

(6)

where the matrix \( S \) is complex and it depends explicitly on the model conductivities \( \sigma \) and frequency \( \omega \), \( u \) is the unknown vector holding the potential components

\[ u = [A_x, A_y, A_z, \psi]^T, \]  

(7)

and \( h \) is the driving term. In the magnetotelluric method this term is set with the homogeneous Dirichlet’s boundary conditions on \( \partial \Omega \). All the details of mathematical formulation for Equation (6) concerned to MT method can be found in Vozoff (1991), Berdichevsky and Dmitriev (2002) and Jin (2002).

The magnetotelluric data are defined as the ratio between the horizontal components of the electric and magnetic fields measured at the earth surface (Cagniard, 1953). Expressed by the relation in matrix notation,

\[ E = ZH, \]  

(8)

where \( Z_{xx}, Z_{xy}, Z_{yx} \) and \( Z_{yy} \) are the components of the complex impedance tensor.

The magnetotelluric data functionals, apparent resistivity and phase are given by

\[ \rho_a(ij) = \frac{1}{\omega \mu_0} |Z_{ij}|^2, \]  

(9)

\[ \phi_{ij} = \text{atan}^{-1} \left( \frac{\text{Im}\{Z_{ij}\}}{\text{Re}\{Z_{ij}\}} \right). \]  

(10)

or

\[ \rho_a = \begin{bmatrix} \rho_{xx} & \rho_{xy} \\ \rho_{yx} & \rho_{yy} \end{bmatrix}, \]  

(11)

\[ \phi = \begin{bmatrix} \phi_{xx} & \phi_{xy} \\ \phi_{yx} & \phi_{yy} \end{bmatrix}. \]  

(12)

### Derivatives of data functionals

In this section we develop the expressions for the derivatives of the data functionals \( \rho_a \) and \( \phi \) with respect to the unknown conductivities \( \sigma \) in the model. We first start writing the derivatives written as function of the impedance \( Z \) and its partial derivative with respect to the unknowns \( \sigma \) and then we proceed to write the partial derivatives of \( Z \) in terms of the field potentials \( A \) and \( \psi \). We begin with the expression for the complex impedance using Euler’s formula,

\[ Z = |Z| e^{i\phi}, \]  

(13)

and differentiating it with respect to \( \rho_j \) (the reciprocal of conductivity), we obtain

\[ \frac{\partial Z}{\partial \rho_j} = |Z| e^{i\phi} \frac{\partial e^{i\phi}}{\partial \rho_j} + i |Z| e^{i\phi} \frac{\partial \phi}{\partial \rho_j}. \]  

(14)

Using expression \( e^{i\phi} = \frac{Z}{|Z|} \) (from Equation (13)) we have:

\[ \frac{\partial Z}{\partial \rho_j} = \frac{Z}{|Z|} \frac{\partial |Z|}{\partial \rho_j} + i \frac{Z}{|Z|} \frac{\partial \phi}{\partial \rho_j}. \]  

(15)

We can identify the real and imaginary parts of this equation, which will be used later as

\[ \frac{1}{|Z|} \frac{\partial |Z|}{\partial \rho_j} = \text{Re}\left\{ Z^{-1} \frac{\partial Z}{\partial \rho_j} \right\} \]  

(16)

\[ \frac{\partial \phi}{\partial \rho_j} = \text{Im}\left\{ Z^{-1} \frac{\partial Z}{\partial \rho_j} \right\} \]  

(17)

Proceeding now with the expression for the apparent resistivity, from Equation (9), we have:

\[ \frac{\partial \rho_a}{\partial \rho_i} = 2 \rho_a \frac{1}{|Z|} \frac{\partial |Z|}{\partial \rho_j}. \]  

(18)

Finally using equations 16 and 17 we have
Similar to Rijo et al. (1977), we used conductivity values in the direct modeling and natural logarithm values of both resistivity and apparent resistivity in the inversion process in order to increase the stability of the inverse problem, hence, we rewrite equations (19) and (20) as:

\[
\begin{align*}
\frac{\partial \rho_a}{\partial \rho_i} &= 2 \rho_a \text{Re} \left\{ Z^{-1} \frac{\partial Z}{\partial \sigma_j} \right\}, \\
\frac{\partial \phi}{\partial \rho_i} &= \text{Im} \left\{ Z^{-1} \frac{\partial Z}{\partial \rho_j} \right\}.
\end{align*}
\]

Differentiating the Equation (8) with respect to \(\sigma_j\), we have

\[
\frac{\partial \mathbf{E}}{\partial \sigma_j} = \frac{\partial \mathbf{Z}}{\partial \sigma_j} \mathbf{H} + \mathbf{Z} \frac{\partial \mathbf{H}}{\partial \sigma_j}
\]

or in matrix notation:

\[
\begin{bmatrix}
\frac{\partial E_x}{\partial \sigma_j} \\
\frac{\partial E_y}{\partial \sigma_j}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial Z_{xx}}{\partial \sigma_j} & \frac{\partial Z_{xy}}{\partial \sigma_j} \\
\frac{\partial Z_{yx}}{\partial \sigma_j} & \frac{\partial Z_{yy}}{\partial \sigma_j}
\end{bmatrix} \begin{bmatrix}
H_x \\
H_y
\end{bmatrix} + \begin{bmatrix}
Z_{xx} \\
Z_{yy}
\end{bmatrix} \begin{bmatrix}
\partial H_x/\partial \sigma_j \\
\partial H_y/\partial \sigma_j
\end{bmatrix}.
\]

The system (24) can be solved using two polarizations of both \(\mathbf{E}\) and \(\mathbf{H}\):

\[
\begin{align*}
\frac{\partial E_x^{(1,2)}}{\partial \sigma_j} &= \frac{\partial Z_{xx}}{\partial \sigma_j} H_x^{(1,2)} + \frac{\partial Z_{xy}}{\partial \sigma_j} H_y^{(1,2)}, \\
+ Z_{xx} \frac{\partial H_x^{(1,2)}}{\partial \sigma_j} + Z_{yx} \frac{\partial H_y^{(1,2)}}{\partial \sigma_j}, \\
\frac{\partial E_y^{(1,2)}}{\partial \sigma_j} &= \frac{\partial Z_{yx}}{\partial \sigma_j} H_x^{(1,2)} + \frac{\partial Z_{yy}}{\partial \sigma_j} H_y^{(1,2)}, \\
+ Z_{yx} \frac{\partial H_x^{(1,2)}}{\partial \sigma_j} + Z_{yy} \frac{\partial H_y^{(1,2)}}{\partial \sigma_j}.
\end{align*}
\]

where index \((1,2)\) is referring to the fields polarizations. Taking the difference between these polarizations in terms of \(1 \frac{\partial E_x}{\partial \sigma_j}\) we have:

\[
\begin{align*}
\frac{1}{H_x^{(1)}} \frac{\partial E_x^{(1)}}{\partial \sigma_j} - \frac{1}{H_x^{(2)}} \frac{\partial E_x^{(2)}}{\partial \sigma_j} &= \frac{H_y^{(1)}}{H_x^{(1)}} \frac{\partial Z_{xy}}{\partial \sigma_j} + \\
Z_{xx} \frac{\partial H_x^{(1)}}{\partial \sigma_j} + Z_{xy} \frac{\partial H_y^{(1)}}{\partial \sigma_j} - \frac{Z_{xy} H_y^{(2)}}{H_x^{(2)}} - \\
Z_{xx} \frac{\partial H_x^{(2)}}{\partial \sigma_j} + Z_{xy} \frac{\partial H_y^{(2)}}{\partial \sigma_j}.
\end{align*}
\]

Similarly, from Equation (26) we rewrote:

\[
\begin{align*}
\frac{1}{H_y^{(1)}} \frac{\partial E_y^{(1)}}{\partial \sigma_j} - \frac{1}{H_y^{(2)}} \frac{\partial E_y^{(2)}}{\partial \sigma_j} &= \frac{Z_{yx} H_y^{(1)}}{H_x^{(1)}} \frac{\partial Z_{yx}}{\partial \sigma_j} + \\
Z_{yx} \frac{\partial H_x^{(1)}}{\partial \sigma_j} + Z_{yy} \frac{\partial H_y^{(1)}}{\partial \sigma_j} + Z_{yx} \frac{\partial Z_{yx} H_x^{(2)}}{\partial \sigma_j} - \\
Z_{yx} \frac{\partial H_x^{(2)}}{\partial \sigma_j} + Z_{yy} \frac{\partial H_y^{(2)}}{\partial \sigma_j}.
\end{align*}
\]
Here, we isolate the derivative in \( \frac{\partial Z_{xy}}{\partial \sigma_j} \) (27) and we define \( K \) as \( K = H_1^2 H_2^2 - H_1^2 H_2^2 \) (29):

\[
\frac{\partial Z_{xy}}{\partial \sigma_j} = \frac{H_x^{(2)}}{K} \frac{\partial E_y^{(1)}}{\partial \sigma_j} - \frac{H_y^{(1)}}{K} \frac{\partial E_x^{(2)}}{\partial \sigma_j} \]

Likewise, we isolate the derivative in \( \frac{\partial Z_{yx}}{\partial \sigma_j} \) (28):

\[
\frac{\partial Z_{yx}}{\partial \sigma_j} = -\frac{H_y^{(2)}}{K} \frac{\partial E_y^{(1)}}{\partial \sigma_j} + \frac{H_y^{(1)}}{K} \frac{\partial E_x^{(2)}}{\partial \sigma_j} + \frac{Z_{yx}}{K} \left( \frac{H_y^{(1)}}{H_x^{(1)}} \frac{\partial H_x^{(1)}}{\partial \sigma_j} - H_y^{(1)} \frac{\partial H_x^{(2)}}{\partial \sigma_j} \right) + \frac{Z_{yy}}{K} \left( \frac{H_x^{(1)}}{H_y^{(1)}} \frac{\partial H_y^{(1)}}{\partial \sigma_j} - H_x^{(1)} \frac{\partial H_y^{(2)}}{\partial \sigma_j} \right). \]

Once we obtained the expression for \( Z_{xy} \) and \( Z_{yx} \) derivatives we proceeded to the computation of \( Z_{xx} \) and \( Z_{yy} \) derivatives. Now taking differences of Equations (25) in terms of \( \frac{1}{H_j} \frac{\partial E_j}{\partial \sigma_j} \):

\[
\frac{1}{H_j} \frac{\partial E_j^{(1)}}{\partial \sigma_j} - \frac{1}{H_j} \frac{\partial E_j^{(2)}}{\partial \sigma_j} = \frac{\partial Z_{xx}}{\partial \sigma_j} \left( \frac{H_j^{(1)}}{H_j^{(1)}} \frac{\partial H_j^{(1)}}{\partial \sigma_j} - \frac{H_j^{(1)}}{H_j^{(2)}} \frac{\partial H_j^{(2)}}{\partial \sigma_j} \right) + \frac{Z_{xx}}{H_j^{(1)}} \left( \frac{1}{H_j^{(1)}} \frac{\partial H_j^{(1)}}{\partial \sigma_j} - \frac{1}{H_j^{(2)}} \frac{\partial H_j^{(2)}}{\partial \sigma_j} \right), \]

and

\[
\frac{1}{H_j} \frac{\partial E_j^{(1)}}{\partial \sigma_j} - \frac{1}{H_j} \frac{\partial E_j^{(2)}}{\partial \sigma_j} = \frac{\partial Z_{yy}}{\partial \sigma_j} \left( \frac{H_j^{(1)}}{H_j^{(1)}} \frac{\partial H_j^{(1)}}{\partial \sigma_j} - \frac{H_j^{(1)}}{H_j^{(2)}} \frac{\partial H_j^{(2)}}{\partial \sigma_j} \right) + \frac{Z_{yy}}{H_j^{(1)}} \left( \frac{1}{H_j^{(1)}} \frac{\partial H_j^{(1)}}{\partial \sigma_j} - \frac{1}{H_j^{(2)}} \frac{\partial H_j^{(2)}}{\partial \sigma_j} \right). \]

Differentiating Equations (5) in relation to \( \sigma_j \) parameter, we obtain:

\[
\frac{\partial H_j^{(1,2)}}{\partial \sigma_j} = \frac{\partial}{\partial \sigma_j} \left( \frac{\partial A_j^{(1,2)}}{\partial y} - \frac{\partial A_j^{(1,2)}}{\partial z} \right) \]

\[
= \frac{\partial}{\partial y} \left( \frac{\partial A_j^{(1,2)}}{\partial \sigma_j} \right) - \frac{\partial}{\partial z} \left( \frac{\partial A_j^{(1,2)}}{\partial \sigma_j} \right), \]

\[
\frac{\partial H_j^{(1,2)}}{\partial \sigma_j} = \frac{\partial}{\partial \sigma_j} \left( \frac{\partial A_j^{(1,2)}}{\partial z} - \frac{\partial A_j^{(1,2)}}{\partial y} \right) \]

\[
= \frac{\partial}{\partial z} \left( \frac{\partial A_j^{(1,2)}}{\partial \sigma_j} \right) - \frac{\partial}{\partial y} \left( \frac{\partial A_j^{(1,2)}}{\partial \sigma_j} \right), \]

\[
\frac{\partial Z_{xy}}{\partial \sigma_j} = \left( \frac{1}{H_x^{(1)}} \frac{\partial H_x^{(1)}}{\partial \sigma_j} \right) - \left( \frac{1}{H_x^{(2)}} \frac{\partial H_x^{(2)}}{\partial \sigma_j} \right), \]

\[
\frac{\partial Z_{yx}}{\partial \sigma_j} = \left( \frac{1}{H_y^{(1)}} \frac{\partial H_y^{(1)}}{\partial \sigma_j} \right) - \left( \frac{1}{H_y^{(2)}} \frac{\partial H_y^{(2)}}{\partial \sigma_j} \right). \]

Then, we rewrite Equations (27), (28), (31) and (32) using these potentials and constant \( K \). The impedance derivatives are finally expressed as:
and

\[
\frac{\partial Z_{xx}}{\partial \sigma_j} = -i\omega \mu_0 \frac{K}{H_z^{(2)}} \left( \frac{\partial A_x^{(1)}}{\partial \sigma_j} + \frac{\partial \psi^{(1)}}{\partial \sigma_j} \right) + \frac{i\omega \mu_0}{K} H_z^{(1)} \left( \frac{\partial A_x^{(2)}}{\partial \sigma_j} + \frac{\partial \psi^{(2)}}{\partial \sigma_j} \right) - \frac{Z_{xx}}{K} H_z^{(2)} \left[ \frac{\partial}{\partial y} \left( \frac{\partial A_x^{(1)}}{\partial \sigma_j} \right) - \frac{\partial}{\partial z} \left( \frac{\partial A_x^{(2)}}{\partial \sigma_j} \right) \right] - \frac{Z_{xx}}{K} H_z^{(1)} \left[ \frac{\partial}{\partial y} \left( \frac{\partial A_x^{(2)}}{\partial \sigma_j} \right) - \frac{\partial}{\partial z} \left( \frac{\partial A_x^{(1)}}{\partial \sigma_j} \right) \right] - \frac{Z_{xy}}{K} H_y^{(2)} \left[ \frac{\partial}{\partial z} \left( \frac{\partial A_x^{(1)}}{\partial \sigma_j} \right) - \frac{\partial}{\partial x} \left( \frac{\partial A_x^{(2)}}{\partial \sigma_j} \right) \right] - \frac{Z_{xy}}{K} H_y^{(1)} \left[ \frac{\partial}{\partial z} \left( \frac{\partial A_x^{(2)}}{\partial \sigma_j} \right) - \frac{\partial}{\partial x} \left( \frac{\partial A_x^{(1)}}{\partial \sigma_j} \right) \right],
\]

\[
\frac{\partial Z_{yy}}{\partial \sigma_j} = -i\omega \mu_0 \frac{K}{H_z^{(2)}} \left( \frac{\partial A_y^{(1)}}{\partial \sigma_j} + \frac{\partial \psi^{(1)}}{\partial \sigma_j} \right) + \frac{i\omega \mu_0}{K} H_z^{(1)} \left( \frac{\partial A_y^{(2)}}{\partial \sigma_j} + \frac{\partial \psi^{(2)}}{\partial \sigma_j} \right) - \frac{Z_{yx}}{K} H_z^{(2)} \left[ \frac{\partial}{\partial y} \left( \frac{\partial A_y^{(1)}}{\partial \sigma_j} \right) - \frac{\partial}{\partial z} \left( \frac{\partial A_y^{(2)}}{\partial \sigma_j} \right) \right] - \frac{Z_{yx}}{K} H_z^{(1)} \left[ \frac{\partial}{\partial y} \left( \frac{\partial A_y^{(2)}}{\partial \sigma_j} \right) - \frac{\partial}{\partial z} \left( \frac{\partial A_y^{(1)}}{\partial \sigma_j} \right) \right] - \frac{Z_{yy}}{K} H_y^{(2)} \left[ \frac{\partial}{\partial z} \left( \frac{\partial A_y^{(1)}}{\partial \sigma_j} \right) - \frac{\partial}{\partial x} \left( \frac{\partial A_y^{(2)}}{\partial \sigma_j} \right) \right] - \frac{Z_{yy}}{K} H_y^{(1)} \left[ \frac{\partial}{\partial z} \left( \frac{\partial A_y^{(2)}}{\partial \sigma_j} \right) - \frac{\partial}{\partial x} \left( \frac{\partial A_y^{(1)}}{\partial \sigma_j} \right) \right].
\]

**Computing the Jacobian**

Once we knew how to evaluate the impedance derivatives \( \frac{\partial Z_{xx}}{\partial \sigma_j}, \frac{\partial Z_{xy}}{\partial \sigma_j} \) and \( \frac{\partial Z_{yx}}{\partial \sigma_j}, \frac{\partial Z_{yy}}{\partial \sigma_j} \), we used their expressions in Equations (21) and (22), to finally obtain the problem Jacobian.

Derivatives of the fields’ potentials with respect to \( \sigma_j \) are performed by differentiation of the global finite element system matrix:

\[
Su = h. \quad (43)
\]

In this system, \( S \) is the global, sparse, symmetric and positive definite matrix, \( u \) represents the solution vector whose components are the scalar potential \( \psi \) and the 3 components of the vector potential \( A \) in all grid nodes and \( h \) is the problem source vector. Deriving the matrices from Equation (43) for the secondary potentials, we have:
Equation (44) provides the sensitivity of all secondary potentials components in all grid nodes. After composing the vector within parenthesis, the global matrix derivatives and the source vector are analytically calculated and implemented including the subtraction and the matrix product using the same steps employed for the elementary matrices assembly.

As the derivatives related to the sensitivity calculation in relation to $\sigma_j$ are equal to zero in all nodes except in the ones that are part of the inversion cell $j$, the number of operations necessary for this vector computation is small compared to the same operations for the computation of the data and the total time used in this process is reduced to a small fraction of time relative to the matrix $S$ factorization and for computation of the systems solutions.

Therefore, calculating the sensitivity of the potentials components, for each frequency, may be performed by only factoring the coefficient matrix $S$ once along with performing a number of backward substitutions equal to the number of parameters. To each new frequency, a new matrix $S$ is generated and a new factorization together with new backward substitutions are necessary. However, in underdetermined problems, in which the number of parameters in greater than the number of observations, we can apply a simple procedure that reduces the number of necessary backward substitutions. For the most simple case in which we are interested only in the sensitivity of one of the potentials components at only one measurement position whose measurement is associated to only one node in the grid, we could select the desired sensitivity $J_i$ simply through premultiplying Equation (44) by a row matrix of $N$ elements whose values are 1 in the position corresponding to the node for which we want to extract the derivative and 0 for all the others. We represent this row as a transposed matrix $Q$, here called selection matrix:

$$J_{ij} = Q^T \frac{\partial u}{\partial \sigma_j} = Q^T S^{-1} \left( \frac{\partial h}{\partial \sigma_j} - \frac{\partial S}{\partial \sigma_j} u \right), \quad (45)$$

If instead of using expression 45 we calculated the value of the sensitivity $J_{ij}$ by transposing this equation, utilizing the symmetry of matrix $S$, the required number of solutions for the equation system is reduced to one:

$$J_{ij} = \left[ Q^T \frac{\partial u}{\partial \sigma_j} \right]^T = \left( \frac{\partial h}{\partial \sigma_j} - \frac{\partial S}{\partial \sigma_j} u \right)^T S^{-1} Q, \quad (46)$$

The solution of the system $S^{-1}Q$ is calculated and the product by the vector within parenthesis involves a small number of operations since a few elements of this vector are not null. For $N$ measurement positions, we generate a column vector $J_i$ of $8N$ observations because the MT data are composed of phase and amplitude of 4 impedance components performing $N$ backward substitutions that generate the columns of the sensitivity matrix $J$ that correspond to the $\sigma_i$ parameter when computed for all frequencies.

**RESULTS AND DISCUSSIONS**

For comparison, the calculation of the 3D MT sensitivity matrix approximation using both the adjoint-state method and brute-force method was applied to a geologic model of a 3D sedimentary basin similar to what is proposed by Gaino (2012) as shown in Figure 1. In order to better evaluate the adjoint-state and brute-force methods, we...
attributed to this model structural background 4 rectangular blocks, marked by letters A, B, C, and D with tops respectively placed at 2.5 km, 2 km, 1.5 km and 1 km, and a basement at a depth of 3 km. We included these blocks intending to simulate geoelectric structures with abrupt discontinuities similar to structures found in intracratonic basins. To simulate this model, we attributed resistivity values of 50 $\Omega$ m (blue region) and 1600 $\Omega$ m (red region) to the sedimentary package and the basin basement, respectively, as illustrated in Figure 2.

For generating the magnetotelluric observations we simulated Profiles A and B. Profile A intercepts blocks A and B at $y = 4$ km while Profile B intercepts blocks C and D at $y = 11$ km. The sensors are distributed in 19 measurement points in each profile and are equally spaced by 1 km, as illustrated in Figure 3 over the finite elements grid.

Figures 4 and 5 are displaying the sensitivity matrix components from the magnetotelluric data calculated by both the adjoint-state (left side) and brute-force (right side) methods. These results are shown as pseudosections of $\rho_{yx}$ and $\rho_{xy}$ for Profiles A and B. The agreement between the results from both methods is significant for any frequency and any sounding position. It is important to mention that for the presented model we have only one parameter to be estimated. Figures 6 and 7 show the sensitivity matrix components for the MT method obtained by both the adjoint-state (left side) and brute-force (right side) methods through pseudosections of phases $\phi_{yx}$ and $\phi_{xy}$ from Profiles A and B. Similar to what occurs for resistivity, the adjoint-state method presents excellent accuracy compared to the results obtained through the brute-force method for both profiles.

It is important to state that both methods used here are calculated using derivatives obtained through numerical techniques, hence, both methods present an inherent error due to floating point operations. We can call the adjoint-state method...
semi-analytical because we solve the forward problem numerically but regarding the computation of the derivatives, the method is exact. We can say that the accuracy in the computation of the Jacobian by our method is limited by the numerical accuracy of the solution of the underlying linear system and the floating point precision used. The tests were performed in a notebook with a Core i7-7700HQ 3.6GHz processor having a total of 16GB of RAM memory. The model displayed in Figure 1 was discretized with a finite element mesh of approximately 129,000 nodes which means that we had around 516,000 variables once we consider the four potential components in each node. All the code used was implemented in the Fortran programming language with the Intel Ifort compiler suite. To solve the linear system we used the PARDISO package from Intel MKL library. Although the dimensions of the numerical model in these tests are still small compared to that of real problems it already shows the potential for saving in execution time due to our methodology. To calculate 3D MT data in only one frequency and 38 sounding positions, it was necessary 4.5 minutes and around 9.2 GB of RAM memory. By the brute-force method, the Jacobian calculation took 9.0 minutes due to the cost of two solutions of direct problem to obtain the derivatives by finite differences. For adjoint-state method, the same calculation took 8.7 minutes because this technique uses the solution of only one direct problem (with one full factorization) and 38 backward substitutions (one for each measurement position).

Initially, one can state there is no great advantage on using the proposed methodology. However, here we calculated the derivative in relation to only one parameter. For a problem of 1000 parameters, for example, the brute-force method would demand 2,000 solutions of the direct problem while the adjoint-state method would demand the same number of solutions presented here along with 38 backward substitutions! Only the vectors with the parameters would be greater and the matrix derivative computation of Equation (46) would take longer but these steps correspond to compose the least fraction of the processing time, less than 1%. Using the same finite elements grid, the brute-force method would take 150 hours to calculate the Jacobian while the adjoint-state method would take less than 15 minutes.

CONCLUSIONS

Sensitivity analysis is a very important component in the overall task of inversion of geophysical data. It makes possible to recognize how the many different inversion parameters are constrained by the data. This analysis is effected with the use of the Jacobian matrix of the parameter to data mapping corresponding to the direct problem. The use of the Jacobian matrix also makes possible the use Gauss-Newton type nonlinear minimization algorithms that have better convergence properties resulting in a reduced number of iterations and less dependence on the initial approximations.

In this work, we demonstrate a mathematical formulation for the Jacobian computation of magnetotelluric method. We obtained a solution from the linear system related to the direct MT problem and emphasize the advantages of the implemented solution. In our approach, the observed data are apparent resistivities and phases related to the impedance tensor and to the parameters that are the conductivities of the geoelectric model.
Figure 4 - $\rho_{xy}$ derivative in Profiles A and B: adjoint vs. perturbation.

Figure 5 - $\rho_{yx}$ derivative in Profiles A and B: adjoint vs. perturbation.
Figure 6 - $\phi_{xy}$ derivative in Profiles A and B: adjoint against perturbation.

Figure 7 - $\phi_{yx}$ derivative in Profiles A and B: adjoint against perturbation.
The 3D direct problem was solved using the finite elements method using tetrahedral elements. We applied first the brute-force method to compute the Jacobian matrix elements. Next, we applied the proposed methodology using the adjoint-state method obtaining huge reductions in the total computational time.

We applied the proposed method to a simple model of a sedimentary basin. Although a simplified version of a true geological situation, the numerical tests corroborate the effectiveness of our approach when compared to the direct approach of the brute-force method. Developed here for the particular case of inversion of magnetotelluric data, our approach can easily be adapted to other electromagnetic inverse problems.
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