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Abstract—With the continued integration of autonomous vehicles (AVs) into public roads, a mixed traffic environment with large-scale human-driven vehicles (HVs) and AVs interactions is imminent. In challenging traffic scenarios, such as emergency braking, it is crucial to account for the reactive and uncertain behavior of HVs when developing control strategies for AVs. This paper studies the safe control of a platoon of AVs interacting with a human-driven vehicle in longitudinal car-following scenarios. We first propose the use of a model that combines a first-principles model (nominal model) with a Gaussian process (GP) learning-based component for predicting behaviors of the human-driven vehicle when it interacts with AVs. The modeling accuracy of the proposed method shows a 9% reduction in root mean square error (RMSE) in predicting a HV’s velocity compared to the nominal model. Exploiting the properties of this model, we design a model predictive control (MPC) strategy for a platoon of AVs to ensure a safe distance between each vehicle, as well as a (probabilistic) safety of the human-driven car following the platoon. Compared to a baseline MPC that uses only a nominal model for HVs, our method achieves better velocity-tracking performance for the autonomous vehicle platoon and more robust constraint satisfaction control for a platoon of mixed vehicles system. Simulation studies demonstrate a 4.2% decrease in the control cost and an approximate 1m increase in the minimum distance between autonomous and human-driven vehicles to better guarantee safety in challenging traffic scenarios.

I. INTRODUCTION

With the boom in autonomous vehicle (AV) development over the last decade, intelligent transportation systems such as inter-connected AV platooning technologies to improve traffic efficiency and safety have been actively studied [1]. A platoon of AVs can drive in a coordinated way, thus allowing small spaces between vehicles and still traveling safely at relatively high speeds [2]. With the use of vehicle-to-vehicle and vehicle-to-infrastructure technologies, vehicles in a platoon connect to each other and share real-time information such as speed, acceleration, and distance. This makes it possible to control vehicles in a platoon coordinately by synchronizing their maneuvers [3].

However, even with increased AV deployment on public roads, human-driven vehicles (HVs) are predicted to be predominant for decades [4]. Human drivers will inevitably need to interact with autonomous vehicles (AVs) and vice-versa. One example of this mixed traffic scenario is shown in Fig. 1 where a human-driven car drives behind an AV platoon. Despite numerous research on modeling interactions between AVs and HVs for car-following applications have been conducted, the majority of these models are not directly suitable for model-based control [5]. To achieve safe collaborations in mixed-traffic environments, it is important to develop the AV-HV interaction model that is easy to interpret and applicable for model-based control design to guarantee satisfactory goals.

Unlike AVs, even though many HVs are also equipped with sensors that can measure speed and distance, they do not communicate to share this information with other vehicles. AVs have the capabilities to measure their own states, and also can gather information about neighboring traffic. The modeling of HVs can therefore be made based on the measurements of the human-driven vehicle. Predictions of the human-driven vehicle made by the model can be shared with other AVs in the vehicle platoon to help improve the driving safety, fuel efficiency and riding comfort of the entire fleet [6].

A. Contributions

This paper proposes a learning-based MPC strategy for the longitudinal car-following control of a mixed vehicle platoon. The uncertainties of the human-driven vehicle are explicitly modeled in the MPC design to better guarantee safe interactions between AVs and HVs in challenging traffic scenarios such as emergency braking. The main contributions are summarized as follows:

- A new human-driven vehicle model that combines a first principles-based transfer function with a delay model of human behaviors in a velocity tracking setting [7], and a data-driven Gaussian Process (GP) model learned on data collected via a human-in-the-loop simulator. The
new model increases the modeling accuracy by 9% to the first principles model. The GP model is a function of the velocities of the human-driven vehicle and the autonomous vehicle it follows to provide velocity corrections to the predicted output of the first-principles model, along with a measure of uncertainty (variance) of the HV velocity prediction.

- A chance-constrained MPC strategy subject to acceleration, velocity, and safe distance constraints for the longitudinal car-following control of a mixed vehicle platoon. The safe distance between the human-driven vehicle and its front autonomous vehicle is adaptive to the variance estimations by the GP model.
- Simulation studies applying the proposed MPC strategy and a baseline MPC. The proposed MPC shows a 4.2% improvement in the control cost and a 1 m increase in the minimum distance between autonomous and human-driven vehicles to better guarantee safety in challenging traffic scenarios.

B. Related work

Model predictive control (MPC) is commonly used for vehicle platoon system control because it is a well-established optimal control method that explicitly considers constraints [8]. Different from a single or multiple AVs control, applying MPC to a mixed vehicle platoon control needs to satisfy the constraint subject to human-driven vehicle modeling. A growing number of studies have been conducted on the safe interactions of mixed traffic scenarios [9]. However, in most of these studies, human behaviors are either assumed to be the same in HV-AV interactions or uncertainties of HVs are difficult to be directly used for model-based control design. Traditional first principles-based models assume the reaction delay of human drivers to be fixed. The model parameters are identified from prior observations of a group of similar drivers to capture the general driving behaviors [10]. The accuracy of these models is moderate although they can be applied to interpret general human driving behaviors [6]. These models are parametric with limited parameters to capture the complex behaviors of human drivers.

Instead of using fixed-form parametric models for car-following controls, learning-based or data-driven modeling methods have been actively studied. Artificial Neural Network based approaches, including radial basis function networks [11], multilayer neural networks [12] and recurrent neural networks [13], were proposed to tackle the instantaneous reaction delay of human drivers. Other approaches to handle the stochastic uncertainties of human drivers are Gaussian Mixture Regression [14] and Hidden Markov Model [15]. These nonparametric methods are able to provide more accurate predictions of human drivers’ behaviors than the parametric models [16].

In the learning-based robotics control field, a non-parametric method, Gaussian Processes (GP) regression is commonly employed to model complex systems [17]. The GP-based methods are popular because they can directly provide an assessment of the model uncertainty together with predictions [18]. The system model is commonly represented by the sum of a fixed-form nominal model (parametric) and a GP model to learn the discrepancies between the nominal model and the true system behaviors [19]. Because the human driver’s behaviors have both deterministic and stochastic components [20], rather than utilizing either a fixed-form parametric model or a nonparametric modeling method, we model the human-driven vehicle as a combination of a traditional fixed-form model and a GP model.

The paper is organized as follows. Sec. II specifies the problem to be solved. Sec. III derives the modeling of human-driven vehicle for the car-following control. Sec. IV covers the development of the proposed Gaussian process learning-based MPC (GP-MPC). Sec. V shows simulation case studies of the GP-MPC and a baseline MPC. Sec. VI provides concluding remarks.

II. PROBLEM STATEMENT

This paper studies the longitudinal car-following control of a platoon of AVs followed by one human-driven vehicle. We want to achieve safe control of the mixed vehicle platoon by considering the HV modeling as a constraint in the control policy design for the AVs. Consider a mixed platoon of AVs and one human-driven vehicle, denoted by $A^{n_a}$ and $H$ respectively, with $n_a = \{1, 2, \ldots, N_a\}$ and $N_a$ represents the number of AVs shown in Fig. 1. The combination topology in the platoon of AVs is bidirectional, also known as the predecessor following. In this work, we assume that the leading vehicle $A^1$ plans the optimal maneuvers for AVs in the platoon. The position and velocity of $A^{n_a}$ at the current time step $k$ are denoted by $p_{k}^{n_a}$ and $v_{k}^{n_a}$, respectively. We consider the following kinematic model for the AVs as

$$v_{k+1}^{n_a} = v_{k}^{n_a} + T a_{k}^{n_a}, \quad (1a)$$

$$p_{k+1}^{n_a} = p_{k}^{n_a} + T v_{k}^{n_a}. \quad (1b)$$

Here $0 < T \ll 1$ is the sample time, and $a_{k}^{n_a}$ represents the acceleration of $A^{n_a}$.

In a vehicle platoon system, the control objective for each autonomous vehicle is to track the reference velocity determined by the leader vehicle. Besides the velocity tracking, each autonomous vehicle needs to keep a safe distance from the front vehicle at all time steps. This is also known as cooperative adaptive cruise control [21]. In a mixed vehicle platoon composed of AVs and HVs, it is critically important to model the behaviors of HVs in the controller design to guarantee safe control of the whole mixed platoon system.

We first estimate the behaviors of HVs by the sum of a first principles-based nominal model and a GP learning-based model. The GP models are used to correct discrepancies between the nominal model prediction and the actual behaviors of HVs and provide variance assessment of the modeling. An MPC strategy for a longitudinal car-following of a mixed vehicle platoon subject to acceleration, speed, and safe distance constraints is developed using the estimated HV model as a constraint. The uncertainties of the human-driven vehicle estimated by GP models are explicitly applied in the MPC design to guarantee safety in emergency braking scenarios.
III. HUMAN-DRIVEN VEHICLE MODELING

We model the human-driven vehicle as the sum of a first principles-based transfer function with delay (nominal model) and a Gaussian Process (GP) learning-based model. The nominal model is identified by the data of three drivers in different driving situations with an approximately 80% fit of actual HVs behaviors. The GP model improves the modeling accuracy by learning the discrepancies between the nominal model and the collected data. Besides accuracy improvements, the GP model quantifies the modeling variance that is important to guarantee the safe control of a mixed vehicle platoon.

A. First principles-based transfer function model

Considering the basic limitations and characteristics of the human cognitive and neuromuscular system, the human response can be modeled as a fixed-form transfer function with reaction delay as formulated in [7]:

\[
G_H(s) \approx \frac{1 + T_d s}{1 + 2\gamma T_w s + T_d^2 s^2} e^{-T_d s} = \frac{\hat{P}_H(s)}{\hat{P}_N(s)} \tag{2}
\]

where \(\hat{P}_H(s)\) and \(\hat{P}_N(s)\) represent Laplace transform of the velocity of the human-driven vehicle \(v^H_k\) and velocity of the autonomous vehicle in front \(v^N_k\), respectively. The \(T_d\) denotes the inherent cognitive and muscular delay of human drivers’ response. The parameters in \(G_H\) can be identified by the collected data. By applying a Padé approximation (second order) of the time delay component in the transfer function (2), a discrete form of the transfer function \(G(z)\) is derived as

\[
G(z) = \frac{V^H_k(z)}{V^N_k(z)} = \frac{b_1 z^3 + b_2 z^2 + b_3 z + b_4}{z^4 + c_1 z^3 + c_2 z^2 + c_3 z + c_4}. \tag{3}
\]

A difference equation of the Auto Regressive structure with exogenous input (ARX) model is derived from the discretized transfer function as

\[
v^H_{k+1} = -c_1 v^H_k - c_2 v^H_{k-2} - c_3 v^H_{k-3} - c_4 v^H_{k-4} + b_1 v^N_k + b_2 v^N_{k-2} + b_3 v^N_{k-3} + b_4 v^N_{k-4},
\
= f\left(v^H_{k-1}, v^H_{k-2}, v^H_{k-3}, v^H_{k-4}, v^N_{k-1}, v^N_{k-2}, v^N_{k-3}, v^N_{k-4}\right),
\tag{4}
\]

Here, \(v^H_{k-1}\) and \(v^N_{k-1}\) represent the velocity of the human-driven vehicle and the velocity of the last vehicle in the autonomous vehicle platoon respectively. In our previous work, the transfer function (3) was identified by the mean values of the collected data comprising different drivers in different driving situations, it models the HVs with approximately 80% accuracy [10]. However, in order to better control the human in-loop platooning systems, we need to improve the modeling accuracy of the human-driven vehicle. More importantly, we want to quantify the modeling variance of HVs that can be explicitly considered in the safe distance constraint design. Gaussian Process (GP) models [22] were used to estimate discrepancies between the ARX nominal model (4) and the observed input-output behaviors of the human-driven vehicle and also to provide quantification of the modeling uncertainties.

B. Gaussian process regression

Gaussian process (GP) regression is one of the most commonly employed machine learning techniques in learning-based control [17]. Consider \(m\) input data points \(\mathbf{a} = [a_1, \ldots, a_m]^T \in \mathbb{R}^{n_a \times m}\) and the corresponding measurements \(\mathbf{d} = [d_1, \ldots, d_m]^T \in \mathbb{R}^{n_d \times m}\), related through an unknown function \(d_k = g(a_k) + \omega_k; \omega_k \sim N(0, \Sigma^\omega)\), where \(\omega_k\) is i.i.d. Gaussian noise with \(\omega_k \sim N(0, \Sigma^\omega)\) and \(\Sigma^\omega = \text{diag}([\sigma^\omega_1, \ldots, \sigma^\omega_d])\). The function \(g(\cdot)\) can be identified by the observed input-output dataset

\[
D_m = \{\mathbf{a} = [a_1, \ldots, a_m]^T, \mathbf{d} = [d_1, \ldots, d_m]^T\}. \tag{5}
\]

Assume each output dimension of \(d_k\) is independent of each other given the input \(a_k\). For each dimension \(M \in \{1, \ldots, n_d\}\) of the function output \(d_k\), specifying a GP with zero mean and prior kernel \(k^M(\cdot, \cdot)\), the measurement data \([d_k]_M\) is normally distributed as \([d_k]_M \sim N(0, K^M_{aa} + \sigma^2_{M})\), where \(K^M_{aa}\) is the Gram matrix of the data points using the kernel function \(k^M(\cdot, \cdot)\) on the input locations \(a\), i.e., \([K^M_{aa}]_{ij} = k^M(a_i, a_j)\). The choice of kernel functions \(k^M(\cdot, \cdot)\) is specified by a prior knowledge of the observed data. In this work, we use the Squared Exponential (SE) kernel like many other GP learning-based robotic control applications [18].

\[
K^M(a, a) = \sigma^2_M \exp\left(-\frac{1}{2} (a - a)^T L^{-1}_M (a - a)\right), \tag{6}
\]

where \(a\) represents new data points where predictions are made, \(\sigma^2_M, L_M \in \mathbb{R}^{n_a \times n_a}\) are hyperparameters that are optimized by the log marginal likelihood function [23]. The GP models with the optimized hyperparameters are the trained models by using the observed dataset [22].

In the output dimension \(M\), the joint distribution of the observed output \([d]_M\), and the prediction output \([d]_M\) at new data points \(a\) is \(P\left([d]_M, [d]_M | a, a\right)\), and

\[
\begin{bmatrix}
[d]_M \\
[d]_M
\end{bmatrix} \sim N \left( \begin{bmatrix}
0 \\
K_{aa} + \sigma^2_M K_{aa}^M
\end{bmatrix}, \begin{bmatrix}
K_{aa}^M & K_{aa}^M \\
K_{aa}^M & K_{aa}^M + \sigma^2_M K_{aa}
\end{bmatrix} \right), \tag{7}
\]

where \([K_{aa}^M]_{ij} = k^M(a_i, a_j), K_{aa}^M = (K_{aa})^T\), and \(K_{aa} = k^M(a, a)\). The posterior distribution of \([d]_M\) conditioned on the observed data can be derived from (7) as \(P\left([d]_M | [d]_M, a, a\right) = N \left( \mu^M(a), \Sigma^M(a) \right)\) by following equations in [23]

\[
\begin{align}
\mu^M(a) &= K_{aa}^M (K_{aa} + \sigma^2_M)^{-1} [d]_M, \tag{8a} \\
\Sigma^M(a) &= K_{aa} - K_{aa}^M (K_{aa} + \sigma^2_M)^{-1} K_{aa}. \tag{8b}
\end{align}
\]

The resulting GP model estimation \(d(\cdot)\) of the unknown function \(g(\cdot)\) is obtained by vertically concatenating the individual output dimension \(M \in \{1, \ldots, n_d\}\) as

\[
d(a) \sim N \left( \mu^d(a), \Sigma^d(a) \right), \tag{9}
\]

with \(\mu^d(a) = [\mu^1(a), \ldots, \mu^{n_d}(a)]^T \in \mathbb{R}^{n_d}\) and \(\Sigma^d(a) = \text{diag}\left(\Sigma^1(a), \ldots, \Sigma^{n_d}(a)\right)\).
C. The proposed ARX+GP model

We propose to model the human-driven vehicle by using a GP model to correct the prediction by the nominal ARX model \((4)\). This gives us the following ARX+GP model:

\[
v_H^k = \sum_{i=1}^{4} c_i v_H^{k-i} + \sum_{i=1}^{4} b_i v_N^{k-i} = f(\cdot) \quad (\text{see} \ [4]) \tag{10a}
\]

\[
\hat{v}_H^k = v_H^k + g(v_H^{k-1}, v_N^{k-1}) \tag{10b}
\]

Here, \(\hat{v}_H^k\) represents the GP compensated predicted velocity of the human-driven vehicle. The model \(f(\cdot)\) is the ARX nominal model identified in \((4)\) with parameters \(b_i, c_i\) via system identification (see Sec. III-D), and \(g(\cdot)\) is a GP model to learn the discrepancies between the nominal model and the system model (the observed system behavior data).

The GP model is a function of the human-driven vehicle velocity \((v_H)\) and the velocity of the last AV in the platoon \((v_N)\) in front of the human-driven vehicle.

**Training the GP model.** With \((10b)\), by using data points from previously collected measurements of velocity states \(v_H^j\) and \(v_N^j\), the system discrepancies are estimated by a GP model \(d(\cdot)\) as

\[
d_{j-1} = \hat{v}_H^j - v_H^j = g(a_{j-1}) \tag{11}
\]

where the discrepancy state is defined as \(a_{j-1} = (v_H^{j-1}, v_N^{j-1})\). The \(\hat{v}_H^j\) and \(v_H^j\) represent measured velocities in the previously collected data and predictive velocities derived from the nominal model \((4)\), respectively.

In each experiment, the collected one-dimensional input-output data at all time steps are prepared by \((11)\) as a discrepancy data set

\[
\mathcal{D}_m = \{a = [a_1, \cdots, a_{j-1}, \cdots, a_m]^T, \quad g = [g_1, \cdots, g_{j-1}, \cdots, g_m]^T\} \tag{12}
\]

with \(m\) being the total time steps in an experiment. The training process of GP models can be found in [23].

D. Human-driven vehicle model

The data for the transfer function with delay model identification and GP model estimation was collected by three drivers driving in three different driving scenarios (9 data sets) to follow a platoon of AVs in a Unity simulation environment [10]. The three drivers were distracted by being requested to perform a cognitive task (multiple choice algebra questions) when they drove the vehicle. The detailed steps of the data collection experiments can be found in [10, Sec. V.B]. The collected data were processed to calculate the mean values of all data points, then the calculated mean values were used to identify the transfer function of \((2)\) as

\[
G_h(s) = \frac{1 + 6.96s}{1 + (0.65)(4.76)s + (4.76)^2s^2}e^{-0.512s} \tag{13}
\]

By following \((3)\) and \((4)\) to reformulate \((13)\), the parameters of the ARX nominal model \((4)\) were calculated as \(c_1 = -3.0227, c_2 = 3.3543, c_3 = -1.6329, c_4 = 0.3014, b_1 = 0.0063, b_2 = -0.0303, b_3 = 0.0495,\) and \(b_4 = -0.0254\).

Fig. 2: The test result on one testing data set for the ARX+GP model shows a better fit to the actual velocity curves. The modeling accuracy of the ARX+GP model provides a 9% reduction in root mean square error (RMSE) in predicting the HV’s velocity compared to the nominal model.

The nominal model \((4)\) provides an approximately 80% fit of the behaviors of human drivers shown in [10].

To further estimate the discrepancy between the identified nominal model \((4)\) and the actual HV behaviors as GP models, we used 20% evenly picked data points in six data sets for training and three data sets for testing purposes. There are two main reasons to use a limited amount of data (13% of the total collected data in 9 data sets) for training the GP model. If we train the GP model with a big number of data points, it is computationally expensive to use the ARX+GP model in the prediction loop of MPC. And most of the collected data points are with the velocity of 10m/s, 15m/s, and 20m/s, and we tested that GP models will not improve too much by using a big number of data points due to the limited diversity of the collected data.

The training data sets were prepared by following \((11)\) and \((12)\). One of the testing results of the trained GP model is shown in Fig. 2. In Fig. 2, simulation results of the ARX nominal model and ARX+GP model together with two times the standard derivation (2\(\sigma\)) estimated by the GP model were plotted. The actual velocity of HV was plotted together to show the accuracy improvement by combining the GP model to the ARX nominal model. The root mean square error (RMSE) of the nominal model to the actual velocity data is 1.96 on average with three testing data sets, and the average RMSE of the ARX+GP model is 1.12. The modeling accuracy of the ARX+GP model gains an approximate 9% improvement compared to the ARX nominal model.

In Fig. 2 the modeling accuracy improvement can be easily viewed as the ARX+GP model fits the curves of the actual velocity data much better. This is especially true for the time steps during 200-600, 800-1200, and 1400-1800 when the velocities are around 10m/s or 15m/s.

IV. CONTROLLER DESIGN

A. System model

In this section, a GP learning-based MPC for a mixed vehicle platoon comprising of \(n_a\) number of AVs and one HV is developed. The modeling of \(n_a\) number of AVs is
shown in (14a) and (14b). We assume autonomous vehicles are deterministic and can measure (and communicate) their states without any error, i.e., \( \Sigma(v_{n_2}^a) = 0 \). By applying (10b), the human-driven vehicle model is
\[
\begin{align*}
\dot{v}_k^H &= v_k^H + d(v_{k-1}^H, v_{k-1}^a) , \\
p_{k+1}^H &= p_{k}^H + T v_k^H , \\
&= p_{k}^H + T v_k^H + T d(v_{k-1}^H, v_{k-1}^a) ,
\end{align*}
\] (13a)
\[\Sigma\]
\[
\begin{align*}
\mu_{k+1}^H &= \mu_{k}^H + T v_k^H + T \mu_d(v_{k-1}^H, v_{k-1}^a) ,
\end{align*}
\] (14)
with the initial value \( \mu_{0}^H = v_{0}^H \). The propagation equation for the variance of position is
\[
\Sigma_{k+1}^H = \Sigma(k_H) + \Sigma(T v_k^H) + \Sigma(T d(v_{k-1}^H, v_{k-1}^a)) ,
\] (15a)
\[
\begin{align*}
\mu_{k+1}^H &= \mu_{k}^H + T^2 \Sigma_d , \\
\Sigma_{k+1}^H &= \Sigma(k_H) + T^2 \Sigma_d ,
\end{align*}
\] (15)
with the initial value \( \Sigma(k_0^H) = 0 \). The equation (15) neglects the covariance between \( p_{k}^H \) and \( v_{k}^H \).

B. Safe distance chance constraint

To guarantee a safe distance between vehicles in the mixed platoon, a constraint of distance between AVs is designed with a constant value \( \Delta \) as \( p_{k}^{n-1} - p_{k}^{H} > \Delta \). Due to the stochastic feature of the HV model, a chance constraint of the distance between the last autonomous vehicle and the human-driven vehicle is designed to be satisfied as
\[
\Pr(p_{k}^{a} - p_{k}^{H} > \Delta) \geq \phi_{\text{def}} ,
\] (16)
where \( \phi_{\text{def}} \) represent the defined satisfaction probabilities. We can reformulate the distance constraint \( \lambda \) following a single half-space constraint \( \lambda^{H} := \{ x | h^T x \leq b \} , h \in \mathbb{R}^n , b \in \mathbb{R} \)
\[
\begin{align*}
\begin{bmatrix}
-1 & 1
\end{bmatrix}
\begin{bmatrix}
p_{k}^{a} \\
p_{k}^{H}
\end{bmatrix}
\leq -\Delta ,
\end{align*}
\] (17)
where \( h = \begin{bmatrix}
-1 & 1
\end{bmatrix} \) , \( x := \begin{bmatrix}
p_{k}^{a} \\
p_{k}^{H}
\end{bmatrix} \) , and \( b = -\Delta \). In [19], a method of tightened constraint on the state mean is derived as
\[
\lambda^{H} (\Sigma_{k}^{H}) := \{ x | h^T x \leq b - \phi^{-1}(\phi_{\text{def}}) \sqrt{h^T \Sigma_{k}^{H} h} \} ,
\] (18)
where \( \phi^{-1} \) represents the inverse of the cumulative distribution function (CDF). In our case,
\[
\Sigma_{k}^{H} := \begin{bmatrix}
\Sigma_{k}^{p_{k}^{a}} & \Sigma_{k}^{p_{k}^{H}} \\
\Sigma_{k}^{p_{k}^{a}} & \Sigma_{k}^{H}
\end{bmatrix}
= \begin{bmatrix}
0 & 0 \\
0 & \Sigma_{k}^{H}
\end{bmatrix} .
\] (19)

Here, there is no covariance between the position states of the last AV and the HV and \( \Sigma_{k}^{p_{k}^{a}} = 0 \). The position variance of the human-driven vehicle \( \Sigma_{k}^{p_{k}^{H}} \) is calculated in (13d). The "tightened" position constraint is obtained by substituting (17) and (19) to (18) as
\[
p_{k}^{a} - p_{k}^{H} \geq \Delta + \phi^{-1}(\phi_{\text{def}}) \sqrt{\Sigma_{k}^{p_{k}^{H}}} .
\] (20)
The chance constraint of distance (16) is approximated as a deterministic equation with customer-defined satisfaction probabilities \( \phi_{\text{def}} \) in (20). There is an extra component \( \phi^{-1}(\phi_{\text{def}}) \sqrt{\Sigma_{k}^{p_{k}^{H}}} \) added to the fixed distance constraint \( \Delta \). The distance constraint between the HV and AVs changes according to the uncertainty estimations of the HV by the GP model.

C. GP learning-based model predictive control

A GP learning-based MPC (GP-MPC) strategy for the longitudinal car-following control of a mixed vehicle platoon comprising \( N_{\text{a}} \) number of AVs and one HV shown in Fig. 1 is developed as
\[
\begin{align*}
\min \sum_{i=k}^{k+N} \| v_{i+1}^1 - v_{i+1}^{ref} \|_{Q_1}^2 \\
+ \sum_{i=k}^{N_{\text{a}}} \sum_{i=k}^{k+N} \| v_{i+1}^a - v_{i+1}^{ref} \|_{Q_2}^2 \\
+ \sum_{i=k}^{N_{\text{a}}} \| \alpha_{i+1}^a \|_{R}^2 
\end{align*}
\] (21a)
with \( \mathbb{V} = \{ v_{1}^1, v_{1}^{a}, v_{1}^{H}, p_{1}^{a}, \mu_{1}^{H}, \Sigma_{1}^{p_{1}^{H}}; a_{1}^{a} \} \) subject to
\[
\begin{align*}
v_{i+1}^{a} &= v_{i}^{a} + T a_{i}^{a} , \\
p_{i+1}^{a} &= p_{i}^{a} + T v_{i}^{a} , \\
v_{i}^{H} &= -c_{1} v_{i}^{H} - c_{2} v_{i-1}^{H} - c_{3} v_{i-2}^{H} \\
&- c_{4} v_{i-1}^{a} + b_{1} v_{i-1}^{H} + b_{2} v_{i-2}^{H} \\
&+ b_{3} v_{i-1}^{H} + b_{4} v_{i-2}^{H} \\
\mu_{i+1}^{H} &= \mu_{i}^{H} + T v_{i}^{H} + T \mu_{i}^{a} , \\
\Sigma_{i+1}^{H} &= \Sigma_{i}^{H} + T^2 \Sigma_{i}^{a} \\
p_{i+1}^{a} - p_{i}^{H} \geq \Delta , \\
v_{i}^{min} \leq v_{i}^{a} \leq v_{i}^{max} , \\
\alpha_{i}^{a} \leq \alpha_{i}^{a} \leq \alpha_{max} , \\
v_{i}^{1} = v_{i}^{1} , \\
v_{i}^{a} = v_{i}^{a} , \\
v_{i}^{H} = v_{i}^{H} , \\
p_{i}^{a} = p_{i}^{a} \\
p_{i}^{H} = p_{i}^{H} , \\
\Sigma_{i}^{p_{i}^{a}} = 0 .
\end{align*}
\] (21)
The current time step is $k$, and the system (hardware or simulation) starts at time $k = 0$. In the MPC prediction horizon, the prediction horizon time step starts at $i = 1$, and variable values at $i = 0$ are initialized with measurements shown in the right sides of (21k), (21h), (21m), and (21n). In the cost function (21a), differences between the reference velocity and velocities of the leading AV, differences between velocities of the neighboring AVs, and control inputs are weighted by three positive weights $Q_1$, $Q_2$, and $R$ respectively. In the equality constraint (21b), the (21b) and (21c) are the model of AVs defined in (1a) and (1b), the (21d) is the ARX nominal model of the HV specified in (4), the (21e) and (21f) are mean and variance propagation equations of the HV position derived in (14) and (15d) respectively. The inequality constraints include the velocity (21j), acceleration (21k), and safe distance (21l) and (21m).

V. SIMULATION AND EXPERIMENTS

This section shows simulation case studies of a mixed vehicle platoon of two autonomous vehicles being trailed by one human-driver vehicle applying the MPC strategy developed in Sec IV-C and a baseline MPC. All simulations were implemented in MATLAB R2022a on a computer running Ubuntu 20.04. Our implementation can be found at: https://github.com/CL2-UWaterloo/GP-MPC-of-Platooning.

A. Simulation setup

At the beginning of all simulations, the initial velocities of all vehicles were set to 0. The sample time was set as $T = 0.1s$, and the prediction horizon of both MPC was $N = 10$. The weights of the MPC cost function were tuned as $Q_1 = Q_2 = 5$ and $R = 10$. The maximum and minimum acceleration were set as $a_{\text{max}} = 5m/s^2$ and $a_{\text{min}} = -5m/s^2$ respectively, and the maximum and minimum velocity were defined as $v_{\text{max}} = 35m/s$ and $v_{\text{min}} = -35m/s$ respectively. We initialized the leader autonomous vehicle at $p = 0$, the second AV was $\Delta = 20m$ behind the leader AV, and the human-driven vehicle was $\Delta = 20m$ behind the follower AV. The satisfaction probability of the chance constraint in (16) was set to be $p_{\text{sat}} = 0.95$.

Besides the proposed GP-MPC, a baseline MPC, referred to as nominal MPC was implemented for comparison purposes. In the baseline MPC, the prediction loop uses the nominal HV model of (21d) and (21e) without the third GP component. The distance constraint between the HV and the follower AV given is $\Delta$ without the second adaptive component in (21h). There is no position variance propagation by (21f) in the nominal MPC. In all simulations for the nominal MPC and GP-MPC, the simulated human-driven vehicle model is the ARX+GP model derived in (13a) and (13b).

B. Simulation results

We first conducted a constant velocity tracking simulation with the reference velocity $v_{\text{ref}} = 20m/s$ given to the leader autonomous vehicle for the proposed GP-MPC. The simulation results are shown in Fig. 3. From top to bottom plots, they show the constant reference velocity tracking, the distance between vehicles, and applied acceleration inputs respectively. We can see in the top plot of the velocity tracking, the velocities of the HV between $4 - 5s$ are noisy. This is because of the limited diversity of the collected data for the GP model training discussed in Sec. III-D the trained GP used in the simulated HV model thus can not provide high-quality discrepancy corrections when $v_H = 0 - 10m/s$ at $4 - 5s$. The quantitative analysis of the simulation results by metrics were conducted and summarized in Tab. I.

Another case study is an emergency braking simulation for the nominal MPC and GP-MPC. The reference velocity $v_{\text{ref}}$ for the leading AV was set to $20m/s$ and changed to $10m/s$ at $t = 15s$. Similar to the constant velocity tracking simulation, we plotted the velocity tracking results, the distance between vehicles, and applied acceleration inputs from top to bottom shown in Fig. 4 and Fig. 5 for the nominal MPC and GP-MPC respectively. In the top plots of Fig. 4 and 5 when a braking happens at $t = 15s$, we saw immediate deceleration of the leader and follower autonomous vehicle. However, the human-driven vehicle accelerated for approximately 1s before started to decelerate at $t = 17s$. The main reason is the human-driven vehicle is modeled by the data collected when the drivers were distracted explained in Sec. III-D.
In fact, even if drivers are attentive, the response delays are smaller but still much bigger than the AVs. The response time difference can cause accidents and make the consideration of uncertainties of the human-driven vehicles meaningful.

We summarized two simulation performance metrics, accumulative control cost and minimum relative distance between vehicles, as a Table I to better show the performance improvements of the proposed GP-MPC compared to the nominal MPC. The accumulative control cost was calculated by a modified cost function based on (21a) for the vehicle platoon simulations as

\[
\sum_{k=1}^{299} (\|v_{k}^1 - v_{ref}^1\|^2_{Q_1} + \|v_{k}^2 - v_{ref}^2\|^2_{Q_2}) + \sum_{k=1}^{299} (\|a_{k}^1\|^2_{R} + \|a_{k}^2\|^2_{R}) + \sum_{k=1}^{300} (\|v_{k}^{FH}\|^2_{Q_1} + \|v_{k}^{FH}\|^2_{Q_2}).
\] (22)

In Tab. I, on average the constant velocity tracking and the emergency braking simulation results, the total control cost of the full trajectory for the GP-MPC is 4.2% lower than the nominal MPC. In both the constant velocity tracking and the emergency braking simulations, the minimum distances between vehicles are the distances between the follower autonomous vehicle and the human-driven vehicle denoting as $p^{FH}$. For the constant velocity tracking simulation, $p^{FH}$ of the GP-MPC (29.80m) is slightly bigger than the $p^{FH}$ of the nominal MPC (29.68m). In our proposed GP-MPC, the extra distances to be added to the distance constraint specified in (21h) are proportional to the GP uncertainty assessments. When the traffic is more challenging such as in an emergency braking scenario, bigger extra distances are added to the distance constraint in (21h) at all time steps to better guarantee safety. We can see the $p^{FH}$ of the GP-MPC (22.18m) is 1m bigger than the $p^{FH}$ of the nominal MPC (21.12m).

C. Summary of simulation results

In the two simulation case studies, the proposed GP-MPC shows a lower control cost than a baseline MPC for the longitudinal car-following control of a platoon of autonomous vehicles interacting with a human-driven vehicle. And by integrating the uncertainty assessment of the human-driven vehicle modeling to the distance constraint, the minimum distance between vehicles is larger in the GP-MPC for

### TABLE I: Simulation performance metrics

| Controller    | Velocity tracking Cost | Min Distance  | Emergency braking Cost | Min Distance |
|---------------|------------------------|---------------|------------------------|--------------|
| Nominal MPC   | 54125                  | 29.68m        | 71429                  | 21.12m       |
| GP-MPC        | 52206                  | 29.80m        | 68078                  | 22.18m       |
challenging traffic scenarios.

VI. CONCLUSIONS

Summary. In this paper, we study the problem of safe control of a platoon of autonomous vehicles interacting with a human-driven vehicle in longitudinal car-following scenarios. To better predict the behaviors of the human-driven vehicle when it interacts with AVs, we modeled the human-driven vehicle as the sum of a first-principles model and a Gaussian process learning-based model. Exploiting the properties of this model, we designed a model predictive control strategy for a platoon of AVs to ensure the probabilistic safety of the mixed vehicle platoon. We evaluated our method by comparing it to a baseline MPC in simulation case studies. Our results show that the proposed method achieves better velocity-tracking performance and more robust constraint satisfaction control for a platoon of mixed vehicles in challenging traffic scenarios.

Limitations and future work. There are many limitations of our work in this paper that deserve future work. First, the diversity of the collected data for modeling the human-driven vehicle was limited. Second, the Gaussian process model was trained offline, a more computationally efficient method such as spares GP or local GP is needed for applications on real vehicles. Further, regarding the values of distance constraints in the controller design, we did not investigate the boundary ability of the proposed GP-MPC. This can be an interesting future work to study the minimum distance constraint needed for the proposed method to guarantee safe control. Last but not least, developing a decentralized GP-MPC policy will be meaningful for real vehicle platooning control applications.
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