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A multipartite quantum state is entangled if it is not separable. Quantum entanglement plays a fundamental role in many applications of quantum information theory, such as quantum teleportation. Stochastic local quantum operations and classical communication (SLOCC) cannot essentially change quantum entanglement without destroying it. Therefore, entanglement can be classified by dividing quantum states into equivalence classes, where two states are equivalent if each can be converted into the other by SLOCC. Properties of this classification, especially in the case of non two-dimensional quantum systems, have not been well studied. Graphical representation is sometimes used to clarify the nature and structural features of entangled states. SLOCC equivalence of quantum bits (qubits) has been described graphically via a connection between tripartite entangled qubit states and commutative Frobenius algebras (CFAs) in monoidal categories. In this paper, we extend this method to qutrits, i.e., systems that have three basis states. We examine the correspondence between CFAs and tripartite entangled qutrits. Using the symmetry property, which is required by the definition of a CFA, we find that there are only three equivalence classes that correspond to CFAs. We represent qutrits graphically, using the connection to CFAs. We derive equations that characterize the three equivalence classes. Moreover, we show that any qutrit can be represented as a composite of three graphs that correspond to the three classes.

1 Introduction

In quantum computing, it may be necessary to send quantum information, but quantum information cannot be replicated [19]. Foundational methods of quantum information theory, such as quantum teleportation [3], provide a way to send quantum information using quantum entanglement, i.e., states that cannot be separated. Quantum entanglement is a non-local property of quantum states, so entanglement does not increase by stochastic local quantum operations and classical communication (SLOCC). The entangled states are divided into equivalence classes by SLOCC-equivalence, which relates states that can be converted into each other by SLOCC. Several recent studies have investigated SLOCC-equivalence classes [8][9][10][12][13][20]. In this paper, we focus on tripartite qutrits. Qutrits are systems that have three-dimensional state spaces. They are not as well-studied as qubits [2][4][5]. To describe and clarify the SLOCC-equivalence classes of qutrits and their structural features, we express them graphically.

Morphisms of categories can be expressed graphically [17]. Moreover, recently, quantum protocols and quantum computing have been interpreted in monoidal categories, which are categories with a tensor product. Abramsky and Coecke gave quantum axioms and an interpretation of quantum protocols in a kind of monoidal category called a biproduct dagger compact closed category [11]. Selinger gave a categorical semantics for a quantum programming language QPL [15][16]. Using graphical representations of morphisms in monoidal categories, and connections between quantum information theory and category theory, qutrits can also be expressed graphically.

For graphical expression, we adopted an extension of a previous method [6], in which highly entangled and highly symmetric quantum systems correspond to commutative Frobenius algebras (CFAs) in monoidal categories. That study employed a graphical representation of qubits. This representation
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reflects the degree of entangledness. In this paper, we used qutrits. Although the classes of tripartite qutrits are infinite, there are a limited number of SLOCC-equivalence classes of tripartite qubits. Using symmetry, we found that only three classes corresponded to CFAs. The classifications are based on the algebraic structure of some kinds of qutrits. We characterized each of these by applying the equations and graphing the results; we obtained three graphs. Finally, we showed that any qutrits can be expressed graphically using the three graphs and single qutrits.

The remainder of this paper is organized as follows. In section 2, we define SLOCC-equivalence and describe the infinite classes of tripartite qutrits. In section 3, we provide graphical representations of a monoidal category and a CFA, and describe some theorems as well as the qubits used in a previous study [6]. Our results are presented in section 4. We classify SLOCC-equivalence classes into non-maximal, non-symmetric, Frobenius, or other classes, and show that there are only three Frobenius classes. We also define ISCFA, a type of CFA, and prove the uniqueness of the correspondence between Frobenius classes and the three CFAs (SCFA, ACFA, and ISCFA). Finally, we demonstrate how to construct a qutrit.

2 SLOCC-equivalence

Whether or not a state is entangled is an important question. Another important question is how entangled the state is. For example, we consider the following two tripartite qubits. In the following, we omit the normalization factor of states.

\[ |\text{GHZ}\rangle := |000\rangle + |111\rangle, \]

\[ |W\rangle := |001\rangle + |010\rangle + |100\rangle. \]

There are two states: the GHZ state and the W state. Let the first qubit of each tripartite qubit be observed with respect to the canonical basis of \( \mathbb{C}^2 \). After the GHZ state is observed, the changed state is \( |000\rangle \) or \( |111\rangle \). Both states are separable. However, after the W state is observed, the changed state is \( |01\rangle + |10\rangle \) or \( |00\rangle \). \( |00\rangle \) is separable, but \( |01\rangle + |10\rangle \) is entangled. Hence, both the GHZ state and the W state are entangled, but to different degrees. We need to classify systems based on their degree of entanglement.

Entanglement is a property of a multi-partite system, so local operations within each system cannot essentially change entanglement without destroying it. Classical communication does not change the properties of a system. Therefore, quantum local operations and classical communication (LOCC) do not essentially change the entanglement of systems without destroying it. If a state \( |\psi\rangle \) can be converted into \( |\phi\rangle \) by LOCC with non-zero probability, we say that \( |\psi\rangle \) can be converted into \( |\phi\rangle \) by stochastic local quantum operations and classical communication (SLOCC). Using SLOCC, we can define an equivalence relation on entangled states.

**Definition 2.1 (SLOCC-equivalence).** If states \( |\psi\rangle \) and \( |\phi\rangle \) can be converted into each other by SLOCC, then they are SLOCC-equivalent.

Moreover, based on SLOCC-equivalence, SLOCC-maximality can be defined.

**Definition 2.2 (SLOCC-maximality).** Let \( |\psi\rangle \) be a state. If every \( |\phi\rangle \) that can be converted into \( |\psi\rangle \) by SLOCC is SLOCC-equivalent to \( |\psi\rangle \), then \( |\psi\rangle \) is SLOCC-maximal.

SLOCC-equivalence is an equivalence relation, and therefore it determines a notion of equivalence class (SLOCC class). When \( x \) is a representative of a SLOCC class, we use \( \mathcal{T} \) to indicate the SLOCC class. It has been shown that \( N \)-partite systems \( |\psi\rangle \) and \( |\phi\rangle \) are SLOCC-equivalent iff there exist invertible matrices \( L_1, \ldots, L_n \) such that \( |\psi\rangle = \bigotimes_{i=1}^{N} L_i |\phi\rangle \).
There are six possible SLOCC classes of tripartite qubits, namely $|000\rangle$, $|000\rangle + |011\rangle$, $|000\rangle + |101\rangle$, $|000\rangle + |110\rangle$, $|\text{GHZ}\rangle$, and $|\text{W}\rangle$. In contrast, there is an infinite number of SLOCC classes of the tripartite qutrits in which we are interested here. A previous study used an inductive method [9] to identify some SLOCC classes of tripartite qutrits [20]. These classes are shown in Table 1 below. In the table, $\phi$, $\varphi$, $\chi$, and $\psi$ are unit vectors of $\mathbb{C}^3$. Notice that $|\pi(\phi, \varphi, \chi, \psi)\rangle$ indicates an infinite number of SLOCC classes.

$|\phi_0\rangle$, $|\psi_2\rangle$, and $|\phi_3\rangle$ also indicate infinite families of classes.

3 Commutative Frobenius Algebra

In this section, we present the mathematical basis for our study of qutrits, most of which is based on previous research [6]. First, we provide a graphical representation of symmetric monoidal categories. Then we define a CFA in such a category, and present a graphical representation of this algebra. Finally, we describe the special states that correspond to the algebra, and then classify the CFAs.

3.1 Graphical representation of symmetric monoidal categories

To represent quantum systems graphically, we use the graphical representation of symmetric monoidal categories.

**Definition 3.1** (Symmetric Monoidal Category). A monoidal category $M$ consists of

(i) a category $C$;
(ii) a bifunctor tensor product $\otimes : C \times C \to C$;
(iii) a unit object $e \in C$;
(iv) a natural isomorphism $\lambda_a : e \otimes a \cong a$;
(v) a natural isomorphism $\rho_a : a \otimes e \cong a$;
(vi) a natural isomorphism $\alpha_{a,b} : a \otimes (b \otimes c) \cong (a \otimes b) \otimes c$.

$M$ satisfies the following two equations.

\[
\alpha_{a\otimes b,c\otimes d} \circ \alpha_{a,b,c\otimes d} = (\alpha_{a,b,c} \otimes 1_d) \circ (\alpha_{a\otimes b,c,d} \circ 1_{a\otimes d})
\]

\[\lambda_b = \rho_a \circ \alpha_{a,e,b} \]

If $M$ has a natural isomorphism $\gamma_{a,b} : a \otimes b \cong b \otimes a$ such that the following three equations hold, then $M$ is called a symmetric monoidal category:

\[\lambda_a \circ \gamma_{a,e} = \rho_a \]
\[\gamma_{b,a} \circ \gamma_{a,b} = 1_{a\otimes b} \]
\[\alpha_{a,e,b} \circ (1_a \otimes \gamma_{b,c}) \circ \alpha^{-1}_{a,b,c} = (\gamma_{c,a} \otimes 1_b) \circ \alpha_{c,a,b} \circ \gamma_{a\otimes b,c} \]

**Theorem 3.2** (Coherence Theorem [11]). The coherence theorem states that any diagram that is composed of the maps $\alpha$, $\lambda$, $\rho$, and $\gamma$, and their tensor products, commutes.

This means that any two objects that are tensor products of $a_1, \ldots, a_n$ and $e$ can be identified, even if they differ in bracketing, or in the number of position of $e$'s.

**Example 3.3.** $\text{FdHilb}$ is a monoidal category whose objects are finite dimensional Hilbert spaces, and whose arrows are all linear functions, with the usual tensor product and the unit object $\mathbb{C}$. 

| Name | Representative | Name | Representative |
|------|----------------|------|----------------|
| $|Ψ_0⟩$ | $|000⟩$ | $|Ψ_{12}⟩$ | $|000⟩ + |011⟩ + |101⟩ + |112⟩$ |
| $|Ψ_1⟩$ | $(|000⟩ + |011⟩) + |022⟩$ | $|Ψ_{13}⟩$ | $(|000⟩ + |011⟩ + |112⟩ + |120⟩ + |101⟩)$ |
| $|Ψ_2⟩$ | $(|000⟩ + |011⟩ + |022⟩)$ | $|Ψ_{14}⟩$ | $(|000⟩ + |011⟩ + |120⟩ + |101⟩)$ |
| $|Ψ_3⟩$ | $(|000⟩ + |101⟩)$ | $|Ψ_{15}⟩$ | $(|000⟩ + |011⟩ + |120⟩ + |102⟩)$ |
| $|Ψ_4⟩$ | $(|000⟩ + |110⟩)$ | $|Ψ_{16}⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩)$ |
| $|Ψ_5⟩$ | $(|000⟩ + |111⟩)$ | $|Ψ_{17}⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩ + |112⟩)$ |
| $|Ψ_6⟩$ | $(|000⟩ + |011⟩ + |101⟩)$ | $|Ψ_{18}⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |112⟩ + |120⟩)$ |
| $|Ψ_7⟩$ | $(|000⟩ + |011⟩ + |112⟩)$ | $|Ψ_{19}⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |120⟩ + |101⟩)$ |
| $|Ψ_8⟩$ | $(|000⟩ + |011⟩ + |120⟩)$ | $|Ψ_{20}⟩$ | $(|000⟩ + |011⟩ + |122⟩)$ |
| $|Ψ_9⟩$ | $(|000⟩ + |101⟩ + |202⟩)$ | $|Ψ_{21}⟩$ | $(|000⟩ + |110⟩ + |220⟩)$ |
| $|Ψ_{10}⟩$ | $(|000⟩ + |111⟩ + |202⟩)$ | $|Ψ_{22}⟩$ | $(|000⟩ + |111⟩ + |220⟩)$ |
| $|Ψ_{11}⟩$ | $(|000⟩ + |111⟩ + |201⟩)$ | $|Ψ_{23}⟩$ | $(|000⟩ + |111⟩ + |222⟩)$ |

| Name | Representative |
|------|----------------|
| $|π(φ, ψ, χ, Ψ)⟩$ | $|000⟩ + |011⟩ + |101⟩ + |022⟩ + |220⟩ + |2φ⟩$ |
| $|φ_0⟩$ | $(|000⟩ + |011⟩ + |022⟩)$ |
| $|ψ_0⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩ + |202⟩)$ |
| $|φ_1⟩$ | $(|000⟩ + |011⟩ + |110⟩)$ |
| $|φ_2⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩ + |212⟩)$ |
| $|φ_3⟩$ | $(|000⟩ + |011⟩ + |110⟩ + |112⟩ + |202⟩)$ |
| $|ψ_2⟩$ | $(|000⟩ + |011⟩ + |112⟩ + |220⟩)$ |
| $|φ_4⟩$ | $(|000⟩ + |011⟩ + |101⟩ + |112⟩ + |202⟩ + |221⟩)$ |
| $|ψ_3⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩ + |112⟩ + |202⟩)$ |
| $|φ_5⟩$ | $(|000⟩ + |011⟩ + |101⟩ + |112⟩ + |221⟩)$ |
| $|ψ_4⟩$ | $(|000⟩ + |011⟩ + |120⟩ + |101⟩ + |221⟩)$ |
| $|φ_6⟩$ | $(|000⟩ + |011⟩ + |112⟩ + |220⟩)$ |
| $|ψ_5⟩$ | $(|000⟩ + |011⟩ + |120⟩ + |101⟩ + |210⟩)$ |
| $|Ψ_{24}⟩$ | $(|000⟩ + |011⟩ + |120⟩ + |101⟩ + |221⟩ + |210⟩)$ |
| $|φ_7⟩$ | $(|000⟩ + |011⟩ + |120⟩ + |101⟩ + |221⟩)$ |
| $|φ_8⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩ + |112⟩ + |202⟩)$ |
| $|ψ_6⟩$ | $(|000⟩ + |011⟩ + |220⟩)$ |
| $|ψ_7⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩ + |112⟩ + |221⟩)$ |
| $|ψ_8⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩ + |112⟩ + |210⟩)$ |
| $|w_0⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩ + |112⟩ + |202⟩)$ |
| $|φ_9⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩ + |112⟩ + |220⟩)$ |
| $|φ_0⟩$ | $(|000⟩ + |011⟩ + |022⟩ + |101⟩ + |112⟩ + |221⟩)$ |

Table 1: Representatives in SLOCC classes of tripartite qutrits
Arrows in monoidal categories can be expressed graphically \([17]\). We assume a flow from top to bottom. An object \(a\) is written as a line.  
\[
\begin{array}{c}
a \\
\end{array}
\]
(8)
The unit object \(e\) is expressed as no wire. The tensor product \(a \otimes b\) is written as two lines.  
\[
\begin{array}{c}
a \\
\end{array}
\begin{array}{c}
b \\
\end{array}
\]
(9)
An arrow \(f : a_1 \otimes \cdots \otimes a_n \to b_1 \otimes \cdots \otimes b_m\) is written as a box labeled \(f\) from input wires \(a_1, \ldots, a_n\) to output wires \(b_1, \ldots, b_m\).  
\[
\begin{array}{c}
a, a_2, \ldots, a_n \\
\end{array}
\begin{array}{c}
f \\
\end{array}
\begin{array}{c}
b, b_2, \ldots, b_m \\
\end{array}
\]
(10)
\(e\) is not written graphically; hence, according to the coherence theorem, \(\alpha_{a,b,c}, \lambda_a, \) and \(\rho_a\) are graphically expressed in the same way as identity arrows. An identity arrow \(1_a\) is written as a wire \(a\).  
\[
\begin{array}{c}
a \\
\end{array}
\]
(11)
The composition \(g \circ f\) of arrows \(f : a_1 \otimes \cdots \otimes a_n \to b_1 \otimes \cdots \otimes b_m\) and \(g : b_1 \otimes \cdots \otimes b_m \to c_1 \otimes \cdots \otimes c_l\) is expressed as a vertical juxtaposition.  
\[
\begin{array}{c}
a, a_2, \ldots, a_n \\
\end{array}
\begin{array}{c}
f \\
\end{array}
\begin{array}{c}
b, b_2, \ldots, b_m \\
\end{array}
\begin{array}{c}
g \\
\end{array}
\begin{array}{c}
c, c_2, \ldots, c_l \\
\end{array}
\]
(12)
Two wires can be connected only if they are labeled by the same object. The tensor product \(f \otimes g : a \otimes b \to c \otimes d\) of arrows \(f : a \to c\) and \(g : b \to d\) is expressed as a horizontal juxtaposition.  
\[
\begin{array}{c}
a \\
\end{array}
\begin{array}{c}
f \\
\end{array}
\begin{array}{c}
c \\
\end{array}
\begin{array}{c}
b \\
\end{array}
\begin{array}{c}
g \\
\end{array}
\begin{array}{c}
d \\
\end{array}
\]
(13)
Furthermore, the natural isomorphism \(\gamma_{a,b}\) of symmetric monoidal categories is expressed as an intersection.  
\[
\begin{array}{c}
\end{array}
\begin{array}{c}
a \\
\end{array}
\begin{array}{c}
b \\
\end{array}
\begin{array}{c}
b \\
\end{array}
\begin{array}{c}
a \\
\end{array}
\]
(14)
Using these expressions, all arrows of monoidal categories can be represented graphically. Generally, a state vector \(|\psi\rangle\) of a state space \(a\) can be considered a function from \(\mathbb{C}\) to \(a\). Specifically, emphasizing no-input, \(|\psi\rangle\) is written as a triangle.  
\[
\begin{array}{c}
\end{array}
\begin{array}{c}
\psi \\
\end{array}
\begin{array}{c}
a \\
\end{array}
\]
(15)
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3.2 Commutative Frobenius Algebra

Using the graphical representation of monoidal categories, all arrows of monoidal categories can be represented graphically. Therefore, if systems correspond to arrows of monoidal categories, then any system can be represented graphically. Previous research [6] suggests that some kinds of system strictly correspond to a specific kind of algebra.

Definition 3.4 (Commutative Frobenius Algebra). A Frobenius algebra $F$ in a monoidal category $M$ consists of:

(i) an object $a \in M$;
(ii) multiplication $\mu : a \otimes a \to a$;
(iii) a unit $\eta : e \to a$;
(iv) a comultiplication $\delta : a \to a \otimes a$;
(v) a counit: $\varepsilon : a \to e$, where $e$ is the unit object of $M$;

such that $F$ makes the following equations hold:

\[
\begin{align*}
(\delta \otimes 1_a) \circ \delta &= \alpha_{a,a,a} \circ (1_a \otimes \delta) \circ \delta \\
\lambda_a \circ (\varepsilon \otimes 1_a) \circ \delta &= 1_a = \rho_a \circ (1_a \otimes \varepsilon) \circ \delta \\
\mu \circ (\mu \otimes 1_a) \circ \alpha_{a,a,a} &= \mu \circ (1_a \otimes \mu) \\
\mu \circ (\eta \otimes 1_a) \circ \lambda_a^{-1} &= 1_a = \mu \circ (1_a \otimes \eta) \circ \rho_a^{-1} \\
(1_a \otimes \mu) \circ \alpha_{a,a,a}^{-1} \circ (\delta \otimes 1_a) &= \delta \circ \mu = (\mu \otimes 1_a) \circ \alpha_{a,a,a} \circ (1_a \otimes \delta)
\end{align*}
\]

If $M$ is a symmetric monoidal category and $F$ satisfies the following equations, then $F$ is called a commutative Frobenius algebra (CFA):

\[
\begin{align*}
\mu \circ \gamma_{a,a} &= \mu \\
\gamma_{a,a} \circ \delta &= \delta
\end{align*}
\]

Definition 3.5 ($F$-graph). An $F$-graph of a CFA $F$ is an arrow that is composed of $\mu$, $\delta$, $\varepsilon$, $\delta$, $\alpha_{a,a,a}$, $\rho_a$, $\lambda_a$, $\gamma_{a,a}$, $1_a$, and their tensor products.

The domain-codomain pairs of all components of a CFA differ from each other. Therefore, without labeling each arrow, we can present a CFA graphically, as follows.

\[
\begin{align*}
\mu &= \triangledown \\
\eta &= \bullet \\
\delta &= \blacktriangle \\
\varepsilon &= \blacktriangleleft
\end{align*}
\]

Using the representation of CFAs and monoidal categories, any $F$-graph can be represented graphically. Of course, the axioms of CFAs can be expressed graphically as follows.

\[
\begin{align*}
\begin{align*}
\begin{align*}
\end{align*}
\end{align*}
\end{align*}
\]
Because of these axioms, the representation of an $F$-graph is determined by its topological properties.

**Theorem 3.6** ([6]). Any two $F$-graphs $f$ and $g$ whose graphical representations are connected and which have the same numbers of inputs, outputs, and loops, are in fact the same. The number of loops represents the maximum number of wires that can be removed without destroying the connections of the representation.

Here, for simplification, we provide notations for some $F$-graphs. A notation (called a spider notation in previous work [6]) is used for $F$-graphs that do not have any loops. An $F$-graph that has $m$ inputs and $n$ outputs is written as follows.

\[ \text{(26)} \]

\[ \text{m lines} \]
\[ \cdots \cdots \]
\[ \text{n lines} \]

An $F$-graph that has no inputs or outputs is written as follows.

\[ \text{(27)} \]

\[ \text{m lines} \]
\[ \cdots \cdots \]
\[ \text{n lines} \]

Moreover, some $F$-graphs that have exactly one loop have special notations. An $F$-graph that has one loop, no input, and one output is written as follows.

\[ \text{(28)} \]

Similarly, an $F$-graph that has one loop, one input, and no outputs is expressed as follows.

\[ \text{(29)} \]

Finally, an $F$-graph that has one loop and no inputs or outputs is expressed as a circle.

\[ \text{(30)} \]

### 3.3 Frobenius States

CFAs correspond to Frobenius states, which require strong SLOCC-maximality and symmetry properties.

**Definition 3.7** (Strong SLOCC-maximality). Let $|\Psi\rangle$ be a tripartite state. If there are $\langle \Phi_i |$ and $\langle \xi_i |$ such that the following holds, then $|\Psi\rangle$ is strongly SLOCC-maximal:

\[ \text{(31)} \]
The following theorem shows the relation between SLOCC-maximality and strong SLOCC-maximality.

**Theorem 3.8** ([6]). Let $|\Psi\rangle$ be a tripartite symmetric state. If $|\Psi\rangle$ is strongly SLOCC-maximal, then $|\Psi\rangle$ is SLOCC-maximal.

**Definition 3.9** (Symmetric State). Let $|\Psi\rangle$ be a tripartite state. If $|\Psi\rangle$ satisfies the following equations, then $|\Psi\rangle$ is a symmetric state:

$$|\Psi\rangle = \frac{1}{\sqrt{2}} (|\Phi\rangle + |\xi\rangle)$$

(32)

$N$-partite symmetric states are defined similarly. For symmetric states, the definition of strong SLOCC-maximality can be rewritten simply as the following proposition.

**Proposition 3.10** ([6]). Let $|\Psi\rangle$ be a tripartite symmetric state. $|\Psi\rangle$ is strongly SLOCC-maximal iff there are $|\Phi\rangle$ and $|\xi\rangle$ such that

$$|\Psi\rangle = \frac{1}{\sqrt{2}} (|\Phi\rangle + |\xi\rangle)$$

(33)

For any strongly SLOCC-maximal and tripartite symmetric state $|\Psi\rangle$, if $|\xi\rangle$ is given, then $|\Phi\rangle$ is uniquely determined. The converse is also true.

**Proposition 3.11** ([6]). Let $|\Psi\rangle$ be a strongly SLOCC-maximal and tripartite symmetric state. Each of a pair of states $|\Phi\rangle$ and $|\xi\rangle$ satisfying (33) is uniquely determined by the other.

**Proof.** Suppose $(|\Psi\rangle, |\Phi\rangle, |\xi\rangle)$ and $(|\Psi\rangle, |\Phi\rangle, |\xi\rangle')$ satisfy (33).

$$|\Psi\rangle = \frac{1}{\sqrt{2}} (|\Phi\rangle + |\xi\rangle) = \frac{1}{\sqrt{2}} (|\Phi\rangle + |\xi\rangle')$$

(34)

Similarly, assume $(|\Psi\rangle, |\Phi\rangle, |\xi\rangle)$ and $(|\Psi\rangle, |\Phi\rangle', |\xi\rangle)$ satisfy (33).

$$|\Psi\rangle = \frac{1}{\sqrt{2}} (|\Phi\rangle + |\xi\rangle) = \frac{1}{\sqrt{2}} (|\Phi\rangle' + |\xi\rangle)$$

(35)

Then, substituting $|\Phi\rangle$ for $|\Phi\rangle'$,

$$|\Phi\rangle = |\Phi\rangle$$

(36)
Frobenius states also require not only symmetry but also strong symmetry to correspond to CFAs.

**Definition 3.12 (Strong Symmetry).** Let $|\Psi\rangle$ be a tripartite state. If $|\Psi\rangle$ is a symmetric state and there is $\langle \Phi |$ such that

\[
|\Psi\rangle = \langle \Phi |\langle \xi | (37)
\]

then $|\Psi\rangle$ is strongly symmetric.

**Definition 3.13 (Frobenius State).** Let $|\Psi\rangle$ be a tripartite state. If there are $\langle \Phi |$ and $\langle \xi |$ such that they satisfy (33) and (37), then $|\Psi\rangle$ is a Frobenius state.

Notice that this definition requires all equations with the same $\langle \Phi |$ and $\langle \xi |$ to be satisfied. According to Proposition 3.11, we write a Frobenius state $|\Psi\rangle$ with $\langle \xi |$ to indicate the triple $|\Psi\rangle$, $\langle \Phi |$, and $\langle \xi |$ such that they satisfy the Frobenius conditions. Note that for a Frobenius state $|\Psi\rangle$, more than one pair ($\langle \xi |$, $\langle \Phi |$) is generally possible such that $|\Psi\rangle$, $\langle \Phi |$, and $\langle \xi |$ satisfy the Frobenius conditions.

Frobenius states and CFAs are strictly connected. The connection is given by the following theorems.

**Theorem 3.14 ([6]).** For any CFA,

\[
|\Psi\rangle := \bigotimes \langle \Phi | := \bigotimes \langle \xi | := \bullet
\]

then $|\Psi\rangle$ is a Frobenius state with $\langle \Phi |$ and $\langle \xi |$.

**Theorem 3.15 ([6]).** Any Frobenius state defines a CFA $(\mathcal{H}, \bigotimes, \langle \Phi |, \langle \xi |)$ as

\[
\begin{align*}
\bigotimes := & |0\rangle \langle 00| + |1\rangle \langle 01| + |1\rangle \langle 11| \\
\langle \Phi | := & |00\rangle + |01\rangle + |10\rangle + |11\rangle \\
\langle \xi | := & |0\rangle + |1\rangle
\end{align*}
\]

Theorem 3.14 describes how to create a Frobenius state from a CFA, and Theorem 3.15 describes the converse. Note that a CFA induced by a Frobenius state with $\langle \xi |$ and $\langle \Phi |$ is the same as the original CFA. For example, we can show CFAs that correspond to tripartite qubits; these CFAs are defined in $\text{FdHilb}$. In tripartite qubits, six SLOCC classes are possible: $|000\rangle$, $|000\rangle + |011\rangle$, $|000\rangle + |101\rangle$, $|000\rangle + |110\rangle$, $|\text{GHZ}\rangle$, and $|\text{W}\rangle$. Obviously the first four classes are not strongly SLOCC-maximal. In contrast, $|\text{GHZ}\rangle$ and $|\text{W}\rangle$, which were defined in (1) and (2), are Frobenius states, so these states correspond to CFAs.

**Example 3.16.** $|\text{GHZ}\rangle$ with $\langle \xi | := \langle 0 | + \langle 1 |$ induces a CFA

\[
\begin{align*}
\bigotimes := & |0\rangle \langle 00| + |1\rangle \langle 01| + |1\rangle \langle 11| \\
\langle \Phi | := & |00\rangle + |01\rangle + |10\rangle + |11\rangle \\
\langle \xi | := & |0\rangle + |1\rangle
\end{align*}
\]

**Example 3.17.** $|\text{W}\rangle$ with $\langle \xi | := \langle 0 |$ induces a CFA

\[
\begin{align*}
\bigotimes := & |0\rangle \langle 01| + |0\rangle \langle 10| + |1\rangle \langle 11| \\
\langle \Phi | := & |00\rangle + |01\rangle + |10\rangle + |11\rangle \\
\langle \xi | := & |0|
\end{align*}
\]
3.4 Classification of Tripartite Qubits

In [6], two kinds of CFAs were defined to classify tripartite qubit states.

**Definition 3.18** (Special Commutative Frobenius Algebra). A commutative Frobenius algebra that satisfies the following equation is called a *special commutative Frobenius algebra* (SCFA):

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\bigcirc/
\end{array}
\end{array}
\end{align*}
= 1.
\]

**Definition 3.19** (Anti-special Commutative Frobenius Algebra). A commutative Frobenius algebra that satisfies the following equation is called an *anti-special commutative Frobenius algebra* (ACFA):

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\bigcirc/
\end{array}
\end{array}
\end{align*}
= 1.
\]

These algebras are topologically different from each other. Using simple calculations, it is obvious that (42) is an SCFA and that (43) is an ACFA. For distinction, an SCFA is expressed as a white dot \(\bigcirc/\) and an ACFA is expressed as a black dot \(\bigcirc\). In [6], it was demonstrated that these two types of CFAs strictly correspond to the two SLOCC classes of tripartite qubits.

**Theorem 3.20** ([6]). Let \( |\Psi\rangle \) be a Frobenius state. \( |\Psi\rangle \) is SLOCC-equivalent to the GHZ state iff there is \( \langle \xi | \) such that \( |\Psi\rangle \) with \( \langle \xi | \) induces an SCFA. \( |\Psi\rangle \) is SLOCC-equivalent to the W state if and only if there is \( \langle \xi | \) such that \( |\Psi\rangle \) with \( \langle \xi | \) induces an ACFA.

4 Qutrits and Commutative Frobenius Algebras

In this section, we classify three-dimensional CFAs, show correspondence between tripartite qutrits and CFAs, and demonstrate how to compose any qutrit graphically using arguments similar to those used in [6]. However, unlike in the case of qubits, infinitely many SLOCC classes are possible in tripartite qutrits. Hence, we must distinguish between SLOCC classes that include Frobenius states and those that do not. To this end, we use the requirements of Frobenius states, i.e., strong SLOCC-maximality, symmetry, and strong symmetry. First, we identify any class that does not have a SLOCC-maximal state. Then we examine which classes include a symmetric state. Next, we classify Frobenius states using the strong symmetry condition, and then define three CFAs that correspond to Frobenius states, classify these using graphical equations, and prove that the classification strictly corresponds to the three CFAs. Finally, we represent any qutrits graphically.

4.1 Non-Maximal Class

First, we use the first condition, strong SLOCC-maximality. It requires a tripartite qutrit to have a full rank density matrix in each single qutrit. Some SLOCC classes do not include strong SLOCC-maximal states. The absence of states in a SLOCC class determines the properties of the class. We call a SLOCC class that does not include any strong SLOCC-maximal state a *non-maximal class*.

**Lemma 4.1.** For any tripartite SLOCC class \( X \), if \( X \) includes a tripartite qutrit that is not strongly SLOCC-maximal, then \( X \) is a non-maximal class.
Proof. Let $|\phi\rangle$ be a tripartite qutrit that is SLOCC-equivalent to a strongly SLOCC-maximal state $|\psi\rangle$. $|\psi\rangle$ has $|\xi_{i}\rangle$ and $|\Phi_{i}\rangle$ ($i \in \{1, 2, 3\}$) such that they satisfy the SLOCC-maximal conditions. Because $|\phi\rangle$ and $|\psi\rangle$ are SLOCC-equivalent, there are invertible matrices $L_{1}$, $L_{2}$, and $L_{3}$ such that $|\phi\rangle = (L_{1} \otimes L_{2} \otimes L_{3})|\psi\rangle$. $|\xi_{i}\rangle := |\xi_{i}\rangle \circ L_{i}^{-1}$ and $|\Phi_{i}\rangle := (L_{1}^{-1} \otimes L_{2}^{-1})|\phi\rangle$ with $i, j, k \in \{1, 2, 3\}$, which differ from each other. $|\phi\rangle$, $|\xi_{i}\rangle$, and $|\Phi_{i}\rangle$ satisfy the SLOCC-maximal conditions.

Frobenius states require strong SLOCC-maximality, so a non-maximal class does not have Frobenius states. Using simple calculations, we can prove that for any $i \in \{0, \ldots, 24\}$, $|\psi_{i}\rangle$ is a non-maximal class.

In $|\pi(\phi, \varphi, \chi, \psi)\rangle$, if $|\phi\rangle$ and $|\chi\rangle$ can be expressed as $|\phi\rangle = \alpha|0\rangle + \beta|1\rangle$ and $|\chi\rangle = \gamma|0\rangle + \delta|1\rangle$ by some complex numbers $\alpha, \beta, \gamma,$ and $\delta$, then this class does not include a strong SLOCC-maximal state. The same can be said for $|\phi\rangle$ and $|\psi\rangle$.

4.2 Non-Symmetric Class

Next, we use the second condition, i.e., symmetry. Many SLOCC classes include strong SLOCC-maximal states, but a few of them include symmetric states. A SLOCC class with strong SLOCC-maximal states but no symmetric states is called a non-symmetric class. The following lemma is used to identify non-symmetric classes.

**Lemma 4.2.** For any permutation $P$, if a tripartite qutrit $|\phi\rangle$ is SLOCC-equivalent to a tripartite symmetric state $|\psi\rangle$, $P|\phi\rangle$ is SLOCC-equivalent to $|\phi\rangle$.

Applying this lemma to representations, we can prove that for any $i \in \{0, \ldots, 9\}$, $|\phi_{i}\rangle$ is a non-symmetric class. In addition to Lemma 4.2, any permutation of two qutrits can be represented in a $3 \times 3$ matrix.

**Lemma 4.3.** For any $N$-partite qutrit $|\phi\rangle$ and any permutation $P$ between an $i$th qutrit and a $j$th qutrit, if $|\phi\rangle$ is SLOCC-equivalent to an $N$-partite symmetric state $|\psi\rangle$, then there is a $3 \times 3$ invertible matrix $L$ and

$$M_{k} = \begin{cases} \ L_{k} & (k = i) \\ L_{k}^{-1} & (k = j) \\ I & \text{(otherwise)} \end{cases}$$

(44)

such that $P|\phi\rangle = (\otimes_{k=1}^{N}M_{k})|\phi\rangle$. Here $I$ is the identity matrix.

Proof. Let $|\phi\rangle$ be a tripartite qutrit that is SLOCC-equivalent to a tripartite symmetric state $|\psi\rangle$. There are invertible matrices $L_{k}$ such that $|\psi\rangle = \otimes_{k=1}^{N}L_{k}|\phi\rangle$. Let $F_{k}$ be a function such that

$$F_{k} := \begin{cases} \ L_{j}^{-1} & (k = i) \\ L_{j}^{-1} & (k = j) \\ L_{k}^{-1} & \text{(otherwise)} \end{cases}$$

(45)

This satisfies $P|\phi\rangle = \otimes_{k=1}^{N}F_{k}|\psi\rangle$. Let $L = L_{j}^{-1} \circ L_{i}$, then the $M_{k}$ defined in this lemma satisfies $P|\phi\rangle = \otimes_{k=1}^{N}(F_{k} \circ L_{i})|\phi\rangle = \otimes_{k=1}^{N}M_{k}|\phi\rangle$. 

Using these lemmas, we can consider all classes expressed as $|\pi(\phi, \varphi, \chi, \psi)\rangle$. We pick up a SLOCC-maximal class $|\pi(\phi, \varphi, \chi, \psi)\rangle$. By the above arguments and calculation, it is divided into two cases, i.e., $|\pi(\phi', \varphi', [2], [2])\rangle$ and $|\pi(\phi', [2], [2], \alpha|0\rangle + \beta|1\rangle)\rangle$.

First, we assume that $|\pi(\phi', [2], [2], \psi')\rangle$ belongs to the class such that $|\psi'\rangle = \alpha|0\rangle + \beta|1\rangle$. Consider a permutation between the second and third qutrits. According to Lemma 4.3 there is an invertible
matrix \( L \) such that \( |\pi(\phi', [2], [2], \psi')\rangle = (I \otimes L \otimes L^{-1})|\pi(\phi', [2], [2], \psi')\rangle \). Performing this calculation, we get \( \alpha = \beta = 0 \). As a result, \( |\pi(\phi', [2], [2], \psi')\rangle \) is a non-symmetric class.

Second, we consider \( |\pi(\phi', \varphi', [2], [2])\rangle \). \( |\phi'\rangle \) and \( |\varphi'\rangle \) are

\[
|\phi'\rangle = \alpha |0\rangle + \beta |1\rangle + \gamma |2\rangle \\
|\varphi'\rangle = \delta |0\rangle + \eta |1\rangle + \theta |2\rangle
\]  

(46)

(47)

Using a similar calculation, we arrive at \( \gamma = \theta = 0 \).

Using the same process, we can check whether the classes \( |\phi_1\rangle, |\phi_2\rangle, \) and \( |\phi_3\rangle \) are non-symmetric.

We have identified all non-symmetric classes. The rest of the classes are \( |\mathcal{G}\rangle, |\mathcal{W}\rangle = |00\rangle + |01\rangle + |10\rangle + |11\rangle, |\mathcal{X}\rangle = |00\rangle + |10\rangle + |01\rangle + |11\rangle \).

For \( |\pi(\phi', \varphi', [2], [2])\rangle \), there are two cases that are SLOCC-equivalent to \( |00\rangle + |01\rangle + |10\rangle + |22\rangle \) and \( |00\rangle + |01\rangle + |11\rangle + |22\rangle \). The first case is the same class as \( |\mathcal{G}\rangle \). In the second case, there is a symmetric state \( |\mathcal{X}\rangle \).

### 4.3 Frobenius Class

A SLOCC class that includes a Frobenius state is called a Frobenius class. We already know that only five classes include symmetric states. To restrict the classes to Frobenius classes, we can use the following theorem.

**Theorem 4.4.** For any tripartite symmetric states \( |\phi\rangle \) and \( |\psi\rangle \), if they are SLOCC-equivalent, then there is a \( 3 \times 3 \) matrix \( L \) such that \( |\phi\rangle = (L \otimes L \otimes L)|\psi\rangle \).

**Proof.** This can be proved using arguments similar to those used in [12]. Suppose \( |\phi\rangle \) and \( |\psi\rangle \) are connected by a non-symmetric transformation such as \( |\phi\rangle = (L_1 \otimes L_2 \otimes L_3)|\psi\rangle \). There is \( B \) such that \( |\psi\rangle = (B \otimes B^{-1} \otimes I)|\phi\rangle \). \( B \) may be diagonalizable, converted into a Jordan block, or converted into two Jordan blocks. Moreover, the first two cases are divided by their eigenvalues. In any case, we can prove that there is \( L \) such that \( |\psi\rangle = (L \otimes L \otimes L)|\psi_0\rangle \), where \( |\psi_0\rangle \) is one of \( |00\rangle, |00\rangle + |11\rangle, |01\rangle + |01\rangle + |11\rangle, |\mathcal{G}\rangle, |\mathcal{W}\rangle \), and \( |\mathcal{X}\rangle \). We know that these classes are not SLOCC-equivalent to each other. Then, \( |\psi\rangle \) can be converted into \( |\phi\rangle \) by symmetric transformation via \( |\psi_0\rangle \).

As a reminder, any symmetric state that is SLOCC-equivalent to a Frobenius state is also a Frobenius state. Hence, we only need to check for a tripartite symmetric state in all symmetric classes to judge whether or not the classes are Frobenius classes. Using simple calculations, we can obtain three Frobenius states:

\( |\mathcal{G}\rangle \) with \( \langle \xi \rangle := \langle 0 | + \langle 1 | + \langle 2 | : \)

\[
\begin{align*}
\langle 0 \rangle := \langle 0 | \langle 00 | + \langle 1 | \langle 11 | + \langle 2 | \langle 22 | \\
\langle 00 \rangle := \langle 0 | \langle 0 | + \langle 1 | \langle 1 | + \langle 2 | \langle 2 |
\end{align*}
\]  

(48)

\( |\mathcal{W}\rangle \) with \( \langle \xi \rangle := \langle 0 | : \)

\[
\begin{align*}
\langle 0 \rangle := \langle 0 | \langle 02 | + \langle 0 | \langle 11 | + \langle 0 | \langle 20 | + \langle 1 | \langle 12 | + \langle 1 | \langle 21 | + \langle 2 | \langle 22 | \\
\langle 00 \rangle := \langle 0 | \langle 0 | + \langle 0 | \langle 1 | + \langle 0 | \langle 2 | + \langle 1 | \langle 2 | + \langle 2 | \langle 2 |
\end{align*}
\]  

(49)
We can immediately verify that $|x_2\rangle$ does not have strong symmetry. Let $\langle x_2 | = \alpha |0\rangle + \beta |1\rangle + \gamma |2\rangle$, then $\langle \Phi | = \frac{1}{\alpha(\alpha - 2\beta\gamma)} (\alpha^2 |00\rangle - \alpha\beta |10\rangle - \alpha\gamma |20\rangle - \alpha\beta |01\rangle + \beta^2 |11\rangle + (\alpha^2 - \beta\gamma) |21\rangle - \alpha\gamma |02\rangle + (\alpha^2 - \beta\gamma) |12\rangle + \gamma^2 |22\rangle)$. Calculating (37), we know that $|x_2\rangle$ does not have strong symmetry.

Second, we consider $|x_3\rangle$. Similarly, we let $\langle x_3 | = \alpha |0\rangle + \beta |1\rangle + \gamma |2\rangle$. A $\langle \Phi |$ that satisfies (33) is $-\frac{\alpha}{2\beta\gamma} |00\rangle + \frac{1}{2\gamma} |01\rangle + \frac{1}{2\beta} |02\rangle + \frac{1}{2\gamma} |10\rangle - \frac{\beta}{2a\gamma} |11\rangle + \frac{1}{2a} |12\rangle + \frac{1}{2\beta} |20\rangle + \frac{1}{2a} |21\rangle - \frac{\gamma}{2\alpha\beta} |22\rangle$. The $\langle x_3 |, \langle \Phi |,$ and $|x_3\rangle$ do not have strong symmetry.

As a result, we obtained three Frobenius classes and proved that the other classes are not Frobenius classes.

### 4.4 Classification of Commutative Frobenius Algebras

We can judge which classes are SCFA or ACFA by calculating $\hat{G}$. We can use the language of smooth manifolds to verify that $\mathcal{G}$ is an SCFA and $\mathcal{W}$ is an ACFA, but $\mathcal{F}$ is neither an SCFA nor an ACFA. Next, we define intermediate special commutative Frobenius algebras.

**Definition 4.5 (ISCFA).** A commutative Frobenius algebra that satisfies the following two equations is an intermediate special commutative Frobenius algebra (ISCFA):

\[
\begin{align*}
\mathcal{G} & \equiv \nabla \cdot \nabla = \mathcal{W} \\
\mathcal{F} & \equiv \mathcal{A} = \mathcal{A}
\end{align*}
\]

An ISCFA is expressed by a white dot with a central small black dot $\mathcal{A}$. We can immediately verify that $\mathcal{F}$ is an ISCFA, and that $\mathcal{G}$ and $\mathcal{W}$ are not. Moreover, we can prove that these three algebras correspond exactly to the three Frobenius classes.

**Theorem 4.6.** If a Frobenius state $|\phi\rangle$ is SLOCC-equivalent to a Frobenius state $|\phi\rangle$ that induces an SCFA, an ACFA, and an ISCFA with $\langle x_1 \rangle$, then there is $\langle x'_1 \rangle$ such that $|\psi\rangle$ with $\langle x'_1 \rangle$ induces an SCFA, an ACFA, and an ISCFA, respectively.

**Proof.** Let $\mathcal{F} = (\mathbb{C}^3, \mathcal{X}, \mathcal{A}, \mathcal{L}, \mathcal{X}, \mathcal{A})$ be an SCFA induced by $|\phi\rangle$ with $\langle x_1 \rangle$. There is an invertible matrix $L$ such that $|\psi\rangle = (L \otimes L \otimes L)|\phi\rangle$. $|\psi\rangle$ with $\langle x'_1 \rangle := \langle x_1 \rangle \otimes L^{-1}$ induces a CFA $\mathcal{A} = (\mathbb{C}^3, \mathcal{X}, \mathcal{A}, \mathcal{L}, \mathcal{X}, \mathcal{A})$:

\[
\begin{align*}
\mathcal{F} & := \mathcal{G} \equiv \nabla \cdot \nabla = \mathcal{W} \\
\mathcal{F} & := \mathcal{A} = \mathcal{A}
\end{align*}
\]
A satisfies the SCFA condition. The remaining cases are proved in the same way. \hfill \square

**Corollary 4.7.** If a Frobenius state $|\psi\rangle$ is SLOCC-equivalent to $|\mathcal{G}\rangle$, $|\mathcal{W}\rangle$, and $|\mathcal{I}\rangle$, then there is $|\xi'\rangle$ such that $|\psi\rangle$ with $\langle \xi' \rangle$ induces an SCFA, an ACFA, and an ISCFA, respectively.

**Theorem 4.8.** Let $|\psi\rangle$ be a Frobenius state. If there is $\langle \xi \rangle$ such that $|\psi\rangle$ with $\langle \xi \rangle$ induces an SCFA, then $|\psi\rangle$ is SLOCC-equivalent to $|\mathcal{G}\rangle$.

**Proof.** Three copyable vectors of $\delta$ form an orthogonal basis for $\mathbb{C}^3$ [7]. Hence, we can get an invertible matrix $L$ that converts $|0\rangle$, $|1\rangle$, and $|2\rangle$ into copyable vectors. This $L$ satisfies

$$|\psi\rangle = (L \otimes L \otimes L)|\mathcal{G}\rangle.$$  \hfill (54)

**Theorem 4.9.** Let $|\psi\rangle$ be a Frobenius state. If there is $\langle \xi \rangle$ such that $|\psi\rangle$ with $\langle \xi \rangle$ induces an ACFA, then $|\psi\rangle$ is SLOCC-equivalent to $|\mathcal{W}\rangle$.

**Proof.** $|\psi\rangle$ is a Frobenius state, so $|\psi\rangle$ is SLOCC-equivalent to one of the states $|\mathcal{G}\rangle$, $|\mathcal{W}\rangle$, and $|\mathcal{I}\rangle$.

First, assume $|\psi\rangle$ be SLOCC-equivalent to $|\mathcal{G}\rangle$. According to Theorem 4.6, there is $|\xi'\rangle$ such that $|\mathcal{G}\rangle$ with $\langle \xi' \rangle$ induces an ACFA. Let $|\xi'\rangle := \alpha|0\rangle + \beta|1\rangle + \gamma|2\rangle$ with arbitrary complex numbers $\alpha$, $\beta$, and $\gamma$. Due to the strong SLOCC-maximal condition (33), $\alpha$, $\beta$, and $\gamma$ are restricted to nonzero. A CFA induced by $|\mathcal{G}\rangle$ with $\langle \xi' \rangle$ does not satisfy the ACFA condition. This contradicts the assumption.

By the same argument, a CFA induced by $|\mathcal{I}\rangle$ with $\langle \xi' \rangle$ is not an ACFA. Therefore, $|\psi\rangle$ is SLOCC-equivalent to $|\mathcal{W}\rangle$. \hfill \square

**Theorem 4.10.** Let $|\psi\rangle$ be a Frobenius state. If there is $\langle \xi \rangle$ such that $|\psi\rangle$ with $\langle \xi \rangle$ induces an ISCFA, then $|\psi\rangle$ is SLOCC-equivalent to $|\mathcal{I}\rangle$.

**Proof.** This can be proved in the same way as the previous theorem. \hfill \square

**4.5 Multiple Commutative Frobenius Algebras**

In [6], it was shown that some pairs of two-dimensional SCFAs and ACFAs, which the authors called GHZ/W-pairs, can represent $N$-partite qubits. Here, we show that an SCFA, an ACFA, and an ISCFA can represent any qutrit.

We define a CFA trio $\mathcal{T} := (\mathcal{G}, \mathcal{W}, \mathcal{I})$, and the following arrows.

**Definition 4.11** (Tick, Knurl, Wave).
First, we show how $\mathcal{T}$ can compose functions with the assistance of single vectors.

**Theorem 4.12.** Any invertible $3 \times 3$ matrix $F$ can be represented by $\mathcal{T}$ and single qutrits.

**Proof.** $F$ can be represented by an LDU decomposition as

$$F = PLDU'P'$$  \hspace{1cm} (58)

$P$ and $P'$ are permutations, $L$ is a lower triangle matrix, $U$ is an upper triangle matrix, and $D$ is a diagonal matrix. Moreover, the diagonal elements of $L$ and $U$ are all 1. In other words, $L, U,$ and $D$ are

$$L = \begin{pmatrix} 1 & 0 & 0 \\ l_2 & 1 & 0 \\ l_1 & l_0 & 1 \end{pmatrix}, \quad D = \begin{pmatrix} d_0 & 0 & 0 \\ 0 & d_1 & 0 \\ 0 & 0 & d_2 \end{pmatrix}, \quad U = \begin{pmatrix} 1 & u_0 & u_1 \\ 0 & 1 & u_2 \\ 0 & 0 & 1 \end{pmatrix}$$  \hspace{1cm} (59)

We define $|\psi\rangle, |\phi\rangle, |\pi\rangle, |\eta\rangle,$ and $|\zeta\rangle$ as

$$|\psi\rangle := d_0|0\rangle + d_1|1\rangle + d_2|2\rangle$$  \hspace{1cm} (60)
$$|\phi\rangle := (u_2 - u_0)|0\rangle + |1\rangle + |2\rangle$$  \hspace{1cm} (61)
$$|\pi\rangle := u_1|0\rangle + u_0|1\rangle + |2\rangle$$  \hspace{1cm} (62)
$$|\eta\rangle := (l_2 - l_0)|0\rangle + |1\rangle + |2\rangle$$  \hspace{1cm} (63)
$$|\zeta\rangle := l_1|0\rangle + l_0|1\rangle + |2\rangle$$  \hspace{1cm} (64)

Using these qutrits, $L, D,$ and $U$ are represented as

$$L = \quad D = \quad U =$$  \hspace{1cm} (65)

Any permutation can be composed of $\mathcal{T},$, $|\psi\rangle,$ and $|\phi\rangle.$

Therefore, if a qutrit can be composed of $\mathcal{T}$ and single vectors, then all qutrits that are SLOCC-equivalent to another qutrit are composed of $\mathcal{T}$ and single vectors.

Moreover, $\mathcal{T}$ can ‘bring up’ qutrits. In [6], the authors defined a ‘quantum multiplexer’ of qubits, which they called a QMUX. Here we define the qutrit version of QMUX.

**Definition 4.13 (QMUX).** A QMUX is

$$\text{QMUX} :=$$  \hspace{1cm} (66)
Theorem 4.14. \( \mathcal{T} \) can compose a function that converts single qutrits \( |\psi\rangle \otimes |\phi\rangle \otimes |\zeta\rangle \) into \( |0\psi\rangle + |1\phi\rangle + |2\zeta\rangle \).

Proof. Tracing each line, we can verify that QMUX converts single qutrits \( |\psi\rangle \otimes |\phi\rangle \otimes |\zeta\rangle \) into
\[
\langle \phi|2\rangle\langle \zeta|2\rangle|0\psi\rangle + \langle \zeta|2\rangle\langle \psi|2\rangle|1\phi\rangle + \langle \psi|2\rangle\langle \phi|2\rangle|2\zeta\rangle.
\]
Based on Theorem 4.12 there is an invertible matrix \( L \) such that
\[
L = \begin{pmatrix}
1 & 0 & 0 \\
0 & \frac{1}{\langle \phi|2\rangle\langle \zeta|2\rangle} & 0 \\
0 & 0 & \frac{1}{\langle \psi|2\rangle\langle \phi|2\rangle}
\end{pmatrix}
\] (67)
\[
L = \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\] (68)
converts \( |\psi\rangle \otimes |\phi\rangle \otimes |\zeta\rangle \) into \( |0\psi\rangle + |1\phi\rangle + |2\zeta\rangle \).

Furthermore, by aligning QMUXs, this can be extended to the case of \( N \)-partite qutrits.

Theorem 4.15. Let \( |\psi\rangle \), \( |\phi\rangle \), and \( |\zeta\rangle \) be \( N \)-partite qutrits. Then
\[
is \langle 0\psi\rangle + |1\phi\rangle + |2\zeta\rangle \text{ with some invertible matrix } L.
\]
Therefore, if any \( N \)-partite qutrit is composed of \( \mathcal{T} \) and single vectors, then any \( N+1 \)-partite qutrit is also composed of \( \mathcal{T} \) and single vectors.

5 Related Work

Abramsky and Coecke provided the graphical language for the categorical axioms of quantum protocols [1]; see also [16]. That paper explicitly showed the graphical representation of quantum entanglement. This was based on an interpretation of entanglement as a name and coname in a dagger compact closed category provided in [1], which used this interpretation to graphically express the flow of quantum information. However, this representation was limited in that it was uniform, so it did not clarify the characteristics of the entanglement.
The paper [6] provided a graphical representation of the entangledness of a qubit. Using that representation, the authors classified SLOCC classes of entangled tripartite qubits. In this paper, we use this method to express tripartite qutrits.

6 Conclusion

We identified Frobenius classes in tripartite qutrits. Frobenius states require strong SLOCC-maximality and strong symmetry. Hence, by determining which classes were not strongly SLOCC-maximal, and which infinite SLOCC classes did not have a symmetric state, we were able to obtain three Frobenius classes that were SLOCC-equivalent to $|S\rangle$, $|W\rangle$, and $|I\rangle$. Then we classified them further. One of these corresponded to an SCFA and one to an ACFA that corresponded to tripartite qubits on $\mathbb{C}^2$. The other one was an ISCFA. We also proved that their correspondences were unique. The classification used the rank of $\mathcal{H}$. Based on the equations for SCFA and ACFA, the ranks of $\mathcal{H}$ are $\dim \mathcal{H}$ and 1, respectively.

Our definition of an ISCFA requires the rank of $\mathcal{H}$ to be neither $\dim \mathcal{H}$ nor 1. The uniqueness implies the algebraic and graphical structure of Frobenius states.

Finally, we demonstrated the utility of the three CFAs. They can grow $N$-partite qutrits and construct any linear function using single qutrits. Furthermore, any multipartite qutrits can be expressed graphically using a graphical representation of the CFAs on $\mathbb{C}^3$.

Our method for expressing qutrits graphically is an extension of that used for qubits introduced in [6]. The two methods have both similarities and differences. For example, both use Frobenius states that are highly symmetric and highly entangled, as well as SCFAs and ACFAs. Additionally, the CFAs used in both methods have the ability to make $N$-partite become same-dimensional systems with the help of single systems. This implies that these CFAs have some degree of completeness. In contrast, the differences include the fact that, although four SLOCC classes are not Frobenius classes in tripartite qubits, infinite SLOCC classes are not Frobenius classes in tripartite qutrits. Moreover, all non-symmetric SLOCC classes are non-maximal classes in tripartite qubits, whereas infinite non-symmetric SLOCC classes are not non-maximal classes in tripartite qutrits. Additionally, in tripartite qutrits, there is an ISCFA that is neither an SCFA nor an ACFA. Both characteristics are caused by the higher dimension of qutrits compared to qubits. Qubits are two-dimensional, which is the lowest possible dimension of an entangled state. Because of this low dimension, qubits do not have any non-symmetric classes. The second characteristic is also caused by the rank of $\mathcal{H}$. In qubits, the rank of a nontrivial function is limited to 1 or $\dim \mathcal{H} = 2$. However, in qutrits, there is an intermediate rank, i.e., 2. Therefore, there is an ISCFA that does not exist in qubits.

We demonstrated the correspondence between CFAs and some tripartite qutrits. However, an infinite number of SLOCC classes are possible that do not have graphical representations reflecting their entanglement properties. The success of Frobenius states implies the algebraic structure of tripartite qutrits. Another algebra is needed to express other SLOCC classes graphically to specify their features. Many classes are not symmetric; in such cases, commutative properties are not needed for the algebra.

In higher-dimensional tripartite systems, Frobenius classes may exist. Considering the rank of $\mathcal{H}$, more classifications may be possible for higher dimensions. However, the number of these classifications may remain finite, even though SLOCC classes are infinite. Furthermore, an ISCFA may or may not exist at higher dimensions. If it does, research into the normal forms of CFAs with ticks and knurls such as those described in [14] would be helpful.
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