Mechanosensitive Piezo1 channels are essential mechanotransduction proteins in eukaryotes. Their curved transmembrane domains, called arms, create a convex membrane deformation, or footprint, which is predicted to flatten in response to increased membrane tension. Here, using a hyperbolic tangent model, we show that, due to the intrinsic bending rigidity of the membrane, the overlap of neighboring Piezo1 footprints produces a flattening of the Piezo1 footprints and arms. Multiple all-atom molecular dynamics simulations of Piezo1 further reveal that this tension-independent flattening is accompanied by gating motions that open an activation gate in the pore. This open state recapitulates experimentally obtained ionic selectivity, unitary conductance, and mutant phenotypes. Tracking ion permeation along the open pore reveals the presence of intracellular and extracellular fenestrations acting as cation-selective sites. Simulations also reveal multiple potential binding sites for phosphatidylinositol 4,5-bisphosphate. We propose that the overlap of Piezo channel footprints may act as a cooperative mechanism to regulate channel activity.
Piezos are homotrimERIC mechanosensitive channels expressed in many eukaryotic cells. In vertebrates, two isoforms, Piezo1 and Piezo2, transduce various forms of mechanical stimuli into electrochemical signals that contribute to many biological functions, including somatovisceral sensation, proproception, vascular development, blood pressure regulation, osmotic homeostasis, and epithelial growth. Patients carrying gain or loss of function Piezo mutations present various disease conditions, such as xerocytosis, arthrogryposis, loss of proprioception, and lymphedema. Upregulation of Piezo2 activity correlates with inflammation-induced pain states, whereas gain-of-function Piezo1 variants confer Malaria resistance in humans and animal models.

Piezo channels sense mechanical cues transmitted directly from the membrane, and thus obey the so-called force-from-lipid paradigm. High-resolution cryo-electron microscopy (cryo-EM) structures of Piezo1 and Piezo2 reveal a unique molecular architecture consisting of three long peripheral transmembrane domains or arms, and a central region harboring a unique transmembrane pore and an extracellular (EC) cap domain.

Compared with the Piezo2 structure, the upper part of the Piezo1 pore is more dilated, rendering a funnel-shaped pore with a minimum radius at the lower constriction site. A previous simulation showed that this lower constriction site is too narrow to conduct ion and water, indicating Piezo1 structures are nonconducting. In addition, the peripheral arms are arranged in spirals, giving Piezos a triskelion shape when viewed perpendicularly to the membrane plane and a bowl-like shape when viewed parallel to it. This bowl shape imposes a local convex curvature, or inverted dome, to the lipid bilayer, suggesting Piezo channels become flatter, and potentially open, when membrane tension increases.

The formation of Piezo1 clusters has been reported by independent studies, which suggest Piezo1 clustering plays a role in concerted gating transitions, such as collective loss of inactivation. Hence, the gating properties of Piezo channels may be modulated by the local channel density at the plasma membrane. Due to the intrinsic membrane bending rigidity, the membrane deformation induced by a single Piezo1 channel, or membrane footprint, is predicted to extend well beyond the local dome and decay within tens of nanometers. Simulating Piezo1 channel in such a large membrane is feasible using coarse-grained (CG) molecular dynamics (MD) simulations, but remains challenging for all-atom (AA) MD simulations without sacrificing temporal sampling due to a large number of atoms. In most MD simulations with explicit solvent, the periodic boundary conditions (PBC) create an infinite lattice where the simulated system is infinitely replicated throughout virtual space. Thus, when Piezo1 is simulated in a membrane area smaller than its membrane footprint, the PBC creates a virtual cluster of channels with overlapping footprints between neighboring images.

Here, using a hyperbolic tangent model, we first propose that the overlap of neighboring Piezo1 membrane footprints creates membrane topology constraints that flatten the Piezo1 dome, facilitating Piezo1 opening. We tested this hypothesis using AA MD simulations of a crowded Piezo1 cluster with different degrees of footprint overlap. Given the importance of phosphoinositides to Piezo function, we included 5% phosphatidylinositol 4,5-bisphosphate (PIP2) in the inner leaflet of the 1-palmitoyl-2-oleoyl phosphatidylcholine (POPC) bilayer to assess potential lipid–protein interaction during both CG and AA simulations. In good agreement with the hyperbolic tangent model, footprint overlap reduces membrane curvature, leading to a tension-free flattening of the Piezo1 arms and concomitant widening of the pore constriction site within 2 µs AA simulation. The conducting state generated from MD simulation reproduces ionic conductance and selectivity properties consistent with numerous experimental studies. In addition, we observed consistent PIP2 binding hotspots from multiple simulations and investigated the functional role of these putative binding sites, using functional assays.

### Results

**Hyperbolic tangent model suggests large footprint overlap flattens the Piezo dome.** Using total internal reflection fluorescence (TIRF) microscopy, we found that GFP-tagged Piezo1 channels heterologously expressed in HEK293 cells exhibit a punctate distribution (Fig. 1a), consistent with earlier studies. The distribution of Piezo1–GFP puncta fluorescence intensity shows a main peak with secondary peaks at higher values, suggesting puncta correspond to clusters having a varying number of channels (Fig. S1). Within a cluster, the promiscuity of channels footprints may affect membrane geometry and, hence, channel function. To explore this effect of footprint overlap, we first used a hyperbolic tangent model to mimic the overlap of Piezo’s membrane footprint. It is expected that the membrane approaches a flat plateau when distant from the Piezo dome (although ripple-like oscillations/perturbations inherent to such membranes prevent this from being strictly monotonic). This property is captured well by the hyperbolic tangent function, which monotonically approaches unity as it moves away from the origin. The ratio of the distance between two Piezo domes, R, and the distance from the Piezo dome to the bulk membrane midplane, H, acts as a dimensionless separation coefficient D (note: D = R/H) for the hyperbolic tangent model (Fig. 1b). Note R is only the distance between two domes (i.e., dome–dome distance), independent of the dome’s size. If we define the inclination angle α between the Piezo arm and the xy plane (i.e., membrane plane), the slope of the Piezo dome is tan−1(α).

This model predicts a biphasic relationship between the footprint overlap angle α (larger α means flatter footprint overlap) and the inclination of the Piezo1 arm (smaller α means flatter dome; Fig. 1b). When the dome angle α is smaller than a critical value, the footprint flattening (increasing θ) leads to a flattening of the Piezo dome and arms (decreased α). In contrast, when the dome angle is larger than this critical angle, the overlap flattening leads to more pronounced arm curvature (increased α). Thus, the hyperbolic tangent model suggests that when two Piezo footprints overlap, larger Piezo–Piezo distances favor arm curvature, while smaller Piezo–Piezo distances favor arm flattening. This qualitative biphasic relationship is independent of membrane mechanical properties. However, the exact value of this critical distance (separation coefficient D) depends on the geometric parameters of the footprint and bilayer rigidity. Below we show how this model corresponds to the parameters in MD simulations of Piezo1.

Crowding induces Piezo1 pore opening in three MD simulations. The hyperbolic tangent model suggests that the overlap of neighboring Piezo1 footprints favors flattening of the membrane at a sufficiently small Piezo dome–dome distance. We hence explore the influence of the footprint overlapping on Piezo conformation using AA MD simulations with PBC. The atomic model was built using a cryo-EM structure of mouse Piezo1 in a nonconducting state at 3.8 Å resolution (PDB ID 6B3R), solved in the detergent micelle in the absence of mechanical stimuli. Piezo1 channel is a large homotrimer with 38 predicted transmembrane helices (TM) per subunit. In this cryo-EM structure, TM1–12 are not present, and TM13–16 side chains are not fully solved. To avoid those structural uncertainties in the atomistic model, we only include TM17–38 for each subunit. Missing loops larger
system ran for 1.75 µs before analysis. System performance on the Anton2 supercomputer (Table S2). Each embedded in a solvated POPC/PIP2 bilayer was the lipid surface area from the total PBC box arm (see orange triangle in Fig. 2b). The dome plateaued after ~1 µs in all systems (Fig. 2a). By subtracting to 2 µs before ionic conductance measurement. Triangle de Piezo dome radius (symmetry is not imposed during MD simulation, we calculate 0.9% in the inner membrane (Table S2). Because the threefold occupies 14.8 ± 0.9% total area in the outer membrane and 19.8 ± 0.9% in the inner membrane (Table S2). The equilibrated CG system was then converted to an AA system. Three replicas of ~200 ns AA MD simulations (Table S1). The equilibrated CG system was then converted to an AA system. Three replicas of ~200 ns AA MD simulations without restraint on protein were then conducted with different initial velocities. After equilibration, each replica was truncated into a smaller PBC box with similar membrane surface area, labeled box1, box2, and box3, for production run with optimal performance on the Anton2 supercomputer (Table S2). Each system ran for 1.75 µs before analysis. System box1 was extended to 2 µs before ionic conductance measurement.

The root-mean-square-deviation (RMSD) of the Piezo1 backbone plateaued after ~1 µs in all systems (Fig. 2a). By subtracting the lipid surface area from the total PBC box xy area, Piezo1 occupies 14.8 ± 0.9% total area in the outer membrane and 19.8 ± 0.9% in the inner membrane (Table S2). Because the threefold symmetry is not imposed during MD simulation, we calculate Piezo dome radius (r) using an average centroid distance of a triangle defined by the center of mass of the outer helix in each arm (see orange triangle in Fig. 2b). The dome–dome distance (R) is hence the box dimension in x or y minus 2r. The smallest dome–dome distance in each simulation is 1–3 nm along the x–dimension and 4–7 nm along y–dimension (Table S3). Hence, in our simulations, the Piezo1 membrane footprint of tens of nanometers largely overlaps with the footprint of the Piezo1 mirror images (Fig. 2b, c). Note that dome–dome distance is smaller than protein–protein distance and this virtual cluster does not replicate conformational heterogeneity seen in a real cluster (see “Discussion” section). Nevertheless, this footprint overlap between periodic images creates a considerable energy penalty for membrane deformation in the overlapping region.

To correlate with the hyperbolic tangent model above, we calculated the angle α from Piezo1 cryo-EM structure to be 38°. According to Fig. 1b, this angle corresponds to the critical separation coefficient (D) 1.6–2.8. If we borrow the height of the footprint (H) for a single Piezo1 from ref. 10, it is on the magnitude of ~10 nm. Using these values, the critical distance R is estimated to be 16–28 nm (R = D³H; Fig. 1b), suggesting Piezo1 dome–dome distance <16 nm will reduce membrane curvature. In current MD simulations, the closest dome–dome distance (1–3 nm) is much smaller than 16 nm. Thus, it is guaranteed to reduce the membrane curvature. In fact, our simulated Piezo1 cluster likely represents the lower limit of Piezo dome separation (i.e., highest cluster density). The physiologically relevant D value will depend on the density of Piezo1 clusters on different cell types, and the exact density is yet to be determined.

This hypothesis was validated by fitting the Cartesian coordinates of lipid headgroups into a 2D Gaussian model (see details and code in “Method” section) during the 1.75 µs simulation. This fitting approach revealed a reduction of membrane curvature in all three replicas (Fig. 2c, d). In the
Piezo1 cryo-EM structure and our simulations, the pore’s choke point consists of three V2476 from each inner pore helix (Fig. 2e). The centroid distances of three F2480, which correspond to F2754 of Piezo2’s lower constriction site, are larger than the ones from V2476 throughout the 1.75 µs, thus are not considered as a choke point here (Fig. S3a). By tracking the size of this choke point using centroid distance from three valine sidechain Cβ atom, we observed an increase of the pore radius in all three systems compared to the original pore size in the cryo-EM structure (Fig. 2e). This crowding-induced pore opening is entirely consistent with our hyperbolic tangent model.

Anisotropic membrane curvature. The mismatch between the spherical shape of the Piezo1 dome and the orthorhombic shape of the box induces certain degrees of anisotropic membrane curvature. A hexagonal lattice PBC would be suitable for keeping the threefold symmetry of the channel. However, it is currently not supported by the MD engine in the Anton2 supercomputer, on which we rely on to achieve microseconds AA simulations of Piezo1. To investigate the anisotropic membrane curvature, we fitted the lower leaflets curvature in xz and yz plane, and plotted against box size along x-axis (x-dim) and y-dim individually (Fig. 3a, b). The box size difference among box1, box2, and box3 were introduced when generating three replicas. Due to lipid fluctuations near the boundary, small variations in xy-dimensions are expected. We notice that the x-dim is smaller than y-dim in all three systems and thus x-dim has more influence on membrane curvature. The smaller the x-dim, the smaller the curvature in xz plane, thus the flatter the membrane along x-axis. The box1 system, which has the smallest dome–dome distance among three systems (Table S3) shows the smallest membrane curvature in both xz and yz planes.

Smaller Piezo–Piezo distances induce larger pore opening. We next investigated whether the flattening of the membrane corresponded to the flattening of the Piezo1 arms. We calculated β (Fig. 3c) between the Piezo1 beam and the Piezo internal axis defined by the center of mass of the cap region and C-terminal domain (CTD) region. We found that the angles of arm2 and arm3 are clearly influenced by the x-dim as their principal axes are better aligned with x-axis: the smaller x-dim, the larger their flattening angle β. Because of the domain-swapped homotrimeric arrangement of Piezo1, the arm of each subunit hinges on the pore helices (TM37 and 38) of one neighboring subunit. As a consequence, flattening motions in arms 1, 2, and 3 are likely to influence pore helix conformations in subunits 3, 1, and 2, (i.e., pore 3, 1, and 2), respectively (Fig. 2e). We hence ask whether the flattening of arm2 and arm3 correlates with pore motions, specifically the displacement of V2476, in the inner pore helix of subunits 1 and 2. Figure 3d indicates that the box1 system, which
has the smallest \( x \)-dim, indeed showed the largest centroid distance of V2476.

**Piezo1 conformational changes associated with pore opening.**

Since the largest pore size was obtained in \textit{box1} system having the smallest dome–dome distance, we extended this system to 2 \( \mu \)s and evaluated structural changes between 0 and 2 \( \mu \)s. Figure 4a shows that the arms extend in a peripheral direction in addition to their flattening motion component. Zooming into the pore region, an outward tilt of the intracellular end of the inner pore helices (TM38) enables the widening of the pore at the position of V2476. This tilt rotates the V2476 side chains away from the pore lumen, increasing its diameter (Fig. 4b). The outer pore helices (TM37) have a larger outward motion (Fig. 4b). As a result, the pore radius at the linker region between the cap and TM37 also increases. In addition, we observed \( \sim 12^\circ \) cap domain clockwise rotation (Fig. 4b) and upward displacement of the CTD due to the Piezo dome flattening (Fig. S3b).

A recent study showed that inserting an inter-subunit cysteine bridge between cap residues A2328 and P2382 abolish indentation-evoked Piezo1 currents\(^{17}\). The same phenotype was
observed when a disulfide bridge is inserted between the cap residue E2257 and the arm residue R1762. These experimental results indicate that, for both pairs of residues, the inter-residue distance permits disulfide bond formation in the close state, but not in the open state. Our trajectory indeed confirmed that these two inter-residue distances are within disulfide bond formation at the beginning of our simulation and increase beyond disulfide bond formation during the simulation. Briefly, the three inter-subunit A2328–P2382 distances increased from 5 Å to 8–18 Å (Fig. 4c). The A2328–P2382 pairs are located at the base of the cap and linked with the outer pore helices (TM37) through a linker region. The simulation shows that when the arms flatten, the base of the cap widens to enable outward motion TM37 helices (Fig. 4b). This widening cap motion separates A2328 and P2382 beyond disulfide bond formation. In addition, during the flattening of the arms, all three E2257–R1762 distances between cap and arm increased to >20 Å during the trajectory (Fig. 4c, d). In the nonconducting state, cap motions are prohibited by its vicinity with the arms. Thus, the cap rotation shown in Fig. 4b is only enabled upon arm flattening, which separates the cap from the arm. Moreover, both inter-subunit distances are located at the bottom part of the cap, where the upper ionic fenestrations reside (see below Fig. 6a, c).

Lipids in the pore, pore hydration, and stability. In the cryo-EM Piezo1 structures, hydrophobic cavities are clearly seen above and below the narrow valine pore constriction. Through these conduits, POPC tails penetrate the pore lumen during our backbone-restrained CG simulations (Fig. S4). Lipids entering the Piezo1 pore during CG simulation has also been reported in a recent preprint. It is currently unknown whether the lipids are present in the nonconducting Piezo1 pore. Such pore occlusion by membrane lipids has been proposed to mediate mechanical gating in mechanosensitive MscS and TRAAK channels. However, without further experimental evidence, we do not know whether the pore occlusion by lipids observed here is physiological relevant or an artifact from CG simulation. Our previous 7.9 μs simulation of a reduced Piezo1 with CHARMM36 atomistic force field did not show permanent pore occlusion by lipids in the nonconducting state (Fig. S4). Here, CG simulation is simply used to accelerate the formation of bilayer dome shape. Due to the slow diffusion of atomistic lipids inside the pore, the time needed for these lipids to spontaneously leave the pore may extend well beyond 2 μs. We hence deleted pore lipids at the end of the 2 μs and conducted multiple steps of equilibrium simulations.

We first applied 14.2 mN m⁻¹ membrane tension (10 bar lateral pressure) for 50 ns to avoid a sudden membrane tension drop due to lipid removal. The tension was then gradually reduced to zero during 112 ns. During the equilibrium, we found that only the largest pore in box1 system quickly allowed water and ions to diffuse through the pore and the hydrated pore was stable for the remainder of the simulation (Fig. 5a and pore RMSD in Fig. S5a). In box2 and box3 systems, the lipid tails reentered the pore within 50 ns simulation. We suspect that the box2 and box3 systems likely represent intermediate states, in which the partially opened hydrophobic gate repels water molecules. It is well known that water molecules inside the channel pore behave differently from bulk water. The stability of confined water depends on both the geometry (i.e., radius and symmetry) and polarity of the pore lumen, hence is channel specific.

Piezo1 ionic conductance and selectivity in wild-type and E2133Q mutant. To validate whether the water-conducting pore represents a realistic open state, we calculated the unitary ionic conductance using MD simulations. Constant electric fields corresponding to the transmembrane potentials of −250, −500,
The reported Na+/Cl− ratio of 2.5 + −2.9 of K+/Cl− ions near E2487, E2495/2496 underneath the pore region9. Here, the K+ permeation pathway captured under a membrane potential not only confirmed these intracellular fenestrations, but also revealed that the EC ions enter the pore via wide lateral fenestrations located between the mouth of the pore and the pore-facing interface of the cap (Fig. 6a and Supplementary Movie 1). The K+ density revealed several hotspots along the ion permeation pathway, indicating longer K+ residence time. The rim surrounding the entryway for EC fenestrations contains the negatively charged residues DEEED-7 (DEEED loop), E2383 in the cap, and D2006 located in the arm of a neighboring subunit. Several negatively charged residues are located along the narrower intracellular entryway, such as E2172 on the anchor, and E2487, E2495/6 on the inner helix (TM38; Fig. 6a). Experimental neutralization of many of these residues

Multi-fenestrated ion permeation pathway, pore radius, and cation-selective residues. Our previous MD simulation of a nonconducting Piezo1 model revealed the existence of intracellular cation-selective fenestrations based on the high density of K+ ions near E2487, E2495/2496 underneath the pore region9. Here, the K+ permeation pathway captured under a membrane potential not only confirmed these intracellular fenestrations, but also revealed that the EC ions enter the pore via wide lateral fenestrations located between the mouth of the pore and the pore-facing interface of the cap (Fig. 6a and Supplementary Movie 1). The K+ density revealed several hotspots along the ion permeation pathway, indicating longer K+ residence time. The rim surrounding the entryway for EC fenestrations contains the negatively charged residues DEEED-7 (DEEED loop), E2383 in the cap, and D2006 located in the arm of a neighboring subunit. Several negatively charged residues are located along the narrower intracellular entryway, such as E2172 on the anchor, and E2487, E2495/6 on the inner helix (TM38; Fig. 6a). Experimental neutralization of many of these residues

+250, and +500 mV were applied perpendicular to the membrane to all the atoms in the simulation box, in the presence of symmetrical 150 mM KCl concentration. The pore remains stable under all tested voltages (Fig. S5b). The ionic conductance computed from the total number of K+ ions transits across the upper and lower boundaries of the pore helix region is 39.7 pS with 85% confidence interval of 22.4–66.8 pS (Fig. 5b and Table S4). Alternatively, calculation of charge displacement along z-axis (see cumulative currents in Fig. S6)26 yields a conductance of 52.0 ± 32 pS (Fig. 5c). Despite the uncertainty in both approaches (see details in “Methods” section) due to the short simulation length and the limitation of the nonpolarizable atomistic force field, the conductance estimated from both approaches are fairly close to the experimentally obtained unitary conductance of 60 pS in the absence of divalent cations27. In addition, the Piezo1 pore remains overall cation selective. Because the individual K+ and Cl− currents exhibit larger fluctuations than the total current, and no Cl− permeation event was observed under negative voltages within 100 ns, the K+/Cl− ratio of 2.5 ± 2.9 is likely the lower boundary of Piezo1 cationic selectivity (Fig. 5c). The reported Na+/Cl− ratio is 7:1 or 13:1 for mouse Piezo1 (refs. 28,29).

We further tested whether our open state could reproduce the phenotype of a conductance-reducing mutant. The conserved glutamate 2133 located in the anchor region outside of the pore is an important determinant of channel conductance, as charge neutralization mutations E2133A and E2133Q produce a twofold reduction of unitary conductance28. Using the stable open-state conformation, we computationally silenced the negative charge of E2133 to mimic the electrostatic effect of E2133Q mutant. After 5 ns equilibrium simulation, ion permeation was measured under 500 mV for 100 ns. This mutant simulation is designed based on the assumption that the conformational perturbation by the mutated residue is local, in other word, no a large and slow protein conformational change is needed to produce the mutant phenotype. As expected, this charge neutralization reduced the total number of permeation events under 500 mV from 18 events in WT to 8 events in E2133Q mimic mutant (Table S4). Trajectory analysis indicates the E2133Q mimic mutant destabilizes one of the saltbridges with pore residue R2482 (Fig. S7a, b). The absence of R-E saltbridge allows the positively charged R2482 side chains to point down toward the lower fenestrations (Fig. S7c). The resulting repulsive electrostatic force in the K+ permeation pathway likely explained the reduced K+ permeation event observed in the E2133Q mutant simulation (Table S4).

Multi-fenestrated ion permeation pathway, pore radius, and cation-selective residues. Our previous MD simulation of a nonconducting Piezo1 model revealed the existence of intracellular cation-selective fenestrations based on the high density of K+ ions near E2487, E2495/2496 underneath the pore region9. Here, the K+ permeation pathway captured under a membrane potential not only confirmed these intracellular fenestrations, but also revealed that the EC ions enter the pore via wide lateral fenestrations located between the mouth of the pore and the pore-facing interface of the cap (Fig. 6a and Supplementary Movie 1). The K+ density revealed several hotspots along the ion permeation pathway, indicating longer K+ residence time. The rim surrounding the entryway for EC fenestrations contains the negatively charged residues DEEED-7 (DEEED loop), E2383 in the cap, and D2006 located in the arm of a neighboring subunit. Several negatively charged residues are located along the narrower intracellular entryway, such as E2172 on the anchor, and E2487, E2495/6 on the inner helix (TM38; Fig. 6a). Experimental neutralization of many of these residues

Fig. 5 Calculated conductance of Piezo1 channel. a Accumulated water and ion density in the Piezo1 pore from 100 ns simulation at −500 mV voltage. The protein backbone is colored by subunits (orange, purple, and green). Only inner and outer helices, part of cap and CTD domains, are shown for clarity. b K+ ion permeation events (nine events) under −500 mV for WT Piezo1 protein. The pore region used to calculate permeation events are defined by the lower and upper boundaries marked by straight lines (56 Å < z < 66 Å), and a cylindrical restraint of radius <35 Å from the central pore axis. c The total ionic conductance (black triangles) and individual conductance of K+ (red open rectangles) and Cl− (blue open circles) ions obtained from MD simulation of WT Piezo1. The black line is a linear fit of the total current with zero voltage zero current restraint (see raw data in Table S4).
(DEEED 2393-7, E2487, and E2495/6) significantly reduced or abolished cation selectivity, strongly supporting the twisted ion permeation pathway unraveled by our simulations. Throughout the simulations, the constriction neck (M2493–E2537) at the bottom of the pore remains closed. The three lower fenestrations observed from the ionic pathway start above this constriction neck. When the ions reach the bottom of the TM38 (E2495/6), they exit horizontally between neighboring base helices (L2149–Y2175). The radius profiles connecting the pore with lower fenestrations are shown in Fig. 6b. Comparing with the initial cryo-EM structure, not only the V2476 choke point radius increased from 2.5 to 5.3 Å, but an upward motion at the bottom of TM38 (E2495) also increased the radius of the lower fenestration. Figure 6c shows the accumulated K⁺ density over 100 ns simulation. The upper and lower fenestrations are clearly shown from the side view and bottom view. Nine residues lining the lower fenestration are highlighted. S2150/N2151/C2154 and I2164/S2168/E2172 are from the anchor region base helices, and S2491/E2495/6 are from the bottom of TM38. A recent functional study reported that mutating those nine residues converts the cation-selective Piezo1 channel into an anion-selective channel. We hence computationally modified the charge of those residues to mimic the electrostatic effect of SNCISEESEE-9K mutant without altering covalent bonds and vDW interactions. Consistent with the functional study, the pCl/pK ratio increased from 0.3 in WT to 10 in 9 K mutant based on the permeation events observed (Table S4).

**Piezo1 contains multiple putative PIP₂ binding sites.** Figure S2 shows that PIP₂ lipids quickly diffuse toward Piezo1 within 1 μs and remain at the annular region of the protein throughout the 12 μs CG trajectory and the following AA simulations. A large number of PIP₂ binding and unbinding events were observed from microsecond CG simulation and AA simulations, which allowed us to identify putative PIP₂ binding hotspots in Piezo1. The binding distance is determined by the first minimum from the radial distribution function between arginine/lysine side chains and the PIP₂ headgroups (see “Methods” section). Out of 143 cationic residues in each subunit of the current Piezo1 model, only 16 residues interact with at least one PIP₂ over 60% of 12 μs CG simulation and over 90% of 2 μs AA simulation time (844, 948/9, 1023-6, 1727/8, 2040/1, 2113, and 2182-5 in Fig. S8a). Those 16 residues are located at three different regions of the intracellular protein surface, namely the peripheral arm region, the convex side of the arm region, and the pore and anchor region (Fig. S8b).

To investigate whether some of those PIP₂ bindings are functionally essential, we generated R/K to Q mutations to...
neutralize the positive charges and tested the effects of these mutations using electrophysiology. Nearby cationic residues were mutated together to ensure the loss of PIP2 binding at that particular position. At the peripheral arm region (Fig. S8b), we tested a double mutant R884/6Q, which showed a minimal reduction in current amplitudes (Fig. S8c) and excluded the residues on the concave side of the peripheral arm as the missing sequence on the N-terminal region may lead to an overestimation of the PIP2 binding. On the convex side of the Piezo1 arm, PIP2 binding hotspots spread the whole arm region. The double mutant K1201Q/R1204Q showed a minimal decrease in mechanically activated (MA) current amplitudes, while the K1727Q/R1728Q showed a 44% decrease at the maximal stimulation strength (Fig. S8c, d). A single mutant R1023Q at the elbow region of the Piezo1 arms showed MA currents similar to that in wild-type channels; however, the quadruple mutant R1023-6Q showed a current reduction by ~80%. This construct however, showed visibly dimmer GFP fluorescence, therefore some of the decreases were likely due to decreased expression levels. Overall, none of the mutations abolished Piezo1 function, suggesting that the decrease in PIP2 binding may lead to an overestimation in the mechanical activation of Piezo1. It is also consistent with previous results showing that depletion of PIP2 in the absence of outer pore helices, allowing tilting of inner helices and rotation of V2476 side chains away from the pore lumen. In addition, we observed a concomitant rotation and a widening of pore-facing residues on the concave side of the peripheral arm as the missing residues may lead to a misestimation of the Piezo1 arm length. The free energy cost of membrane deformations.

$$\Delta G = \Delta G_{\text{protein}} - \Delta G_{\text{memb}} - \gamma \Delta A$$  \hspace{1cm} (1a)$$

$$\Delta G = \Delta G_{\text{protein}} - (\Delta G_{\text{memb}} + \Delta G_{\text{overlap}}) - \gamma \Delta A$$  \hspace{1cm} (1b)$$

In single-channel condition (i.e., no membrane footprint overlap), without tension, Piezo is in a nonconducting state ($\Delta G = \Delta G_{\text{protein}} - \Delta G_{\text{memb}} > 0$), meaning the free energy cost of channel activation is larger than the free energy cost of membrane deformation. In our simulations, the Piezo1 footprint overlap provides additional free energy, $\Delta G_{\text{overlap}}$, for deforming the membrane independently of tension: $\langle \gamma \rangle$.

$$\Delta G = \Delta G_{\text{protein}} - (\Delta G_{\text{memb}} + \Delta G_{\text{overlap}}) - \gamma \Delta A$$  \hspace{1cm} (1b)$$

The tension-free opening ($\Delta \gamma \leq 0$) thus indicates that $\Delta G_{\text{memb}} + \Delta G_{\text{overlap}} \approx \Delta G_{\text{protein}}$. To induce a 50% open probability without tension, the free energy contribution from the footprint overlap must be in a similar magnitude to the work needed to open a single channel under tension without footprint overlapping, which has been reported to range within 50–150 kBT (ref. 11).

According to the classic Helfrich–Canham expression, the bending free energy of a homogeneous bilayer $\Delta G_{\text{memb}}$ depends on the membrane curvature and bending rigidity. If we approximate Piezo1 dome as a spherical dome with a selectivity gate (Yoda1)9. In this perspective, simulating the full-length arms resolved in the Piezo2 structure8 will be invaluable for investigating the role of these domains as mechanical levers.

Many independent studies suggest Piezo1 form clusters in cell membranes. Here, using TIRF microscopy, we show that the distribution of the brightness of Piezo1–GFP puncta has a long tail toward higher intensity, consistent with the presence of multiple channels per puncta (Fig. 1a and Fig. S1). Using super-resolution stochastic optical reconstruction microscopy microscopy in the TIRF mode, Ridone et al.13 measured the area distribution of Piezo1 puncta in cell membranes (~500–6000 nm², with the most frequent size ranging between 1000 and 1500 nm²). These ranges of values are, on average, larger than the expected projected surface area of an isolated channel at rest, which is
estimated to be ~500 nm\(^2\) for Piezo1 (ref. 11; ~700 nm\(^2\) for the full-length cryo-EM Piezo2 structure\(^8\)). Using patch-clamp electrophysiology, Gottlieb et al.\(^{14}\) observed that repeated mechanical stimulations eliminate inactivation of all channels present in the patch at once, rather than in a time-dependent manner as one would expect for a stochastic process affecting a population of independent channels. Although the mechanism underlying this collective loss of inactivation remains unclear, this result shows that local stress can affect many channels simultaneously, suggesting they are in close spatial proximity.

Our simulations underscore the exquisite interplay between local membrane geometry and Piezo1 curvature, a property highlighted from cryo-EM and atomic force microscopy studies\(^{10,11}\). The clustering effect produced by the PBC of MD simulations mimics a high-density channel cluster and imposes a flattening of the Piezo1-induced membrane footprints, reducing the curvature of the lipid dome and of the Piezo1 arms. This shows that Piezo1 gating is directly governed by membrane topology, which may be manipulated by various mechanical stimuli, as well as the spatial proximity between neighboring channels. This suggests that Piezo1 channels may positively cooperate to gate their pore.

Crowding-induced membrane footprint flattening may not be the only possible mechanism underlying concerted gating in clustered Piezo channels. Cooperative gating may also be governed by direct protein–protein interactions between nearby channels or by indirect interactions mediated by auxiliary proteins\(^{32,33}\). Changes in bilayer thickness due to hydrophobic mismatch has been proposed to induce cooperative gating between neighboring MscL mechanosensitive channels and thus may contribute to cooperative gating of nearby Piezo channels. Other entropic contributions due to reduced membrane fluctuations in Piezo clusters may also collectively influence gating property. Whether and how those factors contribute together to the cooperative gating in Piezo clusters with different densities is of interest for further studies.

It should be noted that MD simulations using PBC aimed at studying Piezo1 clustering may lead to several caveats. First, due to the large size of molecular systems simulating Piezo channels and their large membrane footprints, it will be technically challenging to generate a microsecond-long trajectory of a low-density Piezo1 cluster, using available computing resources. Second, channels replicated under PBC condition are mirror images of each other. Thus, MD simulations under PBC cannot replicate spatial heterogeneity of channels in a real cluster. The predicted biphasic behavior of Piezo channels under different cluster densities may be better investigated using high-resolution biophysical approaches.

The presence of PIP\(_2\) binding hotspots is not surprising given the high density of positively charged residues located in the intracellular part of the protein. Most of the hotspots captured here are consistent with PIP\(_2\) binding sites reported elsewhere\(^{34,35}\). In addition, the flattening of the Piezo1 arms did not alter PIP\(_2\) density around those hotspots, suggesting PIP\(_2\) binding is independent of channel conformation. It has been shown that the presence of negatively charged PIP\(_2\) or phosphatidylserine in the inner leaflet promote channel activation\(^{15,16,36}\). In symmetric PC:PC bilayers, mechanical stress alone is sufficient to activate Piezo1, which indicates that PIP\(_2\) is not an absolute requirement for Piezo1 activation, but rather acts as a modulator\(^{37}\). Our mutagenesis data shows that individual neutralization of PIP\(_2\) binding hotspots had minor effects on mechanically induced channel activity, suggesting that a large number of PIP\(_2\)–protein interactions might be necessary to collectively shift the thermodynamic equilibrium in favor of the open state.

The apparent interaction of PIP\(_2\) with multiple binding sites on a large protein surface area is in sharp contrast to the binding of PIP\(_2\) to well-defined single binding sites in many PIP\(_2\)-regulated ion channels, such as inwardly rectifying K\(^+\) channels\(^{38}\), TRPV5 channels\(^{39,40}\), and TRPM8 channels\(^{41}\). In TRPV5, the PIP\(_2\)-bound structure shows an open conformation\(^{38}\), compared to PIP\(_2\)-free structures, indicating that binding of a single PIP\(_2\) molecule per subunit is sufficient to open the channel. Regulation of Piezo1 by PIP\(_2\) through multiple binding sites is likely to be far more complex. Mutations of putative PIP\(_2\) interacting residues had no effect on the inactivation kinetics of MA Piezo1 currents. The quadruple Lysine K2182–85 also showed up on our simulations as a cluster frequently interacting with PIP\(_2\). This cluster is equivalent to residues K2166–69 in the human Piezo1 channel, deletion of which is associated with xerocytosis\(^42\) and displays markedly slower inactivation of MA Piezo1 currents. This may indicate that PIP\(_2\) binding to distinct sites in the channel has different effects on channel function. Since PIP\(_2\) depletion had no significant effect on Piezo1 inactivation\(^{35}\), it is also possible that the effect of those mutations on channel inactivation is independent of PIP\(_2\) binding. Further studies are needed to understand the complex effect of PIP\(_2\) on Piezo channel activity. It is also possible that PIP\(_2\) amplifies mechanical coupling, which may reduce the entropic cost associated with the conformational rearrangement of the arms, an effect explained by the population-shift theory of allosterics\(^{42,43}\).

In summary, this study shows that the overlap of Piezo1 membrane footprints contributes to channel gating (Fig. 7). The open state generated from MD simulation produces biophysical properties consistent with a large body of published experimental data. The unique multi-fenestrated pore captured from our simulations are supported by experimental neutralization of residues along the ion conduction pathway that reduced or abolished cation selectivity. Mutagenesis study of PIP\(_2\) binding sites identified from multi-scale simulations suggests many lipid–protein interactions cooperate to shift the open/close equilibrium of the channel. This Piezo1 open state model thus provides an avenue for mechanistic investigation of disease mutations and small-molecule drug discovery.

**Methods**

**Derivation of hyperbolic tangent membrane footprint model.** The hyperbolic tangent model was chosen to mimic two observed properties of the membrane footprint (code available https://github.com/wesleymsmith/MembraneFootprintInteractionModel/blob/master/MembraneFootprintIntersectionModel.ipynb). Firstly, the membrane approaches a flat plateau when distant from the Piezo dome (Fig. 1b). Secondly, the membrane footprint exhibits a “knee” like bend (i.e., a point of maximal concavity/curvature). The sharpness at this knee point grows stronger as the angle of inclination of the arms of Piezo increases. This can be captured in the hyperbolic tangent model by:

\[
y = \frac{A_{\text{open}} - A_{\text{closed}}}{1 + e^{-kx}} + A_{\text{closed}}
\]

where \(A_{\text{open}}\) and \(A_{\text{closed}}\) are defined as the open and closed states, respectively, \(x\) is the normalized distance from the Piezo dome, and \(k\) is the sharpness of the knee point.

Fig. 7 Proposed mechanism of crowding-induced Piezo1 channel activation. The upper panel illustrates two distant Piezo1 channels remain inactive. The bottom panel illustrates two Piezo1 channels in close proximity are activated by crowding-induced arm flattening, revealing a multi-fenestrated ion permeation pathway. Symbols are defined in Eqs. (1a) and (1b).
adding a scaling factor inside the hyperbolic tangent function. More specifically, this scaling constant will be equal to the slope of the hyperbolic tangent model at the origin. Thus, it may be easily related to the angle of inclination of the membrane at the edge of the Piezo dome. If the arms of Piezo have an angle of inclination with respect to the xy plane, the corresponding slope is given as \( \tan^{-1}(a) \). Lastly, if we place two domains a distance of \( D \) reduced units apart (note: \( D = R/R_d \)), their membrane footprints will intersect at a minimum distance of \( D/2 \) units apart. Putting this together, we attain the Eq. (2) below:

\[
h(x) = \tan^{-1}(m_0 x - \alpha)
\]

where \( h(x) \) is the height of the membrane above the top of the dome at a radial distance of \( x \) reduced units away from the edge of the dome, and \( m_0 \) is the slope of the membrane at the edge of the dome \( \tan^{-1}(a) \). Correspondingly, we may calculate the slope of the membrane footprint under this model as in Eq. (3):

\[
h'(x) = m_0 \sec^2(h'_{\text{interact}})(m_0 x - \alpha)
\]

where \( h'(x) \) is the slope of the membrane footprint at position \( x \). We may then calculate the slope of the membrane footprint at the point of intersection with another membrane footprint as in Eq. (4):

\[
m_{\text{interact}} = m_0 \sec^2(h_0 - D/2)
\]

where \( m_{\text{interact}} \) is the slope of the membrane footprint model at the point where \( m_0 \) would intersect another membrane footprint when the edges of the two domes are separated by \( D \) reduced units. This slope function can be cast as the intersection angle \( \theta \) as a function of the angle \( \alpha \). To do so, we first note that if the membranes have a slope of \( \pm m_{\text{interact}} \), at their intersection then their corresponding angles are the inverse tangent of their slope. This angle is their effective “angle of inclination” at that point, so the angle formed between them would then be \( \pi \) radians minus their sum. This yields Eq. (5):

\[
\theta = \pi - 2 \cdot \tan^{-1}(\tan(\alpha)) \cdot \sec^2(h_0)(\tan(D/2))
\]

Summary of system preparation. Our previous proof-of-concept AA simulation showed that the local membrane curvature imposed by the resting conformation of a truncated Piezo1 takes place over 3 \( \mu \)s (ref. 9). To reduce computational time, we first conducted a 12 \( \mu \)s CG MD simulation of Piezo1 embedded in a solvated asymmetrical POPC membrane containing 5\% POP5 in the inner leaflet (Table S1). MARTINI CG force field was used to enable rapid lipid diffusion and dome formation, while the Piezo1 backbone was restrained. The channel was aligned along z-axis and the bilayer dimension (xy) in CG simulation is 698 nm2. We assessed the equilibration of CG MD by monitoring PIP2 lipid density distribution (Fig. S2). The equilibrated CG system was then mapped back to an AA system. Three replicas of ~200 ns AA equilibrium simulations were conducted with different initial velocities without restraint on protein. Assigning different initial velocities (by feeding different random seed numbers) is to make each of these trajectories different from each other, while the equilibration velocity distribution follows a Maxwell–Boltzmann distribution at the desired temperature, in this case is the body temperature 310.15 K. After equilibration, each replica was truncated into a smaller box for longer production run with optimal performance on Anton2 supercomputer. The three systems, labeled box1, box2, and box3, have similar membrane surface area and similar lipid distribution between the upper and lower leaflets (Table S2), which indicates similar protein displacement area and similar leaflet tension. Each system ran for 1.75 \( \mu \)s before analysis. System box1 later was extended to 2 \( \mu \)s before ionic conductance measurement.

Coarse-grained system preparation. The CG representation of Piezo1 was constructed from our previously AA mouse Piezo1 model based on the cryo-EM structure (PDB ID 6B3R), which includes residue 782–1365 (Piezo repeat C-F and beam), 1493–1578 (clasp), 1655–1807 (repeat B), and 1952–2546 (repeat A, anchor, TM37, cap, TM38, and CTD)14. Based on these atomistic coordinates, the CG model using MARTINI v2.2 force field was obtained through the script martrindize.py and insane.py available from the MARTINI web site15–16. For lipids, C16:0/18:1 were subjected to RMSD restraints for additional 90 ns at the beginning of each production run. System box1, box2, and box3 were subjected to RMSD restraints for additional 90 ns at the beginning of each production run. System box1, box2, and box3 were subjected to RMSD restraints for additional 90 ns at the beginning of each production run.

Re-parameterization of P(4,5)P2 Martini force field. The predominant form of PIP2 in the plasma membrane is P(4,5)P2 with \( -4 \) charge, which indicates one of the phosphate groups being protonated17. The current PIP2 model in Martini force field (residue name SAPI24) in the CHARMM36 lipid force field18. Since CHARMM SAPI24 has one more double bond than the Martini POP5 model, we modified it to D24 ring. Figure 4C shows the new structure of D24 ring from C3 to C4. PyCGTools was used to check the correct CG to AA mapping49. The new MARTINI P(4,5)P2 model (POP5) is provided in Tables S5 and S6. The comparison of bond length, angle pairs, and radius of gyration of the new P(4,5)P2 model between the CG and AA are listed in Tables S7–S9. The topology file (itp) pdb file, and a modified INSANE script are provided at https://github.com/rennejiang/cg_pip2_topology_files.

CG simulation protocol and reverse mapping scheme. CG simulation in the current study is designed to simply allow faster convergence of membrane topology, while keeping the secondary and tertiary structure of Piezo1 intact. Hence, the protein backbones were kept rigid using positional restraint with a force constant of 1000 kJ mol\(^{-1}\) nm\(^{-2}\), and an elastic network50 with a cutoff of 9 Å and a force constant of 500 kJ mol\(^{-1}\) nm\(^{-2}\). The CG simulation was executed in GROMACS (version 2016.4) simulation package with the standard MARTINI v2.2 simulation setting51. The protein and membrane system were built using a modified enhanced version of the INSANE (INSert membrane) CG building tool. All lipid models and parameters used in this study follow the MARTINI v2.0 lipids, with the addition of the modified Martini P(4,5)P2 model (POP5). The overall workflow of the simulations includes the initial construction of the Piezo1-embedded membrane, energy minimization, isothermal–isochoric (NVT) and isothermal–isobaric (NPT) equilibration runs, and NPT production runs. Briefly, each system was firstly energy minimized (steepest descent, 5000 steps). NVT simulations were carried out for 0.5 ns at 310.15 K with a time step of 10 fs. A timestep of 0.5 fs was used for the following NPT simulations. A cutoff of 1.1 nm was used for calculating both the short-range electrostatic and van der Waals interactions with the Potential-shift-Verlet algorithm applied to smoothly shifting beyond the cutoff. Long-range electrostatic interactions were calculated using the reaction-field algorithm implemented in GROMACS. The neighbor list was updated every 20 steps using a neighbor list cutoff equal to 1.1 nm for van der Waals. The temperature for each group (protein, membrane, ion, and water) was kept constant using the velocity rescale coupling algorithm with 1 ps time constant. For the NPT equilibration step, semi-isotropic pressure coupling was applied using the Berendsen algorithm, with a pressure of 1 bar independently in the cross-section of the membrane and perpendicular to the membrane with the compressibility of 3.0 \( \times \) 10\(^{-4}\) bar\(^{-1}\). The pressure in the newly built system was relaxed in a 30 ns simulation using the Berendsen barostat with a relaxation time constant equal to 5.0 ps. Three-dimensional PBC were used. The production step for each system ran for 12 \( \mu \)s using Parrinello–Rahman barostat with a relaxation time constant of 12.0 ps. At the end of each CG simulation, the protein and lipids were mapped into its atomistic representation using Martini backward mapping scheme. The reverse-mapped atomic structure was solvated with CHARMM TIP3P water and 150 mM KCl using the CHARMM36 force field52.

AA simulation protocol. At the end of 12 \( \mu \)s CG MD simulations, the reverse-mapped AA system was truncated to a system with initial size of 21.6 \( \times \) 22.5 \( \times \) 16.1 nm\(^2\) in xz-dimensions, to reduce the AA system size to ~800,000 atoms. This AA system was then minimized using 5000 steps of steepest descent, and then underwent six stages of equilibration run at 310.15 K using AMBER18 CUDA package, as described in our previous Piezo1 simulation53. After equilibration run on AMBER18, three replicas of systems were run on ANTON2 supercomputer with 2.0 fs timestep. Leonard-Jones interactions were truncated at 11–13 Å and long-range electrostatics were evaluated using the k-Gaussian Split Ewald method54. Pressure regulation was accomplished via the Martyna–Tobias–Klein barostat, to maintain 1 bar of pressure, with a tau (piston time constant) parameter of 0.0416667 ps and reference temperature of 310.15 K. The barostat period was set to the default value of 480 ps per timestep. Temperature control was accomplished via the Nosé–Hoover thermostat that comes with the package, and the parameter was set to four timesteps for the barostat control and one timestep for the temperature control. The thermostat interval was set to the default value of 24 ps per temperature. All three replicas at the end of ~200 ns were cut into a smaller size (~7,100,000 atoms) to take advantage of the high performance on ANTON2 for longer production runs (Table S2). In the absence of disordered structure between beam and clasp in the cryo-EM data, a half flat-bottom harmonic restraint with spring constant of 0.12 kcal mol\(^{-1}\) Å\(^{-2}\) was added between part of the beams (residue 1339–1365) and CTD (residue 2491–2546) to prevent the C-terminal of the beams drifting >30 Å away from the bottom of the pore. The amphiphilic helices (residue 1493–1553) were subjected to RMSD restraints for additional 90 ns at the beginning of AMBER18 simulation to ensure the helical structures remain stable for the rest of microsecond production run.

Gaussian 2D model fitting. To estimate membrane curvature, the Piezo dome was modeled as a bivariate gaussian fitted to the center of mass coordinates of each leaflet’s lipid headgroups (code available https://github.com/wesleysmith/Piezo_Membrane_Gauss_2D_Model). This gaussian distribution was modeled.
using a full covariance matrix formulation taking the form:

\[ g(x, z, h, \mu, C) = C \times 2 + \frac{r^2}{2} \]  

where \( C \) is the covariance matrix for the gaussian function, \( z \) is the plateau height of the gaussian dome model, \( h \) is distance from the plateau to the peak of the dome model, and \( \mu \) is the coordinates of the dome model peak. Since \( C \) is a covariance matrix, it is by definition semi-positive and symmetric. Therefore, for fitting purposes, this model would be recast in terms of the standard deviations \( \sigma_x, \sigma_y \) of the gaussian model along its two principal axes \( p1, p2, \) and angle of orientation \( \theta \) such that

\[ C = \begin{pmatrix} p1 & p2 \\ R \sigma_x p1 & R \sigma_y p2 \end{pmatrix}^{-1} \]  

where \( R \) is the rotation matrix corresponding to a rotation of \( \theta \) radians in the xy plane. This has the added advantage that the two principal curvatures at the peak of the gaussian dome model can be given as \( h \) divided by the square of the standard deviation along the corresponding principal axis. The model was then fitted to the headgroup center of mass data for each frame using the python scipy.optimize library's minimize function, using the default BFGS method.

For the required initial guess, \( z_o \) was set to the upper 95th percentile of height values. The height data was then clipped so that the range of the data to be fitted was between the 5th and 95th percentiles of the original height data. This was done to reduce the impact of potential outliers. The value of \( h \) was then set to be equal to the range of the fitting data. The value of \( \mu \) was set to be equal to the weighted mean position of the headgroup coordinates (where a headgroup coordinate's "height" computed as its z value minus \( z_o \)). The starting values of \( p1, p2, \sigma_x, \sigma_y \) were then generated by treating the heights of the headgroups as effective masses to be used in computing a corresponding inertia tensor matrix. The normalized eigenvectors of this inertia tensor were used as the initial guess for \( \sigma_x \) and \( \sigma_y \). Lastly, the initial value of \( \theta \) was determined as the angle of the rotation matrix, which would transform \( \sigma_x, \sigma_y \) into the inertia tensor. During fitting, the value of \( h \) was forced to be negative to ensure a concave up dome. The result of these fitting were then used to plot curvature of each leaflet for each of the three membrane configurations (Figs. 2d and 3b).

In silico ionic conductance measurements. For each voltage, the current was calculated using two approaches. In the first approach, the ionic currents were computed from the total number of \( K^+ \) of the gaussian conductance plot curvature of each leaflet, \( \mu \) for each of the three membrane configurations (Figs. 2d and 3b).
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