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Abstract—This article studies a high-dimensional inference problem involving the matrix tensor product of random matrices. This problem generalizes a number of contemporary data science problems including the spiked matrix models used in sparse principal component analysis and covariance estimation and the stochastic block model used in network analysis. The main results are single-letter formulas (i.e., analytical expressions that can be approximated numerically) for the mutual information and the minimum mean-squared error (MMSE) in the Bayes optimal setting where the distributions of all random quantities are known. We provide non-asymptotic bounds and show that our formulas describe exactly the leading order terms in the mutual information and MMSE in the high-dimensional regime where the number of rows $n$ and number of columns $d$ scale with $d = O(n^\alpha)$ for some $\alpha < 1/20$. On the technical side, this article introduces some new techniques for the analysis of high-dimensional matrix-valued signals. Specific contributions include a novel extension of the adaptive interpolation method that uses order-preserving positive semidefinite interpolation paths, and a variance inequality between the overlap and the free energy that is based on continuous-time I-MMSE relations.
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I. INTRODUCTION

Inference problems involving the estimation and factorization of large structured matrices play a central role in the data sciences. The last decade has witnessed significant progress on theory and algorithms for a variety of models involving low-rank structure, such as the spiked matrix models used in low-rank covariance estimation[1], [2], sparse principal component analysis (PCA) [3], and clustering [4], [5], as well as related models involving sparse graphical structures, such as the stochastic block model (SBM) for community detection [6], [7].

To understand the fundamental (or information-theoretic) limits of inference a recent line of work [8]–[29] has focused on exact characterizations of the asymptotic mutual information and minimum-mean squared error (MMSE). This body of work focuses on problem settings where the probability distributions of all unknown quantities are known and there are no constraints on computational complexity. The limits are described by single-letter formulas (i.e., analytical expressions that can be approximated numerically) that characterize the leading order terms in the mutual information and MMSE.

The value of exact formulas is that they provide detailed information about the role of different model parameters (e.g., the amount or quality of data). Moreover, they can describe phase transitions that delineate between problem regimes with drastically different behaviors with respect to the quality of inference and computational complexity. The development of this type of theory often follows a two-part sequence where the formulas are first conjectured using heuristic approaches, such as the replica method, and then proven rigorously using very different techniques [30]–[34]. While the emphasis on single-letter formulas is standard in areas such as information theory and statistical physics, it differs from some of the other approaches used in the data sciences, which focus instead on order-optimal bounds or rates of convergence.

In this context, the contribution of this article is a rigorous analysis of the fundamental limits for a broad class of problems related to the matrix tensor product (or Kronecker product) of large random matrices with low-dimensional structure. Specifically we introduce a model that generalizes existing models in the literature and provide single-letter formulas for the mutual information and MMSE. These formulas recover a number of existing results as special cases and also provide new results for settings that could not be analyzed previously.

On the technical side, a further contribution of this article is the development of techniques for the analysis of high-dimensional matrix-valued signals. Our formulas leverage functional properties of entropy under Gaussian convolution, using ideas introduced in analysis of multi-layer networks [19] and, more recently, for matrix factorization problems motivated by community detection [24]–[26]. The proof builds upon the adaptive interpolation method [35], [36], which represents an evolution of earlier interpolation techniques in the statistical physics literature [37], [38]. In this direction, one of the key steps in this article is the introduction of matrix-valued interpolation paths that satisfy a certain order-preserving property that is easier to work with than the regularity conditions used in previous work. Further innovations include a new method for controlling overlap concentration using perturbations parameterized by positive semidefinite matrices, and a variance inequality between overlap and the free energy that is based on continuous-time I-MMSE relationships [39], [40].
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A. The Matrix Tensor Product and Related Models

This article studies a model consisting of the matrix tensor product (or Kronecker product) observed in additive Gaussian noise with an arbitrary coupling matrix. Throughout this article, we use $X$ to denote a real $n \times d$ random signal matrix with known distribution.

**Definition 1:** The matrix tensor product model with coupling matrix $B \in \mathbb{R}^{n_1d_1 \times m}$ is given by

$$Y = (X_1 \otimes X_2)B + W$$

(1)

where $(X_1, X_2) \in \mathbb{R}^{n_1 \times d_1} \times \mathbb{R}^{n_2 \times d_2}$ is a pair of jointly random signal matrices, $(X_1 \otimes X_2)$ denotes the $n_1n_2 \times d_1d_2$ matrix obtained by the Kronecker product, and $W \in \mathbb{R}^{n_1n_2 \times m}$ is a noise matrix that has i.i.d. standard Gaussian entries. Equivalently, the rows of $Y$ are in one-to-one correspondence with the set of $m$-dimensional observations $\{Y_{ij} : 1 \leq i \leq n_1, 1 \leq j \leq n_2\}$ given by

$$Y_{ij} = (X_{1i} \otimes X_{2j})B + W_{ij},$$

(2)

where $X_{1i}$ and $X_{2j}$ denote the $i$-th and $j$-th rows of $X_1$ and $X_2$ and each $W_{ij}$ is an independent $m$-dimensional standard Gaussian vector.

The tensor product model defined above is general in the sense that it allows for any linear combination of the rows of the tensor product. The spiked matrix models used for sparse PCA and covariance estimation can be represented by this model with specific choice of the coupling matrix $B$. To see this correspondence, suppose that $d_1 = d_2 = d$ and let $B$ be the $d^2 \times 1$ vector obtained by stacking the columns of $(s/n)_{d}$ with $n = \max(n_1, n_2)$ and $s > 0$. Then, (1) is equivalent to the asymmetric low-rank matrix estimation model (or spiked Wishart model) given by

$$Y = \sqrt{\frac{s}{n}}X_1X_2^\top + W,$$

(3)

where $s$ parameterizes the signal-to-noise ratio and $W$ is an $n_1 \times n_2$ noise matrix with i.i.d. standard Gaussian entries. The case where $X_2 = X_1 = X$ recovers the symmetric spiked-matrix model (or spiked Wigner model), which is given by

$$Y = \sqrt{\frac{s}{n}}XX^\top + W.$$

(4)

A generalization of the usual spiked matrix model was introduced to study the $k$-community degree-balanced SBM [24], [25]. In the setting of diverging average degree, the community detection problem can be modeled using

$$Y = \frac{1}{\sqrt{n}}XBX^\top + W,$$

(5)

where $B$ is a $d \times d$ coupling matrix ($d = k - 1$) that models the interactions between different communities. The case where $B$ is positive semidefinite models networks with assortative behaviors (i.e., individuals in the same community are more likely to form an edge) and the case where $B$ is negative semidefinite models networks with disassortative behaviors (i.e., individuals in different communities are more likely to form an edge). The ability to model networks with both assortative and disassortative requires a coupling matrix with positive and negative values.

A further generalization of (5) is the multiview spiked matrix model used to study community detection with multiple correlated networks [26]. This model is given by

$$Y_l = \frac{1}{\sqrt{n}}XB_lX^\top + W_l, \quad l = 1, \ldots, L,$$

(6)

where each $B_l$ is associated with a different network. By vectorization, this model is an instance of (1) with $X_1 = X_2 = X$ and $B = \frac{1}{\sqrt{n}}[\text{vec}(B_1), \ldots, \text{vec}(B_L)]$.

The main result of this article is an approximation formula for the mutual information and MMSE associated with the matrix tensor product model. Rather than focusing on (1) directly we consider a symmetric form that is easier to work with.

**Definition 2:** The symmetric matrix tensor product model with $d_1^2 \times d_2^2$ positive semidefinite matrix $S$ is given by

$$Y = \frac{1}{\sqrt{n}}X^\otimes 2S^{1/2} + W,$$

(7)

where $X^\otimes 2 = X \otimes X$ is $n^2 \times d^2$ and $W$ is a noise matrix with i.i.d. standard Gaussian entries.

In fact, there is no loss in generality in restricting our attention to the symmetric case.

**Proposition 1:** The matrix tensor product model (1) and the symmetric form (7) are equivalent in the sense that either one can be used to represent the other.

**Proof:** The mapping from (7) to (1) is obvious. The reverse direction is based on two steps. First, any pair $(X_1, X_2)$ can be embedded into a single $(n_1 + n_2) \times (d_1 + d_2)$ block-diagonal matrix $X$ via the matrix direct product $X_1 \oplus X_2 = \text{diag}(X_1, X_2)$. The tensor product $X \otimes X$ then includes $X_1 \otimes X_2$ as subset of the columns and rows. Second, by orthogonal invariance of the standard Gaussian distribution, the projected observation $YB^\top$ is a sufficient statistic for inference about $X$, and thus there is no loss in generality in considering only positive semidefinite coupling matrices.

B. Overview of Contributions

This article is the first to consider the general setting of the matrix tensor product (1). Some special cases of our general result that could not be addressed previously are the following:

- The spiked Wishart model (3) where there is dependence between the factors $X_1$ and $X_2$.
- The spiked matrix model (5) and the multiview version (6) with arbitrary coupling matrices.
- The stochastic block model with an indefinite coupling matrix $B$ that models both assortative and disassortative behaviors in the same network.

The main results are theoretical guarantees for optimal estimation in the matrix tensor product model. We derive a single-letter approximation formula for the mutual information and provide a rigorous non-asymptotic bound on the approximation error (Theorem 5). Similar in spirit to recent work focusing on spiked matrix models with generative priors [28], this result is stated under general conditions that depend only on the variance of the free energy. Combining this result with a
more common (and more restrictive) independence assumption leads to a bound (Theorem 1) in which the error is proportional to $d^4 n^{-1/5}$, and thus converges to zero whenever $d = \Theta(n^{2/5})$ for some $\alpha < 1/20$. Although it is unlikely that this is the optimal rate of convergence it is, to the best of our knowledge, the strongest rate that has been proven in the literature. Some implications of these results for the MMSE are given in Theorem 2.

Our proof builds upon the method of adaptive interpolation used in previous work on spiked matrix models [27], [29], [35], [36] and shares the same basic outline of 1) specifying an interpolation path via a first-order ordinary differential equation and 2) introducing a perturbation to the problem to guarantee overlap concentration (almost everywhere) and thus cancel a remainder term. The main novelty in our approach is that we are able to perform these steps in a more general setting that allows us to address the matrix tensor product model.

Two new ideas are the following:

- **Order-preserving interpolation path**: The interpolation paths are parameterized by positive semidefinite matrices and satisfy an order-preserving property. This property can be verified thanks to a comparison inequality for differential equations (Lemma 9). As a consequence, matrix-valued perturbations can be introduced directly along the interpolation path.

- **Continuous time variance inequality**: Inspired by pointwise I-MMSE relationships [39], [40] we introduce a continuous time coupling of the noise in the perturbation model. Leveraging the power of Ito calculus, we derive a variance inequality (Theorem 3) that provides a direct link between the variance of the free energy and the variation in the overlap matrix. This approach simplifies certain aspects of the analysis and allows for concentration under weaker assumptions on the scaling of the problem dimension.

We expect that many of the techniques introduced in this article can also be applied to higher-order tensor products.

### C. Related Work

A large body of work has focused on the information-theoretic [13]–[29] and algorithmic [41]–[47] limits of recovery in spiked matrix models. Two special cases are now well understood: the spiked Wigner model (4) with i.i.d. rows and the spiked Wishart model (3) in the setting where $X_1$ and $X_2$ are independent matrices with i.i.d. rows. Using the replica method, Lesieur et al. [4], [9], [34] derived conjectured formulas for the asymptotic mutual information and MMSE. The case of the rank-one ($d = 1$) spiked Wigner model was proven rigorously by Krzakala et al. [15] and Barbier et al. [16]. The case of low-rank matrices ($d \geq 1$) was proven for the spiked Wigner model by Lelarge and Miolane [17] and for the spiked Wishart model by Miolane [18].

The role of the coupling matrix in the symmetric model (5) was investigated by Reeves et al. [24], [25], who provided one-sided bounds on the formulas for the mutual information and MMSE. Subsequent work by Mayya and Reeves [26] extended this approach to the multiview version (6). Concurrent to the work in the present paper, Barbier and Reeves [48] provide an exact characterization for a special case of the multiview model (6) that satisfies an additional convexity property. Specifically it is assumed that $B_1, \ldots, B_L$ are such that

$$\sum_{\ell=1}^L \sum_{j=1}^d \sum_{k=1}^d \left| (B_{\ell,j} \otimes B_{\ell,k}) + (B_{\ell,j} \otimes B_{\ell,k})^\top \right| \geq 0.$$  (8)

This assumption is restrictive in the sense that it precludes the model equivalence in Lemma 1; see Section III-B for more discussion about the role of this assumption.

The approach in this article builds upon the method of adaptive interpolation, which has been applied primarily in the case of rank-one estimation problems [27], [35], [36] and more recently to the setting of low-rank even order tensors [29]. Some different approaches include the cavity method [17], [18], large deviations techniques [20], [28], and the analysis of Hamilton-Jacobi equations [21], [22].

### D. Notation

We use $\mathbb{S}^d$, $\mathbb{S}^d_+$ and $\mathbb{S}^{d+}_+$ to denote the space of $d \times d$ symmetric, positive semidefinite, and positive definite matrices, respectively. For matrices $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{m \times n}$ the trace inner product is given by $\langle A, B \rangle := \text{tr}(A^\top B)$. Unless specified otherwise, $\|A\| = \sigma_{\max}(A)$ denotes is spectral norm and $\|A\|_F = \sqrt{\text{tr}(A^\top A)}$ denotes the Frobenius norm. For $A \in \mathbb{R}^{m \times n}$, we use $\vec{A}$ to denote the $mn \times 1$ vector obtained by stacking the columns in $A$. The Kronecker product (or tensor product) is denoted by $\otimes$ and the Kronecker power is denoted by $A^{\otimes k} = \otimes_{t=1}^k A$.

We use upper case letters such as $X$ and $Y$ to denote random variables and random vectors and upper case bold letters such as $\mathbf{X}$ and $\mathbf{Y}$ to denote random matrices. The probability measure of jointly random variables $(X, Y)$ is denoted by $P_{X,Y}$, the marginals are denoted by $P_X$ and $P_Y$, and the product measure of the marginals is $P_{X} \otimes P_{Y}$. The Gaussian distribution of mean $\mu$ and covariance $\Sigma$ is denoted by $\mathcal{N}(\mu, \Sigma)$ and a random matrix is a called a standard Gaussian matrix if its entries are i.i.d. $\mathcal{N}(0, 1)$ variables.

### II. Statement of Main Results

We assume throughout that $X$ is an $n \times d$ random matrix with finite fourth moments. For a pair of positive semidefinite matrices $(R, S) \in \mathbb{S}^d_+ \times \mathbb{S}^d_+$, observations $Y_{R,S}$ are generated according to the model

$$Y_{R,S} = \begin{cases} \frac{1}{\sqrt{n}} X R^{1/2} + W & \\
\frac{1}{\sqrt{n}} X \otimes Z + W' \end{cases}$$  (9)

where $W$ and $W'$ are independent standard Gaussian matrices. The special case $Y_{R,0}$ is the linear model with matrix-valued input and the special case $Y_{0,S}$ is the matrix tensor product model given in Definition 2. We also allow for the additional observations called “side-information” which are represented by a random variable $Z$ taking values in a set $\mathcal{Z}$. It is assumed throughout that $Y_{R,S}$ and $Z$ are conditionally independent given
X and that the joint distribution of all random variables is known.

Our main results describe the fundamental limits of estimating X from the observations (Y_{R,S}, Z). Specifically, we describe exactly the leading order terms in the mutual information and as well as the MMSE matrix.

A. Mutual Information

The primary object of interest is the normalized mutual information function \( I_n : \mathbb{S}_+^d \times \mathbb{S}_+^d \to \mathbb{R} \) defined by

\[
I_n(R,S) := \frac{1}{n} I(X; Y_{R,S} \mid Z),
\]

where \( I(X; Y_{R,S} \mid Z) \) is the conditional mutual information between X and Y_{R,S} given Z. This function has a number of important properties. It is concave [49] and non-decreasing with respect to the Loewner order [50]. Furthermore, it is infinitely differentiable on the interior of its domain and its gradients are related to the mean-squared error in estimating \( I(R,S) \) associated with an arbitrary pair \((X, Z)\). These relationships are described in more detail in Section II-B.

For the special case of the linear model \((S = 0)\) we use the short-hand notation \( I_n(R) := I_n(R, 0) \). The linear model has been studied extensively in the context of the linear Gaussian channel in information theory. In many cases the leading order terms in mutual information can be described exactly in terms of so-called “single-letter” or “multi-letter” formulas, which are analytic expressions involving low-dimensional integrals. This is particularly true when the rows of X are independent and thus the estimation problem decouples into n independent problems, each of dimension \(d\).

Example 1: Suppose that \( X = (X_1, \ldots, X_n) \) and \( Z = (Z_1, \ldots, Z_n) \) where \((X_i, Z_i)\) are i.i.d. according to a distribution \( P_0 \). Then, the mutual information in the linear model is given by the single-letter formula

\[
I_n(R) := I(X_0; R^{1/2} X_0 + W_0 \mid Z_0),
\]

where \( W_0 \sim N(0, I_d) \) and \((X_0, Z_0) \sim P_0 \) are independent. Under regularity conditions on \( P_0 \), this expression can be approximated numerically with complexity that scales exponentially in \( d \).

In comparison to the linear model, the general setting of nonzero \( S \) is much more challenging. Part of the difficulty is that the tensor product introduces non-trivial dependencies between the rows of the observations. Another issue is that there can exist non-identifiabilities when the distribution of X has certain invariances (e.g., invariance to a change in sign).

The high-level idea behind our approach is that the mutual information associated with an arbitrary pair \((R, S)\) can be related to the linear model evaluated at \( (R + \tilde{R}, 0) \) where \( \tilde{R} \) is a positive semidefinite matrix that depends on \((R, S)\) as well as the distribution of \((X, Z)\). Based on this comparison, the complexity of analyzing the tensor product model is then reduced to the complexity of the linear model. The nature of this comparison is made precise in the following definition.

Definition 3: The “approximation formula” for the normalized mutual information \( I_n(R, S) \) is given by (12), as shown at the bottom of the page, where \( Q := \{Q \in \mathbb{S}_+^d : Q \preceq \mathbb{E}[X_0 X_0^\top]\} \) and \( I_0(R) := I(X_0; R^{1/2} X_0 + W_0 \mid Z_0) \) with \( W_0 \sim N(0, I_d) \).

Theorem 1 shows that the approximation formula describes exactly the leading order terms in the mutual information in the high-dimensional setting where dimensions \( n \) and \( d \) scale with \( d = O(n^\alpha) \) for some \( \alpha < 1/20 \). We remark that the non-asymptotic nature of this bound is significantly different from typical results in the literature, which are usually asymptotic or have constants that depend implicitly on the underlying parameters.

Focusing on the setting where \( d \) is fixed and the rows and side information are identically distributed provides an exact characterization of the limit.

Corollary 1: Suppose that \( X = (X_1, \ldots, X_n) \) and \( Z = (Z_1, \ldots, Z_n) \) where \((X_i, Z_i)\) are i.i.d. according to a distribution \( P_0 \) whose X-marginal has finite fourth moments. Then, \( \hat{I}_n \) converges pointwise to the limit \( \hat{I}_0 \) given by (14), as shown at the bottom of the page, where \( Q = \{Q \in \mathbb{S}_+^d : Q \preceq \mathbb{E}[X_0 X_0^\top]\} \) and \( \hat{I}_0(R) := I(X_0; R^{1/2} X_0 + W_0 \mid Z_0) \) with \( W_0 \sim N(0, I_d) \).
Proof: If the support of $X_0$ is bounded then this follows immediately from Theorem 1. Otherwise, one can first establish the limit for an approximation to $P_0$ under which $X_0$ has bounded support and then use the Lipschitz continuity of the mapping $P_{X,Y} \mapsto I(X; Y_{R,S} | Z)$ with respect to the quadratic Wasserstein distance [55] to show the same limit holds for $P_0$.

Corollary 1 applies generally for an arbitrary pair $(R, S)$ and any source of side information satisfying the independence constraints. Applied to the special case of the low-rank spiked matrix models where $S$ is rank one, $R = 0$ and there is no side information, Corollary 1 recovers the results given in [15]–[18]. Some other special cases of Corollary 1 have also been established in recent work focusing on a multiview observation model where the coupling matrices satisfy a coupling constraint [24], [25], [48].

B. MMSE Matrix

Having established the exact behavior of the leading order terms in the mutual information we now turn our attention to estimation-theoretic quantities. Consider the problem of estimating a matrix-valued random variable $X$ to estimation-theoretic quantities. Let $Z$ be the MMSE:

$$\text{MMSE}(X | Z) := \mathbb{E}\left[\|X - \mathbb{E}[X | Z]\|^2_T\right].$$

(15)

Note the expectation is taken with respect to the joint distribution of $(X, Z)$ and so this is a non-random quantity. Because the Frobenius norm is an entrywise norm, the MMSE does not change if we replace $X$ by its transpose or by the $nd \times 1$ vector $\text{vec}(X)$ obtained by stacking the columns.

This article focuses on the MMSE matrix introduced in [24], [25], [50], which is given by the $d \times d$ positive semidefinite matrix

$$\text{MMSE}(X | Z) := \mathbb{E}\left[(X - \mathbb{E}[X | Z])^\top (X - \mathbb{E}[X | Z])\right].$$

(16)

This matrix provides a multivariate generalization of (15). The diagonal entries correspond to the MMSE of the columns of $X$ and thus $\text{tr}(\text{MMSE}(X | Z))$ is equal to (15). The off-diagonal entries provide information about the correlation between the rows of $X$. Note that the dimensions of the matrix are treated differently. For example, $\text{MMSE}(X^\top | Z)$ is $n \times n$ and $\text{MMSE}(\text{vec}(X)^\top | Z)$ is $nd \times nd$.

The I-MMSE relationship [51] and its multivariate extensions [49], [50], [52]–[54] provide a link between the gradient of the mutual information in a Gaussian linear model and the MMSE. As a consequence of the matrix version of the I-MMSE relation,

$$\nabla_R \mathcal{I}_n(R, S) = \frac{1}{2n} \text{MMSE}(X | Y_{R,S}, Z),$$

(17a)

$$\nabla_S \mathcal{I}_n(R, S) = \frac{1}{2n} \text{MMSE}(X^{\otimes 2} | Y_{R,S}, Z).$$

(17b)

Because $\mathcal{I}_n$ is defined on the space of positive definite matrices, these gradients should be regarded as linear mappings from the space of symmetric matrices to the reals. Also, these gradients are defined on the interior of the domain of $\mathcal{I}_n$, which is the space of positive definite matrices. For matrices that lie on the boundary, the gradient can be defined unambiguously via the limit of a sequence of positive definite matrices $(\{R_k, S_k\}_{k \in \mathbb{N}})$ that converges to $(R, S)$. For example, the MMSE matrix in the matrix tensor product model defined in Definition 2 is given by the formula:

$$\frac{1}{n^2} \text{MMSE}(X^{\otimes 2} | Y_{0,S}, Z) = 2 \nabla_R \mathcal{I}_n(0, S) + 2 \nabla_S \mathcal{I}_n(\epsilon I, R).$$

(18)

In view of the I-MMSE relations in (17), the basic idea of our approach is to approximate the MMSE matrix using the gradient of the approximation formula $\hat{I}_n$ given in (12). There are however some technical details that need to be addressed. For one, the approximation formula is not continuously differentiable. A generalization of the derivative, called the superdifferential, is given by the set-valued mappings $\partial_R \hat{I}_n(R, S)$ and $\partial_S \hat{I}_n(R, S)$ defined in (19), as shown at the bottom of the page. These are closed convex sets that are single-valued at every point where $\hat{I}_n$ is differentiable. The fact that the superdifferentials are defined with respect to the space of positive semidefinite matrices, as opposed to the set of symmetric matrices, is justified by the fact that $\hat{I}_n$ is non-decreasing with respect to the Loewner order.

With these definitions in hand, we can now provide non-asymptotic bounds on the MMSE matrix.

Proposition 2: Consider any pair $(R, S) \in \mathbb{S}_d^+ \times \mathbb{S}_d^2$. For all $\tilde{R} \in \mathbb{S}_d^+$ such that $R + \tilde{R} \geq 0$,

$$\frac{1}{n} \langle \tilde{R}, \text{MMSE}(X | Y_{R,S}, Z) \rangle \geq \max_{U \in \mathbb{S}_d^+} \langle \tilde{R} - U, \hat{I}_n \rangle - \delta_n,$$

where $\delta_n = 2 \sum_{\xi \in \{0,1\}} |\mathcal{I}_n(R + \xi \tilde{R}, S) - \hat{I}_n(R + \xi \tilde{R}, S)|$.

Furthermore, for all $\tilde{S} \in \mathbb{S}_d^2$ such that $S + \tilde{S} \succeq 0$,

$$\frac{1}{n} \langle \tilde{S}, \text{MMSE}(X^{\otimes 2} | Y_{R,S}, Z) \rangle \geq \min_{V \in \mathbb{S}_d^2} \langle \tilde{S}, V \rangle - \delta_n',$$

where $\delta_n' = 2 \sum_{\xi \in \{0,1\}} |\mathcal{I}_n(R, S + \xi \tilde{S}) - \hat{I}_n(R, S + \xi \tilde{S})|$.

Proof: By concavity of $\mathcal{I}_n$ and the I-MMSE relations in (17a),

$$\langle \tilde{R}, \text{MMSE}(X | Y_{R,S}) \rangle \leq 2n \mathcal{I}_n(R + \tilde{R}, S) - 2n \mathcal{I}_n(R, S) \leq \langle \tilde{R}, \text{MMSE}(X | Y_{R,S}) \rangle.$$

Similarly, by concavity of $\hat{I}_n$ it follows that for all $U \in 2\partial_R \hat{I}_n(R, S)$ and $\tilde{U} \in 2\partial_R \hat{I}_n(R + \tilde{R}, S)$,

$$\langle \tilde{R}, U \rangle \leq 2\hat{I}_n(R + \tilde{R}, S) - 2\hat{I}_n(R, S) \leq \langle \tilde{R}, U \rangle.$$



$$\partial_R \hat{I}_n(R, S) = \left\{ \frac{1}{2} U \in \mathbb{S}_d^+ : \hat{I}_n(R, S) - \hat{I}_n(R, S) \leq \frac{1}{2} \langle \tilde{R} - R, U \rangle, \text{ for all } \tilde{R} \in \mathbb{S}_d^+ \right\}$$

(19a)

$$\partial_S \hat{I}_n(R, S) = \left\{ \frac{1}{2} V \in \mathbb{S}_d^2 : \hat{I}_n(R, S) - \hat{I}_n(R, S) \leq \frac{1}{2} \langle \tilde{S} - S, V \rangle, \text{ for all } \tilde{S} \in \mathbb{S}_d^2 \right\}$$

(19b)
Comparing the above displays leads to \( (\hat{R}, \text{MMSE}(X \mid Y_R, S)) \geq (\hat{U}, \delta_n) \) and \( (\hat{R}, \text{MMSE}(X \mid Y_{R+S}, S)) \leq (\hat{U}, \delta_0) \). Optimizing over \( U \) and \( \hat{U} \) establishes part (i). The proof of part (ii) follows similarly. 

Proposition 2 shows that the MMSE matrix can be bounded from above and below by the supergradients of the approximation formula. Note that the non-asymptotic bounds on the difference \( |\tilde{\Delta}_n - \hat{\Delta}_n| \) given in Theorem 1 provide conditions under which the terms \( \delta_n, \delta_n' \) are small.

To provide a more explicit characterization of the MMSE matrix it is useful to consider the limiting behavior associated with the large-\( n \) limit. A basic result in convex analysis, which is known as Griffiths’ lemma in the statistical physics literature, says that if a sequence of differentiable convex functions \( f_n \) converges pointwise to limit \( f \), then the limit is convex, and hence differentiable almost everywhere, and the gradients \( \nabla f_n \) converge to \( \nabla f \) at all points where \( f \) is differentiable. A multivariate version of this result is provided in Lemma 10 in the Appendix. For the MMSE matrix, this means that pointwise convergence of the normalized mutual information implies convergence of the normalized MMSE matrix almost everywhere.

Before we state our next result, there is an additional technical detail that needs to be addressed, which is that the superdifferentials of \( \hat{\Delta}_n \) may be multivalued on the boundary. We define \( \mathcal{P}_R : \mathbb{S}^d_+ \to \mathbb{S}^d_+ \) to be the projection operator in Frobenius norm generated by the trace inner product onto the cone of positive definite matrices given by \( [\hat{R} \in \mathbb{S}^d_+ : \hat{R} \preceq t \mathcal{R}, t \geq 0] \). This projection is the identity operator whenever \( \mathcal{R} \) is full rank. A simple upper bound on the MMSE matrix provided by the mean-squared error of the maximum likelihood estimator reveals that

\[
\mathcal{P}_R(\text{MMSE}(X \mid Y_{R,S}, Z)) \leq R^+ \\
\mathcal{P}_S(\text{MMSE}(X^{\otimes 2} \mid Y_{R,S}, Z)) \leq S^+, 
\]

where \( (\cdot)^+ \) denotes the Moore–Penrose inverse of a matrix \( M \) and \( \mathcal{P}_S : \mathbb{S}^d_+ \to \mathbb{S}^d_+ \) is defined analogously to \( \mathcal{P}_R \). The next result shows that the existence of a limit for \( \hat{\Delta}_n \) leads to tight bounds on the projected MMSE matrix at all points where the projection of the superdifferential of \( \hat{\Delta}_n \) is single-valued.

**Proposition 3:** Let \( \hat{\Delta}_n \) be the mutual information function associated with a sequence of problems where the number of columns \( d \) is fixed as the number of rows \( n \) increases. If \( \hat{\Delta}_n \) converges pointwise to a limit \( \hat{\Delta} \), then \( \hat{\Delta} \) is concave and thus differentiable almost everywhere. Furthermore:

(i) For all \( R, \hat{R} \in \mathbb{S}^d_+ \) and \( S, \hat{S} \in \mathbb{S}^d_+ \),

\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}[(\hat{R}, \text{MMSE}(X \mid Y_{R,S}, Z))] \geq \min_{U \in \mathcal{P}_R(\mathcal{R}(R,S), S)} [\hat{R}, U].
\]

\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}[\hat{S}, \text{MMSE}(X^{\otimes 2} \mid Y_{R,S}, Z)] \geq \min_{V \in \mathcal{P}_S(\mathcal{R}(R,S), S)} [\hat{S}, V].
\]

(ii) For all \( R, \hat{R} \in \mathbb{S}^d_+ \) and \( S, \hat{S} \in \mathbb{S}^d_+ \) such that \( \hat{R} \leq \epsilon R \) and \( \hat{S} \leq \epsilon S \) for some \( \epsilon > 0 \),

\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}[\hat{R}, \text{MMSE}(X \mid Y_{R,S}, Z)] \leq \max_{U \in \mathcal{P}_R(\mathcal{R}(R,S), S)} [\hat{R}, U].
\]

\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}[\hat{S}, \text{MMSE}(X^{\otimes 2} \mid Y_{R,S}, Z)] \leq \max_{V \in \mathcal{P}_S(\mathcal{R}(R,S), S)} [\hat{S}, V].
\]

(iii) If \( \mathcal{P}_R(\delta_{R}(R,S)) = \{\frac{1}{2} U\} \) is single-valued then

\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}[\hat{R}, \text{MMSE}(X \mid Y_{R,S}, Z)] = U.
\]

(iv) If \( \mathcal{P}_S(\delta_{S}(R,S)) = \{\frac{1}{2} V\} \) is single-valued then

\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}[\hat{S}, \text{MMSE}(X^{\otimes 2} \mid Y_{R,S}, Z)] = V.
\]

**Proof:** Parts (i) and (ii) follow from Lemma 10 by noting that \( -\tilde{\Delta}_n \) and \( -\hat{\Delta}_n \) are convex. Parts (ii) and (iv) follow straightforwardly from parts (i) and (ii).

Combining Corollary 1 with Proposition 3 leads to the following result.

**Theorem 2:** Consider the assumptions of Corollary 1. If for a given pair \( (R, S) \) the minimum in (14) is attained at a unique point \( Q^* \in Q \), then the MMSE matrix satisfies

\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}[\text{MMSE}(X \mid Y_{R,S}, Z)] = \mathbb{E}[R_M(1)] \\
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}[\text{MMSE}(X^{\otimes 2} \mid Y_{R,S}, Z)] = \mathbb{E}[S_M(2)],
\]

where

\[
M_1 = \mathbb{E}[X_0 X_0^\top] - Q^*, \quad M_2 = \mathbb{E}[X_0 X_0^\top]^{\otimes 2} - (Q^*)^{\otimes 2}.
\]

Let us comment briefly on the restriction to the projection of the MMSE. First, note that if \( R \) or \( S \) are positive definite, then there is no restriction and Theorem 2 establishes the exact limit of the MMSE matrix. However, settings where \( R \) and \( S \) are degenerate are also important to consider because they correspond to previously studied problem settings such as the spiked Wishart and spiked Wishart models. The following examples shed some light on what can and cannot be said in these settings.

**Example 2 (Sign Invariance):** Suppose that there is no side information and the distribution of \( X \) is invariant to a sign change, that is \( X \) is equal to \( -X \) in distribution. If \( \mathcal{R} = 0 \), the conditional distribution of \( Y \) given \( Y_{0,S} \) is also invariant to a change in sign. Consequently, the zero almost surely and \( \text{MMSE}(X \mid Y_{0,S}) = \mathbb{E}[X^\top X] \) for all \( S \). In other words, the MMSE is constant and does not decrease with an increase in the signal strength. This surprising behavior shows that the MMSE evaluated at a single point does not necessarily provide the whole story.

In the context of our problem formulation, the linear model parameterized by \( R \) provides a way to address the non-identifiability issue. Specifically, an arbitrarily small but nonzero value of \( R \) is sufficient to resolve the sign ambiguity with high probability such that the MMSE convergences to zero as \( \lambda \) diverges. This discrepancy between \( R = 0 \) and the small \( R \) limit shows that the technical details involving the upper bounds on the MMSE matrix in part (ii) of Proposition 3 are fundamental to the problem and are not an artifact of our proof technique.

**Example 3 (Spiked Wigner Model):** The spiked Wigner model is a special case of (9) where \( R \) is zero and \( S \) is given by the rank-one matrix \( \text{vec}(l_d) \otimes \text{vec}(l_d) \) for some \( s > 0 \). In
this case, the projection of the MMSE matrix onto the cone generated by $S$ satisfies
\[
\text{tr} \left( P_S \left( \text{MMSE} \left( X_0 \mid Y_{0,S} \right) \right) \right) = \mathbb{E} \left[ \left\| X^\top X - \mathbb{E} \left[ X^\top X \mid Y_{0,S} \right] \right\|_F^2 \right].
\] (21)

This is the same performance metric that appears in previous work focusing on the spiked Wigner model [4], [9], [14]–[17], [34].

C. Overlap Concentration

The mutual information and MMSE terms studied in the previous sections provide measures of the average difference between the distribution of a random matrix and the conditional distribution given observations. In this section, we focus on measures that provide further information about the variability in the conditional distribution itself. The results in this section are not specific to the matrix tensor product model and can be applied generally to any inference problem with matrix-structured variables. To lighten the notation, we use $Z$ to denote a generic set of observations, which may or may not include the observations from the joint model (9).

The overlap matrix $O$ associated with observations $Z$ is the $d \times d$ random matrix defined by
\[
O := (X')^\top X',
\] (22)
where $X'$ and $X''$ are conditionally independent draws from the conditional distribution of $X$ given $Z$. Note that the conditional expectation of the overlap matrix is a $d \times d$ positive semidefinite matrix given by $\mathbb{E}[O \mid Z] = \mathbb{E}[X \mid Z]^\top \mathbb{E}[X \mid Z]$. Accordingly, there is a one-to-one correspondence between the expectation of the overlap matrix and the MMSE matrix given by
\[
\mathbb{E}[O] + \text{MMSE}(X \mid Z) = \mathbb{E} \left[ X^\top X \right].
\] (23)

A fundamental question of interest is whether the overlap matrix concentrates about its expectation. When such concentration occurs, it means that the rows of the matrix are weakly correlated with high probability and also, that the magnitude of the squared error does not fluctuate significantly with the randomness in the observations.

The main results in this section provide bounds on the variation in the overlap matrix. These bounds depend on the variation in a related random quantity, which is often called the “free energy” in the statistical physics literature. Specifically, consider the random variable $F$ given by
\[
F := \log \frac{dP}{dQ}(Y), \quad Y \sim P,
\] (24)
where $P$ and $Q$ are probability measures defined on the same space such that $P$ is absolutely continuous with respect to $Q$. The mean and variance of $F$ correspond to the relative entropy and the relative entropy variance, respectively, which are given by
\[
D(P \parallel Q) := \mathbb{E}_P \left[ \log \frac{dP}{dQ} \right],
\] (25)
\[
V(P \parallel Q) := \mathbb{E}_P \left[ \left( \log \frac{dP}{dQ} - D(P \parallel Q) \right)^2 \right].
\] (26)

The first main result in this section establishes an inequality between the squared deviation of the conditional expectation of the overlap matrix and the variance of the free energy. The link between these quantities is provided by the linear Gaussian model
\[
Y_R = XR^{1/2} + W,
\] (27)
where $R \in \mathbb{S}^d_+$ and $W$ is a standard Gaussian matrix that is independent of $(X, Z)$. Note that this is equivalent to the special case $(R, 0)$ of the joint model in (9). For $R \in \mathbb{S}^d_+$, we use $O_R$ to denote the overlap matrix associated with the augmented observations $(Y_R, Z)$.

Furthermore, let $B_1, \ldots, B_d$ be the collection of $d \times d$ positive semidefinite matrices defined by
\[
B_{\pi(a,b)} := \begin{cases} 
    e_a e_b^\top, & a = b \\
    \frac{1}{2} (e_a + e_b)(e_a + e_b)^\top, & a < b \\
    \frac{1}{2} (e_a - e_b)(e_a - e_b)^\top, & a > b
\end{cases}
\] (28)
for $a, b = 1, \ldots, d$, where $\pi(a, b) = a+(d-1)b$ and $e_a$ denotes the $a$-th standard basis vector in $d$-dimensions. Note that each $B_k$ has rank one and unit norm.

The following result is proved in Section VI, based on pointwise I-MMSE relations [39], [40] associated with a continuous-time version of the Gaussian model.

Theorem 3 (Variance Inequality): Let $O$ be the overlap matrix associated with observations $Z$ and, for each $R \in \mathbb{S}^d_+$, let $O_R$ be the overlap matrix associated with the observation pair $(Y_R, Z)$. For all $\delta > 0$,
\[
\mathbb{E} \left[ \left\| \mathbb{E}[O \mid Z] - \mathbb{E}[O] \right\|_F^2 \right] 
\leq 2 \sum_{k=1}^d \langle B_k, \mathbb{E}[O] \rangle \langle B_k, O_{\delta B_k} - \mathbb{E}[O] \rangle 
+ \frac{4}{\delta^2} \sum_{k=1}^d V \left( P_{Y_{\delta B_k} Z \parallel P_W \otimes P_Z} \right).
\] (29)

where $B_1, \ldots, B_d$ are defined as in (28).

By (23) and the data processing inequality for the MMSE matrix (see Proposition (4) ahead), the mapping $R \mapsto \mathbb{E}[O_R]$ is order-preserving and so the second term in (29) is non-negative and non-decreasing in $\delta$.

The next result provides an upper bound on the squared deviation averaged over a matrix-valued perturbation. For $\beta > 0$, let $\mu_{\beta}$ be the probability measure of the $d \times d$ positive semidefinite random matrix
\[
\frac{\beta}{2} U_0 I_d + \frac{\beta}{2d} \sum_{k=1}^d U_k B_k,
\] (30)
where \( B_1, \ldots, B_d \) are defined as in (28) and \( U_0, \ldots, U_d \) are i.i.d. according to the uniform distribution on \([0, 1]\). Note that \( \sum_{k=0}^{d} = d \), and thus \( \mu_{\beta} \) is supported on the bounded set \( \{ \epsilon \in S_+^d : \epsilon \leq \beta Y_d \} \).

The following result is proved in Section VII.

**Theorem 4:** Assume that \( (\mathbb{E}[\|X\|^4])^{1/4} \leq \sqrt{n} \rho \) and, for each \( R \in S_+^d \), let \( \Theta_{R} \) be the overlap matrix associated with the observation pair \((Y_{R}, Z)\). Further, suppose that \( \psi : S_+^d \rightarrow S_+^d \) is a function that is order-preserving with respect to the Loewner order, i.e., \( \epsilon_1 \leq \epsilon_2 \implies \psi(\epsilon_1) \leq \psi(\epsilon_2) \), and bounded according to \( \|\psi(\epsilon)\| \leq \gamma \) for all \( \epsilon \in S_+^d \). Then, for all \( \beta, \delta > 0 \),

\[
\begin{align*}
\frac{1}{n^2} \int \mathbb{E}\left[\|O_{\epsilon+\psi(\epsilon)} - \mathbb{E}[O_{\epsilon+\psi(\epsilon)}]\|_F^2\right] \mu_\beta(\epsilon) \\
\leq 2 \frac{2d^3 \rho^6 + 4d^2 \rho^4}{\beta n} + \frac{4d^2}{\delta^2 n^2} V,
\end{align*}
\]

(31)

where

\[
V := \max_{\epsilon, \tilde{\epsilon} \in S_+^d : \epsilon, \tilde{\epsilon} \leq \gamma, \|\epsilon - \tilde{\epsilon}\| \leq \delta} V\left(P_{\tilde{Y}_{\epsilon}, Y, \epsilon} \| P_{\tilde{W}, Y, \epsilon} \right).
\]

(32)

In this expression, \( \tilde{Y}_{\epsilon} := X_{\epsilon}^{1/2} + \tilde{W} \) is an additional observation where \( \tilde{W} \) is a standard Gaussian matrix that is independent of everything else.

To appreciate the significance of Theorem 4, it is useful to first consider the case where \( \psi \) is identically zero such that the left-hand side is simply the \( \mu_{\beta} \)-averaged squared deviation of the overlap. If the upper bound on the relative entropy variance \( V \) scales at a rate slower than \( n^2 \) for some fixed pair \((\beta_0, \delta_0)\), then there exists a sequence \((\beta_n, \delta_n)\) decreasing to zero such that the right-hand side of (31) converges to zero in the large-

A further contribution of Theorem 4 is that the perturbation argument still holds under the change of measure given by \( \epsilon \mapsto \epsilon + \psi(\epsilon) \), provided that \( \psi \) is order-preserving. This property is crucial for the adaptive interpolation used in Section V, where the specification of the interpolation path depends on the perturbation.

Theorem 4 is related to recent work by Barbier [56], who also uses perturbation arguments to establish overlap concentration in terms of the variance of the free energy. While there are a number of similarities in the approaches there are also some important differences. First, the results in [56] are based on a componentwise decomposition of the overlap matrix which differs with the frame-based approach in this article. As a consequence, it is unclear whether the resulting bounds in [56] still hold for an arbitrary order-preserving transformation \( \psi \). Second, our use of the variance inequality lead to better convergence rates with respect to the dimensions \( n \) and \( d \).

**D. General Bound Based on Relative Entropy Variance**

The bounds on the difference between the mutual information and the approximation formula given in Section II-A require an independence assumption on the rows of \( X \) and the side information. In this section, we provide a more general result that depends only on relative entropy variance.

For \( R, \epsilon \in S_+^d \) and \( S \in S_+^d \) define the normalized relative entropy variance

\[
V_n(\epsilon | R, S) := \frac{1}{n} \mathbb{V}_{R, S, Z}(P_{Y_{\epsilon}, Y_{R, S, Z}} \| P_{\tilde{W}, Y_{R, S, Z}}),
\]

(33)

where \( \tilde{Y}_{\epsilon} := X_{\epsilon}^{1/2} + \tilde{W} \) is an additional observation and \( \tilde{W} \) is a standard Gaussian matrix that is independent of everything else. In words, this is the relative entropy variance between the conditional distribution of a new observation \( \tilde{Y}_{\epsilon} \) given \((Y_{R, S}, Z)\) and the standard Gaussian measure on \( \mathbb{R}^{n \times d} \), i.e.,

\[
V_n(\epsilon | R, S) = \frac{1}{n} \mathbb{V}_{R, S, Z}(P_{Y_{\epsilon}, Y_{R, S, Z}} \| P_{\tilde{W}}).
\]

(34)

The following result provides a non-asymptotic bound on the difference between the normalized mutual information \( I_n(R,S) \) function defined by (10) and the approximation formula \( \tilde{I}_n(R,S) \) defined by (12). The proof is given in Section IV-B.

**Theorem 5:** Assume that \( (\mathbb{E}[\|X\|^4])^{1/4} \leq \sqrt{n} \rho \). For a pair \((R, S) \in S_+^d \times S_+^d \) and \( \beta, \delta > 0 \), define

\[
\overline{V}_n := \max_{\epsilon, \tilde{\epsilon} \in S_+^d : \epsilon, \tilde{\epsilon} \leq \gamma, \|\epsilon - \tilde{\epsilon}\| \leq \delta} V_n(\epsilon | R + \tilde{R}, \tilde{S}),
\]

(35)

where the maximum is over positive semidefinite matrices \( \epsilon, \tilde{R}, \tilde{S} \) subject to the constraints

\[
\|\epsilon\| \leq \delta, \quad \|\tilde{R}\| \leq \beta + 2d \rho^2 \|S\|, \quad \|\tilde{S}\| \leq \|S\|.
\]

(36)

Then, the error in the approximation formula satisfies

\[
|I_n(R, S) - \tilde{I}_n(R, S)| \leq \frac{\beta d \rho^2}{2} + \|S\| \left[ \frac{2d^3 \rho^6}{\beta n} + \frac{4d^2 \rho^4}{\delta^2 n^2} \overline{V}_n \right].
\]

(37)

Similar to the bound on the overlap concentration given in Theorem 4, one of the main takeaways from Theorem 5 is that convergence of the upper bound on the entropy variance \( \overline{V}_n \) is sufficient to ensure that the difference \( |I_n(R, S) - \tilde{I}_n(R, S)| \) converges to zero. Specifically, note that \( \overline{V}_n \) is nondecreasing as a function of \((\beta, \delta)\). Thus, if \( \overline{V}_n \) converges to zero for some fixed pair \((\beta_0, \delta_0)\), then there exists a sequence \((\beta_n, \delta_n)\) decreasing to zero such that the right-hand side of (37) converges to zero.

One setting where convergence of \( \overline{V}_n \) can be established directly is the setting considered in Theorem 1. Establishing the convergence of \( \overline{V}_n \) under more general conditions is an interesting direction for future work.

**III. PROPERTIES AND EXAMPLES**

This section studies properties of the mutual information function and the approximation formula given in Definition 3 and also provides some examples of how this formula can be applied to the asymmetric and multiview models.
A. Properties of Mutual Information and MMSE

The mutual information and MMSE associated with the joint observation model (9) have a number of functional properties that play a prominent role in our analysis. The observations associated with a pair \((R, S)\) can be split into two separate observations given by \((Y_R, Y_{0,S})\), where we use the convention that \(Y_R = Y_{R,0}\). The chain rule for mutual information then yields

\[
I(X; Y_{R,S} | Z) = I(X; Y_R | Z) + I(X; Y_{0,S} | Y_R, Z).
\] (38)

The first term does not depend on \(S\) and in the second term, the observations \(Y_R\) appear only in the conditioning argument and can be viewed as additional side information. Because our basic formulation does not place constraints on the side information, this means the case of general \((R, S)\) can be reduced to the case \((0, S)\) with augmented side information. Note that in the setting of Theorem 1, the additional observations \(Y_R\) satisfy the independence assumption required on the side information and so there is no loss of generality in this reduction.

Next, the data processing inequality for mutual information says that if variables \((X, Y, Z)\) form a Markov chain, that is \(Z\) and \(X\) are conditionally independent given \(Y\), then \(I(X; Y) \geq I(X; Z)\). An estimation-theoretic version of the data processing inequality [57, Proposition 5] applies to the MMSE: if \(X\) is a random vector and \((X, Y, Z)\) form a Markov chain then \(\text{mmse}(X | Y) \leq \text{mmse}(X | Z)\). When the mutual information and MMSE are viewed as functions of the matrices \((R, S)\) in the joint model (9), the data processing inequality implies an order preserving property.

**Proposition 4 (Data Processing Inequality):** The mapping \((R, S) \mapsto I(X; Y_{R,S} | Z)\) is order-preserving with respect to the Loewner order and the mapping \((R, S) \mapsto \text{MMSE}(X | Y_{R,S}, Z)\) is order-reversing in the Loewner order, i.e., if \(R_1 \preceq R_2\) and \(S_1 \succeq S_2\) then

\[
I(X; Y_{R_1,S_1}, Z) \leq I(X; Y_{R_2,S_2}, Z) \quad \text{(39a)}
\]

\[
\text{MMSE}(X | Y_{R_1,S_1}, Z) \succeq \text{MMSE}(X | Y_{R_2,S_2}, Z) \quad \text{(39b)}
\]

B. Alternative Characterizations

It is convenient to consider a different characterization of the approximation formula where the mutual information is replaced by a relative entropy term. Specifically, let \(D_n : \mathbb{S}_+^d \times \mathbb{R}^d \to \mathbb{R}\) be defined as

\[
D_n(R, S) := \frac{1}{n} D(P_{Y_{R,S},Z} \| P_{W_W \otimes P_Z}).
\] (40)

This function is related to the mutual information via the identity

\[
I_n(R, S) + D_n(R, S) = \frac{1}{2} \langle R, \mathbb{E} \left[ \frac{1}{n} X^\top X \right] \rangle + \frac{1}{2} \langle S, \mathbb{E} \left[ (\frac{1}{n} X^\top X)^{\otimes 2} \right] \rangle.
\] (41)

which follows from recognizing the right-hand side as \(\frac{1}{n} D(P_{X,Y_{R,S},Z} \| P_{X,W_W,Z})\) and then applying the chain rule for relative entropy. In view of (41), the relative entropy approximation formula \(\hat{D}_n : \mathbb{S}_+^d \times \mathbb{S}_+^d \to \mathbb{R}\) is defined according to

\[
\hat{D}_n(R, S) := \max_{Q \in \mathbb{S}_+^d} \inf_{R \in \mathbb{S}_+^d} \left\{ D_n(R + \tilde{R}) + \frac{1}{2} \left\langle S, (Q^{\otimes 2} - \frac{1}{2} \langle \tilde{R}, Q \rangle) \right\rangle \right\},
\] (42)

where \(Q := \{ Q \in \mathbb{S}_+^d : Q \preceq \mathbb{E} \left[ \frac{1}{n} X^\top X \right] \} \) and \(D_n(R) := D_n(R, 0)\). Note that \(I_n - I_n = \hat{D}_n - D_n\) and so the error of the approximation formula in the relative entropy formulation is the same as in the mutual information formulation.

The next result provides a characterization of the bilinear form \((Q_1, Q_2) \mapsto (S, Q_1 \otimes Q_2)\) that is used to provide alternative representations of the approximation formula.

**Lemma 1:** For each \(S \in \mathbb{S}_+^d\) there exist unique linear operators \(T, T^* : \mathbb{S}_+^d \to \mathbb{S}_+^d\) such that

\[
\langle S, M_1 \otimes M_2 \rangle = \langle T(M_1), M_2 \rangle = \langle M_1, T^*(M_2) \rangle
\]

for all \(M_1, M_2 \in \mathbb{R}^d \times d\). For any decomposition of the form

\[
S = \sum_{k=1}^m \lambda_k \text{vec}(V_k) \text{vec}(V_k)^\top,
\] (43)

with \(\lambda_1, \ldots, \lambda_m \in \mathbb{R}\) and \(V_1, \ldots, V_m \in \mathbb{R}^{d \times d}\), these operators can be expressed as

\[
T(M) = \sum_{k=1}^m \lambda_k V_k M V_k^\top, \quad T^*(M) = \sum_{k=1}^m \lambda_k V_k^\top M V_k.
\]

Furthermore, \(\| T(M) \|, \| T^*(M) \| \leq \| S \| \| M \|_*\) for all \(M \in \mathbb{R}^{d \times d}\), where \(\| \cdot \|_*\) denotes the nuclear norm, and if \(S \succeq 0\) then both \(T\) and \(T^*\) are order-preserving with respect to the Loewner order.

**Proof:** We prove these results for \(T\); the corresponding proof for \(T^*\) follows analogously. For any decomposition of the form given in (43),

\[
\langle S, M_1 \otimes M_2 \rangle = \sum_{k=1}^m \lambda_k \langle \text{vec}(V_k), (M_1 \otimes M_2) \text{vec}(V_k) \rangle = \sum_{k=1}^m \lambda_k \langle V_k, M_2 M_1 V_k^\top \rangle = \sum_{k=1}^m \lambda_k \langle V_k M_1 V_k^\top, M_2 \rangle,
\]

where the second step follows from the basic property \(\text{vec}(AXB) = (B^\top \otimes A) \text{vec}(X)\).

To establish the bound on the spectral norm of \(T(M)\), observe that for any unit vector \(u \in \mathbb{R}^d\),

\[
u^\top T(M) u = \left\langle T(M), uu^\top \right\rangle = \left\langle S, M \otimes uu^\top \right\rangle \leq \|S\| \| M \otimes uu^\top \|_* = \|S\| \| M \|_*,
\]

where we have used the matrix Hölder inequality and the fact that the nonzero singular values of \(M \otimes uu^\top\) are the same as the nonzero singular values of \(M\).

Finally, by linearity, the order preserving property is equivalent to \(\langle T(M), uu^\top \rangle \preceq \langle S, uu^\top \rangle\) for all \(u \in \mathbb{R}^d\). If \(S \succeq 0\) then the eigenvalue decomposition has the form given in (43) with \(\lambda_k \geq 0\). Hence,
The next result shows that the approximation formula can be expressed as a max-min problem defined on a compact set. This formulation is useful for numerical approximation.

**Proposition 5**: The approximation formula $\hat{D}_n(R, S)$ given in (42) satisfies

$$\hat{D}_n(R, S) = \max_{Q \in \mathbb{Q}} \min_{\theta \in \hat{Q}} \left\{ D_n(\hat{R}) - \frac{1}{2}(\hat{R} - \mathcal{T}(Q), Q) \right\},$$

where the linear operators $\mathcal{T}, \mathcal{T}^* : \mathbb{S}_d^+ \to \mathbb{S}_d^+$ are defined as a function of $\hat{S}$ according to Lemma 1.

**Proof**: By the reduction in (38) we may assume without loss of generality that $R = 0$. For $Q \in \mathbb{Q}$ define the compact set $\hat{Q} = \{\mathcal{T}(Q) + \mathcal{T}^*(\hat{Q}) : \hat{Q} \in \mathbb{Q}\}$. Since $Q \subset \mathbb{S}_d^+$, we have the upper bound:

$$\hat{D}_n(R, S) \leq \max_{Q \in \mathbb{Q}} \min_{\theta \in \hat{Q}} \left\{ D_n(\hat{R}) - \frac{1}{2}(\hat{R} - \mathcal{T}(Q), Q) \right\}.$$

Next, for every $\hat{R} \in \mathbb{S}_d^+$ we have the basic inequality

$$\langle \mathcal{T}(Q), Q \rangle \geq \min_{\theta \in \hat{Q}} \left\{ \langle \hat{R} + \mathcal{T}^*(\hat{Q}), Q \rangle - \langle \hat{R}, \hat{Q} \rangle \right\}.$$

Plugging this inequality into (44) shows that $\hat{D}_n(R, S)$ is bounded from below by

$$\min_{Q \in \mathbb{S}_d^+} \min_{\theta \in \hat{Q}} \left\{ \frac{1}{2}(\hat{R} + \mathcal{T}^*(\hat{Q}), Q) - \frac{1}{2}(\hat{R}, \hat{Q}) - D_n^*(Q) \right\}. \tag{45}$$

The expression inside the brackets is upper semicontinuous and concave in $Q$, and linear in $\hat{Q}$. By the compactness of $\mathbb{Q}$, we can apply the minimax theorem (e.g., [58, Corollary 37.3.1]) to swap the order of the maximum and the minimum over these terms, and this leads to the lower bound

$$\min_{Q \in \mathbb{S}_d^+} \min_{\theta \in \hat{Q}} \left\{ \frac{1}{2}(\hat{R} + \mathcal{T}^*(\hat{Q}), Q) - \frac{1}{2}(\hat{R}, \hat{Q}) - D_n^*(Q) \right\}.$$

The function $g$ is convex if and only if its Hessian is positive semidefinite, and this leads to the condition given in (46).
for all $R \in \mathbb{S}^d_+$. Taking the maximum of this lower bound with respect to $Q \in \mathcal{Q}$ gives the matching lower bound.

C. Examples

Example 4 (Multiview Model): The multiview spiked matrix model (6) can be represented using the symmetric matrix tensor product model in Definition 2 using $S = \sum_{l=1}^L \text{vec}(B_l) \text{vec}(B_l)^	op$. In this case, the linear operators described in Lemma 1 are given by

$$\mathcal{T}(M) = \sum_{l=1}^L B_l MB_l^\top, \quad \mathcal{T}^*(M) = \sum_{l=1}^L B_l^\top MB_l. \quad (47)$$

By Proposition 5, the approximation formula can be expressed as in (48) shown at the bottom of the page. Furthermore, if the convexity condition in (46) holds then, by Proposition 6, we obtain the simplified formula in (49) as shown at the bottom of the page. While the simplified version has appeared in previous work [26], [48] the general case in (48) is new.

The spiked Wigner model corresponds to the setting $L = 1$ and $B_1 = \sqrt{s}I_d$, which yields

$$\hat{D}_n(0, S) = \max_{Q \in \mathcal{Q}} \left\{ D_n(R + 2sQ) - \frac{s}{2} \|Q\|_F^2 \right\}. \quad (50)$$

In the special case of no side information and $R = 0$ this recovers the formula given by Lelarge and Miolane [17, Th. 41]. The only difference is a factor of two in the parameter $s$, which arises because our model does not assume the noise matrix is symmetric.

Example 5 (Asymmetric Model): Suppose that $d_1 = d_2 = d$. The asymmetric spiked matrix model (3) can be represented using (7) with a $(n_1 + n_2) \times 2d$ signal matrix $X = X_1 \oplus X_2$ and $S = \text{vec}(B) \text{vec}(B)^	op$ where $B$ is the $d \times d$ matrix given by

$$B = \sqrt{s} \begin{bmatrix} 0 & I_d \\ 0 & 0 \end{bmatrix}.$$  

For each $M \in \mathbb{R}^{2d \times 2d}$ it follows that

$$\mathcal{T} \left( \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \right) = s \begin{bmatrix} M_{22} & 0 \\ 0 & 0 \end{bmatrix},$$

$$\mathcal{T}^* \left( \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \right) = s \begin{bmatrix} 0 & 0 \\ 0 & M_{11} \end{bmatrix}.$$  

By Proposition 5, it follows that

$$\hat{D}_n(R, S) = \max_{Q_1 \in \mathcal{Q}_1, Q_2 \in \mathcal{Q}_2} \left\{ D_n \left( R + s \begin{bmatrix} Q_2 & 0 \\ 0 & Q_1 \end{bmatrix} \right) - \frac{s}{2} \langle Q_1, Q_2 \rangle \right\},$$

where $Q_k = \{ Q \in \mathbb{S}^d_+ : Q \preceq \mathbb{E} \left[ \frac{1}{n} X_k X_k^\top \right] \}$ for $k = 1, 2$. Note that here, we have not made any assumptions about the dependence between $X_1$ and $X_2$ and $D_n$ is defined with respect to the block-diagonal matrix $X$. In this case, the convexity condition in (46) does not hold and so the simplification in Proposition 6 does not apply.

If $X_1$ and $X_2$ are conditionally independent given the side information $Z$, then the relative entropy function evaluated at the block-diagonal matrix $X = \text{diag}(R_1, R_2)$ decomposes as

$$\hat{D}_n(\text{diag}(R_1, R_2)) = D_n^{(1)}(R_1) + D_n^{(2)}(R_2),$$

where $D_n^{(k)}$ is the relative entropy function associated with matrix $X_k$. Specializing to this setting and evaluating at $R = 0$ yields

$$\hat{D}_n(0, S) = \max_{Q_1 \in \mathcal{Q}_1, Q_2 \in \mathcal{Q}_2} \left\{ D_n^{(1)}(sQ_2) + D_n^{(2)}(sQ_1) - \frac{s}{2} \langle Q_1, Q_2 \rangle \right\}.$$  

This last expression is the same as the one given by Miolane [18, Th. 2].

IV. PROOFS OF MAIN RESULTS

This section gives the proofs of Theorem 1 and Theorem 5.

A. Proof of Theorem 1

The proof of Theorem 1 follows from combining the general bound given in Theorem 5 with an upper bound on the relative entropy variance term $\mathcal{V}_n(\epsilon, R, S)$ defined in (33).

To proceed, partition $Y_{R,S}$ according to $(Y_R, Y_S')$ and define the augmented side information $\tilde{Z} = (Y_R, Z)$. Then, the free energy defined by the distributions of $(Y_e, Y_{R,S}, Z)$ and $(\tilde{Y}, Y_{R,S}, Z)$ can be decomposed as

$$F = \log \frac{dp_{Y_e,Y_s',\tilde{Z}}}{dp_{\tilde{Y},Y_s',\tilde{Z}}} \left( \tilde{Y}, Y_s', \tilde{Z} \right) - \log \frac{dp_{Y_s',\tilde{Z}}}{dp_{W,\tilde{Z}}} \left( Y_s', \tilde{Z} \right) - \log \frac{dp_{Y_e,Y_s',\tilde{Z}}}{dp_{W',\tilde{Z}}} \left( Y_e, Y_s', \tilde{Z} \right).$$

Combining this decomposition with the basic inequality $\text{Var}(A + B) \leq 2 \text{Var}(A) + 2 \text{Var}(B)$ for any random variables $(A, B)$, leads to

$$\mathcal{V}_n(\epsilon | R, S) \leq \frac{2}{n^2} \mathcal{V} \left( P_{Y_e,S',\tilde{Z}} \| P_{Y_0,0,\tilde{Z}} \right) + \frac{2}{n^2} \mathcal{V} \left( P_{Y_0,0,\tilde{Z}} \| P_{Y_e,S',\tilde{Z}} \right),$$

where we have used the fact that $(\tilde{Y}, Y_S')$ is equal in distribution to $Y_e,S'$.

Next, observe that if $(X, Z)$ satisfies the assumption of Theorem 1 then so does $(\tilde{X}, \tilde{Z})$. Accordingly, we can apply

$$\hat{D}_n(R, S) = \max_{Q \in \mathcal{Q}} \left\{ D_n \left( R + \sum_{l=1}^L \left[ B_l Q B_l^\top + B_l^\top \tilde{Q} B_l \right] \right) - \frac{1}{2} \sum_{l=1}^L \langle B_l Q, \tilde{Q} B_l^\top \rangle \right\} \quad \text{if (46) holds}$$

$$\hat{D}_n(R, S) = \max_{Q \in \mathcal{Q}} \left\{ D_n \left( R + \sum_{l=1}^L \left[ B_l Q B_l^\top + B_l^\top Q B_l \right] \right) - \frac{1}{2} \sum_{l=1}^L \langle B_l Q, Q B_l^\top \rangle \right\} \quad \text{if (46) holds}$$  

(48)
Proposition 9 to obtain
\[ V\left( P_{Y_{\epsilon},\hat{Z}} \| P_{Y_{0},Z} \right) \leq nd\rho^2\left( \|\epsilon\| + d\rho^2\|S\| \right) + 3nd^2\rho^4\left( \|\epsilon\| + 2d\rho^2\|S\| \right)^2 \]

In view of (51), this leads to the upper bound
\[ \overline{V}_n \leq \frac{4}{n} d^2\rho^2\left( \|\epsilon\| \right) + 3d^2\rho^4\left( \|\epsilon\| + 2d\rho^2\|S\| \right)^2 \]

Combining with Theorem 5 and making the specification
\[ \beta_n = n^{-1/5}d\rho^2\|S\|, \quad \delta_n = n^{-2/5}d\rho^2\|S\| \]

leads to the stated result.

**B. Proof of Theorem 5**

The proof has two main steps. First, we use adaptive interpolation to bound the difference in terms of a remainder term. Then, we show that under an appropriate perturbation, this error can be made small. The first step is summarized by the following result, which is proved in Section V.

**Proposition 7:** Assume that \( (E\|X\|^2)^{1/2} \leq \sqrt{n} \rho \). For each \((R, S) \in \mathbb{S}_+^d \times \mathbb{S}_+^d\) there exists a function \( \Phi : [0, 1] \times \mathbb{S}_+^d \rightarrow \mathbb{S}_+^d \) with the following properties:

(i) For each \( \epsilon \in \mathbb{S}_+^d \),
\[ \left[ T_n(R, S) - \hat{T}_n(R, S) \right] \leq \frac{d\rho^2\|\epsilon\|}{2\sqrt{n}} + \frac{\|S\|}{2\sqrt{n}} \int_0^1 E\left( \|O_{t,\epsilon}\|_F^2 \right) dt \]

where \( O_{t,\epsilon} \) is the overlap matrix associated with the observations \( (Y_{R+t,\epsilon}, (1-t)S, Z) \).

(ii) For each \( t \in [0, 1] \), the mapping \( \epsilon \mapsto \Phi(t, \epsilon) - \epsilon \) is order-preserving. In other words,
\[ \epsilon_1 \leq \epsilon_2 \implies \Phi(t, \epsilon_1) - \epsilon_1 \leq \Phi(t, \epsilon_2) - \epsilon_2 \]

Furthermore, \( 0 \leq \Phi(t, \epsilon) - \epsilon \leq 2d\rho^2\|S\|\|\epsilon\|_F^2 \).

Proposition 7 provides a family of bounds indexed by \( \epsilon \). Using the results in Section II-C we can bound the average with respect to a suitable distribution on \( \epsilon \). Specifically, for \( \beta > 0 \) let \( \mu_\beta \) be the probability measure of the random matrix in (30). Then, for each \( t \in [0, 1] \), we can apply Theorem 4 with \( \psi_t(\epsilon) = \Phi(t, \epsilon) - \epsilon \) and \( Z_t = (Y_{R+t,\epsilon}, (1-t)S, Z) \) to obtain
\[ \frac{1}{n^2} \int E\left( \|O_{t,\epsilon}\|_F^2 \right) dt \mu_\beta(\epsilon) \]

\[ \leq 2\sqrt{\frac{2d^3\rho^6}{\beta n}} + \frac{4d^2\rho^4}{\beta} + \frac{4d^2}{\delta^2n^2} \overline{V}_t \]

where
\[ \overline{V}_t = \max_{\epsilon, \tilde{\epsilon} \in \mathbb{S}_+^d : \|\epsilon\| \leq \gamma, \|\tilde{\epsilon}\| \leq \delta} V(P_{\hat{Y}_t, \tilde{Y}_t, Z_t} \| P_{\tilde{Y}_t, \tilde{Y}_t, Z_t}) \]

with \( \gamma = \beta + 2d\rho^2\|S\| \). Finally, recognizing that \( (Y_t, Z_t) \) can be replaced by \( (Y_{R+t,\epsilon}, (1-t)S, Z) \), it yields
\[ \frac{1}{n^2} \overline{V}_t \leq \max_{\epsilon, \tilde{\epsilon} \in \mathbb{S}_+^d : \|\epsilon\| \leq \gamma, \|\tilde{\epsilon}\| \leq \delta} V_n(\epsilon \mid R + \epsilon, (1-t)S) \]

Taking the maximum of this bound with respect to \( 0 \leq t \leq 1 \) and combining (53) and (54) completes the proof of Theorem 5.

**V. ADAPTIVE INTERPOLATION: PROOF OF PROPOSITION 7**

In view of the reduction described in (38) we will assume without loss of generality that \( R = 0 \). Also, we use \( T, T^* \) to denote the linear operators defined as a function of \( S \) according to Lemma 1. Recall that for \( M_1, M_2 \in \mathbb{S}_+^d \), \( (S, M_1 \otimes M_2) = (T(M_1), M_2) = (M_1, T^*(M_2)) \).

**A. Interpolation**

We begin with a decomposition of the mutual information in terms of a generic interpolation function \( \phi : [0, 1] \rightarrow \mathbb{S}_+^d \) be given by \( \phi(t) = \phi(0) + \int_0^t \phi(u) du \) for some integrable function \( \phi' : [0, 1] \rightarrow \mathbb{S}_+^d \). Then, the interpolation path is described by the matrix pair \((\phi(t), (1-t)S)\), which transitions from the point \((\phi(0), 0)\) at time \( t = 0 \) to the point \((\phi(1), 0)\) at time \( t = 1 \).

For \( t \in [0, 1] \), let \( G_t \) be the sigma-algebra generated by the observations \( (Y_{\phi(t)}, (1-t)S, Z) \). By the matrix version of the I-MMSE relation (17) and the fundamental theorem of calculus, the change in mutual information along the path can be expressed as in (55) shown at the bottom of the page. For the purposes of analysis, it is useful to restate this expression with respect to the relative entropy formulation. We use \( O_t \) to denote the overlap matrix of \( X \) associated with \( G_t \) and we define the normalized expectation
\[ Q_t := \frac{1}{n} E[O_t] \]

By the property \((A^2)^\top B^2 = (A^\top B)^2\) the overlap matrix corresponding to \( X^2 \) can then be expressed as \( O_t^2 \). Using this notation, (55) can be rewritten according to
\[ D_n(\phi(0), S) - D_n(\phi(1), 0) \]
\[ = \frac{1}{2n} \int_0^1 \left\{ \frac{1}{n} E[O_t^2] - |\phi'(t), E[O_t]| \right\} dt \]
\[ = \frac{1}{2} \int_0^1 \left\{ \langle S, O_t^2 \rangle - \langle \phi(t), Q_t \rangle \right\} dt + R(\phi) \]

In the second line, we have added and subtracted the term \( \langle S, Q_t^2 \rangle \) and so the remainder is given by
\[ R(\phi) := \frac{1}{2n} \int_0^1 \left\{ \langle S, E[O_t^2] \rangle - E[O_t]^2 \right\} dt \]

\[ D_n(\phi(1), 0) - D_n(\phi(0), S) = \frac{1}{2n} \int_0^1 \left\{ \langle \phi'(t), MMSE(X \mid G_t) \rangle - \frac{1}{n} \langle S, MMSE(X^2 \mid G_t) \rangle \right\} dt \] (55)
Recalling the shorthand notation $D_n(R) := D_n(R, 0)$ and also making the substitution $(S, Q) \in \mathbb{S}^{d_1}_{+2}$, $(T(Q_t), Q_t)$ leads to the decomposition

$$D_n(\phi(0), S) = A(\phi) + \mathcal{R}(\phi)$$

where

$$A(\phi) := D_n(\phi(1)) + \frac{1}{2} \int_0^1 \langle T(Q_t) - \phi'(t), Q_t \rangle \, dt.$$  

(58)

This decomposition holds generally for any interpolation function $\phi$. The basic idea in the adaptive interpolation method is to specify the interpolation function recursively as a function of the expected overlap in such a way that the term $A(\phi)$ can be identified with the desired single-letter formula. In view of (58) one might be tempted to consider the specification $\phi'(t) = T(Q_t)$ which cancels the term in the integral, but this specification does not yield the desired result. Instead, we will consider paths satisfying the property

$$\phi'(t) = T(Q_t) + T^*(\psi'(t))$$

for some integrable function $\psi' : [0, 1] \to \mathbb{S}^{d_1}_{+}$. Evaluating (58) under this choice leads to

$$A(\phi) = D_n \left( \phi(0) + T \left( \int_0^1 Q_t \, dt \right) + T^*(\psi(1)) \right) - \frac{1}{2} \int_0^1 \langle T(Q_t), \psi'(t) \rangle \, dt,$$

(60)

where $\psi(1) := \int_0^1 \psi'(t) \, dt$. Note that this expression is reminiscent of the approximation formula given in Proposition 5.

### B. Lower Bound

We construct an interpolation function that depends on $S \in \mathbb{S}^{d_1}_{+}$, an initial value $\epsilon \in \mathbb{S}^{d_1}_{+}$, and an auxiliary parameter $\psi \in Q$, whose value will be specified later. Consider the initial value problem

$$\phi'(t) = T(Q_t) + T^*(\psi), \quad \phi(0) = \epsilon,$$

(61)

where $T$ and $T^*$ are defined as a function of $S$ according to Lemma 1. This is a first order ordinary differential equation because $Q_t$ is a function of $\phi(t)$. The existence and uniqueness of a solution are established in the following result.

**Lemma 3:** The initial value problem (61) has a unique solution $\phi_{\epsilon, \psi}(t)$ defined on $[0, 1]$. Furthermore, for $t \in [0, 1]$,

1. the derivative is positive semidefinite and bounded according to $\|\phi_{\epsilon, \psi}(t)\| \leq 2\|S\| \mathbb{E} \left[ \frac{1}{2} \|X\|_F^2 \right]$,
2. the mapping $(\epsilon, \psi) \mapsto \phi_{\epsilon, \psi}(t) - \epsilon$ is continuous and order-preserving.

**Proof:** Let $\mathcal{M} : [0, 1] \times \mathbb{S}^{d_1}_{+} \to \mathbb{S}^{d_1}_{+}$ denote the normalized expected overlap associated with the observations $(Y_{R,(1-t)S}, Z)$, i.e.,

$$\mathcal{M}(t, \tilde{R}) := 2\sqrt{R} D_n(\tilde{R}, (1-t)S).$$

(62)

Then, $Q_t = \mathcal{M}(t, \phi(t))$ and the initial value problem in (61) can be restated as

$$\phi'(t) = F(t, \phi(t), \psi), \quad \phi(0) = \epsilon,$$

(63)

where $F : [0, 1] \times \mathbb{S}^{d_1}_{+} \times Q \to \mathbb{S}^{d_1}_{+}$ is given by $F(t, \phi, \psi) = T(\mathcal{M}(t, \phi)) + T^*(\psi)$. The function $F$ is differentiable on the interior of its domain by the I-MMSE relation. Furthermore, by Lemma 1, it satisfies the bound

$$\|F(t, \phi, \psi)\| \leq \|T(\mathcal{M}(t, \phi)) + T^*(\psi)\| \leq 2\|S\| \mathbb{E} \left[ \frac{1}{2} \|X\|_F^2 \right],$$

where we have used the fact that $\psi \in Q$. Therefore, by the Picard–Lindelöf theorem [61, Ch. II, Th. 1.1] there exists a unique solution $\phi_{\epsilon, \psi}(t)$ defined on the interval $[0, 1]$. Furthermore, $\phi_{\epsilon, \psi}(t)$ is a continuous function of the parameters $(\epsilon, \psi)$ [61, Ch. V, Th. 3.1].

Next, observe that $r \mapsto \mathcal{M}(t, r)$ is order-preserving by the data processing inequality for MMSE (Proposition 4), and $T, T^*$ are order-preserving by Lemma 1. Therefore, $(\phi, \psi) \mapsto F(t, \phi, \psi)$ is order-preserving because it is the composition of order-preserving maps. For any $(\epsilon_1, \psi_1) \preceq (\epsilon_2, \psi_2)$ we can apply the comparison result in Lemma 9 to conclude that $\phi_{\epsilon_1, \psi_1}(t) - \epsilon_1 \preceq \phi_{\epsilon_2, \psi_2}(t) - \epsilon_2$ for all $t \in [0, 1]$, and this establishes the order-preserving in part (ii).

Having established the existence of the path satisfying (61), we may consider the representation in (60), which becomes:

$$A(\phi_{\epsilon, \psi}) = D_n \left( \epsilon + T \left( \int_0^1 Q_t \, dt \right) + T^*(\psi) \right) - \frac{1}{2} \int_0^1 \langle T(Q_t), \psi' \rangle \, dt.$$
of $D_n$ and the I-MMSE relation, we arrive at
$$D_n(0, S) \geq \bar{D}_n(0, S) - \frac{1}{2}(\epsilon, \mathbb{E}\left[\frac{1}{n}X^\top X\right]) + \mathcal{R}(\phi_\epsilon). \quad (65)$$

C. Upper Bound

Similar to the previous section, we begin by defining an interpolation function that depends on the pair $(S, \epsilon)$ and an auxiliary parameter $\eta \in Q$, whose value will be specified later. Consider the initial value problem with coupled equations:
$$\phi'(t) = T(Q_t) + T^*(\psi(t)), \quad \phi(0) = \epsilon \quad (66a)$$
$$\psi'(t) = 2\nabla D_n(\epsilon + T(Q_t) + T^*(\eta)), \quad \psi(0) = 0. \quad (66b)$$

This is a coupled system of first order ordinary differential equations because $Q_t$ is a function of $t$.

**Lemma 4**: The initial value problem (61) has unique solutions $\phi_{\epsilon,\eta}(t)$ and $\psi_{\epsilon,\eta}(t)$ defined on $[0, 1]$. Furthermore, for each $t \in [0, 1]$,

(i) the derivative is positive semidefinite and bounded according to $\|\phi_{\epsilon,\eta}(t)\| \leq 2\|\mathbb{E}\left[\frac{1}{n}\|X\|_F^2\right]\$,

(ii) the mappings $(\epsilon, \eta) \mapsto \phi_{\epsilon,\eta}(t) - \epsilon$ and $(\epsilon, \eta) \mapsto \psi_{\epsilon,\eta}(t)$ are continuous and order-preserving.

**Proof**: Let $M(t, \psi)$ be defined as in (62). The initial value problem in (66) can be expressed as
$$\phi'(t) = F_1(t, \phi(t), \epsilon, \eta), \quad \phi(0) = \epsilon$$
$$\psi'(t) = F_2(t, \psi(t), \epsilon, \eta), \quad \psi(0) = 0$$
where $F_k : [0, 1] \times \mathbb{S}_d^+ \times \mathbb{S}_d^+ \times Q \to \mathbb{S}_d^+$ is given by
$$F_1(t, \phi, \epsilon, \eta) = T(M(t, \phi)) + T^*(F_2(t, \phi, \epsilon, \eta))$$
$$F_2(t, \phi, \epsilon, \eta) = 2\nabla D_n(\epsilon + T(M(t, \phi)) + T^*(\eta)).$$

Following the same arguments used in the proof of Lemma 3, one finds that these functions are differentiable on the interior of their domains and satisfy the bounds $\|F_1(t, \phi, \epsilon, \eta)\| \leq 2\|\mathbb{E}\left[\frac{1}{n}\|X\|_F^2\right]\$ and $\|F_2(t, \phi, \epsilon, \eta)\| \leq \|\mathbb{E}\left[\frac{1}{n}X^\top X\right]\|$. Therefore, by the Picard–Lindelöf theorem [61, Ch. II, Th. 1.1] there exist unique solutions $\phi_{\epsilon,\eta}(t)$ and $\psi_{\epsilon,\eta}(t)$ defined on the interval $[0, 1]$. Furthermore, these functions are continuous in $(t, \epsilon, \eta)$ [61, Ch. V, Th. 3.1].

Next, for $t \in [0, 1]$ and $k = 1, 2$, the mapping $(\phi, \epsilon, \eta) \mapsto F_k(t, \phi, \epsilon, \eta)$ is order-preserving because it is the composition of order-preserving maps. The order-preserving properties of $\phi_{\epsilon,\eta}$ and $\psi_{\epsilon,\eta}$ then follow from Lemma 9 using the same approach as in the proof of Lemma 3. □

Starting with (66) and introducing the additional term $\bar{R}_{\epsilon,\eta}(t) = \epsilon + T(Q_t) + T^*(\eta)$, we can write
$$A(\phi_{\epsilon,\eta}) = D_n(\phi_{\epsilon,\eta}(1)) + \frac{1}{2}(\epsilon + T^*(\eta), \psi_{\epsilon,\eta}(1))$$
$$- \frac{1}{2} \int_0^1 \langle \bar{R}_{\epsilon,\eta}(t), \psi_{\epsilon,\eta}(t) \rangle \, dt, \quad (67)$$
where $\psi_{\epsilon,\eta}(1) = \int_0^1 \psi_{\epsilon,\eta}(t) \, dt$. For the path specified by (66), the terms $\bar{R}_{\epsilon,\eta}(t)$ and $\psi_{\epsilon,\eta}(t)$ are related according to $\psi_{\epsilon,\eta}(t) = 2\nabla D_n(\bar{R}_{\epsilon,\eta}(t))$. Consequently, the inner product can be expressed as
$$\int_0^1 \langle \bar{R}_{\epsilon,\eta}(t), \psi_{\epsilon,\eta}(t) \rangle = D_n(\bar{R}_{\epsilon,\eta}(t)) + D_n^*(\bar{q}_{\epsilon,\eta}(t)), \quad (68)$$
where $D_n^*(Q) = \sup_{Q \in \mathbb{S}_d^+} \langle \frac{1}{2}(R, Q) - D_n(R) \rangle$ is the convex conjugate of $D_n(R)$.

We now consider two bounds due to Jensen’s inequality. First, by the convexity of $D_n^*$,
$$\int_0^1 D_n^*(\psi_{\epsilon,\eta}(t)) \, dt \geq D_n^*(\psi_{\epsilon,\eta}(1)). \quad (69)$$

Second, by the convexity of $D_n$,
$$D_n(\phi_{\epsilon,\eta}(1)) = D_n\left(\epsilon + \int_0^1 T(Q_t) \, dt + T^*(\psi_{\epsilon,\eta}(1))\right)$$
$$\leq \int_0^1 D_n(\epsilon + T(Q_t) + T^*(\psi_{\epsilon,\eta}(1))) \, dt \quad (70)$$
$$= \int_0^1 D_n(\bar{R}_{\epsilon,\eta}(t) + T^*(\psi_{\epsilon,\eta}(1) - \eta)) \, dt. \quad (71)$$

Combining (67), (68), (69), and (71) yields
$$A(\phi_{\epsilon,\eta}) \leq \frac{1}{2}(\epsilon + T^*(\psi_{\epsilon,\eta}(1)), \psi_{\epsilon,\eta}(1)) - D_n^*(\psi_{\epsilon,\eta}(1))$$
$$+ \frac{1}{2}(T^*(\psi_{\epsilon,\eta}(1) - \eta), \psi_{\epsilon,\eta}(1))$$
$$+ \int_0^1 \left[D_n(\bar{R}_{\epsilon,\eta}(t) + T^*(\psi_{\epsilon,\eta}(1) - \eta)) - D_n(\bar{R}_{\epsilon,\eta}(t))\right] \, dt. \quad (72)$$

Recalling the definition of $D_n^*$, the first term in (72) satisfies
$$\frac{1}{2}(\epsilon + T^*(\psi_{\epsilon,\eta}(1)), \psi_{\epsilon,\eta}(1)) = \inf_{R \in \mathbb{S}_d^+} \left\{D_n(R) + \frac{1}{2}(\epsilon - \bar{R}, \psi_{\epsilon,\eta}(1)) + \frac{1}{2}\left(S, \psi_{\epsilon,\eta}(1) \otimes 2\right)\right\}$$
$$\leq \inf_{R \in \mathbb{S}_d^+} \left\{D_n(R) - \frac{1}{2}(\bar{R}, \psi_{\epsilon,\eta}(1)) + \frac{1}{2}\left(S, \psi_{\epsilon,\eta}(1) \otimes 2\right)\right\}$$
$$+ \frac{1}{2}(\epsilon, \mathbb{E}\left[\frac{1}{n}X^\top X\right])$$
$$\leq \bar{D}_n(0, S) + \frac{1}{2}(\epsilon, \mathbb{E}\left[\frac{1}{n}X^\top X\right]). \quad (73)$$

where the third step holds because $\psi_{\epsilon,\eta}(1) \preceq \frac{1}{n}X^\top X$ and the last step follows from the definition of $\bar{D}_n$ in (42).

The second and third terms in (72) are equal to zero whenever $\psi_{\epsilon,\eta}(1) = \eta$. Thus, to specify an interpolation function with the desired properties we need to show that there exists $\eta^* : \mathbb{S}_d^+ \to Q$ such that:

(i) $\eta^*(\epsilon)$ is the solution $\eta$ to the fixed point equation $\psi_{\epsilon,\eta}(1) = \eta$ and thus $A(\phi_{\epsilon,\eta^*(\epsilon)})$ is bounded from above by (73);

(ii) $\epsilon \mapsto \eta^*(\epsilon)$ is order-preserving and thus, by Lemma 4, $\epsilon \mapsto \phi_{\epsilon,\eta^*(\epsilon)}(t) - \epsilon$ is order-preserving.

The existence of such a mapping is established in the following result. Let $\Psi(\epsilon, \eta) := \psi_{\epsilon,\eta}(1) = \int_0^1 \psi_{\epsilon,\eta}(t) \, dt$ where $\psi_{\epsilon,\eta}(t)$ is the solution to the initial value problem (66) and define the fixed-point set $FP(\epsilon) = \{\eta \in Q : \psi(\epsilon, \eta) = \eta\}$.

**Lemma 5**: For all $\epsilon \in \mathbb{S}_d^+$, the set $FP(\epsilon)$ is nonempty and there exists a greatest element $\eta^*(\epsilon)$ such that $\eta \preceq \eta^*(\epsilon)$ for all $\eta \in FP(\epsilon)$. Furthermore, the mapping $\eta^* : \mathbb{S}_d^+ \to Q$ is order-preserving in the Loewner order.
Proof: For each \( \epsilon \in \mathbb{R}_+^q \), the mapping \( \eta \mapsto \Psi(\epsilon, \eta) \) is continuous by Lemma 4 and maps a convex compact subset of Euclidean space to itself. Therefore, we can apply Brouwer’s fixed-point theorem to conclude that \( \Phi(\epsilon) \) is nonempty.

Next we show that there is a greatest element. If \( \Phi(\epsilon) \) is single-valued then we are done. Otherwise, define the set \( K(\epsilon) = \bigcap_{\eta \in \Phi(\epsilon)} \eta \in \mathcal{Q} : \eta \geq \eta^* \). This set is nonempty because \( Q \) has a largest element and it is convex and compact because it is the intersection of convex and compact sets. The mapping \( (\epsilon, \eta) \mapsto \psi_{\epsilon, \eta}(t) \) is order-preserving by Lemma 4 and this implies that \( (\epsilon, \eta) \mapsto \Psi(\epsilon, \eta) \) is order-preserving. Consequently, \( \eta \in K(\epsilon) \) implies that \( \Psi(\epsilon, \eta) \geq \Psi(\epsilon, \eta^*) \) for all \( \eta \in \Phi(\epsilon) \), and so \( \eta \mapsto \Psi(\epsilon, \eta) \) maps \( K(\epsilon) \) to itself. By Brouwer’s fixed-point theorem, there must be a solution on \( K(\epsilon) \). From the definition of \( K(\epsilon) \), this solution is the greatest element of \( \Phi(\epsilon) \), which is necessarily unique.

Finally, we show that the greatest element, denoted by \( \eta^*(\epsilon) \), is order-preserving. Fix any \( \epsilon_1, \epsilon_2 \in \mathbb{R}_+^q \) with \( \epsilon_1 \leq \epsilon_2 \) and \( \eta_k = \eta^*(\epsilon_k) \) for \( k = 1, 2 \). For each \( \eta \geq \eta_1 \), the fact that \( \Psi(\epsilon, \eta^*) \) is order-preserving means that \( \Psi(\epsilon_2, \eta) \geq \Psi(\epsilon_1, \eta_1) = \eta_1 \) and so \( \eta \mapsto \psi_{\epsilon_2, \eta}(t) \) maps the closed convex set \( \{ \eta \in \mathcal{Q} : \eta \geq \eta_1 \} \) to itself. By Brouwer’s fixed-point theorem, there exists a solution on this set and by the assumption that \( \eta_2 \) is the greatest element it follows that \( \eta_1 \leq \eta_2 \).

In view of Lemma 5, we may consider the interpolation path given by \( \psi_{\epsilon} := \psi_{\epsilon, \eta^*(\epsilon)} \). By (65) and (72), we obtain the upper bound

\[
D_n(0, S) \leq \hat{D}_n(0, S) + \frac{1}{2} \epsilon, \mathbb{E}\left[ \frac{1}{n} X^T X \right] + \mathcal{R}(\phi_\epsilon). \tag{74}
\]

Remark 3: In comparison to previous incarnations of the adaptive interpolation method [27, 29, 35, 36, 48], the new components introduced in this article include: 1) the use of general positive semidefinite matrix-valued perturbations satisfying the order-preserving property, 2) the introduction of the coupled first order differential equations to define the adaptive path for the upper bound; and 3) the fixed-point arguments used to establish the existence of the order-preserving mapping \( \eta^*(\epsilon) \). Moreover, a crucial step in the bounding technique is that the Jensen’s inequality in (69) is applied to the overlap but not the auxiliary path \( \psi_{\epsilon, \eta}(t) \), and this allows for the cancellation of the second and third terms in (72).

The order-preserving assumption can be seen as a natural extension of regularity conditions used earlier versions of the adaptive interpolation method (see, e.g., [13, Supplement, Definition 1]), which require that the mapping \( \epsilon \mapsto \Phi(t, \epsilon) \) is a $C^1$ diffeomorphism, whose Jacobian is greater than or equal to 1. Unlike the conditions used previously, the order-preserving property does not require continuity.

D. Bounding the Remainder

In the previous two sections, we showed that for all \( S \), there exist functions \( \phi_\epsilon^L \) and \( \phi_\epsilon^U \) such that

\[
-\frac{1}{2} \epsilon, \mathbb{E}\left[ \frac{1}{n} X^T X \right] - \mathcal{R}(\phi_\epsilon^L) \leq D_n(0, S) - \hat{D}_n(0, S) \leq \frac{1}{2} \epsilon, \mathbb{E}\left[ \frac{1}{n} X^T X \right] + \mathcal{R}(\phi_\epsilon^U).
\]

This double inequality implies that

\[
\left| D_n(0, S) - \hat{D}_n(0, S) \right| \leq \frac{\| \epsilon \|}{2} \mathbb{E}\left[ \frac{1}{n} X^T X \right] + \max\{|\mathcal{R}(\phi_\epsilon^L)|, |\mathcal{R}(\phi_\epsilon^U)|\}.
\]

To bound the remainder term, we write

\[
\left| \left( S, \mathbb{E}\left[ (O_1^{\otimes 2} - \mathbb{E}[O_1]^{\otimes 2}) \right] \right) \right| \leq \| S \|^2 \mathbb{E}\left[ \| (O_1 - \mathbb{E}[O_1])^{\otimes 2} \|_* \right] = \| S \|^2 \mathbb{E}\left[ \| O_1 - \mathbb{E}[O_1] \|^2 \|_F \right].
\]

where \( \| \cdot \|_* \) denotes the nuclear norm. The second step follows from Jensen’s inequality and the matrix Hölder inequality and the last step holds because \( \| M^{\otimes 2} \|_* = \| M \|^2 \|_F \) for any \( M \in \mathbb{R}^{m \times n} \).

This completes the proof of Proposition 7.

VI. VARIANCE INEQUALITY: PROOF OF THEOREM 3

There are two steps in this proof. Section VI-A establishes the variance inequality for the case \( d = 1 \), and Section VI-B then extends this result to the matrix-valued setting \( d > 1 \).

A. Variance Inequality From Pointwise I-MMSE

This section considers a continuous time representation of the free energy. This approach is inspired by the pointwise I-MMSE relations in [39, 40]. Let \( X \) be an \( n \times 1 \) vector and define the observation process

\[
Y_t = tX + W_t,
\]

where \( (W_t)_{t \geq 0} \) is \( \mathbb{R}^n \)-valued standard Brownian motion that is independent of \( (X, Z) \). We use \( \mathcal{G}_t \) to denote the filtration generated by the observations \( (Y_s, Z_s)_{0 \leq s \leq t} \).

Using this notation, the conditional expectation of a function of \( X \) can be expressed as

\[
\mathbb{E}\left[ f(X) | \mathcal{G}_t \right] = \frac{\int f(x) \exp\left\{ \langle x, Y_t \rangle - \frac{1}{2} \| x \|^2 \right\} dP_{X|Z}(x \mid Z)}{\int \exp\left\{ \langle x, Y_t \rangle - \frac{1}{2} \| x \|^2 \right\} dP_{X|Z}(x \mid Z)}.
\]

The innovations process \( (\tilde{Y}_t)_{t \geq 0} \) is defined by

\[
\tilde{Y}_t := Y_t - \int_0^t \mathbb{E}[X | \mathcal{G}_s] \, ds.
\]

An important property of the innovations process is that it is a standard Brownian motion under \( P_{Y_t, Z} \).

We study two different processes that are adapted to \( \mathcal{G}_t \). The first is the free energy:

\[
F_t := \log \frac{dP_{Y_t, Z}}{dP_{W_t, Z}},
\]

and the second is the conditional overlap:

\[
\hat{O}_t := \| \mathbb{E}[X | \mathcal{G}_t] \|^2.
\]
The means of these processes are related to the mutual information and MMSE according to
\[ E[F_t] = D(P_{Y_t} \parallel P_{W_t}), \quad (78) \]
\[ E[\dot{\hat{O}}_t] = E[\|X\|^2] - \text{mmse}(X \mid Y_t, Z). \quad (79) \]

As a consequence of Girsanov’s theorem, the free energy can be expressed as [40, eq. (116)]
\[ F_t = \int_0^t \left( E[X \mid G_s] - \frac{1}{2} \hat{\dot{\hat{O}}}_s \right) ds. \]

In terms of the innovations process \( \ddot{Y}_t \), this expression becomes
\[ F_t = \frac{1}{2} \int_0^t \hat{\dot{\hat{O}}}_s ds + \int_0^t \left( E[X \mid G_s], d\ddot{\hat{Y}}_s \right). \quad (80) \]

The second term is a zero-mean martingale and so taking the expectation of both sides, comparing with (78) and (79), and then taking the derivative in \( t \) recovers the I-MMSE relationship \( \frac{d}{dt} \text{mmse}(X \mid Y_t, Z) = \frac{1}{2} \text{mmse}(X \mid Y_t, Z) \).

Next, we consider a further decomposition of the conditional overlap. The following result can be viewed as special case of the Kushner–Stratonovich equation.

**Lemma 6:** For any \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) with \( E[\|f(X)\|^2] < \infty \), it holds that
\[ E[f(X) \mid G_t] = E[f(X) \mid Z] + \int_0^t \text{Cov}(f(X) \mid G_s), d\ddot{\hat{Y}}_s. \]

**Proof:** For simplicity we derive this result in the setting where there is no side information \( Z \). The conditional expectation can be expressed as \( E[f(X) \mid G_t] = g_t(Y_t) \) where
\[ g_t(y) = \frac{\int f(x) \exp \left\{ \langle y, x \rangle - \frac{1}{2} \|x\|^2 \right\} dP_X(x)}{\int \exp \left\{ \langle y, x \rangle - \frac{1}{2} \|x\|^2 \right\} dP_X(x)}. \quad (81) \]

By Itô’s formula [62, Th. 8.3],
\[ g_t(Y_t) = g_0(0) + \int_0^t \dot{g}_t(Y_t) ds + \int_0^t \sum_i \dot{g}_i^u(Y_s) dY_{s,i} + \frac{1}{2} \int_0^t \sum_i \dot{g}_i^u(Y_s) ds, \quad (82) \]

where \( \dot{g}_t(Y_t) \) denotes the time derivative, and \( \dot{g}_i(Y_t) \) and \( \dot{g}_i^u(Y_t) \) denote the first and second partial derivatives with respect to the \( i \)-th entry. Some straightforward but tedious calculations show that
\[ \dot{g}_i(Y_t) = -\frac{1}{2} \text{Cov}(f(X), \|X\|^2 \mid Y_t) \quad (83) \]
\[ g_i(Y_t) = \text{Cov}(f(X), X_i \mid Y_t) \quad (84) \]
\[ g_i^u(Y_t) = \text{Cov}(f(X), X_i^2 \mid Y_t) + 2 \text{Cov}(f(X), X_i \mid Y_t) E[X_i \mid Y_t], \quad (85) \]

and plugging these expression back into Itô’s formula, gives
\[ g_t(Y_t) = E[f(X)] + \int_0^t \sum_i \text{Cov}(f(X), X_i \mid Y_t) dY_{s,i} - \int_0^t \sum_i \text{Cov}(f(X), X_i \mid Y_t) E[X_i \mid Y_t] ds. \quad (86) \]

Writing this expressions in terms of the innovations process gives the desired result.

**Lemma 7:** The conditional overlap can be expressed as
\[ \dot{\hat{O}}_t = \|E[X \mid Z]\|^2 + \int_0^t \|\text{Cov}(X \mid G_s)\|^2 ds + 2 \int_0^t \text{Cov}(X \mid G_s) E[X \mid G_s], d\ddot{\hat{Y}}_s. \quad (87) \]

**Proof:** By Lemma 6, the conditional mean satisfies \( E[X \mid G_t] = E[X \mid Z] + \int_0^t \text{Cov}(X \mid G_s) d\ddot{\hat{Y}}_s \). Applying Itô’s formula with the mapping \( x \mapsto \|x\|^2 \) gives the stated result.

Lemma 7 can be viewed as a second-order pointwise I-MMSE relation providing a link between the first and second derivatives of the free energy. Indeed, the second term in (87) is a zero-mean martingale and so taking the expectation of both sides, comparing with (79), and taking the derivative in \( t \) recovers the identity \( \frac{d}{dt} \text{mmse}(X \mid Y_t, Z) = -E[\|\text{Cov}(X \mid Y_t, Z)\|^2] \).

Using these pointwise decompositions of the free energy and conditional overlap we can derive an inequality linking the variance of the conditional overlap to the variance of the free energy. The following result is the special case of Theorem 3 for the vector-valued setting \( (d = 1) \) where the overlap matrix is a scalar.

**Proposition 8 (Variance Inequality):** For all \( \delta > 0 \),
\[ \text{Var}(\dot{O}_t) \leq \frac{4}{\delta^2} \text{Var}(F_{t+\delta} - F_t) + 2E[\dot{O}_t]\left(E[\dot{O}_{t+\delta}] - E[\dot{O}_t]\right). \]

**Proof:** We begin with the decomposition
\[ \text{Var}(\dot{O}_t) = \frac{2}{\delta} \text{Cov}(\dot{O}_t, F_{t+\delta} - F_t) - \text{Cov}(\dot{O}_t, \frac{2}{\delta}(F_{t+\delta} - F_t) - \dot{O}_t). \quad (88) \]

By the Cauchy-Schwarz inequality, the first covariance term satisfies
\[ \text{Cov}(\dot{O}_t, F_{t+\delta} - F_t) \leq \sqrt{\text{Var}(\dot{O}_t) \text{Var}(F_{t+\delta} - F_t)}. \quad (89) \]

To bound the second term, we use (80) to write
\[ \frac{2}{\delta}(F_{t+\delta} - F_t) - \dot{O}_t = \frac{1}{\delta} \int_t^{t+\delta} \left( \dot{O}_s - \dot{O}_t \right) ds + \frac{2}{\delta} \int_t^{t+\delta} \langle X_s - E[X_s \mid G_s], d\ddot{Y}_s \rangle. \]

By the martingale property, the second term on the right-hand side is uncorrelated with \( \dot{O}_t \) and thus
\[ \text{Cov}(\dot{O}_t, \frac{2}{\delta}(F_{t+\delta} - F_t) - \dot{O}_t) = \text{Cov}(\dot{O}_t, \frac{1}{\delta} \int_t^{t+\delta} \left( \dot{O}_s - \dot{O}_t \right) ds) = \frac{1}{\delta} \int_t^{t+\delta} \text{Cov}(\dot{O}_t, \dot{O}_s - \dot{O}_t) ds, \]
where the second step is justified by Fubini’s theorem. Next, the decomposition in Lemma 7 leads to
\[
\hat{\Omega}_t - \tilde{\Omega}_t = \int_t^s \left\| \text{Cov}(X | \mathcal{G}_u) \right\|_F^2 \, du + 2 \int_t^s \left\{ \text{Cov}(X | \mathcal{G}_u) E[X | \mathcal{G}_u], dY_u \right\}.
\]
(90)

Similar to before, the second term is a zero-mean martingale that is uncorrelated with \( \hat{\Omega}_t \), and thus
\[
\text{Cov}(\hat{\Omega}_t, \hat{\Omega}_s - \hat{\Omega}_t) = \text{Cov}(\hat{\Omega}_t, \int_t^s \| \text{Cov}(X | \mathcal{G}_u) \|_F^2 \, du) = 0.
\]

Combining the above displays and recognizing that \( E \left[ \| \text{Cov}(X | \mathcal{G}_u) \|_F^2 \right] = \frac{d}{dt} E[\hat{\Omega}_t] \) leads to
\[
\text{Var}(\hat{\Omega}_t) \leq 2 \text{Var}(\hat{\Omega}_t) \text{Var}(F_{t+s} - F_t) + E[\hat{\Omega}_t] \left( E[\hat{\Omega}_{t+s}] - E[\hat{\Omega}_t] \right)
\]
(92)
The final expression follows from the fact that for nonnegative numbers \( a, b, \) the inequality \( x \leq \sqrt{bx} + a \) implies \( x \leq b + 2a \).

**Proof:** For any symmetric matrix \( M = (m_{ij}) \), we can write
\[
(B_{\pi(i,j)}, M) = \begin{cases} m_{ii}, & i = j \\ \frac{1}{2} (m_{ii} + m_{jj}) + m_{ij}, & i < j \\ \frac{1}{2} (m_{ii} + m_{jj}) - m_{ij}, & i > j \end{cases}
\]
where \( \pi(i,j) = i + (d-1)j \). Therefore,
\[
\sum_k (B_k, M)^2 \leq \sum_{i,j} m_{ii}^2 + \frac{1}{4} \sum_{i \neq j} (m_{ii} + m_{jj})^2 + \sum_{i \neq j} m_{ij}^2 \leq \sum_{i} m_{ii}^2 \leq (d-1) \left[ \sum_k \|M\|_F^2 \right]^2.
\]
By the basic inequality \( 0 \leq (a+b)^2 \leq 2a+2b \), the second term satisfies \( 0 \leq \frac{1}{4} \sum_{i \neq j} (m_{ii} + m_{jj})^2 \leq \sum_{i \neq j} m_{ii}^2 \leq (d-1) \|M\|_F^2 \), and this establishes the desired result.

In view of Lemma 8 and the fact that the conditional overlap matrix is symmetric, we can now write
\[
\|E[O | Z] - E[O]\|_F^2 \leq \sum_{k=1}^d (B_k, E[O | Z] - E[O])^2 \quad (94)
\]
Furthermore, each \( B_k \) can be expressed as \( B_k = A_k A_k^T \) where \( A_k \) is a \( d \times 1 \) vector. Introducing the \( n \times 1 \) vector \( X_k := X A_k \), leads to
\[
(B_k, E[O | Z] - E[O]) = \hat{O}_k - E[\hat{O}_k] \quad (95)
\]
where \( \hat{O}_k = \|E[X_k | Z]\|_F^2 \) is the conditional expectation of the scalar overlap corresponding to \( X_k \). Taking the expectation of both sides of (94) yields
\[
E\left[ \|E[O | Z] - E[O]\|_F^2 \right] \leq \sum_{k=1}^d \text{Var}(\hat{O}_k) \quad (96)
\]
We can now apply the vector-valued variance inequality in Proposition 8, evaluated at \( t = 0 \), to obtain
\[
\text{Var}(\hat{O}_k) \leq \frac{4}{d^2} \text{Var}(F_{k,\delta}) + 2 E[\hat{O}_k] \left( E[\hat{O}_{k,\delta}] - E[\hat{O}_k] \right) \quad (97)
\]
where \( F_{k,\delta} \) and \( \hat{O}_{k,d} \) are defined as in Section VI-A with respect to the \( n \times 1 \) vector \( X_k \). We can reinterpret these quantities the context of the matrix model by noting that they are equal in distribution to the random variables \( F_{B_k} \) and \( B_k, E[O_{B_k} | Y_{B_k}, Z] \) associated with the observation of \( X \) with matrix \( \delta B_k \), i.e.,
\[
F_{B_k} := \log \frac{dP_{Y_{B_k} | Z}}{P_{W | Z}} \quad (98)
\]
In particular, this means that
\[
\text{Var}(F_{k,\delta}) = V\left( P_{Y_{B_k} | Z} \| P_{W | Z} \right) \\
E[\hat{O}_{k,\delta}] = (B_k, E[O_{\delta B_k}])
\]
Combining these expressions with (96) and (97) completes the proof of Theorem 3.
VII. OVERLAP CONCENTRATION: PROOF OF THEOREM 4

This section gives the proof of the bound on the squared deviation of the overlap given in Theorem 4. Recall that $X$ is an $n \times d$ random matrix satisfying $\mathbf{E}[\|X\|^4]^{1/4} \leq \sqrt{n} \rho$ and $O_k$ is the $d \times d$ overlap matrix associated with observations $(Y_\epsilon, Z)$. The main object of interest is the averaged squared deviation of the overlap given by

$$\Delta := \int \mathbf{E} \left[ \left\| O_\epsilon + \psi(\epsilon) - \mathbf{E}[O_\epsilon] \right\|^2 \right] d\mu(\epsilon),$$

(99)

where $\psi : \mathbb{S}_+^d \to \mathbb{S}_+^d$ is an arbitrary order-preserving function and $\mu$ is the probability measure of the random matrix in (30). Equivalently, we can write

$$\Delta = \int \mathbf{E} \left[ \left\| O_\epsilon - \mathbf{E}[O_\epsilon] \right\|^2 \right] d\tilde{\mu}(\epsilon),$$

(100)

where $\tilde{\mu}$ is the pushforward measure under the mapping $\epsilon \mapsto \epsilon + \psi(\epsilon)$.

A. Orthogonal Decomposition

We begin with the decomposition

$$\mathbf{E} \left[ \left\| O_\epsilon - \mathbf{E}[O_\epsilon] \right\|^2 \right] = \mathbf{E} \left[ \left\| O_\epsilon - \mathbf{E}[O_\epsilon | G_\epsilon] \right\|^2 \right] + \mathbf{E} \left[ \left\| \mathbf{E}[O_\epsilon | G_\epsilon] - \mathbf{E}[O_\epsilon] \right\|^2 \right],$$

(101)

where $G_\epsilon$ denotes the sigma-algebra generated by the observation pair $(Y_\epsilon, Z)$. The first term is a measure of the correlation between the rows in the conditional distribution. In Section VII-C, it is shown that

$$\mathbf{E} \left[ \left\| O_\epsilon - \mathbf{E}[O_\epsilon | G_\epsilon] \right\|^2 \right] \leq 2nd \rho^2 \left( \mathbf{E} \left[ \left\| \mathbf{Cov}(\mathbf{vec}(X) | G_\epsilon) \right\|^2 \right] \right)^{1/2},$$

(102)

where $\mathbf{vec}(X)$ denotes the $nd \times 1$ vector obtained by stacking the columns in $X$. The second term in (101) is a measure of the variability in conditional expectation with respect to the observations. For $\delta > 0$, applying the variance inequality in Theorem 3 along with the bound $\mathbf{E}[O_\epsilon] \leq \mathbf{E}[X^T X] \leq n\rho^2 I_d$ and that $\text{tr}(B_k) = 1$ yields

$$\mathbf{E} \left[ \left\| \mathbf{E}[O | G_\epsilon] - \mathbf{E}[O] \right\|^2 \right] \leq \frac{4}{\delta^2} \sum_{k=1}^{d^2} V \left( P_{Y_\epsilon B_k, Y, Z} \| P_{\hat{Y}_k Y, Z} \right) + 2n\rho^2 \sum_{k=1}^{d^2} \{ B_k, \mathbf{E}[O_{\epsilon + \delta B_k}] - \mathbf{E}[O_\epsilon] \}. \tag{103}$$

Combining (101), (102), and (103) and then integrating with respect to $\tilde{\mu}$ yields

$$\Delta \leq \Delta_1 + \Delta_2 + \Delta_3,$$

(104)

where

$$\Delta_1 = 2dn\rho^2 \left( \int \mathbf{E} \left[ \left\| \mathbf{Cov}(\mathbf{vec}(X) | G_\epsilon) \right\|^2 \right] d\hat{\mu}(\epsilon) \right)^{1/2},$$

$$\Delta_2 = 4\delta^2 \sum_{k=1}^{d^2} \int V \left( P_{Y_\epsilon B_k, Y, Z} \| P_{\hat{Y}_k Y, Z} \right) d\hat{\mu}(\epsilon),$$

$$\Delta_3 = 2\beta^4 \sum_{k=1}^{d^2} \int \{ B_k, \mathbf{E}[O_{\epsilon +\beta B_k}] - \mathbf{E}[O_\epsilon] \} d\hat{\mu}(\epsilon).$$

B. Average Over Perturbation

Let $U = [0, 1]^{d^2+1}$ and for $k = 0, 1, \ldots, d^2$ define

$$Q_k, \tilde{Q}_k : U \times U \to [0, \infty),$$

according to

$$Q_k(u, \tilde{u}) := \mathbf{B}_k, \mathbf{E}[O_{\epsilon(u) + \psi(\epsilon(\tilde{u}))}],$$

$$\tilde{Q}_k(u, \tilde{u}) := \frac{\partial}{\partial u_k} \mathbf{B}_k, \mathbf{E}[O_{\epsilon(u) + \psi(\epsilon(\tilde{u}))}],$$

where $B_0 := I_d$ and

$$\epsilon(u) := \frac{\beta u_0}{2} B_0 + \frac{\beta}{2d} \sum_{k=1}^{d^2} u_k B_k.$$

Here, the existence of the partial derivative is justified by the linearity of $u \mapsto \epsilon(u)$ and the differentiability of the MMSE with the matrix in the linear model channel [53]. Furthermore, the following properties hold:

(i) Monotonicity: $Q_k(u, \tilde{u})$ is order-preserving, and thus non-decreasing in each of its arguments, because it is the composition of order-preserving mappings.

(ii) Boundedness: $0 \leq Q_k(u, \tilde{u}) \leq n\rho^2$ because $0 \leq \mathbf{E}[O_\epsilon] \leq \mathbf{E}[X^T X] \leq n\rho^2 I_d$ and $\text{tr}(B_k) = 1$.

With these definitions in hand, we are now ready to bound the integral appearing in $\Delta_1$. By the second order I-MMSE relation for the vector-valued linear Gaussian channel with scalar signal-to-noise ratio [53] we can write

$$\frac{d}{dt} \text{mmse}(X | Y_{R+I_U}, Z) = -\mathbf{E} \left[ \left\| \mathbf{Cov}(\mathbf{vec}(X) | Y_{R+I_U}, Z) \right\|^2 \right].$$

In conjunction with the relationship between the MMSE and the overlap in (23) and the chain rule for differentiation, this implies that the partial derivative with respect to $u_0$ can be expressed as

$$Q_0(u, \tilde{u}) = \frac{\beta}{2} \mathbf{E} \left[ \left\| \mathbf{Cov}(\mathbf{vec}(X) | Y_{R+I_U}, Z) \right\|^2 \right].$$

From the definition of $\hat{\mu}$, it then follows that

$$\int \mathbf{E} \left[ \left\| \mathbf{Cov}(\mathbf{vec}(X) | G_\epsilon) \right\|^2 \right] d\hat{\mu}(\epsilon) = \frac{2}{\beta} \int_{U \times U} Q_0(u, u) \, du.$$

(108)

Now, the crux of the argument is that because $Q_0(u, \bar{u})$ is non-decreasing in both $u_0$ and $\bar{u}_0$, the integral of $Q_0(u, u)$ with
respect to $u_0$ can be bounded from above as follows:

$$\int_0^1 Q_0(u, u) \, du_0 \leq \int_0^1 \frac{\partial}{\partial u_0} Q_0(u, u) \, du_0$$

$$= Q_0(u, u) \Bigg|_{u_0=1} - Q_0(u, u) \Bigg|_{u_0=0}$$

$$\leq n d \rho^2,$$

where the last step follows from the bounds on $Q_0(u, \tilde{u})$. Combining this inequality with (108) leads to

$$\int \mathbb{E} \left[ \| \text{Cov}(\text{vec}(X) | \mathcal{G}_E) \|_F^2 \right] d\tilde{u}_\beta(\epsilon) \leq \frac{2 n d \rho^2}{\beta},$$

and thus, by Jensen’s inequality, $\Delta_1 \leq \left(2 n d \rho^2\right)^{3/2}/\sqrt{\beta}$.

For the term $\Delta_2$, noting that $\epsilon \sim \mu_\beta$ satisfies $\|\epsilon\| \leq \beta$ almost surely and $\|\delta B_k\| = \delta$, leads to

$$V(P_{Y_k B_k}, Y_\epsilon \psi(\epsilon), z \mid P_{\tilde{W}, Y_\epsilon \psi(\epsilon)} z) \leq V,$$

for all $\epsilon$ in the support of $\tilde{u}_\beta$. Hence, $\Delta_2 \leq \frac{4 d^2}{\beta} V$.

Finally, we consider the term $\Delta_3$. From (106) we can write $\epsilon(u) + \delta B_k = \epsilon(u + \alpha e_k)$ where $e_k$ denotes a standard basis vector in $(1 + d^2)$ dimensions (with the indexing starting at zero) and $\alpha = 2 d \beta / \beta$. Consequently, $(B_k, \mathbb{E} \{ Q(u + \alpha e_k, u) + \bar{d} B_k \}) = Q_k(u + \alpha e_k, \tilde{u})$, and so the integral in $\Delta_3$ can be expressed as

$$\int \left( B_k, \mathbb{E} \{ Q(u + \alpha e_k, u) - Q(u, u) \} \right) d\tilde{u}_\beta(\epsilon)$$

$$= \int (Q_k(u + \alpha e_k, u) - Q_k(u, u)) \, du.$$

Since $\nu \mapsto Q_k(u + ve_k, u)$ is differentiable, the integrand can be expressed as

$$\int_0^1 (Q_k(u + 2 \delta e_k, u) - Q_k(u, u)) \, du_k$$

$$= \int_0^1 \int_0^u Q_k(u + v, u) \, dv \, du_k$$

$$= \int_0^u \int_0^1 Q_k(u + v, u) \, du \, dv.$$

(110)

Similar to before, we use the fact that $Q_k(u + v, \tilde{u})$ is non-decreasing in both $u_0$ and $\tilde{u}_0$ to bound the term on the inside

$$\int_0^1 Q_k(u + v, u) \, du_k \leq \int_0^1 \frac{\partial}{\partial u_k} Q_k(u + v, u) \, du_k \leq n \rho^2,$$

where the last step follows from the bounds on $Q_k(u, \tilde{u})$. Plugging this inequality back into (110) then yields

$$\int_0^1 (Q_k(u + 2 \delta e_k, u) - Q_k(u, u)) \, du_k \leq a n \rho^2.$$

(111)

In view of (105) and (109), we conclude that $\Delta_3 \leq 4 n^2 d \rho^4 / \beta$.

Combining the upper bounds on $\Delta_k$, $k = 1, 2, 3$ with (104) completes the proof of Theorem 4.

C. Proof of Inequality (102)

To simplify the notation we make the dependence on $\epsilon$ implicit and write $O$ and $G$. Recall that the overlap matrix is given by $O = (X')^\top X'$ where $X'$, $X''$ are conditionally independent draws from the condition distribution of $X$ given $G$. Introducing the notation $\tilde{X} := \mathbb{E}[X | G]$ and noting that $\mathbb{E}[O | G] = \tilde{X}^\top \tilde{X}$ leads to the orthogonal decomposition

$$O = \mathbb{E}[O | G] = (X' - \tilde{X})^\top X' + \tilde{X}^\top (X'' - \tilde{X}),$$

(112)

where the expected inner product of the terms on the right-hand side is equal to zero. Using the identities $\|A^\top B\|_F^2 = \langle A^\top B, A^\top B \rangle = \langle AA^\top, BB^\top \rangle$ and recalling that $(X, X', X'')$ are i.i.d. conditional on $G$ leads to

$$\mathbb{E} \left[ \| O - \mathbb{E}[O | G] \|_F^2 \right]$$

$$= \mathbb{E} \left[ \left\| (X' - \tilde{X})^\top X' \right\|_F^2 \right] + \mathbb{E} \left[ \left\| \tilde{X}^\top (X'' - \tilde{X}) \right\|_F^2 \right]$$

$$= \mathbb{E} \left[ \left( (X' - \tilde{X}) (X' - \tilde{X})^\top + X'' (X'')^\top \right) \right]$$

$$+ \mathbb{E} \left[ \left( (X'' - \tilde{X}) (X'' - \tilde{X})^\top + \tilde{X} \tilde{X}^\top \right) \right],$$

where $E = \mathbb{E}[X - \tilde{X})(X - \tilde{X})^\top | G]$. From here, two applications of the Cauchy-Schwarz inequality yields

$$\mathbb{E} \left[ \| O - \mathbb{E}[O | G] \|_F^2 \right]$$

$$\leq \sqrt{\mathbb{E}[\|O\|_F^4]} \left( \sqrt{\mathbb{E}[\|XX^\top\|_F^4]} + \sqrt{\mathbb{E}[(X'')^\top] \|_F^4} \right)$$

$$\leq 2 \sqrt{\mathbb{E}[\|O\|_F^2]} \mathbb{E} \left[ \|XX^\top\|_F^2 \right]$$

$$\leq 2 n \rho^2 \mathbb{E}[\|O\|_F^2],$$

(113)

where the last line follows from $\mathbb{E}[\|X\|_4^4] \leq 4 n \rho$, which implies that $\mathbb{E}[\|XX^\top\|_F^4] \leq n^2 \rho^4 \mathbb{E}[\|O\|_F^4]$. Finally, letting $X = (X_1, \ldots, X_n)^\top$ and $\tilde{X} = (\tilde{X}_1, \ldots, \tilde{X}_n)^\top$, allows us to write

$$\|E\|_F^2 = \sum_{i,j=1}^n \mathbb{E} \left[ (X_i - \tilde{X}_i)^\top (X_j - \tilde{X}_j) | G \right]$$

$$= \sum_{i,j=1}^n \langle I_d, \text{cov}(X_i, X_j | G) \rangle^2$$

$$\leq \sum_{i,j=1}^n d \| \text{cov}(X_i, X_j | G) \|_F^2,$$

(114)

where the third step is the Cauchy-Schwarz inequality. Plugging (114) back into (113) completes the proof of (102).

APPENDIX A

COMPARISON LEMMA FOR DIFFERENTIAL EQUATIONS

There exists a large literature on differential inequalities; see, e.g., [61, Ch. III]. The next result is related to a result
by Lasota et al. [63, Lemma 4]. A self-contained proof is provided for completeness.

**Lemma 9 (Comparison Lemma):** Let \( \phi(t) \) and \( \psi(t) \) be \( S_d \)-valued functions that are differentiable on \( (0, 1) \) with

\[
\begin{align*}
\phi(t) & \leq F(t, \phi(t)), \quad \phi(0) \leq u \\
\psi(t) & \geq G(t, \psi(t)), \quad \psi(0) \geq v,
\end{align*}
\]

where \( u, v \in S_d \) satisfy \( u \leq v \) and \( F, G : [0, 1] \times S_d \to S_d \) satisfy \( F(t, \phi) \leq G(t, \psi) \) whenever \( \phi \leq \psi \). Furthermore, suppose that \( |G(t, \phi) - G(t, \psi)| \leq L(t)\|\phi - \psi\| \) where \( L(t) \) is integrable on \( [0, 1] \). Then,

\[
\phi(t) - u \leq \psi(t) - v \quad \text{for all } t \in [0, 1].
\]

**Proof:** The desired result can be stated equivalently as \( h(t) \leq 0 \) for all \( t \in [0, 1] \) where \( h(t) = \max_x (\phi(t) - x) - (\psi(t) + x) \). Using the variational representation of the maximum eigenvalue \( \lambda_{\text{max}}(M) = \sup_{\|u\| = 1} \langle u^T M u \rangle \) and then applying the envelope theorem [64, Th. 2], it follows that \( h(t) \) is absolutely continuous with \( h(b) = h(a) + \int_a^b \lambda_{\text{max}}(\phi'(t) - \psi'(t)) \, dt \). The integrand can be bounded from above using

\[
\frac{\lambda_{\text{max}}(\phi'(t) - \psi'(t))}{\lambda_{\text{max}}(F(t, \phi(t)) - G(t, \psi(t)))} \leq \frac{\lambda_{\text{max}}(G(x, \psi(t) + h(t)I_d) - G(t, \psi(t)))}{L(t)|h(t)|},
\]

where the first inequality follows from the assumptions on \( \phi(t), \psi(t) \) and the remaining steps follow from the assumptions on \( F, G \) and the basic inequality \( \phi(t) \leq \psi(t) + h(t)I_d \). Thus, we have shown that

\[
h(b) \leq h(a) + \int_a^b L(t)|h(t)| \, dt.
\]

Now, suppose for the sake of contradiction that there exists \( b \in (0, 1) \) such that \( h(b) > 0 \). By the continuity of \( h \) and the fact that \( h(0) \leq 0 \), there exists \( a \in [0, b) \) such that \( h(a) = 0 \) and \( h(t) \geq 0 \) for all \( t \in [a, b] \). Applied to this interval, the upper bound described above implies that \( h(b) \leq \int_a^b L(t)|h(t)| \, dt \). By Grönwall’s inequality [61, Ch. III, Th. 1.1] it follows that \( h(b) \leq 0 \), which is a contradiction.

**APPENDIX B**  
**GRADIENTS OF CONVEX FUNCTIONS**

**Lemma 10:** Let \( f_n \) be a sequence of convex functions defined on \( S^d_+ \) that converges pointwise to a limit \( f \). Then, \( f \) is convex and for all \( x \in S^d_+ \) and \( y \in S^d \) such that \( x + ty \in S^d_+ \) for small enough \( t > 0 \) it follows that

\[
\limsup_{n \to \infty} \max_{u \in \partial f_n(x)} (u, y) \leq \max_{u \in \partial f(x)} (u, y).
\]

**Proof:** The directional derivative of a convex function satisfies \( f'(x; y) = \inf_{t > 0} \frac{1}{t}(f(x + ty) - f(x)) \) [59, Proposition 17.2]. For each \( t > 0 \), pointwise convergence implies that \( \frac{1}{t}(f_n(x + ty) - f_n(x)) \to \frac{1}{t}(f(x + ty) - f(x)) \) and taking the infimum over both sides yields \( \limsup_{n \to \infty} f'_n(x; y) \leq f'(x; y) \). To obtain the desired expression we apply the max formula [59, Th. 17.18], which states that \( f'(x; y) = \max_{u \in \partial f(x)} (u, y) \).

**APPENDIX C**  
**CONCENTRATION OF FREE ENERGY**

**Proposition 9:** Consider the assumptions of Theorem 1. For all \( (R, S) \in S^d_+ \times S^d_+ \),

\[
V(P_{Y_{R,S,Z}} \| P_{Y_{0,0,Z}}) \leq nd\rho^2(\|R\| + d\rho^2\|S\|)
+ 3nd^2\rho^4(\|R\| + 2d\rho^2\|S\|)^2.
\]

**Proof:** To simplify notation we define \( \mathbf{W} = (W, W') \). The free energy is given by

\[
F := \frac{dP_{Y_{R,S,Z}}}{dP_{Y_{0,0,Z}}}(Y_{R,S, Z}).
\]

Expressing \( Y \) as a function of the tuple \( (\mathbf{W}, X) \) gives an alternative representation

\[
F = \log \int \exp\{-H_{\mu}(\mathbf{W}, X)\} \, dP_X(u | Z),
\]

where the “Hamiltonian” is given by

\[
H_{\mu}(\mathbf{W}, X) := \frac{1}{2} \left\| uR^{1/2} \right\|_F^2 + \frac{1}{2} \left\| u^{\otimes^2} \left( \frac{1}{n} S \right)^{1/2} \right\|_F^2
- \langle W, uR^{1/2} \rangle
- \langle W', u^{\otimes^2} \left( \frac{1}{n} S \right)^{1/2} \rangle.
\]

Note that the gradient of \( F \) with respect to \( (\mathbf{W}, X) \) satisfies

\[
\nabla F = -\int \nabla H_{\mu}(\mathbf{W}, X) \, d\mu(u).
\]

where \( \mu \) is the probability measure defined by

\[
d\mu(u) \propto \exp\{-H_{\mu}(\mathbf{W}, X)\} \, dP_X(u | Z).
\]

We use the following decomposition of the variance

\[
\text{Var}(F) = \mathbb{E}\left[ (F - \mathbb{E}[F | X, Z])^2 \right]
+ \mathbb{E}\left[ (\mathbb{E}[F | X, Z] - \mathbb{E}[F | Z])^2 \right]
+ \mathbb{E}\left[ (\mathbb{E}[F] - \mathbb{E}[F])^2 \right].
\]

The terms on the right-hand side correspond to the variation with respect to the noise \( \mathbf{W} \), the signal \( X \), and the side information \( Z \), respectively.

To bound the first term in (120) we use the Gaussian Poincaré inequality [65, Th. 3.20], which yields

\[
\mathbb{E}\left[ (F - \mathbb{E}[F | X, Z])^2 \right]
\leq \mathbb{E}\left[ \|\nabla_{\mathbf{W}} F\|_F^2 \right]
+ \mathbb{E}\left[ \|\nabla_{X} F\|_F^2 \right]
\leq \mathbb{E}\left[ \left\| uR^{1/2} \right\|_F^2 \right] + \frac{1}{n} \mathbb{E}\left[ \left\| u^{\otimes^2} S^{1/2} \right\|_F^2 \right]
\leq \mathbb{E}\left[ \left\| uR^{1/2} \right\|_F^2 \right] + \frac{1}{n} \mathbb{E}\left[ \left\| u^{\otimes^2} S^{1/2} \right\|_F^2 \right]
\leq nd\rho^2\|R\| + nd^2\rho^4\|S\|.
\]
The last step follows from the assumption $\|X_i\| \leq \sqrt{d}\rho$ almost surely, and thus every $u$ in the support of $\mu$ satisfies $\|u\|_F \leq \sqrt{nd}\rho$.

For the second term in (120) we use the Efron-Stein inequality [65, Th. 3.1], which yields

$$\mathbb{E} \left[ (\mathbb{E}[F | X, Z] - \mathbb{E}[F | Z])^2 \right] \leq \frac{1}{2} \sum_{i=1}^{n} \mathbb{E} \left[ (\mathbb{E}[F | X, Z] - \mathbb{E}[F(i) | X(i), Z])^2 \right]$$

$$\leq \frac{1}{2} \sum_{i=1}^{n} \mathbb{E} \left[ (F - F(i))^2 \right]. \quad (122)$$

where $F(i)$ and $X(i)$ are obtained by replacing the $i$-th row of $X_i$ with an independent copy $X'_i$. For $t \in [0, 1]$, let $X(t) = (1-t)X + tX(i)$ and define the interpolating free energy

$$F(t) = \int \exp \left\{ -\mathcal{H}_2 \left( \mathbb{W}, X(t) \right) \right\} dP_X(Z|X),$$

such that $F(0) = F$ and $F(1) = F(i)$. Letting $\mathcal{T}$ be the linear operator defined in Lemma 1, and using the fact that $\|\mathcal{T}(A^T B)\| \leq \|A^T B\|_F \leq \|A\|_F \|B\|_F \leq \|A\|_F \|B\|_F$ leads to

$$\frac{d}{dt} F(t) = \left( X_i - X'_i \right) u_i^T \left( R + \frac{2}{3} \mathcal{T} \left( \left[ X(i) \right]^T u \right) \right)$$

$$\leq \|X_i - X'_i\| \|u_i\| \left( \|R\| + \frac{2}{3} \|X(i)\|_F \|u\|_F \|S\| \right).$$

Since $\|u_i\| \leq \sqrt{d}\rho$ and $\|X(i)\|_F \|u\|_F \leq \sqrt{d}\rho$ almost surely it follows that

$$F - F(0) \leq \|X_i - X'_i\| \sqrt{d}\rho \left( \|R\| + 2d\rho^2 \|S\| \right). \quad (123)$$

Applying the same argument for $F(0) - F$ and then squaring gives

$$\mathbb{E} \left[ (F - F(0))^2 \right] \leq 2 \left( d\rho^2 \|R\| + 2d^2\rho^4 \|S\| \right)^2, \quad (124)$$

where we have used the fact that $\mathbb{E} \left[ \|X_i - X'_i\|^2 \right] \leq \mathbb{E} \left[ \|X_i\|^2 \right] \leq \sqrt{d}\rho$.

Now consider the third term in (120). For $z_1, z_2 \in \mathbb{Z}$ let $(X_1, X_2)$ be drawn from a joint distribution with marginals $P_X(X_{z_1})$ and $P_X(X_{z_2})$, and let $Y_i$ be the observations associated with tuple $(\mathbb{W}, X_i)$ for $k = 1, 2$. Then,

$$\mathbb{E}[F | Z = z_1] - \mathbb{E}[F | Z = z_2] = D(P_{Y_1} || P_W) - D(P_{Y_2} || P_W)$$

$$= \log \left\{ \int \exp \left\{ -\mathcal{H}_u (\mathbb{W}, X_1) \right\} dP_{X|Z = z_1}(u) \right\}$$

$$- \log \left\{ \int \exp \left\{ -\mathcal{H}_u (\mathbb{W}, X_2) \right\} dP_{X|Z = z_2}(u) \right\}.$$  \quad (125)

Using a slightly different version of the Efron-Stein inequality, we have

$$\mathbb{E} \left[ (\mathbb{E}[F | Z] - \mathbb{E}[F])^2 \right] \leq \sum_{i=1}^{n} \mathbb{E} \left[ (\mathbb{E}[F(i) | Z, Z_i])^2 \right]$$

where $(\mathcal{X}_+ = \max(x, 0)$ and $F(i)$ is obtained by replacing the $i$-th entry $Z_i$ with an independent copy $Z'_i$. Let $X$ be drawn according to the conditional distribution given $Z$ and let $X'(i)$ be obtained by replacing the $i$-th row $X_i$ with an independent vector $X'_i$ drawn according to the conditional distribution given by $Z'_i$. From (125), it then follows that

$$\mathbb{E} \left[ (F(i) - F(i)) | Z, Z'_i \right]$$

$$\leq \mathbb{E} \left[ -\log \left\{ \int \exp \left\{ -\mathcal{H}_u (\mathbb{W}, X, X'_i) \right\} dP_{X|Z}(u | Z) \right\} \right].$$

This term can be bounded using the same steps as in (123), and this leads to

$$\mathbb{E} \left[ (\mathbb{E}[F | Z] - \mathbb{E}[F])^2 \right] \leq 2n \left( d\rho^2 \|R\| + 2d^2\rho^4 \|S\| \right)^2.$$

Combining this bound with the decomposition (120) and the bounds in (121), (122) and (124) completes the proof. 
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