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Abstract

This paper identifies and estimates the coefficients in a multivariate errors-in-variables linear model when the unobserved arbitrarily dependent regressors are not jointly normal and independent of errors. To identify the coefficients, we use variation in the second-order partial derivatives of the log characteristic function of the unobserved regressors; a property of only not jointly normal distributions. A root-$n$ consistent and asymptotically normal extremum estimator performs well in simulations relative to third and fourth order moment estimators.
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1 Introduction

This paper investigates identification and estimation of a multivariate linear regression model with measurement error in all the regressors and arbitrarily dependent unobserved regressors using characteristic functions. We show that the coefficients are identified if the unobserved regressors are not jointly normal and are independent of the errors. Further, if any of the errors and regressors are dependent then the model is no longer identified.

The literature on errors-in-variables in linear models is vast. Three excellent reviews are Cheng and Van Ness (1999), Fuller (1987), and Gillard (2010). In the single regressor errors-in-variables model with independent regressor and errors, the coefficient is identified if and only if (a) the regressor is not normal or (b) neither of the errors are normal (Reiersøl, 1950; Schennach & Hu, 2013). In the multivariate errors-in-variables model with regressors that are independent of errors, it is known that the coefficients are identified if (a) the errors are normal and the regressors are not jointly normal (Willassen, 1979) or (b) the unobserved regressors have nonzero and finite third or higher order cumulants, which usually means that identification comes from skewness and / or kurtosis (Geary, 1949; Lewbel, 1997).

We show that the coefficients are identified when the unobserved regressors are not jointly normal, allowing the unobserved regressors to be arbitrarily dependent, the errors to have arbitrary distributions, and the third and higher order cumulants of all the random variables to be zero or infinite. Identification is based on the property that the second-order partial derivatives of the log characteristic function (LCF) of the unobserved regressors are not all equal to a constant if and only if they are not jointly normal. We will use this variation to show that the coefficients uniquely minimize a distance between second-order partial derivatives of LCFs and covariances of observables. Further, since the jointly normal distribution is the only distribution that does not have variation in all the second-order partial derivatives of its LCF, this provides a testable condition for
nonnormality. The identification strategy extends Ben-Moshe (2013) to allow dependent unobservables.

Estimation of the coefficients without any additional information is usually based on higher-order moments (Cragg, 1997; Dagenais & Dagenais, 1997; Erickson, Jiang, & Whited, 2013; Pal, 1980), which can have high variance and bias and are sensitive to outliers and data transformations. Our estimator is an extremum estimator based on second-order partial derivatives of the LCF of the observed variables, which contains all the information from the higher-order moments and is root-$n$ consistent. In Monte-Carlo simulations, we find that our estimator performs well relative to estimators based on third and fourth order moments and is robust to various distributions including symmetric ones. Plots of the second-order partial derivatives of the LCF of the observables provide evidence for or against variation and appropriateness of using second-order partial derivatives for estimation, and evidence of not jointly normal unobserved regressors.

2 Theory

This section presents the model, assumptions, identification, and estimation. Our tool of analysis is the LCF, which is denoted by $\varphi_{\mathbf{X}^*}(\mathbf{s}) = \ln E[e^{i\sum_{k=1}^{K} X_k^* s_k}]$ where $\mathbf{X}^* = (X_1^*, \ldots, X_K^*)$ is a random vector and $\mathbf{s} = (s_1, \ldots, s_K) \in \mathbb{R}^K$.

2.1 The Model

Consider the classic errors-in-variables model,

$$X_k = X_k^* + U_k$$
$$Y = \beta_1 X_1^* + \ldots + \beta_K X_K^* + \varepsilon$$
where $Y$ is an observed outcome, $X = (X_1, \ldots, X_K)$ are observed measurements, $X^* = (X^*_1, \ldots, X^*_K)$ are unobserved regressors, $U = (U_1, \ldots, U_K)$ are unobserved measurement errors, $\varepsilon$ is an unobserved error, and $\beta = (\beta_1, \ldots, \beta_K)$ are the unknown coefficients of interest. Instead of intercepts we allow $(X^*, U, \varepsilon)$ to have nonzero means. The identification strategy is invariant to these intercepts and means.

The following assumption describes the dependence structure, which allows the unobserved regressors to be arbitrarily dependent but independent of errors.

**Assumption 2.1.** The unobserved errors $U_1, \ldots, U_K$, and $\varepsilon$ are mutually independent and independent of $X^*$. The vector of unobserved regressors $X^*$ is dependent.

No other unobserved variable can be dependent on $X^*$ for $\beta$ to be identified.

**Lemma 2.1.** If $(X^*, U)$ or $(X^*, \varepsilon)$ is dependent then $\beta$ is not identified.

For simplicity assume that $X^*$ cannot be divided into subsets of mutually independent vectors. If $X^*$ can be divided into mutually independent vectors then the following assumption is modified from $X^*$ is not jointly normal to each subset is not jointly normal. Even with the modification, the formula in Theorem 2.1 remains the same.

**Assumption 2.2.** One of the following equivalent conditions hold:

(i) The unobserved vector of regressors $X^*$ is not jointly normal,

(ii) On all neighborhoods of the origin $\frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} \neq -\text{Cov}(X^*_{k_1}, X^*_{k_2})$ for some $(k_1, k_2)$,

(iii) On all neighborhoods of the origin $\frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} \Big|_{(\omega_1, \ldots, \omega_K, 0)} \neq c_{k_1 k_2}$ for some $(k_1, k_2)$.

In the single regressor errors-in-variables model, Reiersøl (1950) shows that a non-normal unobserved regressor is sufficient for identification and Schennach and Hu (2013) prove that the model is identified if and only if the unobserved regressor or both of the errors are nonnormal. In the multivariate errors-in-variables model, Willassen (1979) shows that if $(U, \varepsilon)$ is jointly normal then $\beta$ is identified if and only if $X^*$ is not jointly normal.
The intuition for requiring some nonnormality is that normal distributions are completely characterized by their means and covariances and Klepper and Leamer (1984) prove that higher-order moments \((X^*, Y)\) are necessary for identification.

While other papers identify \(\beta\) with restrictions on (and existence of) higher-order moments like nonzero skewness or kurtosis, we use all the information from higher-order moments and only require nonnormality of the unobserved regressors (Assumption 2.2(i)). Identification comes from variation in the second-order partial derivatives of the LCF of \(X^*\) (Assumption 2.2(ii)), which is a characteristic of a random vector if and only if it is not jointly normal. Assumption 2.2(iii) is a testable restriction that can be checked in data and conceivably provides a test for normality.

2.2 Identification

Assuming that the unobserved regressors are not jointly normal and independent of the errors, the following theorem proves that the coefficients in the multivariate errors-in-variables model are identified.

Theorem 2.1. Consider the multivariate errors-in-variables model from Equation (1). Let \(\beta \in B \subseteq \mathbb{R}^K\). If \(\text{Var}(X_k^*) < \infty\) and \(\beta_k \neq 0\) for \(k = 1, \ldots, K\), then \(\beta\) is identified when Assumptions 2.1 and 2.2 hold and is the unique solution to

\[
\beta = \arg\min_{b \in B} \int_{\mathbb{R}} \left( \sum_{1 \leq k_1 < k_2 \leq K} w_{k_1 k_2}(u) \left| \text{Cov}(X_{k_1}, X_{k_2}) + \frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} (b_1 u, \ldots, b_K u, -u) \right|^2 + \sum_{k_1=1}^K w_{k_1 y}(u) \left| \text{Cov}(X_{k_1}, Y) + \frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_y} (b_1 u, \ldots, b_K u, -u) \right|^2 \right) du \quad (2)
\]

where \(|z|^2 = |a + ib|^2 = a^2 + b^2\) is the absolute value of \(z\) and the weight functions \(w_{k_1}(u)\) satisfy \(\int_{\mathbb{R}} w_{k_1}(u) du = 1\) and \(\int_{|u| < \delta} w_{k_1}(u) du > 0\) for all \(\delta > 0\).

Identification uses all cross partial derivatives and all the arguments of \(\varphi_{X,Y}\). It thus
seems hard to see how any assumption can be weakened and the coefficients still identified.

We sketch the proof with details in the appendix. The proof converts the problem to uniqueness of the solution of a functional equation. The LCF of the observed variables is,

$$\varphi_{X,Y}(s) = \varphi_{X^*}(s_1 + \beta_1 s_y, \ldots, s_K + \beta_K s_y) + \varphi_\varepsilon(s_y) + \sum_{k=1}^{K} \varphi_{U_k}(s_k)$$

where the equality follows from the dependence structure in Assumption 2.2.

Identification comes from variation in the second-order partial derivatives of $\varphi_{X,Y}$ through choices of $s$. Let Assumption 2.2 hold for some fixed $k_1$ and $k_2$ with $k_1 \neq k_2$. Then,

$$\frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} \bigg|_{(s_1 + \beta_1 s_y, \ldots, s_K + \beta_K s_y)} = \frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} \bigg|_{(u(b_1 - \beta_1), \ldots, u(b_K - \beta_K))}$$

Substituting in $s = 0$ and $s = (b_1 u, \ldots, b_K u, -u)$,

$$\text{Cov}(X_{k_1}, X_{k_2}) + \frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} \bigg|_{(b_1 u, \ldots, b_K u, -u)} = \text{Cov}(X_{k_1}^*, X_{k_2}^*) + \frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} \bigg|_{(u(b_1 - \beta_1), \ldots, u(b_K - \beta_K))}$$

(3)

Only jointly normal random variables do not have variation in all second-order partial derivatives so that $\text{Cov}(X_{k_1}^*, X_{k_2}^*) + \frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} = 0$ for all $\omega$ and all $k_1$ and $k_2$. By Assumption 2.2, Equation (3) equals zero if and only if $\{b_k = \beta_k\}_{k=1}^{K}$. Formula (2) follows by minimizing the distance between the partial derivatives of $\varphi_{X,Y}$ evaluated at 0 and $b \in B$, which by Assumption 2.2 is uniquely minimized when $b = \beta$. 
2.3 Estimation

For a given sample \( \{Y_n, X_{1n}, \ldots, X_{Kn}\}_{n=1}^N \) of iid observations, estimation replaces the population quantities in Equation \( [2] \) with sample analogs. The Extremum estimator is

\[
\hat{\beta} = \arg\max_{b \in B} \hat{Q}_N(b) \tag{4}
\]

where

\[
\hat{Q}_N(b) := - \int_{\mathbb{R}} \left( \sum_{1 \leq k_1 < k_2 \leq K} \hat{\text{Cov}}(X_{k_1}, X_{k_2}) + \frac{\partial^2 \hat{\varphi}_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} \right) \left( \sum_{k_1=1}^K \hat{\text{Cov}}(X_{k_1}, Y) + \frac{\partial^2 \hat{\varphi}_{X,Y}(s)}{\partial s_{k_1} \partial s_y} \right)^2 w(u)du
\]

\[
\frac{\partial^2 \hat{\varphi}_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} \bigg|_{(b_1 u, \ldots, b_K u, -u)} = \frac{\left( \frac{1}{N} \sum_{n=1}^N X_{kn} \exp(iu(\sum_{k=1}^K b_k X_{kn} - Y)) \right) \left( \frac{1}{N} \sum_{n=1}^N X_{kn} \exp(iu(\sum_{k=1}^K b_k X_{kn} - Y)) \right)^2}{\frac{1}{N} \sum_{n=1}^N X_{kn} X_{kn} \exp(iu(\sum_{k=1}^K b_k X_{kn} - Y))} - \frac{1}{N} \sum_{n=1}^N \frac{X_{kn} \exp(iu(\sum_{k=1}^K b_k X_{kn} - Y))}{\sum_{n=1}^N \exp(iu(\sum_{k=1}^K b_k X_{kn} - Y))}
\]

\[
\frac{\partial^2 \hat{\varphi}_{X,Y}(s)}{\partial s_{k_1} \partial s_y} \bigg|_{(b_1 u, \ldots, b_K u, -u)} = \frac{\left( \frac{1}{N} \sum_{n=1}^N X_{kn} \exp(iu(\sum_{k=1}^K b_k X_{kn} - Y)) \right)^2}{\frac{1}{N} \sum_{n=1}^N \frac{X_{kn} \exp(iu(\sum_{k=1}^K b_k X_{kn} - Y))}{\sum_{n=1}^N \exp(iu(\sum_{k=1}^K b_k X_{kn} - Y))}} - \frac{1}{N} \sum_{n=1}^N \frac{X_{kn} \exp(iu(\sum_{k=1}^K b_k X_{kn} - Y))}{\sum_{n=1}^N \exp(iu(\sum_{k=1}^K b_k X_{kn} - Y))}
\]

\[
\hat{\text{Cov}}(X_{k_1}, X_{k_2}) := \frac{1}{N} \sum_{n=1}^N X_{kn} X_{kn} - \left( \frac{1}{N} \sum_{n=1}^N X_{kn} \right) \left( \frac{1}{N} \sum_{n=1}^N X_{kn} \right)
\]

\[
\hat{\text{Cov}}(X_{k_1}, Y) := \frac{1}{N} \sum_{n=1}^N X_{kn} Y_n - \left( \frac{1}{N} \sum_{n=1}^N X_{kn} \right) \left( \frac{1}{N} \sum_{n=1}^N Y_n \right)
\]

We repeat the following standard conditions and theorems needed for consistency and asymptotic normality of an extremum estimator (eg. Newey & McFadden, 1994).
Assumption 2.3.  (i) $Q(b)$ is uniquely maximized at $\beta$; (ii) $\beta \in \text{int}(B)$ and $B$ is compact; (iii) $Q(b)$ is continuous; (iv) $\hat{Q}_N(b)$ converges uniformly in probability to $Q(b)$; (v) $\hat{Q}_N(b)$ is twice continuously differentiable in a neighborhood of $\beta$; (vi) $\sqrt{N}\nabla_b \hat{Q}_N(\beta) \xrightarrow{d} N(0, \Omega(\beta))$; (vii) there is an $H(b)$ continuous at $\beta$ such that $\nabla_{bb} \hat{Q}_N(b)$ converges uniformly in probability to $H(b)$ in a neighborhood of $\beta$; (viii) $H(\beta)$ is nonsingular.

Proposition 2.1. If Assumptions 2.3(i)-(iv) hold then $\hat{\beta} \xrightarrow{p} \beta$. If Assumptions 2.3(i)-(viii) hold then $\sqrt{N}(\hat{\beta} - \beta) \xrightarrow{d} N(0, H(\beta)^{-1}\Omega(\beta)H^{-1}(\beta))$.

Assumption 2.3 is satisfied when $\beta$ is identified i.e. Theorem 2.1 holds. Continuity and uniform convergence use the uniform continuity of a CF, assumptions that the CF is nonzero on an interval around the origin, and that moments are bounded. The proofs use Taylor expansions of sample analogs around population quantities. The exact expressions are lengthy but only require taking derivatives of the expressions above.

3 Simulations

This section analyzes the finite sample performance of the extremum estimator based on the second-order partial derivatives of the LCF from the previous section (labeled PD) and compares it to a third-order cumulant estimator (C3), a fourth-order cumulant estimator (C4), and the ordinary least squares estimator (OLS) using data generated from Monte-Carlo simulations.

Consider the errors-in-variables model,

\begin{align*}
X_1 &= \alpha_1 + X_1^* + U_1 \quad (5a) \\
X_2 &= \alpha_2 + X_2^* + U_2 \quad (5b) \\
Y &= \alpha_Y + \beta_1 X_1^* + \beta_2 X_2^* + \varepsilon \quad (5c)
\end{align*}

\footnote{For more details see Ben-Moshe (2013).}
Let $\beta_1 = 1$, $\beta_2 = 1$, and $(\alpha_1, \alpha_2, \alpha_Y) = (1, 1, 1)$.

Table 1 displays the means and standard errors (in parentheses) of the Monte Carlo distributions of the estimates of $\beta_1$ (the estimates of $\beta_2$ are similar) obtained from 100 simulations of sample size $N = 1,000$ without measurement error ($U_1 = U_2 = 0$) and with measurement error ($U_1$ and $U_2$ iid standard normal). In the first two columns (Design 1), $(X^*_1, X^*_2)$ are generated by drawing $2N$ iid samples from a beta distribution with parameters $(1, 2)$ and adjusting the regressors to each have variance 2 and covariance 1 (by multiplying the generated variables by a Cholesky decomposition of the covariance matrix). In the third and fourth columns (Design 2), $(X^*_1, X^*_2)$ are generated in the same way as the first two columns except that they are drawn from a $\chi^2$-distribution with 5 degrees of freedom. Similarly, in the fifth and sixth columns (Design 3), $(X^*_1, X^*_2)$ are generated from a t-distribution with 5 degrees of freedom.

In all three designs, the OLS estimator has the tightest confidence bands around $\beta_1$ when there is no measurement error and is badly biased when there is measurement error. With measurement error, the PD estimator has the tightest confidence bands around $\beta_1$. The t-distribution is symmetric so that there is no identifying information from the skewness, which manifests itself in biased C3 estimates with the largest standard errors.

| Estimator | Design 1: $\beta(1,2)$ | Design 2: $\chi^2(5)$ | Design 2: t(5) |
|-----------|-------------------------|-----------------------|----------------|
| PD        | 1.01 (0.07)             | 1.02 (0.16)           | 1.00 (0.13)    |
|           | $U_k = 0$               | $U_k \sim N(0,1)$    | $U_k = 0$      |
| C3        | 1.02 (0.07)             | 1.02 (0.20)           | 1.00 (0.13)    |
|           | $U_k \sim N(0,1)$      | 1.01 (0.06)           | 1.01 (0.11)    |
| C4        | 0.98 (0.13)             | 1.04 (0.30)           | 0.98 (0.21)    |
|           |                         | 0.97 (0.15)           | 0.98 (0.21)    |
| OLS       | 1.00 (0.03)             | 0.82 (0.04)           | 1.00 (0.03)    |
|           |                         | 1.00 (0.03)           | 0.78 (0.03)    |
|           |                         | 1.00 (0.03)           | 0.75 (0.03)    |

Estimates are based on the errors-in-variables model in Equations (5a)-(5c). For each design, we generate 100 simulations with 1, 000 observations. The unobserved regressors are drawn from a $\beta(1, 2)$ distribution (Design 1), $\chi^2(5)$ distribution (Design 2) or t(5) distribution (Design 3) with $\text{Var}(X^*_1) = \text{Var}(X^*_2) = 2$ and $\text{Cov}(X^*_1, X^*_2) = 1$. The first, third, and fifth columns have no measurement errors while the second, fourth, and sixth columns have measurement errors drawn from a standard normal distribution. The numbers without parentheses are means and the numbers in parentheses are standard errors.
Figures 1, 2, and 3 plot for Designs 1, 2, and 3 respectively the 5%, 50%, and 95% of the Monte-Carlo distributions of the estimates of the second-order partial derivatives,

\[
\frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_1 \partial s_2} \bigg|_{(u,u,0)} \quad \frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_1 \partial s_3} \bigg|_{(u,u,0)} \quad \frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_2 \partial s_3} \bigg|_{(u,u,0)}
\]

No constant function lies between the 5% and 95% confidence bands in all but one of the graphs in figures 1, 2, and 3 so we can be confident of identifying variation in all but one of the PDs (the exception is \( \frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_1 \partial s_2} \bigg|_{(u,u,0)} \) when the regressors are generated from the \( t \)-distribution).

The \( t \)-distribution approaches the normal distribution as the degrees of freedom approach infinity. Figure 4 plots the second-order partial derivatives of a \( t \)-distribution with 10 degrees of freedom and although the median has variation, a constant function does lie between the 5% and 95% confidence bands so we are less confident about identification and our estimator.

Figures 1, 2, and 3 show a tradeoff between values of \( u \) close to the origin and values of \( u \) far from the origin; when \( u \) is close to the origin then the second-order partial derivatives are more accurately estimated (narrow confidence bands) but there is less variation in the second-order partial derivatives from their value at the origin while when \( u \) is far from the origin the second-order partial derivatives are less accurately estimated (wide confidence bands) but there is more variation in the second-order partial derivatives from their value at the origin.

We performed other simulations using the model in Equations (5a)-(5c) using various distributions, variances, and covariances, and choices of \( \beta \) (and using different ways to construct the dependence between \( X_1^* \) and \( X_2^* \) and different distributions of errors). In most the simulations, the PD estimator had the tightest confidence bands around \( \beta_1 \). Further, we plotted the second-order partial derivatives of \( \varphi_{X,Y}(s) \) to check for variation and the appropriateness of using the PD estimator.
4 Conclusion

This paper considers identification and estimation of coefficients in a multivariate linear regression with measurement errors in all the variables. Assuming that the unobserved regressors are not jointly normal and independent of errors, we identify and estimate the coefficients using variation in the second-order partial derivatives of the LCF of the unobserved regressors, which is only possible if the unobserved regressors are not jointly normal.

In our simulations, we find that the set on which \( w(u) > 0 \) is important but not the choice of function \( w(u) \). This is similar to choosing bandwidth and could be an interesting topic for future research.

5 Appendix

The following relationship will be used in the proofs below.

\[
\varphi_{X,Y}(s_1, \ldots, s_K, s_y) = \ln E \left[ \exp \left( i \sum_{k=1}^{K} X_k s_k + iY s_y \right) \right]
\]

\[
= \ln E \left[ \exp \left( i \sum_{k=1}^{K} (X_k^* + U_k) s_k + i(\sum_{k=1}^{K} \beta_k X_k^* + \varepsilon) s_y \right) \right]
\]

\[
= \ln E \left[ \exp \left( i \sum_{k=1}^{K} (s_k + \beta_k s_y) X_k^* + i \sum_{k=1}^{K} s_k U_k + is_y \varepsilon \right) \right]
\]

where the second equality follows by substituting in \( Y = \beta_1 X_1^* + \ldots + \beta_K X_K^* + \varepsilon \) and \( X_k = X_k^* + U_k \).

5.1 Proof of Lemma 2.1

Proof. Assume \((X^*, \varepsilon)\) is dependent. Let \( \tilde{\beta}_k = c_k \beta_k \) where \( c_k \neq \{0, 1\} \), \( \varphi_{\tilde{U}_k}(\cdot) \equiv 0 \), and \( \varphi_{\tilde{X}^*, \varepsilon}(\cdot) = \varphi_{X_1^* + U_1, \ldots, X_K^* + U_K, \varepsilon + \sum_{k=1}^{K} (X_k^*(1-c_k) - c_k U_k)}(\cdot) \). Then using (6),

\[
\varphi_{X,Y}(s) = \ln E \left[ \exp \left( i \sum_{k=1}^{K} (s_k + \beta_k s_y) X_k^* + i \sum_{k=1}^{K} s_k U_k + is_y \varepsilon \right) \right]
\]
\[
= \ln E \left[ \exp \left( i \sum_{k=1}^{K} (s_k + c_k \beta_k s_y) (X_k^* + U_k) + is_y \left( \varepsilon + \sum_{k=1}^{K} \beta_k (X_k^* (1 - c_k) - c_k U_k) \right) \right) \right]
\]
\[
= \ln E \left[ \exp \left( i \sum_{k=1}^{K} (s_k + \beta_k s_y) \tilde{X}_k^* + is_y \tilde{\varepsilon} \right) \right]
\]
\[
= \varphi_{\tilde{X}^*, \tilde{\varepsilon}} (s_1 + \tilde{\beta}_1 s_y, \ldots, s_K + \tilde{\beta}_K s_y, s_y) + \sum_{k=1}^{K} \varphi_{\tilde{U}_k} (s_k)
\]

Hence, \( \tilde{\beta} \) is observationally equivalent to \( \beta \).

Assume \( (X^*, U) \) is dependent. Let \( \tilde{\beta}_k = c_k \beta_k \) where \( c_k \neq \{0, 1\} \), \( \varphi_{\varepsilon}(\cdot) = \varphi_{\varepsilon}(\cdot) \), and \( \varphi_{\tilde{X}^*, \tilde{U}}(\cdot) = \varphi_{c_1 X_1^*, \ldots, c_K X_K^* U_1 + X_1^* (1-c_1) \ldots U_K + X_K^* (1-c_K)}(\cdot) \). Then using (6),

\[
\varphi_{X^*, Y}(s) = \ln E \left[ \exp \left( i \sum_{k=1}^{K} (s_k + \beta_k s_y) X_k^* + i \sum_{k=1}^{K} s_k U_k + is_y \varepsilon \right) \right]
\]
\[
= \ln E \left[ \exp \left( i \sum_{k=1}^{K} (s_k + \beta_k s_y) c_k X_k^* + i \sum_{k=1}^{K} s_k (U_k + X_k^* (1 - c_k)) + is_y \varepsilon \right) \right]
\]
\[
= \ln E \left[ \exp \left( i \sum_{k=1}^{K} (s_k + \beta_k s_y) \tilde{X}_k^* + i \sum_{k=1}^{K} s_k \tilde{U}_k + is_y \tilde{\varepsilon} \right) \right]
\]
\[
= \varphi_{\tilde{X}^*, \tilde{U}} (s_1 + \tilde{\beta}_1 s_y, \ldots, s_K + \tilde{\beta}_K s_y, s_1, \ldots, s_K) + \varphi_{\tilde{\varepsilon}} (s_y)
\]

Hence, \( \tilde{\beta} \) is observationally equivalent to \( \beta \). \( \square \)

### 5.2 Proof of Equivalences in Assumption 2.2

**Proof.** \((i) \iff (ii)\). We prove the contrapositive. The unobserved vector of regressors \( X^* \) is jointly normal with covariance matrix \( \Sigma \) if and only if

\[
\varphi_{X^*}(\omega) = i \omega' \mu - \frac{1}{2} \omega' \Sigma \omega \tag{7}
\]

By analytic continuity (e.g. Lukacs, 1970), the LCF of \( X^* \) is given by Equation (7) if and only if the equation holds for some neighborhood of the origin. If (7) holds on a neighborhood around the origin then the second-order partial derivatives on this neighborhood are

\[
\frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} = -\text{Cov}(X_{k_1}^*, X_{k_2}^*) \tag{8}
\]
where \( \text{Cov}(X_{k_1}^*, X_{k_2}^*) = -\frac{\partial^2 \varphi_X^*(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} \) are the elements of \( \Sigma \). By the fundamental theorem of calculus if (8) holds then (7) holds on this neighborhood (with possibly different mean \( \mu \)) and so \( X^* \) is normal.

(ii) \( \leftrightarrow \) (iii). Using Equation (6) and Assumption 2.1

\[
\varphi_{X,Y}(s) = \varphi_X(s_1 + \beta_1 s_y, \ldots, s_K + \beta_K s_y) + \varphi_\varepsilon(s_y) + \sum_{k=1}^K \varphi_{U_k}(s_k)
\]

The second-order partial derivatives are

\[
\begin{align*}
\frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} &\bigg|_{(\omega_1, \ldots, \omega_K, 0)} = \frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} \quad 1 \leq k_1 < k_2 \leq K \quad (9) \\
\frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_y} &\bigg|_{(\omega_1, \ldots, \omega_K, 0)} = \sum_{k_2=1}^K \beta_{k_2} \frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} \quad 1 \leq k_1 \leq K \quad (10)
\end{align*}
\]

By (9), \( \frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} \neq -\text{Cov}(X_{k_1}^*, X_{k_2}^*) \) if and only if \( \frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} \bigg|_{(\omega_1, \ldots, \omega_K, 0)} \neq c_{k_1 k_2} \) where \( k_1 \neq k_2 \).

If \( \frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} = -\text{Cov}(X_{k_1}^*, X_{k_2}^*) \) (and \( \frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} \bigg|_{(\omega_1, \ldots, \omega_K, 0)} = c_{k_1 k_2} \)) then by (10), \( \frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1}^2} \neq \text{Var}(X_{k_1}^*) \) if and only if \( \frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_y} \bigg|_{(\omega_1, \ldots, \omega_K, 0)} \neq c_{k_1 k_2} \).

\[
5.3 \text{ Proof of Theorem 2.1}
\]

Proof. Using Equation (6) and Assumption 2.1

\[
\varphi_{X,Y}(s) = \varphi_X(s_1 + \beta_1 s_y, \ldots, s_K + \beta_K s_y) + \varphi_\varepsilon(s_y) + \sum_{k=1}^K \varphi_{U_k}(s_k)
\]

The second-order PDs are

\[
\begin{align*}
\frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} &\bigg|_{(s_1 + \beta_1 s_y, \ldots, s_K + \beta_K s_y)} = \frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} \quad 1 \leq k_1 < k_2 \leq K \quad (11) \\
\frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_y} &\bigg|_{(s_1 + \beta_1 s_y, \ldots, s_K + \beta_K s_y)} = \sum_{k_2=1}^K \beta_{k_2} \frac{\partial^2 \varphi_{X^*}(\omega)}{\partial \omega_{k_1} \partial \omega_{k_2}} \quad 1 \leq k_1 \leq K \quad (12)
\end{align*}
\]

Define \( b := (b_1, \ldots, b_K) \) and define

\[
R_{k_1 k_2}^{b}(u; b) := \text{Cov}(X_{k_1}, X_{k_2}) + \left| \frac{\partial^2 \varphi_{X,Y}(s)}{\partial s_{k_1} \partial s_{k_2}} \bigg|_{(b_1 u, \ldots, b_K u, -u)} \right|^2
\]
\[
R_{0}^{k_1y}(u; b) := \text{Cov}(X_{k_1}, Y) + \left| \frac{\partial^2 \varphi_{X, Y}(s)}{\partial s_{k_1} \partial s_{y}} \right|_{(u(b_1 - \beta_1), ..., u(b_K - \beta_K)}}^2 
\]

(14)

where (13) and (14) follow by substituting in (11) and (12). If \( b = \beta \) then \( R_0(u; \beta) = 0 \) for all \( u \in \mathbb{R} \).

We now show that \( b = \beta \) is the only solution to \( R_0(u; b) = 0 \). If \( R_0(u; b) = 0 \) then

\[
\frac{\partial^2 \varphi_{X^*(\omega)}}{\partial \omega_{k_1} \partial \omega_{k_2}} \Big|_{(u(b_1 - \beta_1), ..., u(b_K - \beta_K))} = -\text{Cov}(X_{k_1}^*, X_{k_2}^*)
\]

and

\[
\frac{\partial^2 \varphi_{X^*(\omega)}}{\partial \omega_{k_1}^2} \Big|_{(u(b_1 - \beta_1), ..., u(b_K - \beta_K))} = -\text{Var}(X_{k_1}^*)
\]

where the first equality follows by Equation (13) and the second equality follows by using the first equality and Equation (14). Using Assumption 2.2 the only solution is \( b = \beta \). Hence, \( \beta = \arg\min_{b \in B} \int_{\mathbb{R}} R_0(u; b) w(u) du \).
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Figure 1: Estimates from the errors-in-variables model with \((X_1^*, X_2^*)\) drawn from a \(\chi^2\)-distribution with 5 degrees of freedom and adjusted so that the regressors each have variance 2 and covariance 1. The graphs plot the second-order partial derivatives of \(\phi_{X,Y}\) where the red lines are the real parts and the blue lines are the imaginary parts. The solid lines are the medians of the Monte-Carlo draws. The dotted lines are the 5% - 95% confidence bands. No constant function can fit between the confidence bands suggesting variation in all the second-order partial derivatives.
Figure 2: Estimates from the errors-in-variables model with \((X_1^*, X_2^*)\) drawn from a \(\beta\)-distribution with parameters \((\alpha, \beta) = (1, 2)\) and adjusted so that the regressors each have variance 2 and covariance 1. The graphs plot the second-order partial derivatives of \(\varphi_{X,Y}\) where the red lines are the real parts and the blue lines are the imaginary parts. The solid lines are the medians of the Monte-Carlo draws. The dotted lines are the 5% - 95% confidence bands. No constant function can fit between the confidence bands in graphs (b) and (c) suggesting variation in these second-order partial derivatives.
Figure 3: Estimates from the errors-in-variables model with \((X_1^*, X_2^*)\) drawn from a \textbf{t-distribution with 5 degrees of freedom} and adjusted so that the regressors each have variance 2 and covariance 1. The graphs plot the second-order partial derivatives of \(\varphi_{X,Y}\) where the red lines are the real parts and the blue lines are the imaginary parts. The solid lines are the medians of the Monte-Carlo draws. The dotted lines are the 5% - 95% confidence bands. No constant function can fit between the confidence bands suggesting variation in all the second-order partial derivatives.
Figure 4: Estimates from the errors-in-variables model with \((X_1^*, X_2^*)\) drawn from a t-distribution with 10 degrees of freedom and adjusted so that the regressors each have variance 2 and covariance 1. The graphs plot the second-order partial derivatives of \(\varphi_{X,Y}\) where the red lines are the real parts and the blue lines are the imaginary parts. The solid lines are the medians of the Monte-Carlo draws. The dotted lines are the 5% - 95% confidence bands. A constant function can fit between the confidence bands suggesting that there may not be variation in all the second-order partial derivatives.