A BRASCAMP-LIEB TYPE COVARIANCE ESTIMATE

GEORG MENZ

Abstract. In this article, we derive a new covariance estimate. The estimate has a similar structure as the Brascamp-Lieb inequality and is optimal for ferromagnetic Gaussian measures. It can be naturally applied to deduce decay of correlations of lattice systems of continuous spins. We also discuss the relation of the new estimate with known estimates like a weighted estimate due to Helffer & Ledoux. The main ingredient of the proof of the new estimate is a *directional Poincaré inequality* which seems to be unknown.

1. Introduction

The main goal of this article is to deduce a new covariance estimate for a certain class of Gibbs measures

$$\mu(dx) = \frac{1}{Z} \exp(-H(x)) \, dx,$$

on a finite-dimensional Euclidean space $X$ (see Section 2 and Theorem 2.3 below). Here and later on, $Z$ denotes a generic normalization constant turning $\mu$ into a probability measure. The covariance estimate can be seen as an analogue of the Brascamp-Lieb inequality (BLI), which estimates variances. The BLI was originally introduced by Brascamp & Lieb in [BL76]:

**Theorem 1.1** (Brascamp & Lieb). Let $H : X \to \mathbb{R}$ be a smooth strictly convex function. Then for all smooth functions $f$

\begin{equation}
\text{var}_\mu(f) := \int \left( f - \int f \, d\mu \right)^2 \, d\mu \leq \int \langle \nabla f, (\text{Hess } H)^{-1} \nabla f \rangle \, d\mu.
\end{equation}

The main difference between the BLI and our estimate is that

- our estimate applies to covariances,
- it also handles non-convex Hamiltonians,
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in the convex case the bound is slightly weaker than in the BLI. The covariance estimate of Theorem 2.3 can be interpreted in the following way: The correlations of a non-convex perturbed Gibbs measure are dominated by the correlations of an suitable chosen Gaussian measure with ferromagnetic interaction. The proof of Theorem 2.3 is given in Section 2 and is based on a new type of functional inequality which we call directional Poincaré inequality (see Theorem 2.7 below). The proof the directional Poincaré inequality (PI) is based on ideas which were outlined by Ledoux for the proof of the weighted covariance estimate (cf. [Led01] and Theorem 3.1).

The use of the new covariance estimate is illustrated in Section 3, where we show how the estimate can be used to deduce decay of correlations of certain lattice systems of continuous spins. We distinguish two cases:

In Section 3.1 we consider exponential decay of correlations. We show that the new covariance estimate yields a well-known weighted covariance estimate due to Helffer (see Theorem 3.1, [Hel99, Section 4] or [Led01, Proposition 2.1 or 3.1]). This weighted covariance estimate is the central ingredient in a common method to deduce exponential decay of correlations for unbounded spin systems with a non-convex single-site potential and a weak finite-range interaction (see [Hel99, Theorem 2.1], [BH99, Theorem 1.1], [BH00, Theorem 3.1] or [Led01, Proposition 6.2]). Additionally, we show how Theorem 2.3 directly yields an exponential decay of correlations in this situation without relying on Theorem 3.1 (see Corollary 3.3 and Proposition 3.4).

In Section 3.2 we consider algebraic decay of correlations. Using the new Brascamp-Lieb type covariance estimate, we give a criterion to deduce algebraic decay of correlations of lattice systems of continuous spins (see Proposition 3.5).

The main result of this article (i.e. Theorem 2.3) was successfully applied in other articles of the author: Because there is a deep connection between decay of correlations and the validity of certain functional inequalities like the logarithmic Sobolev inequality (LSI) or the PI (see for example [Zeg90, Zeg96, Hel99, BH99, Yos99, Yos01] or [BH99] for an overview), it is not surprising that Theorem 2.3 is one of the key ingredients to derive the LSI for the canonical ensemble $\mu_{N,m}$ in the case of a weak two-body interaction [Men11b]. Additionally, Proposition 3.5 was used in [Men13] to refine the Otto-Reznikoff approach to the LSI.

We conclude the introduction by making a comment on the origin of the content of this article. Most of the material of this article is
A Brascamp-Lieb type covariance estimate contained in the dissertation [Men11a] of the author but unpublished until now. The proof of the Brascamp-Lieb type covariance estimate of Theorem 2.3 emerged out of joint discussions with Felix Otto.

2. The Brascamp-Lieb type covariance estimate and its proof.

We consider a finite dimensional Euclidean space $X$. Norms $| \cdot |$ and gradients $\nabla$ are derived from the Euclidean structure. If a probability measure $\mu$ on $X$ satisfies the PI, we directly obtain the following standard covariance estimate:

**Lemma 2.1.** Assume $\mu$ satisfies PI with constant $\varrho$. Then for any smooth function $f$ and $g$ we have

$$| \text{cov}_\mu(f, g) | \leq \frac{1}{\varrho} \left( \int |\nabla f|^2 \, d\mu \right)^{\frac{1}{2}} \left( \int |\nabla g|^2 \, d\mu \right)^{\frac{1}{2}}. \tag{2.1}$$

Even if the estimate (2.1) is optimal (cf. [OR07, Remark 4]), it does not yield information about the dependence of the covariance on the specific coordinates. Hence, the estimate (2.1) is useless for deducing decay of covariances. For example, let us consider a Gaussian Gibbs measure

$$\mu(dx) = \frac{1}{Z} \exp (-x \cdot Ax) \, dx$$

on $\mathbb{R}^N$ with a symmetric and positive definite $N \times N$-Matrix $A$. Then it is known that

$$\text{cov}_\mu(x_n, x_k) = (A^{-1})_{nk} \leq \frac{1}{\varrho}. \tag{2.2}$$

Therefore, we can hope for a finer estimate than (2.1) that is also sensitive to the dependence of the functions $f$ and $g$ on the specific coordinates $x_i$. Our covariance estimate shows this feature:

**Assumption 2.2.** We assume that the Hamiltonian $H$ of the Gibbs measure $\mu$ is convex at infinity i.e. $H$ is a bounded perturbation of a convex function. It follows from the observation by Bobkov [Bob99] – all log-concave measures satisfy PI – and the perturbation lemma of Holley-Stroock [HS87] (cf. Theorem A.2) that $\mu$ satisfies PI with a unspecified constant $\tilde{\varrho} > 0$.

**Theorem 2.3** (Covariance estimate, Otto & Menz). We consider a probability measure $d\mu := Z^{-1} \exp(-H(x)) \, dx$ on a direct product of Euclidean spaces $X = X_1 \times \cdots \times X_N$. We assume that
• the conditional measures $\mu(dx_i|\bar{x}_i)$, $1 \leq i \leq N$, satisfy a uniform PI with constant $\varrho_i > 0$ which means that for all smooth functions $f : X_i \to \mathbb{R}$

$$\text{var}_\mu(f) := \int \left( f - \int f d\mu \right)^2 d\mu \leq \frac{1}{\varrho_i} \int |\nabla f|^2 d\mu$$

uniformly in $\bar{x}_i$.

• the numbers $\kappa_{ij}$, $1 \leq i \neq j \leq N$, satisfy

$$|\nabla_i \nabla_j H(x)| \leq \kappa_{ij} < \infty$$

uniformly in $x \in X$. Here, $| \cdot |$ denotes the operator norm of a bilinear form.

• the symmetric matrix $A = (A_{ij})_{N \times N}$ defined by

(2.3) $A_{ij} = \begin{cases} \varrho_i, & \text{if } i = j, \\ -\kappa_{ij}, & \text{if } i < j, \end{cases}$

is positive definite.

Then for all smooth functions $f$ and $g$

(2.4) $|\text{cov}_\mu(f, g)| \leq \sum_{i,j=1}^{N} (A^{-1})_{ij} \left( \int |\nabla_i f|^2 d\mu \right)^{\frac{1}{2}} \left( \int |\nabla_j g|^2 d\mu \right)^{\frac{1}{2}}.$

The structure of the estimate in Theorem 2.3 is related to the BLI in the sense that variance is replaced by covariance and that Hess $H$ is replaced by $A$.

**Remark 2.4** (Connection to BLI). We assume $X_i = \mathbb{R}$ for $i \in \{1, \ldots, N\}$ and let $A$ be a symmetric positive definite $N \times N$-matrix. We consider a ferromagnetic Gaussian Hamiltonian given by

$$H(x) = \frac{1}{2} \sum_{1 \leq i,j \leq N} x_i A_{ij} x_j + \sum_{1 \leq i \leq N} b_i x_i, \quad A_{ij}, b_j \in \mathbb{R},$$

where ferromagnetic means that the coupling is attractive i.e.

$$A_{ij} = A_{ji} \leq 0 \quad \text{for } i < j \in \{1, \ldots, N\}.$$

Then the covariance estimate (2.4) coincides with the BLI given by (1.1) provided the function $f = g$ is an affine function.

The next remark considers the optimality of Theorem 2.3.

**Remark 2.5** (Optimality). Provided the Hamiltonian $H$ is ferromagnetic Gaussian, the estimate of Theorem 2.3 is optimal. This remark is verified by setting $f(x_n) = x_n$ and $g(x_k) = x_k$ and using (2.2).
Remark 2.6 (Criterion for PI). Theorem 2.3 contains a well-known criterion for PI i.e. If $A \geq \varrho \text{Id}$, $\varrho > 0$, then $\mu$ satisfies a PI with constant $\varrho$, which means that for all smooth functions $f$

\[ (\text{PI}) \quad \text{var}_{\mu}(f) := \int \left( f - \int f \, d\mu \right)^2 \, d\mu \leq \frac{1}{\varrho} \int |\nabla f|^2 \, d\mu. \]

\[ A \geq \varrho \text{Id}, \quad \varrho > 0 \quad \Rightarrow \quad \mu \text{ satisfies PI with constant } \varrho. \]

The assumption under which Theorem 2.3 holds has the same algebraic structure as the assumption in the Otto-Reznikoff criterion for LSI (cf. [OR07, Theorem 1]). The only difference is that the uniform LSI constant for the single-site conditional measures is replaced by the uniform PI constant.

Starting point of the proof of Theorem 2.3 is a representation of the covariance, which was used by Helffer [Hel95] to give another proof of the BLI. More precisely, one can express the covariance of the measure $\mu$ as

\[ \text{cov}_{\mu}(f, g) = \int \nabla \varphi \cdot \nabla g \, d\mu, \]

where the potential $\varphi$ is defined as the solution of the elliptic equation

\[ -\nabla \cdot (\mu \nabla \varphi) = \left( f - \int f \, d\mu \right) \mu. \]

Here we used the convention, that $\mu$ also denotes the Lebesgue density of the probability measure $\mu$. As a solution of (2.6) we understand any $\varphi \in H^1(\mu)$ such that for all $\zeta \in H^1(\mu)$

\[ \int \nabla \zeta \cdot \nabla \varphi \, d\mu = \int \zeta \left( f - \int f \, d\mu \right) \, d\mu. \]

The existence of such solutions follows directly from the Riesz representation theorem applied to

\[ \mathcal{H} = H^1(\mu) \cap \left\{ \varphi, \int \varphi d\mu = 0 \right\} \]

equipped with the inner product

\[ \int \nabla \zeta \cdot \nabla \varphi \, d\mu. \]

The completeness of $\mathcal{H}$ w.r.t. the chosen inner product follows from the fact that $\mu$ satisfies some PI, which is guaranteed by our Assumption 2.2.
Let us return to the proof of Theorem 2.3. An application of the Cauchy-Schwarz inequality to \((2.5)\) yields
\[
|\text{cov}_\mu(f, g)| \leq \sum_{i=1}^{N} \left( \int |\nabla_i \varphi|^2 d\mu \right)^{\frac{1}{2}} \left( \int |\nabla_i g|^2 d\mu \right)^{\frac{1}{2}}.
\]
Now, an application of the following theorem yields the desired estimate \((2.4)\) and completes the proof of Theorem 2.3.

**Theorem 2.7 (Directional PI).** Assume that the conditions of Theorem 2.3 are satisfied. For any function \(f\) let the potential \(\varphi\) be a solution of \((2.6)\). Then for all \(i \in \{1, \ldots, N\}\)
\[
(2.10) \quad \left( \int |\nabla_i \varphi|^2 d\mu \right)^{\frac{1}{2}} \leq \sum_{j=1}^{N} (A^{-1})_{ij} \left( \int |\nabla_j f|^2 d\mu \right)^{\frac{1}{2}}.
\]

Before we turn to the proof of Theorem 2.7, let us explain why we call the estimate \((2.10)\) directional PI. For this let us recall the dual formulation of the PI (cf. for example [OV00]), which is an easy consequence of the dual characterization of the norm on the Hilbertspace \(\mathcal{H}\) given by \((2.8)\) and \((2.9)\).

**Lemma 2.8 (Dual formulation of the PI).** A probability measure \(\mu\) satisfies PI with constant \(\varrho > 0\) if and only if for any function \(f\) and the solution \(\varphi\) of \((2.6)\)
\[
(2.11) \quad \left( \int |\nabla \varphi|^2 d\mu \right)^{\frac{1}{2}} \leq \frac{1}{\varrho} \left( \int |\nabla f|^2 d\mu \right)^{\frac{1}{2}}.
\]

Note that the directional PI given by \((2.10)\) estimates each coordinate of the gradient of \(\varphi\) separately and therefore is a refinement of the dual formulation of the PI given by \((2.11)\). As in [OV00, Section 3], function \(\varphi\) formally denotes the tangent vector at of the curve \((1+\varepsilon f)\mu\) at \(\varepsilon = 0\). Therefore, \(\nabla \varphi\) can be interpreted as the infinitesimal optimal displacement transporting the measure \(\mu\) into \((1+\varepsilon f)\mu\) (cf. [OV00, Section 5]). So, the left hand side of \((2.10)\) measures the average flux of mass into the direction of the \(i\)-th coordinate against a weighted gradient of \(f\). For this reason we call \((2.10)\) directional PI.

One can also interpret the estimate \((2.10)\) in terms of the Witten complex (for a nice overview see [Hel02]). At least formally one can introduce the inverse Witten-Laplacian \(A^{-1}_1\) as
\[
A^{-1}_1 \nabla f := \nabla \varphi,
\]
which maps the gradient of some function \(f\) onto the gradient of the solution \(\varphi\) of the equation \((2.6)\). Let \(\Pi_i\) denote the projection onto the
space $X_i, \ i \in \{1, \ldots, N\}$. Then the estimate (2.10) becomes a weighted estimate of the $L^2$-operator norm of $\Pi_i A_i^{-1}$.

Let us now turn to the proof of Theorem 2.7, which is the only missing ingredient in the proof of Theorem 2.3. The argument is very basic. It combines the core inequality of Ledoux’s argument for [Led01, Proposition 3.1] with linear algebra that was used in the argument of [OR07, Theorem 1].

*Proof of Theorem 2.7.* To make the main ideas of the argument more visible, we assume that the Euclidean spaces $X_i, \ i \in \{1, \ldots, N\}$, are one dimensional i.e. $X_i = \mathbb{R}$. The argument for general Euclidean spaces $X_i$ is almost the same. Then the product space $X = X_1 \times \cdots \times X_N$ becomes $\mathbb{R}^N$. The gradient $\nabla_i$ on $X_i$ is just the partial derivative $\partial_i$ w.r.t. the $i$-th coordinate. The first ingredient of the proof is the basic estimate for $j \in \{1, \ldots, N\}$

\begin{equation}
(2.12) \quad \int (|\partial_j \partial_j \varphi|^2 + \partial_j \varphi \partial_j \partial_j H \partial_j \varphi) \mu(dx_j | \bar{x}_j) \geq g_j \int |\partial_j \varphi|^2 \mu(dx_j | \bar{x}_j),
\end{equation}

which is just an equivalent formulation of the PI with constant $g_j$ for the single-site measure $\mu(dx_j | \bar{x}_j)$ (cf. [Led01, Proposition 1.3, (1.8)] or [HS94, Hel98]). The second ingredient of the proof is the identity

\begin{equation}
(2.13) \quad \int \partial_j \varphi \partial_j f d\mu = \int \sum_{k=1}^N (|\partial_j \partial_k \varphi|^2 + \partial_j \varphi \partial_j \partial_k H \partial_k \varphi) d\mu.
\end{equation}

Indeed, by partial integration one sees that

\[
\int \partial_j \varphi \partial_j f d\mu = - \int \partial_j \partial_j \varphi \left( f - \int f d\mu \right) d\mu + \int \partial_j \varphi \partial_j H \left( f - \int f d\mu \right) d\mu.
\]

Applying now (2.7) on the terms of the r.h.s. yields the identity

\[
\int \partial_j \varphi \partial_j f \ d\mu = - \int \sum_{k=1}^N \partial_k \partial_j \partial_j \varphi \partial_k \varphi \ d\mu + \int \sum_{k=1}^N \partial_k \partial_j \varphi \partial_j H \partial_k \varphi \ d\mu
\]

\[
+ \int \sum_{k=1}^N \partial_j \varphi \partial_k \partial_j H \partial_k \varphi \ d\mu.
\]
Let us have a closer look at the second term on the r.h.s of the last identity. It follows from the definition of \( \mu \) that

\[
\int \sum_{k=1}^{N} \partial_k \partial_j \varphi \partial_j H \partial_k \varphi \, d\mu = -\frac{1}{Z} \int \sum_{k=1}^{N} \partial_k \partial_j \varphi(x) \partial_k \varphi(x) \partial_j \exp(-H(x)) \, dx
\]

\[
= \int \sum_{k=1}^{N} \partial_j \partial_k \partial_j \varphi \partial_k \varphi \, d\mu + \int \sum_{k=1}^{N} \partial_k \partial_j \varphi \partial_j \partial_k \varphi \, d\mu
\]

A combination of the last two formulas yields the desired identity (2.13).

Now, we turn to the proof of (2.10). A combination of (2.12) and (2.13) yields the estimate

\[
\int \partial_j \varphi \partial_j f \, d\mu \geq \varrho_j \int |\partial_j \varphi|^2 d\mu + \sum_{k=1, k \neq j}^{N} \partial_j \varphi \partial_j \partial_k H \partial_k \varphi \, d\mu
\]

\[
\geq \varrho_j \int |\partial_j \varphi|^2 d\mu - \sum_{k=1, k \neq j}^{N} \kappa_{jk} \int \partial_j \varphi \partial_k \varphi \, d\mu.
\]

Applying Cauchy-Schwarz on the last estimate yields for all \( j \in \{1, \ldots, N\} \)

\[
\left( \int |\partial_j f|^2 d\mu \right)^{\frac{1}{2}} \geq \varrho_j \left( \int |\partial_j \varphi|^2 d\mu \right)^{\frac{1}{2}} - \sum_{k=1, k \neq j}^{N} \kappa_{jk} \left( \int |\partial_k \varphi|^2 d\mu \right)^{\frac{1}{2}}
\]

\[
\geq \sum_{k=1}^{N} A_{jk} \left( \int |\partial_k \varphi|^2 d\mu \right)^{\frac{1}{2}}.
\]

(2.14)

A simple linear algebra argument outlined in [OR07, Lemma 9] shows that the elements of the inverse of \( A \) are non negative i.e. \( (A^{-1})_{ij} \geq 0 \) for all \( i, j \in \{1, \ldots, N\} \). Hence, (2.14) yields

\[
\sum_{j=1}^{N} \left( A^{-1} \right)_{ij} \left( \int |\partial_j f|^2 d\mu \right)^{\frac{1}{2}} \geq \sum_{j=1}^{N} \left( A^{-1} \right)_{ij} \sum_{k=1}^{N} A_{jk} \left( \int |\partial_k \varphi|^2 d\mu \right)^{\frac{1}{2}}
\]

\[
= \delta_{ik} \left( \int |\partial_k \varphi|^2 d\mu \right)^{\frac{1}{2}} = \left( \int |\partial_i \varphi|^2 d\mu \right)^{\frac{1}{2}}.
\]

□

The proof of Theorem 2.3 is just a direct application of Theorem 2.7.
Proof of Theorem 2.3. Using the definition of \( \varphi \), cf. (2.6), we obtain the following estimate of the covariance

\[
\text{cov}_\mu (f, g) = \int f \left( g - \int g \, d\mu \right) d\mu \\
= \int \nabla \varphi \cdot \nabla g \, d\mu \\
\leq \sum_{j=1}^{N} \left( \int |\nabla_j \varphi|^2 \, d\mu \right)^{1/2} \left( \int |\nabla_j g|^2 \, d\mu \right)^{1/2}
\]

Now, the statement follows directly from Theorem 2.7. \( \square \)

3. Application of the B-L type covariance estimate: Decay of correlations

In this section we show how Theorem 2.3 can be used to deduce decay of correlations. We distinguish between two cases:

- exponential decay of correlations (see Section 3.1)
- and algebraic decay of correlations (see Section 3.2).

3.1. Exponential decay of correlations. We start with reflecting a method based on Helffer [Hel99] that has often been used to derive exponential decay of correlations of spin systems with finite-range interaction or exponentially decaying (cf. [BH99] and [BH00]). This method is based on a weighted covariance estimate, which we present in the spirit of Ledoux [Led01, Proposition 3.1], but rephrase the estimate in our framework.

**Theorem 3.1** (Helffer, Ledoux). We assume that the conditions of Theorem 2.3 are satisfied. Additionally, we consider positive weights \( d_i > 0, i \in \{1, \ldots, N\} \). Let the diagonal \( N \times N \)-matrix \( D \) be defined as

\[
D := \text{diag}(d_1, \ldots, d_N).
\]

We assume that there exists \( \varrho > 0 \) such that in the sense of quadratic forms

\[
(3.1) \quad DAD^{-1} \geq \varrho \text{ Id}.
\]

Then the matrix \( A \) is positive definite and for all functions \( f \) and \( g \),

\[
(3.2) \quad \text{cov}_\mu(f, g) \leq \frac{1}{\varrho} \left( \int |D \nabla f|^2 \, d\mu \right)^{1/2} \left( \int |D^{-1} \nabla g|^2 \, d\mu \right)^{1/2}.
\]
At the end of this section, we give a new proof of Theorem 3.1 showing that the weighted covariance estimate \((3.2)\) is an easy consequence of our covariance estimate of Theorem 2.3. This shows that the statement of Theorem 2.3 is consistent with the existing literature.

**Remark 3.2.** Using a direct argument for deducing of Theorem 3.1, one sees that the condition \((3.1)\) can be relaxed to a weaker condition (for the argument we refer the reader to [Men11a, Section 1.2.1] or [Che08, Proposition 3.2]). More precisely, let the symmetric \(N \times N\)-matrix \(A(x) = (A_{ij}(x))\) be defined by

\[
A_{ij}(x) = \begin{cases} 
\rho_i, & \text{if } i = j, \\
\nabla_i \nabla_j H(x), & \text{if } i < j.
\end{cases}
\]

Assume that there is \(\rho > 0\) such that for all \(x \in X\)

\[DA(x)D^{-1} \geq \rho \text{Id}.
\]

Now, let us explain how the weighted covariance estimate of Theorem 3.1 can be used to deduce exponential decay of correlations. Let us consider a metric \(\delta(\cdot, \cdot)\) on the set of sites \(\{1, \ldots, N\}\) of the spin system. For an arbitrary but fixed site \(l \in \{1, \ldots, N\}\) one chooses

\[d_i := \exp (-\delta(i, l))\]

as weights in Theorem 3.1. Because the triangle inequality implies

\[
\frac{d_i}{d_j} = \exp (\delta(j, l) - \delta(i, l)) \leq \exp (\delta(j, i)),
\]

a direct application of Theorem 3.1 yields the following criterion for exponential decay of correlations.

**Corollary 3.3** (Helffer & Ledoux). Assume that the conditions of Theorem 2.3 are satisfied. Additionally, we consider a metric \(\delta(\cdot, \cdot)\) on the set \(\{1, \ldots, N\}\) and the symmetric \(N \times N\)-matrix \(\tilde{A} = (\tilde{A}_{ij})\) defined by

\[
\tilde{A}_{ij} = \begin{cases} 
\rho_i, & \text{if } i = j, \\
-\exp (\delta(i, j)) \kappa_{ij}, & \text{if } i < j.
\end{cases}
\]

We assume that there exists \(\tilde{\rho} > 0\) such that in the sense of quadratic forms

\[
\tilde{A} \geq \tilde{\rho} \text{Id}.
\]
Then for all functions $f = f(x_i)$ and $g = g(x_j)$, $i, j \in \{1, \ldots, N\}$,
\[
|\text{cov}_\mu(f, g)| \leq \frac{1}{\tilde{q}} \exp \left(-\delta(i, j)\right) \left(\int |\nabla_i f|^2 \, d\mu\right)^{\frac{1}{2}} \left(\int |\nabla_j g|^2 \, d\mu\right)^{\frac{1}{2}}.
\]

This criterion may also be stated more generally for functions with arbitrary disjoint supports. It is implicitly contained in the prelude of [Led01, Proposition 6.2].

At the end of this section we will also give a direct proof of Corollary 3.3, which is just based on the covariance estimate of Theorem 2.3 and does not need the weighted covariance estimate of Theorem 3.1.

Now, let us give an example how Corollary 3.3 can be applied. For that purpose we consider a two-dimensional lattice system with non-convex single-site potential and weak nearest-neighbor interaction. The same type of argument would also work for any dimension and finite-range interaction. Let $X$ denote a two-dimensional periodic lattice of $N$-sites and let $\delta(\cdot, \cdot)$ denote the graph distance on it. We assume that $\mu \in \mathcal{P}(X)$ has the Hamiltonian
\begin{equation}
H(x) = \sum_i \psi(x_i) - \varepsilon \sum_{\delta(i,j)=1} x_i x_j,
\end{equation}
where the smooth potential $\psi$ is a bounded perturbation of a Gaussian in the sense that
\[
\psi(x) = \frac{1}{2} x^2 + \delta \psi(x) \quad \text{and} \quad \sup_{\mathbb{R}} |\delta \psi(x)| < \infty.
\]

By a combination of the Bakry-Émery criterion (cf. Theorem A.1) and the of Holley-Stroock perturbation principle (cf. Theorem A.2) all conditional measures $\mu(dx_i|\bar{x}_i)$ satisfy a uniform LSI with constant $\Delta := \exp (-\text{osc} \delta \psi)$. From (3.5) we see that
\[
\kappa_{ij} = \sup_x |\nabla_i \nabla_j H(x)| = \varepsilon.
\]
Hence, we know that if the interaction is sufficiently weak in the sense of $\varepsilon < \frac{\Delta}{4}$, the matrix $A$ of Theorem 2.3 satisfies
\[
A \geq (\Delta - 4\varepsilon) \, \text{Id}.
\]

Analogously one obtains that if $\varepsilon < \frac{\Delta}{4} e^{-1}$, the matrix $\tilde{A}$ of Corollary 3.3 satisfies
\[
\tilde{A} \geq (\Delta - 4\varepsilon e) \, \text{Id}.
\]

Therefore, an application of Corollary 3.3 yields exponential decay of correlations:
Proposition 3.4. Assume that $\varepsilon < \frac{4}{\Delta} e^{-1}$. Then for any functions $f = f(x_i)$ and $g = g(x_j)$, $i, j \in \{1, \ldots, N\}$,

$$|\text{cov}_\mu(f, g)| \leq \frac{1}{\Delta - 4\varepsilon e} \exp(-\delta(i, j)) \left( \int |\nabla_i f|^2 \, d\mu \right)^{\frac{1}{2}} \left( \int |\nabla_j g|^2 \, d\mu \right)^{\frac{1}{2}}.$$

This statement reproduces the correlation bounds established by Helffer [Hel99] and reproved by Ledoux in [Led01, Proposition 6.2].

Let us now prove the statements mentioned in this section.

Proof of Theorem 3.1 using Theorem 2.3. We start with deducing that $A$ is positive definite. Because $A$ is a symmetric Matrix, it suffices to show that every eigenvalue of $A$ is positive. Let $\lambda \in \mathbb{R}$ be an eigenvalue of $A$ with eigenvector $x$ i.e.

$$Ax = \lambda x.$$

An application of (3.1) to the vector $Dx$ yields

$$\lambda |Dx|^2 = Dx \cdot DAx = Dx \cdot DAD^{-1}Dx \geq \varrho |Dx|^2 > 0,$$

which implies $\lambda > 0$.

Now, we will deduce (3.2). Because $A$ is symmetric, the inverse $A^{-1}$ also is symmetric. Therefore, an application of Theorem 2.3 yields the estimate

$$\text{cov}_\mu(f, g) \leq \sum_{i,j=1}^{N} (A^{-1})_{ij} \left( \int |\nabla_i f|^2 \, d\mu \right)^{\frac{1}{2}} \left( \int |\nabla_j g|^2 \, d\mu \right)^{\frac{1}{2}}$$

$$= \sum_{i,j=1}^{N} d_j (A^{-1})_{ij} d_i^{-1} \left( \int |d_i \nabla_i f|^2 \, d\mu \right)^{\frac{1}{2}} \left( \int |d_j^{-1} \nabla_j g|^2 \, d\mu \right)^{\frac{1}{2}}$$

$$= DA^{-1}D^{-1}z \cdot \tilde{z}$$

$$\leq |DA^{-1}D^{-1}z| |\tilde{z}|,$$

where the vectors $z, \tilde{z} \in \mathbb{R}^N$ are defined for $i, j \in \{1, \ldots, N\}$ by

$$z_i := \left( \int |d_i \nabla_i f|^2 \, d\mu \right)^{\frac{1}{2}} \quad \text{and} \quad \tilde{z}_j := \left( \int |d_j^{-1} \nabla_j g|^2 \, d\mu \right)^{\frac{1}{2}}.$$

Therefore, (3.2) is verified provided

$$|DA^{-1}D^{-1}z| \leq \frac{1}{\varrho} |z|$$

(3.6)
holds for any $z \in \mathbb{R}^N$. From the hypothesis (3.1) it follows that
\[
\varrho z \cdot z \leq DAD^{-1}z \cdot z \\
\leq |DAD^{-1}z| |z|.
\]

Hence, we have
\[
|z| \leq \frac{1}{\varrho} |DAD^{-1}z|,
\]
which immediately yields (3.6). \qed

**Direct proof of Corollary 3.3 using only Theorem 2.3.** Let us fix two indices $i, j \in \{1, \ldots, N\}$. Let $f$ and $g$ be arbitrary functions just depending on $x_i$ and $x_j$ respectively. We apply Theorem 2.3 and get
\[
\text{cov}_\mu(f, g) \leq (A^{-1})_{ij} \left( \int |\nabla_i f|^2 \, d\mu \right)^{\frac{1}{2}} \left( \int |\nabla_j g|^2 \, d\mu \right)^{\frac{1}{2}},
\]
where $A$ is defined as in (2.3). Therefore, it remains to estimate the element $(A^{-1})_{ij}$. By Neumann series (also called the random walk expansion of $A^{-1}$ (cf. [BFS82])) we have
\[
(A^{-1})_{ij} = \delta_{ij} \frac{1}{\varrho_i} + \frac{K_{ij}}{\varrho_i \varrho_j} + \sum_{s=1}^{N} \frac{K_{is} K_{sj}}{\varrho_i \varrho_s \varrho_j} + \sum_{s,l=1}^{N} \frac{K_{is} K_{sl} K_{lj}}{\varrho_i \varrho_s \varrho_l \varrho_j} + \cdots.
\]

By the triangle inequality we get
\[
e^{-\delta(i,s)} e^{-\delta(s,j)} \leq e^{-\delta(i,j)}
\]
for all $i, s, j \in \{1, \ldots, N\}$. Hence, we can continue the estimation of (3.8) as
\[
(A^{-1})_{ij} \leq e^{-\delta(i,j)} \left( \tilde{A}^{-1} \right)_{ij},
\]
where $\tilde{A}$ is defined as in (3.3). By (3.4) we have the bound
\[
(\tilde{A}^{-1})_{ij} \leq \frac{1}{\varrho},
\]
which together with (3.7) and (3.9) finishes the proof. \qed
3.2. Algebraic decay of correlations. In this section we show how Theorem 2.3 can be used to deduce an algebraic decay of correlations in the case of algebraically decaying interaction. Because in the article [Men13] the statement of Proposition 3.5 is applied to a $d$-dimensional lattice system, we change the notation a little bit.

**Proposition 3.5.** Let $\Lambda \subset \mathbb{Z}^d$ an arbitrary finite subset of the $d$-dimensional lattice $\mathbb{Z}^d$. We consider a probability measure $d\mu := Z^{-1} \exp(-H(x)) \, dx$ on $\mathbb{R}^\Lambda$. We assume that

- the conditional measures $\mu(dx_i|x_i), i \in \Lambda$, satisfy a uniform PI with constant $\varrho_i > 0$.
- the numbers $\kappa_{ij}, i \neq j, i, j \in \Lambda$, satisfy
  $$|\nabla_i \nabla_j H(x)| \leq \kappa_{ij} < \infty$$
  uniformly in $x \in \mathbb{R}^\Lambda$. Here, $|\cdot|$ denotes the operator norm of a bilinear form.
- the numbers $\kappa_{ij}$ decay algebraically in the sense of
  $$\kappa_{ij} \lesssim \frac{1}{|i-j|^{d+\alpha} + 1} \quad (3.10)$$
  for some $\alpha > 0$.
- the symmetric matrix $A = (A_{ij})_{N \times N}$ defined by
  $$A_{ij} = \begin{cases} \varrho_i, & \text{if } i = j, \\ -\kappa_{ij}, & \text{if } i < j, \end{cases}$$
  is strictly diagonally dominant i.e. for some $\delta > 0$ it holds for any $i \in \Lambda$
  $$\sum_{j \in \Lambda, j \neq i} |A_{ij}| + \delta \leq A_{ii} \quad (3.11)$$

Then for all functions $f = f(x_i)$ and $g = g(x_j), i, j \in \Lambda$,

$$|\text{cov}_\mu(f, g)| \lesssim (A^{-1})_{ij} \left( \int |\nabla_i f|^2 \, d\mu \right)^{\frac{1}{2}} \left( \int |\nabla_j g|^2 \, d\mu \right)^{\frac{1}{2}} \quad (3.12)$$

and for any $i, j \in \Lambda$

$$|(A^{-1})_{ij}| \lesssim \frac{1}{|i-j|^{d+\tilde{\alpha}} + 1} \quad (3.13)$$

for some $\tilde{\alpha} > 0$.

**Proof of Proposition 3.5.** Because the matrix $A$ is strictly diagonal dominant in the sense of (3.11) by assumption, the matrix $A$ is also positive definite. Therefore an application of Theorem 2.3 directly yields the estimate (3.12). So, it is only left to deduce the estimate (3.13). As
in the proof of Corollary 3.3 the Neumann series representation of $A^{-1}$ yields for $i \neq j$

$$\begin{align*}
(3.14) \quad (A^{-1})_{ij} &= \frac{K_{ij}}{q_i q_j} + \sum_{s \in \Lambda} \frac{K_{is} K_{sj}}{q_i q_s q_j} + \sum_{s_1, s_2 \in \Lambda} \frac{K_{is_1} K_{s_1 s_2} K_{s_2 j}}{q_i q_{s_1} q_{s_2} q_j} + \ldots \\
&= \sum_{k=0}^{\infty} T_k.
\end{align*}$$

It follows from our assumption (3.11) that

$$\begin{align*}
(3.15) \quad \frac{K_{\tilde{m} n}}{q_n} \leq \sum_{m \in \Lambda} \frac{K_{nm}}{q_n} \leq c < 1 \quad \text{uniformly in } n, \tilde{m} \in \Lambda.
\end{align*}$$

Therefore we get the estimate

$$T_k \leq c^k.$$ 

Let $\tilde{n}$ denote the smallest integer larger than $\frac{\log |i - j|^{d+\alpha}}{|\log c|}$. Then we have

$$\begin{align*}
(3.16) \quad \sum_{k=0}^{\infty} T_k &\leq c^{\tilde{n}} \sum_{k=0}^{\infty} c^k \leq \frac{1}{|i - j|^{d+\alpha}} C.
\end{align*}$$

Considering (3.14) it only remains to estimate $\sum_{k=0}^{\tilde{n}} T_k$. Assume for the moment that

$$\begin{align*}
(3.17) \quad T_k &\leq C \frac{(k + 1)^{d+\alpha+1}}{|i - j|^{d+\alpha}}
\end{align*}$$

uniform in $k \in \mathbb{N}$. Then we get the estimate

$$\begin{align*}
(3.18) \quad \sum_{k=0}^{\tilde{n}} T_k &\leq C \frac{(\tilde{n} + 1)^{d+\alpha+1}}{|i - j|^{d+\alpha}} \\
&\leq C \frac{(\log |i - j|^{d+\alpha} + 1)^{d+\alpha+1}}{|i - j|^{d+\alpha}} \leq C \frac{1}{|i - j|^{d+\alpha/2}}.
\end{align*}$$

A combination of (3.14), (3.16), and (3.18) yields the desired statement (3.13).

In order to complete the argument we have to the estimate (3.17). Consider the multi-indexes $i, s_1, \ldots, s_k, j \in \Lambda \subset \mathbb{Z}^d$. For convenience we set $s_0 = i$ and $s_{k+1} = j$. Let $\tilde{n}$ be the integer such that

$$|i_{\tilde{n}} - j_{\tilde{n}}| = \max(|i_l - j_l| \ l \in \{1, \ldots, d\}).$$
Then there is at least one pair of \((s_0, s_1), (s_1, s_2), \ldots, (s_{k-1}, s_k)\), or \(s_k, s_{k+1}\) that satisfies the estimate
\[
|\langle s_l \rangle - \langle s_{l+1} \rangle| \geq \frac{1}{k+1} |\langle i \rangle - \langle j \rangle|.
\]
By the equivalence of norms in finite-dimensional vector-spaces the last inequality yields
\[
|s_l - s_{l+1}| \geq C \frac{1}{k+1} |i - j|.
\]
Therefore we have
\[
T_k = \sum_{s_1, \ldots, s_k \in \Lambda} K_{s_0s_1} K_{s_1s_2} \cdots K_{s_k s_{k+1}} \frac{1}{q_1 q_2 \cdots q_k q_j}
\leq \sum_{s_1, \ldots, s_k \in \Lambda} K_{s_0s_1} K_{s_1s_2} \cdots K_{s_k s_{k+1}} \frac{1}{q_1 q_2 \cdots q_k q_j}
\]
\[
+ \sum_{s_1, \ldots, s_k \in \Lambda} K_{s_0s_1} K_{s_1s_2} \cdots K_{s_k s_{k+1}} \frac{1}{q_1 q_2 \cdots q_k q_j}
\]
\[
+ \cdots + \sum_{s_1, \ldots, s_k \in \Lambda} K_{s_0s_1} K_{s_1s_2} \cdots K_{s_k s_{k+1}} \frac{1}{q_1 q_2 \cdots q_k q_j}.
\]
We show how the second term on the right hand side can be estimated. The estimation of the other terms works almost the same, hence we skip it. We have
\[
\sum_{s_1, \ldots, s_k \in \Lambda} K_{s_0s_1} K_{s_1s_2} \cdots K_{s_k s_{k+1}} \frac{1}{q_1 q_2 \cdots q_k q_j}
\]
\[
\leq C \sum_{s_1, \ldots, s_k \in \Lambda} \frac{1}{|s_1 - s_2|^{d+\alpha} + 1} K_{s_0s_1} K_{s_2s_3} \cdots K_{s_k s_{k+1}} \frac{1}{q_1 q_2 \cdots q_k q_j}
\]
\[
\leq C \frac{(k + 1)^{d+\alpha}}{|i - j|^{d+\alpha} + 1} \sum_{s_1, \ldots, s_k \in \Lambda} K_{s_0s_1} K_{s_2s_3} \cdots K_{s_k s_{k+1}} \frac{1}{q_1 q_2 \cdots q_k q_j}
\]
\[
\leq C \frac{(k + 1)^{d+\alpha}}{|i - j|^{d+\alpha} + 1}.
\]
With similar bounds for the other terms we get the desired estimate
\[
T_k \leq C \frac{(k + 1)^{d+\alpha+1}}{|i - j|^{d+\alpha} + 1},
\]
which closes the argument. \(\square\)
Appendix A. The criterion of Bakry-Émery and the Holley-Stroock perturbation principle

In this section we state the criterion Bakry-Émery and the Holley-Stroock perturbation principle, which we used in the main part of this article to deduce the PI for certain measures. Because we only work with the PI in this article we state those criteria for the PI. However, note that both criteria also hold on the stronger level of the LSI. The Bakry-Émery criterion connects convexity of the Hamiltonian to the validity of the PI.

Theorem A.1 (Bakry-Émery criterion [BÉ85, Proposition 3, Corollaire 2]). Let $H : D \to \mathbb{R}$ be a Hamiltonian with Gibbs measure

$$
\mu(dx) = Z_{\mu}^{-1} \exp \left( -\frac{1}{\varepsilon} H(x) \right) \, dx
$$

on a convex domain $D$ and assume that $\nabla^2 H(x) \geq \lambda > 0$ for all $x \in \mathbb{R}^n$. Then $\mu$ satisfies PI with constant $\varrho$ satisfying

$$
\varrho \geq \frac{\lambda}{\varepsilon}.
$$

In non-convex cases the standard tool to deduce the PI is the Holley-Stroock perturbation principle.

Theorem A.2 (Holley-Stroock perturbation principle [HS87, p. 1184]). Let $H$ be a Hamiltonian with Gibbs measure

$$
\mu(dx) = Z_{\mu}^{-1} \exp \left( -\frac{1}{\varepsilon} H(x) \right) \, dx.
$$

Further, let $\tilde{H}$ denote a bounded perturbation of $H$ and let $\tilde{\mu}_{\varepsilon}$ denote the Gibbs measure associated to the Hamiltonian $\tilde{H}$. If $\mu$ satisfies PI with constant $\varrho$ then also $\tilde{\mu}$ satisfies the PI with constant $\tilde{\varrho}$, where the constants satisfies the bound

$$
\tilde{\varrho} \geq \exp \left( -\frac{1}{\varepsilon} \text{osc}(H - \tilde{H}) \right) \varrho,
$$

where $\text{osc}(H - \tilde{H}) := \sup(H - \tilde{H}) - \inf(H - \tilde{H})$.

The perturbation principle of Holley-Stroock [HS87] allows to deduce the PI constants of non-convex Hamiltonian from the PI of an appropriately convexified Hamiltonian. However due to its perturbative nature, the dependence of the PI constant $\varrho$ usually is bad in physical parameters like system size or temperature.

Acknowledgement. The author wants to thank Felix Otto for working with him and finding out a simple proof of Theorem 2.3. Additionally, the author wants to thank Maria Westdickenberg (née Reznikoff)
and Christian Loeschcke for the fruitful and inspiring discussions on this topic. The author was financially supported by the Deutsche Forschungsgemeinschaft through the Gottfried Wilhelm Leibniz program and partially by the Bonn International Graduate School in Mathematics during the years 2007 to 2009, where most of the content of this article originated.

References

[BÉ85] D. Bakry and M. Émery, Diffusions hypercontractives, Séminaire de probabilités, XIX, 1983/84, Lecture Notes in Math., vol. 1123, Springer, Berlin, 1985, pp. 177–206.

[BFS82] D. Brydges, J. Fröhlich, and T. Spencer, The random walk representation of classical spin systems and correlation inequalities, Comm. Math. Phys. 83 (1982), no. 1, 123–150. MR MR648362

[BH99] T. Bodineau and B. Helffer, The log-Sobolev inequality for unbounded spin systems, J. Funct. Anal. 166 (1999), no. 1, 168–178. MR MR1704666

[BH00] ________, Correlations, spectral gap and log-Sobolev inequalities for unbounded spins systems, Differential equations and mathematical physics (Birmingham, AL, 1999), AMS/IP Stud. Adv. Math., vol. 16, Amer. Math. Soc., Providence, RI, 2000, pp. 51–66. MR MR1764741

[BL76] H. J. Brascamp and E. H. Lieb, On extensions of the Brunn-Minkowski and Prékopa-Leindler theorems, including inequalities for log concave functions, and with an application to the diffusion equation, J. Funct. Anal. 22 (1976), no. 4, 366–389. MR MR0450480

[Bob99] S. G. Bobkov, Isoperimetric and analytic inequalities for log-concave probability measures, Ann. Probab. 27 (1999), no. 4, 1903–1921. MR 1742893

[Che08] M. F. Chen, Spectral gap and logarithmic Sobolev constant for continuous spin systems, Acta Math. Sin., Engl. Ser. 24 (2008), no. 5, 705–736.

[Hel95] B. Helffer, Spectral properties of the Kac operator in large dimension, Mathematical quantum theory. II. Schrödinger operators (Vancouver, BC, 1993), CRM Proc. Lecture Notes, vol. 8, Amer. Math. Soc., Providence, RI, 1995, pp. 179–211. MR MR1332041

[Hel98] ________, Remarks on decay of correlations and Witten Laplacians, Brascamp-Lieb inequalities and semiclassical limit, J. Funct. Anal. 155 (1998), no. 2, 571–586. MR MR1624506

[Hel99] ________, Remarks on decay of correlations and Witten Laplacians. III. Application to logarithmic Sobolev inequalities, Ann. Inst. H. Poincaré Probab. Statist. 35 (1999), no. 4, 483–508. MR MR1702239

[Hel02] ________, Semiclassical analysis, Witten Laplacians, and statistical mechanics, Series in Partial Differential Equations and Applications, vol. 1, World Scientific Publishing Co. Inc., River Edge, NJ, 2002. MR MR1936110

[HS87] R. Holley and D. Stroock, Logarithmic Sobolev inequalities and stochastic Ising models, J. Statist. Phys. 46 (1987), no. 5-6, 1159–1194. MR 893137
[HS94] B. Helffer and J. Sjöstrand, *On the correlation for Kac-like models in the convex case*, J. Statist. Phys. 74 (1994), no. 1-2, 349–409. MR MR1257821

[Led01] M. Ledoux, *Logarithmic Sobolev inequalities for unbounded spin systems revisited*, Sem. Probab. XXXV, Lecture Notes in Math., Springer 1755 (2001), 167–194.

[Men11a] G. Menz, *Equilibrium dynamics of continuous unbounded spin systems*, Ph.D. thesis, Rheinische Friedrich-Wilhelms-Universität Bonn, 2011.

[Men11b] ——, *LSI for Kawasaki dynamics with weak interaction*, Comm. Math. Phys. 307 (2011), no. 3, 817–860. MR 2842967

[Men13] ——, *The approach of Otto-Reznikoff revisited*, ArXive (2013), http://arxiv.org/abs/1309.0862.

[OR07] F. Otto and M. G. Reznikoff, *A new criterion for the logarithmic Sobolev inequality and two applications*, J. Funct. Anal. 243 (2007), no. 1, 121–157.

[OV00] F. Otto and C. Villani, *Generalization of an inequality by Talagrand and links with the logarithmic Sobolev inequality*, J. Funct. Anal. 173 (2000), 361–400.

[Yos99] N. Yoshida, *The log-Sobolev inequality for weakly coupled lattice fields*, Probab. Theory Related Fields 115 (1999), no. 1, 1–40.

[Yos01] ——, *The equivalence of the log-Sobolev inequality and a mixing condition for unbounded spin systems on the lattice*, Ann. Inst. H. Poincaré Probab. Statist. 37 (2001), no. 2, 223–243.

[Zeg90] B. Zegarlinski, *Log-Sobolev inequalities for infinite one-dimensional lattice systems*, Comm. Math. Phys. 133 (1990), no. 1, 147–162. MR MR1071239

[Zeg96] B. Zegarlinski, *The strong decay to equilibrium for the stochastic dynamics of unbounded spin systems on a lattice*, Comm. Math. Phys. 175 (1996), no. 2, 401–432.

Georg Menz, Stanford University

E-mail address: gmenz@stanford.edu