In this paper, we study a peculiar model for the scalar field. We add the cuscuton term in a standard model and investigate how this inclusion modifies the usual behavior of kinks. We find the first order equations and calculate the energy density and the total energy of the system. Also, we investigate the linear stability of the model, which is governed by a Sturm-Liouville eigenvalue equation that can be transformed in an equation of the Schrödinger type. The model is also investigated in the braneworld scenario, where a first order formalism is also obtained and the linear stability is investigated. Surprisingly, the solutions are independent from the cuscuton term. We also show that this modification allows for the presence of analytical results in the variables that describe the transformed Schrödinger-like equation.

PACS numbers: 11.27.+d

I. INTRODUCTION

In physics, topological structures appear in a diversity of contexts, as in the structure formation in the primordial Universe, in the cosmic evolution and in other topics in high energy physics [1–3]. They arise in one, two and three spatial dimensions as kinks, vortices and monopoles, respectively. Kinks are the simplest ones and appear as static solutions of the equations of motion in an action of a single real scalar field [4]. Due to their simplicity, they find several applications in condensed matter and can be used to describe some specific behaviors in superconductors, magnetic materials and topological insulators, for instance; see Ref. [5].

Topological structures may also be investigated in non canonical models. The motivation comes from the context of inflation [6], in which generalized scalar kinetic terms may drive the inflationary evolution without the presence of a potential. Generalized models were also used as a tentative solution to explain why the universe is in an accelerated expansion in a late evolution stage [7, 8].
Regarding topological objects, non canonical models can be used to investigate new behavior of vortices, as to simulate Chern-Simons properties [9] using a generalized Maxwell-Higgs model [10, 11], and to describe their compactification [12–14], which may map the magnetic field of an infinitely long solenoid.

Kinklike structures may also be found in generalized models [15–17]. The non canonical actions allows for the presence of new features. For instance, in Refs. [18–24], it was presented non canonical models that share the same field profile and energy density, which are called twinlike models. Other investigations with generalized models deal with models similar to the Born-Infeld type [25], models that share the same energy density and linear stability [26], tachyon dynamics and condensation [27–33] and tachyonic dark energy in the context of cosmology [34–36]; see also Refs. [37–43].

Among the generalized models, a special one was introduced in Refs. [44, 45], where one started to consider the cuscuton modification of gravity. It consists in a class of actions with a non-canonical kinetic term that lead to an effective violation of the null energy condition (NEC) in cosmological backgrounds with the matter sources satisfying the NEC. In this case, in the cosmological homogeneous limit for the field, the equation of motion does not present time dependent second order contributions and the field becomes non dynamical. As we show in this paper, the cuscuton term, when added to the canonical kinematics in the Lagrangian density of a single real scalar field, preserves the standard form of the equation of motion for static configurations, i.e., the solution of the modified model is the same of the canonical one. However, the other properties of the system such as the energy density and the linear stability are affected by the new term. Over the years, several papers that deal with the cuscuton term have appeared; see Refs. [46–51].

An interesting application of kinklike structures appears in the braneworld scenario [52–57]. In this context, they may be used to model the single extra dimension of an infinite extent, which gives rise to the concept of thick brane. This feature allows for the presence of the so called hybrid branes, which are modeled by compact scalar field profiles [58, 59]. It is interesting to highlight that this modelling can also be done with the use of generalized models, that support the presence of a first order framework and stable branes [25, 60]. Twinlike models may also be found in this scenario [21].

In this work, we investigate the presence of kinks in a generalized model that adds the cuscuton term to the standard kinematics of the scalar field. In Sec. II, we describe the model in the flat spacetime and its properties. We also investigate the linear stability of the model and show that, even though it is modified by the new term, the kink is stable. This is achieved by transforming the
Sturm-Liouville equation into a Schrödinger-like equation. Usually, this cannot be done analyti-
cally. To illustrate our model, we present two examples, one of them being completely described by
analytical quantities. In Sec. III, we extend the model to the braneworld scenario, also calculating
how the cuscuton term modifies the equations of motion, energy density and stability equation.
We show that the brane is stable and provide an example that also admits analytical expressions
in the study of stability. We end our paper in Sec. IV with our conclusions and perspectives.

II. THE MODEL

We start by considering a class of models described by the action for a single real scalar field
$\phi$, with the Lagrangian density
\[
\mathcal{L} = X + \frac{2f(\phi)X}{\sqrt{|2X|}} - V(\phi),
\]
where the dynamical term of the scalar field is $X = \frac{1}{2} \partial_\mu \phi \partial^\mu \phi$ and the potential is described by
$V(\phi)$. We work in Minkowski spacetime, with metric tensor $\eta_{\mu\nu} = \text{diag}(+, -, -)$. Furthermore,
we take dimensionless fields and spacetime coordinates. A priori, $V(\phi)$ and $f(\phi)$ are arbitrary
functions of $\phi$, which identify how the scalar field self-interacts. Note that $f(\phi) = 0$ recovers the
standard case $\mathcal{L} = X - V(\phi)$, that was studied exhaustively in Refs. [2, 4]. The second term in
the above Lagrangian density comes from Ref. [44]. Without the first term, $X$, associated to the
standard kinematics of the scalar field, the function $f(\phi)$ may be set to a constant with no loss of
generality; this can be achieved by making a field redefinition. In the present case, this is not valid
anymore; one may perform the change $\phi \rightarrow \int d\phi / f(\phi)$ to show that Eq. (1) becomes
\[
\mathcal{L} = \frac{1}{f^2} X + \frac{2X}{\sqrt{|2X|}} - \tilde{V}(\phi), \quad \text{where} \quad \tilde{V}(\phi) = V\left(\int \frac{d\phi}{f(\phi)}\right).
\]
Thus, it is not possible to eliminate the function $f$ through a field redefinition.

By varying the action with respect to $\phi$, one can show that the equation of motion is given by
\[
\partial_\mu \left( \left( 1 + \frac{f(\phi)}{\sqrt{|2X|}} \right) \partial^\mu \phi \right) = \frac{2f_\phi X}{\sqrt{|2X|}} - V_\phi,
\]
where $V_\phi = dV/d\phi$ and $f_\phi = df/d\phi$. The above equation can be expanded in the form
\[
\left[ 1 + \frac{f(\phi)}{\sqrt{|2X|}} \right] \eta^{\mu\nu} - \frac{f(\phi) \partial^\mu \phi \partial^\nu \phi}{2X \sqrt{|2X|}} \partial_\mu \partial_\nu \phi + V_\phi = 0.
\]
The invariance over spacetime translations leads to the following energy-momentum tensor
\[
T_{\mu\nu} = \left( 1 + \frac{f(\phi)}{\sqrt{|2X|}} \right) \partial_\mu \phi \partial_\nu \phi - \eta_{\mu\nu} \mathcal{L}.
\]
It is conserved, $\partial_{\mu}T^{\mu\nu} = 0$, for field configurations that obey the equation of motion in Eq. (4). Following Ref. [16], we investigate the Null Energy Condition (NEC), which imposes $T_{\mu\nu}n^\mu n^\nu \geq 0$, where $n^\mu$ is a null vector ($\eta_{\mu\nu}n^\mu n^\nu = 0$). This leads to

$$1 + \frac{f(\phi)}{\sqrt{|2\lambda|}} \geq 0. \quad (6)$$

For static configurations, $\phi = \phi(x)$, the equation of motion drastically simplifies to

$$\phi'' = V(\phi), \quad (7)$$

where $\phi$ connects two neighbor minima of the potential, which we call $v_{\pm}$. Here, the prime stands for the derivative with respect to $x$. It is interesting to note that this solutions do not depend on $f(\phi)$, i.e., for a given potential $V(\phi)$, we take the same set of solutions for any $f(\phi)$, including the standard case, $f(\phi) = 0$. In this case, the energy and stress densities can be calculated from Eq. (5), that leads to

$$T_{00} = \frac{1}{2}\phi'^2 + f(\phi)|\phi'| + V(\phi), \quad (8)$$

$$T_{11} = \frac{1}{2}\phi'^2 - V(\phi), \quad (9)$$

respectively. By integrating $T_{00}$ all over the space, we get the energy

$$E = \int_{-\infty}^{\infty} dx \left(\frac{1}{2}\phi'^2 + f(\phi)|\phi'| + V(\phi)\right). \quad (10)$$

The equation of motion (7) is of second order and usually presents nonlinearities engendered by the potential. Then, it is very hard to calculate its solutions. In order to simplify the problem, we integrate it to get

$$\frac{1}{2}\phi'^2 - V(\phi) = C. \quad (11)$$

By comparing it with the stress density in Eq. (9), we can identify $T_{11} = C$. As shown in Ref. [16], the Derrick’s theorem extension affirms that only stressless solutions ($C = 0$) can be stable. Thus, we write

$$\phi'^2 = 2V(\phi). \quad (12)$$

The above equation admits two signs for the derivative of the field. Nonetheless, they are related by the change $x \rightarrow -x$. Thus, from now on, we only consider

$$\phi' = \sqrt{2V(\phi)}, \quad (13)$$
whose solution we call kink. As in Eq. (7), this equation does not depend on \( f(\phi) \). Despite that, the energy density of the solutions that obey Eq. (12) depends explicitly on \( f(\phi) \)

\[
T_{00} = 2V(\phi) + f(\phi)\sqrt{2V} \\
= (\sqrt{2V} + f(\phi))\phi'.
\]  

(14)

Following the formalism introduced in Ref. [17], we introduce an additional function to define

\[
W_\phi = \sqrt{2V} + f(\phi).
\]  

(15)

Substituting this in Eq. (14), we get

\[
E = W(\phi(v_1)) - W(\phi(v_2)),
\]  

(16)

which shows that it is possible to calculate the energy without knowing the explicit solutions. For functions \( f(\phi) \) that obey the NEC (6), we get \( W_\phi > 0 \), therefore the \( W \) function is monotonic in the domain of the solutions of Eq. (12).

Now we turn our attention to investigate the linear stability of the solution. We take \( \phi(x,t) = \phi(x) + \eta(x,t) \), supposing that \( \eta(x,t) \) is a small fluctuation around the static solution \( \phi(x) \). In this case we get, going up first-order in the fluctuations, the following equation for \( \eta \)

\[
A^{-2}\ddot{\eta} - \eta'' + V_{\phi\phi}\eta = 0,
\]  

where \( V_{\phi\phi} = d^2V/d\phi^2 \) and

\[
A^2 = \left(1 + f(\phi)\right)^{-1} / \sqrt{2V}.
\]  

(18)

We impose \( A^2 \geq 0 \) in this equation to preserve its hyperbolicity, as in Ref. [15]. The stability equation (17) admits the variables \( x \) and \( t \) to be separated as

\[
\eta(x,t) = \sum_i \eta_i(x) \cos(\omega_i t).
\]  

(19)

In this case, we obtain

\[
-\eta_i'' + V_{\phi\phi}\eta_i = A^{-2}\omega^2\eta_i.
\]  

(20)

This is a Sturm-Liouville (SL) eigenvalue equation. Only for the standard case \( (f(\phi) = 0) \), it becomes the Schrödinger equation. In general the SL equation supports scattering states, bound states and, possibly, half-bound states. For homogeneous solutions \( \phi = v_\pm \), this equation is simply...
the Laplace/Helmholtz equation. One may show the zero mode is $\eta_0 \propto \phi'$, which is an evidence of the translational invariance of the solution.

The SL equation (20) may be transformed into a Schrödinger-like equation with the following change of variables

$$dz = A^{-1} dx,$$
$$u_i = A^{-\frac{1}{2}} \eta_i,$$

which leads to the stability equation

$$-u_{izz} + U(z)u_i = \omega^2 u_i,$$

where the stability potential is written as

$$U(z) = \sqrt{\frac{A}{2V}} \left( \sqrt{\frac{2V}{A}} \right)_{zz}. \tag{23}$$

In order to write the correspondence between $x$ and $z$, one has to integrate Eq. (21a) and find $x$ as a function of $z$. This task is usually very complicated. Thus, the explicit form of the stability potential and eigenfunctions are commonly unknown. In Refs. [16, 17], one may find how this procedure works for models that lead to a constant $A$. Here, we introduce new models with non-constant $A$ that supports this correspondence, which is an unprecedented feature in the study of the stability of kinklike solutions.

The stability equation (22) can be factorized in the form

$$S^\dagger Su_i = \omega^2 u_i,$$

where the operator $S$ is given by

$$S = \frac{d}{dz} + g(z), \quad \text{with} \quad g(z) = \left[ \ln \left( \sqrt{\frac{2V}{A}} \right) \right]_z. \tag{25}$$

This procedure makes possible to write the stability potential as $U(z) = g^2 + g_z$. The factorized equation (24) may be multiplied by $u_i$ and integrated to show that

$$\omega^2_i = \frac{\int_{-\infty}^{\infty} dz |S u_i|^2}{\int_{-\infty}^{\infty} dz |u_i|^2}. \tag{26}$$

This means that $\omega^2_i \geq 0$. Since there is no negative eigenvalue, the kinklike solutions of Eq. (12) are linearly stable. The interest of this paper is to investigate the modifications introduced by $f(\phi)$. Below, we consider two distinct examples of $f(\phi)$ for both the $\phi^4$ and the sine-Gordon potential.
A. Polynomial potential

Our model is defined by the function $f(\phi)$ and the potential $V(\phi)$. Before suggesting the form of $f(\phi)$, we take the well-known $\phi^4$ potential

$$V(\phi) = \frac{1}{2}(1 - \phi^2)^2.$$  \hfill (27)

It presents a $Z_2$ symmetry and has two minima located at $\phi_{\pm} = \pm 1$ and a maximum at $\phi_0 = 0$, with $V(\phi_0) = 1/2$. In this case, the kink solution of Eq. (13) is

$$\phi(x) = \tanh(x),$$  \hfill (28)

regardless the $f(\phi)$ that is chosen. In the standard case, $f(\phi) = 0$, the energy density is

$$T_{00} = 2V(\phi) = S^4(x),$$  \hfill (29)

with $S(x) = \text{sech}(x)$ and energy $E = 4/3$. The stability potential is given by

$$U(x) = 4 - 6S^2(x),$$  \hfill (30)

which is a modified Pöschl-Teller potential whose eigenvalues are $\omega^2 = 0$ and $\omega^2 = 3$ for the bound states. Below, we consider two examples of functions $f(\phi)$ that modifies the model with the $\phi^4$ potential.

1. Example 1

Firstly, we study the simplest case, which arises for $f(\phi) = f_0$, where $f_0$ is a positive parameter to satisfy the NEC in Eq. (6). We can write

$$W(\phi) = (1 + f_0)\phi - \frac{1}{3}\phi^3.$$  \hfill (31)

The energy density (14) is

$$T_{00} = (1 - \phi^2)(1 - \phi^2 + f_0) = S^2(x)(f_0 + S^2(x)).$$  \hfill (32)

We note that $T_{00}(x = 0) = 1 + f_0$. The energy can be calculated from Eq. (16), which leads to $E = 4/3 + 2f_0$.

In order to study the stability, we calculate $A$ from Eq. (18)

$$A^2 = \frac{1}{1 + f_0 \cosh^2(x)},$$  \hfill (33)

which is positive, obeying the hyperbolic condition. From Eq. (21a) we may find $z$ as a function of $x$. However, the expression appears in terms of elliptic functions, whose inverse function cannot be found explicitly. Even so, a numerical approach may be used, but it is not our purpose here.
FIG. 1: The function \( f(\phi) \) in Eq. (34) for \( 0 < a \leq 1 \) (black) and for \( a > 1 \) (blue) for several values of \( a \). The red line represents the limit \( a = 1 \) that is the standard case.

2. Example 2

Our second model arises with a function that depends on the parameter \( a \).

\[
f(\phi) = \frac{(a - 1)\phi^2(1 - \phi^2)}{a - (a - 1)\phi^2}.
\]

(34)

In order to find the range in which the parameter \( a \) exists, we use the NEC in Eq. (6)

\[
\frac{a}{a - (1 - a)\phi^2} \geq 0.
\]

(35)

which is only valid for \( a \geq 0 \). As we will show further, we do not consider \( a = 0 \) because it leads to null energy density. The case \( a = 1 \) is such that \( f_1(\phi) = 0 \) and the standard case is recovered. For \( a \to \infty \), we have \( f_\infty(\phi) = \phi^2 \). In Fig. 1, we plot the function \( f(\phi) \) for several values of \( a \). The energy density is

\[
T_{00} = \frac{a(1 - \phi^2)^2}{a - (a - 1)\phi^2} = \frac{a S^4(x)}{1 + (a - 1) S^2(x)}.
\]

(36)

For \( a = 1 \), we have \( T_{00} = S^4(x) \). In the limit \( a \to \infty \), \( T_{00} = S^2(x) \). In Fig. 2, we see the energy density for several values of \( a \). From Eq. (15), we can write \( W(\phi) \) as

\[
W(\phi) = \frac{a \phi}{a - 1} + \sqrt{a} M(\phi) \frac{1}{|a - 1|^\frac{1}{2}},
\]

(37)

with

\[
M(\phi) = \begin{cases} 
\arctan \left( \sqrt{\frac{1 - a}{a} \phi} \right), & a \leq 1 \\
-\text{arctanh} \left( \sqrt{\frac{a - 1}{a} \phi} \right), & a > 1.
\end{cases}
\]

(38)
FIG. 2: The energy density as a function of $x$ in (36) (left) and the function $W(\phi)$ in Eq. (37) (right) for several values of $a$. The colors of the lines follow the previous figure.

We can see that $W(\phi) = \phi - \frac{1}{3}\phi^3$ for $a = 1$ and $W(\phi) = \phi$ for $a \to \infty$. The energy can be evaluated through Eq. (16). For $a \leq 1$, the energy is $E = 2a/(a - 1) + 2 \arctan\left(\sqrt{(1-a)/a}\right)\sqrt{a/|a - 1|^{3/2}}$ and for $a > 1$, the energy is $E = 2a/(a - 1) - 2 \arctanh\left(\sqrt{(a-1)/a}\right)\sqrt{a/|a - 1|^{3/2}}$. The energy, then, is controlled by the parameter $a$. In the limit $a \to 1$, $E \to 4/3$ and for $a \to \infty$, $E \to 2$.

The function $A$ in Eq. (18) takes the form

$$A^2 = 1 - \frac{a - 1}{a} \phi^2 = \frac{1}{a} + \frac{a - 1}{a} S^2(x),$$

(39)
which is always positive, preserving the hyperbolicity of the stability equation. We have $A^2 = 1$ for $a = 1$ and $A^2 = S^2(x)$ for $a \to \infty$, as shown in Fig. 3, in which the function $A$ is plotted for several values of $a$. To study the stability, we make the change of variables proposed in Eq. (21a):

$$z = \sqrt{a} \text{arcsinh}\left(\frac{\sinh(x)}{\sqrt{a}}\right).$$

(40)

The above equation was the result of an integration. In this model, we can go further and find $x$ as a function of $z$ by inverting the above equation

$$x = \text{arcsinh}\left(\sqrt{a} \sinh\left(\frac{z}{\sqrt{a}}\right)\right).$$

(41)

We also make a change in the fluctuations, following Eq. (21b)

$$u = \left(\frac{a}{1 + (a - 1)S^2(x)}\right)^{\frac{1}{4}} \eta.$$

(42)

In Fig. 3, we show the rescaled coordinate $z$ as a function of $x$. The presence of Eq. (41) allows us to calculate the explicit form of the function $g(z)$ that appears in the supersymmetric operator in Eq. (25). It has the form

$$g(z) = -\frac{1}{2} \tanh(z/\sqrt{a}) \frac{((a - 1)S^2(z/\sqrt{a}) - 4a)}{\sqrt{a} ((a - 1)S^2(z/\sqrt{a}) - a)}.$$
FIG. 3: The function \( A(x) \) in Eq. (39) (left) and the rescaled coordinate \( z \) as a function of \( x \) in Eq. (40) (right).

Furthermore, the stability potential in Eq. (23) becomes
\[
U(z) = -\frac{3(a - 1)^2 S^6(z/\sqrt{a}) - (7a - 1)(a - 1)S^4(z/\sqrt{a}) + 4a(5a + 1)S^2(z/\sqrt{a}) - 16a^2}{4a ((a - 1)S^2(z/\sqrt{a}) - a)^2}.
\] (44)

In Fig. 4, we plot the above stability potential for several values of \( a \). Here, we emphasize that the presence of the analytical expressions (40)-(44) is an unprecedented fact and it was only possible due to the specific form of the function \( f(\phi) \) in Eq. (34) that drives the cuscuton term.

FIG. 4: The stability potential \( U(z) \) in Eq. (44) for \( 0 < a \leq 1 \) (black) and for \( a > 1 \) (blue) for several values of \( a \). The red line represents the limit \( a = 1 \) that is the standard case.

B. Sine-Gordon potential

In Sec. II A, we investigated how the cuscuton term, driven by \( f(\phi) \), modifies the \( \phi^4 \) potential. Here, we consider a non-polynomial potential, the sine-Gordon one, given by
\[
V(\phi) = \frac{1}{2} \cos^2(\phi).
\] (45)
This model is a $\pi$ periodic potential. Its minima are located at $\phi_k = (k - 1/2)\pi$ and maxima at $\phi_m = k\pi$ with $k \in \mathbb{Z}$. The potential takes a fixed value in all the maxima: $V(\phi_m) = 1/2$. For $k = 0$ and $k = 1$, we get the minima $\phi = -\pi/2$ and $\phi = \pi/2$, with a maximum at $\phi = 0$. We only work in the interval between the aforementioned minima, since the other ones are obtained from the shift $\phi \rightarrow \phi + k\pi$. In this case, the solution that lives in this sector is given by

$$\phi(x) = \arcsin(\tanh(x)).$$  \hspace{1cm} (46)$$

For the standard case, $f(\phi) = 0$, the energy density is written as

$$T_{00} = 2V(\phi) = S^2(x),$$  \hspace{1cm} (47)$$

with energy $E = 2$. The stability potential is

$$U(x) = 1 - 2S^2(x),$$  \hspace{1cm} (48)$$

which is a modified Pöschl-Teller potential. Here, however, it is different from the $\phi^4$ potential and admits only the zero mode, with $\omega^2 = 0$. Next, we present two examples of functions $f(\phi)$ that modifies the model with the sine-Gordon potential.

1. Example 1

Similarly to the example in Sec. II A 1, for the $\phi^4$ potential, we investigate the case $f(\phi) = f_0$ with the sine-Gordon potential in Eq. (45), with $f_0$ being a positive parameter obeying the NEC in Eq. (6). We use Eq. (15) to get

$$W(\phi) = \sin(\phi) + f_0 \phi.$$ \hspace{1cm} (49)$$

The energy density for this model is calculated from Eq. (14), which leads to

$$T_{00} = \cos(\phi)(\cos(\phi) + f_0) = S(x)(S(x) + f_0).$$ \hspace{1cm} (50)$$

The energy density at the origin behaves similarly to the one in $\phi^4$ potential, i.e., $T_{00}(x = 0) = 1 + f_0$. By using Eq. (16) one can show that the energy is $E = 2 + \pi f_0$. To study the stability, we calculate $A$ from Eq. (18)

$$A^2 = \frac{1}{1 + f_0 \cosh(x)},$$ \hspace{1cm} (51)$$

which obeys the hyperbolic condition. To find the explicit form of $x$ in terms of $z$ from Eq. (21a) one must use numerical methods, which is not the aim of this paper. So, in the next example we consider another function $f(\phi)$ that allows for the presence of analytical expressions in the study of the linear stability of the model.
FIG. 5: The function $f(\phi)$ in Eq. (52) for $0 < a \leq 1$ (black) and for $a > 1$ (blue) for several values of $a$. The red line represents the limit $a = 1$ that is the standard case.

2. Example 2

Following the direction of Sec. II A 2, we take a function $f(\phi)$ that depends on the parameter $a$ in the form

$$f(\phi) = \frac{(a - 1) \sin^2(\phi) \cos(\phi)}{1 + (a - 1) \cos^2(\phi)}.$$  \hspace{1cm} (52)

The valid range for $a$ is found from the NEC in Eq. (6), which takes the form

$$\frac{a}{1 + (a - 1) \cos^2(\phi)} \geq 0.$$ \hspace{1cm} (53)

Since $\cos^2(\phi) \geq 0$, the above expression is true only for $a \geq 0$. We will again ignore $a = 0$ because it leads to null energy density. For $a = 1$, it recovers the standard case $f_1(\phi) = 0$ and for $a \to \infty$ we get $f_\infty(\phi) = \sin(\phi) \tan(\phi)$. The function $f(\phi)$ in Eq. (52) is shown in Fig. 5 for several values of $a$. We can calculate the energy density from (14), which becomes

$$T_{00} = \frac{a \cos^2(\phi)}{1 + (a - 1) \cos^2(\phi)} = \frac{a S^2(x)}{1 + (a - 1) S^2(x)}.$$ \hspace{1cm} (54)

In order to find the function $W(\phi)$, we use Eq. (15) and integrate it to get

$$W(\phi) = \frac{\sqrt{a} M(\phi)}{|a - 1|^\frac{7}{2}},$$ \hspace{1cm} (55)

with

$$M(\phi) = \begin{cases} \arctan \left( \sqrt{\frac{1-a}{a}} \sin(\phi) \right), & a \leq 1 \\ \arctanh \left( \sqrt{\frac{a-1}{a}} \sin(\phi) \right), & a > 1. \end{cases}$$ \hspace{1cm} (56)
FIG. 6: The energy density in (54) as a function of $x$ (left) and the function $W(\phi)$ in Eq. (55) (right) for several values of $a$. The colors of the lines follow the previous figure.

Given the general form of the function $W(\phi)$, we have $W(\phi) = \sin(\phi)$ for $a = 1$ and $W(\phi) = \text{arctanh}(\sin(\phi))$ for $a \to \infty$. The energy density in Eq. (54) and the function $W(\phi)$ in Eq. (55) are plotted in Fig. 6. The energy can be calculated straightforwardly using Eq. (16). For $a \leq 1$, the energy is $E = 2 \arctan(\sqrt{(1-a)/a})/\sqrt{|a^2-1|}/2$ and for $a > 1$ it is $E = 2 \arctanh(\sqrt{(a-1)/a})\sqrt{|a-1|}/2$. In the limit $a \to 1$, we recover $E = 2$ as in the standard case and for $a \to \infty$, we get infinite energy, so we avoid this limit here.

The function $A$ in Eq. (18) is such that

$$A^2 = \frac{1}{a} + \frac{a-1}{a} \cos^2(\phi) = \frac{1}{a} + \frac{a-1}{a} S^2(x).$$  \hspace{1cm} (57)

Notice that even though the expression for $A^2$ in terms of $\phi$ is different from the one in Eq. (39), it is equal when written explicitly on $x$. This is an interesting feature, because it allows for the analytical correspondence between the variables $x$ and $z$ exactly in the form presented in Eq. (40). Nevertheless, the functions $g(z)$ and $U(z)$ are different. In this case, we obtain the function $g(z)$ from Eq. (25), which is explicitly given by

$$g(z) = -\tanh(z/\sqrt{a}) \frac{(3(a-1)S^2(z/\sqrt{a}) - a)}{\sqrt{a} ((a-1)S^2(z/\sqrt{a}) - a)}. \hspace{1cm} (58)$$

The stability potential in Eq. (23) takes the form

$$U(z) = -\frac{12(a-1)S^4(z/\sqrt{a}) - (11a-9)S^2(z/\sqrt{a}) + a}{a ((a-1)S^2(z/\sqrt{a}) - a)}. \hspace{1cm} (59)$$

It is plotted for several values of $a$ in Fig. 7. Notice that despite the change in the potential $V(\phi)$, we were able to find a family of functions $f(\phi)$, guided by the parameter $a$, that allows for the presence of the analytical quantities in the study of stability. Here, however, the limit $a \to \infty$ leads to infinite energy, so we avoid it.
FIG. 7: The stability potential $U(z)$ in Eq. (59) for $0 < a \leq 1$ (black) and for $a > 1$ (blue) for several values of $a$. The red line represents the limit $a = 1$ that is the standard case.

III. BRANEWORLD SCENARIO

We now investigate the model in the braneworld scenario with a single dimension of infinite extent. The action is

$$S = \int d^4x dy \sqrt{g} \left( -\frac{1}{4} R + X + \frac{2f(\phi)X}{\sqrt{|2X|}} - V(\phi) \right),$$

(60)

where $y$ denotes the extra dimension. As one knows, the metric tensor is

$$g_{\mu\nu} = \text{diag} \left( e^{2A(y)}, -e^{2A(y)}, e^{2A(y)}, -e^{2A(y)}, -1 \right),$$

(61)

where $A(y)$ is the warp function and $e^{2A}$ is the warp factor. We also consider the scalar field depending only on the extra dimension $y$. Since we are interested in kinklike solutions, which are monotonic, for the scalar field we take $\phi' > 0$ and write the equation of motion as

$$\phi'' + 4\phi' A' + f(\phi) A' = V(\phi).$$

(62)

In the above equation, the prime denotes the derivative with respect to $y$. Notice that, unlike the flat spacetime equation of motion, the modification introduced by the cuscuton term, which is controlled by the function $f(\phi)$ appears here in the geometric contribution driven by $A'$. Similarly to the flat case, though, it does not modify the term of second order. The Einstein equations become

$$A'' + \frac{2}{3} \left( \phi' + f(\phi) \right) \phi' = 0,$$

(63a)

$$A'^2 - \frac{1}{6} \phi'^2 + \frac{1}{3} V(\phi) = 0.$$
We then see that the equations which govern the system are of second order and present couplings between the scalar field and the warp function. In order to get a first order framework, we follow Ref. [60] and introduce an arbitrary function $W(\phi)$ in a manner that the potential can be written in the form

$$V(\phi) = \frac{1}{8} (W_\phi - 2f(\phi))^2 - \frac{1}{3} W^2(\phi).$$

(64)

By doing so, we get the first order equations

$$A' = -\frac{1}{3} W(\phi),$$

(65a)

$$\phi' = \frac{1}{2} W_\phi - f(\phi),$$

(65b)

which solves Eqs. (62) and (63). In order to get solutions that connects the minima of the potential, we require the function $f(\phi)$ to vanish in these points. The example considered in Sec. II A 1, for instance, would fulfill this condition for $f_0 = 0$, which is the well-known standard model. Nevertheless, we may consider the case engendered by the function in Eq. (34), which satisfies the aforementioned condition. For instance, if one considers $W_{\text{brane}}(\phi) = 2W_{\text{flat}}(\phi)$, with $W_{\text{flat}}(\phi)$ given by Eq. (37), the first order equation (65b) admits exactly the same solution of Eq. (28) with the change $x \rightarrow y$.

We, however, consider another model, defined by the functions

$$f(\phi) = \frac{(a-1)\phi^2(3-2\phi^2)}{3a-2(a-1)\phi^2},$$

(66a)

$$W(\phi) = \frac{3a\phi}{a-1} + \frac{3 \sqrt{6a} M_b(\phi)}{2 |a-1|^{3/2}},$$

(66b)

where

$$M_b(\phi) = \begin{cases} 
\arctan \left( \frac{\sqrt{2(1-a)}}{3a} \phi \right), & a \leq 1 \\
-\arctanh \left( \frac{\sqrt{2(a-1)}}{3a} \phi \right), & a > 1.
\end{cases}$$

(67)

It is motivated by the possibility of having analytical expressions in the study of the brane stability. In this case, the solution of the first order equation (65b) is

$$\phi(y) = \frac{\sqrt{6}}{2} \tanh \left( \frac{\sqrt{6}}{2} y \right).$$

(68)

This solution connects $\phi = -\sqrt{6}/2$ to $\phi = \sqrt{6}/2$ asymptotically. The potential can be calculated from Eq. (64), which leads to

$$V(\phi) = \frac{1}{2} (3 - 2\phi^2)^2 - \frac{1}{3} W^2(\phi).$$

(69)
For $a = 1$, we have $V(\phi) = (3 - 2\phi^2)^2/2 - \phi^2(9 - 2\phi^2)^2/27$, which is the standard case, $f(\phi) = 0$. On the other hand, the limit $a \to \infty$ leads to $V(\phi) = (3 - 2\phi^2)^2/2 - 3\phi^2$. In Fig. 8, we plot this potential for several values of $a$. Its minima are located at $\phi = \pm\sqrt{6}/2$, with a local maximum between them at $\phi = 0$. The minima goes deeper as $a$ increases, whilst the maximum remains unchanged. Regarding the warp function, we must solve Eq. (65a). Even though an analytical solution may be found, it is cumbersome, so we omit it here. For $a = 1$, it simplifies to $A(y) = 1 - 2\ln(\cosh(\sqrt{6} y/2))/3 - \tanh^2(\sqrt{6} y/2)/6$. The limit $a \to \infty$ leads to $A(y) = 1 - \ln(\cosh(\sqrt{6} y/2))$.

In Fig. 9, we plot it for several values of $a$.

We may follow Ref. [60] and calculate the energy density. It is

$$\rho_{\text{brane}}(y) = e^{2A(y)} \left( \frac{1}{2} \phi'^2 + \phi' f(\phi) + V(\phi) \right).$$

(70)

The explicit expression for a general $a$ is cumbersome. For $a = 1$ it is $\rho(y) = \exp(2A(y))(2S^6(y) + 15S^4(y) - 8)$. In the limit $a \to \infty$ it simplifies to $\rho(y) = 9e^2(3S(y)^2 - 2)S^2(y)/4$. For simplicity, we have adopted the notation $S(y) = \sech(\sqrt{6} y/2)$. In Fig. 9, we plot the above energy density for several values of $a$. We see that as $a$ increases, the width of both the warp factor and the energy density shrinks.

We then turn our attention to the brane stability. It is important to know if the modification in the action (60) due to the cuscuton term destabilizes the gravity sector of the brane. This issue is investigated with perturbations of the metric and of the field. We follow Ref. [60], which lead us to the stability equation

$$\left(-\frac{\partial^2}{\partial z^2} + U(z)\right) H_{\mu\nu} = p^2 H_{\mu\nu}, \quad \text{with} \quad dz = e^{-A(y)}dy.$$  

(71)
FIG. 9: The warp factor whose warp function is the solution of Eq. (65a) (left) and the energy density in Eq. (70) (right) for several values of $a$. The colors are taken as in the previous figures.

Here, $H_{\mu\nu}$ represents an scaled perturbation. The stability potential, $U(z)$ is

$$U(z) = \frac{9}{4} A_z^2 + \frac{3}{2} A_{zz},$$

with $A_z = \partial A/\partial z$. As it is known, the stability equation may be written as

$$\left( \frac{\partial}{\partial z} + \frac{3}{2} A_z \right) \left( -\frac{\partial}{\partial z} + \frac{3}{2} A_z \right) H_{\mu\nu} = p^2 H_{\mu\nu},$$

which shows the absence of graviton bound states with negative mass. This ensures the stability of the brane.

In order to write the explicit expression for the stability potential (72), we must firstly find the conformal coordinate $z$ and its inverse. This is a very hard task to be performed analytically. In our model, defined by Eq. (66), for instance, we have not been able to calculate it for a general $a$. Nonetheless, in the limit $a \to \infty$, we have found

$$z = \frac{\sqrt{6}}{3e} \sinh \left( \frac{\sqrt{6}}{2} y \right).$$

This leads to the stability potential

$$U(z) = \frac{9e^2}{4} \frac{15e^2 z^2 - 4}{(3e^2 z^2 + 2)^2}. \quad (75)$$

Again, we emphasize that the presence of the last two equations is very hard to be obtained in general. Moreover, differently from the flat spacetime case, even by choosing the function $f(\phi)$ properly, here we were only able to get the analytical expressions in the study of the linear stability for $a \to \infty$. The expression in Eq. (74) that relates $y$ and $z$, and the above stability potential are similar to the one for the sine-Gordon case investigated in Ref. [57] without the presence of the
cuscuton term. In this sense, the function $f(\phi)$ that drives the cuscuton term is important in the non-sine-Gordon cases because it may allow for the presence of analytical quantities in the study of the brane stability.

IV. OUTLOOK

We have investigated the presence of kinks in generalized models that adds the cuscuton term in the Lagrangian density, which has the form (1). We have seen that its associated equations of motion are the very same of the standard case for static configurations. The energy density and the linear stability, though, are modified by the new term. Even so, the solutions are stable and admit stability equations that are of the Sturm-Liouville type and can be mapped into ones of the Schrödinger type. It is interesting to point that we have been able to find model which is completely described by analytical quantities.

The investigation was extended to the curved spacetime, in the braneworld scenario with an extra dimension of an infinite extent. This case is different from the flat spacetime one: the cuscuton term appears in the geometric term of the scalar field equation of motion. In order to simplify the problem, we have found a first order formalism that is compatible with the Einstein and scalar field equations. Even though the curved spacetime scenario brings more difficulties than the flat one, we have been able to show the brane stability and to calculate its associated Schrödinger-like potential for an specific model, which is solely described by analytical expressions.

We highlight that a similar treatment can be conducted with the cuscuton term added to an unspecified generalized model. In the flat spacetime, one can look into the action

$$ S = \int dx dt \left( \mathcal{L}(X, \phi) + \frac{2f(\phi)X}{\sqrt{|2X|}} \right), \tag{76} $$

where $\mathcal{L}(X, \phi)$ is supposed to give rise to kinklike solutions. In this case, the equations of motion for static, unidimensional configurations are

$$ (\mathcal{L}_X \phi')' + \mathcal{L}_\phi = 0. \tag{77} $$

Thus, it admits the very same field profile of an action with $f(\phi) = 0$, which represents the absence of the cuscuton term in the model. The energy density, though, is given by $\rho = -\mathcal{L} + f(\phi)|\phi'|$. One may show that the stability is also modified by $f(\phi)$.

An interesting direction for future research concerns the time dependence of these solutions. One may also investigate how the integrability of known models, such as the sine-Gordon, is modified.
by the inclusion of the cuscuton term driven by function $f(\phi)$. Another possibility is to investigate how this term affects other topological structures such as vortices and monopoles. Some of these issues are currently under consideration and we hope to report them elsewhere.
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