Power Quality Classification of disturbances using Discrete Wavelet Packet Transform (DWPT) with Adaptive Neuro-Fuzzy System

K.RamaMohana Reddy, P.Ram Kishore Kumar Reddy, P.Sujatha

Abstract: With the development of the technologies, the demand for good quality of electric power is increasing day by day. In Distributed Generation Systems (DGs), the quality of power can cause serious problems such as sensitive equipment's malfunction, the temperature rise of machines. Therefore, detection of power quality events in the power system is more important to take further actions. The existing power quality events classification methods have high computational time with low accuracy. In order to overcome this problem, this paper presents Discrete Packet Wavelet Transform-Kalman filter based Adaptive Neuro-Fuzzy approach for identification and classification of PQ events. The proposed method classifies the events with better classification accuracy, less convergence time and low in error prediction. The results show that the proposed method has better performance compared with the existing classification methods. The proposed method is implemented and tested using MATLAB and it provides more accuracy when compared to the existing systems such as Discrete Wavelet Transform based Fuzzy Logic Adaptive System and Fourier Transform based Artificial neural networks etc.
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1. Introduction

Distributed Generation System is one of the promising alternate power generation systems in today's world. Power systems like solar, wind and fuel cell come under Distributed Generation System. Widespread utilization of numerous power electronic devices from residential to commercial loads have expanded the attention in Power Quality (PQ) issues such as voltage sag/swell, flickers, harmonics etc [1]. The term PQ can be called the problem, this paper presents Discrete Packet Wavelet Transform-Kalman filter based Adaptive Neuro-Fuzzy approach for identification and classification of PQ events. The proposed method classifies the events with better classification accuracy, less convergence time and low in error prediction. The results show that the proposed method has better performance compared with the existing classification methods. The proposed method is implemented and tested using MATLAB and it provides more accuracy when compared to the existing systems such as Discrete Wavelet Transform based Fuzzy Logic Adaptive System and Fourier Transform based Artificial neural networks etc.

Feature extraction can be utilized for classification utilizing Artificial Intelligent methods. Thus, there has been incredible research on the classification and representation of these PQ events [6].

Exact detection is essential and valuable for solving the issues identified with PQ issues [7]. With the methodology of signal processing in control quality applications, it is essential to develop strategies for exposing PQ issues for verification and examination [8]. The PQ issues detection and classification are extensively known as one of the most stimulating problems in electrical engineering [9].

Initially, a recognition algorithm is utilized for detecting the disturbances form PQ issues [10]. Then, after the effective detection of disturbances, the second stage classifies them into a few groups by a machine learning strategy like Fuzzy logic [11], Support Vector Machine (SVM) [12], Artificial Neural Network (ANN) [13] and so on. It is reviewed that great highlights are fundamental for both PQ events identification and classification [14].

Feature extraction and classification of these events can be performed by Wavelet Transform (WT) [15], Fourier Transform (FT) [16], Hilbert-Huang transform [17], Kalman filter and so on. Furthermore, the features which are extracted can be utilized in pattern recognition and classification by Fuzzy, ANN and SVM and so on. Fourier Transform is time independent and gives data of frequency content available in the signal. Hence, it is unsuitable to identify the sudden variations in the PQ disturbance, like the beginning and end variation of events. Consequently, numerous researchers have proposed WT for PQ issues recognition when contrasted with FT [18] and [19]. Subsequently, there has been done tremendous research work at recognizing and classifying these unsettling influences utilizing WT. Mid-1980's WT was presented as a signal processing strategy or technique.
Since the most recent two decades interest in applying WT to comprehend the dynamics in the power system [20] and PQ issues [6] has been expanded. The time-scale portrayal of a discrete signal is acquired utilizing digital filtering procedures in Multi-Resolution Analysis (MRA) with the addition of the Discrete Wavelet Transform (DWT). However, MRA is decomposed with the support of Low Pass and High Pass channels [21]. Short Time Fourier Transform (STFT) was utilized to detect these patterns [22]. This provides data in the time domain and frequency domain with two window capacities being utilized to get optimal resolution and increment activities. The major disadvantage of this technique is a short-settled window, so elective methodologies of wavelet change were used [23].

This paper is organized as follows. Section 2 gives the Literature review; Section 3 describes the overview of the PQ events, Section 4 explains the proposed DPWT-Kalman filter with ANFIS controller; Section 5 illustrates results and discussions followed by the conclusion in section 6.

2. Methodology

The electrical signals such as voltage sag, voltage swell, flicker etc are well classified using this methodology. To improve the power quality, the detection of disturbances in the power system is important. DWPT is a major tool for analysing power quality signals, it gives both time and frequency of the signals. The PQ Signals are given as input to DWPT. Then the PQ events such as voltage sag, voltage swell, flicker are introduced into the normal waveform. The Fault introduced to the signal is detected and classified using an adaptive neuro fuzzy algorithm.

![Figure1: Block Diagram of Proposed Method](image)

2.1 Proposed Model

This paper presents Discrete Packet Wavelet Transform-Kalman filter based Adaptive Neuro-Fuzzy approach for identification and classification of PQ events. The events are classified by using the proposed method with better classification accuracy, less convergence time and low in error prediction. The Block diagram of the proposed system is shown in fig 1.

2.2 Kalman Filter

The use of Kalman filters for protection of relays on high power systems developed in the 1980s by [37]. The Kalman filter analyses a discrete signal and filters noises. Kalman filtering performs modelling of the vector for the random process and recursive operation for the noisy measured(input) data. The Change in the magnitude of the supply voltage can be detected and analysed using Kalman Filter. The results of the Kalman Filter depend upon the system used and parameters selected for the filter. If the suitable parameters are not chosen for the Filters, then the results will be slow and diverge. The amplitudes of the fundamental frequency and harmonic components of the Voltage Waveform are used to prepare the inputs of the fuzzy-expert system.

2.3 Power Quality Problems

Most of the problems of customer’s electrical system and equipment are due to the presence of harmonic. Another factor that can improve the quality of power is better knowledge of PQ field. The knowledge on an appropriate system for electrical wiring system is very useful to enhance the PQ. The theoretical background of the behaviour and impact of the load usage in the electrical system is important. The behaviour of load relates to the size of cable in the system, the proper mitigation technique and protective system. PQ problems are originated
from the load. Another problem on obtaining high PQ level is the effects of natural causes such as lightning, animal and man-made problem. These types of problem cannot be avoided by the system.

2.4 DWPT (Discrete Wavelet Packet Transform)

The DWPT can be implemented using a multistage filter bank. The filter bank consists of wavelet function as the low-pass filters and its dual high-pass filters. An input sequence is fed into low-pass filters and its dual high-pass filters, and then down sampling by a factor of two. The output from the low-pass filter provides approximation coefficients while the output from high-pass filter provides detail coefficients. Thus, at each resolution level, both the detail and approximation coefficients are decomposed by wavelet into new coefficients for the next subsequent level.

The output frequency bands of DWT do not correspond to individual harmonic components, Hence the Wavelet coefficients obtained from DWT do not provide the direct values of the harmonic amplitudes. The advancement in DWPT is that, with adequate sampling frequency and wavelet decomposition stages, it can classify the frequency bands into individual harmonic components, thereafter, harmonics amplitudes can be computed easily [38].

DWT the process of decomposing a signal into approximate Space and detail spaces of a particular wavelet. Wavelet filters can perform local analysis because the filters will have finite length, or examining a local area of a large signal. The important property of wavelet analysis is reconstructing the decomposed signal into its original transmitted form without deterioration.

The detail space decomposition is the difference between DWT and DWPT. DWPT decomposes both the approximation Space and detail Space. In DWPT the frequency band is separated uniformly.

The Wavelets present in a Wavelet Packet are generalized in such a way that each of the octave frequency band in the wavelet spectrum is further subdivided into finer frequency bands by using the two-scale relations repeatedly. An Orthogonal basis is formed from these translates. The signal can be decomposed into many wavelet packet components. Wavelet packets provide better signal analysis than wavelet transform. The Wavelet Packet focuses on special parts of the time-frequency domain in a more detailed way than is possible with ordinary wavelet transform. The conditions to achieve a perfect reconstruction: Let \( G_0(z) \) and \( G_1(z) \) be the low pass analysis and synthesis filters, respectively and \( H_0(z) \) and \( H_1(z) \) the high pass analysis and synthesis filters respectively. Then the filters have to satisfy the following two conditions:

\[
G_0 (-z) G_1 (z)+ H_0 (-z)H_1 (z)=0 (1)
\]
\[
G_0 (z) G_1 (z)+H_0 (z) H_1 (z)=2z^{-d} (2)
\]

Eqn. (1) and Eqn. (2) show the reconstruction and amplitude distortion of the signal. The Perfect reconstruction condition remains the same even when the analysis and synthetic filters are switched. In this Paper DWPT (Discrete Wavelet Packet Transform) is employed with the Kalman filtered ANFIS output for generating Wavelet Packet Tree. The Wavelet Packet generated will have a particular fault that will contain nodes. Energy is calculated at each node. The net percentage of energy calculated from the nodes of the wavelet packet tree is used for classifying the power quality. A three level Wavelet Packet Tree is shown in fig 2.

![Figure 2: A three level Wavelet Packet Tree](image-url)

The atoms in a Wavelet packet are Waveforms indexed by three natural parameters such as position, scale and frequency. The bases which are generated for the given Orthogonal function are called Wavelet Packet Bases.
These bases offer a particular way of coding signals, which can be used to reconstruct the exact features. Numerous Expansions can be for a given signal using this Wavelet Packet. The most suitable decomposition of a given signal is selected by an Entropy based criteria. In the discrete wavelet transform (DWT), only the approximation part (the low-frequency part of the spectrum) is further decomposed. This chapter presents a discussion on the discrete wavelet packet transform (DWPT), where the detail part (the high-frequency part of the spectrum) is also further decomposed. The advantage of DWPT is that it is possible to select the optimal representation of the signal with respect to some criterion. The representation that uses fewer coefficients is the best in image compression. While the cost function based on a threshold is simple, more useful cost functions are based on signal energy

and other measures. The cost function which has been proposed here is Shannon entropy function. Shannon entropy function is given by

$$H(X) = -\sum_{i=0}^{N-1} p_i \log_2 p_i$$  \hspace{1cm} (3)$$

The average number of bits employed to encode a string of symbols, which depend upon the frequency of the Symbol can be determined using the equation (3). The Probability of the given signal is given by the symbol $p_i$.

3. ANFIS

Adaptive-Neuro Fuzzy is employed in such a way that, the signal with the fault is sent as input (Test Data) to the trained Fuzzy Inference System. This Fuzzy Inference System is trained initially with a reference signal (Training Data) which is a signal with no fault. Energy obtained from DWPT and THD performance measure of the ANFIS output are considered for rule base of fuzzy for power quality classification for the purpose of getting better accuracy. ANFIS classifier is formed if–then rules, couples of input–output and learning algorithms of the neural network. These are used for training of ANFIS classifier [39–43].

3.1 Structure of ANFIS:

Parameter Identification problems are solved using ANFIS. The Parameter identification process includes a Hybrid learning rule, which is a combination of back-propagation gradient and least square method.

Generally, ANFIS is a graphical network illustration of Sugeno fuzzy systems which have the capability of neural learning. The network contains a node with specialized functions accumulated in layers. Network recognition of IF/THEN rules is possible in ANFIS[44].

For example, take the base rule of Sugeno fuzzy system

1. If a is $X_1$ and b is $Y_1$, then $p_1 = c_1 1 a + c_1 2 b + c_1 0$
2. If a is $X_2$ and b is $Y_2$, then $p_2 = c_2 1 a + c_2 2 b + c_2 0$

The membership functions of fuzzy sets $X_i, Y_i, i=1,2$, be , $\mu_X, \mu_Y$.

In the evaluation of the rules, select a product for T-norm (logical and).

1. rule properties Evaluation results in

$$[W]_i = \mu_{X_i}(a) \mu_{Y_i}(b), i=1,2$$  \hspace{1cm} (4)$$

2. Evaluation of the implication and the rule consequences presents

$$p(a,b) = (W_1 (a,b) p_1 (a,b) + W_2 (a,b) p_2 (a,b)) / (W_1 (a,b) + W_2 (a,b))$$  \hspace{1cm} (5)$$

On parting the arguments available are

$$p = (W_1 p_1 (a,b) + W_2 p_2) / (W_1 + W_2)$$  \hspace{1cm} (6)$$

Further it can be Divided into phases  \hspace{1cm} (7)$$

Then $p$ can be written as

$$p = W_1 p_1 + W_2 p_2$$  \hspace{1cm} (8)$$

ANFIS has 5 layers of Neurons in which the Neurons of the same layer have similar functions.
Figure 3: Structure of ANFIS

Figure 4: Architecture of ANFIS

Layer 1 (L1): Every node creates the membership ratings of a linguistic label.

A sample of a membership function is the general bell function:

\[
\text{Layer 1 (L1): Every node creates the membership ratings of a linguistic label.}
\]

A sample of a membership function is the general bell function:

\[
\text{(9)}
\]

Where,

\[
\{a, b, c\} - \text{parameter set.}
\]

The Parameters in the Layer are called as premise parameters as the parameter varies the shape of the bell-shaped function changes.

Layer 2 (L2): Rules firing strength of each node is computed. Generally, any other fuzzy AND operation can be utilized.

Layer 3 (L3): The ratio of rule’s firing strength to the amount of all rules firing strength is computed as normalised firing strength.

Layer 4 (L4): A parameter function is calculated at the output of layer 3. These parameters are called consequent parameters.

Layer 5 (L5): The Final Layer, a single node Collects the overall output as the aggregation of all incoming signals.

Once the fuzzy-expert system is designed, the classification of different disturbances can then be made. To test the accuracy of the proposed fuzzy-expert system, distorted voltage waveforms are generated, and this has a different time of occurrence, duration, and amplitude. After calculating the energy on each wavelet decomposition level, the feature extraction curve is obtained; and then the classification of each waveform into a different category by using the fuzzy-expert system is performed. The Wavelet packet transform is used to decompose and reconstruct the signals. The fuzzy-expert system is efficient for power quality disturbance classification. Although only five types of the waveform are classified, it is possible to classify even more than five types. To classify the new type of power quality disturbance new rule base is developed based on the feature extraction curve of the new disturbances.

Fuzzy logic allows the user to assign weighting factors for defined states, or membership in a set. The degrees of membership assigned to variables provides for dealing with uncertainty and ambiguity that is not
possible in simple Boolean logic. Knowledge about a system can be described in terms of rules and membership functions. As the number of rules grows, the system response time slows down. It also takes time to refine the rules and membership values. The accuracy of the system is based on the knowledge of human experts; hence, it is only as good as the validity of the rules.

The Faultless signal is used as train data for ANFIS, when a fault signal like Voltage sag, Voltage Swell, Flicker and Harmonics are passed as test data it detects the type of fault occurred and displays in the M classification output. This paper presents Discrete Packet Wavelet Transform-Kalman filter based Adaptive Neuro-Fuzzy approach for identification and classification of PQ events. The events are classified by using the proposed method with better classification accuracy, less convergence time and low in error prediction.

4. SIMULATION RESULTS

The tested signals of power quality are voltage sag, voltage swell, flicker and harmonics. These signals are simulated using MATLAB and are shown Figs 6, 9, 12, 15, 18.

No Fault condition

Under this condition the signal without any fault is passed through the system.

![Simulink Block diagram of a faultless condition](image)

**Figure 5:** Simulink Block diagram of a faultless condition

The Faultless 3 phase signal representation is shown in Fig 7. No fault is introduced to the system hence the classification output is no fault found.

![Faultless 3 phase signal](image)

**Figure 6:** Faultless 3 phase signal

As no fault has been introduced a Normally distributed 3 phase signal is shown in Fig 6. Wavelet transform analysis is carried out with the faultless signal and is passed through the ANFIS model. Since the signal is faultless the M-file classification output shown is no fault as shown in Fig 7.

![M-file Classification output](image)

**Figure 7:** M-file Classification output

Voltage Sag

Voltage sags are a Common occurring phenomenon in supply systems. For generation of sag voltage in MATLAB simulation model, we consider 11 KV transmission model with 440 Volt, 50Hz Resistive Load. Sag generated in between 1 to 1.5 second.
Wavelet transform analysis has been carried out on sag waveform. The five level decomposition gives five Energy coefficients. The detail coefficients are different for each and every power quality disturbance. The 3 phase signal for voltage sag fault condition is shown in fig 9.

Faultless signal is used as train data. When a Fault signal is passed through ANFIS as test data, it identifies the Fault through ANFIS model and detect the type of fault. Here the Fault is identified as Voltage sag and is displayed in a M-file classification output as shown in fig 10.

Voltage Swell

For generation of swell voltage in MATLAB simulation model, we consider 11KV transmission model with 440 Volt, 50Hz Resistive load of 30 KVAR. Swell generated in between 2 to 2.5 second.

Wavelet transform analysis has been carried out on swell waveform. The output of the 3 phase signal for voltage swell fault condition is shown in fig 12.
Faultless signal is used as train data. When a Fault signal is passed through ANFIS as test data, it identifies the Fault through ANFIS model and detect the type of fault. Here the Fault is identified as Voltage swell and is displayed in a M-file classification output as shown in fig 13.

**Fault**

Flicker noise is characterized by a power spectral density that is inversely proportional to the frequency. The results in fig 15 shows the flicker’s energy deviation levels. Voltage flicker or flickering can be characterized as cyclic variations in magnitude of voltage. Electrical devices are not harmed by voltage variances, but rather these fluctuations may bring about adjustment in brightness of light devices. Voltage flicker may result in unpleasant visual sensation, which becomes the source of complaints from utility customers. The disturbance level and unpleasant visual sensation depends on the type of lamp and characteristics (amplitude, frequency and duration) of the flickering.

![Simulink Block diagram for Flicker fault condition](image1)

**Figure 14:** Simulink Block diagram for Flicker fault condition

Flicker occurred at time 1=3 to 3.5 is shown in fig15. The Flicker detected is Shown in M-file classification output.

Harmonics

Harmonics are created in an electric power system as the result of nearby nonlinear loads. Consonant voltages and current in the power matrix framework are one of the successive explanations behind power quality issues.
Figure 17: Simulink Block diagram for Harmonics fault condition

The Output of 3 phase signal for the harmonic fault condition is shown in figure 18.

The signal is passed into the ANFIS classifier; the disturbance occurred is identified as Harmonics and is shown in the M-file Classification output as shown in fig 19.

Figure 18: 3 phase signal for Harmonics fault condition

Figure 19: M-File Classification output

The Proposed method is found to be better When Compared to the Existing methods. Comparative Analysis is shown in Table1, the proposed method is compared with the previous existing methods and the accuracy of the proposed method is found better.

|   | 1. DWPT with adaptive Neuro Fuzzy System using Kalman Filter | 98% |
|---|-------------------------------------------------------------|-----|
|   | 2. Hybrid Method based on S-Transform and Dynamics/Decision Tree[45]. | 97.9% |
|   | 3. High-Order Statistic/Neuro-Tree[46]                       | 97.8% |
|   | 4. Dictionary Learning Sparse Decomposition/Decision Tree[47] | 97.5% |

5. Conclusions

This paper presented a unique method for classification of power quality disturbances based on discrete wavelet packet transform with adaptive neuro fuzzy system. High classification accuracy rate of 98% was achieved by this proposed method with the use of discrete wavelet packet transform. The proposed method has better performance and accuracy when compared with the existing classification methods.
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