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Abstract

In this paper, we investigate the many-valued version of coalgebraic modal logic through predicate lifting approach. Coalgebras, understood as generic transition systems, can serve as semantic structures for various kinds of modal logics. A well-known result in coalgebraic modal logic is that its completeness can be determined at the one-step level. We generalize the result to the finitely many-valued case by using the canonical model construction method. We prove the result for coalgebraic modal logics based on three different many-valued algebraic structures, including the finitely-valued Lukasiewicz algebra, the commutative integral Full-Lambek algebra (FLew-algebra) expanded with canonical constants and Baaz Delta, and the FLew-algebra expanded with valuation operations. In addition, we also prove the finite model property of the many-valued coalgebraic modal logic by using the filtration technique.
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1 Introduction

Coalgebraic modal logic, first proposed by Moss [28] in 1999, unifies various semantics of modal logics into a common framework using the theory of coalgebra [23]. This framework includes different class of models and many reasoning principles. Basically, there are two approaches toward coalgebraic modal logic—relation lifting [28] and predicate lifting [32]. The logic given by relation lifting approach, often called ∇-logic, encodes the modality in any set functor $T$ that preserves weak pullbacks. In this logic system, there are only one modal similarity type, namely the $\nabla$, in which the semantic is provided by the set functor $T$. However, the unusual syntax of this logic system makes it not easy to work with. For example, in [39], the authors proposed the first axiomatic system for $\nabla$-logic and use complicated techniques from coalgebra theory to prove its soundness and completeness. The second approach, predicate lifting, provides coalgebraic logic with a more standard modal syntax [32]. But this requires a second parameter—the modal similarity type which is given by predicate lifting and not fixed in a logic system. Since its syntax is simpler than $\nabla$-logic, the proof of soundness and completeness of the logical system in [32] is less difficult and it can be addressed using one-step logic. In general, coalgebraic modal logic provides a uniform framework for a variety of applied modal logics developed in computer science and philosophy, including normal modal logic [6,12], minimal and monotone modal logics [12,31], graded modal logic [38], probability logic [22,29], and conditional logic [8]. A comprehensive survey of coalgebraic modal logic can be found in [25].
On the one hand, considering the modal reasoning in the context of vagueness and uncertainty, the fuzzy logic over residuated lattices (like that in [18]) appears as a suitable framework for developing logical systems. Thus, many-valued modal logic has been developed in response to the investigation of connection between modality and vagueness/uncertainty. In [16, 17], Fitting presented a systematic study of many-valued modal logic using Heyting algebra and provided a multi-expert interpretation of the logic. Then, through abstract algebraic logic, Bou et al. [7] developed minimum many-valued modal logic over residuated lattices. While the many-valued modal logics considered in [7, 16, 17] are quite general, the formalization of the [0, 1]-valued modal systems S5 and KD45 was also presented in [18, 20]. These systems impose special constraints on the fuzzy accessibility relations of the Kripke models. For example, the fuzzy S5 system requires that the fuzzy accessibility relation is the universal relation. More generally, the framework for Gödel modal logic has been also studied extensively. The ⬤-fragment and ◇-fragment of different Gödel modal systems, including K, D, T, S4, and S5, were axiomatized in [10]; and the full Gödel modal logics K, T, S4, and S5 were axiomatized in [11]. Moreover, analytic proof methods for the ⬤-fragment and ◇-fragment of the fuzzy K system, including sequent-of-relations and hypersequent calculi, were introduced in [27]. In addition to complete axiomatizations, the finite model property and the decidability of Gödel modal logics were also investigated in [9–11, 27]. Apart from the generalization of the Kripke semantics, many-valued modal logic based on neighborhood semantics was also proposed recently [13, 15]. Moreover, the modal logic combining probability and fuzzy logic has been also explored in [19, 21].

It is then natural to expect that many-valued coalgebraic modal logic can unify different many-valued modal logics in the same way as in the two-valued case. This direction of research was studied by Bilková and Dostál both in relation lifting [4] and predicate lifting approaches [5]. They showed that one can define many-valued semantics in both approaches and prove Hennessy-Milner property with some further assumptions. On the other hand, Schroeder and Pattinson use coalgebraic techniques to study the complexity of the satisfiability problem in the context of fuzzy description logic, which can be regarded as a variant of fuzzy modal logic, under the infinitely-valued Lukasiewicz semantics [36]. However, these previous works do not touch upon the soundness and completeness of derivation systems for many-valued coalgebraic modal logic yet. Therefore, in this paper, we adopt the semantic given in [5] to prove that the soundness and completeness of many-valued coalgebraic modal logic can be determined at the one-step level. This generalizes a well-known result in coalgebraic modal logic to the finitely-valued case. In addition, we also show that the standard filtration method can be adapted to prove the finite model property of finitely-valued coalgebraic modal logic.

The rest of the paper is organized as follows. In Section 2 we present preliminaries on many-valued logic and its algebraic semantics. In Section 3 we present many-valued coalgebraic modal logic and its one-step fragments, including the syntax, semantics, and derivation system. In Section 4 we prove the soundness and completeness theorem of full modal logic assuming the one-step soundness and completeness of the derivation system. In Section 5 we use the filtration technique to establish the finite model property of the proposed logic. Finally, we summarize the result and indicate some directions for further work in Section 6. Besides, we include appendices to review some basic notions of category used in this paper and exemplify some concrete instances of many-valued coalgebraic modal logic.

2 Preliminaries on Many-Valued Logic

While truth values of the classical two-valued logic are always in the Boolean algebra \( 2 = (\{0, 1\}, \& \lor \neg) \), many-valued logic is interpreted in different algebraic structures. In this paper, we consider three many-valued languages interpreted in lattice-based algebras. To introduce these algebraic structures, let us start with the commutative integral full-Lambek algebras (aka residuated lattice) [30].

**Definition 1** We say \( \mathcal{A} = (A, \lor, \land, \to, \otimes, 0, 1) \) is a commutative integral full-Lambek algebra (\( FL_{int} \) algebra) if
• \((A, \lor, \land, 0, 1)\) is a bounded lattice,
• \((A, \odot, 1)\) is a commutative monoid,
• Define the ordering \(\leq\) over \(A\) as \(a \leq b\) iff \(a \land b = b\) iff \(a \lor b = a\),
• \(\odot\) is residuated with \(\to\), i.e. for all \(a, b, c \in A\), \(a \odot b \leq c\) iff \(b \leq a \to c\),
• \(0 \leq a \leq 1\) for all \(a \in A\).

Here, \(A\) is called the domain of the algebra \(A\). From now on, when we give an algebra \(A\), its domain is simply denoted by \(A\).

Because of the generality of the FLwv-algebra, it covers a variety of truth value domains commonly used in the algebraic semantics of nonclassical logic. Some well-known special cases of FLwv-algebras include Hetying algebras, MTL algebras, MV algebras, and BL algebras \([7]\). In particular, we are interested in MV chains with finite elements, or isomorphically, finitely-valued Lukasiewicz algebras.

**Definition 2** An FLwv-algebra \(A = (A, \lor, \land, \odot, 0, 1)\) is the \(n\)-valued MV chain (or Lukasiewicz algebra) if

- \(A = \{\frac{m}{n-1} \mid 0 \leq m \leq n - 1\}\),
- \(a \land b = \min(a, b)\)
- \(a \lor b = \max(a, b)\)
- \(a \odot b = \max(0, a + b - 1)\), and
- \(a \to b = \min(1, 1 - a + b)\).

We usually denote the \(n\)-valued Lukasiewicz algebra by \(L_n\).

We can extend the FLwv-algebra with the Baaz Delta \([2, 18]\) or valuation operations \([26]\). Let \(A = (A, \lor, \land, \odot, 0, 1)\) be an FLwv-algebra. Then, the Baaz Delta on \(A\) is an unary operation \(\Delta : A \to \{0, 1\}\) defined by

\[\Delta(x) = \begin{cases} 
1, & \text{if } x = 1; \\
0, & \text{if } x \neq 1.
\end{cases}\]

We call the algebra \(A_\Delta = (A, \Delta)\) a \(\Delta\)-algebra. In addition, the valuation operations \(\tau_a : A \to \{0, 1\}\) and \(\nu_a : A \to \{0, 1\}\) are defined for any \(a \in A\) as follows:

\[\tau_a(x) = \begin{cases} 
1, & \text{if } x = a; \\
0, & \text{if } x \neq a.
\end{cases}\]

\[\nu_a(x) = \begin{cases} 
1, & \text{if } x \geq a; \\
0, & \text{if } x \not\geq a.
\end{cases}\]

The algebra \(A_{\tau \nu} = (A, (\nu_c)_{c \in A}, (\tau_c)_{c \in A})\) is called a \(\tau \nu\)-algebra or a valuation algebra. Note that \(\tau_1 = \Delta\) and \(\nu_a(x) = \bigvee_{c \geq a} \tau_c(x)\) for any \(x \in A\) when \(A\) is finite. We can also show that \(\tau_a\) and \(\nu_a\) are definable in \(L_n\) via the strongly characterizing formula \(\eta_a\) introduced in \([7]\). More specifically, the operation \(\eta_a\) definable in \(L_n\) is the same as \(\nu_a\) and \(\tau_1 = \eta_1\) and \(\tau_a(x) = \eta_a(x) \land (\eta_a(x) \to 0)\) if \(a < 1\), where \(a'\) is the immediate successor of \(a\) in the domain of \(L_n\).

Based on these algebraic notions, we can now introduce many-valued logic systems. Because we only consider finitely-valued logic in this paper, we assume the domain of our FLwv-algebra is always finite.
hereafter. Let $P$ be a set of propositional symbols and let $A = \langle A, \lor, \land, \to, \top, \bot \rangle$ be an FL$_{ew}$-algebra. The BNF syntax of our basic language $L_A$ is as follows.

$$
\varphi ::= p \mid 1 \mid 0 \mid \varphi \lor \varphi \mid \varphi \land \varphi \mid \varphi \to \varphi,
$$

where $p \in P$ is a propositional symbol. The connectives $\neg$ and $\leftrightarrow$ are defined as usual by $\neg \varphi ::= \varphi \to 0$ and $\varphi \leftrightarrow \psi ::= (\varphi \to \psi) \circ (\psi \to \varphi)$. We also usually write $\top$ and $\bot$ for $1$ and $0$ respectively. Note that we overload the logical connectives in the language with operations in the algebra for simplifying the presentation. This should not cause any confusion because we can always see the difference of their usages from the context. As an FL$_{ew}$-algebra can be extended with some unary operations, we can also enrich the basic language with corresponding connectives. Hence, we define the syntax of $L_\Delta$ and $L_{\tau v}$ by

$$
\varphi ::= p \mid c \mid \Delta \varphi \mid \varphi \lor \varphi \mid \varphi \land \varphi \mid \varphi \to \varphi,
$$

and

$$
\varphi ::= p \mid 1 \mid 0 \mid \tau_c(\varphi) \mid \nu_c(\varphi) \mid \varphi \lor \varphi \mid \varphi \land \varphi \mid \varphi \to \varphi,
$$

respectively, where $c \in A$ is an element in the domain of the algebra. Note that, in the language $L_\Delta$, we add a constant symbol, called the canonical constant, for each truth value besides the constants $0$ and $1$. This enhances the expressive power of the basic language as the valuation operations do. In fact, we can easily see that $\Delta(c \to \varphi)$ and $\Delta(c \leftrightarrow \varphi)$ exactly correspond to $\nu_c(\varphi)$ and $\tau_c(\varphi)$ respectively. However, $L_\Delta$ is even more expressive than $L_{\tau v}$ because the canonical constant $\bar{c}$ for $c \neq 0, 1$ is not definable in the latter. Nevertheless, including canonical constants in the language is not cost-free. To preserve the completeness of the reasoning system while adding the extra expressive power, we need some book-keeping axioms, such as the axiom $\lor_{c \in A}(\varphi \leftrightarrow \bar{c})$ that exhaustively specifies possible truth values of any formula [18]. Then, to make the axiom finitary, we must restrict the domain of truth values to be finite. This is the main reason why we only consider finitely-valued logics in this paper.

In this paper, we will consider the languages $L_n$, $L_\Delta$, and $L_{\tau v}$ on respective algebras $L_n$, $A_\Delta$, and $A_{\tau v}$. Hence, throughout this paper, we will use $L$ on $A$ to denote any one of the three languages when the definitions and results are applied to all of them so that it does not matter which language we specifically refer to. In addition, we sometimes use $L(P)$ to denote the language when we need to emphasize that the language is constructed from the set of atomic formulas $P$.

The formulas of these many-valued logic languages can be evaluated in the corresponding FL$_{ew}$-algebras. We define a truth valuation (or truth assignment) as a mapping $h : P \to A$ and extend its domain to all formulas with homomorphism. In other words, $h(c) = c$ for any $c \in A$, $h(\varphi \circ \psi) = h(\varphi) \circ h(\psi)$ for $\circ \in \{ \Delta, \lor, \land, \to \}$, and $h(\varphi \to \psi) = h(\varphi) \to h(\psi)$ for $\to \in \{ \lor, \land, \to \}$. Hence, we denote by $Hom(L, A)$ the set of all truth assignments for a many-valued language $L$ on an (extended) FL$_{ew}$-algebra $A$. Let $\Gamma \cup \{ \varphi \}$ be a set of formulas of the language $L$ on $A$. Then, $\varphi$ is said to be an $A$-consequence of $\Gamma$, denoted by $\Gamma \models_A \varphi$, if for all $h \in Hom(L, A)$, $h(\Gamma) \subseteq \{ 1 \}$ implies $h(\varphi) = 1$. As in [7], we assume that we have a sound and complete axiomatization $Ax(A)$ for the $A$-consequence relation $\models_A$ when we consider a many-valued language based on an algebra $A$. While there exist finite residuated lattices that are not finitely axiomatizable, a lot of many-valued logics based on such algebras indeed have complete axiomatizations (for more details, see the appendix in [7] and references therein.). Hence, the existence of complete axiomatizations for the underlying non-modal logics is a mild assumption here, even though it is somewhat restrictive.

---

1We identify a logical language with its set of (well-formed) formulas.
3 Many-Valued Coalgebraic Modal Logic

3.1 Syntax

As in the case of two-valued coalgebraic modal logic, the modalities in our language are also in 1-1 correspondence with predicate liftings for a set functor $T$.

Definition 3 Let $T : \mathsf{Set} \to \mathsf{Set}$ be a set functor and let $\Lambda$ be an (extended) $\mathsf{FL}_{cv}$-algebra. Then, a predicate lifting is a natural transformation

$$\lambda : \mathsf{Hom}(-, A^n) \Rightarrow \mathsf{Hom}(T(-), A),$$

where $n \in \omega$ is called the arity of $\lambda$, recalling that $A$ is simply the domain of $\Lambda$. When we specify the component of $\lambda$ with set $S$, its domain is a set of vector-valued functions from $S$ to $A^n$. Hence, we use the symbol $(f_1, \ldots, f_n)$ where $f_i : S \to A$ for all $i = 1, \ldots, n$ to denote such a vector-valued function.

The modal language is then an extension of the many-valued language with modalities corresponding to predicate liftings. More specifically, let $L$ be a many-valued language introduced in the preceding section and let $\Lambda$ be a set of predicate liftings. Then the modal language $\Lambda(L)$ is the expansion of $L$ with modal formulas defined by the following clause:

- if $\varphi_0, \ldots, \varphi_{n-1}$ are formulas in $\Lambda(L)$, then $\circ_\lambda(\varphi_0, \ldots, \varphi_{n-1})$ is also a formula in $\Lambda(L)$ for any $n$-ary predicate lifting $\lambda \in \Lambda$.

The set of predicate liftings $\Lambda$ is called the signature of the modal language.

To study one-step logic, we need to define rank-0 and rank-1 fragments of the modal language. Let $\Lambda$ be the signature of the modal language and let $T$ be its corresponding set functor. For any nonempty set $\Phi$, we define $T_\lambda(\Phi)$ as the set

$$\{\circ_\lambda(x_1, \ldots, x_n) \mid \lambda \in \Lambda, \text{arity}(\lambda) = n, x_1, \ldots, x_n \in \Phi\}.$$

Then, the rank-0 and rank-1 fragments of the modal language $\Lambda(L)$ are respectively $0\Lambda(L) := \mathcal{L}$ and $1\Lambda(L) := \mathcal{L}(T_\lambda(\mathcal{L}))$, recalling our convention of using the notation $\mathcal{L}(-)$ to explicitly indicate the set of atomic formulas for constructing the many-valued language. We typically use $\pi$ and $\alpha$ (possibly with subscripts) to denote rank-0 and rank-1 formulas respectively.

3.2 Semantics

The modal language is interpreted in coalgebraic structures. Recall that a $T$-coalgebra for a set functor $T$ is a pair $(S, \sigma)$ where $S$ is a nonempty set and $\sigma$ is a function from $S$ to $TS$.

Definition 4 Let $T$ be a set functor and let $\Lambda$ be an (extended) $\mathsf{FL}_{cv}$-algebra. Then a $T$-model on $\Lambda$ is a triple $\mathcal{S} = (S, \sigma, V)$, where $(S, \sigma)$ is a $T$-coalgebra and $V : \mathcal{P} \to \mathsf{Hom}(S, A)$ is a truth valuation. We define the semantics $\| \cdot \|_\sigma : S \to A$ of $\Lambda(L)$ formulas inductively: for all $s \in S$

- $\|p\|_\sigma := V(p)$ for all $p \in \mathcal{P}$, $\|c\|_\sigma(s) := c$ with $c \in A$,
- $\|\varphi \vee \psi\|_\sigma(s) := \|\varphi\|_\sigma(s) \ast \|\psi\|_\sigma(s)$ for $\ast \in \{\vee, \wedge, \circ, \rightarrow\}$,
- $\|\ast \varphi\|_\sigma(s) := \ast(\|\varphi\|_\sigma(s))$ for $\ast \in \{\Delta, \tau, v, \circ, \rightarrow\}$,
- $\|\circ_\lambda(\varphi_0, \ldots, \varphi_n)\|_\sigma(s) := \lambda_S(\|\varphi_0\|_\sigma(s), \ldots, \|\varphi_n\|_\sigma(s))$, where $\lambda \in \Lambda$ is an $n$-ary predicate lifting.

See the appendix for the definition of functor and other basic notions of category theory.
In the current context, the carrier $S$ of a $T$-model denotes the set of states (aka. possible worlds). The notion of validity can then be defined as follows.

**Definition 5** We say a formula $\varphi$ of $\Lambda(L)$ is valid in a $T$-model $S$ if $\|\varphi\|_\sigma(s) = 1$ for all $s \in S$, and it is called valid, denoted by $\models_{\Lambda(L)} \varphi$, if it is valid in all $T$-models.

While a $T$-model is a coalgebra with a truth valuation, we only need the unfolding of one single state to interpret rank-0 and rank-1 formulas. To do such an unfolding, we first introduce the notions of marking and coloring [35]. Let $\mathcal{A}$ be an (extended) FL_{ew}-algebra. Then we say a mapping $m : S \to \text{Hom}(P, A)$ is a $P$-marking on $S$ and dually $m^* : P \to \text{Hom}(S, A)$ is the coloring of $m$ if $m^*(p)(s) = m(s)(p)$ for any $s \in S$ and $p \in P$. We can then define one-step frames and models based on markings and colorings.

**Definition 6** Let $T$ be a set functor. A one-step $T$-frame is a pair $(S, \delta)$ with $\delta \in TS$. A one-step $T$-model over a set $P$ of propositional symbols is a triple $(S, \delta, m)$ such that $(S, \delta)$ is a one-step $T$-frame and $m : S \to \text{Hom}(P, A)$ is a $P$-marking on $S$.

**Definition 7** Given a marking $m : S \to \text{Hom}(P, A)$, we define the 0-step interpretation $\|\pi\|_m^0 : S \to A$ of $\pi \in 0\Lambda(L)$ recursively: for all $s \in S$

- $\|p\|_m^0(s) := m^*(p)(s)$, $\|c\|_m^0(s) := c$ with $c \in A$,
- $\|\pi_0 \ast \pi_1\|_m^0(s) := \|\pi_0\|_m^0(s) \ast \|\pi_1\|_m^0(s)$ for $\ast \in \{\lor, \land, \circ, \rightarrow\}$, and
- $\|\ast\|_m^0(s) := \ast \|\pi\|_m^0(s)$ for $\ast \in \{\Delta, \tau_c, v_c \mid c \in A\}$.

In addition, we can define the 1-step interpretation $\|\alpha\|_m^1 : TS \to A$ of $\alpha \in 1\Lambda(L)$ in the following way.

**Definition 8** Let $m$ be a marking and $\lambda$ is an $n$-ary predicate lifting. The 1-step interpretation of $\alpha \in 1\Lambda(L)$ is defined as

$$\|\circ_{\lambda}(\pi_0, \ldots, \pi_{n-1})\|_m^1(\delta) := \lambda_S(\|\pi_0\|_m^0, \ldots, \|\pi_{n-1}\|_m^0)(\delta)$$

for any $\delta \in TS$ and standard clauses apply for many-valued logical connectives in the same manner as in $0\Lambda(L)$.

### 3.3 Derivation systems

As usual, we can characterize the formal proof of validity in $\Lambda(L)$ and its fragment with derivation systems.

**Definition 9**

1. A logical rule in the language $\Lambda(L)$ is a pair $(\Gamma, \varphi)$, where $\Gamma \cup \{\varphi\} \subseteq \Lambda(L)$. If $\Gamma = \emptyset$, then $\varphi$ is called an axiom.

2. A non-modal logical rule $(\Gamma, \varphi)$ is a logical rule where $\Gamma \cup \{\varphi\} \subseteq 0\Lambda(L)$.

3. A one-step logical rule $(\Gamma, \varphi)$ is a logical rule where $\Gamma \subseteq 0\Lambda(L)$ and $\varphi \in 1\Lambda(L)$.

4. A set of logical rules is called a derivation system. If a logical system contain only non-modal and one-step rules, it is called a one-step derivation system.
All derivation rules for the underlying many-valued logic are examples of non-modal logical rules. Examples of one-step logical rules are the congruence rule $C_\Lambda$:

\[
\begin{array}{c}
\pi_0 \leftrightarrow \pi'_0, \ldots, \pi_{n-1} \leftrightarrow \pi'_{n-1} \\
\circ_\Lambda(\pi_0, \ldots, \pi_{n-1}) \leftrightarrow \circ_\Lambda(\pi'_0, \ldots, \pi'_{n-1})
\end{array}
\]

and the monotonicity rule $M_\Lambda$

\[
\begin{array}{c}
\pi_0 \rightarrow \pi'_0, \ldots, \pi_{n-1} \rightarrow \pi'_{n-1} \\
\circ_\Lambda(\pi_0, \ldots, \pi_{n-1}) \rightarrow \circ_\Lambda(\pi'_0, \ldots, \pi'_{n-1})
\end{array}
\]

that we will associate with an $n$-ary modality $\circ_\Lambda$.

In general, logical rules represent a kind of schema so that we can instantiate them in the derivation process by using substitutions.

**Definition 10** A substitution is a map $\rho : \mathcal{P} \rightarrow \Lambda(\mathcal{L})$. We will use the notation $(\varphi_i/p_i : p_i \in I)$ for the substitution that maps each variable $p_i \in I$ to the formula $\varphi_i$ and remain identical in other variables $p \in \mathcal{P} \setminus I$, where $I$ is a (typically finite) subset of $\mathcal{P}$. The application of a substitution $\rho = (\varphi_i/p_i : p_i \in I)$ to a formula $\varphi$ results in a new formula $\varphi\rho$ in which the variable $p_i$ is uniformly replaced by $\varphi_i$ for each $p_i \in I$.

**Definition 11** A proof or derivation of a formula $\varphi$ from a set of formula $\Gamma$ in a derivation system $\mathcal{L}$ is a well-founded tree (with no infinite branch) labeled by the formulas such that

- its root is labeled by $\varphi$ and leaves by instances of axioms in $\mathcal{L}$ or elements of $\Gamma$ and
- if a node is labeled by $\psi$ and $\Phi \neq \emptyset$ is the set of labels of its preceding nodes, then $\langle \Phi, \psi \rangle$ is an instance of a rule in $\mathcal{L}$.

We write $\Gamma \vdash^L \varphi$ if there is a proof of $\varphi$ from $\Gamma$ in $\mathcal{L}$. If $\emptyset \vdash^L \varphi$, then we say that $\varphi$ is $\mathcal{L}$-derivable and simply write it as $\vdash^L \varphi$.

In this paper, our derivation systems $\mathcal{L}$ consist of (1) a set of logical rules $R = \Gamma/\gamma$ where $\Gamma \subseteq \Lambda(\mathcal{L})$ and $\gamma \in \Lambda(\mathcal{L})$ (2) all axioms and rules from $\text{Ax}(\mathfrak{A})$ for the underlying many-valued logic, and (3) the congruence rule $(C_\lambda)$ for each $\lambda \in \Lambda$.

## 4 Soundness and Completeness

In this section, we are going to prove soundness and completeness theorem of many-valued coalgebraic modal logics from one-step logic by using the approach of canonical model construction [33]. First, we present the definition of one-step soundness and completeness.

### 4.1 One-step logic

**Definition 12** A one-step logical rule $R = (\Gamma, \gamma)$ where $\Gamma \subseteq 0\Lambda(\mathcal{L})$ and $\gamma \in 1\Lambda(\mathcal{L})$ is called one-step sound if for any marking $m$, $\|\pi\|_m^0 = \|\top\|_m^0$ for every $\pi \in \Gamma$ implies $\|\gamma\|_m^1 = \|\top\|_m^1$. A one-step derivation system $\mathcal{L}$ is one-step sound if all of its one-step logical rules are one-step sound.

**Definition 13** We say $\pi \in 0\Lambda(\mathcal{L})$ is a true propositional fact of a marking $m : S \rightarrow \text{Hom}(\mathcal{P}, \mathcal{A})$ if $\|\pi\|_m^0 = \|\top\|_m^0$. We use $\text{TPF}(m)$ to denote the set of true propositional facts of $m$, i.e.,

$$\text{TPF}(m) := \{\pi \in 0\Lambda(\mathcal{L}) \mid \|\pi\|_m^0 = \|\top\|_m^0\}.$$ 

**Definition 14** A one-step derivation system $\mathcal{L}$ is one-step complete if for every marking $m : S \rightarrow \text{Hom}(\mathcal{P}, \mathcal{A})$ and every $\alpha \in 1\Lambda(\mathcal{L})$, we have

$$\|\alpha\|_m^1 = \|\top\|_m^1 \text{ implies } \text{TPF}(m) \vdash^L \alpha$$
4.2 Many-valued coalgebraic modal logic

In this subsection, we will prove the main theorem of the paper. We start with the formal definition of soundness and completeness with respect to the full modal language.

**Definition 15** Let $\mathcal{L}$ be a derivation system for the modal language $\Lambda(\mathcal{L})$. We say that $\mathcal{L}$ is sound if all $\mathcal{L}$-derivable formulas are valid, and complete if all valid formulas are $\mathcal{L}$-derivable. In notation, $\mathcal{L}$ is sound and complete if for any $\phi \in \Lambda(\mathcal{L})$, $\vdash_{\Lambda(\mathcal{L})} \phi$ iff $\vDash_{\mathcal{L}} \phi$.

**Definition 16** Let $\Psi$ and $\Phi$ be two sets of $\Lambda(\mathcal{L})$-formulas. Then $\Psi$ is called the closure of $\Phi$ iff

1. $\Phi \subseteq \Psi$
2. $\Psi$ is closed under subformulas
3. $\Psi$ contains $\top, \bot$ (and $\overline{c}$ for every $c \in A$ if $\mathcal{L} = \mathcal{L}_\Delta$).

$\Phi$ is said to be closed if its closure is itself.

As usual, it is easy to check the soundness. Hence, we only present the proof of completeness below. First, let us assume that $\Phi$ is a finite closed set of $\Lambda(\mathcal{L})$-formulas from now on. Then, we define

$$P_{\Phi} := \{a_\varphi : \varphi \in \Phi\}$$

where $a_\varphi$ is a new propositional symbol for every $\varphi \in \Phi$, and use $0\Lambda(\mathcal{L}(P_{\Phi}))$ and $1\Lambda(\mathcal{L}(P_{\Phi}))$ to denote the rank-0 and rank-1 languages constructed from the set of new propositional symbols $P_{\Phi}$.

In classical modal logic, the maximally consistent subsets of formulas play a crucial role in the canonical model construction. Analogously we employ non-modal homomorphisms to achieve the same purpose.

**Definition 17** Let $\mathcal{A}$ be an (extended) $\text{FL}_{\text{ew}}$-algebra. Then, we say that a mapping $h : \Lambda(\mathcal{L}) \rightarrow A$ is a non-modal homomorphism if the following conditions hold:

- $h(c) = c$ for any $c \in A$,
- $h(\varphi_1 \circ \varphi_2) = h(\varphi_1) \circ h(\varphi_2)$ where $\circ \in \{\lor, \land, \circ, \rightarrow\}$,
- $h(\star \varphi) = \star h(\varphi)$ where $\star \in \{\Delta, \tau_c, \nu_c \mid c \in A\}$.

We often denote the set of non-modal homomorphisms as $\text{Hom}(\Lambda(\mathcal{L}), \mathcal{A})$. Note that if $h \in \text{Hom}(\Lambda(\mathcal{L}), \mathcal{A})$ is a non-modal homomorphism, then the restriction of $h$ to $\mathcal{L}$ is a truth valuation of the many-valued language $\mathcal{L}$, i.e., $h|\mathcal{L} \in \text{Hom}(\mathcal{L}, \mathcal{A})$. In fact, if we construct a new many-valued language by extending $P$ with the set of modal formulas, then $\text{Hom}(\Lambda(\mathcal{L}), \mathcal{A})$ is simply the set of truth valuations of the extended language. More precisely, let $P_\Lambda = P \cup \{\circ_\lambda(\varphi_1, \ldots, \varphi_n) \mid \lambda \in \Lambda, \text{arity}(\lambda) = n, \varphi_1, \ldots, \varphi_n \in \Lambda(\mathcal{L})\}$. Then, $\text{Hom}(\Lambda(\mathcal{L}), \mathcal{A}) = \text{Hom}(\mathcal{L}(P_\Lambda), \mathcal{A})$.

Let $\text{Thm}$ denote the set of all $\mathcal{L}$-derivable $\Lambda(\mathcal{L})$-formulas and let $\bar{S}$ denote the set of all non-modal homomorphisms that assign 1 to all formulas in $\text{Thm}$. In notation,

$$\text{Thm} = \{\varphi \in \Lambda(\mathcal{L}) \mid \vDash_{\mathcal{L}} \varphi\},$$

$$\bar{S} = \{s \in \text{Hom}(\Lambda(\mathcal{L}), \mathcal{A}) \mid s|\text{Thm} \subseteq \{1\}\}.$$

Then, we have an analogy of the classical Lindenbaum Lemma.

**Lemma 1** (Lindenbaum Lemma) Let $\varphi \in \Lambda(\mathcal{L})$ be a formula in the modal language. Then, $\varphi \notin \text{Thm}$ implies that there exists $s \in \bar{S}$ such that $s(\varphi) < 1$. 
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Proof. Because the derivation system \( L \) contains \( A \chi(A) \) for the underlying many-valued logic, we have that \( \varphi \) is not \( A \chi(A) \)-derivable from Thm if it is not \( L \)-derivable from Thm (i.e., \( \varphi \notin \text{Thm} \)). However, because \( A \chi(A) \) characterizes the \( \Lambda \)-consequence relation, this means that \( \varphi \) is not an \( \Lambda \)-consequence of Thm. Hence, there exists \( s \in \text{Hom}(\L(P_\Lambda), \Lambda) = \text{Hom}(\Lambda(\L), \Lambda) \) such that \( s[\text{Thm}] \subseteq \{1\} \) but \( s(\varphi) < 1 \) by which the result follows immediately. \( \dagger \)

Next, we define the marking \( m : \bar{S} \rightarrow \text{Hom}(P_\Phi, \Lambda) \) which maps \( s \) to \( h_s \in \text{Hom}(P_\Phi, \Lambda) \) with \( h_s(a_\varphi) = s(\varphi) \). Then we have the following proposition.

**Proposition 1** With the definition above, we can derive the following equality

\[
\|a_\varphi\|^0_m(s) = s(\varphi) \text{ for any } s \in \bar{S}.
\]

Proof. This can be shown by \( \|a_\varphi\|^0_m(s) = m^*(a_\varphi)(s) = m(s)(a_\varphi) = h_s(a_\varphi) = s(\varphi) \). \( \dashv \)

Let \( \varphi/a_\varphi : \varphi \in \Phi \) denote the natural substitution replacing all the variable \( a_\varphi \) with the original formula \( \varphi \). Therefore, for any formula \( \pi \in 0\Lambda(\L(P_\Phi)) \) and \( \alpha \in 1\Lambda(\L(P_\Phi)) \), we use \( \hat{\pi}, \hat{\alpha} \in \Lambda(\L) \) respectively, to denote \( \hat{\pi} := \pi(a_\varphi : \varphi \in \Phi) \), and \( \hat{\alpha} := \alpha(a_\varphi : \varphi \in \Phi) \).

We then have the following lemma.

**Lemma 2** (Stratification Lemma) Let \( L \) be a one-step sound and complete derivation system for \( 1\Lambda(\L) \). Then,

1. For any formula \( \pi \in 0\Lambda(\L(P_\Phi)) \), \( \vdash_L \hat{\pi} \) iff \( \|\pi\|^0_m(s) = 1 \) for any \( s \in \bar{S} \);

2. For any formula \( \alpha \in 1\Lambda(\L(P_\Phi)) \), \( \vdash_L \hat{\alpha} \) iff \( \|\alpha\|^1_m(\delta) = 1 \) for any \( \delta \in T\bar{S} \).

Proof. To prove the first part of this lemma, we first claim that \( \|\pi\|^0_m(s) = s(\hat{\pi}) \) for any \( \pi \in 0\Lambda(\L(P_\Phi)) \) and \( s \in \bar{S} \).

This can be done by induction on the complexity of rank-0 formulas. For the base step, when \( \pi \) is of the form \( a_\varphi \in P_\Phi \), \( \hat{\pi} \) is \( \varphi \) by definition. Hence, \( \|a_\varphi\|^0_m(s) = s(\varphi) = s(\hat{\pi}) \) using Proposition. The proof for \( c \) is straightforward by the definition of \( \| \cdot \|^0_m \) and \( s \).

For the inductive step, first assume \( * \in \{\lor, \land, \lnot, \rightarrow\} \) and \( \pi_1, \pi_2 \in 0\Lambda(\L)0(P_\Phi) \). By the inductive hypothesis, we have

\[
\|\pi_1 * \pi_2\|^0_m(s) = \|\pi_1\|^0_m(s) * \|\pi_2\|^0_m(s) = s(\pi_1 * \pi_2) = s(\pi_1) * s(\pi_2) = s(\pi_1 \in \pi_2).
\]

Second, let \( \pi \in 0\Lambda(\L(P_\Phi)) \) and * \( \in \{\Delta, \tau, \circ, \downarrow \} \) and \( c \in A \).

\[
\|* \pi\|^0_m(s) = *\|\pi\|^0_m(s) = s(\hat{\pi}) = s(s(\pi))
\]

using the inductive hypothesis. This proves the claim.

Now, we prove the first part of the lemma. Suppose that \( \vdash_L \hat{\pi} \), i.e., \( \hat{\pi} \in \text{Thm} \). Hence, by the definition of \( \bar{S} \), we have \( s(\hat{\pi}) = 1 \) for all \( s \in \bar{S} \). Using the above claim,

\[
\|\pi\|^0_m(s) = s(\hat{\pi}) = 1
\]

which proves the result we want. On the other hand, assume that \( \nexists \; \hat{\pi} \). Then \( \hat{\pi} \notin \text{Thm} \). Thus, there exists an \( s \in \bar{S} \) such that \( s(\hat{\pi}) \neq 1 \) by the Lindenbaum Lemma. By the claim again, we have \( \|\pi\|^0_m(s) = s(\hat{\pi}) \neq 1 \).

For the proof of the second part of the lemma, we first note that, because we treat axioms and rules as schemata, a derivation system and its (one-step) soundness and completeness are independent of its

\[\text{We slightly abuse the notion of substitution here because it maps a formula from the language } \Lambda(\L(P_\Phi)) \text{ to one in another language } \Lambda(\L). \text{ By contrast, the standard definition of a substitution requires it to map a formula to another formula in the same language.}\]
choice of the underlying propositional variables. Hence, \( \mathbf{L} \), as a one-step sound and complete derivation system for \( 1\Lambda(\mathcal{L}) \), is also one-step complete for \( 1\Lambda(\mathcal{L}(\Phi)) \). Hence, suppose that \( \|\alpha\|_m^1(\delta) = 1 \) for any \( \delta \in T\bar{S} \). We have \( TPF(m) \vdash_{\mathbf{L}} \alpha \) by the definition of one-step completeness, i.e. there is a derivation of \( \alpha \) from \( TPF(m) \). We prove \( \vdash_{\mathbf{L}} \alpha \) by induction over the complexity of the derivation.

Tracing the tree structure of the proof, the leaves are either axioms of \( \mathbf{L} \) or axioms of \( \mathbf{A}x(\Lambda) \) or elements of \( TPF(m) \). For the base case, we only need to consider \( \pi \in TPF(m) \). However, the first part of the lemma has implied that \( \vdash_{\mathbf{L}} \hat{\pi} \). Then, attaching the \( \mathbf{L} \)-proof of \( \hat{\pi} \) to the derivation tree of \( TPF(m) \vdash_{\mathbf{L}} \alpha \) and substituting \( a_{\varphi} \) with \( \varphi \) uniformly lead to an \( \mathbf{L} \)-proof of \( \hat{\alpha} \). ⊥

**Definition 18** Let \( \bar{S} \) be defined as above. We define a syntactical evaluation \( |\varphi| : \bar{S} \rightarrow \Lambda \) for every \( \varphi \in \Lambda(\mathcal{L}) \) as \( s \mapsto s(\varphi) \).

This is clearly a well-defined function. Thus, for any \( \varphi \in \Phi \), we have

\[
\|a_{\varphi}\|_m^0 = |\varphi|
\]

since \( \|a_{\varphi}\|_m^0(s) = s(\varphi) = |\varphi|(s) \) for every \( s \in \bar{S} \) by definition. Now, we prove the key lemma that will be used in the proof of completeness theorem.

**Lemma 3** (Existence Lemma) Let \( \Phi \) be given as above. Then, there exists a map \( \sigma : \bar{S} \rightarrow T\bar{S} \) such that for all \( s \in \bar{S} \) and all formulas of the following form \( \bigland_{\lambda_i}(\varphi_{0}, \ldots, \varphi_{n-1}) \in \Phi \), we have

\[
s(\bigland_{\lambda_i}(\varphi_{0}, \ldots, \varphi_{n-1})) = \lambda\delta((|\varphi_{0}|, \ldots, |\varphi_{n-1}|))(\sigma(s))
\]

**Proof.** We prove the lemma by considering \( \mathcal{L} = \mathcal{L}_{\text{syn}}, \mathcal{L}_{\Delta}, \) and \( \mathcal{L}_{\tau v} \), respectively.

First, in the case of \( \mathcal{L}_{\Delta} \), assume for a contradiction that for some \( s \in \bar{S} \) there is no \( \sigma(s) \) satisfying the equality. Let us fix such an \( s \) in the proof below. List all formulas of the form \( \bigland_{\lambda_i}(\varphi_{0}, \ldots, \varphi_{n-1}) \) and denote them as \( \bigland_{\lambda_i=0}^{\lambda_k=1} \psi_{0}, \ldots, \bigland_{\lambda_k=0}^{\lambda_{k-1}=1} \psi_{k-1} \) if the number of such formulas is \( k \). Each \( \psi_i \) is in fact a list \( \langle \varphi_{0}, \ldots, \varphi_{n-1} \rangle \) of length \( n_i \) if \( \lambda_i \) is an \( n_i \)-ary predicate lifting. Suppose that \( s(\bigland_{\lambda_i}(\psi_i)) = \bar{c}_i \in \Lambda \) for all \( i = 0, \ldots, k-1 \). Then, the assumption for \( s \) implies that for any \( \delta \in T\bar{S} \), there exists \( i \) such that \( (\lambda_i)\delta(|\psi_i|)(\delta) \neq \bar{c}_i \).

Next, we define the following formula \( \alpha \in 1\Lambda(\mathcal{L}(\Phi)) \),

\[
\alpha := \Delta(\bigland_{i=0}^{k-1} (\bigland_{\lambda_i}(\varphi_{0}, \ldots, \varphi_{n_i-1})) \leftrightarrow \bar{c}_i) \rightarrow \bot.
\]

Note that each propositional symbol \( a_{\varphi_i} \) is actually a list \( (a_{\varphi_{0}}, \ldots, a_{\varphi_{n_i-1}}) \) of length \( n_i \) whenever \( \lambda_i \) is an \( n_i \)-ary predicate lifting. We write it as \( a_{\varphi_i} \), to simplify the notation. Then for any \( \delta \in T\bar{S} \)

\[
\|\alpha\|_\delta^m = \|\Delta(\bigland_{i=0}^{k-1} (\bigland_{\lambda_i}(\varphi_{0}, \ldots, \varphi_{n_i-1})) \leftrightarrow \bar{c}_i) \rightarrow \bot\|_\delta^m
\]

\[
= \|\Delta(\bigland_{i=0}^{k-1} (\bigland_{\lambda_i}(\varphi_{0}, \ldots, \varphi_{n_i-1}))\|_\delta^m \rightarrow \|\bot\|_\delta^m
\]

\[
= \Delta(\bigland_{i=0}^{k-1} ((\lambda_i)\delta(|\varphi_{0}|)(\delta) \leftrightarrow \bar{c}_i) \rightarrow \bot
\]

\[
= \Delta(\bigland_{i=0}^{k-1} ((\lambda_i)\delta(|\varphi_{i}|)(\delta) \leftrightarrow \bar{c}_i) \rightarrow \bot
\]
Since for any $\delta \in T\vec{S}$, there exists $i$ such that $(\lambda_i)_{\vec{S}}(|\psi_i|)(\delta) \neq c_i$ by our assumption, we have
\[
\bigwedge_{i=0}^{k-1}((\lambda_i)_{\vec{S}}(|\psi_i|)(\delta) \leftrightarrow c_i) \neq 1,
\]
for any $\delta \in T\vec{S}$. That is, $\|\alpha\|_{m}(\delta) = 0 \rightarrow 0 = 1$ for any $\delta \in T\vec{S}$. From the Stratification Lemma, we get $\vdash_{\mathbf{L}} \hat{\alpha}$ which means $s(\hat{\alpha}) = 1$. However, compute $s(\hat{\alpha})$ gives us
\[
s(\hat{\alpha}) = s(\Delta(\bigwedge_{i=0}^{k-1}(\lambda_i|\psi_i| \leftrightarrow \bar{c}_i)) \rightarrow \bot)
\]
\[
= \Delta(\bigwedge_{i=0}^{k-1}s(\lambda_i|\psi_i| \leftrightarrow \bar{c}_i)) \cdot 0
\]
\[
= \Delta(1) \rightarrow 0
\]
\[
= 0
\]
This contradicts to the value of $\hat{\alpha}$ we have above.
Second, for the case of $\mathcal{L}_{\tau\upsilon}$, the proof is similar except that $\alpha$ is defined as
\[
\alpha := (\bigwedge_{i=0}^{k-1}(\lambda_i|\psi_i|)) \rightarrow \bot.
\]
Finally, in the case of $\mathcal{L}_{L_{\upsilon}}$, because $\tau_\upsilon$ is definable in $L_{\upsilon}$ for any $c \in L_{\upsilon}$, we can show that there exists a formula $\alpha$ in $1\Lambda(\mathcal{L}_{L_{\upsilon}}(\mathbf{R}))$ that leads to the contradiction as in the case of $\mathcal{L}_{\tau\upsilon}$. \qed

**Lemma 4 (Truth Lemma)** Let $\Phi$ be the closed set of $\Lambda(\mathcal{L})$-formulas defined above and let $\sigma: \vec{S} \rightarrow T\vec{S}$ be the map satisfying the Existence Lemma. Then we have
\[
s(\varphi) = \|\varphi\|_{\sigma}(s)
\]
for all $s \in \vec{S}$ and $\varphi \in \Phi$

**Proof.** Let $\bar{S}$ be a $T$-model given by $\sigma$ as above and a valuation $V: P \rightarrow Hom(\bar{S}, A)$ defined as $V(p)(s) = s(p)$ for $s \in \bar{S}$ and $p \in P$. We prove this lemma by a straightforward induction on the complexity of formulas.

1. the base case: $s(p) = V(p)(s) = \|p\|_{\sigma}(s)$ for any $p \in P$ and $s(c) = \|c\|_{\sigma}$ for any $c \in A$.
2. for the logical connectives:
   \[
s(\varphi \ast \psi) = s(\varphi) \ast s(\psi) = \|\varphi\|_{\sigma}(s) \ast \|\psi\|_{\sigma}(s) = \|\varphi \ast \psi\|_{\sigma}(s)
   \]
   for $\ast \in \{\lor, \land, \circ, \rightarrow\}$.
3. for the unary operations: $s(*\varphi) = *(s(\varphi)) = *(\|\varphi\|_{\sigma}(s)) = \|*\varphi\|_{\sigma}(s)$ for $* \in \{\Delta, \tau_\upsilon, v_\upsilon \mid c \in A\}$.
4. for any $n$-ary predicate lifting $\lambda \in \Lambda$,
   \[
s(\circ_\lambda(\varphi_0, \ldots, \varphi_{n-1})) = \lambda_{\vec{S}}((\|\varphi_0\|, \ldots, \|\varphi_{n-1}\|)(\sigma(s))
   \]
   \[
   = \lambda_{\vec{S}}((\|\varphi_0\|_{\sigma}, \ldots, \|\varphi_{n-1}\|_{\sigma}))(\sigma(s))
   \]
   \[
   = \|\circ_\lambda(\varphi_0, \ldots, \varphi_{n-1})\|_{\sigma}(s)
   \]
Note that the first equality is given by the Existence Lemma and this is the main reason why the result only holds for formulas in \( \Phi \). Also, the second equality is by the inductive hypothesis \( s(\varphi) = \|\varphi\|_\sigma(s) \) and the definition \( |\varphi|(s) = s(\varphi) \).

Now we are ready for proving the soundness and completeness theorem.

**Theorem 1** Let \( \Lambda \) be a modal signature for the set functor \( T \) and let \( L \) be a one-step sound and complete system for \( 1\Lambda(L) \). Then \( L \) is also sound and complete with respect to the full modal language \( \Lambda(L) \).

**Proof.** To prove the soundness, it is easy to check that all axioms of \( L \) are valid and all its logical rules preserve the validity. For the proof of completeness, suppose that \( \psi \) is a \( \Lambda(L) \)-formula not derivable from the system \( L \), i.e., \( \psi \not\in \text{Thm} \). Take \( \Psi \) to be the closure of \( \{\psi\} \). Then, by the Lindenbaum Lemma, there exists an \( s \in \bar{S} \) such that \( s(\psi) < 1 \). Therefore, by using the \( T \)-model \( \langle \bar{S}, \sigma, V \rangle \) defined in the proof of truth lemma, we have \( \|\psi\|_\sigma(s) = s(\psi) < 1 \) which implies that \( \psi \) is not valid. \( \dashv \)

5 Filtration and Finite Model Property

In the preceding section, we prove the completeness theorem by using the canonical model construction. However, because the canonical model may have infinite number of states, the finite model property does not follow as a corollary of the construction as in the classical case \[33\]. Hence, in this section, we employ the filtration method \[6, 12\] to establish the finite model property of the above-mentioned logics. To start, we notice that, although the canonical model constructed above may contain an infinite number of states, the truth lemma only holds for a finite closed set of formulas that we are interested in. In other words, it does not matter whether two states different in the truth values of formulas outside that set. Filtration method is a standard technique to make the idea explicit by identifying all states that coincide on the truth values of a finite set of formulas.

Formally, we can define the filtrated model for our logics by slightly modifying that for classical coalgebraic modal logic\[4\]. First, let \( \Phi \) be a finite closed set of \( \Lambda(L) \)-formulas as defined above and let \( S = \langle S, \sigma, V \rangle \) be a \( T \)-model. Then, we can define an equivalence relation \( \equiv_{\Phi} \subseteq S \times S \) by

\[
s \equiv_{\Phi} t \text{ iff for all } \varphi \in \Phi, \|\varphi\|_\sigma(s) = \|\varphi\|_\sigma(t).\]

For convenience, we denote the \( \equiv_{\Phi} \)-equivalence class containing a state \( s \) as \( \bar{s} \) and define the quotient set and quotient map as \( \bar{S} = \{\bar{s} | s \in S\} \) and \( q : S \to \bar{S} \) such that \( q(s) = \bar{s} \) respectively. Next, we define a representative choice function \( r : \bar{S} \to S \) as a pseudo-inverse of \( q \) which selects an arbitrary element \( r(\bar{s}) \) from each equivalence class \( \bar{s} \). Then, the coalgebra map \( \bar{\sigma} : \bar{S} \to T\bar{S} \) is defined by \( \bar{\sigma} := Tq \circ \sigma \circ r \). That is, \( \bar{\sigma} \) is chosen to make the diagram below commutative.

\[
\begin{array}{ccc}
S & \xrightarrow{\sigma} & TS \\
\|\ | & \Downarrow & \Downarrow Tq \\
\bar{S} & \xrightarrow{\bar{\sigma}} & T\bar{S}
\end{array}
\]

In summary, we have the formal definition of the \( \Phi \)-filtration of \( T \)-models as follows.

**Definition 19** Let \( \Phi \) be a finite closed set of \( \Lambda(L) \)-formulas and let \( S = \langle S, \sigma, V \rangle \) be a \( T \)-model. Then, a \( \Phi \)-filtration of \( S \) is any \( T \)-model \( \bar{S} = \langle \bar{S}, \bar{\sigma}, V \rangle \) such that

1. \( S \) is the quotient set of \( S \) with respect to the equivalence relation \( \equiv_{\Phi} \).

\[4\]The filtration method for classical coalgebraic modal logic was presented in an unpublished tutorial introduction by Y. Venema.
2. \( \mathfrak{a} := Tq \circ \sigma \circ r \) for some representative choice function \( r \), and
3. the truth valuation \( V \) must satisfy the condition that \( V(p)(s) = V(p)(s) \) for any atomic formula \( p \in \Phi \) and \( s \in S \).

Note that a \( T \)-model may have more than one filtrations. In particular, different representative choice functions may result in different filtrations for the same \( T \)-model. However, all \( \Phi \)-filtration of a given \( T \)-model enjoy a common property, that is, they all preserve the truth values of formulas in \( \Phi \). This is formally stated as the following filtration lemma.

**Lemma 5** (Filtration Lemma) Let \( \Phi \) be a finite closed set of \( \Lambda(L) \)-formulas and let \( S = (S, \sigma, V) \) be a \( \Phi \)-filtration of the \( T \)-model \( S = (S, \sigma, V) \). Then

\[
\| \varphi \|_\sigma(s) = \| \varphi \|_\mathfrak{a}(s)
\]

for any \( \varphi \in \Phi \) and \( s \in S \).

**Proof.** The proof is a simple induction on the structure of formulas. The inductive base holds by the requirement imposed on the truth valuation \( V \) and the inductive steps for non-modal cases are fairly straightforward. Hence, let us proceed with the case of modal formulas, i.e., \( \varphi = \circ \lambda \psi \), where, for simplicity, we assume that \( \lambda \) is an unary predicate lifting and the proof is easily generalized to modalities of arbitrary arities.

Recall that \( \lambda \) is a natural transformation between two contravariant functors \( Hom(-, A) \) and \( Hom(T(-), A) \). The functor \( Hom(-, A) \) (and similarly \( Hom(T(-), A) \)) sends a set \( X \) to the set \( Hom(X, A) \) of all functions from \( X \) to \( A \), called a Hom-set, and send a morphism \( f : X \to Y \) to a morphism \( Hom(f, A) : Hom(Y, A) \to Hom(X, A) \) defined by \( Hom(f, A)(g) = g \circ f \) for any \( g \in Hom(Y, A) \). Note that a contravariant functor reverses the direction of a morphism \( X \to Y \) to \( Hom(Y, A) \to Hom(X, A) \). In the following paragraphs, to simplify the notation, we will omit the underlying domain of truth values and simply write these two functors as \( H(-) \) and \( HT(-) \) respectively. Hence, according to the semantics of the logic, what we have to prove is

\[
\| \varphi \|_\sigma = \| \varphi \|_\mathfrak{a} \circ q = H(q)\| \varphi \|_\mathfrak{a}
\]

or equivalently,

\[
\| \varphi \|_\mathfrak{a} = \| \varphi \|_\sigma \circ r = H(r)\| \varphi \|_\sigma
\]

for any \( \varphi \in \Phi \). In both equations, the left equality is simply a restatement of what we want to prove and the right one arises from the definition of the functor \( H \).

Then, the inductive step proceeds as follows.

\[
\begin{align*}
\| \circ \lambda \psi \|_\mathfrak{a} &= \lambda_S(\| \psi \|_\mathfrak{a}) \circ \sigma \quad \text{semantics of } \circ \lambda \\
&= H(\sigma)\lambda_S(\| \psi \|_\mathfrak{a}) \quad \text{definition of } H(\sigma) \\
&= H(r)H(\sigma)HT(q)\lambda_S(\| \psi \|_\sigma) \quad \text{definition of } \lambda \\
&= H(r)H(\sigma)\lambda_S(H(q)(\| \psi \|_\sigma)) \quad \text{naturality of } \lambda \\
&= H(r)H(\sigma)\lambda_S(\| \psi \|_\sigma) \quad \text{induction hypothesis}
\end{align*}
\]

We can summarize the inductive step in the following diagram.

\[
\begin{array}{cccc}
HS & \xrightarrow{\lambda_S} & HTS & \xrightarrow{H\sigma} & HS \\
\downarrow{Hq} & & \downarrow{HTq} & & \downarrow{Hr} \\
HS & \xrightarrow{\lambda_S} & HTS & \xrightarrow{H\sigma} & HS
\end{array}
\]
From the filtration lemma, we can easily derive the finite model property of our logic.

**Theorem 2 (Finite Model Property)** Let $\varphi$ be a $\Lambda(L)$-formula, where $L$ is a $k$-valued logic. If $\varphi$ is satisfiable in a $T$-model, then it is satisfiable in a finite $T$-model $S = \langle S, \sigma, V \rangle$ such that $|S|$ is $O(k^{|\varphi|})$, where $|\varphi|$ denotes the size of the formula.

**Proof.** Let $\Phi$ be the smallest closed set containing $\varphi$. Then, the cardinality of $\Phi$ is at most $|\varphi| + k$. Hence, by the filtration lemma, we have the $\Phi$-filtration of the model satisfying $\varphi$ with size at most $k^{|\Phi|}$, which is obviously $O(k^{|\varphi|})$.

6 Concluding Remarks

In this paper, we prove that there is a sound and complete derivation system for finitely-valued coalgebraic modal logic under the assumption of one-step soundness and completeness. Hence, we generalize a well-known result of coalgebraic modal logic to the many-valued case. That is, the soundness and completeness of coalgebraic modal logic can be determined at the one-step level. In addition, we also adapt the classical filtration method to prove the finite model property of the proposed logic. The main contribution of the paper is the proof of such results for finitely-valued coalgebraic modal logic. Admittedly, the structure of the proof based on the canonical model construction is similar to that in the two-valued case. However, there are remarkable differences on the technical details of the proof. In particular, a crucial difference is on the proof of the Existence Lemma. In the proof, we need to design a witness formula $\alpha$ to derive the existence of the coalgebraic map on the set of states. For the classical case, a state $s$ in the canonical model is simply a maximally consistent subset of formulas. Thus, $\alpha$ is easily defined as the conjunction of rank-1 modal formulas in $s$ and the negations of rank-1 modal formulas not in $s$. However, in the many-valued case, a state $s$ in the canonical model is a non-modal homomorphism from the set of formulas to the underlying algebra of truth values. Hence, the witness formula needs to be able to “read out” the truth value of every rank-1 modal formula in $s$. We achieve this purpose by using the combination of canonical constants and Baaz Delta or valuation operations. In this way, we provide a novel method for the canonical model construction of finitely-valued coalgebraic modal logic.

We consider modal logics based on three different many-valued language. A common feature of these languages is that we can internalize the meta-level valuation operations into the language. Consequently, we can express the truth value of any formula in the language which plays a crucial role in the proof of the key lemma for the canonical model construction as mentioned above. However, not all many-valued languages have the property. Hence, how to extend our result to many-valued coalgebraic modal logic without such property is an important issue to be addressed in the next step. In fact, in addition to the approach adopted here, an alternative method based on inductive construction is also popular in proving the completeness of coalgebraic modal logic. Therefore, it is likely to use the inductive method to prove the completeness of many-valued coalgebraic modal logic that cannot express the truth values of its formulas in the object language.

In addition, another pressing issue is to provide a concrete instance of one-step sound and complete logic system. In the classical case, this can be done using the equivalent concept of one-step consistency and satisfiable. However, there is no corresponding definition of such equivalence in many-valued logic. Thus, showing one-step soundness and completeness of a derivation system becomes more difficult in the many-valued case. One possible exemplary one-step complete system is the fuzzy two-layered modal logic proposed in [3, 14]. We can restrict the syntax and language of in [14] to get a one-step derivation system, and we can also give a translation between $K_1$-based $K_2$-measure models (see the definition in [14]) and one-step $T$-models. The concept of completeness, however, is slightly different from the one-step completeness defined in this article which makes it not an immediate instance for
one-step sound and complete many-valued modal logic. Therefore, we left it as an open problem to find a one-step sound and complete many-valued modal logic.

Finally, according to [24], there exists a sound and weak complete logical system for coalgebraic dynamic logic. The proof was using predicate lifting and one-step approach. Besides, the soundness and weak completeness of finitely-valued propositional dynamic logic has also been proved recently [37]. Therefore, one can try to generalize the methods in this paper to prove the soundness and completeness of many-valued coalgebraic dynamic logic. This is another possible direction of research for future study.
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A Basic Notions of Category Theory

In this appendix, we review some basic notions of category by following the presentation in [1].

Definition 20 A category $C$ consists of the following components

- A collection of objects: $Ob(C) = \{A, B, C, \ldots \}$
- A collection of arrows (morphisms): $Ar(C) = \{f, g, h, \ldots \}$
- For each arrow $f$, there are given objects $A = \text{dom}(f)$ and $B = \text{cod}(f)$, called the domain and codomain of $f$ respectively. We use $f: A \to B$ to indicate an arrow with its domain and codomain at the same time.
- For arrows $f : A \to B$ and $g : B \to C$, there exists an arrow $g \circ f : A \to C$, called the composite of $f$ and $g$.
- For each object $A$, there is an arrow $1_A : A \to A$, called the identity arrow of $A$.
- Identity arrows and composites are required to satisfy the following laws:
  - Associativity: for all $f : A \to B, g : B \to C$, and $h : C \to D$,
    \[ h \circ (g \circ f) = (h \circ g) \circ f \]
  - Unit: for all $f : A \to B$
    \[ f \circ 1_A = f = 1_B \circ f. \]
We use $\mathcal{C}, \mathcal{D}$, etc. to denote a category. A particular example of category used in this paper is $\mathbf{Set}$, whose objects and morphisms are simply sets and functions respectively. The composite of two functions is their functional composition and the identity arrow of a set is the identity function on it. The opposite category $\mathcal{C}^\text{op}$ of a category $\mathcal{C}$ has the same objects as $\mathcal{C}$ and an arrow $f : C \to D$ in $\mathcal{C}^\text{op}$ is an arrow $f : D \to C$ in $\mathcal{C}$.

Given two objects $A$ and $B$ in any category $\mathcal{C}$, we write $\text{Hom}(A, B) = \{ f \in \text{Ar}(\mathcal{C}) \mid f : A \to B \}$ and call such a set of arrows as a Hom-set. Note that Hom-set is an object of the category $\mathbf{Set}$ by definition.

Just like functions play the role of arrows between sets, there is a corresponding notion of mappings between categories.

**Definition 21** A functor $F : \mathcal{C} \to \mathcal{D}$ between two categories $\mathcal{C}$ and $\mathcal{D}$ is defined as a mapping of objects to objects and arrows to arrows such that

- if $f : A \to B$ is an arrow in $\text{Ar}(\mathcal{C})$, then $F(f) : F(A) \to F(B)$ is an arrow in $\text{Ar}(\mathcal{D})$,
- for arrows $f : A \to B$ and $g : B \to C$ in $\text{Ar}(\mathcal{C})$, $F(g \circ f) = F(g) \circ F(f)$, and
- for each object $A \in \text{Ob}(\mathcal{C})$, $F(1_A) = 1_{F(A)}$.

We sometimes omit the parentheses in the application of a functor to objects or arrows in case of no ambiguity. That is, we will usually write $FA$ or $Ff$ instead of $F(A)$ or $F(f)$. In addition, for the successive application of functors, we can write $FG$ and $FGf$ to denote $F(G(A))$ and $F(G(f))$ respectively.

Because the opposite category $\mathcal{C}^\text{op}$ has the same objects as $\mathcal{C}$, a functor from $\mathcal{C}^\text{op}$ to $\mathcal{D}$ can also be regarded as a functor from $\mathcal{C}$ to $\mathcal{D}$ in the following sense.

**Definition 22** A functor $F : \mathcal{C}^\text{op} \to \mathcal{D}$ is called a contravariant functor on $\mathcal{C}$ such that it takes each arrow $f : A \to B$ in $\mathcal{C}$ to $F(f) : F(B) \to F(A)$ and satisfies that $F(g \circ f) = F(f) \circ F(g)$ for any $f : A \to B$ and $g : B \to C$ in $\mathcal{C}$.

In contrast with contravariant functor, an ordinary functor is also called a covariant functor. A well-known example of functor is the (covariant) powerset functor $\mathcal{P} : \mathbf{Set} \to \mathbf{Set}$ and the contravariant powerset functor $\mathcal{P} : \mathbf{Set} \to \mathbf{Set}$. For any set $X$, both $\mathcal{P}X$ and $\mathcal{P}X$ are the powerset of $X$ and for any function $f : X \to Y$, $\mathcal{P}f : \mathcal{P}X \to \mathcal{P}Y$ and $\mathcal{P}f : \mathcal{P}Y \to \mathcal{P}X$ are respectively defined by:

$$\mathcal{P}f(U) = \{ f(x) \mid x \in U \}, \text{ for any } U \subseteq X$$

and

$$\mathcal{P}f(V) = f^{-1}[V] := \{ x \in X \mid f(x) \in V \}, \text{ for any } V \subseteq Y.$$

For fixed categories $\mathcal{C}$ and $\mathcal{D}$, we can consider functors between them as objects of a new category. Then, the arrows between these functors (i.e. objects in the new category) are called natural transformations. Formally, we have the following definition.

**Definition 23** Let $F, G : \mathcal{C} \to \mathcal{D}$ be two functors between categories $\mathcal{C}$ and $\mathcal{D}$. Then, a natural transformation $\vartheta : F \Rightarrow G$ is a family of arrows in $\text{Ar}(\mathcal{D})$, indexed by objects in $\text{Ob}(\mathcal{C})$, denoted by

$$(\vartheta_C : F(C) \to G(C))_{C \in \text{Ob}(\mathcal{C})},$$

such that, for any $f : C \to C'$ in $\text{Ar}(\mathcal{C})$,

$$\vartheta_{C'} \circ F(f) = G(f) \circ \vartheta_C.$$

In diagram, this means the following commutativity:
Given a natural transformation \( \vartheta : F \Rightarrow G \), the arrow \( \vartheta_C \in \text{Ar}(D) \) is called the component of \( \vartheta \) at \( C \).

### B Examples of Many-Valued Coalgebraic Modal Logic

As many-valued coalgebraic modal logic provides an uniform framework for a variety of many-valued modal logics, we instantiate it to some specific examples in this appendix.

**Example 1** We can define the crisp Kripke model for many-valued modal logic ([7]) coalgebraically by using the powerset functor \( P \). Let \( \Lambda = \{ \Box, \Diamond \} \) be the set of predicate liftings and let \( \langle W, \sigma, V \rangle \) be a \( P \)-model. The predicate liftings \( \Box, \Diamond : \text{Hom}(W, A) \rightarrow \text{Hom}(PW, A) \) are defined by

\[
\Box(f)(X) = \bigwedge_{x \in X} f(x)
\]

\[
\Diamond(f)(X) = \bigvee_{x \in X} f(x)
\]

for any \( f : W \rightarrow A \) and \( X \subseteq W \). Then, \( \sigma : W \rightarrow PW \) corresponds to the functional representation of the binary accessibility relation on \( W \) and by definition, the interpretation of modal formulas is

\[
\| \Box \varphi \|_\sigma(w) = \bigwedge_{u \in \sigma(w)} \| \varphi \|_\sigma(u)
\]

and

\[
\| \Diamond \varphi \|_\sigma(w) = \bigvee_{u \in \sigma(w)} \| \varphi \|_\sigma(u),
\]

which indeed correspond to the original semantics given in [7].

**Example 2** Let \( H \) be the Hom-functor defined in Section 5 and we still consider modalities in \( \Lambda = \{ \Box, \Diamond \} \). Then, an \( H \)-model \( \langle W, \sigma, V \rangle \) is defined such that \( \sigma : W \rightarrow \text{Hom}(W, A) \) is the functional representation of the \( A \)-valued accessibility relation on \( W \). The predicate liftings \( \Box, \Diamond : \text{Hom}(W, A) \rightarrow \text{Hom}(HW, A) \) are defined by

\[
\Box(f)(g) = \bigwedge_{x \in W} g(x) \rightarrow f(x)
\]

\[
\Diamond(f)(g) = \bigvee_{x \in W} g(x) \odot f(x)
\]

for any \( f, g : W \rightarrow A \). Hence, the interpretation of modal formulas is

\[
\| \Box \varphi \|_\sigma(w) = \bigwedge_{u \in W} (\sigma(w)(u) \rightarrow \| \varphi \|_\sigma(u))
\]

and

\[
\| \Diamond \varphi \|_\sigma(w) = \bigvee_{u \in W} (\sigma(w)(u) \circ \| \varphi \|_\sigma(u)),
\]

which is exactly the same as the Kripke semantics in [7].
Example 3 We can characterize the neighborhood semantics in the coalgebraic setting by using the functor $H^2$ (i.e., the composition of the functor $H$ with itself). In an $H^2$-model $\langle W, \sigma, V \rangle$, $\sigma : W \to \text{Hom}(\text{Hom}(W, A), A)$ is exactly the $A$-valued neighborhood function defined in [15]. We only consider a modality $\Box$ because for $A$-valued neighborhood semantics, different modalities are interpreted in the same way but with different neighborhood functions. The predicate lifting $\Box : \text{Hom}(W, A) \to \text{Hom}(H^2W, A)$ is defined by

$$\Box(f)(N) = N(f)$$

for any $f : W \to A$ and $N : (W \to A) \to A$. Hence, the interpretation of $\Box \varphi$ is

$$\|\Box \varphi\|_\sigma(w) = \sigma(w)(\|\varphi\|_\sigma),$$

precisely as that given in [15]. It is easy to extend the framework to deal with multiple modalities at the same time by using the product of functors. For example, we can replace the functor $H^2$ with $H^2 \times H^2$ to give semantics for both $\Box$ and $\Diamond$.

Example 4 The conditional logic based on the selection function semantics [12] has been also presented with the coalgebraic framework in [34]. Here, we use an analogous approach to generalize it to many-valued conditional logic. Let us define the selection functor $S : \text{Set} \to \text{Set}$ that maps a set $X$ to the set $HX \to HX$ of fuzzy selection functions and a function $f : X \to Y$ to $Sf : SX \to SY$ defined by

$$Sf(s)(g)(y) = \bigvee_{x : f(x) = y} s(g \circ f)(x),$$

for any $s : HX \to HX$, $g : Y \to A$, and $y \in Y$. Now, in an $S$-model $\langle W, \sigma, V \rangle$, $\sigma : W \to SW$ associates with each possible world $w$ a selection function $\sigma(w) : \text{Hom}(W, A) \to \text{Hom}(W, A)$. Then, we consider a binary modality $\triangleright$. To define the predicate lifting for the modality, we first recall the standard definition of the degree of inclusion between two $A$-valued fuzzy sets $f, g \in \text{Hom}(W, A)$ as

$$f \subseteq g := \bigwedge_{w \in W} (f(w) \to g(w))$$

and then, the predicate lifting $\triangleright : \text{Hom}(W, A) \times \text{Hom}(W, A) \to \text{Hom}(SW, A)$ is defined by

$$\triangleright(f, g)(s) = (s(f) \subseteq g).$$

As a result, the interpretation of the conditional formula is

$$\|\varphi \triangleright \psi\|_\sigma(w) = \sigma(w)(\|\varphi\|_\sigma) \subseteq \|\psi\|_\sigma.$$

Example 5 By using the distribution functor, it is also possible to accommodate probabilistic reasoning about fuzzy events [12, 21] in the framework of many-valued coalgebraic modal logic [26]. To do probability calculation, we assume that the domain of truth values $A$ can be embedding into the unit interval $[0, 1]$ so that we can meaningfully combine the probability and truth values by arithmetic operations. The distribution functor $D : \text{Set} \to \text{Set}$ maps a set $X$ to $DX := \{\mu : X \to [0, 1] | \sum_{x \in X} \mu(x) = 1\}$ (i.e., the set of all discrete probability distributions over $X$) and a function $f : X \to Y$ to $Df : DX \to DY$ such that

$$Df(\mu)(y) = \sum_{x : f(x) = y} \mu(x)$$

We include the definition here only for the sake of completeness. It actually does not play a role in the definition of the semantics.
for any $\mu \in \mathcal{D}X$. Then, for a $\mathcal{D}$-model $(W, \sigma, V)$, $\sigma : W \to \mathcal{D}W$ assigns to each possible world a probability distribution over $W$. We exemplify two instances of probability modalities in the coalgebraic framework, $P$ and $M_r$, where $r \in [0, 1]$ is a rational number, meaning “probably” and “with probability more than $r$” respectively [39]. The predicate liftings of these modalities $P, M_r : \text{Hom}(W, A) \to \text{Hom}(\mathcal{D}W, A)$ are defined as follows:

$$P(f)(\mu) = \sum_{x \in W} f(x) \cdot \mu(x),$$

$$M_r(f)(\mu) = \bigvee \{ \alpha \mid \mu(f_\alpha) > r \},$$

for any $f : W \to A$ and $\mu \in \mathcal{D}W$, where $f_\alpha := \{ x \in W \mid f(x) \geq \alpha \}$ is the $\alpha$-cut of $f$ (regarded as an $A$-valued fuzzy set). Thus, by definition, the interpretation of probability modal formulas is

$$\|P\varphi\|_\sigma(w) = \sum_{x \in W} \|\varphi\|_\sigma(x) \cdot \sigma(w)(x),$$

$$\|M_r\varphi\|_\sigma(w) = \bigvee \{ \alpha \mid \sigma(w)(\|\varphi\|_\sigma) > r \},$$

where $\|\varphi\|_\sigma : W \to A$ is regarded as an $A$-valued fuzzy set.