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Abstract—Clustering is an essential task to unsupervised learning. It tries to automatically separate instances into "coherent" subsets. As one of the most well-known clustering algorithms, $k$-means assigns sample points at the boundary to a unique cluster, while it does not utilize the information of sample distribution or density. Comparably, it would potentially be more beneficial to consider the probability of each sample in a possible cluster. To this end, this paper generalizes $k$-means to model the distribution of clusters. Our novel clustering algorithm thus models the distributions of distances to centroids over a threshold by Generalized Pareto Distribution (GPD) in Extreme Value Theory (EVT). Notably, we propose the concept of centroid margin distance, use GPD to establish a probability model for each cluster, and perform a clustering algorithm based on the covering probability function derived from GPD. Such a GPD $k$-means thus enables the clustering algorithm from the probabilistic perspective. Correspondingly, we also introduce a naive baseline, dubbed as Generalized Extreme Value (GEV) $k$-means. GEV fits the distribution of the block maxima. In contrast, the GPD fits the distribution of distance to the centroid exceeding a sufficiently large threshold, leading to a more stable performance of GPD $k$-means. Notably, GEV $k$-means can also estimate cluster structure and thus perform reasonably well over classical $k$-means. Thus, extensive experiments on synthetic datasets and real datasets demonstrate that GPD $k$-means outperforms competitors. The github codes are released in https://github.com/sixiaozheng/EVT-k-means.

Impact Statement—Clustering is an essential task to unsupervised learning. The most well-known clustering algorithm is the k-means. The k-means algorithm assigns each sample to the nearest unique cluster. However, due to the lack of prior information on feature space, if a sample is at the boundary of several clusters, assigning the sample to any one of them may be inappropriate. Instead, This paper considers the probabilities of the sample in each possible cluster. It is the first time in the literature to generalize k-means by the probabilistic tools in Extreme Value Theory (EVT). Our novel clustering algorithm thus models the distributions of distances to centroids over a threshold by Generalized Pareto Distribution (GPD). The GPD $k$-means we proposed can be widely used in many fields, including customer group analysis, geographic information analysis, and other fields. The GPD $k$-means will bring some positive effects, such as improving the performance of the clustering task, effectively clustering the streaming data, and improving the performance of the clustering analysis system.

Index Terms—Clustering, Extreme Value Theory, Generalized Pareto Distribution, $k$-means, unsupervised learning.

I. INTRODUCTION

CLUSTERING is an essential task to unsupervised learning [1], [2]. It aims at clustering some unlabeled instances with high similarity into one cluster. The most well-known clustering algorithm is the $k$-means [3], whose objective is to minimize the sum of the squared distances of the samples to their closest centroid. Notably, the $k$-means algorithm is NP-hard, even when $k=2$ [4]. The $k$-means algorithm has been extensively studied in the literature, and some heuristics have been proposed to approximate it [1], [5]. The most famous one is Lloyd’s algorithm [6], due to its simplicity, ease of use, geometric intuition [7]. However, Lloyd’s algorithm uses a group of randomly initialized centroids, with no guarantee that the objective function reaches the global minimum. The $k$-means++ algorithm [8] was proposed to solve this problem by using an adaptive sampling scheme called $D^2$-sampling to find a good initialization for the centroids.

The $k$-means algorithm assigns each sample to the nearest unique cluster. However, due to the lack of prior information on feature space, if a sample is at the boundary of several clusters, assigning the sample to any one of them may be inappropriate. Instead, it might be more interesting to consider the probabilities of the sample in each possible cluster.

The fuzzy $c$-means algorithm [9], [10] is amenable to alleviating this problem, as it allows each sample to have memberships in all clusters rather than attaching to a particular cluster. Nevertheless, the fuzzy $c$-means algorithm only directly relaxes the ‘cluster loyalty’ of each sample to a value between zero and one, rather than purely understanding the clustering from a probabilistic perspective. To this end, this paper studies the probability-based $k$-means clustering algorithm.

In this paper, we first introduce a Generalized Extreme Value (GEV) $k$-means clustering algorithm based on Extreme Value Theory (EVT) [11], and then in order to make full use of the extreme value information in the data, we propose another novel $k$-means algorithm based on Generalized Pareto Distribution (GPD) by establishing a probability model for each cluster based on EVT. As a branch of statistics, the EVT is applied to model the stochastic behavior of the extreme samples found in the distribution tail [11]. To model a cluster, we present the novel concept of centroid margin distance, defined as the minimum pairwise distance between a centroid and the samples from other clusters. To facilitate modeling, we do not directly fit the distribution of the centroid margin.
distance but the distribution of the negative centroid margin distance. The distribution of the negative centroid margin distance shall be approximated by a GEV [12] distribution or GPD [13]. From the GEV or GPD, we can then derive a covering probability function, which indicates the probability that a sample is covered by a cluster. The larger the covering probability, the higher probability the sample belongs to the cluster.

The objective of GEV $k$-means and GPD $k$-means is to minimize the sum of negative covering probability. For the GEV $k$-means, we first assign group labels to each sample (to distinguish from cluster labels) and select the maximum negative pairwise distance within each block. We then apply the Block Maxima Method (BMM) to fit a GEV distribution for each cluster by these distances. Then each sample is assigned to a cluster by the maximum covering probability. Finally, we update centroids to the mean of all samples in the cluster. These three steps are iteratively computed until the centroids no longer change. However, BMM only uses a minimal amount of negative pairwise distance, resulting in a significant waste of data. Unlike the GEV $k$-means, the GPD $k$-means makes full use of the extreme value information in the data by using the Peaks-Over-Threshold (POT) method [14] to model the excess of negative pairwise distance exceeding a chosen threshold and fit a GPD for each cluster, and the other steps are the same as GEV $k$-means.

This paper makes the following contributions: (1) We generalize the $k$-means to model the cluster by GPD $k$-means, which is proposed to enable the clustering from the probabilistic perspective. (2) We propose the concept of centroid margin distance, and use the GPD to fit the negative centroid margin distance, thereby deriving the covering probability function for assigning samples. (3) We also introduce a naive baseline for GPD $k$-means, namely, GEV $k$-means. (4) Extensive experimental results show that the GPD $k$-means outperforms the competitors consistently across all experimental datasets. Note that our GPD $k$-means is very robust to uninformative features. With the increase of the number of uninformative features, our GPD $k$-means does not decline, but has a slight upward trend.

II. RELATED WORKS

The $k$-means has been extensively studied in the literature in many aspects [1], [2]. The basic $k$-means have been expanded into many successful algorithms by different methods. We can only highlight some of these works here. The $k$-means++ [8] is the most popular initialization scheme to provide a good initialization for centroids. Fuzzy $c$-means proposed by [9] and later modified by [10], is an extension of $k$-means where each sample has memberships in all clusters. In [15], the authors proposed a hierarchically divisive version of $k$-means, called bisecting $k$-means, that recursively partitions the data into two clusters at each step. In $k$-medoid [16], clusters are represented using the median of the data instead of the mean. Kernel $k$-means [17] was proposed to detect arbitrarily shaped clusters, with an appropriate choice of the kernel similarity function. DBSCAN [18] searches connected dense regions by computing the density of samples to perform cluster assignments. Gaussian Mixture Model (GMM) [19] assumes that the sample is generated from a mixture of Gaussian distribution and estimates the parameters of GMM for clustering. In contrast, the GEV $k$-means and GPD $k$-means only fit the negative centroid margin distance, and the extreme value distribution is more complicated and significantly different from the Gaussian distribution.

EVT has been widely applied in natural phenomena, finance, traffic prediction, and other fields. In recent years, there have been an increasing number of applications in machine learning related to EVT [20], [21], [22], [23]. However, less attention is paid to exploiting EVT to improve $k$-means. In [24], the authors proposed using GEV distribution for feature learning based on $k$-means. However, our method is significantly different from this method. First, they compute the squared distance from a point to the nearest centroid and form a GEV regarding each point, while we compute centroid margin distance and use GEV and GPD to establish a probability model for each cluster. Second, their algorithm adds the likelihood function as a penalty term into the objective function of $k$-means; in contrast, the objective of GEV $k$-means and GPD $k$-means is to minimize the sum of the negative covering probability, which indicates the probability that a sample is covered by a cluster. Finally, we also propose a GPD-based $k$-means algorithm, which was not mentioned in [24].

III. PRELIMINARIES

A. Extreme Value Theory

We introduce GEV and GPD derived from two theorems. Theorem 1 (Fisher-Tippett Theorem): [25]

Let $X_1, X_2, \ldots, X_n$ be a sequence of independent and identically distributed (i.i.d.) random variables with distribution $F$. Let $M_n = \max_{1 \leq i \leq n} X_i$ as the sample maximum. If there exist sequences of constants $a_n > 0$ and $b_n$ such that

$$
\lim_{n \to \infty} P \left( \frac{M_n - b_n}{a_n} \leq x \right) \to H(x), \quad x \in \mathbb{R},
$$

(1)

then if $H(x)$ is a non-degenerate distribution function, $H$ must belong to the family of Generalized Extreme Value (GEV) distributions with

$$
H(x) = \exp \left\{ -\left( 1 + \frac{x}{\sigma} \right)^{-1/\xi} \right\},
$$

(2)

where $1 + \frac{x}{\sigma} > 0$, $\mu, \xi \in \mathbb{R}$ and $\sigma > 0$ are the location, shape and scale parameters, respectively.

Theorem 2 (Pickands-Balkema-de Haan Theorem): [26]

Let $X_1, X_2, \ldots, X_n$ be a sequence of independent and identically distributed (i.i.d.) random variables, and the right end-point supported by the distribution function $F$ is $x^*$. Assuming that there is a sufficiently large threshold $u(u < x^*)$, $X_1 - u$ is the excess, then the cumulative distribution function of the excess $F_u$ is

$$
F_u(x) = P(X - u \leq x | X > u) = \frac{F(x + u) - F(u)}{1 - F(u)},
$$

(3)
where \( x \geq 0 \). \( F_u \) can be approximated using Generalized Pareto Distribution (GPD) with
\[
G(x) = 1 - \left( 1 + \frac{x - \mu}{\sigma} \right)^{-1/\xi}, \tag{4}
\]
where \( x \geq \mu, 1 + \frac{x - \mu}{\sigma} > 0, \mu, \xi \in \mathbb{R} \) and \( \sigma > 0 \) are the location, shape and scale parameters, respectively.

### B. k-means Clustering

Denote \( \mathcal{X} = \{x_1, x_2, \ldots, x_n\} \subseteq \mathbb{R}^d \) as the dataset and \( \mathcal{C} = \{C_1, C_2, \ldots, C_k\} \) as a partition of \( \mathcal{X} \) satisfying \( C_i \cap C_j = \emptyset, i \neq j \). Let \( \Theta = \{\theta_1, \theta_2, \ldots, \theta_k\} \) with \( \theta_j \in \mathbb{R}^d \) being the centroid of cluster \( C_j, j = 1, 2, \ldots, k \), that is, \( \theta_j = \frac{1}{|C_j|} \sum_{x \in C_j} x \). k-means can be cast as minimization of the objective function
\[
J(\mathcal{C}; \Theta) = \sum_{j=1}^k \sum_{x \in C_j} \|x - \theta_j\|^2. \tag{5}
\]

Lloyd’s algorithm [6] uses a greedy strategy to approximate the \( J(\mathcal{C}; \Theta) \) by iteratively optimizing between assigning samples to their closest centroid and updating each centroid by averaging over its assigned samples. These two steps loop iteratively until the centroids no longer change.

### IV. k-means via Extreme Value Theory

#### A. Centroid Margin Distance Distribution

We propose the concept of centroid margin distance to help model the cluster from a probabilistic perspective. Particularly, it is necessary to know the sample distribution of clusters and the relationship between clusters. Therefore, the centroid margin distance is defined as the minimum pairwise distance between a centroid and the samples of other clusters, as shown in \( D_1 \) in Fig. 1. Formally, for a cluster \( C_j \), given the centroid \( \theta_j \), the centroid margin distance is defined as
\[
D_j = \min_{i:x_i \notin C_j} d_{ij} = \min_{i:x_i \notin C_j} \|x_i - \theta_j\|_2. \tag{6}
\]

The centroid margin distance is somewhat similar to the margin distance defined in the previous works [20], which is the half distance from a positive sample to the nearest negative samples. For a centroid \( \theta_j \), we can calculate a set of the pairwise distance between \( \theta_j \) and the samples of other clusters with the minimal values \( D_j \). However, since Theorems 1 and 2 are used to fit the distribution of the sample maxima, in order to fit the distribution of the sample minima, we can take the maximal negative centroid margin distance
\[
D'_j = \max_{i:x_i \notin C_j} \{-d_{ij}\} = \max_{i:x_i \notin C_j} \|-x_i - \theta_j\|_2, \tag{6}
\]
as \( \min_{i:x_i \notin C_j} d_{ij} = -\max_{i:x_i \notin C_j} \{-d_{ij}\} \). The distribution of \( D'_j \) can be approximated by an extreme value distribution (GEV or GPD) with suitable methods. From the extreme value distribution, we can then derive a covering probability function, which indicates the probability that a sample is covered by a cluster.

Fig. 1. The centroid margin distance of centroid \( \theta_1 \)

When applying the GEV, the probability that sample \( x \) is covered by the cluster \( C_j \) is
\[
P(x, \theta_j) = H(-\|x - \theta_j\|_2) = \exp \left\{ -\left( 1 + \xi \frac{-\|x - \theta_j\|_2 - \mu}{\sigma} \right)^{-1/\xi} \right\}. \tag{7}
\]

Similarly, when applying the GPD, the probability that sample \( x \) is covered by the cluster \( C_j \) is
\[
P(x, \theta_j) = G(-\|x - \theta_j\|_2) = 1 - \left( 1 + \xi \frac{-\|x - \theta_j\|_2 - \mu}{\sigma} \right)^{-1/\xi}. \tag{8}
\]

The location \( \mu \), scale \( \sigma \), and shape \( \xi \) parameters of GEV and GPD are obtained by fitting the maximal negative centroid margin through the widely used Maximum Likelihood Estimation (MLE).

#### B. Naïve Approach: GEV k-means Algorithm

As described in Sec. IV-A, the larger the covering probability, the higher the probability sample \( x \) is covered by the cluster. Therefore, We propose GEV k-means based on the covering probability, which is summarized in Alg. 1. The GEV k-means minimizes the objective function of the sum of negative covering probability
\[
J'(\mathcal{C}; \Theta) = \sum_{j=1}^k \sum_{x \in C_j} (-P(x, \theta_j)). \tag{9}
\]

Note that the covering probability \( P \) is associated with some unknown parameters as in Eq. (7) and (8), so we introduce an MLE step in our Algorithms 1 and 2 to update the parameters in each iteration. Since the MLE method naturally possesses
statistical consistency, it effectively learns the covering probabilities. More details are discussed in Sec. IV-D and Sec. IV-E. In addition, each centroid has only one closest sample of other clusters, that is, \( D_j \) has only one observed sample, so we should consider sampling multiple \( D_j \) observed samples to fit the GEV.

Theorem 1 motivates the BMM [27], which uses GEV to provide an ideal model for the maxima of blocks with equal size \( s \). The BMM can be applied to fit the GEV distribution for each cluster to compute the covering probabilities. We first compute the Euclidean distance \( d_{ij} \) between \( \theta_j \) and sample \( x_i \in X \), i.e., \( d_{ij} = \|x_i - \theta_j\|_2 \). Then a group label (to distinguish from the cluster label) is assigned to each sample according to the closest centroid. And we have \( k \) sample groups \( \{G_1, G_2, \ldots, G_k\} \). For the centroid \( \theta_j \), its pairwise distance between it and samples of other clusters is \( d_{ij} = \|x_i - \theta_j\|_2; x_i \notin G_j \). Then we use BMM to divide its negative pairwise distance \(-d_{ij}\) (Sec. IV-A) equally into \( m \) blocks of size \( s \) (possibly the last block with no sufficient observations), and then the maximum value of each block is taken to obtain the block maximum sequence \( M' \).

\[
M' = \{M'_1, M'_2, \ldots, M'_m\}. \tag{10}
\]

\( M' \) can be viewed approximately as multiple observed samples of \( D_j' \). We can use \( M' \) to estimate the parameters of GEV distributions for centroid \( \theta_j \) using MLE. So each centroid has its own independent GEV distribution. In assigning cluster labels, each sample is assigned a cluster label based on the maximum covering probability, i.e., \( \lambda_i = \arg \max_{j \in \{1, 2, \ldots, k\}} P(x_i, \theta_j) \). In updating centroid, each centroid is updated to the mean of all samples in the cluster, i.e., \( \theta_j = \frac{1}{|C_j|} \sum_{x \in C_j} x \). These three steps loop iteratively until the centroids no longer change.

C. GPD k-means Algorithm

According to Theorem 1, when the block size \( s \) is large enough, \( M' \) can be approximately regarded as an independent and identically distributed observation from the GEV distribution. However, when block size \( s \) is large enough, BMM only uses a very small amount of negative pairwise distance, resulting in a large waste of data. Furthermore, there may be cases where the second largest value of one block is larger than the maximum value of the other block, which cannot be utilized. In order to make full use of the extreme value information in the data, the POT approach focuses on the excess over a large threshold to fit the GPD and asymptotically characterize the tail features of the distribution, instead of considering the maxima of blocks like BMM.

Theorem 2 gives rise to the POT approach [13] that focuses on the excess over the threshold \( u \) to fit the GPD. Therefore, we propose GPD k-means based on POT approach. Its objective function is the same as that of GEV k-means, i.e., \( J'_{\lambda}(C; \Theta) = \sum_{j=1}^{k} \sum_{x \in C_j} -P(x, \theta_j) \). The algorithm process of GPD k-means is similar to that of GEV k-means, as shown in Alg. 2. We first compute Euclidean distance \( d_{ij} = \|x_i - \theta_j\|_2 \), and obtain \( k \) sample groups \( \{G_1, G_2, \ldots, G_k\} \). Then we use the POT method to model the excess of negative pairwise distance \(-d_{ij}\) exceeding threshold \( u_j \) for centroid \( \theta_j \) and fit the GPD. The excess is defined as

\[
y_j^i = -d_{ij} - u_j, \quad -d_{ij} > u_j, \quad y_j = \{y_j^1, y_j^2, \ldots, y_j^i\}, \tag{11}
\]

where \( o_j \) is the total number of observations greater than the threshold \( u_j \). Here \( u_j \) is the threshold which we manually designed to filter the value below it. \( y_j \) can be viewed approximately as multiple observed samples of \( D_j' \). Then the estimated parameters of GPD for centroid \( \theta_j \) are obtained on \( y_j \) using MLE. Similar to GEV k-means, each centroid has its own independent GPD distribution. The two steps of assigning cluster label and updating centroid are the same as those of GEV k-means, and not be repeated here.

Remark. We give some theoretical explanation about the relation and difference between GEV k-means and GPD k-means here. GEV k-means and GPD k-means both model negative centroid margin distance by the extreme value theory, and thus can well cluster the data in principle. On the other hand, these two models differ in the specific distribution forms. In this paper, we take generalized extreme value distribution for GEV k-means and generalized Pareto distribution for GPD k-means. GEV applies the block maxima method, while GPD employs the peak-over-threshold method. Generally, estimation of GPD is more effective than GEV.

As shown in Fig. 2, GEV k-means and GPD k-means establish a covering probability model for each centroid. The closer to the centroid, the higher the covering probability. It can be clearly seen that the decision boundary between GEV k-means or GPD k-means and \( k \)-means is very different. It can be interpreted that the decision boundaries of GEV k-means and GPD k-means are contour lines with a covering probability of zero. In contrast, the decision boundary of \( k \)-means is a straight line.

D. Estimate the Parameters of GPD by MLE

MLE is a classic method to estimate probability distribution parameters based on samples. Consider a dataset \( X = \{x_1, x_2, \ldots, x_n\} \) containing \( n \) samples, it is drawn

| Algorithm 1 GEV k-means |
|-------------------------|
| **Input:** \( X \subset \mathbb{R}^d \), number of cluster \( k \), block size \( s \) |
| **Output:** centroid \( \Theta \) |
| **Initialization:** random centroid \( \Theta \) |
| **repeat** |
| Compute the Euclidean distance \( d_{ij} \) and obtain \( \{G_1, G_2, \ldots, G_k\} \) |
| for \( j = 1, 2, \ldots, k \) do |
| Obtain \( M_j \) by Eq. (10); |
| Estimate the parameters of GEV on \( M_j \) by MLE; |
| end for |
| for \( i = 1, 2, \ldots, n \) do |
| \( \lambda_i = \arg \max_{j \in \{1, 2, \ldots, k\}} P_{ij} \) |
| end for |
| for \( j = 1, 2, \ldots, k \) do |
| \( \theta_j = \frac{1}{|C_j|} \sum_{x \in C_j} x \) |
| end for |
| until centroids no longer change |
| return centroid \( \Theta \) |
independently from the density function \( p(x; \theta) \) parametrized by \( \theta \). The maximum likelihood estimator for \( \theta \) is defined as

\[
\theta^* = \arg \max_{\theta} \prod_{i=1}^{n} p(x_i; \theta).
\] (12)

This means finding the parameter that maximizes the joint density function of \( n \) samples. For the convenience of calculation, the log-likelihood is often calculated, i.e.,

\[
\theta^* = \arg \max_{\theta} \sum_{i=1}^{n} \log p(x_i; \theta).
\] (13)

Thus, the log-likelihood function is derived from Eq. (8).

\[
L_{\text{GPD}}(y^j; \mu_j, \sigma_j, \xi_j) = -o_j \log \sigma_j - (1 + \frac{1}{\xi_j}) \sum_{i=1}^{o_j} \log(1 + \xi_j \frac{y^j_i - \mu_j}{\sigma_j}),
\] (14)

where \( y^j_i \geq \mu_j \) and \( 1 + \xi_j \frac{y^j_i - \mu_j}{\sigma_j} > 0 \). When \( \xi = 0 \), GPD is the exponential distribution, and the log-likelihood function is

\[
L_{\text{GPD}}(y^j; \mu_j, \sigma_j) = -o_j \log \sigma_j - \sigma_j^{-1} \sum_{i=1}^{o_j} (y^j_i - \mu_j). \] (15)

The \( \mu_j, \sigma_j \) and \( \xi_j \) is the corresponding location, scale and shape parameters for the \( j \)-th cluster. Unfortunately, the maximum log-likelihood has no analytical solution and can only be solved numerically. Due to the upper limit of the maximum number of iterations, the parameter estimation by MLE is fast and constant in time complexity. The MLE has some good convergence properties in comparison to other estimates (Method of Moments or Probability Weighted Moments).

**E. Optimization from the perspective of EM algorithm**

Our GPD \( k \)-means can be intuitively understood from the perspective of EM algorithm. We give some insight discussion and analysis in this section. Particularly, the iterative algorithm of the \( k \)-means clustering is an Expectation-Maximization (EM) algorithm [28]. Accordingly, the GPD \( k \)-means can be intuitively re-formulated as an EM algorithm by using the probability distribution of GPD.

We introduce the vanilla EM formulation for the maximum likelihood with latent variable as follows,

\[
p(x, z|\Theta) \propto \begin{cases} 
\exp(-\|x - \theta_z\|_2^2), & \|x - \theta_z\|_2 = \min_k \|x - \theta_k\|_2, \\
0, & \|x - \theta_z\|_2 > \min_k \|x - \theta_k\|_2,
\end{cases}
\] (16)
where $z$ is latent variable. In our GPD $k$-means, we replace \( \|x - \theta_z\|_2 \) with $P(x, \theta_z)$ in the condition,
\[
p(x, z|\Theta) \propto \begin{cases} \exp(-\|x - \theta_z\|_2^2), & P(x, \theta_z) = \max_k P(x, \theta_k), \\ 0, & P(x, \theta_z) < \max_k P(x, \theta_k), \end{cases}
\]
where the covering probability function in Eq. 8. When $P(x, \theta_z)$ between $x$ and $\theta_z$ is the largest, the probability is proportional to $\exp(-\|x - \theta_z\|_2^2)$, otherwise, it is 0. In particular, $P(x, \theta)$ has three parameters estimated by MLE during the iteration. The estimated parameters will be used in the computation of covering probability in Eq. 17.

In the EM algorithm, we optimize the following Q function via E step and M step. Let $\Theta^{(t)}$ be the estimated value of parameter $\Theta$ in the $i$-th iteration.
\[
Q(\Theta, \Theta^{(t)}) = E_Z[\log p(X, Z|\Theta)|X, \Theta^{(t)}] \\
= \sum_i \log p(x_i, z_i = y_i|\Theta) \\
= \text{const} - \sum_i \|x_i - \theta_{y_i}\|_2^2.
\]

**E step** Calculating the following formula:
\[
p(z_i|x_i, \Theta^{(t)}) \propto \begin{cases} 1, & P(x_i, \theta_z^{(t)}) = \max_k P(x_i, \theta_k^{(t)}), \\ 0, & P(x_i, \theta_z^{(t)}) < \max_k P(x_i, \theta_k^{(t)}). \end{cases}
\]
This is equivalent to assigning each sample to the cluster with the maximum covering probability in GPD $k$-means.

**M step** Find the $\Theta$ that maximizes the $Q(\Theta, \Theta^{(t)})$ as the estimated value of the parameter for the $(t+1)$-th iteration.
\[
\Theta^{(t+1)} = \arg \max_{\Theta} Q(\Theta, \Theta^{(t)})
\]
This is equivalent to $\Theta^{(t+1)} = \arg \min_{\Theta} \sum_j \|x_j - \theta_{y_j}\|_2^2$. At this time, the cluster label of each sample and parameters of GPD are determined, so the best centroids are equal to the average of all samples in each cluster. Therefore, the M step is equivalent to updating each centroid by averaging over its assigned samples. Therefore, GPD $k$-means will iteratively calculate E steps and M steps until convergence.

As shown in Alg. 2, even though GPD $k$-means has one more step to fit GPD parameters with MLE than $k$-means, this step is only calculated on a small number of $y'$. As described in Sec. IV-D, the time complexity of MLE is a constant, so the time complexity of GPD $k$-means is $O(nkd)$ like $k$-means. The main difference between GPD $k$-means and $k$-means algorithm is that GPD $k$-means compares the probabilistic of the distances, while $k$-means algorithm compares the quantities of the distances. Therefore, our GPD $k$-means demand additional computational cost in fitting the distribution by maximum likelihood method. This is the only extra computational cost of our GPD $k$-means over $k$-means algorithm. This cost of computation time for a probabilistic method like GPD $k$-means is essential as its start point is to learn a distribution model. Regarding space complexity, GPD $k$-means uses $3k$ and $k$ more storage space than $k$-means to store GPD parameters and log-likelihood, so the space complexity of GPD $k$-means is $O(nk)$ the same as $k$-means.

### Algorithm 2 GPD $k$-means

| Input: $X \subset \mathbb{R}^d$, number of cluster $k$, threshold $u_j$. |
| Output: centroid $\Theta$. |
| Initialization: random centroid $\Theta$. |

 Repeat

  1. Compute the Euclidean distance $d_{ij}$ and obtain $\{G_1, G_2, \ldots, G_k\}$;

  2. for $j = 1, 2, \ldots, k$ do

     1. Obtain $y_j'$ by Eq. (11);

     2. Estimate the parameters of GPD on $y_j'$ by MLE;

   end for

  3. for $i = 1, 2, \ldots, n$ do

     1. $\lambda_i = \arg \max_{j \in \{1, 2, \ldots, k\}} P_{ij}$;

   end for

  4. for $j = 1, 2, \ldots, k$ do

     1. $\theta_j = \frac{1}{|\Omega|} \sum_{x \in \Omega_j} x$;

   end for

 until centroids no longer change

 return centroid $\Theta$

### V. Experiments and Results

We evaluate clustering algorithms by four widely used metrics, unsupervised clustering accuracy (ACC) [29], normalized mutual information (NMI) [30], adjusted rand index (ARI) [30], and Silhouette [31]. Note that the values of ACC and NMI are in the range of $0$ to $1$, with $1$ indicating the best clustering and $0$ indicating the worst clustering. The values of ARI and Silhouette are in the range of $-1$ to $1$, $-1$ indicates the worst clustering, and $1$ indicates the best clustering. There is no standard method for setting the two hyperparameters, the block size $s$ and the threshold $u$, so we set the $s$ by grid search and set $u$ adaptively. Specifically, we first set the hyperparameter $\alpha$ to indicate the percentage of excess for all samples. Then we sort $-d_{ij}$ and set $u_j$ to the $\alpha$-th upper percentile of the sorted $-d_{ij}$. Furthermore, we set the percentage of excess $\alpha$ is $0.2$.

#### A. Synthetic Dataset Experiment

Our algorithm is compared to other algorithms on synthetic datasets we generated. To generate synthetic datasets, we select the relevant parameters, the number of samples $n$, the number of clusters $k$, and the dimension $d$ of the samples. We first uniformly sample $k$ centroids $\Theta$ in the hypercube $[-1, 1]^d$. Then we generate $n/k$ samples by sampling $d$-dimensional vectors from a Gaussian distribution $N(0, \sigma^2)$. Finally, we add these Gaussian samples to the corresponding cluster centroid. We generated three synthetic datasets according to the steps described above. Their cluster numbers are $k = 3, 4, 5$. The sample size $n$ is $1000$, the sample dimension $d$ is $2$, and the $\sigma$ of Gaussian distribution is $0.2$.

As shown in Fig. 3(a), when $k = 3$, the clustering results of the four variants of our algorithm (GEV $k$-means, GEV $k$-means++, GPD $k$-means, GPD $k$-means++) are basically the same. In addition, the clustering results of our GEV $k$-means and GPD $k$-means are similar to those of other algorithms. It is worth noting that DBSCAN regards low-density points far from clusters as noise points, and marks noise points as other colors.
As shown in Fig. 3(b), when the number of clusters reaches 4, the samples from different clusters touch and overlap each other. From the clustering results of our GEV k-means and GPD k-means, we can see that the decision boundary of GEV k-means and GPD k-means is not a straight line, but a curve. This is because the decision boundary of GEV k-means and GPD k-means is a contour with zero covering probability. The clustering result of our GEV k-means and GPD k-means is not much different from other algorithms (except DBSCAN).

As shown in Fig. 3(e), when the number of clusters reaches 5, the samples of different clusters touch and overlap each other more seriously. GMM clusters the samples in the lower-right corner into two clusters instead of one clusters. k-medoid clusters the samples in the lower-left corner into one cluster instead of two clusters. The clustering result of DBSCAN is not good. On the contrary, our GEV k-means and GPD k-means get better clustering results, and it is closer to the clustering results of k-means and k-means++.

As shown in Fig. 4, we studied the effect of the sample size \( n \), sample dimension \( d \), cluster number \( k \), and the standard deviation (std) of Gaussian distribution on the ARI on the synthetic dataset. We found that except for DBSCAN, the trend of other algorithms is basically the same. This may be because the hyperparameters of DBSCAN are not very adaptable. And we found that \( n \) and \( d \) have little effect on ARI. As \( k \) and std increase, ARI gradually decreases.

### B. Real Dataset Experiment

We evaluate our GEV k-means and GPD k-means on nine real datasets: sonar \((n = 208, d = 60, k = 2)\), heart \((n = 270, d = 13, k = 2)\), vehicle \((n = 846, d = 18, k = 4)\), fourclass \((n = 862, d = 2, k = 2)\), poker \((n = 25, 010, d = 10, k = 10)\), cod-rna \((n = 59, 535, d = 8, k = 2)\), usps \((n = 7, 291, d = 256, k = 10)\), MNIST \([32]\) \((n = 60,000, d = 84, k = 10)\) and CIFAR10 \([33]\) \((n = 50,000, d = 512, k = 10)\). The first seven datasets are available from UCI repository \([34]\) and LIBSVM Data website \([35]\). MNIST is a dataset comprises 70,000 grayscale images of handwritten digits 0 to 9. We examine our algorithms on two different versions of the MNIST dataset. The first is the original MNIST consisting of 28 × 28 grayscale images, denoted as MNIST raw. The second is the 84-dimensional features obtained by LeNet\([36]\). CIFAR10 is a dataset containing 60,000 color images with 32 × 32 pixels, grouped into 10 different classes of equal size, representing 10 different objects. Each of the training images is represented by a 512-dimensional vector extracted by a ResNet-18 \([37]\). Each feature of all datasets is normalized to unit variance. We compare four variants (GEV k-means, GEV k-means++, GPD k-means, GPD k-means++) with eight other algorithms (k-means, k-means++, k-medoid \([16]\), bisecting k-means \([15]\), DBSCAN \([18]\), fuzzy c-means \([9], [10]\), GMM \([19]\), kernel k-means\([17]\)). GEV k-means++ and GPD k-means++ indicate the use of k-means++ to initialize the centroids. We repeat each experiment 10 times with different random seeds and take the mean of the results of 10 times experiments as the final result.

The clustering results on nine real datasets (including two versions of MNIST dataset) are shown in Tab. I. We can consider the four datasets of sonar, heart, vehicle, and fourclass as small dataset, because their data volume \( n \) is less than 1000, and the other five data sets are considered as large datasets. As shown in Tab. I, our GEV k-means and GPD k-means outperform other algorithms on all nine datasets except the raw MNIST dataset. The experimental results show that most algorithms have better results on the features extracted from MNIST than the raw MNIST dataset thus, the MNIST feature is more suitable for clustering. In other words, it is better to apply deep learning techniques to boost clustering. It can be observed from Tab. I that our GPD k-means performs better on large datasets. For example, on the heart dataset, GPD k-means++ has an ACC score higher than k-means++ by 0.0256. On the CIFAR10 dataset, GPD k-means++ has an ACC score 0.1625 higher than k-means++. Secondly, we can obtain better performance by using k-means++ to initialize the centroids of GEV k-means or GPD k-means in the case of large number than random initializing the centroid. The four variants of our algorithm perform similarly on nine datasets. On heart, vehicle, fourclass, usps, MNIST, and CIFAR10, the performance of GPD k-means and GPD k-means++ are better than GEV k-means and GEV k-means++. In addition, the performance of GPD k-means and GPD k-means++ is more stable.

**Time cost comparison** We examine the time costs of our algorithms and traditional k-means algorithms in Tab.II. We repeat each experiment 10 times with different random seeds and take the mean as the final result. As for the codes of k-means and k-means++, we utilize the python realization of Lloyd’s algorithm. Critically, to make a fair comparison, we do not use the sklearn realization of k-means++, since it has many important acceleration tricks, such as OpenMP-based parallelism through Cython. Specifically, we separate the computational cost of the MLE and the clustering stages of our algorithm. We have the following conclusions: First, the clustering time of our GEV k-means is comparable to those of k-means and k-means++. Importantly, as the core of our paper is a new cluster method, the pure computational time for clustering is not too costly. Second, our algorithm demands significant computational time for the covering probabilities by MLE, while k-mean and k-means++ do not need such a stage. Thus our algorithm will take more time at this stage. Therefore, it is an important future work of accelerating the computation of MLE, which is beyond this paper’s scope.

### C. Robustness to Uninformative Features

In many cases, the dataset may contain uninformative features that affect the performance of the clustering algorithm. Therefore, we studied the influence of increasing number of uninformative features on the metric ACC. We first generate Gaussian distribution samples with \( n = 4000, d = 50, k = 50 \) and standard deviation \( std = 2 \). Each sample is added 10-d, 20-d, 50-d, 100-d, and 200-d uninformative features, which are generated from the \( N(0,1) \) Gaussian distribution. As shown in Fig. 6, the ACC of other algorithms decreases or changes.
Fig. 3. Visualization of synthetic datasets shows the result of our Extreme Value $k$-means compared to $k$-means, $k$-means++, $k$-medoid, bidecting $k$-means, DBSCAN, fuzzy $c$-means, GMM and kernel $k$-means.

(a) Synthetic datasets ($n = 1,000, k = 3, d = 2, \sigma = 0.2$).

(b) Synthetic datasets ($n = 1,000, k = 4, d = 2, \sigma = 0.2$).

(c) Synthetic datasets ($n = 1,000, k = 5, d = 2, \sigma = 0.2$).
### Table 1

Results of GEV k-means, GPD k-means and other algorithms on nine real datasets.

| Algorithm          | ACC     | ARI     | NMI     | Silhouette | ACC     | ARI     | NMI     | Silhouette |
|--------------------|---------|---------|---------|------------|---------|---------|---------|------------|
|                    | mean    | std     | mean    | std        | mean    | std     | mean    | std        |
|                    | sonar   | heart   | sonar   | heart      | sonar   | heart   | sonar   | heart      |
| k-means            | 0.5490  | 0.0065  | 0.0123  | 0.1689     | 0.8156  | 0.3964  | 0.3084  | 0.1688     |
| k-means++          | 0.5423  | 0.0033  | 0.0139  | 0.2048     | 0.8207  | 0.4096  | 0.3232  | 0.1704     |
| k-medoids          | 0.5625  | 0.0180  | 0.0251  | 0.1399     | 0.7996  | 0.3591  | 0.2865  | 0.1483     |
| bisecting k-means | 0.5591  | 0.0140  | 0.0196  | 0.1826     | 0.8156  | 0.3964  | 0.3084  | 0.1708     |
| DBSCAN             | 0.5104  | -0.0038 | 0.0294  | 0.0000     | 0.6185  | 0.0329  | 0.0213  | 0.0000     |
| FCM                | 0.5707  | 0.0198  | 0.0182  | 0.1338     | 0.8048  | 0.3694  | 0.2862  | 0.1604     |
| GMM                | 0.5486  | 0.0068  | 0.0135  | 0.1867     | 0.7985  | 0.3550  | 0.2714  | 0.1499     |
| kernel k-means     | 0.5962  | 0.0323  | 0.0252  | 0.1163     | 0.7556  | 0.2583  | 0.2434  | 0.1352     |
| GEV k-means        | 0.6010  | 0.0363  | 0.0448  | 0.1809     | 0.8289  | 0.4307  | 0.5489  | 0.1443     |
| GEV k-means++      | 0.6202  | 0.0533  | 0.0577  | 0.2861     | 0.8289  | 0.4307  | 0.5909  | 0.1443     |
| GPD k-means        | 0.5865  | 0.0254  | 0.0294  | 0.2218     | 0.8441  | 0.4716  | 0.3639  | 0.1759     |
| GPD k-means++      | 0.6154  | 0.0487  | 0.0490  | 0.2218     | 0.8463  | 0.4775  | 0.3472  | 0.1760     |

#### Vehicle

|                   | mean    | std     |
|--------------------|---------|---------|
| k-means            | 0.3687  | 0.0816  |
| k-means++          | 0.3636  | 0.0751  |
| k-medoids          | 0.3635  | 0.0767  |
| bisecting k-means  | 0.2839  | 0.0024  |
| DBSCAN             | 0.2511  | 0.0007  |
| FCM                | 0.3700  | 0.0711  |
| GMM                | 0.3826  | 0.0942  |
| kernel k-means     | 0.3641  | 0.0618  |
| GEV k-means        | 0.3933  | 0.0924  |
| GEV k-means++      | 0.3632  | 0.0809  |
| GPD k-means        | 0.3808  | 0.0998  |
| GPD k-means++      | 0.3940  | 0.0991  |

#### Fourclass

|                   | mean    | std     |
|--------------------|---------|---------|
| k-means            | 0.1085  | 0.0003  |
| k-means++          | 0.1086  | 0.0002  |
| k-medoids          | 0.1413  | 0.0002  |
| bisecting k-means  | 0.1300  | 0.0001  |
| DBSCAN             | 0.1101  | 0.0000  |
| FCM                | 0.1732  | 0.0001  |
| GMM                | 0.2054  | 0.0001  |
| kernel k-means     | 0.1087  | 0.0001  |
| GEV k-means        | 0.4950  | 0.0026  |
| GEV k-means++      | 0.5005  | 0.0042  |
| GPD k-means        | 0.2495  | 0.0011  |
| GPD k-means++      | 0.2497  | 0.0008  |

#### Usps

|                   | mean    | std     |
|--------------------|---------|---------|
| k-means            | 0.5434  | 0.4375  |
| k-means++          | 0.5451  | 0.4286  |
| k-medoids          | 0.5143  | 0.3810  |
| bisecting k-means  | 0.1380  | 0.0042  |
| DBSCAN             | 0.1180  | 0.0087  |
| FCM                | 0.2965  | 0.1112  |
| GMM                | 0.5197  | 0.3860  |
| kernel k-means     | 0.6386  | 0.4787  |
| GEV k-means        | 0.5796  | 0.3777  |
| GEV k-means++      | 0.5471  | 0.3309  |
| GPD k-means        | 0.6456  | 0.4943  |
| GPD k-means++      | 0.6125  | 0.4785  |

#### Cifar10

|                   | mean    | std     |
|--------------------|---------|---------|
| k-means            | 0.7512  | 0.7519  |
| k-means++          | 0.8256  | 0.8304  |
| k-medoids          | 0.7847  | 0.7640  |
| bisecting k-means  | 0.1054  | 0.0000  |
| DBSCAN             | 0.0000  | 0.0044  |
| FCM                | 0.3368  | 0.0367  |
| GMM                | 0.9775  | 0.9634  |
| kernel k-means     | 0.9000  | 0.8979  |
| GEV k-means        | 0.8397  | 0.8318  |
| GEV k-means++      | 0.9801  | 0.9737  |
| GPD k-means        | 0.8595  | 0.8465  |
| GPD k-means++      | 0.9881  | 0.9860  |

#### Mnist feature

|                   | mean    | std     |
|--------------------|---------|---------|
| GPD k-means        | 0.8250  | 0.8122  |
| GPD k-means++      | 0.8248  | 0.8286  |
| GPD k-means++      | 0.7703  | 0.7286  |
| GPD k-means++      | 0.8823  | 0.7642  |
| GPD k-means++      | 0.8634  | 0.8099  |
| GPD k-means++      | 0.7479  | 0.6447  |
| GPD k-means++      | 0.8210  | 0.7989  |
| GPD k-means++      | 0.8463  | 0.8767  |

#### Mnist raw

|                   | mean    | std     |
|--------------------|---------|---------|
| GPD k-means        | 0.8250  | 0.8122  |
| GPD k-means++      | 0.8248  | 0.8286  |
| GPD k-means++      | 0.7703  | 0.7286  |
| GPD k-means++      | 0.8823  | 0.7642  |
| GPD k-means++      | 0.8634  | 0.8099  |
| GPD k-means++      | 0.7479  | 0.6447  |
| GPD k-means++      | 0.8210  | 0.7989  |
| GPD k-means++      | 0.8463  | 0.8767  |
Fig. 4. Ablation study on synthetic dataset.

### TABLE II

| method  | total time | total MLE time | avg MLE time | total cluster time | avg cluster time |
|---------|------------|----------------|--------------|--------------------|------------------|
| cod-rna |            |                |              |                    |                  |
| GEV k-means | 11.267     | 9.442          | 0.111        | 1.825              | 0.021            |
| GEV k-means++ | 12.352     | 10.369         | 0.109        | 1.982              | 0.021            |
| GPD k-means | 2.592      | 2.393          | 0.263        | 0.199              | 0.022            |
| GPD k-means++ | 3.198      | 2.948          | 0.256        | 0.249              | 0.022            |
| k-means  | 0.205      | 0.000          | 0.000        | 0.205              | 0.007            |
| k-means++ | 0.220      | 0.000          | 0.000        | 0.220              | 0.007            |
| MNIST raw |            |                |              |                    |                  |
| GEV k-means | 94.746     | 40.390         | 0.404        | 54.356             | 0.544            |
| GEV k-means++ | 95.585     | 41.231         | 0.412        | 54.355             | 0.544            |
| GPD k-means | 236.684    | 181.253        | 1.813        | 55.431             | 0.554            |
| GPD k-means++ | 242.714    | 187.450        | 1.874        | 55.264             | 0.553            |
| k-means  | 38.769     | 0.000          | 0.000        | 38.769             | 0.475            |
| k-means++ | 46.379     | 0.000          | 0.000        | 46.379             | 0.479            |
| CIFAR10  |            |                |              |                    |                  |
| GEV k-means | 71.160     | 40.051         | 0.401        | 31.109             | 0.311            |
| GEV k-means++ | 9.803      | 5.782          | 0.464        | 4.021              | 0.360            |
| GPD k-means | 47.935     | 39.887         | 1.571        | 8.048              | 0.337            |
| GPD k-means++ | 7.388      | 5.973          | 1.493        | 1.415              | 0.354            |
| k-means  | 8.360      | 0.000          | 0.000        | 8.360              | 0.245            |
| k-means++ | 0.506      | 0.000          | 0.000        | 0.506              | 0.241            |
little with the increase of the number of uninformative features. However, the ACC of the four variants of our algorithm does not decline, but has a slow upward trend, indicating that our algorithm is very robust to uninformative features.

D. Analysis of GEV and GPD Fitting

We conducted experiments on the synthetic data of the parameter \( n = 1000, k = 4, d = 2, \sigma = 0.3 \) and analyzed the fitting of GEV and GPD, the effect of the block size \( s \) and the percentage of excess \( \alpha \) on the performance. To test the fitting of GEV and GPD, we used the most commonly used Quantile-Quantile (Q-Q) plot. Q-Q plot is a graphical technique for determining whether a certain two datasets are from the same distribution. As shown in Fig. 5(a) and 5(b), we select a centroid fitting result and draw Q-Q plots, which are very approximate to a straight line, indicating that GEV and GPD fitting is very well. In order to study the effect of different block size \( s \) on GEV \( k \)-means and the percentage of excess \( \alpha \) on GPD \( k \)-means, we used different \( s \) and \( \alpha \) to perform experiments. Fig. 5(c) shows that as the block size increases, ACC, ARI, and NMI first appeared to rise, then fell sharply and maintained. This confirms Theorem 1 that the block size should be large enough, but too large will cause too little extreme data and cause the fitting to fail. As shown in Fig. 5(d), as \( \alpha \) increases, ACC, ARI, and NMI increase first and then maintain a slight fluctuation. Therefore, \( \alpha \) should be a relatively small value to get a large enough \( u \), because no increase in \( \alpha \) can get a great performance improvement.

Remark about i.i.d assumption. In statistics and machine learning, it is commonly assumed that observations in a sample are effectively i.i.d, which can simplify the underlying mathematics of many statistical methods. Similarly, this paper takes the i.i.d assumption to help derive our formulation of GPD. Critically, in the real-world dataset, such as sonar heart, vehicle, fourclass, poker, codrna, usps, MNIST and CIFAR10, our method still works very well, and outperforms the competitors as validated in the experiments. The i.i.d assumptions of the observations are not necessarily always established in these datasets. This not only demonstrates the efficacy of our algorithm, but also empirically validates that our algorithm can be generalized to these general datasets. On the other hand, it is also quite common in statistics and machine learning that one algorithm is derived by some strong assumptions, but it works very well in practice. For example, the Naïve Bayes classifier is formulated by assuming very strong (naïve) independence assumptions of features, while it works very well to general datasets.
VI. CONCLUSION

This paper introduces GPD k-means to improve k-means clustering ability by EVT, with a naïve baseline GEV k-means. We propose the concept of centroid margin distance, and use GPD to establish a probability model for each cluster, and perform clustering based on covering probability function derived from GPD. Extensive experiments on synthetic datasets and real datasets show that our GPD k-means outperforms competitors by clustering from the probabilistic perspective.
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