Zig-zag charged domain walls in ferroelectric PbTiO₃
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We report a theoretical investigation of a charged 180° domain wall in ferroelectric PbTiO₃, compensated by randomly distributed immobile charge defects. For this we utilize atomistic shell-model simulations and continuous phase-field simulations in the framework of the Ginzburg-Landau-Devonshire model. We predict that domain walls form a zig-zag pattern and we discuss its properties in a broad interval of compensation-region widths, ranging from a couple to over a hundred nanometers.
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I. INTRODUCTION

Ferroelectric materials are known to host complicated domain structures that can be used to tune the material properties for a specific application. It turns out that interfaces between the domains – the domain walls – have very different properties, e.g., electrical conductivity⁴,⁵ or phonon modes,⁶ from the bulk ferroelectric itself, and therefore understanding the microstructure of the domain wall is receiving an increasing attention in the research of ferroelectrics.

The domain walls are typically electrically neutral or near-neutral, i.e. \((P_1 - P_2) \cdot n \approx 0\), where \(P_1\) and \(P_2\) are the ferroelectric polarizations inside the ferroelectric domains on either side of the wall of interest, and \(n\) is the wall normal. This is because deviation from the charge-neutrality condition leads to a large energy penalty due to the depolarizing electric fields from the polarization-originated bound charges \(q_P = -\text{div}P\) at the walls. In a perfect dielectric material these depolarization fields would suppress charged interfaces in the early stages of their formation.

However, in spite of apparently unfavorable electrostatics, charged ferroelectric domain walls do exist.⁴–⁷ This can be rationalized by presence of charged defects such as e.g. electrons, or ionic-type point defects, which compensate for the charge of such walls. The charged walls, as they inevitably involve defects of some kind, are different compared to their neutral counterparts, and therefore exhibit different properties (such as e.g. electric conductivity,⁸ potentially enhanced dielectric response functions⁹); this makes them interesting from both fundamental and application perspectives.

Charged domain walls have been studied theoretically using phase field simulations,⁹–¹² density-functional theory,¹³–¹⁵ and analytical considerations and model Hamiltonians.¹⁶,¹⁷ In Refs. 13–15 flat walls with heterovalent ions or electrons/holes as compensating charges were modeled. In Refs. 16 and 17 a potential energy functional of charged domain walls was established, whose minimization leads to zig-zag shaped walls. A common feature of these studies is that the compensation charges, if considered at all, are localized in the domain wall, or in a very narrow region close to the wall.

It can be expected that in a real situation, the distribution of the compensating charges, especially those that do not migrate easily, may be more complex. In this paper we address a situation with static charges distributed over a wider area. We combine shell-model and phase-field simulations to study the microstructure and properties of a domain wall with a compensation region thickness up to a hundred nanometers. This multiscale approach allows us to consider a large system in the phase field simulation while maintaining the accuracy of the atomistic shell model, which is limited to smaller system sizes. We concentrate on the 180° tail-to-tail domain wall in PbTiO₃ (PTO), a well-known material, for which parameters are available in the literature for both shell-model and phase-field simulations.

In section II we provide details of the utilized methodology, in section III we review the results obtained using shell-model and phase-field simulations, which are in detail discussed in section IV, where we also provide a simplified model explaining the observations. Finally, the paper is concluded in section V.
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FIG. 1. Sketch of distribution of point charges in the simula-
tion box. The exact location and properties of the DW1 are  
not known a priori. Red dots and blue area correspond to  
the positive and negative charges, respectively.

II. METHOD

A. Supercell

The all-periodic supercell utilized for the calculations  
is schematically depicted in Fig. 1. It consists of two do- 
 mains with spontaneous polarization with opposite direc-
tions, separated by two domain walls.

The negatively charged tail-to-tail wall (DW1) is ex-
pected to form within a thick charged layer. As seen in  
the scheme, the charged region covers most of the su-
percell volume. The positive charges in this wall have  
average yz-planar density $\sigma_{DW1} = 2P_s$, but they are dis-
tributed randomly. The position and shape of the wall  
DW1 are not restricted in any other way, so it is not  
a-priori clear whether the wall is going to be planar or  
will adopt some more complicated profile. Nevertheless,  
for electrostatic reasons, the wall will be confined to the  
charged region.

The positively charged head-to-head wall (DW2) is on  
the right-hand side of the box and consists of a nega-
tively charged layer, which is chosen to match the charge  
density caused by the polarization step in the wall, i.e.  
$\sigma_{DW2} = -2P_s$. This wall is not of particular interest in  
this work and is only present in order to satisfy the pe-
riodic boundary conditions. Therefore, it is prepared as  
thin as possible. Notice that both wall regions are electri-
cally neutral in the sense that the defect charges exactly  
compensate the polarization-originated bound charge in 
the walls.

The two charged regions are separated by defect-free  
areas – ferroelectric domains, in which the polarization  
aquires values close to the spontaneous value.

The simulation box is, in general, three-dimensional.  
While the x dimensions of Domain 1, Domain 2, and  
DW2 remain constant in all simulations, we alter the  
thickness $L$ of the charged region and the height of the  
simulation box $W$.

B. Shell-model setup

For atomistic simulations we used a shell model  
potential\textsuperscript{18} for $(1-x)\text{PbMg}_{1/3}\text{Nb}_{2/3}\text{O}_3-x\text{PbTiO}_3$ with parameters fitted to first-principles results\textsuperscript{19}. Therein the atomic charges (core + shell) are treated as parameters and attain the following values: $\text{Pb}^{+1.80}$, $\text{Ti}^{+2.88}$, $\text{O}^{-1.56}$, $\text{Mg}^{+2.36}$, $\text{Nb}^{+3.15}$. The spontaneous polarization ob-
tained for pure PTO using this model is $P_s = 0.66 \text{Cm}^{-2}$.

The model allows us to study the simulation box de-
scribed above (Fig. 1), with the DW1 layer ($L = 48$ unit  
cells) having a fraction of Ti atoms randomly substituted 
by Nb and DW2 layer (2 unit cells thick) with all Ti  
atoms replaced by Mg. The two unperturbed domains  
are 7 unit cells thick and the total size of the supercell is  
$64 \times 44 \times 6$ unit cells.

To optimize atomic positions we run molecular dynam-
ics simulations at low-temperature (T=1K) using the  
DLPOLY software.\textsuperscript{20} The time step was 0.4 fs. The  
aoms in the initial configuration were in their ideal cu-
bic positions. After equilibration for 30 ps, a trajectory  
of 10 ps was collected and used for calculation of various  
properties of interest.

Finally, in the simulations the system is mechanically  
free in all directions, which implies that all dimensions of  
the supercell can vary during the simulation time. To  
understand the implications of this approach, we also  
performed calculations imposing the tetragonal strain of  
PTO (bigger lattice parameter along x). When compar-
ing the results of the two approaches it is evident that  
constraining the lattice parameters has only a minor im-
pact on the results.

C. Phase-field setup

The phase-field simulations are performed using the  
code Ferrodo2\textsuperscript{21} which implements the evolution of the  
ferroelectric polarization in the framework of the  
Ginzburg-Landau-Devonshire model together with the  
Landau-Chalatnikov dynamics. Landau, gradient, elas-
tic, electrostrictive and electrostatic interactions are  
taken into account. For the exact form of the individ-
ual energy terms, see Ref. 22.

The utilized parameterization\textsuperscript{21} of the local part of en-
ergy functional for PTO is based on first-principles cal-
culations and was obtained using the same procedure  
as described in Ref. 24. Thus, the simulation tempera-
ture is 0K, similar to the shell-model approach. The  
gradient interaction is chosen as isotropic. The sponta-
neous polarization resulting from this parametrization is  
$P_s = 0.80 \text{Cm}^{-2}$ (notice that the spontaneous value dif-
fers from the shell-model). We tested that the outcomes  
of the presented simulations do not particularly depend  
on the used parametrization and temperature, e.g. us-
ing the temperature-dependent Model I for PTO from  
Tab. 4.6 in Ref. 22 (@T=298 K).
The defect charges are represented by point charges (thus, in contrast to the shell model they have no relation to a specific atomic species). For the sake of analytical derivations (see below) we also consider a homogeneous distribution of the compensation charge, which allows us to eliminate local effects related to the discrete nature of point charges. The volume density of compensation charge is chosen as \(2P_s/L\). When integrated along the \(x\)-axis, it leads to the expected charge density \(\sigma_{DW1} = 2P_s\) in the \(yz\) plane.

The spatial step \(\Delta\) is chosen similarly to the lattice constant of PTO, \(\Delta = 0.4\) nm. We vary the thickness \(L\) of the compensation-charge region at DW1; domains 1 and 2 have always thicknesses of \(20\Delta\), DW2 is always \(2\Delta\) thick.

The initial ferroelectric polarization was set to almost zero except for a small perturbation, which allows the wall to depart from the strictly planar configuration, corresponding to an unstable, but symmetry-locked state. The system is mechanically free in all directions. This choice allows us to be consistent with the shell model, where it is difficult to combine mechanical clamping and pressure for different components of the stress-strain boundary conditions. It was tested that the use of such combined boundary conditions has only a minor impact on the results: the polarization relaxes to values relatively close to the spontaneous one in the major part of the simulation box.

The energy functional utilizes the elimination of mechanical strain under the condition of mechanical equilibrium, i.e. the local strains immediately follow the polarization. Let us stress that in the two-dimensional simulations all the polarization and strain are treated as fully three-dimensional. By the dimension of simulations we understand here the number of directions in which a sizeable variation of polarization can develop.

III. RESULTS

A. Shell-model simulations

Perhaps the most important observation obtained from shell-model simulations is that the domain wall develops into a zig-zag wave inside the charged region, as depicted in the Fig. 2(a). The domain wall itself (the transition region where the polarization reverses) is rather narrow irrespective of the thickness of the charged region: the polarization changes its orientation from negative to positive values within a couple of unit cells only. The zig-zag triangles are not exactly symmetric, they are slightly skewed and has a fading, smoke-like feature near the top. The reasons for this deviation from ideal symmetric triangles will be addressed later.

Despite the profound difference between the regions without extra charge (Domains 1,2) and the charged region, we observe that the ferroelectric polarization exhibits no marked change at their interface. Instead, the domain penetrates into the charged region, with the \(P_x\) component close to the spontaneous value.

Fig. 2(b) shows the \(P_y\). It is evident that this component of the polarization develops mainly in the triangular domains inside the charged regions. Its magnitude changes linearly along the \(y\)-direction, going from negative to positive, and abruptly changes sign at the domain wall.

Fig. 2(c) shows \(P_z\), which is zero everywhere except for the domain wall, where both \(P_x\) and \(P_y\) are close to zero and instead \(P_z\) is finite.
FIG. 3. A zig-zag domain wall obtained from phase-field simulations. Three types of charge distributions were considered, all of them leading to the same average charge density in the wall. a) homogeneous charge, b) charges as in shell-model calculations, c) charges equal to the elementary charge. Color represents $P_x$ and $P_y$ in the first and second panel for each case (and $P_z$ in the third panel of c). d) $P_y(y)$ evaluated for $x = 24$ shows linear dependence inside the triangular domain for all three studied cases, and a steep decrease within the domain wall.

B. Phase-field simulations

The results obtained using the phase-field method are shown in Fig. 3. The dimensions $L$ and $W$ of the charged region are identical to those considered in the shell-model simulations (Fig. 2). The different overall dimensions of the $xy$-plane plots is caused by different thicknesses of the defect-free domain regions: they are broader in the phase-field simulations than in the shell-model simulations. Three different ways of including the defect charges are considered. Figure 3(a) was obtained for a homogeneous distribution of the compensating charge and leads to a symmetric zig-zag domains. The compensating charges in Fig. 3(b) are analogous to the compensating point charges used in the shell model. In Fig. 3(c) we used fewer point charges with a larger charge (the elementary charge $|e|$). Notice that the color scale slightly differs between Figs. 2 and 3, as the spontaneous polarization predicted by either model is different.

In accordance with the shell-model simulations, the dependence of $P_y$ on $y$ within the triangular domain is approximately linear, as can be deduced from the corresponding panels of Fig. 3(a)-(c). To demonstrate this more clearly, we plot the dependence of $P_y$ along the $y$-axis for all three studied charge distributions in Fig. 3(d). Clearly visible is the linear dependence of $P_y$ inside the triangular domain, and its rapid decrease in the region of the domain wall. Notice that $P_y = 0$ on the axis of the
triangular domain.

The third panel in Fig. 3(c) displays the $P_z$ component of the ferroelectric polarization. We observe an out-of-plane component in the region of the DW1, in agreement with the shell-model simulations (see the bottom panel of Fig. 2). A footprint of the tendency to form an extra component of polarization in the domain wall can be also observed in Fig. 3(a)–(c) for the $P_y$ component in the DW2 (for the head-to-head 180° DW2 the $y$- and $z$-directions are practically equivalent). The appearance of $P_z$ in the charged wall is supported by auxiliary density-functional-theory calculations; its magnitude, nevertheless, appears quite sensitive to the details of the defect-charge representation in the narrow walls considered within the relatively small supercells accessible with the first-principles calculations.

Finally, all simulations predict that the polarization vectors in the defect-free regions of Domain 1 and Domain 2 stay close to spontaneous in $x$-direction, justifying the use of rather thin layers to represent them; this allows for a larger portion of the simulation box to be devoted to the region of interest. The wall itself is thicker than a non-charged 180° domain wall. In Fig. 2(b) we observe similar features close to the apex of the triangle as in the shell-model result in Fig. 2.

In general, there is a very good agreement between the shell-model and phase-field simulations. Both predict a zig-zag wall within the charged region.

IV. DISCUSSION

A. One-dimensional character of domain-wall modulation

The simulations presented here are mostly two-dimensional (in the $yz$ plane). Simulations using three-dimensional simulation boxes were conducted as well: they systematically predict the development of a zig-zag wall profile contained within the charged layer and with the modulation direction along either $y$ or $z$ axis. Even though the modulation direction was systematically observed to align with a pseudo-cubic direction, this does not need to be the case for all materials: the anisotropy of the transversal permittivity for the spontaneous state and the concrete form of the short-range interaction may lead to an alternative preferred wall-modulation direction, see the discussion below. Here we conclude that the two-dimensional simulations satisfactorily represent the 3D wall behavior.

B. Origin of the zig-zag profile of the wall

For the sake of gaining insight into the zig-zag character of the wall, it is instrumental to use the simplified homogeneous-charge approximation, already used e.g. in Fig. 3(a). It allows us to disregard the actual positions of the defects while pertaining their average effect.

There is a simple reason why the domain wall cannot stay flat: in order for the bound-charge density due to the variation of solely $P_x$ (recall that $\rho_P = -\text{div}\mathbf{P}$) to approximately compensate the defect charge, the change in $P_x$ between its spontaneous values would need to be approximately linear. Such a strong deviation from the spontaneous polarization in such a large volume region would cost too much energy.

In order to avoid the paraelectric state, the $P_y$ component of polarization develops. A closer look at the polarization in Figs. 2, 3 reveals that the $P_x$ is 0 at the axis of the triangle. The $P_y$ increases linearly along the direction of the $y$-axis, and sharply drops in the region of the zig-zag domain wall, thus being zero on average (see also Fig. 3(d)).

The visualization of how the ferroelectric polarization gives rise to bound charges $\rho_P = -\text{div}\mathbf{P} = -\left(\frac{\partial P_x}{\partial x} + \frac{\partial P_y}{\partial y} + \frac{\partial P_z}{\partial z}\right)$ is depicted in Fig. 4 for the case with relatively small $L$, for which the effect is more pronounced. The upper panel shows the contribution to the polarization-originated charge from $P_x$. It is negative in the region of the zig-zag wall (as it needs to be in tail-to-tail wall), and zero elsewhere, i.e. $P_x$ stays almost constant within the triangles. The middle panel depicts the contribution of the $P_y$ component. Its linear increase along the $y$-axis leads to a negative charge (blue in the triangular domain), while the sharp
drop in the wall results in a large positive charge (red at the triangle edges). Adding these two contributions together (bottom panel) results in an almost constant negative charge within the entire charged region, which matches the positive charge due to immobile defects. Notice that the $\rho P$ is not exactly constant in the wall region, but even there the differences (of lighter and darker areas) approximately cancel and lead to local electric fields only, which are energetically acceptable.

Thus, while the $P_x$ component is responsible for the negative charge of the wall, $P_y$ produces a positive and negative regions, which approximately compensates the negative wall and all the positive defect charges at the background. Uncompensated charges are largely suppressed and there are almost no sources of energetically-costly electric fields.

Notice that the deviation of $P_y$ costs energy; however, as this is a transversal deviation from spontaneous vector, it costs less energy than the longitudinal deviation. This effect is related to the usually larger permittivity in the transversal than in the longitudinal direction in ferroelectrics.

To return back to the original question about the reason why the shape of the wall is zig-zag. It is the shortest interface, which at the same time penetrates the whole charged layer. In other words, it is the energetically most economic wall from the perspective of the domain-wall surface energy density, which allows for the charge compensation mediated by variation of $P_y$.

A similar mechanism can be expected in cases where we deal with point charges instead of a homogeneous charge density: the variation of the electric field due to local charges averages out due to the large number of involved defects. Figure 3(c) demonstrates the robustness of the zig-zag arrangement, which is present even for strongly charged point defects.

C. Natural shape of triangular domains

So far, the dimensions $W$ for the given $L$ was chosen in such a way that it produces a more or less "acceptable" modulation length for the zig-zag wall (i.e. a single triangle develops for each domain in the simulations). In the following we investigate how the energetically optimal base of the triangle $W_{\text{natural}}$ depends on the width of the compensating charge distribution $L$.

We have used phase-field simulations to visualize the dependence in Fig. 5. For the sake of the plot, the $W_{\text{natural}}$ for each considered $L$ (bullets and crosses in the figure) was evaluated as the $W$, for which the optimized configuration with one triangle in the simulation box has the lowest planar energy density in the $yz$ plane. Thus, $W_{\text{natural}}$ is the zig-zag period, which would materialize as energetically most favourable without constraints on $W$ imposed by the $y$-dimension of the simulation box.

To understand the behavior of $W_{\text{natural}}(L)$ in Fig. 5, we use here again the homogeneous-defect-charge approximation, and the strictly triangular zig-zag domain wall, as depicted in Fig. 5(top panel). The first contribution to the planar energy density of the wall per unit area in the $yz$ plane, $\mathcal{E}_1$, is the surface energy of the wall as a function of $W$ and $L$

$$\mathcal{E}_1 = 2\mu \sqrt{\frac{L}{W^2}} + \frac{1}{4}, \quad (1)$$

where $\mu$ represents the surface energy density of the wall. $\mathcal{E}_1$ grows with decreasing of $W$, because narrow triangular domains have a (relatively) large wall surface.

The second contribution to the energy density, $\mathcal{E}_2$, accounts for the deviation of the polarization vector in the $y$-direction from zero by $\Delta P_y(r)$. Let us assume that i) the deviations $\Delta P_y$ are small enough and the Landau energy density $f_L$ can be considered to be quadratic

$$f_L = f_L(P_s) + \alpha_1^2(\Delta P_y)^2, \quad (2)$$

ii) $\Delta P_y(r)$ linearly increases along $y$ while $P_s$ remains constant, iii) the domain wall has zero thickness, and iv) all other energy contributions, e.g. due to electric fields originating in incomplete compensation of the defect charge by the polarization variation can be neglected.
Under these assumptions, it can be derived that

\[
\mathcal{E}_2 = \frac{2}{W} \int_T f_L(P_{sx}, \Delta P_y, 0) - f_L(P_s) \, dr \\
= \frac{4}{W} \int_0^L \left( \int_0^{\epsilon_{\xi}(\gamma)} \frac{1}{2 \chi_L} \left( \frac{2P_y}{L} \right)^2 \, dy \right) \, dx \\
= \frac{P_s^2 W^2}{12 \chi_L}. \tag{3}
\]

Here \( T \) is the area of a single triangle with the base \( W \), \( \chi_L = 1/(2\alpha_L^t) \) represents the transversal susceptibility in the spontaneous ferroelectric state \( P_s = (P_{sx}, 0, 0) \), and \( 2\gamma \) is the angle at the triangle apex. In the derivation we use the linear dependence of \( \Delta P_y \) on \( y \) (with zero on the axis of the wedge)

\[
\Delta P_y = \frac{2P_s}{L} y, \tag{4}
\]

which allows for exact compensation of the homogeneous background charge (the coefficient of proportionality is exactly equal to the homogeneous charge density in the charged layer). Therefore, the maximal \( \Delta P_y \) found in the triangle is proportional to the width \( W \) of the triangle. From Eqn. 3 it follows that \( \mathcal{E}_2 \) grows with increasing \( W \), as sharper triangles require smaller maximal values of \( \Delta P_y \).

The total energy density of the wall per unit area in the \( yz \) plane is \( \mathcal{E} = \mathcal{E}_1 + \mathcal{E}_2 \). \( W_{\text{natural}} \) is the \( W \) for which the energy is minimal, requiring \( d\mathcal{E}/dW = 0 \). The complex nature of the \( \mathcal{E} \) does not allow to express the \( W_{\text{natural}}(L) \) analytically in a simple form; for large \( L \) the solution asymptotically approaches

\[
W_{\text{natural}}(L) = \left( \frac{12 \mu \chi_L L^2}{P_s^2} \right)^{\frac{1}{4}}. \tag{5}
\]

The numerical solution is plotted in Fig. 5 (solid line), taking into account \( \mu = 350 \text{mJ/m}^2 \), and \( \chi_L = 279 \varepsilon_0 \), evaluated from the utilized Landau potential \( f_L(P) \).\textsuperscript{31}

For large \( L \) the polarization will be close to the spontaneous one within the entire area of each triangle, and the adopted assumptions are largely valid, and the prediction of the simplified model agrees well with the numerical data. On the other hand, for small \( L \) we see a discrepancy between the numerical data and the predicted \( W_{\text{natural}}(L) \). This is because the \( \Delta P_y(r) \) can no longer be considered small (see e.g. Fig. 2), the volume of the wall itself becomes significant, and the adopted assumptions, in particular that of a constant \( P_x \), are no longer satisfied. This will lead to smaller \( \mathcal{E}_2 \), and thus to broader triangles obtained from simulations then it is predicted by the theory, which indeed we observe in Fig. 5.

In general, a tendency to form narrow triangles (small \( \gamma \)) can be expected in materials with small planar energy density of the domain wall \( \mu \) (small cost of the wall area), small spontaneous polarization magnitude \( P_s \) (small defect-charge volume density), small susceptibility \( \chi_L \) (large energy cost due to induced transversal polarization \( \Delta P_y(r) \)), and small background permittivity \( \varepsilon_B \) (reflecting contributions to the permittivity due to high-frequency polar modes and electronic degrees of freedom).

D. Deviations from the ideal zig-zag pattern

As it was already pointed out, there appear a smoke-like features at the tips of the triangles (see Fig. 2(b) and Fig. 3(b)). These features are related to the somewhat smaller height of the wedge compared to the width of the charged region \( L \), and they also develop as a response to the discrepancy between \( W_{\text{natural}}(L) \) and the actual \( W \) (enforced by the \( y \)-dimension of the simulation box), in particular when \( W \) is larger. To demonstrate this, we show an even more pronounced departure from the ideal zig-zag pattern in Fig. 6, observed for triangles with increasing base \( W \). The white regions in the figure represent small 90° domains with the ferroelectric polarization pointing along the \( \pm y \)-direction. Notice that the resulting 90° domain walls tend to form an angle of 45° with respect to the pseudocubic axes, i.e. they are close to mechanical compatibility.\textsuperscript{32}

For values of \( W \) smaller than \( W_{\text{natural}} \) the shape remains triangular, even though the overall wall length and hence its surface energy increase. This is because failure of the wall to percolate the complete thickness of the charged slab would be energetically forbidden, as explained above.

For values of \( W \) larger than \( W_{\text{natural}} \) the shape departs from triangular only very slowly, indicating a relatively large tolerance of the system to the change of the triangle width. At some point, the smoke-like feature above the triangle grows larger, and is accompanied by smaller and larger cuts to the side of the triangle along its whole length. The actual positions of the cuts likely depend on the location of defect charges. For large \( W \), the cut progressively separates the bottom part of the triangle, which becomes a seed for a second triangle, which will fully develop into another triangular domain for large enough \( W \).

Let us point out that in a real situation the width of the triangles will likely depend on the history of the sample, and might be far from optimal. It will depend on, e.g., the number of seeds during the growth of the domain structure, on any pinning of the wall (influencing the ability of the triangles to move, merge or split), and on other aspects of the charged-domain wall formation. Thus, an irregular pattern and varying heights of the triangles can be expected.

The other situation for which the wall morphology strongly departs from the regular zig-zag pattern appears for very small \( L \lesssim 10\Delta \). Here the domain wall forms an irregular landscape within the limits of the charged region, utilizing the energetical advantage of crossing the oppositely charged defect in the wall center, if possible.
FIG. 6. Zig-zag domain wall as obtained from mutually independent phase-field simulations for \( L = 200 \Delta \) and \( W \in \{80, 120, 160, 176, 200\} \Delta \). The color represents \( P_x \). White regions are areas where the polarization is oriented along the \( y \)-axis.

We observed that in this case the wall is pinned to the actual defect positions. The absence of the regular zig-zag pattern is the reason why it was not possible to plot \( W_{\text{natural}}(L) \) for small \( L \) in Fig. 5.

E. Experimental context

An experimental observation of a similar configuration of charged domain wall was recently reported in Ref. 4 for a 250 nm thick BaTiO\(_3\) film. Therein, a charged wall separates two regions with oppositely oriented polarization (perpendicular to the substrate). Triangular domains, which penetrate almost the entire film thickness, are observed along with smaller triangles. A similar pattern was also observed in rhombohedral BiFeO\(_3\) in Ref. 7. The structures of these walls bear a strong resemblance to the zig-zag pattern studied here (we are aware that formation of a zig-zag pattern was addressed theoretically in Ref. 17, without the necessity to consider broad distribution of compensation charges). A triangular charged domain interface (on much larger scale) was also observed for LiNbO\(_3\).\(^5\)

Zig-zag charged domain walls similar to those considered here are known to appear in magnetic thin films on scales of micrometers and larger.\(^{33-36}\) Some of the triangles show features similar smoke-like features as those described here. The compensating electric charge used in the electrostatic considerations performed here is analogous to the notion of the magnetic charge due to orientation of the magnetization out of the plane of the film. In this way, the magnetic charged wall can exist in thin films, while the out of plane component of the magnetization escapes the film and the magnetic flux closes outside the film.

V. CONCLUSIONS

We used atomistic shell-model and continuous phase-field simulations of doped ferroelectric PbTiO\(_3\) to study the properties of 180° tail-to-tail domain walls that develop in spatially extended charge-compensation layers. We observe that the charged domain walls systematically adopt a zig-zag profile. We show that this pattern is stable against variations of compensating charge distribution and forms equally for point-charges of different magnitude and homogeneous charge distributions. We argue that the zig-zag shape and triangular domains form as a consequence of the energetic demand to compensate the charged layer via polarization gradients while avoiding the paraelectric state, and keeping the surface area of the wall as small as possible. The former is achieved by polarization rotation. Additionally, we provide a simplified expression for determining the natural width of the triangles \( W_{\text{natural}} \), or equivalently the angle of the ziz-zag domain wall. For large enough thickness \( L \) of the charged slabs we found \( W_{\text{natural}} \approx L^{2/3} \).
Although the charged region considered here was a slab with the normal aligned with the direction of spontaneous polarization in the surrounding domains, the physics presented here can be straightforwardly extended to more general orientations of the slab with respect to spontaneous polarization, and to non-180° charged domain walls. This will be relevant, for example, for the slab normal along the pseudocubic axis in a rhombohedral ferroelectrics, such as in BiFeO₃.

The results presented here will be equally valid for the positively charged head-to-head wall, provided the compensation-defect charges remain distributed in broad region and are immobile.
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