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Abstract

In this article, we extend the concept of the Aboodh transform to the solution of partial differential equations of fractional order using Caputo’s fractional derivative. The transformation concerned is applicable to solve many classes of partial differential equations with derivatives of order and integrals. Consequently, the fractional Delay Differential Equations (DDEs) which we are going to study in this work. The resulting numerical proofs show that the method converges favorably towards the analytical solution.

1. Introduction

Many physical problems can be described by mathematical models that involve ordinary or partial differential equations. A mathematical model is a simplified description of physical reality expressed in mathematical terms. Thus, the investigation of the exact or approximation solution helps us to understand the means of these mathematical models. Several numerical methods were developed for solving ordinary or partial differential equations. The Aboodh transform method is used to solve the linear and nonlinear fractional delay differential equations (FDDEs). New integral transform Aboodh transform is particularly useful for finding solutions for fractional delay differential equation. Aboodh transform is a useful technique for solving these equations but this transform is totally incapable of handling nonlinear equations because of the difficulties that are caused by the nonlinear terms. [1, 3–7]. Fractional delay differential equations (FDDEs) are a very recent topic. Although it seems natural to model certain processes and systems in engineering and other science (with memory and heritage properties) with this kind of equations, only in the last few years has the attention of the scientific community been devoted to them. The purpose of this work is to find the approximate solution of delay differential equations of fractional order using aboodh transform and adomian decomposition methods [9].

This work consists of three sections, as well as, this introduction. In Section 2, definition and properties of the Aboodh transform and method of solution is presented. Section 3, basic concepts of delay differential equations and fractional calculus are given. Finally, the application of the Aboodh transform method for solving delay differential equations of fractional order, with illustrative examples have been given.

2. The Aboodh Transform

The Aboodh transform is a new integral transform similar to the Laplace transform and other integral transforms that are defined in the time domain $t \geq 0$, such as the Sumudu transform, the Natural transform and the Elzaki transform, respectively [4].

An Aboodh transform is defined for functions of exponential order. We consider functions in the set $F$ defined by:

$$F = \{ f(t) : |f(t)| < Me^{-\nu t}, \text{ if } t \in [0; \infty ]; \ M, k_1, k_2 > 0; \ k_1 \leq \nu \leq k_2 \}.$$

For a given function in the set $F$, the constant $M$ must be finite number and $k_1, k_2$ may be infinite or finite with variable $\nu$ define as $k_1 \leq \nu \leq k_2$.
Applying the Aboodh transform, we obtain
\[ T(v) = A[f(t)] \]
where
\[ f(t) = \int_0^\infty f(t)e^{-vt} dt \]
with initial condition:
\[ y(0) = y_0 \]

Aboodh transform of some partial derivatives:
\[ \text{Theorem 2.1.} \]

\[ T(v) = A[f(t)] = \frac{1}{v} \int_0^\infty f(t)e^{-vt} dt, \quad t \geq 0, \quad k_1 \leq v \leq k_2. \]  
(2.1)

Standard Aboodh transform for some special functions found are given below in Table 1.

| f(t)         | T(v) = A[f(t)] |
|--------------|----------------|
| 1            | \frac{1}{v}   |
| t            | \frac{1}{v^2} |
| t^n, n \geq 1| \frac{n}{v^{n+1}} |
| e^{at}       | \frac{1}{v-a} |
| \sin(at)     | \frac{1}{v(v^2 + a^2)} |
| \cos(at)     | \frac{1}{v^2 + a^2} |
| \sinh(at)    | \frac{1}{v(v^2 - a^2)} |
| t \cosh(at)  | \frac{1}{v^2 - a^2} |

Table 1: Aboodh transform of some functions

Then, the Aboodh integral transform denoted by the operator \( A(\cdot) \) is defined by the integral equation:
\[ T(v) = A[f(t)] = \frac{1}{v} \int_0^\infty f(t)e^{-vt} dt, \quad t \geq 0, \quad k_1 \leq v \leq k_2. \]  
(2.1)

Standard Aboodh transform for some special functions found are given below in Table 1.

\[ \text{Theorem 2.1.} \]

Aboodh transform of some partial derivatives:

\[ (i) - A[f'(t)] = vT(v) - \frac{f(0)}{v}, \]
\[ (ii) - A[f''(t)] = v^2T(v) - \frac{f'(0)}{v} - f(0), \]
\[ (iii) - T^n(v) = A[f^n(t)] = v^nT(v) - \sum_{k=0}^{n-1} \frac{f^{(k)}(0)}{v^{n-k}}. \]  
(2.2)

Remark 2.2. The Aboodh transform is linear; i.e., if \( \alpha \) and \( \beta \) are any constants and \( f(t) \) and \( g(t) \) are functions defined over the set \( F \) above, then:
\[ A[\alpha f(t)] + \beta g(t)] = \alpha A[f(t)] + \beta A[g(t)]. \]

2.1. Aboodh transform method

Let us consider the general nonlinear ordinary differential equation (ODE) of the form [8]:
\[ \frac{d^n y(t)}{dt^n} + P(y) + Q(t - \tau) = g(t), \quad n = 1, 2, 3, \ldots. \]  
(2.3)

with initial condition:
\[ y^{(k)}(0) = y_0^k, \]  
(2.4)

where \( \frac{d^n y}{dt^n} \) is the derivative of \( y \) of order \( n \), \( P \) is the linear bounded operator, \( Q \) is a nonlinear bounded operator and \( g(t) \) is a given continuous function, and \( y = y(t) \).

Inspired by Wu [4] method, if we take Abooth transform on both sides of Eqs((2.3)-(2.4)), the linear part with constant coefficients is then transferred into an algebraic one, so that we can identify the Lagrange multiplier in a more straightforward way. Now, we extend this idea to find the unknown Lagrange multiplier. Taking the above Aboodh transform to both sides of eq(2.3) and (2.2), then the linear part is transformed into an algebraic equation as follows:

Applying the Aboodh transform, we obtain
\[ A \left[ \frac{d^n y(t)}{dt^n} \right] + A[P(y)] + A[Q(t - \tau)] = A[g(t)] \]  
(2.5)

But
\[ A \left[ \frac{d^n y(t)}{dt^n} \right] = v^n A[y(t)] - \frac{E}{v^{2-n+k}} \]  
(2.6)
where \( E = \sum_{k=0}^{n-1} g^{(k)}(0), \)

\[
A(y(t)) = \frac{E}{\alpha + \tau} - v^{-n}A[P(y)] - v^{-n}A[Q(t - \tau)] + v^{-n}A[g(t)]. \tag{2.7}
\]

The standard Aboodh decomposition method defines the solution \( y(t) \) by the series:

\[
y(t) = \sum_{n=0}^{\infty} y_n(t), \tag{2.8}
\]

the nonlinear operator is decomposed as:

\[
Q(t - \tau) = \sum_{n=0}^{\infty} B_n, \tag{2.9}
\]

where \( B_n \) is the a domain polynomial of \( y_0, y_1, y_2, \ldots, y_n \) that are given by:

\[
B_n = \frac{1}{n!} \frac{d^n}{d\lambda^n} \left[ Q \left( \sum_{n=0}^{\infty} \lambda^n y_n \right) \right],
\]

then the Adomian series reads:

\[
\begin{align*}
B_0 &= f(y_0) \\
B_1 &= y_1 f'(y_0) \\
B_2 &= y_2 f'(y_0) + \frac{1}{2} y_1^2 f''(y_0) \\
B_3 &= y_3 f'(y_0) + y_1 y_2 f''(y_0) + \frac{1}{3!} y_1^3 f'''(y_0) \\
&\vdots
\end{align*}
\tag{2.10}
\]

Applying (2.8) and (2.9) into (2.7), we obtain

\[
A \left( \sum_{n=0}^{\infty} y_n \right) = \frac{E}{\alpha + \tau} - v^{-n}A[P(\sum_{n=0}^{\infty} y_n)] - v^{-n}A \left[ \sum_{n=0}^{\infty} B_n \right] + v^{-n}A[g(t)], \tag{2.11}
\]

comparing both side of (2.11):

\[
A[y_0] = \frac{E}{\alpha + \tau} + v^{-n}A[g(t)], \tag{2.12}
\]

\[
A[y_1] = -v^{-n}A[P y_0] - v^{-n}A[B_0], \tag{2.13}
\]

\[
A[y_2] = -v^{-n}A[P y_1] - v^{-n}A[B_1]. \tag{2.14}
\]

In general the recursive relation is given by:

\[
A[y_n] = -v^{-n}A[P y_{n-1}] - v^{-n}A[B_{n-1}], \quad n \geq 1 \tag{2.15}
\]

By the Aboodh transformed inverse method to (2.12)-(2.15), we get:

\[
y_0 = K(t) \\
y_n = -A^{-1} \left[ v^{-n}A[P y_{n-1}] \right] - A^{-1} \left[ v^{-n}A[B_{n-1}] \right], \quad n \geq 1.
\]

where \( K(t) \) is a function that satisfies the initial conditions.
2.2. Illustrative examples

**Example 2.3.** Consider the following nonlinear delay differential equation (NDDE) of first order:

\[
y'(t) = 1 + 2y^2\left(\frac{t}{2}\right), \quad 0 \leq t \leq 1,
\]

with the initial condition \(y(0) = 0\). The exact solution of the problem is:

\[
y(t) = \sinh(t).
\]

Applying the Aboodh transform on both sides, we have:

\[
A\left[y'(t)\right] = A[1] + 2A\left[y^2\left(\frac{t}{2}\right)\right],
\]

By definition (ii) in theorem (2.1), we have:

\[
A\left[y'(t)\right] = vT(v) - \frac{f(0)}{v} = \frac{1}{v^3} + 2A\left[f^2\left(\frac{t}{2}\right)\right].
\]

So, we have:

\[
T(v) = A(y(t)) = \frac{1}{v^3} + \frac{2}{v}A\left[y^2\left(\frac{t}{2}\right)\right].
\]

Applying the Aboodh inverse operator, \(A^{-1}\) on both sides of (2.17), we obtain:

\[
y(t) = A^{-1}\left[\frac{1}{v^3} + \frac{2}{v}A\left[y^2\left(\frac{t}{2}\right)\right]\right].
\]

Using the Table 1, we have: \(A^{-1}\left[\frac{1}{v}\right] = t\), hence:

\[
y_0(t) = A^{-1}\left[\frac{1}{v^3}\right] = t,
\]

so,

\[
y_0\left(\frac{t}{2}\right) = \frac{t}{2},
\]

\[
y_{n+1} = 2A^{-1}\left[\frac{1}{v}A[B_0]\right],
\]

from equation (2.10), we have:

\[
\begin{cases}
B_0 = f(y_0) = y_0\left(\frac{t}{2}\right) = \frac{t^2}{4} \\
B_1 = y_1f(y_0) = 2y_0(\frac{t}{2})y_1\left(\frac{t}{2}\right) \\
B_2 = y_2(\frac{t}{2})y_0\left(\frac{t}{2}\right) + \frac{1}{2}y_1^2 \\
&\vdots
\end{cases}
\]

For \(n = 0\), the equation (2.19), become:

\[
y_1(t) = 2A^{-1}\left[\frac{1}{v}A[B_0]\right] = 2A^{-1}\left[\frac{1}{v}A\left[\frac{t^2}{4}\right]\right] = 2A^{-1}\left[\frac{1}{2v^3}\right] = \frac{t^4}{3!}
\]

So,

\[
y_1\left(\frac{t}{2}\right) = \frac{t^3}{48}
\]

For \(n = 1\), the equation (2.19), become:

\[
y_2(t) = 2A^{-1}\left[\frac{1}{v}A[B_1]\right] = 2A^{-1}\left[\frac{1}{v}A\left[2y_0(\frac{t}{2})y_1\left(\frac{t}{2}\right)\right]\right] = 2A^{-1}\left[\frac{1}{v}A\left[\frac{t^3}{48}\right]\right] = \frac{t^5}{5!}
\]

So,

\[
y_2\left(\frac{t}{2}\right) = \frac{t^5}{3840}
\]

For \(n = 2\), the equation (2.19), become:

\[
y_3(t) = 2A^{-1}\left[\frac{1}{v}A[B_2]\right] = 2A^{-1}\left[\frac{1}{v}A\left[2y_2(\frac{t}{2})y_0\left(\frac{t}{2}\right) + y_1^2\left(\frac{t}{2}\right)\right]\right]
\]

\[
= 2A^{-1}\left[\frac{1}{v}\left[\frac{t^6}{3840} + \frac{t^6}{2304}\right]\right] = 2A^{-1}\left[\frac{1}{v}\left[\frac{6!}{3840v^6} + \frac{6!}{2304v^6}\right]\right] = \frac{t^7}{7!}
\]

Therefore the approximate solution is given as:

\[
y(t) = y_0(t) + y_1(t) + y_2(t) + \ldots = t + \frac{t^3}{3!} + \frac{t^5}{5!} + \frac{t^7}{7!} \ldots = \sinh(t).
\]
Example 2.4. Consider the following linear delay differential equation (NDDE) of first order:

\[ y'(t) = e^t \left( \frac{t}{2} \right) + y(t), \quad 0 \leq t \leq 1 \]

with the initial condition \( y(0) = 1 \).

The exact solution of the problem is:

\[ y(t) = e^{2t}. \]

Applying the Aboodh transform on both sides, we have:

\[ A[y'(t)] = A \left[ e^t \left( \frac{t}{2} \right) + y(t) \right]. \]

By definition (ii) in theorem (2.1), we have:

\[ vA[y(t)] - \frac{y(0)}{v} = A \left[ e^t \left( \frac{t}{2} \right) + y(t) \right]. \]

\[ A[y(t)] = \frac{1}{v^2} + \frac{1}{v} A \left[ e^t \left( \frac{t}{2} \right) + y(t) \right]. \]  

(2.20)

Applying the Aboodh inverse operator, \( A^{-1} \) on both sides of (2.20), we obtain:

\[ y(t) = A^{-1} \left[ \frac{1}{v^2} + A^{-1} \left[ \frac{1}{v} A \left[ e^t \left( \frac{t}{2} \right) + y(t) \right] \right] \right] . \]  

(2.21)

By the Aboodh transform method, equation (2.21), can be written as:

\[ y_{n+1}(x) = A^{-1} \left[ \frac{1}{v} A [e^t y_n(x) + y_n(t)] \right], \quad n \geq 0. \]

For \( n = 0 \), we have:

\[ y_1(t) = A^{-1} \left[ \frac{1}{v} A \left[ e^t y_0(t) \right] \right] = A^{-1} \left[ \frac{1}{v} \left[ A[e^t] + A[1] \right] \right]. \]

(2.22)

But,

\[ A[e^t] = \frac{1}{v^2} - \frac{1}{v^3} \left( \frac{1}{1 - \frac{1}{v}} \right) = \frac{1}{v^2} \left( 1 + \frac{1}{v} + \frac{1}{v^2} + \ldots \right) = \frac{1}{v^2} + \frac{1}{v^3} + \frac{1}{v^4} + \ldots \]

Hence, equation (2.22), can be written as:

\[ y_1(t) = A^{-1} \left[ \frac{1}{v^3} + \frac{1}{v^4} + \ldots + \frac{1}{v^n} \right] = 2t + \frac{t^2}{2!} + \frac{t^3}{3!} + \frac{t^4}{4!} + \ldots \]

we obtain the following approximation for \( n \geq 1 \):

\[ y_2(t) = \frac{3t^2}{2} + \frac{5t^3}{12} + \frac{11t^4}{24} + \ldots \]

\[ y_3(t) = \frac{9t^3}{2} + \frac{15t^4}{128} + \frac{259t^5}{1920} + \ldots \]

\[ \vdots \]

Thus the approximate becomes:

\[ y(t) = y_0(t) + y_1(t) + y_2(t) + y_3(t) + \ldots \]

\[ = 1 + 2t + 2t^2 + \frac{8t^3}{3!} + \frac{16t^4}{4!} + \ldots = e^{2t}. \]

3. Fractional Delay Differential Equation

In this section we apply the Aboodh decomposition method to solve linear and nonlinear fractional delay differential equation.

Definition 3.1. The Aboodh transform of the Caputo fractional derivative is defined as follows [2]:

\[ i) - A[D^\alpha f(t)] = v^\alpha A[f(t)] - \sum_{k=0}^{n-1} \frac{v^{\alpha - 2 - k} f^{(k)}(0)}{k!}, \quad n - 1 < \alpha \leq n. \]

\[ ii) - A(t^\alpha) = \frac{\Gamma(\alpha + 1)}{v^{\alpha + 2}}. \]
3.1. Analysis of the method

Let us consider the general nonlinear ordinary differential equation of the form:

$$D^\alpha y(t) + P(y) + Q(t - \tau) = g(t), \quad \tau \in \mathbb{R}, \quad t < \tau, \quad n - 1 < \alpha \leq n. \quad (3.1)$$

With initial condition:

$$y^{(k)}(0) = y_0^k,$$

where $D^\alpha y(t)$ is the term of the fractional order derivative, $P$ is the linear bounded operator, $Q$ is a nonlinear bounded operator and $g(t)$ is a given continuous function, and $y = y(t)$.

The Aboodh decomposition method consists of applying the Aboodh transform first on both side of (3.1), to give:

$$A[D^\alpha y(t)] + A[Q(t - \tau)] = A[y(t)],$$

by definition (3.1)

$$A(y(t)) = \frac{E}{v^{2 + k}} - v^{-\alpha}A[P(y)] - v^{-\alpha}A[Q(t - \tau)] + v^{-\alpha}A[g(t)], \quad (3.2)$$

where $E_t = \sum_{k=0}^{n-1} g^{(k)}(0)$.

The standard Aboodh decomposition method defines the solution $y(t)$ by the series:

$$y(t) = \sum_{n=0}^{\infty} y_n(t), \quad (3.3)$$

the nonlinear operator is decomposed as:

$$Q(t - \tau) = \sum_{n=0}^{\infty} B_n. \quad (3.4)$$

Where $B_n$ as in (2.9). The first a domain polynomials are given as in (2.10). Apply (3.3) and (3.4) in (3.2), we have:

$$A\left[\sum_{n=0}^{\infty} y_n(t)\right] = \frac{E}{v^{2 + k}} - v^{-\alpha}A\left[P\left(\sum_{n=0}^{\infty} y_n(t)\right)\right] - v^{-\alpha}A\left[\sum_{n=0}^{\infty} B_n\right] + v^{-\alpha}A[g(t)]. \quad (3.5)$$

Comparing both side of (3.5):

$$A[y_0] = \frac{E}{v^{2 + k}} + v^{-\alpha}A[g(t)], \quad (3.6)$$

$$A[y_1] = -v^{-\alpha}A[P y_0] - v^{-\alpha}A[B_0],$$

$$A[y_2] = -v^{-\alpha}A[P y_1] - v^{-\alpha}A[B_1]. \quad (3.7)$$

In general the recursive relation is given by:

$$A[y_n] = -v^{-\alpha}A[P y_{n-1}] - v^{-\alpha}A[B_{n-1}], \quad n \geq 1, \quad (3.8)$$

applying inverse Aboodh transform to (3.6)-(3.8), then:

$$y_0 = K(t),$$

$$y_n = -A^{-1} \left[v^{-\alpha}A[P y_{n-1}]\right] - A^{-1} \left[v^{-\alpha}A[B_{n-1}]\right], \quad n \geq 1, \quad (3.9)$$

where $K(t)$ is a function that satisfies the initial conditions.

**Example 3.2.** Consider the nonlinear delay differential equation of first order:

$$D^\alpha y(t) = 1 + 2x^2 \left(\frac{t}{2}\right), \quad 0 \leq t \leq 1, \quad 0 < \alpha \leq 1.$$

with initial condition:

$$y(0) = 0, \quad (3.10)$$

apply Aboodh transform to both side of equation (3.9), we obtain:

$$A[D^\alpha y(t)] = A \left[1 + 2x^2 \left(\frac{t}{2}\right)\right]$$
by using definition (3.1) and initial condition(3.10), we get :

\[ v^\alpha A[y(t)] = \frac{1}{\sqrt{\alpha}} + A \left[ 2\gamma^2 \left( \frac{t}{2} \right) \right], \]

\[ A[y(t)] = \frac{1}{\sqrt{2+\alpha}} + \frac{1}{\sqrt{4}} A \left[ 2\gamma^2 \left( \frac{t}{2} \right) \right]. \]  

(3.11)

Applying the inverse Aboodh transform to (3.11), we obtain :

\[ y(t) = A^{-1} \left[ \frac{1}{\sqrt{\alpha}} + A^{-1} \left[ \frac{1}{\sqrt{4}} A \left[ 2\gamma^2 \left( \frac{t}{2} \right) \right] \right] \right], \]

where,

\[ y_0(t) = A^{-1} \left[ \frac{1}{\sqrt{\alpha}} \right] = t_\alpha \frac{\Gamma(\alpha+1)}{\Gamma(\alpha+1)}. \]

So, we have :

\[ y_0 \left( \frac{t}{2} \right) = \frac{t_\alpha}{2^{\alpha+1}}. \]

And,

\[ y_{n+1}(t) = A^{-1} \left[ \frac{1}{\sqrt{4}} A \left[ 2B_n \right] \right]. \]  

(3.12)

From equation (2.10), we have:

\[ B_0 = y_0 \left( \frac{t}{2} \right) \]

\[ B_1 = 2y_0 \left( \frac{t}{2} \right) y_1 \left( \frac{t}{2} \right) \]

\[ B_2 = y_2 \left( \frac{t}{2} \right) 2y_0 \left( \frac{t}{2} \right) + \frac{1}{2} y_1^2. \]

For \( n = 0 \), the equation (3.12), become

\[ \begin{cases} 
  y_1(t) = A^{-1} \left[ \frac{1}{\sqrt{4}} A \left[ 2B_0 \right] \right] = A^{-1} \left[ \frac{1}{\sqrt{4}} A \left[ 2y_0 \left( \frac{t}{2} \right) \right] \right] \\
  = A^{-1} \left[ \frac{1}{\sqrt{4}} A \left[ 2 \left( \frac{t_\alpha}{2} \right) \right] \right] = A^{-1} \left[ \frac{1}{\sqrt{4}} A \left[ \left( \frac{t_\alpha}{2} \right) \right] \right] \\
  = A^{-1} \left[ \frac{1}{\sqrt{4}} A \left[ \frac{\Gamma(2\alpha+1)}{2^{2\alpha-1} \Gamma^2(\alpha+1)} \right] \right] = \frac{\Gamma(2\alpha+1)}{2^{2\alpha-1} \Gamma^2(\alpha+1)} A^{-1} \left[ \frac{1}{\sqrt{4}} \right] \\
  = \frac{\Gamma(2\alpha+1)}{2^{2\alpha-1} \Gamma^2(\alpha+1)} \times \frac{t_\alpha}{\Gamma(3\alpha+1)}, \\
  \end{cases} \]

we choose \( C = \frac{\Gamma(2\alpha+1)}{2^{2\alpha-1} \Gamma^2(\alpha+1)} \), so, we have :

\[ y_1(t) = C \frac{t_\alpha}{\Gamma(3\alpha+1)}, \]

and,

\[ y_1 \left( \frac{t}{2} \right) = C \frac{t_\alpha}{2^{3\alpha-1} \Gamma(3\alpha+1)}. \]
Applying the inverse Aboodh transform to (3.14), we get:

\[ y_2(t) = A^{-1} \left[ \frac{1}{\sqrt{\alpha}} A \left[ 2B_1(t) \right] \right] = A^{-1} \left[ \frac{1}{\sqrt{\alpha}} A \left[ 4y_0 \left( \frac{t}{2} \right) y_1 \left( \frac{t}{2} \right) \right] \right] \]

\[ = A^{-1} \left[ \frac{1}{\sqrt{\alpha}} A \left[ 4 \left( \frac{t\alpha}{2} \Gamma(\alpha+1) \right) \left( C \frac{t^{3\alpha}}{2^{3\alpha} \Gamma(3\alpha+1)} \right) \right] \right] \]

\[ = A^{-1} \left[ \frac{1}{\sqrt{\alpha}} A \left[ C \left( \frac{t^{3\alpha}}{2^{3\alpha} \Gamma(3\alpha+1)} \right) \right] \right] \]

\[ = A^{-1} \left[ \frac{C \Gamma(4\alpha+1)}{2^{3\alpha} \Gamma(\alpha+1) \Gamma(3\alpha+1)} \right] = \frac{C \Gamma(4\alpha+1)}{2^{3\alpha} \Gamma(\alpha+1) \Gamma(3\alpha+1)} A^{-1} \left[ \frac{1}{\sqrt{\alpha}^{3\alpha+2}} \right] \]

\[ = \frac{C \Gamma(4\alpha+1)}{2^{3\alpha} \Gamma(\alpha+1) \Gamma(3\alpha+1)} \times \frac{t^{5\alpha}}{\Gamma(5\alpha+1)}. \]

The series solution is given by:

\[ y(t) = y_0(t) + y_1(t) + y_2(t) + y_3(t) + \ldots \]

In particular case \( \alpha = 1 \), then we obtain:

\[ y_0(t) = \frac{t}{\Gamma(2)} = t \]

\[ y_1(t) = \frac{\Gamma(2\alpha+1)}{2^{2\alpha} \Gamma^2(\alpha+1)} \times \frac{t^{3\alpha}}{\Gamma(3\alpha+1)} = \frac{\Gamma(3)}{2^{2\alpha} \Gamma^2(2)} \times \frac{t^3}{\Gamma(4)} = \frac{t^3}{3!} \]

\[ y_2(t) = \frac{C \Gamma(4\alpha+1)}{2^{3\alpha} \Gamma(\alpha+1) \Gamma(3\alpha+1)} \times \frac{t^{5\alpha}}{\Gamma(5\alpha+1)} = \frac{C \Gamma(5)}{2^{3\alpha} \Gamma(2) \Gamma(4)} \times \frac{t^5}{\Gamma(6)} = \frac{t^5}{5!}. \]

Recall that,

\[ \Gamma(n+1) = n!, \quad \forall n \in \mathbb{N}. \]

The exact solution when \( \alpha = 1 \) is given by:

\[ y(t) = t + \frac{t^3}{3!} + \frac{t^5}{5!} + \ldots = \sinh(t). \]

**Example 3.3.** Consider the nonlinear delay differential equation of first order \( n = 2 \)

\[ D^{\alpha} y(t) = 1 - 2y^2 \left( \frac{t}{2} \right), \quad 0 \leq t \leq 1, \quad 1 \leq \alpha \leq 2. \]  \hspace{1cm} (3.13)

with initial condition

\[ y(0) = 1, \quad y'(0) = 0. \]

Apply Aboodh transform to both side of (3.13), we get:

\[ A \left[ D^{\alpha} y(t) \right] = A \left[ 1 - 2y^2 \left( \frac{t}{2} \right) \right] . \]

Using definition (3.1) and initial condition:

\[ v^{\alpha} A \left[ y(t) \right] - v^{\alpha-2} y(0) - v^{\alpha-3} y'(0) = \frac{1}{v^{\alpha}} - 2A \left[ y^2 \left( \frac{t}{2} \right) \right] \]

\[ A \left[ y(t) \right] = \frac{1}{v^{\alpha}} + \frac{1}{v^{\alpha+2}} - 2v^{-\alpha} A \left[ 2y \left( \frac{t}{2} \right) \right] . \]  \hspace{1cm} (3.14)

Applying the inverse Aboodh transform to (3.14), we get:

\[ y(t) = A^{-1} \left[ \frac{1}{v^{\alpha}} \right] + A^{-1} \left[ \frac{1}{v^{\alpha+2}} \right] - 2A^{-1} \left[ v^{-\alpha} A \left[ y^2 \left( \frac{t}{2} \right) \right] \right] \]

\[ y_0(t) = A^{-1} \left[ \frac{1}{v^2} \right] + A^{-1} \left[ \frac{1}{v^{2+\alpha}} \right] = 1 + \frac{t^\alpha}{\Gamma(\alpha+1)} \]

\[ y_0 \left( \frac{t}{2} \right) = 1 + \frac{t^\alpha}{2^{2\alpha} \Gamma(\alpha+1)}. \]
\[ y_{n+1} = -2^{\alpha^{-1}} [v^{-\alpha}A] [B_n], \] 

(3.15)

From equation (2.10), we have:

\[
\begin{align*}
B_0 &= f(y_0) = \frac{3}{2} y_0 t^\alpha \\
B_1 &= y_1 f'(y_0) = 2 y_0 \left( \frac{1}{2} y_1 t^\alpha \right) \\
B_2 &= y_2 \left( \frac{1}{2} y_2 t^\alpha \right) + \frac{1}{2^3} v^2. \\
&~ \\
&~
\end{align*}
\]

For \( n = 0 \), the equation (3.15), become:

\[
\begin{align*}
y_1 &= -2^{\alpha^{-1}} [v^{-\alpha}A] [B_0] = -2^{\alpha^{-1}} \left[ v^{-\alpha}A \left( 1 + \frac{t^\alpha}{2^2 \Gamma(\alpha + 1)} \right) + \frac{t^{2\alpha}}{2^{2\alpha} \Gamma^2(\alpha + 1)} \right] \\
&= -2^{\alpha^{-1}} \left[ \frac{1}{2^\alpha t^2} + \frac{1}{2^{2\alpha} t^{2\alpha + 2}} + \frac{\Gamma(2\alpha + 1)}{2^{2\alpha} \Gamma^2(\alpha + 1)} \right] \\
&= -2^{\alpha^{-1}} \frac{t^{2\alpha}}{\Gamma(\alpha + 1)} - \frac{t^{2\alpha}}{2^{2\alpha - 1} \Gamma(2\alpha + 1)} - \frac{t^{3\alpha} \Gamma(2\alpha + 1)}{2^{2\alpha - 1} \Gamma^2(\alpha + 1) \Gamma(3\alpha + 1)}.
\end{align*}
\]

The series solution is given by:

\[
\begin{align*}
y(t) &= y_0(t) + y_1(t) + y_2(t) + y_3(t) + ... \\
&= 1 + \frac{t^\alpha}{\Gamma(\alpha + 1)} - \frac{2^{\alpha}}{\Gamma(\alpha + 1)} - \frac{t^{2\alpha}}{2^{2\alpha - 1} \Gamma(2\alpha + 1)} - \frac{t^{3\alpha} \Gamma(2\alpha + 1)}{2^{2\alpha - 1} \Gamma^2(\alpha + 1) \Gamma(3\alpha + 1)} + ... \\
&
\end{align*}
\]

In particular case \( \alpha = 2 \), then we obtain:

\[
\begin{align*}
y_0(t) &= 1 + \frac{t^2}{\Gamma(3)} = 1 + \frac{t^2}{2!} = 1 + \frac{t^2}{2} \\
y_1(t) &= \frac{-2^{2\alpha}}{\Gamma(\alpha + 1)} - \frac{t^{2\alpha}}{2^{2\alpha - 1} \Gamma(2\alpha + 1)} - \frac{t^{3\alpha} \Gamma(2\alpha + 1)}{2^{2\alpha - 1} \Gamma^2(\alpha + 1) \Gamma(3\alpha + 1)} \\
&= \frac{2^2 t^4}{2!} - \frac{t^{4} \Gamma(5)}{2^2 \Gamma^2(5)} - \frac{t^{6} \Gamma(7)}{2^2 \Gamma^2(7)} = -t^2 + \frac{t^4}{4!} - \frac{3 t^6}{6!}.
\end{align*}
\]

The exact solution when \( \alpha = 2 \) is given by:

\[ y(t) = y_0(t) + y_1(t) + ... = 1 - \frac{t^2}{2} + \frac{t^4}{4!} - ... = \cos(t). \]

4. Conclusion

This study aims to propose an efficient algorithm for the solution of nonlinear fractional equations. The adomian decomposition method has been recognized as a powerful technique to solve many nonlinear differential equations. In this work, a combined method which groups together the transform (2.1) and the adomian decomposition are discussed to find an explicit approximate solution for fractional Delay Differential Equations (DDEs).
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