Overview of Biosignal Analysis Methods for the Assessment of Stress
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Abstract
Objectives: Stress is a normal reaction of the human organism induced in situations that demand a level of activation. This reaction has both positive and negative impact on the life of each individual. Thus, the problem of stress management is vital for the maintenance of a person’s psychological balance. This paper aims at the brief presentation of stress definition and various factors that can lead to augmented stress levels. Moreover, a brief synopsis of biosignals that are used for the detection and categorization of stress and their analysis is presented. Methods: Several studies, articles and reviews were included after literature research. The main questions of the research were: the most important and widely used physiological signals for stress detection/assessment, the analysis methods for their manipulation and the implementation of signal analysis for stress detection/assessment in various developed systems. Findings: The main conclusion is that current researching approaches lead to more sophisticated methods of analysis and more accurate systems of stress detection and assessment. However, the lack of a concrete framework towards stress detection and assessment remains a great challenge for the research community.
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1- Introduction

Stress [1] is referred to as a normal reaction of the organism to anything that threatens its homeostasis [2]. Any such threat is characterized as a stressor, i.e., a factor that induces the stress reaction. Therefore, psychological stress can be defined as a series of behavioral, mental, and physiological reactions (stress responses) caused by exposure on stressors or environmental resolution requests [3]. On the other hand, mental stress is referred as a form of stress that depends on a person’s perception of environmental events, inducing distress or anxiety experiences [4]. Elliot and Eisdorfer [5] suggest a taxonomy to characterize these situations in which a person can be involved during his/her lifetime. The distinction they propose takes under consideration two important aspects: duration and course. Thus, the five types of stress in terms of time lapse are [6]:

1) Acute time-limited stress: include challenges like public speaking or mental arithmetic.

2) Brief naturalistic stress: situations that demand confrontation with a real-life short-term challenge like the participation on academic procedures.

3) Stressful event sequences: events that induce mourning and a series of reactions, such as the loss of a dear person.

4) Chronic stress: situations that encircle a person and affect his life indirectly, eventually forcing him to change behaviors or the way he perceives himself. Such situation is a traumatic experience or the daily confrontation of oppressive manners in workplace.
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5) Distant stress: traumatic experiences that occurred in the past but maintain the potential to affect a person’s immune system function. Such examples are rape, to be prisoner of war, to witness a catastrophic event.

Stressor is called any stimulus that induces the release of stress hormones. The most common categories of stressors are [7]:

1) Physiological or physical stressors that include injuries, environmental conditions, pain, fatigue etc.

2) Psychological stressors that could be the result of mourning, missed deadlines, alterations in habits or in social life and negative situations in general.

While a stressor relates to the cause, “stress responses” are the physical and mental changes induced by stressors, which can be observed in a qualitative and quantitative manner to recognize the level of stress.

Increased stress is a phenomenon of the modern world. It is directly linked to the rapid increase in the rhythms of life, the constant change in the way modern people perceive themselves within society, but also all the reality around them, the constant demand for specialization and competitive qualifications in the field of the profession, as well as the very way in which the individual has developed his/her values, ideals and perception of himself/herself, which often contradicts and conflicts with reality. Various stressful situations have been reported in the literature [8], psychological and biological, reflecting the range of environmental stimuli that can increase stress levels. Among others, work stress is referred as widely observed in workplaces ([9-11]) leading employers to implement intervention techniques for the reduction of its negative impact [12-14].

Even though temporary stress is a normal reaction inherent in human everyday life, incorrect management of increased stress can lead to a decrease in its functionality during its interaction with the world or to major health problems [15], potentially having a permanent impact on a person’s life. Due to the extent of the phenomenon and the effect it has on modern society, it is necessary to outline ways of dealing with or managing it. This is the reason why research community has tried over the years to develop methods capable to estimate stress level accurately. The most common or widely used method is by means of questionnaires. Nevertheless, this method has various disadvantages, basically its subjectivity and the time it demands. An accurate, real-time and objective approach in the direction of stress detection has been considered of vital importance.

Measurements of various localized biomarkers already constitute a key part in the detection and evaluation of stress. These biomarkers are actually normal biological signals that can express change in the normal functioning of the body. Recent research works and studies investigate various physiological signals about their capability to act as satisfactory stress indicators taking under consideration the diversity of stressors and their impact to each individual. Both the collection of biosignals and their qualitative evaluation and categorization are necessary and interrelated procedures in the direction of drawing safe conclusions and making appropriate moves towards stress management.

In the following sections a brief summary of physiological signals that have been used as stress biomarkers will be presented followed by the elaboration of analysis methods and specific features that indicate changes at stress levels, and an overview of relevant applications. Specifically, the main body of the paper consists of four sections. Section 2 refers to the physiological signals that can be used as biomarkers of stress and to the analysis methods that have been used towards the exploitation of these signals for feature extraction and prediction or assessment of stress levels. Various research studies and applications that attempt to evaluate and manage stress levels are presented in section 3. Finally, the last two sections of the paper are summing up the findings of the attempted overview and proceed to the extraction of conclusions. The work flow, the number of studies per section and the criteria of inclusion are described in figure 1, while figure 2 presents a diagram regarding the number of included studies per year. The last diagram depicts the authors’ attempt to include recent studies (most of them have been published after 2015).

2- Overview of Signals and Methods

2-1- Physiological Signals – Biomarkers of Stress

A number of physiological signals have been tested for their association with increased stress, either isolated or in combination with others, such as electrocardiogram (ECG), electromyogram (EMG), galvanic skin response (GSR), blood pressure (BP), skin temperature (SKT), blood volume pulse (BVP), respiratory inductance plethysmogram (RIP), Photoplethysmogram (PPG), electrodermal activity (EDA) and electroencephalogram (EEG). These signals have been processed in various ways and analyzed with statistical and machine learning methods.

Detailed description of the physiological signals’ characteristics or basic information used to detect stress from the aspect of computer science is provided in the existing literature [16-19]. The following subsections describe signals representing different physiological phenomena that can be used as biomarkers of stress and specific information that can be extracted from them after standard analysis.
Electrodermal Activity

Electrodermal activity (EDA) sensors measure changes in electrical conductivity on the surface of the skin [18]. Such changes may be caused by various physical/event or emotional stimuli that cause a variety of sweat secretion reactions. Due to signal control only by the sympathetic nervous system, it becomes an ideal signal for measuring the increase or level of stress. It varies depending on gender, nutrition, skin type and situation.

Galvanic Skin Response (GSR) indicate skin electrical resistance capturing the conductivity of skin. The GSR signal is referred as a reliable biomarker of stress [20] and can be distinguished into two different elements/components:

- The level of conductivity of the skin (skin conductance level – SCL): component with slow changes, represents average skin conductivity in a period of time. It is a measure of psychophysiological activation.
- The conductivity response of the skin (skin conductance response – SCR): component with quick changes, appears in relation to a single stimulus. It is a measure of reactions to sudden stimuli.

Any sudden stimulus can induce variations to skin’s resistance. During exposure at stressors the sweat glands are activated and, as a consequence, skin conductance is augmented. That makes GSR an ideal measure for sympathetic activation and stress detection.
**Cardiovascular System Activity**

In a situation of acute stress occurrence, the sympathetic nervous system increases heart rate, respiration activity, electrodermal activity etc. When the individual has recovered from stress, the parasympathetic nervous system reverses the stress impact. Knowing that heart is controlled by the autonomic nervous system, cardiac activity can provide vital information about stress levels via the assessment of autonomic nervous system’s state.

It can be measured through various physiological signals, with the most important being ECG, BVP and PPG. BVP reflects the amount of blood vessels during a certain time interval and is an indicator of blood flow. Under stress, BVP decreases while the opposite occurs in a calm state [21]. The electrocardiogram can easily calculate the heart rate (HR) or even the diversity of the heart rate (HRV), which demonstrates the variability of the heart rate, i.e., depicts the beat-to-beat variation in the R-R interval. As with electrodermal activity, cardiovascular activity measurements must be accompanied by information on the user's emotional ability to react in order to distinguish positive and negative impact situations. HR alone is not sufficient to measure and evaluate stress [22] and an attempt to turn into other ECG derived features for more consistent information is observed at least the last decade, even though several studies in the existing literature imply the opposite [23]. On the other hand, various research works have been using HRV alone or in conjunction with other physiological signals with very promising results regarding stress detection [22, 24].

**Muscle Activity**

It is measured through electromyograms with appropriate electrode placement. Through the appropriate categorization and detection of the activity of specific muscle groups, such as cheekbones, forehead, mouth or cheeks, a conclusion can be drawn about the psychological state of the person, as well as his level of stress or satisfaction [25, 26]. However, it is not the safest method to draw conclusions and it is proposed to use it as an additional marker [27].

**Respiratory System Activity**

Breathing is inextricably linked to cardiovascular activity and is mainly affected by changes between calm and stress situations (surprise, joy, sadness, stress). The breathing rate and width of breathing are the two measurements mainly used to assess respiratory activity. However, it is reported that breathing rate is among the least sensitive metrics of respiratory data analysis. Although stress often induces increase in respiratory rate, the information of respiratory signal (RSP) should be used as supplementary [23].

**Brain Activity**

Electroencephalogram (EEG) is the most common signal that provides information about brain activity. It depicts quantified brain functions and conditions. Although it is a rather complex signal that demands careful and thorough processing, it has been widely studied due to the easiness of its collection (non – invasive methods), its supreme temporal resolution and the low set-up cost [28]. One of its advantages is its ability to capture alterations in cognitive activity within millisecond scale due to its resolution.

There are four categories of EEG signal based on frequency bands: Delta (0.5 – 4 Hz), Theta (4 – 8 Hz), Alpha (8 – 13 Hz) and Beta (14 – 30 Hz). It has been reported that EEG power spectrum features present significant correlation with stress levels [29, 30]. Additionally, there are references that state the existence of many similarities between stress state and negative emotion state [31]. Subhani, Xia and Malik [32] present a categorization in relation to stress levels that refers to the impact of stress in each frequency band of the signal. Delta’s increased power seems to reflect inclusion of the individual into difficult situations. Theta’s increased power indicate stressed state as well as alpha’s suppressed power. Finally, beta’s power varies depending on task difficulty. EEG signal has been widely used in systems aiming to detect, evaluate and/or reduce stress [33, 34]. Most of these systems aim at the detection of acute stress, but there are some efforts investigating chronic stress [35]. The rapid technological advancements lead to an increasing production of commercially available EEG headsets at reasonable costs, a fact that could result to the increase of EEG attractiveness as stress indicator.

2-2- Signal Analysis Methods for Stress Level Recognition

Most of the abovementioned signals need at least some basic processing before they can provide any information for stress detection or mapping. This information can be used as inputs in machine learning techniques and approaches that are widely studied nowadays and are quite promising at predicting stress levels under certain conditions or situations. A brief summary of the processing methods applied to the most relevant signals with regard to stress levels is presented below, as well as some of the machine learning techniques mentioned in the existing literature. It should be mentioned that the accuracy or the reliability of each feature extracted by any analysis is still studied and analyzed in most approaches via statistical analysis.

According to Yu et al. (2018) [22] the most reliable signals that better capture stress levels are HRV and GSR, while RSP is regarded as useful supporting signal [29]. However, numerous studies indicate EEG signal as a valuable measurement in monitoring and evaluating stress levels. The featuring of these four signals will be discussed below.
**Feature Extraction**

HRV [36, 37]: HRV can be categorized in 24 h, short term (~5 min) or brief and ultra-short term (< 5 min). 24 h HRV recordings are reported to have higher predictive capability that short-term measurements [38]. Its analysis is usually categorized into time-domain, spectral-domain and non-linear analysis. Time-domain analysis is implemented at HRV measurements that may ranges from less than 1 minute and more than 24 hours. The features extracted and evaluated via time-domain analysis are:

- Mean heart rate (HR);
- Mean heartbeat interval (RR);
- Standard deviation of R-R intervals between normal beats (SDNN);
- Root mean square of the difference between successive R-R intervals (RMSSD);
- The percentage of heartbeat intervals with a difference in successive heartbeat intervals greater than 50 milliseconds (pNN50).

On the other hand, the features extracted via spectral-domain analysis, in which Fast Fourier Transform is usually applied, are:

- An ultra-low-frequency component that extracted from a recording period of at 24 hours and more (ULF, <0.003 Hz). There is no clear evidence about its impact on stress;
- A very low-frequency component with measurement time requirement of at least 5 minutes (VLF, 0.0033 – 0.04 Hz);
- A low-frequency component that is mediated by both sympathetic and parasympathetic nervous system and is typically recorded over a minimum of 2 minutes period (LF, 0.04 – 0.15 Hz);
- A high-frequency component mediated by the parasympathetic nervous system (HF, 0.15 – 0.4 Hz). This component is recorded over a minimum of 1 minute period. Low LF power correlates with stress or worry;
- LF to HF ratio that is used as an index of autonomic balance (LF/HF) and is based on 24-hour long measurements;
- Finally, non-linear measurements depict the unpredictability of a time series which is induced by the very complexity of HRV signal. The features extracted from non-linear analysis are categorized in the invariant and informational domains [39]. Specifically, invariant domain includes features like Detrended Fluctuation Analysis with a1 and a2 components, Fractal Dimension, Hurst Exponent, Largest Lyapunov Exponent and Correlation Dimension, while Shaffer and Ginsberg also add Poincaré plot [37];
- Informational domain includes features like Approximate Entropy, Sample Entropy, Shannon Entropy and Multiscale Entropy.

Non-linear analysis methods have not been widely implemented in the direction of stress detection yet. Lower RMSSD values and HF power and higher LF power are reported to correlate with increased stress levels [40, 41]. Lastly, useful packages for HRV analysis have been developed, such as RHRV package for R programming language [42], that provide integrated analysis solutions to data scientists and researchers.

GSR [43, 44]: this signal is usually captured in hands or feet due to the high density of sweat glands. Its analysis contains the distinction between its slowly altering part (SCL) and its fast-altering part (SCR). The features that are commonly extracted from these two components of the signal are the amplitude and the latency of SCR and the average SCL value. Lee and Kleinsmith [45] in their experiments pointed out the most discriminative statistical features of GSR for stress detection, which are: the mean GSR, the number of peaks and the max peak amplitude, applied to the components of the signal. GSR normally needs some preprocessing before the stage of feature extraction, such as down-sampling, low-pass filtering, moving average and normalization for artifact removal [46]. Braithwaite, Watson, Jones and Rowe [47] present an integrated guide towards techniques for analyzing GSR based on AcqKnowledge software.

Other similar software for GSR/EDA signal analysis in cvxEDA [48] and ledalab [49, 50]. Some of the reported analysis methods are Continuous Decomposition Analysis, Discrete Deconvolution Analysis, Tonic/phasic Decomposition, Spectral Analysis, Point Process and State-Space process. The analysis methods proposed are working mainly on the decomposition of the two GSR components and then at the restoration, detection, and thorough scoring of their features.

RSP: Respiratory rate or respiratory frequency is a rather neglected signal, whose importance is designated nowadays with the recent researching advantages in its understanding [51]. Some analyses refer to the detection of peaks and valleys in RSP signal that mirror the inspiration and expiration phase of breathing respectively [52]. Massaroni Nicolò, Sacchetti and Schena [53] in their review concentrate various approaches of collecting and analyzing RSP signal via different sensor technologies focusing on contactless measuring. RSP signal is mentioned to be considered a supplementary source of information about stress levels, used in combination with other signals like HRV [54]. Some
applied analysis methods are filtering (band-pass or low-pass), down-sampling and various peaked-conditioned approaches. Some of the available analysis packages and programs are respR [55] and Nellcor Respiration Rate Software.

EEG [23]: The most typical analysis, although not the only one, in EEG signal is to accurately estimate the signal components present in each of the five different frequency bands via frequency-domain analysis techniques. This issue could be a rising challenge basically because of the need for cautious removal and cleaning of the signal before any analysis implementation or feature extraction [56]. This issue has attracted the interest of the researchers and various solutions have been proposed over the years [57, 58]. The analysis methods for band’s feature extraction are the following:

- Short-term Fourier transform (STFT) in which the separation of stationary signals is carried out into small fragments. This technique provides results that are better located in time than Fourier transform (FT) technique which is unsuitable for non-stationary signal analysis. Some features extracted from this analysis total energy of band, maximum value of band, relative power, spectral entropy, frontal asymmetry and event-related (de-) synchronization which is inversely related to band power.
- Wavelet transform (WT) that is a better suited technique for analysis of sudden short duration signal alterations.
- Singular Value Deconvolution (SVD) for the examination of singular spectrum. A feature extracted from this analysis is Singular Value Deconvolution Entropy [59].

There are various available software programs or packages, open source or commercial, for EEG signal analysis, such as PyEEG [60], eegkit package for R [61] and BIOPAC.

**Machine Learning (ML) Techniques**

Most of the existing work implementing machine learning algorithms for the detection and prediction of stress use HRV or EDA/GSR signal as their collection does not demand intrusive methods and they provide relatively solid information about stress levels [62]. Shatte et al. (2019) [63] provide in their review an extensive list of machine learning techniques used for stress detection, prediction or assessment. Another interesting study [64] presents a brief overview of biosignals used in stress detection as well as machine learning classifiers used to characterize stress levels. An extensive review was devised by Elzeiny and Qaraqe [65] reporting on ML techniques implemented for the automated detection of stress and the identification of stimulus. An interesting aspect that is revealed in this work is the different classification approaches. Depending on the application, the target group or the selected features (input to machine learning algorithms), the stress levels are distinguished either with a binary logic (stress or no stress) or in several (more than two) levels. The ambiguity of these approaches reflects the diversity of the desired targets of each system as well as the biased direction induced by the way the research teams define stress.

There are two ways for a machine to learn: supervised and unsupervised learning. The difference between the pattern recognition technique of the two approaches is whether the input data is labeled (supervised) or not (unsupervised). Models of both approaches have been reported in literature regarding stress recognition.

The supervised model of support-vector machine (SVM) has been implemented in various studies as well as logistic regression (LR), using as training data mainly HRV signal that was obtained either from databases of clinical data or from commercial sensors used integrated in the systems [66-69]. Elgendi and Menon [70] used both unsupervised and supervised ML techniques to assess stress, getting the result that ECG signal marks as the most reliable biomarker of stress among the tested signals (EMG, GSR, HR, RSP). An interesting fact about this work is the combination of three unsupervised ML approaches, namely principal component analysis, connectivity-based clustering and K-means clustering.

Specifically, the most common ML methods used in signal classification for stress detection or assessment are [71]:

- Logistic Regression (LR) where the probability of the classification in stress or rest state is determined by weighed features;
- Support-Vector Machine (SVM) that examines the existence of an optimal hyperplane to distinct the input data based on selected analysis features;
- Decision Trees (DT) that are based on hierarchical partitioning. The algorithm moves along the nodes’ paths that represent observations about a certain item to conclude its target value. This technique is very attractive because of its intelligibility and simplicity;
- Random Forests (RF) that constitute a combination of DT where each tree is modulated using a random selection of data and features;
- Bayesian Networks (BN) that are directed acyclic graphs with nodes that embody variables like features and stress levels and edges depicting direct correlations between the nodes. BN can be static or dynamic.
Other machine learning techniques reported are k-Nearest Neighbours (kNN), Linear Discriminant Analysis (LDA), Hidden Markov Model (HMM) and Artificial Neural Network (ANN) [64].

3- Implementation of the Analysis Methods

Various approaches are reported for the management and process of physiological signals that could be biomarkers of stress. Hou et al. (2015) [31] present a methodology/algorithm for extracting specific characteristics from the EEG to detect three conditions: emotional charge, mental overload and stress detection/monitoring. They use modern technology of portable encephalogram devices and existing literature to associate specific characteristics of the EEG with specific situations, but without giving clear answers. The system is completed by developing software to view and analyze the detected levels of each of the intended mental/psychological situations. In the above work, an experiment was conducted to identify stress to study the association between overload, emotion and stress. Based on the results of the experiment, they propose a new approach to stress detection that uses the idea of combining recognized states of emotion and overload. Depending on the category to which these two situations fall, a conclusion is drawn about the level of stress in the subject. It is then followed by a corresponding visualization in software developed for the purposes of research.

Nakashima et al. (2015) [72] attempt to form a framework for detecting stress during daily work activity. In their experiment they try to combine the extracted characteristics of various physiological signals from commercial portable sensors and discuss their ability to draw safe and effective conclusions. Stroop Test was used as a method of stress stimulation, and in addition to the BVP and EDA physiological signal collection sensors, pressure distribution sensors (in the seat, back and legs) and an eye position detection sensor were used. The conclusions state that indeed the combination of a series of physiological signals contributes to the formation of a fuller picture of the state of stress, even if the correlation between them and/or the most appropriate combination has not been systematically tested.

Sriramprakash et al. (2017) [73] conducted a study in an effort to determine the best possible categorization and the best possible characteristic of physiological signals for stress detection in workers. The study’s measurements focused on collecting signals related to cardiovascular and electrodermal activity. Their conclusions suggest that the time and frequency analysis of HR, HRV and GSR can extract specific characteristics and information that are sufficient to predict stress in the working environment. Cho et al. (2017) [74] attempted to implement a Kernel-Based Extreme Learning Machine analysis technique from PPG, EDA, SKT signals collected during experiments and after analysis. This analysis includes the detection of peak features and HRV derivatives from PPG. Their machine learning algorithm aimed at the correct classification of the collected signals in five different categories that indicated stress levels. After a stress inducing experiment, they concluded that the selected biosignals, their processing methods and the machine learning algorithm gave optimistic results about the precise detection and classification of stress levels. Minguillon et al. (2018) [75] proposed the collection and statistical analysis of a multitude of signals for stress level characterization (EEG, ECG, EMG, GSR) summarizing the existing literature.

Particularly notable is the approach presented by Borthakur (2020) [19] on the analysis of cardiac and respiratory signals with the aim of optimized stress level characterization. The approach focused mainly at the process of HRV signal: the standard deviation of NN intervals, low frequency power and high frequency power were analyzed implementing time domain and frequency domain analysis. Moreover, thorough statistical analysis was performed to examine the level of correlation between the analyzed signals and their capability to indicate stress. A similar work [76] describes a process of analyzing and extracting features of PPG and EDA signals, while developing a machine learning algorithm to categorize the stress levels of the participants in the experiment. Time domain and frequency domain features of HRV and EDA were calculated underlining the significance of these two signals in the attempt to detect and characterize stress.

Another interesting work presents a power spectrum analysis and heatmap topology approach as a processing method for EEG signal in order to capture neural activity before and after a sustainable relaxation technique. The analysis focuses on the observed changes in brain rhythms [77]. A number of activation exercises were implemented at the experiment phase to observe and better validate the extracted conclusions. EEG and EDA signals were also analyzed in the work of Saitis and Kalimeri [59] aiming at the classification of stressful environments. For EEG power and singular spectrum analyses were performed for the extraction of specific features like relative power, spectral entropy, and frontal asymmetry. A deconvolution method was implemented for EDA signal to distinct between tonic and phasic components that were further analyzed. Finally, EDA signal was also examined in the work of Siirtola [78] that aimed at continuous stress detection with the use of a wearable commercial sensor. The classification of stress levels was based on a machine learning algorithm that used an open data set to be trained.

4- Results and Discussion

In general, the proposed approaches and the methods developed revolve around specific physiological signals. The discussion is more about finding the best way to manage them to extract characteristics that can give accurate information about stress levels and characterize them with corresponding accuracy. Ultimately, the authors, through the
results of the review, suggest that one of the best ways to measure and evaluate stress status is to collect and analyze a combination of physiological signals, as well as that the most appropriate physiological signals for stress determination are the extracted signals of ECG, confidently improving the identification level by collecting and analyzing additional signals. The most common combination of biosignals is HR, HRV and RSP, with an increasing interest towards the inclusion of GSR/EDA and its combination with ECG derived features like HRV. The last seems to have attracted the attention of research community and various metrics have been studied regarding their relation with stress levels. EEG signal has also been widely studied and implemented for stress recognition, but its combination with other signals is limited because of the challenging acquisition in daily life environments. However, there is no definite result that indicates the existence of a gold standard combination of biosignals. Machine learning techniques are applied to categorize stress levels based on previous signal analysis, while for most systems the selection of reference signals is made having in mind the need for easier and more immediate implementation in real life.

5- Conclusion

The overviewed field has proven challenging and demanding, studied for years, and yet lacking a robust, concrete framework. The technological advance and the development of increasingly sophisticated processing methods and algorithms, due to the advance of computational intelligence and power, allow the appearance of novel approaches investigating the best way to manage the stress detection/evaluation issue. Important aspects of stress should be clearly defined and stated on future works, such as the aim of each approach regarding acute or chronic stress, the classification of stress levels and the declaration of baselines towards the better categorization of stress, in order to enhance the detection/prediction accuracy of the developed systems and result in products capable to adequately manage the problems induced by stress in modern world. The present overview depicts the vast extent of research works existing in this field and the promising effort towards the development of systems and frameworks aiming at the wellbeing of modern people.

6- Abbreviations

| Acronym | Description |
|---------|-------------|
| ANN     | Artificial Neural Network |
| BN      | Bayesian Networks |
| BP      | Blood Pressure |
| BVP     | Blood Volume Pulse |
| DT      | Decision Trees |
| ECG     | Electrocardiogram |
| EDA     | Electrodermal Activity |
| EEG     | Electroencephalogram |
| EMG     | Electromyogram |
| FT      | Fourier Transform |
| SKT     | Skin Temperature |
| SVM     | Support-Vector Machine |
| WT      | Wavelet Transform |
| GSR     | Galvanic Skin Response |
| HF      | High Frequency |
| HMM     | Hidden Markov Model |
| HR      | Heart Rate |
| HRV     | Heart Rate Variability |
| IBI     | Inter Beat Interval |
| IBI     | Inter Beat Interval |
| kNN     | k-Nearest Neighbours |
| LDA     | Linear Discriminant Analysis |
| LF      | Low Frequency |
| LR      | Logistic Regression |
| STFT    | Short-Term Fourier Transform |
| ULF     | Ultra-Low-Frequency |
| VLF     | Very Low-Frequency |
| ML      | Machine Learning |
| pNN50   | percentage of adjacent NN intervals that differ more than 50 ms |
| PPG     | Photoplethysmogram |
| RF      | Random Forest |
| RIP     | Respiratory Inductance Plethysmogram |
| RMSSD   | Root Mean Square of the Successive Differences |
| SCL     | Skin Conductance Level |
| SCR     | Skin Conductance Response |
| SDNN    | Standard Deviation of NN intervals |
| SVD     | Singular Value Deconvolution |
| SVM     | Support-Vector Machine |
| VLF     | Very Low-Frequency |
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