Abstract—Scalable and decentralized algorithms for Cooperative Self-localization (CS) of agents, and Multi-Target Tracking (MTT) are important in many applications. In this work, we address the problem of Simultaneous Cooperative Self-localization and Multi-Target Tracking (SCS-MTT) under target data association uncertainty, i.e., the associations between measurements and target tracks are unknown. Existing CS and tracking algorithms either make the assumption of no data association uncertainty or employ a hard-decision rule for measurement-to-target associations. We propose a novel decentralized SCS-MTT method for an unknown and time-varying number of targets under association uncertainty. Marginal posterior densities for agents and targets are obtained by an efficient belief propagation (BP) based scheme while data association is handled by marginalizing over all target-to-measurement association probabilities. Decentralized single Gaussian and Gaussian mixture implementations are provided based on average consensus schemes, which require communication only with one-hop neighbors. An additional novelty is a decentralized Gibbs mechanism for efficient evaluation of the product of Gaussian mixtures. Numerical experiments show the improved CS and MTT performance compared to the conventional approach of separate localization and target tracking.

I. INTRODUCTION

NETWORKS consisting of mobile interconnected agents with different sensing capabilities are commonly found in surveillance [1], target tracking [2], intelligent transportation systems [3], [4], environmental monitoring [5] and robotics [6] applications. In GPS-denied environments and for agents with limited power, cooperative self-localization (CS) schemes that rely on inter-agent measurements become necessary. The objective of multi-target tracking (MTT) is the estimation of the trajectories of an unknown and time-varying number of targets. At any time instant, the sensors of an agent produce two kinds of measurements: inter-agent measurements - by observing other agents in proximity, and target measurements - by observing the targets that are within the measurement range of the agent. Due to the collaborative nature of CS, the inter-agent measurements are unambiguous, i.e., the identity of the neighboring agent is known for each inter-agent measurement. On the other hand, targets are non-cooperative and the measurement-to-target associations are not known. Clutter and missed detections also affect the target measurement set.

In [7], CS is achieved via the SPAWN (Sum-Product Algorithm over a Wireless Network) method which relies on Belief Propagation (BP) [8], [9] for an efficient evaluation of marginal agent posterior densities. The factorization of a joint posterior density is leveraged by BP to efficiently compute marginals. Techniques that address MTT under association uncertainty can be classified as hard (finding the most likely association map) [10], [11] and soft or marginal-based (computing the target state marginal distribution over all measurement-to-target associations) [12]. MTT with multiple static agents is addressed in [13], [14], [15], [16] and [17].

In [18], an iterative BP message-passing method is proposed for simultaneous cooperative self-localization and target tracking. That is, the target measurements are used for CS in addition to the inter-agent measurements. State inference for both the agents and targets benefits from the exchange of probabilistic information between the CS and tracking tasks. However, the number of targets is assumed fixed and known in [18]. In addition, perfect association between measurements and targets is assumed known at each agent. These two assumptions are relaxed in [16], which employs the BP message passing approach of [19], [20] to compute marginal measurement-to-target association probabilities followed by marginal target densities. However, the algorithm is centralized and without sensor self-localization. For a general overview of BP-based methods for MTT, we refer the reader to [21]. Methods in both [18] and [16] rely on particle representations of agent and target probability densities and the BP messages. Particle filters (PF) [22] are methods for sequential estimation of the state vector in highly non-linear and/or non-Gaussian state systems. However, the computational and communication requirements of PF-based methods can be quite high.

A simultaneous CS-MTT (SCS-MTT) method for intelligent transportation systems was proposed in [23], where a MAP rule is employed to select the measurement-to-target associations with the highest marginal probabilities. Additionally, a decentralized single Gaussian implementation is given in [24], a centralized BP method for agent localization is proposed, which only uses target measurements. The number of targets is assumed known. This is extended in [25], where the number of targets is unknown. The agents can exchange their location information as well as the target measurements to assist each other. A BP-based method for CS is proposed in [26] where association uncertainty is considered for the inter-agent measurements. BP-based methods for SCS-MTT under measurement and/or dynamic model uncertainties were proposed in [27] and [28]. In [29], we proposed a centralized
PF implementation of a SCS-MTT filter for an unknown and time-varying number of targets and in the presence of association uncertainty for target measurements.

A. Our Contributions

We propose an efficient, decentralized BP message passing based algorithm for simultaneous cooperative self-localization (of mobile agents) and multi-target tracking (SCS-MTT), under measurement-to-target association uncertainty, extending the work in [16] and [18]. As in [16], the data association problem is solved using an iterative BP-based approach [19]. Unlike [25], target measurements are not shared across agents.

The factor graph of the joint posterior over agent and target states has cycles and several message orderings are possible. The novelty of our contribution also lies in the ordering of messages that ensures a reduced amount of data exchange over the network. Additional novelties are our decentralized Gaussian-based (DG) and decentralized Gaussian-Mixture based (DGM) implementations of the algorithm in DG-SCS-MTT and DGM-SCS-MTT filters respectively. The filters achieve network-wide consensus over the target beliefs, i.e., over the means, covariance matrices and component weights of the Gaussian Mixture (GM). For most kinematic tracking applications, the communication loads of DG-SCS-MTT and DGM-SCS-MTT are significantly smaller than the PF implementations.

Computing the target belief by marginalizing over all the possible associations leads to a GM even when the target prior is a Gaussian density. Hence, the DG-SCS-MTT filter employs a moment matching approach to approximate the resulting GM target belief with a single Gaussian. In case of GMs, the mixture weights of the Gaussian Mixture (GM) is a Gaussian density. Hence, the DG-SCS-MTT filter employs a moment matching approach to approximate the resulting state vector of the resulting product. In parallel, the agents sample local Gaussian components followed by a synchronization step where a consensus is reached among the agents regarding the parameters of the resulting product component.

The paper is organized as follows. The system model and notation is discussed in Section II, followed by the proposed SCS-MTT filter in Section III. The decentralized Gaussian-mixture and single Gaussian implementations are given in Sections IV and V respectively. We present the simulation results in Section VI, followed by conclusion in Section VII.

II. SYSTEM MODEL AND NOTATION

The notations, assumptions, and the resulting system model are presented in the following sections. The system model is essentially a combination of the system models in [16], [18]. Therefore, a lot of notation is also borrowed from [16], [18].

A. Notation

1) Agent and target states: For $a,b \in \mathbb{N}$, we denote with $[a:b]$ the set of positive integers $\{a,a+1, \ldots, b\}$. We denote the set of agents by $A \triangleq [1 : S]$, and the set of Potential Targets (PTs) by $T \triangleq [1 : K]$, where $K$ is the maximum possible number of PTs present. The state of agent $s$ at time $n$ is denoted by $y_{n,s} \in \mathbb{R}^{d_x}$.

PT $k \in T$ is described at time $n$, by state $x_{n,k} \in \mathbb{R}^{d}$ along-side a binary variable, $r_{n,k}$, that indicates its existence at time $n$ ($r_{n,k} = 1$ for presence, 0 for absence). The time-varying number of targets is accounted for via the variables $\{r_{n,k}\}$ while target existence can be inferred from the probability density function $Pr(r_{n,k} = 1)$. We further define the joint state vector of all the PTs at time $n$, $x_n = [x_{n,1}^T, \ldots, x_{n,K}^T]^T$, and the across-time vector, $x = [x_0^T, \ldots, x_n^T]$. In an analogous manner, we introduce the joint vectors at time $n$, $r_n$ and $y_n$, and across-time vectors $r$ and $y$. Let $\tilde{x}_n = [\tilde{x}_{n,k}^T, r_{n,k}]^T$ be the augmented state vector for PT $k$ at time $n$. We also define $\tilde{x}_n = [x_n^T, r_n^T]$ and $\tilde{x} = [x^T, r^T]$. In addition, we introduce the notation $f(\cdot) = \frac{d}{dx}f(x_n) \triangleq \sum_{r_{n,k} \in \{0,1\}} f(\cdot)dx_{n,k}$. If $f(\tilde{x}_n) \equiv f(x_{n,k}, r_{n,k})$ is the augmented state probability density for PT $k$, then the probability of existence at time $n$ is $P_{n,k} \triangleq Pr(r_{n,k} = 1) = \int f(x_{n,k}, 1)dx_{n,k}$.

2) Inter-agent Measurements: For agent $s$, let $\mathcal{A}_{n,s} \subseteq A$ denote the set of its neighboring agents, i.e., agents that are within its inter-agent measurement range, at time $n$. Let $w_{s,n} \in \mathbb{R}^{d_w}$ be the measurement that agent $s$ makes with respect to the neighboring agent $\ell \in \mathcal{A}_{n,s}$, at time $n$. The inter-agent measurement likelihood is denoted as $f(w_{s,n} | y_{n,s}, y_{n,\ell})$. The stacked vector of the inter-agent measurements at agent $s$ at time $n$ is denoted by $w_{s,n}$. Let $w_n \triangleq [w_{1,n}^T, \ldots, w_{S,n}^T]^T$ and $w \triangleq [w_1^T, \ldots, w_S^T]^T$.

3) Target Measurements: Agent $s$ observes a subset $T_{n,s} \subset T$ of PTs that are within its target-measurement range. We also define the set of agents observing PT $k$ at time $n$ as $\mathcal{A}_{n,k} = \{s' \in A : k \in T_{n,s'}\}$. Since targets are non-cooperative, the collection of target measurements suffers from missed detections, clutter and association uncertainty. Let $M_{n,s}^n$ be the number of target measurements gathered by agent $s$ at time $n$. Let $z_{n}^s = [(z_{n,1}^s)^T, \ldots, (z_{n,M_{n,s}^n})^T]^T$ be an arbitrarily ordered collection of these measurements, with $z_{n,m}^s \in \mathbb{R}^{d_z}$ for all $m \in M_{n,s}^n \triangleq [1 : M_{n,s}^n]$. Furthermore, let $z_n = [(z_1^T)^T, \ldots, (z_{M_{n,s}^n}^T)^T]^T$, $z \triangleq [(z_1)^T, \ldots, (z_{M_{n,s}^n})^T]^T$, $m_n = [M_{n,1}^n \cdots M_{n,m}^n]^T$ and $m = [m_1^T, \ldots, m_{M_{n,s}^n}]^T$. The likelihood of measurement $z_{n,m}^s$ made by agent $s$, if it corresponds to PT $k$ is $f(z_n^s | y_{n,s}, x_{n,k})$. A PT $x_{n,k}$ is detected by agent $s$ with probability $P_{n,k}^s(x_{n,k})$. Finally, $\hat{z}_n^s$ also contains clutter measurements, independently sampled from a Poisson point process. The rate of clutter points is $\lambda_n^s$ and their probability distribution is $f_{\lambda_n^s}(z)$, for measurement $z$.

B. Assumptions

Our assumptions in this work stem from [16], [18] and are provided in the following:
(A1) Agent and target states are a priori independent and evolve independently in time according to Markov processes.

(A2) The communication graph $G_n$ that spans the decentralized network of agents is connected at all times and the communication links between the agents are bidirectional.

(A3) Given the current agent states $y_n$ and augmented target states $\tilde{x}_n$, the measurements $w_n$ and $z_n$ are conditionally independent of past $w_{1:n-1}$ and future $w_{n+1:}\infty$ measurements, i.e.,

$$f(w_n, z_n | w_{1:n-1}, z_{n+1:}\infty, y_n, x_n) = f(w_n | z_n, y_n, x_n).$$

(A4) Current agent states $y_n$ and target states $x_n, \tilde{x}_n$, are conditionally independent of all the past measurements $w_{0:n-1}, z_{0:n-1}$ given the previous states $y_{n-1}$ and $\tilde{x}_{n-1}$.

(A5) Given $y_n$, the inter-agent measurements $w_{s,\ell}$ and $w_{s',\ell'}$ are conditionally independent if $(s, \ell) \neq (s', \ell')$.

(A6) Given $y_n$ and $\tilde{x}_n$, the target and agent measurements $z_n$ and $w_n$ are conditionally independent and furthermore

$$f(w_n, z_n | y_n, \tilde{x}_n) = f(w_n | z_n, y_n, \tilde{x}_n).$$

(A7) At any time $n$, an existing target can generate at most one measurement at any agent, and any target measurement at an agent is generated by at most one existing target.

The detection process is independent for different targets and across different agents.

(A8) Target measurements $z_n$ suffer from origin uncertainty, i.e., the associations between the individual measurements of $z_n$ and the PT $x_n$ are unknown. Some measurements are due to clutter and some PTs are not detected.

(A9) Inter-agent measurements do not suffer from origin uncertainty. Agent $s$ knows that measurement $w_{s,\ell}$ originates from agent $\ell \in A_{n,s}$ and the inter-agent measurement links are bidirectional, i.e., $\ell \in A_{n,s} \Leftrightarrow s \in A_{n,\ell}$ for $s, \ell \in S$.

(A10) Each agent knows its own prior and dynamic model and the priors and dynamic models of all PTs. All agents have synchronized internal clocks.

The SPAWN approach [7] addresses the problem of self-localization without MTT. In [18], a perfect knowledge of the target-to-measurement associations is assumed. Also, the number of targets is known and time-invariant. In [16], these assumptions are removed, but the agents have perfect knowledge of their positions, i.e., fixed sensors case. In this work, we extend [13] by relaxing the assumption of known origins of target measurements, and accommodate an unknown, time-varying number of targets as in [16].

### C. System Model

Under assumption (A1), we denote the agent transition densities with $f(y_{n,s} | y_{n-1,s})$ for $s$. For PT $k$, the transition kernel $f(x_n, k | x_{n-1, k}) = f(x_n, k | x_{n-1, k}, r_{n-1, k})$ accounts for target birth, death and evolution (in case of survival) as listed in Table 1. The dynamic kernel is a function of the indicator variable $r_{n,k}$. Here, $P_{B,n,k}$ is the birth probability, $f_b(x_{n,k})$ is the birth pdf, $P_{S,n,k}$ is the survival probability, and $f(x_{n,k} | x_{n-1, k})$ is the state transition pdf. Under assumption (A1), the joint pdf of $[y^n, x^n, y_0^n, x_0^n]$ given by

$$f(y, x, y_0, x_0) = \prod_{n=1}^{N} f(y_{0,n}) \prod_{n'=1}^{n} f(y_{n',s} | y_{n'-1,s}) \times \prod_{k=1}^{K} f(x_{0,k}) \prod_{n'=1}^{n} f(x_{n',k} | x_{n'-1,k}).$$

To solve the data association problem of assumption (A8), i.e., finding the associations between measurements and PTs, we use the redundant formulation of association variables proposed in [19]. Target-oriented association variables define the PT-measurement associations at sensor $s$ at time $n$:

$$a_{n,k} \triangleq \begin{cases} m \in M_{n,s} & \text{PT } k \text{ generated } z_{n,m}^s \text{ at time } n, \\ 0 & \text{PT } k \text{ is not detected at time } n. \end{cases}$$

The measurement-oriented association variables are

$$b_{n,m} \triangleq \begin{cases} k \in K & \text{PT } k \text{ generated } z_{n,m}^s \text{ at time } n, \\ 0 & \text{PT } m \text{ is a clutter measurement.} \end{cases}$$

Further, we define stacked vectors of association variables:

$$a_n^s \triangleq [a_{n,1}^s, \cdots, a_{n,K}^s]^T, \ a_n \triangleq [(a_n^1)^T, \cdots, (a_n^K)^T]^T, \ b_n \triangleq [b_{n,1}^s, \cdots, b_{n,M}^s]^T, \ b_n \triangleq [(b_n^1)^T, \cdots, (b_n^K)^T]^T, b_n \triangleq [b_{n,1}^1, \cdots, b_{n,K}^1]^T.$$

Note that $a_n$ and $b_n$ are redundant, meaning one can be derived from the other. We define the indicator function $\Psi(a_n, b_n)$

$$\Psi(a_n^s, b_n^s) \triangleq \begin{cases} 0 & \text{if } a_{n,k}^s = m \text{ and } b_{n,m}^s \neq k, \\ 1 & \text{otherwise} \end{cases}$$

where $\{\Psi(a_n^s, b_n^s)\}_{k,m}$ collectively enforce the association variables $a_n^s$ and $b_n^s$ to be consistent [19]. Under the assumptions (A3-A9), the joint measurement likelihood becomes

$$f(z, \omega | y, x, a, m) = f(w | y) f (z | y, x, a, m) = \prod_{n'=1}^{N} \prod_{\ell \in A_{n',s}} f(z_{n',s}^m | y_{n',s}, x_{n',s}^m, M_n^s) \prod_{\ell \in A_{n',s}} f(w_{s,\ell} | y_{n',s}, y_{n',\ell}).$$

Since under assumption (A7) each measurement is caused by a target or clutter, the target measurement likelihood further factorizes as

$$f(z_n^s | y_{n,s}, x_{n}^s, a_n^s, M_n^s) = \prod_{m:b_{n,m}^s=k} f_{M_n^s} \left( z_n^s | x_{n,k}, y_{n,s} \right) \times \prod_{m:b_{n,m}^s=0} f_{M_n^s} \left( z_n^s \right)$$



| $r_{n-1,k}$ | $r_{n,k}$ | $f(X_{n,k}, r_{n,k} | X_{n-1,k}, r_{n-1,k})$ |
|-------------|-------------|--------------------------------------------------|
| 0 | 1 | $P_{B,n,k} f_b(x_{n,k})$ |
| 0 | 0 | $(1 - P_{B,n,k}) f_D(x_{n,k})$ |
| 1 | 0 | $(1 - P_{S,n,k}) f_D(x_{n,k})$ |
| 1 | 1 | $P_{S,n,k} f_D(x_{n,k})$ |
where the normalization factor depends only on $f_{n,s}^A(\cdot)$, hence only on the measurements $z_n^a$. For $m \in M_n^s$,
\[
g_k(x_{n,k}, r_{n,k} = 1, y_{n,s}, a_{n,k}^s = m; z_n^a) = \frac{f(z_{n,m}^a|x_{n,k}, y_{n,s})}{f_{n,s}^A(z_{n,m}^a)}
\]
while $g_k(x_{n,k}, r_{n,k} = 1, y_{n,s}, a_{n,k}^s = 0; z_n^a) = 1$. For absent targets ($r_{n,k} = 0$), $g_k(x_{n,k}, r_{n,k} = 0, y_{n,s}, a_{n,k}^s = m; z_n^a) = 1, \forall m = 0, \ldots, M_n^s$.

The association variables $a$, $b$, and the number of measurements $m$ are assumed conditionally independent across time and across agents, given the states of agents and targets. Thus, the joint distribution of association variables and the number of measurements, factorizes as
\[
p(a, b, m|y, \tilde{x}) = \prod_{n'=1}^n \prod_{s=1}^S p(a_{n,k}^s, b_{n,k}^s, M_{n'}^s|y_{n',s}, \tilde{x}_{n'}^s) \tag{9}
\]
where the normalization constant depends only on the clutter rate $\lambda_n^s$ and the number of measurements $m$ \cite{32}. The term $h_k(\cdot)$ is defined as
\[
h_k(x_{n,k}, 1, a_{n,k}^s, y_{n,s}) = \begin{cases} \frac{P^s_n(x_{n,k})}{\lambda_n^s}, & \text{if } a_{n,k}^s \in M_n^s \\ 1 - P^s_n(x_{n,k}), & \text{if } a_{n,k}^s = 0 \end{cases} \tag{10}
\]
and $h_k(x_{n,k}, r_{n,k} = 0, a_{n,k}^s, y_{n,s}) = 1(a_{n,k}^s)$ where $1(a) = 1$ if $a = 0$ and $1(a) = 0$ otherwise. $\Psi(\cdot, \cdot)$ is defined in \cite{4}.

### III. THE SCS-MTT FILTER

We perform agent and target state inference using the marginal posterior densities. These are obtained from the joint posterior density using the following factorization, which is derived by extending analogous results in \cite{16} and \cite{18}.

**Lemma III.1.** The joint posterior density of all the agent and PT states, given inter-agent and target measurements, up to time $n$, admits the factorization
\[
f(y, \tilde{x}, a, b; z, w) \propto \prod_{k=1}^K \sum_{n=1}^S f(\tilde{x}_{0,k}) \prod_{n'=1}^n f(\tilde{x}_{n',k}|\tilde{x}_{n'-1,k}) \prod_{s=1}^S \left\{ \sum_{n'_{s}=1}^{n_{s}} f(y_{n',s}|y_{n'-1,s}) \prod_{\ell \in A_{n',s}} f(w_{\ell,n',s}|y_{n',s}, y_{\ell,n'}^{\ell}) \right\} \prod_{k=1}^K \sum_{m=1}^{M_{n'}^s} \Psi(a_{n,k}^s, b_{n,k}^s; m) \prod_{s=1}^S \left\{ \frac{P^s_D(x_{n,k})f(z_{n,m}^a|x_{n,k}, y_{n,s})}{\lambda_n^s f_{n,s}^A(z_{n,m}^a)} \right\} \sum_{n'_{s}=1}^{n_{s}} \prod_{m=1}^{M_{n'}^s} \left\{ \begin{array}{ll} \frac{P^s_D(x_{n,k})f(z_{n,m}^a|x_{n,k}, y_{n,s})}{\lambda_n^s f_{n,s}^A(z_{n,m}^a)}, & \text{if } a_{n,k}^s = m \neq 0 \\ 1 - P^s_D(x_{n,k}), & \text{if } a_{n,k}^s = 0 \end{array} \right\} \tag{11}
\]

where $v_{k}^s(\tilde{x}_{n',k}, a_{n,k}^s, b_{n,k}^s; y_{n,s}'; z_{n'}^s)$, $\lambda_n^s f_{n,s}^A(z_{n,m}^a)$, and $P^s_D(x_{n,k})f(z_{n,m}^a|x_{n,k}, y_{n,s})$ depend on the number of measurements $m$.

**Proof.** Note that the number of target measurements $M_n^s$ becomes fixed when conditioning on $z_n^a$. Applying Bayes’ rule
\[
f(y, x, r, a, b; z, w) = f(y, x, r, a, b; m|z, w) \tag{12}
\]
where (i) represents the joint distribution of the agent and target states up to time $n$; (ii) represents the data association and detection of the targets given the agent and augmented target states \cite{9}, \cite{10}; and (iii) represents the joint measurement likelihood, given the states of all the agents and targets, and their data association relationships \cite{5}, \cite{8}. Substituting the expressions for (i) – (iii) into \cite{32}, and defining $v(\tilde{x}_{n,k}, a_{n,k}^s, y_{n,s}; z_{n}^a) \triangleq h_k(x_{n,k}, a_{n,k}^s, y_{n,s}) \times g_k(x_{n,k}, a_{n,k}^s, y_{n,s}; z_{n}^a)$, we obtain \cite{11}.

The marginals associated with \cite{11} can be efficiently computed via BP algorithms that exploit the structure embedded in its factorization. The factor graph corresponding to \cite{11} for a fixed time step $n$ is shown in Figure 1. This factor graph represents a combination of the factor graph containing the agent and target states from \cite{18} Figure 2 and the factor graph corresponding to target measurement uncertainty of \cite{16}.

**A. The SCS-MTT filter: the BP message passing scheme**

In this section, we describe our proposed message passing algorithm for inferring the marginal densities of targets $b(\tilde{x}_{n,k})$ and agents $b(y_{n,s})$ at time $n$ corresponding to the joint density of \cite{11}. For an introduction to BP, the reader is directed to \cite{9}. Since the factor graph of Figure 1 has cycles, multiple message ordering schemes exist. Similar to \cite{16}, we assume that: (i) messages are not sent backward in time, and (ii) marginal association probabilities are evaluated via BP at each agent.

At each beginning of time step $n$, using the agent belief $b(y_{n-1,s})$ from the previous time step, agent $s$ computes the prediction message $\phi_{n-1}(y_{n,s})$ given by
\[
\phi_{n-1}(y_{n,s}) = \int f(y_{n,s}|y_{n-1,s}) b(y_{n-1,s}) dy_{n-1,s}. \tag{13}
\]

Additionally, each agent also computes locally, the predicted messages $\alpha_{n-1}(x_{n,k}, y_{n,s})$ for all PTK $k \in T$, using the target state beliefs at the previous time step $b(\tilde{x}_{n-1,k})$
\[
\alpha_{n-1}(\tilde{x}_{n,k}) = \int f(\tilde{x}_{n,k}|\tilde{x}_{n-1,k}) b(\tilde{x}_{n-1,k}) d\tilde{x}_{n-1,k}. \tag{14}
\]

where the transition density $f(\tilde{x}_{n,k}|\tilde{x}_{n-1,k})$ (Table I) incorporates target birth and death in addition to its kinematic model. Note that \cite{13}–\cite{14} correspond to the Chapman–Kolmogorov equations in the prediction step of the recursive Bayesian filters and incorporate the agent and target dynamic models.

Before the start of the message passing scheme, the agent beliefs at the current time-step $b(y_{n,s})$ are initialized with the predicted beliefs $\phi_{n-1}(y_{n,s}), \forall s \in S$. Synchronously and in parallel, the agents run the iterative message passing scheme, referred to as the outer BP loop in Algorithm 1. Each agent $s$ executes the loop $P$ times. Subsequently, we present the BP outer-loop messages in the order in which they are evaluated in Algorithm 1 while also indicating the corresponding nodes and messages in the factor graph of Figure 1.
At the beginning of an outer loop, each agent broadcasts its belief \( b(y_{n,s}) \) to its neighboring agents \( \ell \in A_{n,s} \) (see the arrows coming out of \( y_s, y_{\ell} \) in Figure 1). The time subscript will be dropped for the rest of this section since all subsequent messages only involve variables at time \( n \). We shall use the term “target” generically, and “PT” when referring to a specific potential target \( k \). We present the expressions of different BP messages involving agent \( s \).

The current beliefs \( b(y_{\ell}) \) of neighboring agents \( \ell \in A_{n,s} \) are broadcast, and received at agent \( s \). Next, agent \( s \) computes the likelihood messages \( \Phi_{\ell \rightarrow s} \) (line 8 Algorithm 1) using

\[
\Phi_{\ell \rightarrow s}(y_s) = \int f(w_{s,\ell}(y_s, y_\ell)) b(y_\ell) dy_\ell. 
\]

By marginalizing over the state of agent \( \ell \), the message \( \Phi_{\ell \rightarrow s} \) represents the likelihood of agent \( s \) for the measurement \( w_{s,\ell} \) taken by agent \( s \) with respect to agent \( \ell \). This is followed by locally computing the single-target association weights \( \beta_k^s(a_k^s = m) \) between the local measurements \( z_k^n \) (at agent \( s \)) and the target set \( K \). For all the PTs \( k \in K \) and \( m \in \{0, \ldots, M^s\} \), these weights \( \beta_k^s(a_k^s = m) \) (line 9 in Algorithm 1) and in Figure 1 are given as

\[
\beta_k^s(a_k^s = m) = \int v_{\ell}^s(z_k, a_k^s, y_s; z^*) \delta_k^s(\theta_k^s(y_s)) d\theta_k^s d y_s \\
= \left\{ \begin{array}{ll}
P_D^k(x_k) f(z_k^n | y_s, x_k) \delta_k^s(\theta_k^s(y_s)) d\theta_k^s d y_s & \text{if } m \neq 0 \\
1 - P_D^k(x_k) \delta_k^s(\theta_k^s(y_s)) d\theta_k^s d y_s & \text{if } m = 0
\end{array} \right.
\]

(16)

for \( k \in T_s \), and \( \beta_k^s(m) = 0 \) for \( k \notin T_s \) and \( \forall m \). At the first iteration of the outer BP-loop, we initialize the messages as \( \delta_k^s(\theta_k^s) = \alpha_{\rightarrow n}(\theta_k^s) \) and \( \theta_k^s(y_s) = \theta_{\rightarrow n}(y_s) \). In other words, the association weights in the first outer loop iteration are estimated by marginalizing with respect to the predicted agent and target densities.

Next, these weights \( \{\beta_k^s(m)\} \) are used to evaluate the messages \( \{\eta_k^s(m)\} \) (line 10 in Algorithm 1 and 2 in Figure 1). This is achieved by a second, inner BP loop which involves message exchanges between the local association variables \( a_k^s \) and \( b_k^s \) of agent \( s \) \([19]\). Similar to other track-oriented marginal filters such as the JPDAF \([12]\), the SCS-MTT filter evaluates the single-target association weights \( \beta_k^s \) followed by an efficient BP evaluation of the marginal association probabilities. Additionally in SCS-MTT, the uncertainty in the position of agent \( s \) is accounted for in \( \beta_k^s \) by marginalizing over the message \( \theta_k^s \).

The \( \eta_k^s \) messages are subsequently used to evaluate the likelihood messages \( \Lambda_k^s(y_s) \) (line 11 in Algorithm 1 and 3 in Figure 1), sent from the factor node \( v_{\ell}^s \) of each PT \( k \in T_s \), to the agent state node \( y_s \).

\[
\Lambda_k^s(y_s) = \sum_{m=0}^{M^s} \int v_{\ell}^s(z_k, m, y_s; z_m^s) \eta_k^s(m) \delta_k^s(\theta_k^s(y_s)) d\theta_k^s d y_s \\
= \sum_{m=1}^{M^s} \frac{f_D^k(x_k|x_k)}{1 - f_D^k(x_k)} \int P_D^k(x_k) \delta_k^s(\theta_k^s(y_s)) d\theta_k^s d y_s \\
+ \eta_k^s(0) \cdot \left[ 1 - \int P_D^k(x_k) \delta_k^s(\theta_k^s(y_s)) d\theta_k^s d y_s \right].
\]

(17)

The message \( \Lambda_k^s(y_s) \) can be seen as a likelihood function for the target measurements made by sensor \( s \) which also
incorporates the target position uncertainty, via $\theta^k_s(\tilde{x}_k)$, and
association uncertainty, via $\gamma^k_s(a^k_s)$. The updated belief for
agent $s$ can now be evaluated in a Bayesian manner, that is, by
multiplying the predicted message $\alpha_{\rightarrow n}(y_s)$ (i.e., prior) with
the inter-agent likelihood messages $\Phi_{\ell \rightarrow s}(y_s)$ for all $\ell \in A_s$ and
agent-to-target likelihood messages $\Lambda^k_s \forall k \in T_s$. More specifically
the updated agent belief (line 13 in Algorithm 1) is given as

$$b(y_s) \propto \alpha_{\rightarrow n}(y_s) \prod_{\ell \in A_s} \Phi_{\ell \rightarrow s}(y_s) \prod_{k \in T_s} \Lambda^k_s(y_s) \quad (18)$$

and normalized as $\int b(y_s)dy_s = 1$ in order to represent an
approximation to the agent posterior probability density. Note that the product of agent-to-target likelihood messages $\Lambda^k_s \forall k \in T_s$ in (18) represents the probabilistic transfer of information from target tracking to agent localization. In contrast, for separate localization and MTT algorithms, there are no agent-to-target likelihood messages $\Lambda^k_s$ in the agent belief as probabilistic information is only passed down from the agents to the targets. Thus, the messages $\Lambda^k_s \forall k \in T_s$ lead SCS-MTT methods to improved agent localization as compared to separate localization and MTT methods.

Next, using the updated agent belief computed in (18), the message $\theta^k_s(y_s)$ (line 15 in Algorithm 1 and 4 in Figure 1), sent from $y_s$ to factor node $\nu^k_s \forall k \in T_s$ is computed as

$$\theta^k_s(y_s) \propto \alpha_{\rightarrow n}(y_s) \prod_{\ell \in A_s} \Phi_{\ell \rightarrow s}(y_s) \prod_{k \in T_s} \Lambda^k_s(y_s) \quad (19)$$

and normalized, i.e., $\int \theta^k_s(y_s)dy_s = 1$. The message $\theta^k_s(y_s)$ represents the belief in the localization of agent $s$ without the benefit of PT $k$ (i.e., $\theta^k_s(y_s) \propto b(y_s)/\Lambda^k_s(y_s)$) and is referred to as the extrinsic information $\gamma^k_s$ on agent $s$, seen by PT $k$. Next, for each PT $k \in K$, the likelihood message $\gamma^k_s(x_k, r_k)$ (line 18 in Algorithm 1 and 5 in Figure 1) from factor node $\nu^k_s$ to the variable node $\tilde{x}_k$ is computed as

$$\gamma^k_s(x_k, r_k) = \sum_{m=0}^{M^\nu} \int_{v^k_s} v^k_s(x_k, r_k, y_s, z^m_s) \gamma^k_s(m) \theta^k_s(y_s)dy_s$$

if $k \in T_s$ and $\gamma^k_s(x_k, r_k) = 1$ otherwise. The message $\gamma^k_s$ represents a likelihood function for PT $k$ with respect to the measurements made by agent $s$. It accounts for the uncertainty in the position of agent $s$, via $\theta^k_s$, and the uncertainty in the association of the measurements to PT $k$, via $\gamma^k_s$. Given the messages $\gamma^k_s$ from all the agents $s \in S$, we update the target beliefs (line 20 in Algorithm 1) in a decentralized way as

$$b(x_k, r_k) \propto \alpha_{\rightarrow n}(x_k, r_k) \prod_{s \in S} \gamma^k_s(x_k, r_k) \quad (21)$$

Note that (21) involves network consensus, i.e., agent $s$ obtains $b(\tilde{x}_k)$ even if PT $k$ is not observed by agent $s$. Network consensus is implementation dependent, i.e., it depends on the representation of the messages as discrete particle sets or Gaussian mixtures. In Section IV-C and Section V we provide algorithms for GM and single Gaussian implementations. Furthermore, the target belief is normalized as $\sum_{r_k \in \{0, 1\}} \int b(x_k, r_k)dx_k = 1$. Note that (21) is reminiscent of the Bayesian multi-target update of a target with prior density $\alpha_{\rightarrow n}(x_k)$ and sensor likelihood functions $\gamma^k_s(x_k)$. Finally, for $k \in T_s$, we compute the $\delta^k_s(x_k, r_k)$ messages (6) in Figure 1 sent from $\tilde{x}_k$ to the factor node $\nu^k_s$ as

$$\delta^k_s(x_k, r_k) \propto \alpha_{\rightarrow s}(x_k, r_k) \prod_{s' \in S \text{\{s\}}} \gamma^k_{s'}(x_k, r_k) \quad (22)$$

The message $\delta^k_s(x_k, r_k)$ can be seen as the extrinsic information on the state of PT $k$ as seen by agent $s$ ($\delta^k_s(x_k, r_k) \propto b(x_k, r_k)\gamma^k_s(x_k, r_k)$). Note that (22) can be efficiently evaluated (or approximated) from the belief $b(x_k)$, hence avoiding additional network-consensus processes, as presented in Section IV-C and Section V for the case of Gaussian mixture and single Gaussian implementations. Furthermore, the message $\delta^k_s(x_k, r_k)$ is only computed if $p \neq P$. At the end of the outer iteration, i.e., when $p = P$, the agent belief $b(y_s)$ and target belief $b(x_k, r_k)$ beliefs represent estimates of their marginal probability densities for the $n$-th time step and are used as inputs for the next time step.

Note the similarities between Algorithm 1 and that of (18), with the exception that Algorithm 1 also considers association uncertainty for target measurements which requires the computation of single-target association weights $\beta^k_s$ and the execution of the inner-BP loop, as done in (16). The inner-BP loop, as shown in (19), converges to a unique fixed point. In contrast, the convergence of the overall message passing scheme (outer and inner BP loops) is not guaranteed due to the presence of loops in the factor graph of Figure 1. This can lead to overconfident beliefs, as also shown in (18), which in practice are countered by performing the outer-BP loop.
only once per time-step (i.e., $P = 1$). The proposed message passing scheme with $P = 1$ is shown in Section [VI] and in [18] to accurately localize agents and targets.

B. Agent and target inference

An MMSE estimate of the state of agent $s$ is obtained via $\hat{y}_{n,s} = \int y_s b(y_s) dy_s$, where $b(y_s)$ is the agent marginal density estimated via Algorithm [1]. Based on the estimated marginal density $b(x_k, r_k)$, PT $k$ is declared a valid target if the estimated probability of existence $P^e_{n,k} \triangleq \Pr(y_{n,k} = 1) = \int b(x_k,1) dx_k$ is greater than a specified threshold $P^e_{n,k} \geq \tau$ (in this work $\tau = 0.5$). Subsequently an MMSE state estimate is given as $x_{n,k} = \frac{1}{P_{n,k}} \int x_k b(x_k,1) dx_k$.

IV. DECENTRALIZED GAUSSIAN MIXTURE SCS-MTT FILTER

In this section, we present the Gaussian Mixture (GM) implementation of the messages of Section [III-A]. We denote a Gaussian pdf over $x \in \mathbb{R}^d$, with mean $m$ and covariance matrix $P$ as $\mathcal{N}(x;m,P)$. A GM density function $\sum_{j=1}^{M} \omega_j \mathcal{N}(x; m_{j}, P_{j})$ is compactly denoted as GM($x; \{ (\omega_j, m_j, P_j) \}_j$). Except for likelihood messages, GM messages are normalized $\sum_{j=1}^{M} \omega_j = 1$ for agents while for targets $\sum_{j=1}^{M} \omega_j \leq 1$. Throughout this section, we employ the following GM assumptions:

G1 The agent dynamic model is Gaussian with transition kernel $f(y_{n,s}; y_{n-1,s}) = \mathcal{N}(y_{n,s}; A_{n,s} y_{n-1,s}, Q_{n,s})$.

G2 The target dynamic model (Table [II]) involves a constant probability of survival $P^s_{n,k}(x) = P^s_{n,k}$, a dynamic model $f(x_{n,k,1}|x_{n-1,k,1}) = P^s_{n,k} \mathcal{N}(x_{n,k}; B_{n,k} x_{n-1,k,1}, \Sigma_{n,k})$. We also assume a GM birth density $f_b(x_{n,k}) = GM(x_{n,k}; \{ (\alpha, B_{n,k}, \beta, \Omega_{n,k}) \}_j)$ with probability of birth $P^b_{n,k} = \sum_{j=1}^{M} \omega_j \mathcal{N}(x_{n,k}; B_{n,k} (x_{n-1,k,1}, \Sigma_{n,k}))$.

G3 The inter-agent measurement model of agent $s$ measuring agent $\ell$ is linear with Gaussian noise: $f(w_{s,\ell}; y_{s}, y_{\ell}) = \mathcal{N}(w_{s,\ell}; D_{s,\ell} y_{s} + F_{s,\ell} y_{\ell}, W_{s,\ell})$.

G4 The target measurement model of agent $s$ is linear with Gaussian noise: $f(z(x_s, x_k) = \mathcal{N}(z; G_{s} x_s + E_{s} x_k, R_{s})$, and a constant probability of detection $P^d_{n,s}(x) = P^d_{n,s}$.

G5 The initial marginal densities of agents and PTs are assumed GM.

The constant probability of survival and of detection is a common requirement in GM implementations of MTT filters (e.g., [33],[34]). Note that the proposed GM-SCS-MTT filter can easily accommodate GM dynamic kernels for both agents (G1) and targets (G2), and GM likelihood functions for both inter-agent (G3) and target (G4) measurements. For compactness, we present the GM expressions for the BP messages of Algorithm [1] under assumptions G1-G5, which, as we will show further, lead to the following generic GM expressions, for the agent and PT beliefs

$$b(y_{n,s}) = \sum_{j=1}^{M} w_{n,s,j} \mathcal{N}(y_{n,s}; m_{n,s,j}, P_{n,s,j}), \quad (23)$$

$$b(x_{n,k,1}) = \sum_{j=1}^{M} \omega_{n,k,j} \mathcal{N}(x_{n,k}; \mu_{n,k,j}, \Omega_{n,k,j}), \quad (24)$$

and for the extrinsic information messages

$$\theta_{n,k}^a(y_{n,s}) = \sum_{j=1}^{M} w_{n,s,j} \mathcal{N}(y_{n,s}; m_{n,s,j}^a, P_{n,s,j}^a), \quad (25)$$

$$\delta_{n,k}^a(x_{n,k,1}) = \sum_{j=1}^{M} \omega_{n,k,j} \mathcal{N}(x_{n,k}; \mu_{n,k,j}^a, \Omega_{n,k,j}^a). \quad (26)$$

Remark. In practice, as well as in Section [VI] the nonlinear measurement models are often linearized (for example, using the extended Kalman filter [35, Ch. 2.1]).

Such generic forms for all GM messages are shown in the flowchart of Figure [2] while detailed expressions for the GM parameters are presented in the following. The properties of Gaussian functions [35, Ch. 3.8] and G1-G4 allow the computation of the GM beliefs (23)-(24) and the extrinsic information messages (25)-(26) which requires the product of several GM terms. Exact computation of these is computationally prohibitive and incurs a high communication cost. Therefore in Section [IV-B] we propose a centralized and efficient algorithm to select high-weight Gaussian components from the GM product based on Gibbs sampling [30]. In Section [IV-C] a decentralized Gibbs algorithm is proposed for efficiently evaluating the target beliefs. The special case of this algorithm for a single Gaussian implementation is discussed in Section [V].

A. GM prediction and likelihood messages

1) Agent Prediction Messages: We start with the belief $b(y_{n-1,s})$ of agent $s$ computed at the previous time $n-1$ and with parameters similar to (23). Assuming G1 and substituting the GM representation of $b(y_{n-1,s})$ in (13), we obtain the agent predicted message $\phi_{s\rightarrow n}(y_{n,s}) = GM(y_{n,s}; \{ (\omega_{n-1,s,j}^a, m_{n-1,s,j}^a, P_{n-1,s,j}^a) \}_j)$ with $\omega_{n-1,s,j}^a = J_{n-1,s} \mathcal{N}(y_{n,s}; m_{n,s,j}^a, P_{n,s,j}^a)$ and $m_{n,s,j}^a$ is initialized with $\phi_{s\rightarrow n}(y_{n,s})$. Also, we initialize $\theta_{n,k}^a(y_{n,s})$ with $\phi_{s\rightarrow n}(y_{n,s})$.

2) Target Prediction Messages: Similarly, assuming a GM belief such as (24) for PT $k$ at $n-1$, under assumption G2 and from (14) we obtain the predicted GM message $\alpha_{s\rightarrow n}(x_{n,k}) = GM(x_{n,k}; \{ (\omega_{n,s,j}^a, \mu_{n,s,j}^a, \Omega_{n,s,j}^a) \}_j)$ with $\omega_{n,s,j}^a = J_{n-1,k} \mathcal{N}(x_{n,k}; \mu_{n,k,j}^a, \Omega_{n,k,j}^a)$ and $\mu_{n,k,j}^a$ is the union of surviving and birthed tracks, $\mu_{n,k,j}^a = J_{n-1,k} + J_{n,k}^b$ Gaussian components of $\alpha_{s\rightarrow n}(x_{n,k})$ are the union of surviving and birthed tracks, $\mu_{n,k,j}^a = \mathcal{N}(x_{n,k}; \mu_{n,k,j}^a, \Omega_{n,k,j}^a)$ with $\mu_{n,k,j}^a$ the new birthed components $J_{n-1,k}$ surviving components $J_{n-1,k}$ new birthed components $J_{n-1,k}$ surviving components $J_{n-1,k}$ new birthed components where the component parameters are given in Table [II]. Similarly, $\alpha_{s\rightarrow n}(x_{n,k},0) = [1 - P_{n,k}^b + \sum_{j=1}^{M} (P_{n,k}^b - P^s_{n,k}) P_{n-1,k}^c] f_{n,k}(x_{n,k})$. Also, we initialize $\delta_{n,k}^a(x_{n,k}) = \alpha_{s\rightarrow n}(x_{n,k})$. Henceforth, we drop the time index $n$ since all the following messages correspond to the current time instant.
Previous time pdfs for all agents and PTs:
\[ b(y_{n-1,s}) = GM(y_{n-1,s}; \{w_{n-1,s}^{(j)}, m_{n-1,s}^{(j)}, \rho_{n-1,j}^{(j)}\}^j_{j=1}), \forall s \in A \] (Pdf’s of all agents from time step \( n - 1 \))
\[ b(x_{n-1,k}, 1) = GM(x_{n-1,k}; \{\omega_{n-1,k}^{(j)}, \mu_{n-1,k}^{(j)}, \Omega_{n-1,k}^{(j)}\}^j_{j=1}), \forall k \in T \] (Pdf’s of all PTs from time step \( n - 1 \))

Prediction step for GM densities (via Chapman-Kolmogorov equations):
- **Agents GM** \( \phi \rightarrow n(y_{n,s}) = GM(y_{n,s}; \{w_{n,s}^{(j)}, m_{n,s}^{(j)}, \rho_{n,j}^{(j)}\}^j_{j=1}) \) \( \forall s \in A \) (see Section IV-A1).
- **PTs GM** \( \phi \rightarrow n(x_{n,k}, 1) = GM(x_{n,k}; \{\omega_{n,k}^{(j)}, \mu_{n,k}^{(j)}, \Omega_{n,k}^{(j)}\}^j_{j=1}) \) \( \alpha \rightarrow n(x_{n,k}, 0) = [1 - P^B_B + (P^B_B - P^S_B)P^B_{n-1,k}]f_D(x_{n,k}) \) \( \forall k \in T \) (see Section IV-A2).

Outer BP loop: for all agents \( s \) in parallel, repeat \( P \) times:
- Evaluate probability of existence matrices \( \omega_{n,k}^{(j)}, \mu_{n,k}^{(j)}, \Omega_{n,k}^{(j)} \) \( \forall s \in A \) (see Section IV-A4).
- Update agent belief \( b(y_{n,s}) = GM(y_{n,s}; \{w_{n,s}^{(j)}, m_{n,s}^{(j)}, \rho_{n,j}^{(j)}\}^j_{j=1}) \) via product of GMs (see Section IV-B).
- Compute \( \theta_{n,s}^{(j)} = GM(y_{n,s}; \{w_{n,s,k}^{(j)}, m_{n,s,k}^{(j)}, \rho_{n,s,k}^{(j)}\}^j_{j=1}) \) (see Section IV-B2).
- Compute \( \gamma_{n,s,k}^{(j)} = \gamma_{n,s,k}^{(j)}(x_{n,k}, 1) = u_{n,s,k}^{(j)} + \sum_{j=1}^{N_s} \gamma_{n,s,k}^{(j)}(x_{n,k}, 1) \) \( \forall s \in A \) (parameters identifiable from Table II).
- Evaluate PT beliefs \( b_{n,k}(x_{n,k}, 1) = GM(x_{n,k}; \{\omega_{n,k}^{(j)}, \mu_{n,k}^{(j)}, \Omega_{n,k}^{(j)}\}^j_{j=1}) \) and \( b_{n,k}(\cdot, 0) \) \( \forall k \) via decentralized GM product (see Section IV-C1).
- Evaluate extrinsic information \( \delta_{n,s}^{(j)}(x_{n,k}, 1) = GM(x_{n,k}; \{\omega_{n,k}^{(j)}, \mu_{n,k}^{(j)}, \Omega_{n,k}^{(j)}\}^j_{j=1}) \) and \( \delta_{n,s}^{(j,\cdot)}(\cdot, 0) \) \( \forall k \) (see Section IV-C3).
### GM Message Weights

| Message | Weights | Means | Covariance Matrices |
|---------|---------|-------|---------------------|
| \( \phi \rightarrow n (y_{n,s}) \) | \( u_{0}^{(j)} = u_{0}^{(j)} \) | \( m_{0}^{(j)} = A_{n,s} m_{0}^{(j)} \) | \( P_{0}^{(j)} = Q_{n,s} + A_{n,s} P_{n-1,s} A_{n,s}^{T} \) |
| \( \alpha \rightarrow n (x_{n,k}, 1) \) | \( \omega^{(j)}_{n,k-1} = \omega^{(j)}_{n,k-1} \) | \( \mu^{(j)}_{n,k-1} = B_{n,k} \mu^{(j)}_{n-1,k} \) | \( \Omega^{(j)}_{n,k-1} = \Sigma_{n,k} + B_{n,k} \Omega^{(j)}_{n-1,k} B_{n,k}^{T} \) |

(a) GM parameters of prediction messages for agents [13] and PTs [14].

### Message Weights

- \( \Lambda_{s}^{i}(y_{s}) \)
- \( \gamma_{k}^{s}(x_{k}, 1) \)

(b) GM parameters of likelihood messages for agents [15], [17] and PTs [20].

| Message | Weights | Residuals | Obs. matrix | Covariance matrix |
|---------|---------|-----------|-------------|------------------|
| \( \Phi \rightarrow s (y_{s}) \) | \( u_{0}^{(s)} = u_{0}^{(s)} \) | \( e_{0}^{(s)} = w_{s} - F_{m}^{(s)} \) | \( H_{0}^{(s)} = D_{s} \) | \( C_{0}^{(s)} = W_{s} + F_{s} P_{f}^{(s)} F_{s}^{T} \) |

5) **Target likelihood messages:** From (20) and assuming G4 and the GM form (25) for \( \theta_{k}^{s} \), the \( \gamma_{k}^{s} \) message becomes

\[
\gamma_{k}^{s}(x_{k}, 1) = u_{0}^{(s)} + \sum_{m=1}^{M} \sum_{j=1}^{J} \eta_{j}^{s} \epsilon_{m}^{(s)} \mathcal{N}(x_{k}; \mathcal{C}_{s}^{(m)}, \mathcal{C}_{s}^{(j),(m)}),
\]

with parameters given in Table I(b).

In the flowchart of Figure 2 for the GM likelihood messages \( \Lambda_{s}^{i} \) and \( \gamma_{k}^{s} \), for compactness, we employ a notation using a single summation. The correspondence between the double and single summation parameters for \( \Lambda_{s}^{i} \) is given by any one-to-one mapping from \([1 : M] \times [1 : J] \mapsto [1 : K \times A] \), where \( K = M \times J \). An analogous one-to-one mapping yields the correspondence of parameters for \( \gamma_{k}^{s} \).

### B. Agent belief via centralized GM product

The belief \( b(y_{s}) \) of agent \( s \), under the assumptions of the previous section, is given by the product of locally available GM likelihood messages and has the generic form

\[
b(y_{s}) = \prod_{l \in \mathcal{N}_{s}} \left( u_{l}^{(0)} - \sum_{i=1}^{L} \mathcal{N}(y_{s}; \mathcal{C}_{l}^{(i)}, \mathcal{C}_{l}^{(0)}), \mathcal{P}_{l}^{(i)} \right) \times \prod_{i=1}^{L} \left( u_{l}^{(0)} - \sum_{i=1}^{L} \mathcal{N}(y_{s}; \mathcal{C}_{l}^{(i)}, \mathcal{C}_{l}^{(0)}), \mathcal{P}_{l}^{(i)} \right)
\]

where \( \mathcal{N}_{s} = \mathcal{A}_{s} \cup \mathcal{T}_{s} \) is the set of neighboring agents and the targets observed by agent \( s \) at time \( n \). The GM in the first line represents the predicted message \( \phi_{n} \), where the superscript \( \phi \) is dropped for clarity. The GM likelihood terms in the second line represent the various inter-agent and target measurement likelihood terms (\( \Phi_{l} \rightarrow s \) and \( \Lambda_{k}^{i} \) respectively). Since both \( \Phi \) and \( \Lambda \) share the same GM likelihood structure, the superscripts \( \phi \) and \( \lambda \) are dropped for clarity and solely the index \( l \) identifies each likelihood term as a \( \Phi_{l} \rightarrow s \) (if \( l \in \mathcal{A} \)) or a \( \Lambda_{k}^{i} \) (if \( l \in \mathcal{T} \)) message. The corresponding parameters for each likelihood term \( u_{l}^{(0)}, \mathcal{H}_{l}^{(i)}, \mathcal{C}_{l}^{(i)} \) are defined in Table I(a). As already stated above, we replace the double superscript \((m,j)\) in parameters of \( \Lambda_{k}^{i} \) with the single superscript \( i \). Comparing (27) with (28), each \( \Lambda_{k}^{i} \) message has a constant term \( u^{(0)}_{l} \neq 0 \), whereas for \( \Phi_{l} \rightarrow s \), \( u^{(0)}_{l} = 0 \).

### Table II: Gaussian mixture parameters for the message passing scheme of Algorithm 1

For \( i_{l} \neq 0 \) let

\[
\begin{align*}
\hat{e}_{l}^{(i)} & \triangleq \left[ H_{l}^{(i)} \right]^{T} \left[ C_{l}^{(i)} \right]^{-1} e_{l}^{(i)}, \\
\hat{C}_{l}^{(i)} & \triangleq \left[ H_{l}^{(i)} \right]^{T} \left[ C_{l}^{(i)} \right]^{-1} H_{l}^{(i)}, \\
\hat{c}_{l}^{(i)} & \triangleq \log \left( \frac{u_{l}^{(i)}}{\sqrt{\det(2\pi C_{l}^{(i)})}} \right) - \frac{1}{2} \left[ e_{l}^{(i)} \right]^{T} \left[ C_{l}^{(i)} \right]^{-1} e_{l}^{(i)}.
\end{align*}
\]

Then by the property of the product of Gaussian functions [35], Ch. 3.8], the result of (30) is the GM \( b(y_{s}) \) of \( y_{s} \); the GM of \( \{w_{l}, \mathcal{C}_{l}^{(i)}, \mathcal{P}_{l}^{(i)}\} \) where \( l \in \{1 : L\} \) is given by

\[
\begin{align*}
P^{(i)} & = \left( P^{(i)} \right)^{-1} + \left( C^{(i)} \right)^{-1}, \\
m^{(i)} & = P^{(i)} \left( P^{(i)} \right)^{-1} m^{(i)} + \hat{e}^{(i)}, \\
w^{(i)} & = P^{(i)} \left( P^{(i)} \right)^{-1} m^{(i)} + \hat{c}^{(i)}.
\end{align*}
\]

Although the computation of (33) involves parameters that are locally available at each agent [15], it has computational complexity \( O((M + N) \times L_{-1} \approx n \sim 1) \), i.e., exponential in the number \( L \) of likelihood terms. In the following, we present a Gibbs-sampling based method that efficiently constructs a truncated GM approximation of (30) where only the \( T \) highest scoring mixture components are retained.

1) *GM product via Gibbs sampling:* The Gibbs sampling approach borrows from the method in [30] which involves the product of GM probability densities whereas [30] involves the product of a GM density with \( L \) GM likelihood terms. The Gibbs procedure for the GM product of (30) is given in Algorithm 2 and referred to as Centralized Gibbs, since all the required messages are locally available.
Algorithm 2 Centralized Gibbs GM product for belief $b(y_s)$

1: Input parameters of (30).
2: Sample $i_l \not\in I$ s.t. Pr$(i_l) \propto \phi(i_l)$ where $\phi(0) = u_{l \to s}$ and for $i_l \neq 0$, $\phi(i_l)$ in (37).
3: Compute $\mathcal{C}^{(i_l)} = \sum_{l=1}^{L} i_l^{i_l \to s}$, $\mathcal{C}^{(i_l)} = \sum_{l=1}^{L} i_l^{i_l \to s}$ and $\mathcal{C}^{(i_l)} = \sum_{l=1}^{L} \phi(i_l)$.
4: for $l \leftarrow 1$ to $L$ do
5: Compute $\mathcal{C}^{(i_l-1)} = \mathcal{C}^{(i_l)} - \mathcal{C}^{(i_l-1)}$ and $\mathcal{C}^{(i_l-1)} = \mathcal{C}^{(i_l-1)} - \mathcal{C}^{(i_l)}$.
6: for $q \leftarrow 0$ to $I_{l \to s}$ do
7: Let $i_{q} \leftarrow \{i_1, \ldots, i_{q-1}, q, i_{q+1}, \ldots, i_{L}\}$.
8: Set $\mathcal{C}^{(i_{q}+1)} = \mathcal{C}^{(i_{q})} - \mathcal{C}^{(i_{q}+1)}$ and $\mathcal{C}^{(i_{q}+1)} = \mathcal{C}^{(i_{q})} + \mathcal{C}^{(i_{q}+1)}$.
9: for $j \leftarrow 1$ to $J_{n,s}$ do
10: Compute $\mathcal{P}_{j}^{(i_{q})}, \mathcal{P}_{j}^{(i_{q})}, w_{j}^{(i_{q})} (33)-(35)$.
11: end for
12: Compute $\pi_{j}(q_{i_{q}}) \propto \sum_{j=1}^{J_{n,s}} w_{j}^{(i_{q})} (36)$.
13: end for
14: Sample new label $q' \sim \pi_{j}(q_{i_{q}})$ and set $i \leftarrow i_{q} \leftarrow i_{q}$.
15: $\mathcal{C}^{(i_l)} \leftarrow \mathcal{C}^{(i_{q})}$, $\mathcal{C}^{(i_{q})} \leftarrow \mathcal{C}^{(i_{q})}$, $\mathcal{C}^{(i_{q})} \leftarrow \mathcal{C}^{(i_{q})}$.
16: end for
17: Repeat the steps 4-16 for $T$ iterations.
18: Return $\mathcal{C}^{(i_l)}, \mathcal{C}^{(i_{q})}$, and $\mathcal{C}^{(i_{q})}$ for the distinct samples $i \in I_{l \to s}$.

To address the challenge of the high number $\prod_{l=1}^{L} I_{l \to s}$ of components of the likelihood product in (30), we aim to select component labels $i_l$ from the product space $I_{l \to s}$ of likelihood components that lead to Gaussian components (33)-(35) with high weights $w_{s}^{(j,4)}$. Ideally, this can be achieved by sampling independently with probability

$$\text{Pr}(i = [i_1, \ldots, i_L]^{T}) = \sum_{j=1}^{J_{n,s}} \text{Pr}(j, i = [i_1, \ldots, i_L]^{T}) \propto \sum_{j=1}^{J_{n,s}} w_{s}^{(j,i)}.$$ (36)

According to (36), vectors $i$ that lead to higher weights (35) are selected with higher probability. However, sampling from (36) is difficult as it requires the computation of all $w_{s}^{(j,i)}$, which is again $O(J_{n,s})$. The Gibbs sampler constructs a finite Markov chain with stationary distribution (36) by iteratively sampling from conditional densities that are easily constructed. The proposed Gibbs method starts by sampling an initial label vector $\hat{i}$ (line 2 Algorithm 2), with probabilities $\text{Pr}(\hat{i}) \propto \phi(\hat{i})$ where $\phi(0) = u_{l \to s}$ and for $\hat{i}_l \neq 0, \phi(\hat{i}_l)$ in (37).

$$\phi(\hat{i}_l) = u_{l \to s} \int \phi(y_{s}) \mathcal{N}(\mathbf{e}_{l}^{(\hat{i}_l)}, \mathbf{H}_{l}^{(\hat{i}_l)}) y_{s} \mathcal{N}(\mathbf{e}_{l}^{(\hat{i}_l)}, \mathbf{H}_{l}^{(\hat{i}_l)}) dy_{s}$$

$$= u_{l \to s} \sum_{j=1}^{J_{n,s}} w_{s}^{(j,i)} \mathcal{N}(\mathbf{e}_{l}^{(\hat{i}_l)}, \mathbf{H}_{l}^{(\hat{i}_l)})$$

These initial weights are based on the intuition that if $\mathcal{N}_s = \{i\}$, i.e., agent $s$ has only one neighbor, (37) would give the weight contributed to by the $i_l$-th component of the likelihood, in the resulting GM in (30). This is followed by sequentially sampling new labels for each of the $L$ likelihood messages (lines 5-15 Algorithm 2), from the conditional distributions of (36), i.e.,

$$\pi_{l}(i_l|i_{l-1}) \propto \text{Pr}(i_l|i_{l-1}) = \frac{\text{Pr}(i_l)}{\text{Pr}(i_{l-1})} \sum_{j=1}^{J_{n,s}} \text{Pr}(j, i_l) \sum_{j=1}^{J_{n,s}} w_{s}^{(j,i)}$$

$$= \sum_{j=1}^{J_{n,s}} \text{Pr}(j, i_l) \sum_{j=1}^{J_{n,s}} w_{s}^{(j,i)}$$ (38)

where $i_{l-1} \leftarrow \{i_1, \ldots, i_{l-1}, i_{l+1}, \ldots, i_{L}\}^{T}$ and $i_{s} \leftarrow \{i_1, \ldots, i_{l-1}, q, i_{l+1}, \ldots, i_{L}\}^{T}$. Each cycle (lines 5-15) of the Gibbs sampler involves sampling a new component $q \in [0 : I_{l \to s}]$ for each of the likelihood messages $l \in [1 : L]$. Holding fixed the labels for messages $[1 : L] \setminus \{l\}$, the parameters (32) are computed by first removing the contribution of the old label $i_l$ (line 5) and adding the contribution of each $q \in [0 : I_{l \to s}]$ (line 8). Next, the resulting components are used to update the predicted agent message (line 10) and the conditional distribution (38) is obtained by marginalizing out the prediction message labels $j \in [1 : J_{n,s}]$ (line 12). A new label $i_l$ is sampled (line 14) and the corresponding parameters (32) are updated before continuing the Gibbs cycle for the next likelihood message. The entire sampling procedure is repeated $T$ times and the parameters $\mathcal{C}^{(i_l)}, \mathcal{C}^{(i_{q})}, \mathcal{C}^{(i_{q})}$ corresponding to all distinct vectors $i$ (i.e., two vectors differ in at least one entry) are returned. The $T$ highest scoring components according to $\mathcal{C}^{(i)}$ are used to construct the truncated agent belief via (33)-(35). The convergence of Algorithm 2 and the uniqueness of the stationary distribution follow from the regularity of the transition matrix $\mathbf{P}_{k-1} = \pi(k,i') > 0$ (as $w_{s}^{(j,i)} > 0 \forall (j,i)$ from (35)). The convergence rate is geometrically fast (Section 4.3.3), i.e., $||P^n|| \leq \pi(i|i') < 1 - 2\theta^n \forall i, i'$ and where $\theta = \min_{i,i'} \mathbf{P}_{k-1}$ is the least likely 1-step transition probability. All resulting samples are used since every distinct sample $i$ contributes to an improved approximation of (30). Hence, no burn-in period is required. Due to the pre-computations at lines 5-15 in Algorithm 2 the evaluation of (33)-(35) at lines 9-11 for all $l \in [1 : L]$ is $O(J_{n,s} \sum_{l=1}^{L} I_{l \to s})$.

2) Computation of extrinsic information $\theta_k^{\text{E}}()$: The $\theta_k^{\text{E}}$ message (19) represents the extrinsic information sent from agent $s$ to the PT $k$. If $l \in \mathcal{T}_k$ in the generic product of (30), then $\theta_k^{\text{E}}(y_s) \propto b(y_s)/\mathcal{N}(y_s)$ appears to be a ratio of GMs (which is not a GM in general). An alternate procedure based on (19) is described next. First note from line 5 of Algorithm 2 that the parameters $\mathcal{C}^{(i_l-1)}, \mathcal{C}^{(i_l-1)}$ and $\mathcal{C}^{(i_l-1)}$ characterize the product $\prod_{l \neq k} u_{l \to s} \mathcal{N}(\mathbf{e}_{l}^{(i_l)}, \mathbf{H}_{l}^{(i_l)})$ of likelihood terms identified by the labels $i_l$. The resulting components, after multiplication with the prior $\phi_{n,s}(y_s)$, lead to an efficient GM approximation of $\theta_k^{\text{E}}$, without requiring a dedicated separate procedure like Algorithm 2 to compute $\theta_k^{\text{E}}$.

C. Target belief via decentralized GM product

Decentralized SCS-MTT algorithms require a distributed evaluation of the target beliefs across the entire network. The computed target belief for a PT $k$ needs to be identical across all the agents, including the agents that do not observe the PT $k$ at time $n$. In this section, we propose an efficient method based on Gibbs sampling and average consensus for
GM beliefs. As we shall see, much of the discussion in this section follows Section [V-B] closely, with the difference that not all the messages are locally available at any single agent. The belief (21) for a PT \(k\) can be expressed as

\[
b(x_k, 1) = \sum_{j=1}^{J_{n, k}} \omega_{\rightarrow n, k}^{(j)} N(x_k; \mu_{\rightarrow n, k}^{(j)}, \Sigma_{\rightarrow n, k}^{(j)}) \times \prod_{s=1}^{S} \left[ u_{s-k}^{(0)} + \sum_{i_{s-k} = 1}^{I_{s-k}} N(e_{s-k}^{(i_{s-k})} x_k; H_{s-k}^{(i_{s-k})} x_k; \xi_{s-k}^{(i_{s-k})}) \right],
\]

\[
b(x_k, 0) = \alpha_{\rightarrow n}(x_k, 0) \prod_{s=1}^{S} \eta_{s-k}^{(0)}
\]

where (39) is analogous to (40) in its generic form. The GM in the first line represents the predicted message \(\alpha_{\rightarrow n}(x_k, 1)\) in [4]. The likelihood terms in the second line represent the \(\gamma_k^{(s, 1)}\) messages. Note that each agent \(s\) only has access to its local message \(\gamma_k^{(s, 1)}\). We use the analogous quantities (32) are locally available). As a result, (Algorithm 2) becomes impractical. This is because the evaluation of the parameters of selected Gaussian components (indexed by \(i\)) in (42) requires the aggregation of parameters from across the entire network. This process happens sequentially for each new label (line 18 of Algorithm 2). In a decentralized algorithm, this incurs a high communication cost and latency. Thus, a parallel sampling mechanism is favored, where agents sample local labels \(i_s \in [0 : I_{s-k}]\) in parallel to form a new label vector \(i = [i_1, \ldots, i_S]^T\). This is followed by synchronization, that is, the computation of the parameters (42) corresponding to \(i\) via average consensus.

Such sampling schemes are referred to as partially synchronous Gibbs sampling [47] or Hogwild! Gibbs [38]. In general, in Hogwild! or asynchronous methods, the agents perform sampling/updating as fast as they can, while periodic global synchronization is achieved across the network. The difference between the sequential Gibbs of Algorithm 2 and the Hogwild! Gibbs employed here is shown in Table III. Starting from a label vector \(i\), the sequential Gibbs effectively samples new labels \(i'\) sequentially according to the marginal densities [38]. The Hogwild! Gibbs method samples, in parallel at each agent \(s \in [1, S]\), a local label \(i'_s\) conditioned on the previous labels \(i_{-s}\). In contrast to the sequential Gibbs, Hogwild! Gibbs requires the computation of global parameters only after all the agents have locally sampled a new index \(i'_s \forall s\).

1) Hogwild! Gibbs for GM product: The proposed Hogwild! Gibbs algorithm produces a set of high-weight Gaussian components. The resulting GM approximates the target belief \(\gamma_k^{(s, 1)}\) and is presented in Algorithm 3 which is executed synchronously and in parallel at all agents for each PT. The main steps of Algorithm 3 are detailed in the following:

a) Initialization (line 2). Each agent \(s\) samples an initial label \(i_s\) from the local labels \([0 : I_s]\) with probability \(Pr(i_s) \propto \varrho(i_s)\), where \(\varrho(0) = u_{s-k} \sum_{j=1}^{J_{n, k}} \omega_{\rightarrow n, k}^{(j)}\), and for \(i_s \neq 0\)

\[
\varrho(i_s) = u_{s-k} \sum_{j=1}^{J_{n, k}} \omega_{\rightarrow n, k}^{(j)} \times N(e_{s-k}^{(i_s)}; H_{s-k}^{(i_s)} \mu_{s-k}^{(i_s)} + \Sigma_{s-k}^{(i_s)}),
\]

In particular, the weight \(\varrho(i_s)\) of the \(i_s\)-th likelihood component from \(\gamma_k^{(s, 1)}\), given in (46), is high if it leads to high-weight Gaussian components after updating the prior \(\alpha_{\rightarrow n}(x_k)\). Note that (46) is analogous to (7).

b) Global parameter evaluation (line 3). Corresponding to the selected labels \(i\), the global parameters of (42) are evaluated via average and max consensus [39, 40]. The weights we use are Metropolis weights [41]. Convergence is guaranteed as long as the communication graph spanning

| Sequence Gibbs                                      | Hogwild! Gibbs
|---------------------------------------------------|----------------------------------------|
| \(\pi_1(i_1^1 | i_2^2 : S)\)                                   | \(\pi_1(i_1^1 | i_{-1}^1, \ldots, i_{S-1}^1, i_{S+1}^1 : S)\) |
| \(\vdots\)                                         | \(\phantom{\pi_1(i_1^1 | i_{-1}^1, \ldots, i_{S-1}^1, i_{S+1}^1 : S)}\) |
| \(\pi_S(i_S^1 | i_{S-1}^1, i_S^1 + 1 : S)\)               | \(\pi_S(i_S^1 | i_{S-1}^1, i_S^1 + 1 : S)\) |

**Table III**: Conditional sampling of a new label vector \(i'\) given previous labels \(i\) in synchronous and Hogwild! Gibbs.
Algorithm 3 Dcnt. Gibbs–PT k at agent s (in parallel ∀ s)

1: Input parameters of (39)-(40).
2: Sample $i_s \in [0 : I_s \rightarrow k]$ as described at Section IV-C1a.
3: Network consensus for $\Xi(i)$, $\xi(i)$ and $\xi(i)$ of (42).
4: for $q \leftarrow 0$ to $I_s \rightarrow k$
5: \hspace{0.5cm} Set $s_q \leftarrow [i_1, \ldots, i_{s-1}, q, i_{s+1}, \ldots, i_s]$
6: \hspace{0.5cm} Compose $\Xi(i_{s_q}) = \Xi(i) - (C(i_{s_q}) - 1) + (C(i_{s_q}) \rightarrow k)^{-1}$, $\xi(i_{s_q}) = \xi(i) - \xi(i_{s_q}) + \xi(q)$
7: \hspace{0.5cm} for $j \leftarrow 1$ to $J_{s \rightarrow k}$ do
8: \hspace{1cm} Compute $\omega_k^{(j,i_{s_q})}$, $\mu_k^{(j,i_{s_q})}$, $\Omega_k^{(j,i_{s_q})}$ as in (43)-(45).
9: \hspace{0.5cm} end for
10: end for
11: Set $\pi_s(q|i_{s_q}) \propto \sum_{j=1}^{J_{s \rightarrow k}} \omega_k^{(j,i_{s_q})}$, sample $i_s \sim \pi_s(q|i_{s_q})$.
12: Repeat the steps [11][12] for $T$ iterations.
13: Network consensus for $\log(b_0) \triangleq \sum_s \log(\eta_s(0))$.
14: Return $\{(\omega_k^{(j,i_{s_q})}, \mu_k^{(j,i_{s_q})}, \Omega_k^{(j,i_{s_q})}) \} \forall$ distinct $(S + 1)$-tuples $(j, i)$ and $b_0$ to provide a GM approximation for $b(x_k, r_k)$.

d) Computing local Gaussian components (lines [40]). Given the globally computed parameters of the product indexed by $i$ (42), each agent $s$ constructs the Gaussian indexed by $(j, i_{s_q})$, with parameters given by (43)-(45). This is achieved by first replacing the $i_s$-th component of $\gamma_k^{(j,1)}$, with the $q$-th component of $\gamma_k^{(j,1)}$. This is done locally, since the previous label $i_s$ and the parameters of all the $q \in [0 : I_s \rightarrow k]$ components of $\gamma_k^{(j,1)}$ are available locally.

e) Repeat for $T$ iterations the steps b)-d) and return the Gaussian components with distinct labels $(j, i)$ for $b_k$.

An additional network consensus (line [13]) is required for the non-existence case $r_k = 0$ of (40), where the scalar value $\log(b_0) \triangleq \sum_s \log(\eta_s(0))$ is evaluated.

f) Normalization of PT belief (not shown in Algorithm 3) is necessary in order to obtain an approximate pdf for PT k. The pdf of PT k is given as $f_k(x_k, 1) = \prod_{(j,i)} \omega_k^{(j,i)}N(x_k; \mu_k^{(j,i)}, \Omega_k^{(j,i)})$ and $f_k(x_k, 0) = \frac{b_0}{N}(x_k; \mu_k^{(j,i)}, \Omega_k^{(j,i)})$ where $N = b_0 \left[1 - \sum_{j=1}^{J_{s \rightarrow k}} \omega_k^{(j,i)}\right] + \sum_{(j,i)} \omega_k^{(j,i)}$ is the normalization constant.

During the consensus step in line [3] of Algorithm 3 it is assumed that agent $s$ learns the labels $i_l$ for all $l \in A \setminus \{s\}$. This can be achieved by diffusing the scalars $i_l$ throughout the network and which involves only a mild increase in communication load as compared to the average consensus communication requirements. Note however that the values taken by the global parameters $\Xi(i)$, $\xi(i)$, $\xi(i)$ are necessary for the computation of local Gaussian components, the conditional probabilities and the ensuing sampling. The label values are only necessary for returning the distinct Gaussian components, i.e., for distinct $(S + 1)$-tuples $(j, i)$. An alternative decentralized algorithm that avoids the diffusion of the label values $i_s$ is possible by modifying Algorithm 3 to return only the Gaussian components with distinct weights $\omega_k^{(j,i)}$, as these form a subset of the set of Gaussian components returned by Algorithm 3.

2) Complexity and Convergence: The time complexity of Algorithm 3 is $O(TJ_{s \rightarrow k}d_k^2)$. Assuming $Q$ average consensus iterations and denoting with $D_Q$ the diameter of the communication graph, the communication load of the consensus step of Algorithm 3 is $(Q + D_Q)(T(d_k^2 + d_k + 1) + 1)$ real values and also incurs a latency of $(Q + D_Q)(T + 1)$ communication slots. Note that the Gibbs method of Algorithm 3 does not represent a Markov chain as the agents sample in parallel and not sequentially as in Algorithm 2. The existence of a stationary distribution as well as the convergence of the samples drawn with Algorithm 3 to such a stationary distribution is not guaranteed outside of special cases [38]. Nonetheless, Hogwild! Gibbs methods have been successfully employed in latent Dirichlet Allocation [42]. In Section VII we numerically show the performance of the SCS-MTT filter with Algorithm 3 to be close to that of the centralized filter, where a fusion center has access to all the measurements, and carries out all the computations.

3) Computation of the GM extrinsic information $\delta_k^s(x_i)$: The computation of the $\delta_k^s$ messages in (22) requires again the product of several GM likelihood terms available at different agents in the network. Note that since both $b_0(x_k, 1)$ (obtained via Algorithm 3) and $\gamma_k^{(j,1)}(x_k, 1)$ are available as GMS at agent s, a GM approximation for the extrinsic information $\delta_k^s$ can be constructed in the following manner. First note from line [6] of Algorithm 3 that the parameters $\Xi(i)$, $\xi(i)$, $\xi(i)$ are evaluated.

Thus, at each iteration of Algorithm 3 we can construct the following Gaussian components $\{(\omega_k^{(j,i)}, \mu_k^{(j,i)}, \Omega_k^{(j,i)})\}_{j=1}^{J_{s \rightarrow k}}$ of $\delta_k^s(x_k, 1)$ (with the same notations as in Figure 2) as

$$\Omega_k^{(j,i)} = \left[\left(\Omega_k^{(j,i)} + \xi(i) + \xi(i)\right)^{-1}ight]^{-1}$$

$$\mu_k^{(j,i)} = \left[\left(\Omega_k^{(j,i)} + \xi(i) + \xi(i)\right)^{-1}\right]^{-1}$$

$$\omega_k^{(j,i)} = \frac{1}{\sqrt{\det(\Omega_k^{(j,i)} \cdot \Omega_k^{(j,i)} + \xi(i) + \xi(i))}} \sqrt{\det(\Omega_k^{(j,i)} \cdot \Omega_k^{(j,i)} + \xi(i) + \xi(i))}$$

Note that the expressions above are analogous to the GM parameters for $b(x_k, 1)$ in (43)-(45). The only difference being the absence of the terms (41) corresponding to $\omega_k^{(j,i)}(x_k, 1)$. After the $T$ iterations of Algorithm 3 the Gaussian components with highest distinct weights $\omega_k^{(j,i)}$ are retained to form an approximation of $\delta_k^s(x_k, 1)$ while $\delta_k^s(x_k, 0)$ is obtained as
b(x_k, 0)/\eta_k^0(0)$. This procedure allows for the local computation of an approximate GM representation for $\delta_k^x(x_k, r_k)$ without additional network consensus operations.

V. DECENTRALIZED GAUSSIAN SCS-MTT FILTER

A special case of the GM SCS-MTT filter of the previous section is obtained when all the agent and target densities are represented as single Gaussians. Single Gaussian approximations for the extrinsic information message $\gamma_k^x(x_k, 1)$ of the neighbors of an agent is small compared to $Q$ for average consensus are $O(1)$ with compression $O(\log^3(1/\epsilon))$ with $\epsilon$ the desired average consensus error. In contrast to the approximate Gaussian belief $\hat{m}(x_k, 1)$ of the form (29). Then, a locally computed GM $b(x_k, 1)$ is given as a special case of (39) with $J_{n,k} = S = 1$. The scaled single Gaussian belief $b_n(x_k, 1) = \hat{c}_n\mathcal{N}(x_k; \hat{m}_n, \hat{P}_n)$ that matches the first and second order moments of the GM $b(x_k, 1)$ has parameters (44)

$$\hat{c}_n = \sum_{i=1}^{I_t} w_i^{(i)}; \quad \hat{m}_n = \frac{1}{\hat{c}_n} \sum_{i=1}^{I_t} w_i^{(i)} m_i^{(i)}, \quad (47)$$

$$\hat{P}_n = \frac{1}{\hat{c}_n} \sum_{i=1}^{I_t} w_i^{(i)} [P_i^{(i)} + (m_i^{(i)} - \hat{m}_n)(m_i^{(i)} - \hat{m}_n)^T]. \quad (48)$$

Note that (48) also accounts for the spread of the means of the initial GM. A global $\hat{c}(x_k, 1) = \hat{c}\mathcal{N}(x_k; \hat{m}, \hat{P})$, as a single Gaussian approximation of $b(x_k, 1)$, is obtained via network (average and max) consensus over the weights $\log(\hat{c}) = \sum_{i=1}^{S} \log(\hat{c}_i)$, matrices $\hat{P}^{-1} = \sum_{i=1}^{S} P_i^{-1}$, and vectors $\hat{m} = \hat{P}\sum_{i=1}^{S} P_i^{-1}\hat{m}_i$. The computation of $b(x_k, 0)$ remains unchanged from Section IV-C. In contrast to the Hogwild! Gibbs of Algorithm 3 the DG-SCS-MTT filter only performs network consensus once for each PT which involves an exchange of $(Q + D_{d_k})(d_k^2 + d_k + 2)$ real values at each outer-BP loop. Furthermore, we note that computing the local GM belief $b_n(x_k, 1)$ takes $O(I_d d_k^2)$ operations; single Gaussian compression is $O(I_{d+k} d_k^2)$; and the computations required for average consensus are $O(Q d_k^2)$ (assuming the number of neighbors of an agent is small compared to $Q$). Hence, the overall computational complexity of the DG-SCS-MTT filter is $O(I_{d+k} d_k^2)$ for each PT, at each outer loop iteration. The DG-SCS-MTT filter also achieves a single Gaussian approximation for the extrinsic information message $\delta_k^x(\cdot)$ without the need of additional network consensus operations. Based on the parameters of $b(x_k, 1)$, we evaluate $b_{n,s}(x_k, 1) = \hat{c}_{n,s}\mathcal{N}(x_k; \hat{m}_{n,s}, \hat{P}_{n,s})$ where the parameters $\hat{c}_{n,s} = \hat{c}/\eta_s$, $\hat{P}_{n,s} = \hat{P}^{-1} - \hat{P}_s^{-1}$, and $\hat{m}_{n,s} = \hat{P}^{-1}(\hat{m} - \hat{P}_s^{-1}\hat{m}_s)$ are computed locally. Finally, we evaluate $\delta_k^x(x_k, 1) = b_{n,s}(x_k, 1) / \hat{c}(x_k, 1)$, which has a scaled single Gaussian form, and $\delta_k^x(x_k, 0) = b(x_k, 0)/\eta_k^0(0)$.

VI. SIMULATION RESULTS

In this section, we numerically evaluate the performance of our proposed GM-SCS-MTT and G-SCS-MTT filters for both decentralized and centralized versions. The centralized GM (CGM-SCS-MTT) version employs the centralized Gibbs Algorithm 3 for both agent and PT beliefs while the decentralized GM (DGM-SCS-MTT) filter employs the Hogwild! Gibbs method of Algorithm 3 for PT beliefs. We also consider a reference method, named here SPAWN, which consists of the agent self-localization method of (7) followed by the MTT method of (16). Centralized GM (CGM-SPAWN) and single Gaussian (CG-SPAWN) versions of SPAWN are employed, where the GM product of messages is computed using the centralized Gibbs Algorithm 3. Figure 3 shows the ground truth tracks of all the agents and targets, over a span of 50 time steps and the true target cardinality as a function of time. Our network has two stationary agents (called anchors), 6 mobile agents, and a maximum of 10 targets over a $[0, 1500m] \times [0, 1500m]$ region of interest (ROI). Each mobile agent has a measurement and communication range of 1000m. The anchors have a communication range of 1000m and a measurement range of 1500m. Agent and target state vectors are constructed as $x = [p_x, p_y, p_x, p_y]^T$, where $p_x$ and $p_y$ represent the x-y target coordinates and $p_x$ and $p_y$ are its velocity components along
the two axes. All targets have the same dynamical model
\( f(x_n|x_{n-1}) = N(x_n; z_n, B_n x_{n-1}, \Sigma_n) \), where the state transition matrix is
\( B_n = \begin{bmatrix} I \end{bmatrix} \) with a sampling period of \( T_s = 1s \) and \( O_n \) are the zero and identity matrices of size \( n \times n \). The covariance matrix is \( \Sigma_n = \sigma_q^2 \begin{bmatrix} 0.25 z_1 0.5 z_1 \end{bmatrix} \), with \( \sigma_q = 0.5 \). Similarly, all agents have the same linear-Gaussian kinematic model with \( \sigma_q = 0.1 \). Each agent \( s \), with coordinates \( (p_x^s, p_y^s) \), observes with probability \( P_D \) a target with state vector \( x \) through a range-bearing model:

\[
z_n^s = \begin{pmatrix} \sqrt{(p_x - p_x^s)^2 + (p_y - p_y^s)^2} \\
\tan^{-1} \left( \frac{p_y - p_y^s}{p_x - p_x^s} \right) \end{pmatrix} + n_n^s \tag{49}
\]

where the measurement noise is \( n_n^s \sim N(0, R_n) \). The same range-bearing measurement model (with potentially different parameter values) is employed for inter-agent measurements. Linearization of the non-linear range-bearing observation model is performed before applying the GM or Gaussian SCS-MTT filter. Similar to the extended Kalman filter [15] Ch. 2.1, this is achieved locally at each agent by evaluating the Jacobian of the transformation \( (49) \) at the weighted mean of the PT prediction message \( \alpha_{-n} \). Analogously, the inter-agent range-bearing measurement model is linearized with the Jacobian being evaluated at the mean of the agent prediction message \( \phi_{-n} \). Birthed PTs are appended to the existing PTs in the prediction step of the filters. The birth locations are shown in Figure 5. Unless stated otherwise, the birth probabilities of existence are set to 0.25, the probability of target survival \( P_s = 0.99 \), the probability of target detection \( P_D = 0.95 \), and the measurement noise covariance \( R_n = \text{diag}(10, 100) \). At each frame, the clutter process for agent \( s \) follows a Poisson distribution with rate \( \lambda^s = 25 \), and the clutter points are distributed uniformly over the ROI. Target inference is achieved as indicated in Section II.B. The number of outer BP iterations is fixed to \( P = 1 \), to avoid over-confident beliefs [18].

In the GM filters, the initial positions of the agents are modeled using Gaussian mixture densities. More precisely, each agent track is initialized with 4 equal-weighted GM components, with means at a distance of \( R_a = 50m \) along the \( x \) and \( y \) directions, from the position shown in Figure 5. All the 4 GM components have the same covariance \( \text{diag}(1600, 1600, 40, 40) \). In the single Gaussian filters, the mean and covariance of the agent tracks are initialized by the respective values achieved via moment matching [44]. Target tracks are initialized with single Gaussian densities in all filters, with means given by the birth locations and covariance matrices diags \( (1600, 1600, 16, 16) \).

Keeping the agent and target tracks fixed, 100 independent Monte Carlo (MC) simulation runs are carried out by regenerating the measurement sets. In Figures 4, 5, 7 we have plotted:

(i) the average root mean squared errors (RMSE) in the agent location estimates (averaged across the MC runs and across all the mobile agents); and, (ii) the average target tracking performance via the Optimum Sub-Pattern Assignment (OSPA) error [45]. The OSPA metric is capable of taking into account errors in estimating both the number of targets (i.e., cardinality) and their tracks. The OSPA employs two parameters: cut-off, set to 20m and order, set to 1. In Figure 6 we have explicitly plotted the average estimated cardinality over time.

A. SCS-MTT vs SPAWN

In Figure 4 we compare the average agent localization error, and the average OSPA error for targets, of our approach (SCS-MTT) against SPAWN. Figure 4a shows the comparison when the agent and target densities are modeled as Gaussian mixtures. Figure 4b showcases the same comparison for single Gaussian densities. Our approach significantly improves the localization performance by taking into account the contribution of the \( \Lambda^T \) messages from the within-range targets to the agents. This would be especially beneficial for agents which are not in range of the anchor nodes, and have few neighboring agents (e.g., agents 1a, 2a). Due to the presence of anchors, the agent localization improvements of the SCS-MTT algorithms transpire to a lesser extent into improvements on target tracking performance. The spikes in OSPA error correspond to the time instants of target births (\( t = 5, 10, 20s \)) and deaths (\( t = 40 \)). Note that due to the dynamic nature of the network (frequent target births and deaths), the localization performance cannot be expected to converge over time. This is also evident from the slight increase in the localization error after \( t = 40s \), in Figures 4 and 5.

Figure 6 shows the true cardinality, the mean estimated cardinality, and mean \( \pm 3 \times \) standard deviation curves for the CGM-SPAWN (Figure 6a), CGM-SCS-MTT (Figure 6b) and DGM-SCS-MTT (Figure 6c) filters. In all cases, the mean estimated cardinality is close to the true cardinality with the CGM-SPAWN filter having higher cardinality variance. Both the centralized and decentralized GM-SCS-MTT filters have smaller cardinality variance than CGM-SPAWN, while the DGM-SCS-MTT filter has a slightly higher variance than the CGM-SCS-MTT filter. This is attributed to the differences between the sequential Gibbs and the parallel Hogwild! Gibbs samplers and to the network consensus process.

B. Single Gaussian vs Gaussian mixture SCS-MTT filters

In Figure 5 we present the performance of the GM-SCS-MTT, which employs GM representations for both target and agent beliefs, with respect to the single Gaussian G-SCS-MTT filter. Figure 5a shows this comparison for the single Gaussian SCS-MTT filters. Figure 5b showcases the same comparison for the decentralized SCS-MTT filters. The GM-SCS-MTT filters exhibit only a slight gain in terms of localization and tracking performance as compared to the G-SCS-MTT filters. This is because the agent and target dynamic models, as discussed in Section IV, are linear with additive Gaussian noise. Additionally, the considered measurement model is only moderately nonlinear. Applying our GM-SCS-MTT filter to a highly nonlinear and/or non-Gaussian setting is one of the directions we wish to pursue in a subsequent study.

C. Centralized vs decentralized Gaussian mixture

In Figure 7 we compare the performance of the centralized (CGM-SCS-MTT) and decentralized (DGM-SCS-MTT)
filters. The decentralized method achieves performance similar to the centralized filter, given a sufficient number of consensus iterations $Q$. Compared to the centralized approach, the decentralized approach does not have to rely on a central fusion center and is scalable with the number of sensors. We have plotted the average localization and tracking error for different values of $Q$. For $Q = 50$, the DGM filter performance is almost identical to the CGM filter. For small $Q$, since the network is sparsely connected (some agents have only one neighboring agent), the target belief product of (39)-(40) is not accurately evaluated. This leads to poor tracking of targets which subsequently leads to poor localization of agents, due to the interdependence of localization and tracking for SCS-MTT algorithms. Similar results and conclusions hold for the single Gaussian case, which is omitted due to space constraints.

**VII. CONCLUSION**

In this paper, we proposed a novel decentralized method for simultaneous agent localization and multi-target tracking, for an unknown number of targets, under measurement-origin uncertainty. We proposed decentralized single-Gaussian as well as Gaussian-mixture implementations for our proposed filter. The two cases capture the trade-off between computational and communication efficiency (single Gaussian) and modeling accuracy (Gaussian mixtures). For the Gaussian-mixture case, we proposed a novel decentralized Gibbs method for efficiently computing products of Gaussian mixtures. We have demonstrated the robustness of our approach in a challenging range-bearing measurement model, which showcases the improved performance of the proposed methods with respect to the SPAWN method that performs agent localization and target tracking separately.
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Figure 7: Comparison of average agent RMSE and target OSPA error for the DGM-SCS-MTT and CGM-SCS-MTT filters. We have plotted the DGM curves for $Q = 15, 20, 25, 30, 50$ consensus iterations.
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