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Abstract—In this work, we propose an algorithm for solving exact sparse linear regression problems over a network in a distributed manner. Particularly, we consider the problem where data is stored among different computers or agents that seek to collaboratively find a common regressor with a specified sparsity $k$, i.e., the $L_0$-norm is less than or equal to $k$. Contrary to existing literature that uses $L_1$ regularization to approximate sparseness, we solve the problem with exact sparsity $k$. The main novelty in our proposal lies in showing a problem formulation with zero duality gap for which we adopt a dual approach to solve the problem in a decentralized way. This sets a foundational approach for the study of distributed optimization with explicit sparsity constraints. We show theoretically and empirically that, under appropriate assumptions, where each agent solves smaller and local integer programming problems, all agents will eventually reach a consensus on the same sparse optimal regressor.

I. INTRODUCTION

Data regression analysis is a fundamental task in many modern research fields, ranging from natural sciences and engineering to management and social sciences [1]. Linear regression is one of the most popular and well-studied methods to efficiently capture the relations between variables of interest and their predictors [2]. Analyzing the linear regressor is a common practice that yields meaningful interpretations of the data [3]. However, due to the high dimensionality of real-world data, such as RNA sequencing [4], it is a common practice to assume the linear regressor is sparse [5]. A sparse regressor is not only computationally more efficient but also more interpretable compared to a dense solution [6]–[8].

Although sparse linear regression is a well-studied problem on a single machine [6], [9], it remains a challenge when dealing with modern distributed data storage. Distributed data stored and data transfer between agents can be costly or access-controlled due to privacy policies. Thus, it becomes non-trivial to solve the sparse linear regression problem subject to strict communication and information constraints.

In this work, we propose a distributed sparse linear regression algorithm. Formally, given $N$ agents, where each agent $i \in \{1, \ldots, N\}$ only has access to its local data $X_i := (x_{i1}, \ldots, x_{in_i})^T \in \mathbb{R}^{n_i \times p}$ and local observations $Y_i := (y_{i1}, \ldots, y_{in_i}) \in \mathbb{R}^{n_i}$. Ultimately, we want the group of agents to jointly solve the following optimization problem:

$$
\min_{w \in \mathbb{R}^p} \frac{1}{2} \sum_{i=1}^{N} \|Y^i - X^i w\|_2^2 + \frac{1}{\gamma} \|w\|_2^2
$$

such that $\|w\|_0 \leq k$,

where $p$ is the dimension of the regressor. Here, $\gamma > 0$ is a fixed parameter that controls the effect of the Tikhonov regularization term, and $k > 0$ is a predefined number which is interpreted as the number of non-zero coefficient of $w$ needed to model the data $\{(X^i, Y^i)\}_{i \in [N]}$. Since data transfer is prohibited in this setting, our proposed algorithm allows agents to exchange their intermediate parameters $w_i$ with their neighbors. We show that the algorithm not only returns a sparse regressor but also guarantees a consensus across all agents.

A good amount of effort has been devoted to studying distributed linear regression over the last decades. In [10], [11], the authors study the problem where data are distributed vertically among units. In the setting where data is distributed among agents instead of features, Dobriban and Sheng [12] study the scheme where each machine solves a linear regression problem locally and then sends the result to a central processing unit for averaging. Mateos et al. [13] developed techniques for obtaining sparsity in distributed linear regression using Lasso. However, Mateos’s approach does not guarantee to return the optimal solution of (1). In this work, instead of using Lasso to attain a desired sparsity approximately, we focus on solving (1) to optimality. To the best of our knowledge, we are the first to consider such a problem in a distributed manner.

Most of the work done on sparse linear regression solves (1) heuristically by replacing the combinatorial condition $\|w\|_0 \leq k$ by a $L_1$-norm constraint [7]. Elastic Net or Lasso is usually favored over solving (1) exactly because of its computational feasibility and scalability. However, they possess innate drawbacks as the $L_1$-constraint penalizes both large and small coefficients while, in contrast, the $L_0$-constraint does not, and thus the sparsity pattern is not well recovered [14]. Despite the NP-hardness of (1), Bertsimas et al. [6] have recently developed a cutting plane algorithm for solving (1) in a matter of minutes where the number of data $n$ and the number of features $p$ is in order of 100, 000s. With the ability to solve such a large combinatorial problem, we can compare the performance between Elastic Net and sparse regression. As shown in [6], the solution of (1) is superior in both accuracy and true support recovery. Moreover, it has been shown both empirically and theoretically that the new cutting plane method requires much less data than Elastic.
Net to attain phase transition - the phenomenon in which the true support of regressors is recovered with enough data with high probability [15]–[17]. Interestingly, in contradiction to the common intuition for the complexity of (1), solving times for (1) drops significantly as the number of data increases [6].

The result in [6] enables the computation of solutions of (1) in high-dimensional regimes. Moreover, sparse linear regression is a more promising candidate in the distributed setup than methods relying on $L_1$ regularization. Specifically: 1) Sparse linear regression tends to attain higher accuracy than $L_1$-based methods given the same amount of data, and the performance gap between these is larger when the number of samples is small. This is the case for distributed problems because each agent is not allowed to share data and thus can only process a limited number of data. 2) The phase transition of sparse linear regression occurs sooner than $L_1$-based methods. Thus sparse linear regression has a good chance to recover the support of the true regressor.

We employ a dual approach to solve exact sparse linear regression in a distributed manner. We first show that, even though the problem we want to solve involves binary variables, we can still achieve zero gap between the primal problem and the Lagrangian dual. A simple gradient ascent algorithm can converge to a sparse regressor. However, each agent must solve a local quadratic integer program in the proposed dual framework at every iteration. As we shall see later, this problem is the sparse linear regression for the local data and observations at each agent plus an additional linear function. To this end, we extend the outer approximation used in [6] for solving sparse regression to solve the local quadratic integer programming problem at every agent. This reformulation of the approximation method proposed in [6] effectively makes the sparse linear regression problem dual-friendly in the sense of [18, Definition 2]

The rest of the paper is organized as follows: In Section II, we show that by using the distributed dual framework, we will converge to a sparse regressor. Section III provides an alternative transformation of the local quadratic integer programming problem within an agent so that we can solve it efficiently. In Section IV, we evaluate our distributed algorithm on a synthetic dataset and observe the convergence behavior with a different number of features, various network structures, and different network sizes.

**Notation:** We define $[n] := \{1, 2, \ldots, n\}$. Given a graph $G$, we denote $V(G)$ and $E(G)$ as its vertices and edges set respectively. For a node $i \in V(G)$, we let $N(i) := \{j \in V(G) | (i, j) \in E(G)\}$ be its neighbor set. For any set $S$, we use $|S|$ to represent the cardinality of $S$, and conv$(S)$ as its convex hull. We denote $R_+ = \{x \in \mathbb{R} | x \geq 0\}$.

## II. ALGORITHMS AND RESULTS

We construct the distributed algorithm for exact sparse linear regression using the dual approach from [18]. First, we transform (1) to a quadratic mixed-integer program using a big-M formulation [19], which is a traditional technique to model $L_0$-constraints as linear inequalities with additional integer variables. Without the sparsity constraint $\|w\|_0 \leq k$, the optimization (1) is a minimization of a strictly convex function, which has an unique minimizer $w^*$. Hence, there exists a real number $M \in \mathbb{R}_+$ such that $\|w\|_2 \leq M$. In practice, we do not need to compute the value of $M$, and we only use $M$ for the argument of the big-M formulation. In addition, we assume that there exists an underlying undirected graph $G$ that represents which pair of agents can communicate with each other. The graph $G$ is assumed to be connected, and we denote its Laplacian by $L \in \mathbb{R}^{n \times n}$.

With these assumptions, (1) can be rewritten as a quadratic integer programming (QIP) problem:

$$z_{QIP} = \min_{w^i \in \mathbb{R}^p, \forall i \in [p]} \sum_{i=1}^N \left( \frac{1}{2} \|Y^i - X^i w^i\|_2^2 + \frac{1}{\gamma} \|w^i\|_2^2 \right)$$

such that $L v^j = 0 \quad \forall j \in [p]$ (2a)

$$-M s^i \leq w^i \leq M s^i \quad \forall i \in [N]$$ (2b)

$s^i \in S^i_G \quad \forall i \in [N]$ (2c)

where $v^j = (w^1_j, \ldots, w^N_j)^T$ denotes the vector consisting of the $j$-th entries of $w^1, \ldots, w^N$, and $S^i_G = \{ s \in \{0, 1\}^p | \sum_{s} \leq k \}$. In (2), the coupling constraints (2a) ensures that every agent has the same regressor. Since the elements of the vector $s^j$ for every $i \in [N]$ can only be 0 or 1, $w^1_j$ must be 0 when $s^1_j = 0$ for some $j \in [p]$, and takes an arbitrary value otherwise. Thus, the two constraints (2b) and (2c) enforces the sparsity on $w^i$. The next result shows that we can apply Lagrangian multiplier theory for the coupling constraints and derive strong duality.

**Lemma 1** Let $\gamma > 0$, and the Lagrangian function of the mixed-integer optimization Problem (2) be given by

$$\phi(y) = \min_{s^i \in S^i_G, \forall i \in [N]} f(w, y),$$

where

$$f(w, y) := \sum_{i=1}^N \left( \frac{1}{2} \|Y^i - X^i w^i\|_2^2 + \frac{1}{\gamma} \|w^i\|_2^2 \right) + \sum_{j=1}^p \langle y^j, L v^j \rangle,$$

and the constant $\tilde{\gamma} = \gamma N$. Then, $\max_y \phi(y) = z_{QIP}$, where $z_{QIP}$ is the optimal value of (2) \footnote{Please refer to [20] for the extended version of this paper with detail on the proof}.

In the big-M formulation (2), we impose the consensus constraint by $L v^j = 0, \forall j \in [p]$. Therefore, we do not need to impose the sparsity condition on every agent. Indeed, we can still derive the same result from Lemma 1 when we only require a subset of agents to solve the exact sparse linear regression. Lemma 1 implies that even though (2) is a quadratic integer programming problem, we still have zero gap between the primal objective and its Lagrangian dual. Hence, instead of minimizing (2) with the hard coupling constraints, we can maximize $\phi(y)$.
Algorithm 1 Distributed Exact Sparse Linear Regression
1: procedure INITIALIZATION
2: Each agent initializes its own local multipliers: 
\[
\psi_{IL}^{t,1} \leftarrow (y_1^t, \ldots, y_N^t) \forall i \in [N]
\]
3: procedure DISTRIBUTED SPARSE LINEAR REGRESSION((X^1, Y^1)_{i \in [N]}, G, k, \gamma, T)
4: for \( t = 1, 2, \ldots, T \) do
5: Agents receive multipliers from their neighbor \( \psi_{IN}^{t,i} \leftarrow [\psi_{IL}^{t,i}]_{i \in N(i)} \forall i \in [N] \)
6: Agents compute their dual multiplier 
\[
D^{t,i} \leftarrow L_{i,i} \psi_{IL}^{t,i} + \sum_{j \in N(i)} L_{i,j} \psi_{IN}^{t,j}
\]
7: Agents solve their respective local problem:
\[
\min_{\|w\| \leq k} \frac{1}{2} Y^i - X^i w^i \|w\|_2^2 + \frac{1}{\gamma} \|w^i\|_2^2 + \langle D^{t,i}, w^i \rangle
\]
and obtaining local regressor \( w^{t,i} \)
8: Agents send and receive new regressor from their neighbor, then update their local multiplier 
\[
\psi_{IL}^{t+1,i} \leftarrow \psi_{IL}^{t,i} + \alpha_i (L_{i,i} w^{t,i} + \sum_{j \in N(i)} L_{i,j} w^{t,j})
\]

Next, we state some useful properties of the function \( \phi(y) \)
that will enable us to propose a gradient ascent method for our dual problem.

Proposition 2 The function \( \phi(y) \) in (3) is a concave and continuous function, whose gradient is given by
\[
\nabla \phi(y) = [L \hat{v}^1, L \hat{v}^2, \ldots, L \hat{v}^p]^T,
\]
where
\[
(\hat{v}^1, \ldots, \hat{v}^p, s) = \arg \min_{s \in S_k, -Ms^* \leq w^i \leq Ms^*, \forall i \in [N]} f(w, y)
\]

Proposition 2 follows directly from Danksin’s theorem [21]. Given that the function \( \phi(y) \) is concave and has an explicit formulation for computing its gradient, we can find its maximum using the classical gradient ascent.

We can derive the general framework for solving (2) as described in Algorithm 1. In Algorithm 1, we use \( \psi_{IL}^{t,i} \) and \( \psi_{IN}^{t,i} \) to denote the local multiplier and neighbor multiplier of agent \( i \) at iteration \( t \) respectively. We should keep in mind that the variable \( \psi_{IL}^{t,i} \) is just a rearrangement of the Lagrangian multiplier \( y \) in the function \( \phi \). Based on the strong duality from Lemma 1 and the distributed dual framework [18], we derive the following result. We note that in step 7 of Algorithm 1, we solve a mixed-integer programming problem, which makes the problem more difficult than the continuous version of linear regression.

Theorem 3 Assume that Problem (2) admits a unique solution \((\hat{s}^1, \ldots, \hat{s}^N)\) and \((\hat{w}^1, \ldots, \hat{w}^N)\). Furthermore, if at every iteration \( t \) in Algorithm 1, the step size \( \alpha_t \) is chosen to be square summable but not summable, i.e.,
\[
\sum_{t=1}^{\infty} \alpha_t = +\infty, \quad \text{and} \quad \sum_{t=1}^{\infty} \alpha_t^2 < \infty,
\]
then for every \( \epsilon > 0 \), there exist \( T \) such that
\[
\frac{1}{\|E(G)\|} \sum_{(i,j) \in E(G)} \|w^i_T - w^j_T\| \leq \epsilon. \tag{5}
\]
Furthermore, we have that \( \lim_{t \to \infty} w^i_t = \hat{w}, \) where \( \hat{w} \) is the optimal solution of (2).

Proof. By [22, Theorem 7], we have \( \lim_{t \to \infty} y_t = \hat{y} \) and \( \hat{y} = \arg \max_y f(y) \). Hence we only need to show that the sequence of optimal solutions \( s^1_t, \ldots, s^N_t \) and \( w^1_t, \ldots, w^N_t \) of \( \min_{-Ms^* \leq w^i \leq Ms^*, \forall i \in [N]} f(w, y_t) \) at each iteration will converge to the optimal sparse regressor. To prove the desired result, we first show that the sequence of optimal solutions of the sparsity variables converges. Let
\[
g(s^1, \ldots, s^N, y) = \min_{-Ms^* \leq w^i \leq Ms^*, \forall i \in [N]} f(w, y).
\]
Since \((S^p_k)^N\) is a compact set, there exist a subsequence \( \{s^1_{j_1}, \ldots, s^N_{j_1}\}_{j=1}^{\infty} \) of the sequence \( \{s^1_1, \ldots, s^N_1\}_{i=1}^{\infty} \) such that
\[
\lim_{j \to \infty} (s^1_{j_1}, \ldots, s^N_{j_1}) = (\hat{s}^1, \ldots, \hat{s}^N) \in (S^p_k)^N.
\]
Moreover, because \((S^p_k)^N\) is finite, there exist a positive number \( K_1 > 0 \), such that for every \( j \geq K_1 \), we have \( (s^1_{j_1}, \ldots, s^N_{j_1}) = (\hat{s}^1, \ldots, \hat{s}^N) \). Furthermore, for every \( j \geq K_1 \), it holds that
\[
g(s^1_{j_1}, \ldots, s^N_{j_1}, y_{j_1}) = g(\hat{s}^1, \ldots, \hat{s}^N, y_{j_1}) \leq g((\hat{s}^1, \ldots, \hat{s}^N), y_{j_1}),
\]
by the optimality of \( \hat{s}^1, \ldots, \hat{s}^N \). Nevertheless, when \( (\hat{s}^1, \ldots, \hat{s}^N) \) is fixed, the function \( g(\hat{s}^1, \ldots, \hat{s}^N, y) \) is continuous with respect to the variables \( y \), thus
\[
\lim_{j \to \infty} g(\hat{s}^1, \ldots, \hat{s}^N, y_{j_1}) = g(\hat{s}^1, \ldots, \hat{s}^N, \hat{y}) \leq g(\hat{s}^1, \ldots, \hat{s}^N, \hat{y}).
\]
However, by definition of \( \hat{y} \), we also have \( g(\hat{s}^1, \ldots, \hat{s}^N, \hat{y}) \geq g(\hat{s}^1, \ldots, \hat{s}^N, \hat{y}) \). Thus, by the uniqueness of optimal solution of (2), we must have \( (\hat{s}^1, \ldots, \hat{s}^N) = (\hat{s}^1, \ldots, \hat{s}^N) \). Therefore, there exist \( K_2 > 0 \) such that for every \( t > K_2 \), we have
\[
(s^1_t, \ldots, s^N_t) = (\hat{s}^1, \ldots, \hat{s}^N),
\]
and
\[
(w^1_t, \ldots, w^N_t) \in \arg \min_{-Ms^* \leq w^i \leq Ms^*, \forall i \in [N]} f(w, y_t),
\]
which is a strictly convex quadratic optimization problem. Hence, \( w^1_t, \ldots, w^N_t \) is unique. Therefore,
\[
\lim_{t \to \infty} (w^1_t, \ldots, w^N_t) = (\hat{w}^1, \ldots, \hat{w}^N),
\]
The conclusion of the theorem follows, because $\hat{w}^1, \ldots, \hat{w}^N$ satisfies the coupling constraints, i.e., $\hat{w}^1 = \ldots = \hat{w}^N$. \qed

The consensus error in (5) can be interpreted as the average difference between two adjacent agents. When this error goes to zero, the agents reach a consensus on a sparse regressor. In the next section, we present an outer approximation algorithm [23] for solving the inner problem in Step 7 of Algorithm 1.

III. QUADRATIC INTEGER PROGRAMMING LOCAL SOLVER

In this section, we provide an algorithm for solving the local problem in step 7 of Algorithm 1. In particular, at each iteration, we need to solve a quadratic integer programming problem, which is given as

$$c^* = \min_{\|w\|_2 \leq k} \frac{1}{2} \|Y - Xw\|^2_2 + \frac{1}{\gamma} \|w\|_2^2 + (D, w). \quad (6)$$

In (6), for simplicity of notations, we drop the superscript denoting agents and the number of iterations. The case where $D = 0$ is, in fact, a sparse linear regression problem, which can be solved effectively using an outer approximation algorithm [6]. Motivated by the success of solving sparse linear regression in a very high-dimensional regime, we provide an alternative transformation of the objective function of (6), which is favorable for an outer approximation algorithm. Initially, we have

$$\frac{1}{2} \|Y - Xw\|^2_2 + \frac{1}{\gamma} \|w\|_2^2 = \frac{1}{2} w^T (I - \frac{1}{\gamma} X^T X) w + Y^T Xw + \frac{1}{2} Y^T Y.$$

For $\gamma > 0$, we have $(\frac{1}{2} X^T X)$ is a positive-definite matrix. Hence, there exists an invertible matrix $\bar{X} \in \mathbb{R}^{p \times p}$ such that $(\frac{1}{2} + X^T X) = \bar{X}^T \bar{X}$. Since $\bar{X}$ is invertible, there exist $\bar{Y} \in \mathbb{R}^p$ such that $\bar{Y}^T \bar{X}^T \bar{X} = Y^T X$. Thus, we can rewrite the optimization problem (6) as

$$c^* = \min_{\|w\|_2 \leq k} \frac{1}{2} \|\bar{Y} - \bar{X}w\|^2_2 + \frac{1}{\gamma} \|w\|_2^2 + d^T \bar{X}w + \text{const}, \quad (7)$$

where $d = (\bar{X}^{-1})^T D$. The constant term in (7) equals $\frac{1}{2} (Y^T Y - \bar{Y}^T \bar{Y})$ and is dropped for simplicity. For a fixed $s \in S^p_k$, we define $c(s)$ as the optimal value of (7) with additional constraints $-Ms \leq w \leq Ms$, i.e.,

$$c(s) := \min_{-Ms \leq w \leq Ms} \frac{1}{2} \|\bar{Y} - \bar{X}_sw\|^2_2 + \frac{1}{\gamma} \|w\|_2^2 + d^T \bar{X}_sw,$$

where $\bar{X}_s = \bar{X}I_s$ and $I_s \in \mathbb{R}^{p \times p}$ is the diagonal matrix whose diagonal is $s$. Moreover, (8) becomes a (continuous) quadratic programming problem, $c(s)$ can be explicitly computed as:

$$2c(s) = - (\bar{Y}^T \bar{X}_s - d^T \bar{X}_s) \times (\frac{1}{\gamma} + X_s^T X_s)^{-1} \times (\bar{X}_s^T \bar{Y} - \bar{X}_s^T d) + \bar{Y}^T \bar{Y}. \quad (9)$$

Indeed, we do not need the $L_2$ regularization term as long as the matrix $X^T X$ is invertible.

Algorithm 2: Outer Approximation for Solving Local Problem

1: procedure OUTER APPROXIMATION($\bar{X}, \bar{Y}, \gamma, d$)
2: $s_1 \leftarrow \text{warm start}$
3: $\eta_1 \leftarrow 0$
4: $t \leftarrow 1$
5: while $\eta_t < c(s_t)$ do
6: Compute $c(s_t)$ using Proposition 4
7: Compute $\nabla c(s_t)$ using Proposition 5
8: $s_{t+1}, \eta_{t+1} \leftarrow \text{arg min}_{s, \eta} \{\eta \in S^p_k, \eta \geq c(s_t) + \nabla c(s_t)(s - s_t) \forall i \in [t]\}$
9: $t \leftarrow t + 1$
10: $\hat{s} \leftarrow s_t$
11: $\hat{d} \leftarrow (\bar{Y} - d)^T \bar{X}_s$
12: $\hat{w} \leftarrow \left(\frac{L_s}{\gamma} + \bar{X}_s^T \bar{X}_s\right)^{-1} \hat{d}$

In the next proposition, we provide a simpler equivalent transformation for $c(s)$, which enables a simple computation of the value of $c(s)$ and its gradient.

Proposition 4 For a fixed $s \in S^p_k$, we have

$$c(s) = \frac{1}{2} (Y^T - d^T)(I + \gamma \sum_{i=1}^p s_i K_i)^{-1} (Y - d) - \frac{1}{2} d^T d + Y^T d,$$

where $K_i = \bar{X}_i \bar{X}_i^T$ and $\bar{X}_i$ is the $i$th column of $\bar{X}$.

By Proposition 4, the optimization problem (6) can now be reformulated as

$$\min_{s \in S^p_k} \frac{1}{2} (Y^T - d^T)(I + \gamma \sum_{i=1}^p s_i K_i)^{-1} (Y - d) - \frac{1}{2} d^T d + Y^T d. \quad (10)$$

The next proposition allows us to take the derivative of $c(s)$ for $s \in \text{conv}(S^p_k)$.

Proposition 5 The function

$$c(s) = \frac{1}{2} (Y^T - d^T)(I + \gamma \sum_{i=1}^p s_i K_i)^{-1} (Y - d) - \frac{1}{2} d^T d + Y^T d$$

is convex and continuous on $\text{conv}(S^p_k)$. Furthermore, its gradient is given by

$$\nabla_s c(s) = - \frac{1}{2} \alpha(s)^T K_i \alpha(s),$$

where $\alpha(s) = (I + \gamma \sum_{i=1}^p s_i K_i)^{-1} (Y - d)$, for $i \in [p]$.

Proposition 4 and Proposition 5 derive a simple representation of $c(s)$ and its derivative. These results help us to attain an outer approximation algorithm for solving (7), see Algorithm 2.

According to [24, Theorem 2], Algorithm 2 will stop after a finite number of iterations and return the optimal solution of (7). This implies that Problem (1) is dual-friendly [18, [25–27]. Certainly, to the best of our knowledge, a closed form or a polynomial algorithm does not exist for solving a
quadratic integer programming problem. However, the ability to yield the exact optimal solution of (7) can help us derive a convergence analysis of Algorithm (1) in terms of the number of iterations $T$.

**IV. Numerical Experiments**

To evaluate the convergence behavior of Algorithm 1, we perform a series of experiments on different datasets and different network structures. Before presenting our numerical experiments, we first describe how we generate our synthetic dataset. The input data $X$ and its corresponding observations $Y$ are generated following a linear relationship, i.e.,

$$Y = X w^* + W,$$

where $w^*$ is considered to be the true regressor with $\|w^*\|_0 = k$. To generate a true regressor $w^*$, we first pick $k$ indices from $[p]$ as non-zero entries. Afterwards, the chosen $k$ non-zero entries of $w^*$ are drawn from an uniform distribution on $[-1, 1]$. The white noise $W$ is a random vector whose components are independently drawn from a normal distribution $\mathcal{N}(0, \sigma^2)$ for $\sigma > 0$. The input data $X = (x_1, \ldots, x_n)$ is sampled from an independent identically distributed (i.i.d.) Gaussian distribution $\mathcal{N}(0, \Sigma)$, where $\Sigma_{i,j} = \rho^{\|i-j\|}$. Finally, in all of the following computational experiments, we set $\delta = \rho = 0.1$. It is well-known that the square summable but not summable step size, albeit guarantees convergence, does not provide the best numerical performance. Hence, in all of the following experiments, initially, every agent starts with the same step-size $\alpha$ and a learning rate $\kappa$. At each iterations $t$, after receiving regressor weights from their neighbors, each agent $i$ computes the average difference between its own local regressor and its neighbors', i.e.,

$$\epsilon_i^t := \frac{1}{\|N(i)\|} \sum_{j \in N(i)} \|w^*_i - w^*_j\|^2.$$  (11)

If at a certain iteration $t$, every agent has its current local error larger than the previous step’s $\epsilon_i^t \geq \epsilon_i^{t-1}$ for all $i \in [N]$, we update the step size for all agent by damping it down using the pre-defined learning rate, $\alpha_{new} = \kappa \alpha$.

In Figure 1, we show the simulation results of Algorithm 1 on a small-world network of size $N = 50$ while we vary the number of features $p$ and the size of true support $k$. The small-world property of our network is generated by using the Watts-Strogatz Algorithm [28] using a mean degree $K = 12$ and $\beta = 0.25$. For each different choice of $p$, we generate 5 different datasets and plot the mean as a bold line and the 95% confidence interval of the error of (5) across $T = 100$ iterations as a colored shadow.

In Figure 2, we analyze Algorithm 1 convergence behavior on different network classes. We pick four common network structures: clique, star, cycle, and small-world. Similarly, as in Figure 1, for each network structure, we run Algorithm 1 five times on 5 different randomly generated dataset for 100 iterations or until the error (5) is below $10^{-5}$, and record the mean and the 95% confidence interval of the error (5). In Figure 3, we observe the error (5) after $T = 100$ iterations on a path graph with various sizes. We first generate a dataset with 2000 data points. Then, we distribute the generated dataset evenly among all agents for different network structures. We then run Algorithm 1 on each of these settings. Figure 3 shows that as the number of agents increases, the number of iterations needed to reach the same error increases.

**Remark 1** Note that the optimal solution $\hat{w}$ of (2) is not the same the true regressor $w^*$. Their support is the same, however, due to the $L_2$-regularization term, the value $\|\hat{w} - w^*\| > 0$. Moreover, we have shown in Theorem 3 that, at each agent $i$, we have a Cauchy sequence $\{w^i_t\}_{t=1}^\infty$ that converges to the optimal solution $\hat{w}$. Therefore, the sub-optimal gap $\|w^i_t - \hat{w}\|$ behaves similarly to the consensus error shown in Figures 1, 2, and 3.

For our current computational implementation, we are limited to solving the sparse linear regression problem with
small $p$. This is because, at each iteration, we need to solve $N$ integer programming problems. This requires extensive computing resources. Our software implementation for solving the inner QIP problems is not faster than a commercial solver like Gurobi [29].

V. CONCLUSION AND FUTURE RESEARCH

We have presented a decentralized scheme for solving exact sparse linear regression problems in the current work. We prove the convergence of the proposed method to the desired sparse solution. Our main contribution sets a foundational approach for the study of distributed optimization methods for larger problem classes with explicit sparsity constraints. The benefits of distributed sparse regression can be summarized as: interpretable regressors, solutions for distributed storage, and sparse communication between machines. Future work should investigate the theoretical convergence rate of Algorithm 1 knowing that the problem has a dual-friendly structure. Numerical experiments on larger problem scales should be studied. As possible extensions, we consider the case where the graph is directed or time-varying as described in [30]. Another direction is to study the convergence behavior of Algorithm 1 when the sparse regressor at each agent is not optimal. As we can see in Algorithm 2, the gap $\eta_t - c(s_t)$ is non-decreasing, and the moment this quantity attains a non-negative value, we are at an optimal solution. Thus, $\eta_t - c(s_t)$ is a surrogate sub-optimality gap.
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