VORONOÏ SUMMATION FOR GLₙ: COLLUSION BETWEEN LEVEL AND MODULUS

ANDREW CORBETT

Abstract. We investigate the Voronoï summation problem for GLₙ in the level aspect for \( n \geq 2 \). Of particular interest are those primes at which the level and modulus are jointly ramified – a common occurrence in analytic number theory when using techniques such as the Petersson trace formula. Building on previous legacies, our formula stands as the most general of its kind; in particular we extend the results of Ichino–Templier [18]. We also give (classical) refinements of our formula and study the \( p \)-adic generalisations of the Hankel transform.
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1. Developments in the Voronoï summation problem for GLₙ

The Voronoï summation formula for GLₙ with \( n \geq 2 \) is a relative of the Poisson summation formula, which describes the \( n = 1 \) case. The formula itself expresses a sum of additively twisted Fourier coefficients of automorphic forms on GLₙ in terms of a sum over corresponding dual terms. The beauty of this transformation is that the dual side exhibits cancellation in the original summation by redistributing the weight of the summation. This structural shift is intrinsically tied to the functional equation of GLₙ \( \times \) GL₁-L-functions.

The Voronoï summation formula is an essential tool in the analytic theory of automorphic forms. It features critically in the study of moments of \( L \)-functions and subconvexity results [1, 25] but also in more esoteric problems, such as reciprocity formulae for spectral averages [4–6] and bounding norms of automorphic forms [3, 7]. Voronoï himself [34] constructed the first such prototype formulae with

Date: 1st July 2018.
the motivation of giving beyond trivial bounds for the error terms in Dirichlet’s
divisor problem and Gauß’ circle problem.\footnote{We recommend the historical account of Miller–Schmid \cite{26} who describe how the original results of Voronoï are related to the summation formulae of the present day.}

Despite the ubiquity of the Voronoï summation formula, full generality in the
level aspect has previously not been addressed: this is the goal of the present work.
Our results describe such general summation formulae from two perspectives:

(i) A precise Voronoï summation formula for \( GL_n \) in the most general setting,
in particular allowing the level and modulus to ramify jointly. See Theorem
1.1 for sums of Hecke eigenvalues and Theorem 3.4 for Whittaker functions.

(ii) We give two refinements of Theorem 1.1: the first describes a convenient
choice of test vector at which we explicate the Bessel transform; the second
determines a sum in an arithmetic progression. See Corollaries 1.4 & 1.6.

Miller–Schmid \cite{27} prove the level \( N = 1 \) case of our formula in Theorem
1.1 without non-archimedean test functions. They attribute the difficulty of the level
aspect to the lack of understanding of Atkin–Lehner theory for \( GL_n \)-automorphic
forms when \( n > 2 \). One naturally understands new and old forms as vectors which
are respectively fixed by a filtration of compact open subgroups.

Our solution to this problem is to understand the corresponding dual sum-
mands locally, via a \( p \)-adic transform derived from the local functional equation
for \( GL_n \times GL_1 \) at primes \( p \) dividing the level. Our formulae in (i) describe a \textit{general}
choice of vector in such transforms. We go on to give a prototype result for a
\textit{particular} choice of vector in (ii). This allows one to study the Fourier coefficients
away from the level in a more refined and aesthetic way.

1.1. A \textit{general classical formula}. An automorphic form \( f \) on \( SL_n(\mathbb{R}) \), or rather
on the adele group \( GL_n(\mathbb{A}_Q) \), naturally generates an automorphic representation
of \( GL_n(\mathbb{A}_Q) \), which we denote by \( \pi_f = \otimes_v \pi_v \). If such a form is a so-called newform
then the associated representation is irreducible.

In this work we consider Maaß cusp forms on \( SL_n(\mathbb{R}) \) of level \( N \geq 1 \); these are
the eigenvectors in \( L^2(\Gamma_1(N) \backslash SL_n(\mathbb{R})) \) of the generalised Laplacian whose con-
stant terms are zero. If truth be told, we study just the Fourier coefficients
\( A_f: \mathbb{Z}^{n-1} \to \mathbb{C} \), as given in Definition 5.1. The normalisation of these Fourier
coefficients coincides with Goldfeld’s \cite[p. 260, (9.1.2)]{16}. For example, at least
when the entries of \( A_f \) are prime to \( N \), they are the Hecke eigenvalues of \( f \) realised
as a product of Schur polynomials in the Satake parameters of \( \pi_f \); see Lemma
5.1. The Ramanujan conjecture predicts that \( A_f(m_1, \ldots, m_{n-1}) \ll (m_1 \cdots m_{n-1})^\varepsilon \). As
we consider only cusp forms, we have \( A_f(m_1, \ldots, m_{n-1}) = 0 \) for \( m_1 \cdots m_{n-1} = 0 \).

Let \( \chi \) be a (Dirichlet) character modulo \( N \). For \( f \in L^2(\Gamma_1(N) \backslash SL_n(\mathbb{R})) \) we say
that \( f \) has character \( \chi \) if and only if
\[ f(\gamma g) = \chi(\gamma_{n,n}) f(g) \]
Moreover, is detailed in 3.4.1.1. Let Theorem 1.1. (given explicitly in N 1 (mod N). Assume that MN and x, y for each prime p | M there are Hecke eigenform at each prime p | N. Let M ≥ 1 be an integer and for each n | M choose some φp ∈ C∞(Qp); also pick φ∞ ∈ C∞(R ×). Let c := (c2, ..., c−1, MN) = 1. For a, ℓ, q ∈ Z with a ≠ 0, ℓ, q ≥ 1, (a, ℓq) = (q, NM) = 1 and ℓ | (NM)∞ we have the following Voronoï summation formula:

\[
\sum_{m \in \mathbb{Z} \cap 0} e\left(\frac{am}{\ell q}\right) A_f(m, c2, ..., c−1) \phi_\infty(m) \prod_{p|M} \phi_p(m) = q^{n-2} \prod_{i=2}^{n-1} |c_i|^{n-i} (x^{-1}) \times \\
\sum_{m, r \in \mathbb{Z} \cap 0} \sum_{d \mid (m, MN) = 1} KL\left(\frac{\ell q}{\ell q}, m; q, c, d\right) \chi\left(\frac{\ell q}{\ell q}, m; q, c, d\right)
\]

where \(\ell := [\ell, MN]l^{n-1}L^n\) with L denoting the largest square-free integer dividing MN and [\(\ell, MN\)] := lcm(\(\ell, MN\)); we fix inverses \(\alpha \equiv \lambda \ell \equiv 1 \pmod{q}\) and \(\tilde{m} \equiv 1 \pmod{N}\); the (n − 1)-dimensional Kloosterman sum is defined by

\[
KL(x, y; q, c, d) = \sum_{j=2}^{n-1} e\left(\frac{m^{-1}}{d_i} \prod_{i=2}^{n-1} c_j^{-1}\right) \prod_{i=2}^{n-1} c_j^{-1} (x^{-1}) \times \\
\sum_{\alpha \in \mathbb{Z}/d_i} e\left(\frac{\ell q}{\ell q}, m; q, c, d\right) \chi\left(\frac{\ell q}{\ell q}, m; q, c, d\right)
\]

for x, y ∈ Z and d := (d2, ..., dn−1); and the functions \(B_{\pi, \phi_\infty}\) and \(B_{\pi, \phi_p}\) are given explicitly in (26) and (27), respectively, whilst \(\Phi_p\) is defined in (19).

The proof of Theorem 1.1 is detailed in §5.6. It is a specialisation of our more general summation formula in Theorem 3.4.

Remark 1.2 (The p-adic Bessel transforms). The functions \(B_{\pi, \phi_p}\) on \(Q_p^\times\) are crucial as they allow the explicit evaluation of the dual terms in the Voronoï formula.

\(1\) To avoid confusion, note that traditionally authors speak of \(f\) having character \(\chi\) with respect to the group \(\Gamma_0(N)\), which is precisely the inference in the present article.
at primes $p \mid N$. In this work we explicate these transforms. For particular choices of $f$, we show they are proportional to sums of twists of $\GL_n$-root numbers when the level $N$ and modulus $\ell$ are jointly ramified ($\ell, N > 1$); see Corollary 1.4.

- The term $\lambda_\ell = [\ell, N]^{\ell - 1} L^\ast$ is determined by a generic support condition Proposition, 4.5, for $B_{\pi_p, \Phi_p^{\ell}}$. In special cases, this term and the $r \mid (MN)^\infty$-sum may be greatly improved; see Corollary 1.4.
- Upper bounds are sensitive to the test functions $\phi_p$ and the local representation $\pi_p$ attached to $\pi_f$. We shall see that the size of the functions $B_{\pi_p, \Phi_p^{\ell}}$ is related to sums of twisted $\GL_n$-epsilon constants.

Remark 1.3 (The real Bessel transforms). If one chooses the support of $\phi_\infty$ to be contained in $\mathbb{R}_{> 0}$ then Kowalski–Ricotta [24, Prop. 3.5] show that for any $A > 0$ we have $B_{\pi_\infty, \phi_\infty}(y) \ll y^{-A}$. (See Proposition 4.3 for further details.)

1.2. Refined summation formulae. Here we consider a certain family of Maaß forms $f$ by placing assumptions upon the local representations of $\pi_f = \otimes_v \pi_v$ at primes $v = p$ for which $p \mid N$.

Assumption 1.1. For each $p \mid N$, suppose that the twists of the local Euler factor $L(s, \chi_{\pi_p}) = 1$, identically, for each character $\chi: \mathbb{Q}_p^\times \to \mathbb{C}^\times$. Moreover suppose that $\pi_p$ is twist minimal in the sense of Definition 4.2.

The first part of this assumption is satisfied, for example, by all supercuspidal representations of $\GL_n(\mathbb{Q}_p)$. A representation may be made twist minimal after twisting by a character. For example, a supercuspidal representation whose (log) conductor is indivisible by $n$ is always twist minimal by [11, Prop. 2.2].

1.2.1. An explicit factor at primes dividing the level.

Corollary 1.4. Suppose, in addition to the hypotheses of Theorem 1.1, that Assumption 1.1 holds. Suppose too, for stylistic reasons$^3$, that $\ell$ is divisible by the squares of each of its prime divisors. Define the function

$$S_f(m; \frac{a}{\ell q}) = \sum\limits_{\chi \pmod{\ell}}^\ast \chi(-1)^{n-1} \chi(m \bar{a} q) \varepsilon(1/2, f \times \chi) \varepsilon(1/2, \chi^{-1})$$

where the notation $\sum^\ast$ indicates summation over just the primitive Dirichlet characters $\pmod{\ell}$ and $\bar{a} \equiv 1 \pmod{\ell}$. Then we have the following refined Voronoï

---

$^3$The formula is similar for general $\ell \mid N^\infty$; the $p$-adic Bessel transforms are more cumbersome for $v_p(\ell) \leq 1$ but are nevertheless given explicitly in Proposition 4.6.
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summation formula:

\[
\sum_{m \in \mathbb{Z} \setminus \{0\}} e\left(\frac{am}{\ell q}\right) \frac{A_f(m, c_2, \ldots, c_{n-1})}{|m|} \phi_\infty(m) = \frac{[N, \ell^n]^{\frac{n-2}{2}} \ell^{-1/2} q^{n-2}}{\prod_{p|N}(1-p^{-1})} S_f(m; a / \ell q)
\]

\[
\times \prod_{i=2}^{n-1} |c_i| \left(\frac{n-i}{i-1}\right) \sum_{m \in \mathbb{Z} \setminus \{0\}} \sum_{d_n-1/qc_2, d_{n-2}|d_2, \ldots, d_2|d_2} \cdots \sum_{d_2|d_2, d_{n-1}|d_2} KL\left(\left\{a[N, \ell^n] \ell, m; q, c, d\right\}\right)
\]

\[
\times |m|^{\frac{n-1}{2}} \prod_{i=2}^{n-1} d_i^{\frac{(n-i)}{2}} E_{\pi_p, \phi_\infty} \left(\frac{m}{[N, \ell^n]q^n} \prod_{i=2}^{n-1} \frac{d_i}{d_i^{-1}}\right).
\]

**Proof.** This formula follows from the explicit computation of the Bessel transforms \(B_{\pi_p, \phi_\infty / \ell q}\) under the refined hypotheses. This is executed in §4.3, specifically in Proposition 4.6. \(\square\)

**Remark 1.5.** The occurrence of \(S_f(m; \frac{a}{\ell q})\) highlights the key feature of our method: this term should be thought of as a “ramified” Kloosterman sum. We arrived at this expression via the local functional equation and a Bessel transform. However, should one desire to unpick further, the sum of epsilon factors may be shown to equal a Kloosterman sum dependant on the inducing data of the supercuspidal representation \(\pi_p\). The explication of these terms is a deep problem in the corresponding \(p\)-adic representation theory. At present, it seems only possible to proceed in a case-by-case fashion. A uniform treatment of such terms would be an impressive result.

1.2.2. Voronoi summation in arithmetic progressions. An amusing variant of the main formula allows us to restrict the summation to an arithmetic progression. The formula we present here is well suited to applications such as those considered in [24]. The advantage is given by the \(p\)-adic properties of the local Bessel functions.

**Corollary 1.6.** With the hypotheses of Theorem 1.1 and Assumption 1.1, fix an integer \(M \geq 1\) and for each \(p \mid M\) and define \(\phi_p = \text{Char}_{1+M\mathbb{Z}_p} \in C_\infty(\mathbb{Q}_p^\times)\). Once
again assume that $\ell$ is divisible by the squares of each of its prime divisors. Then

$$\sum_{m \in \mathbb{Z}_{\neq 0}} e\left(\frac{am}{\ell q}\right) \frac{A_f(m, c_2, \ldots, c_{n-1})}{|m|^{n-1}} \phi_\infty(m) = q^{n-2} \prod_{i=2}^{n-1} |c_i|^{(n-i)(\frac{1}{2}-1)} \sum_{m \in \mathbb{Z}_{\neq 0}} \frac{\phi_\infty(m)}{|m|^{n-1}}$$

$$\times \sum_{r | [M, \ell]} \sum d_n^{-1} \sum_{d_2} \cdots \sum_{d_2} \frac{\phi_\infty}{n-1} \phi_\infty$$

$$\times A_f(d_n-1, \ldots, d_2, m) \frac{\Phi_\infty}{|n-1|} \left( \frac{m}{n-1} \prod_{i=2}^{n-1} \frac{d_i}{c_i^{n-1}} \right) \prod_{p | MN} B_{p, \phi_p^{\eta_\ell_1}} \left( \frac{m}{n-1} \prod_{i=2}^{n-1} \frac{d_i}{c_i^{n-1}} \right)$$

where the transforms $B_{p, \phi_p^{\eta_\ell_1}}$ are described in Proposition 4.9, taking $k = \nu_p(M)$.

2. Background representation theory and notation

Here we give a bite-sized recap of the theory of automorphic representations of $\text{GL}(n)$. The main purpose of this section is to fix notation for §3, and may be referred back to should confusion present itself. Its content may be sidestepped without causing injury to our discourse on Voronoï summation.

2.1. Notable matrix groups. For a commutative ring $R$ (with unit 1 $\in R$), let us introduce notation for certain subgroups and elements of $\text{GL}_n(R)$. Let $B_n(R) = T_n(R) \rtimes U_n(R)$ denote the standard Borel subgroup, consisting of upper triangular matrices in $\text{GL}_n(R)$, given by the semi-direct product of the maximal torus of diagonal matrices $T_n(R)$ and the subgroup $U_n(R)$ of upper triangular matrices whose $n$ eigenvalues are all equal to 1. Denote the centre of $\text{GL}_n(R)$ by $Z(R) \cong R^\times$, acting on $\text{GL}_n(R)$ by scalar multiplication.

Let $1_n$ denote the $n \times n$ identity matrix. Let $w = w_n$ be the longest Weyl element of $\text{GL}_n(R)$, defined recursively by $w_n = (1 \ 0 \ldots \ 0 \ w_{n-1})$ and $w_1 = 1$. Define a second Weyl element by $w' = (1 \ 0 \ldots \ 0 \ 1_{n-1})$. We assign specialist notation to the matrices

$$a(y) := \begin{pmatrix} y & & \\ & 1_{n-1} & \end{pmatrix} \in T_n(R) \text{ and } n(x) := \begin{pmatrix} 1 & x \\ & 1 & \end{pmatrix} \in U_n(R). \quad (2)$$

For $g \in \text{GL}_n(R)$ we consider the involution $g' := g^{-1}$. We have $n(x)^i = n(x)^{-1}$ and $a(y)^i = a(y^{-1})$. For a function $f : \text{GL}_n(R) \to \mathbb{C}$, denote the action of the right regular action of $g \in \text{GL}_n(R)$ by $\rho(g)f(x) = f(xg)$ for $x \in \text{GL}_n(R)$.

2.2. Local and global fields. Let $F$ be a number field. Let $\mathbb{A}_F$ denote the ring of $F$-adeles and $\mathfrak{o}_F$ ring of algebraic integers contained in $F$. At each place $v$ of $F$ let $F_v$ denote the completion of $F$ at $v$. Let $S_\infty$ denote the set of archimedean places of $F$. Suppose $v \notin S_\infty$. Then denote by $\mathfrak{o}_v$ the ring of integers of $F_v$; $\mathfrak{p}_v$
the maximal (prime) ideal of $\mathfrak{o}_v$; $\varpi_v$ a choice of uniformising parameter, that is a generator of $\mathfrak{p}_v$; and $q_v = \#(\mathfrak{o}_v/\mathfrak{p}_v)$. Let $|\cdot|_v$ denote the absolute value on $F_v$, normalised so that $|\varpi_v|_v = q_v^{-1}$. The place $v$ itself denotes the discrete valuation on $F_v$, satisfying $|x|_v = q_v^{-v(x)}$ for $x \in F$. At real places $v \in S_{\infty}$ set $|x|_v = \text{sgn}(x)x$ for $x \in \mathbb{R}$ and at complex places $v \in S_{\infty}$ set $|z|_v = z\bar{z}$ for $z \in \mathbb{C}$.

2.3. Additive characters. We say that an (additive) character $\psi = \otimes_v \psi_v$ of $\mathbb{A}_F/F$ is unramified if $\mathfrak{o}_v \subset \ker_{F_v/(\psi_v)}$ for each $v \not\in S_{\infty}$. We henceforth assume such a choice of $\psi$. Note that the dual group of $\mathbb{A}_F/F$ is identified by the set $\{x \mapsto \psi(ax) : a \in F\}$. We shall abuse notation by extending $\psi$ to a character of each subgroup $H \leq U_n(\mathbb{A}_F)$ as follows: if $h \in H$ is given by $h = (h_{i,j})$ then define

$$\psi(h) = \psi(h_{1,2} + h_{2,3} + \cdots + h_{n-1,n}).$$

(3)

By the $F$-invariance of $\psi$ we also have $(H \cap U_n(F)) \subset \ker_{H}(\psi)$.

2.4. The Whittaker model. Let $\pi = \otimes_v \pi_v$ be an irreducible, cuspidal automorphic representation of $\text{GL}_n(\mathbb{A}_F)$, realised in a space of automorphic forms $\mathcal{V}_\pi$. There is a $\text{GL}_n(\mathbb{A}_F)$-intertwining map from $\mathcal{V}_\pi$ to the space of functions $W : \text{GL}_n(\mathbb{A}_F) \to \mathbb{C}$ that satisfy $W(ug) = \psi(u)W(g)$ for each $u \in U_n(\mathbb{A}_F)$ carrying the right regular representation $\rho$ of $\text{GL}_n(\mathbb{A}_F)$. Explicitly, one maps $\varphi \in \mathcal{V}_\pi$ to the element

$$W_\varphi : g \mapsto \int_{U_n(F)\backslash U_n(\mathbb{A})} \varphi(ug)\overline{\psi(u)}du,$$

(4)

where we choose $du$ to be the invariant probability measure on $U_n(F)\backslash U_n(\mathbb{A})$. Let $W(\pi, \psi)$ denote the image of $\mathcal{V}_\pi$ under (4), another irreducible $\text{GL}_n(\mathbb{A}_F)$-module. One calls $W(\pi, \psi)$ the $\psi$-Whittaker model of $\pi$. This generalises the classical realisation of Fourier coefficients.

Similarly, at each place $v$ of $F$ there is a notion of a $\psi_v$-Whittaker model; this is the space $W(\pi_v, \psi_v)$ of functions $W_v : \text{GL}_n(F_v) \to \mathbb{C}$ satisfying $W_v(ug) = \psi_v(u)W_v(g)$ for each $u \in U_n(F_v)$. It is again a $\text{GL}_n(F_v)$-module under $\rho$ and one has a non-zero module homomorphism $\pi_v \cong W(\pi_v, \psi_v)$. The uniqueness of Whittaker models $^4$ implies that $W(\pi, \psi)$ is given by the restricted tensor product $W(\pi, \psi) = \otimes_v W(\pi_v, \psi_v)$. This equality is significant as it identifies $W(\pi, \psi)$ as a space of factorisable functions on $\text{GL}_n(\mathbb{A}_F)$.

It shall be of use to speculate on the support of non-archimedean Whittaker functions. The following lemma gives a first observation. In the unramified setting, we can say much more; see §2.6.

Lemma 2.1. Suppose $v \not\in S_{\infty}$ and let $W_v \in W(\pi_v, \psi_v)$ such that $W_v$ is $U_n(\mathfrak{o}_v)$-fixed.\(^5\) Then, $W_v(a(y)) = 0$ for all $y \in F_v^\times$ with $|y|_v > 1$.

---

\(^4\)Global multiplicity one for $\text{GL}_n$ was proved by Shalika [30, Theorem 5.5]. The local multiplicity one theorem was also completed by Shalika [30, Theorem 3.1], who showed that the non-archimedean result of Gelfand–Každan [14] was true for archimedean places too.

\(^5\)For example, this condition is satisfied by all new and old forms.
Proof. Let \( y \in F_v^\times \). Then, for all \( x \in \mathfrak{o}_v \) we have
\[
W_v(a(y)) = W(a(y)n(x)) = W(n(xy)a(y)) = \psi_v(xy)W(a(y)).
\]
If \(|y|_v > 1\), we can always find \( x \in \mathfrak{o}_v \) such that \( \psi_v(xy) \neq 1 \). \( \square \)

2.5. The Kirilov model. The classical results of Gelfand–Kazhdan [14], if \( v \) is non-archimedean, and Jacquet–Shalika [21, Prop. 3.8] imply that it is enough to consider the functions \( W_v \in \mathcal{W}(\pi_v, \psi_v) \) restricted to the ‘mirabolic subgroup’ \( P_n(F_v) \) of \( GL_n(F_v) \) – the stabiliser of \((0, \ldots, 0, 1)\) on the right – to carry an irreducible representation of \( GL_n(F_v) \) isomorphic to \( \pi_v \): this space of vectors is known as the Kirilov model.

Proposition 2.2. Let \( v \) be a place of \( F \). Then the space of functions on \( P_n(F_v) \) given by \( W_v|_{P_n(F_v)} \) for sum \( W_v \in \mathcal{W}(\pi_v, \psi_v) \) contains the entire space of compactly supported Bruhat–Schwartz functions \( \Phi \) on \( P_n(F_v) \) such that \( \Phi ((n)_1p) = \psi_v(n)\Phi(p) \) for each \( n \in U_{n-1}(F_v) \) and \( p \in P_n(F_v) \).

Remark 2.3. In the present article, it suffices to consider just those Bruhat–Schwartz functions on \( P_n(F_v) \) with support on the matrices \( a(y) \) for \( y \in F_v^\times \).

Remark 2.4. If \( v \) is non-archimedean and \( \pi_v \) is supercuspidal, then the space of functions on \( P_n(F_v) \) given by \( W_v|_{P_n(F_v)} \) is precisely the space of locally constant, compactly supported functions \( \Phi \) described in Proposition 2.2. In general, the co-dimension of these spaces is at most \( n \).

2.6. Spherical Whittaker functionals. In [31], Shintani evaluated the (spherical) Whittaker functionals on \( GL_n(F_v) \) in terms of certain polynomials of the inducing data. Let \( v \) be a non-archimedean place of \( v \) and suppose \( \pi_v \) is unramified\(^6\); that is,
\[
\pi_v = \text{Ind}^{GL_n(F_v)}_{B_n(F_v)} (\mu_1 \otimes \cdots \otimes \mu_n)
\]
for unramified characters \( \mu_i : F_v^\times \to \mathbb{C}^\times \) for \( i = 1, \ldots, n \). Such characters are determined by their value on \( \mathfrak{o}_v \) and, in turn, \( \pi_v \) is completely determined by the \( n \) complex numbers (or ‘Satake parameters’) \( \mu_i(\mathfrak{o}_v) \) for \( i = 1, \ldots, n \).

Let \( W_v^\circ \in \mathcal{W}(\pi_v, \psi_v) \) denote the unique \( GL_n(\mathfrak{o}_v) \)-fixed vector with \( W_v^\circ(1) = 1 \). Then, by the Iwasawa decomposition, \( W_v^\circ \) is completely determined by its values on \( T_n(F_v)/T_n(\mathfrak{o}_v) \). These values are given in terms of a Schur polynomial\(^7\), to which end we define the function
\[
s_\lambda(t_1, \ldots, t_n) := \prod_{1 \leq i < j \leq n} (t_i - t_j)^{-1} \det \begin{pmatrix}
1 & 1 & \cdots & 1 \\
\lambda_1 + n - 1 & \lambda_2 + n - 2 & \cdots & \lambda_n + n - 1 \\
\lambda_1 & \lambda_2 + n - 2 & \cdots & \lambda_n + n - 2 \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_1 & \lambda_2 & \cdots & \lambda_n
\end{pmatrix},
\]
\(^6\)This criterion includes all but finitely many places of \( F \).
\(^7\)It is of no coincidence that Schur polynomials appear as characters of the (finite-dimensional) irreducible representations of \( GL_n(\mathbb{C}) \) (see [13, Chapter 6] for instance).
evaluated on a toral element $t = \text{diag}(t_1, \ldots, t_n) \in \text{GL}_n(\mathbb{C})$ and indexed by a partition $\lambda = (\lambda_1, \ldots, \lambda_n) \in \mathbb{Z}^n$ satisfying
\[ \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n. \tag{7} \]

**Proposition 2.5** (Shintani’s formula [31]). Let $\lambda = (\lambda_1, \ldots, \lambda_n) \in \mathbb{Z}^n$ and consider the element $\varpi^\lambda_v := \text{diag}(\varpi_1^{\lambda_1}, \ldots, \varpi_n^{\lambda_n}) \in T_n(F_v)$. Then $W_\psi(\varpi^\lambda_v) = 0$ unless $\lambda$ satisfies (7), in which case
\[ W_\psi(\varpi^\lambda_v) = \sum_{i=1}^{\infty} \lambda_i(\frac{n+1}{2}-i) s_{\lambda_i}(\varpi_v), \ldots, s_{\lambda_n}(\varpi_v). \]

**Remark 2.6.** These values are equal to a certain Hecke eigenvalue of $W_\psi$. We refer to [9, Lecture 7] for wider exposition and context of Shintani’s result. Note that the power of $q_v$ in Shintani’s formula is precisely (the square-root of) the modular character of $B_n(F_v)$. It comes directly from our unitary normalisation of the unramified principal series $\pi_v$.

2.7. **The contragredient representation.** The involution $\iota$ on $\text{GL}_n(\mathbb{A}_F)$, given by $g^* = t g^{-1}$, determines an injection of $\pi$ into its contragredient representation $\pi^\vee$. Explicitly by defining the functions $\tilde{\varphi} = \varphi \circ \iota$ for $\varphi \in V_\pi$. By (4), we obtain the $\tilde{\psi}$-Whittaker function $W_{\tilde{\varphi}}$ which satisfies $W_{\tilde{\varphi}}(g) = W_{\varphi}(w g^*)$ and
\[ W_{\rho(h \varphi)}(g^*) = \rho(h) W_{\varphi}(g) \tag{8} \]
for $g, h \in \text{GL}_n(\mathbb{A})$. The Whittaker model $\mathcal{W}(\pi, \tilde{\psi})$ (resp. $\mathcal{W}(\pi, \psi_v)$) is then given by the space of functions $W$, defined by $W(g) = W(w g^*)$, for each $W \in \mathcal{W}(\pi, \psi) \ (\text{resp. } \mathcal{W}(\pi, \psi_v))$.

2.8. **Euler factors and epsilon constants.** Let $v$ be a place of $F$. For any character $\chi$ of $F_v^\times$ we can define the twist $\chi \pi_v = (\chi \circ \text{det}) \otimes \pi_v$. We follow Godement–Jacquet [15] in defining the local Euler factors $L(s, \chi \pi_v)$, epsilon constants $\varepsilon(s, \chi \pi_v, \psi_v)$, and gamma factors
\[ \gamma(s, \chi \pi_v, \psi_v) = \varepsilon(s, \chi \pi_v, \psi_v) \frac{L(1-s, \chi^{-1} \pi_v)}{L(s, \chi \pi_v)}. \tag{9} \]
For $v \not\in S_\infty$ we have the formula
\[ \varepsilon(s, \pi_v, \psi_v) = \varepsilon(1/2, \pi_v, \psi_v) q_v^{a(\pi_v)(\frac{1}{2}-s)} \tag{10} \]
(see [15, Theorem 3.3 (4) & (3.3.5)]), in which the conductor$^8$ $a(\pi_v)$ of $\pi_v$ is implicitly defined. The root number $\varepsilon(1/2, \pi_v, \psi_v)$ takes its value on the unit circle. Of course, these factors can also be reinterpreted via the local Langlands correspondence for $\text{GL}_n$ (see [29, 35] for such a description); this viewpoint is useful should one want to compute them explicitly for a given $\pi_v$. One has $a(\pi_v) = 0$ if and only if $\pi_v$ is unramified. Thus one makes sense of the following global definition.

$^8$By [19, §5, Théorème], the conductor $a(\pi_v)$ is realised as the smallest non-negative integer for which there is a non-zero vector in $\mathcal{W}(\pi_v, \psi_v)$ which is fixed by the corresponding maximally chosen compact open subgroup of $\text{GL}_n(F_v)$. Such a vector is unique up to scalar multiplication.
Definition 2.1. We call a positive integer $N(\pi)$ the level (or analytic conductor) of an irreducible automorphic representation $\pi = \otimes_v \pi_v$ if $N(\pi) = \prod_{v \notin S_\infty} q_v^{a(\pi_v)}$.

Then the global $L$-function $L(s, \pi) = \prod_v L(s, \pi_v)$, initially defined for $\text{Re}(s)$ sufficiently large, has analytic continuation to all $s \in \mathbb{C}$, is bounded in vertical strips, and satisfies the functional equation

$$L(s, \pi) = \varepsilon(1/2, \pi) N(\pi)^{(1/2-s)} L(1-s, \tilde{\pi})$$

where $\varepsilon(1/2, \pi) = \prod_v \varepsilon(1/2, \pi_v, \psi_v)$ is independent of $\psi$ (see [15, Theorem 13.8]).

3. Voronoï summation via the Whittaker model

Ichino–Templier’s recasting of Voronoï summation formulae in an adelic framework is a tremendously important step in understanding the mechanisms governing such identities. Here we prove a strengthening of their results as given in [18].

Throughout this section, fix a number field $F$ and an unramified character $\psi = \otimes_v \psi_v$ of $\mathbb{A}_F/F$ (see §2.3). Also fix $n \geq 2$ and let $\pi = \otimes_v \pi_v$ denote an irreducible, cuspidal automorphic representation of $\text{GL}_n(\mathbb{A}_F)$. We now pose a Voronoï summation formula for the Fourier coefficients in the Whittaker model $W(\pi, \psi)$.

3.1. The generalised Bessel transformation. We now describe the key tool in handling local ramification in the Voronoï summation formula: the generalised Bessel transformation. Presently we give a criterion for the existence of such a transform. But a key feature of our work is the explication of these transforms, for which we give full details in §4 in the general case.

Let $v$ be a place of $F$. If $v \in S_\infty$ (resp. $v \notin S_\infty$) let $C^\infty(F_v^\times)$ denote the space of smooth (resp. locally constant) functions on $F_v^\times$. In either case, let $C^\infty_c(F_v^\times) \subset C^\infty(F_v^\times)$ denote the subspace of functions whose support is compact.

Proposition 3.1. Let $\Phi: F_v^\times \rightarrow \mathbb{C}$ be a function defined by $\Phi(y) = W((y \ 1_v))$ for some $W \in W(\pi_v, \psi_v)$; by Proposition 2.2, this includes the set $C^\infty_c(F_v^\times)$. Then there exists a unique function $B_{\pi_v, \Phi}: F_v^\times \rightarrow \mathbb{C}$, the Bessel transform of $\Phi$, such that for all $s \in \mathbb{C}$ with $\text{Re}(s)$ sufficiently large and for all characters $\chi$ of $F_v^\times$ we have

$$\int_{F_v^\times} B_{\pi_v, \Phi}(y) \chi(y)^{-1} |y|_{v}^{s-n-1} d^x y = \chi(-1)^{n-1} \gamma(1-s, \chi \pi_v, \psi_v) \int_{F_v^\times} \Phi(y) \chi(y) |y|_{v}^{1-s-n-1} d^x y$$

where $d^x y$ denotes a Haar measure on $F_v^\times$.

Proof. This result follows directly from the local functional for $\text{GL}_n \times \text{GL}_1$ as proved by Jacquet–Shalika [20, 22]; cf. [18, Lemma 5.2].
Remark 3.2. For \( \Phi \in \mathcal{C}_v^{\infty}(F_v^\times) \), the transform \( \mathcal{B}_{\pi_v, \Phi} \) satisfies the following properties: sub-polynomial decay at infinity (for each \( \delta > 0 \) we have \( \hat{\Phi}(y) \ll |y|_v^{-\delta} \) as \( |y|_v \to \infty \)) and polynomial growth at zero (there exists a \( \delta > 0 \) such that \( \hat{\Phi}(y) \ll |y|_v^\delta \) as \( y \to 0 \)).

3.2. The hyper Kloosterman sum. At a place \( v \not\in S_\infty \), denote by \( T_v^1 \subset T_{n-2}(F_v) \) the set of diagonal matrices of the form \( t = \text{diag}(t_2, \ldots, t_{n-1}) \) with \( |t_i|_v \geq 1 \) for each \( 2 \leq i \leq n-1 \). Then \( \sigma_v \) acts (additively) on \( t_i \) if \( |t_i|_v > 1 \), whence we define the quotients

\[
\Lambda_t = \begin{cases} 
\frac{t_i \sigma_v^i}{\sigma_v} & \text{if } |t_i|_v > 1 \\
\{1\} & \text{if } |t_i|_v = 1.
\end{cases}
\]

(12)

Now fix a ‘modulus’ \( \zeta = (\zeta_v) \in \mathcal{A}_F \) and a ‘shift’ \( \xi = (\xi_v) \in T_n(\mathcal{A}_F) \). We write \( \xi_v = \text{diag}(\xi_1, \ldots, \xi_n) \). Let \( R \) be a set of places \( v \not\in S_\infty \) such that \( \pi_v \) is unramified and either \( |\zeta_v|_v > 1 \) or \( \xi_v \not\in T_n(\sigma_v) \). For \( v \in R \) let \( t \in T_v^1 \). If \( \zeta_v \xi_1^{-1} \xi_2 |_v \geq 1 \) then for \( y \in F_v^\times \) define the \( (n-1) \)-dimensional hyper-Kloosterman sum by

\[
\mathcal{K}\ell_v(y, t; \zeta, \xi) = |\zeta_v|^{n-2} |\xi_3 \cdots \xi_n|^{-1} \psi_v(\xi_v^{-1} \xi_3^{-1}) \times \sum_{i=2}^{n-1} \sum_{x_i \in \Lambda_t} \psi_v((-1)^n y \xi_v^{-1} \xi_2^{-1} \xi_n x_{n-1}^{-1} \cdots x_2^{-1} x_1^{-1} \cdots x_2^{-1}) \prod_{j=2}^{n-1} \psi_v(\xi_{n-j+1} \xi_{n-j+2} x_j). \tag{13}
\]

If \( \zeta_v \xi_1^{-1} \xi_2 |_v \leq 1 \) then define \( \mathcal{K}\ell_v(y, t; \zeta, \xi) = \mathcal{K}\ell_v(y, t; \xi_1 \xi_2^{-1}, \xi) \) so that

\[
\mathcal{K}\ell_v(y, t; \zeta, \xi) = |\xi_1|^{n-2} |\xi_3 \cdots \xi_n|^{-1} \psi_v(\xi_v^{-1} \xi_3^{-1}) \times \sum_{i=2}^{n-1} \sum_{x_i \in \Lambda_t} \psi_v((-1)^n y \xi_1^{-1} \xi_n x_{n-1}^{-1} \cdots x_2^{-1} x_1^{-1} \cdots x_2^{-1}) \prod_{j=2}^{n-1} \psi_v(\xi_{n-j+1} \xi_{n-j+2} x_j). \tag{14}
\]

More generally, define the product \( T_R^1 = \prod_{v \in R} T_v^1 \), which we view embedded in \( T_{n-2}(\mathcal{A}_F) \) by extending trivially at places \( v \not\in R \). Moreover, for \( y \in \bigcap_{v \in R} F_v \) and \( t = (t_v) \in T_R^1 \) define

\[
\mathcal{K}\ell_R(y, t; \zeta, \xi) = \begin{cases} 
\prod_{v \in R} \mathcal{K}\ell_v(y, t_v; \zeta, \xi) & \text{if } R \neq \emptyset \\
1 & \text{if } R = \emptyset.
\end{cases}
\]

(15)

Finally, for \( t = (t_v) \in T_R^1 \) with \( t_v = \text{diag}(t_2, \ldots, t_{n-1}) \), define the matrix

\[
\delta_R(t; \zeta, \xi) = (\delta_v) \in T_n(\mathcal{A}_F) \tag{16}
\]
whose local factors are $\delta_v = 1$ for $v \not\in R$;

$$\delta_v = \begin{pmatrix} \zeta_v^{-1}(\det t)^{-1}\xi_1^{-1} & t_2\xi_n^{-1} & \cdots & t_2\xi_1^{-1} \\ \cdots & \cdots & \cdots & \cdots \\ t_{n-1}\xi_1^{-1} & \cdots & \cdots & \xi_n\xi_1^{-1} \end{pmatrix}$$

for $v \in R$ such that $|\zeta_v\xi_1^{-1}\xi_2| > 1$; and

$$\delta_v = \begin{pmatrix} \xi_1^{-1}(\det t)^{-1} & t_2\xi_n^{-1} & \cdots & t_2\xi_1^{-1} \\ \cdots & \cdots & \cdots & \cdots \\ t_{n-1}\xi_1^{-1} & \cdots & \cdots & \xi_n\xi_1^{-1} \end{pmatrix}$$

for $v \in R$ such that $|\zeta_v\xi_1^{-1}\xi_2| \leq 1$.

**Remark 3.3.** In practice, we only consider sums of finitely many terms in $T^1_R$, as determined by the support of unramified Whittaker new-vectors on $W_v(a(y)\delta_v)$ for $v \in R$ (See Proposition 2.5 and Theorem 3.4). In particular we consider

$$|y\xi_1^{-1}(\det t)^{-1}\xi_2^{-1}|v \leq |t_2\xi_1^{-1}|v \leq \cdots \leq |t_{n-1}\xi_1^{-1}|v \leq |v\xi_1^{-1}|v$$

(17)

for $\xi_v = \text{diag}(\xi_1, \ldots, \xi_n)$ and $|\zeta_v\xi_1^{-1}\xi_2|_v \geq 1$. This is an artefact of the more general notion of a Kloosterman integral as studied by Stevens [32, Def. 2.6], wherefrom (13) and (14) are derived in the proof of Theorem 3.4.

### 3.3. The general Voronoï summation formula

We now state the most general Voronoï formula for $GL_n$ (19), extending the results of Ichino–Templier. In particular, what follows in Theorem 4.1 subsumes their main results, [18, Theorems 1, 3, & 4], as well as generalising them to the case of joint level–modulus ramification. We further refine this formula by later explicating the generalised Bessel transforms; see §4.

**Theorem 3.4.** Let $n \geq 2$ and let $\pi = \otimes_v \pi_v$ be an irreducible cuspidal automorphic representation of $GL_n(\mathbb{A}_F)$. Let $Q$ denote the set of places $v \not\in S_\infty$ at which $\pi_v$ ramifies, $a(\pi_v) > 0$. Let $\psi = \otimes_v \psi_v$ be a non-trivial, unramified additive character of $\mathbb{A}_F$. Choose two finite sets $Q, S$ of places of $F$ such that $S_\infty \subseteq S$; $Q \cap S = \emptyset$; and $Q \cup S$ contains each place $v \not\in S_\infty$ at which $\pi_v$ ramifies, that is $a(\pi_v) > 0$. Moreover, for each $v \in S$ pick some $\phi_v \in \mathcal{C}_c^\infty(F_v^\times)$. Fix a ‘modulus’ $\zeta = (\zeta_v) \in \mathbb{A}_F$ and a ‘shift’ $\xi = (\xi_v) \in T_n(\mathbb{A}_F)$ such that $\xi_v = 1$ for $v \in Q \cup S$. Denote by $R$ the set of places $v \not\in Q \cup S$ such that either $|\zeta_v|_v > 1$ or $\xi_v \not\in T_n(\mathbb{A}_F)$. Finally,

---

9Recall that $\psi$ is unramified if and only if $o_v \subset \ker F_v(\psi_v)$ for each $v \not\in S_\infty$. No generality is lost by making this assumption due to the choices of $\zeta \in \mathbb{A}_F$, $\xi \in T_n(\mathbb{A}_F)$ and $W \in W(\pi, \psi)$. 

---
let $W = \otimes_v W_v \in \mathcal{W}(\pi, \psi)$ such that $W_v$ is right-$GL_n(\mathfrak{a}_v)$-invariant for almost all $v \not\in S_\infty$. Then

$$
\sum_{\gamma \in F^\times} \psi(\gamma \zeta) W \left( \binom{\gamma}{1_{n-1}} \xi \right) \prod_{v \in S} \phi_v(\gamma) =
$$

$$
\sum_{\gamma \in F^\times} \sum_{t \in T_R^1} \mathcal{K}_{\ell, t}(\gamma, t; \zeta, \xi) \tilde{W}_{Q, \xi S} \left( \binom{\gamma}{1_{n-1}} \eta_R(t; \zeta, \xi) \right) \prod_{v \in Q \cup S} B_{\pi_v, \psi^\vee}(\gamma)
$$

(18)

where the hyper-Kloosterman sum $\mathcal{K}_{\ell, t}(\gamma, t; \zeta, \xi)$ is defined in (15); $\delta_R(t, \zeta, \xi)$ in (16); we define $\tilde{W}_{Q, \xi S}(g) := \prod_{v \in Q \cup S} W_v(g_v)$ for $g = (g_v) \in GL_n(\mathbb{A}_F)$ where the dual vector is given by $\tilde{W}_v(g) = W_v(w_n^t g^{-1})$, as in §2.7; and lastly, for $v \in Q \cup S$, one defines the function $\Phi_v$ on $y \in F_v^\times$ by

$$
\Phi_v(y) := \begin{cases} 
\phi_v(y) W_v \left( \binom{y}{1_{n-1}} \right) & \text{if } v \in S \\
W_v \left( \binom{y}{1_{n-1}} \right) & \text{if } v \in Q,
\end{cases}
$$

(19)

and its twists by $\zeta_v$ via $\Phi_v^\zeta(y) := \psi_v(y \zeta_v) \Phi_v(y)$.

**Remark 3.5 (On the hypotheses).** The details with which we formulate Theorem 3.4 impose no real restrictions on the generality of the result. The additional generality in comparison to [18] may be acutely summarised as follows:

- The generality in our choice of $W \in \mathcal{W}(\pi, \psi)$ (cf. [18, Theorem 4]).
- The assumption that if $v \not\in S_\infty$ and $|\zeta_v|_v > 1$ then $v \not\in Q \cup S$.

**Proof.** Our proof of Theorem 3.4 closely follows [18, §2], to which we shall refer for the sake of concision. Here we outline the core of this argument and describe in detail the modifications we make; in particular to [18, §2.6 & §2.7].

One starts with the following fundamental identity:

$$
\sum_{\gamma \in F^\times} W_\varphi \left( \binom{\gamma}{1_{n-1}} \right) = \sum_{\gamma \in F^\times} \int_{\mathbb{A}^n} \tilde{W}_\varphi \left( \binom{\gamma}{x} \binom{1}{1_{n-1}} \right) (w_{n-1}) dx
$$

(20)

for any $\varphi \in \mathcal{V}_\pi$, letting $\mathcal{V}_\pi$ denote the space of automorphic forms carrying the representation $\pi$. See §2.4 for discussion on Whittaker functions. The identity (20) follows from [18, Prop. 1.1 & Lem. 2.1]. It also features crucially in the construction of the global functional equation for $GL_n \times GL_1$. (Although, as noted by the authors, a proof does not appear in the literature until that in [18, §4].)

The subsequent goal is to evaluate (20) for an appropriate choice of $\varphi \in \mathcal{V}_\pi$. Typically, one synthesises the left-hand side as desired and picks up the pieces on the right.

To reconstruct the left-hand side of (18), we first pick a vector $\varphi' \in \mathcal{V}_\pi$ and, without loss of generality, suppose $W_{\varphi'} = \otimes_v W'_v$. Firstly, note that the right
translate \( \rho(n(\zeta)\xi)\varphi' \) satisfies

\[
W_{\rho(n(\zeta)\xi)\varphi'}(a(\gamma)) = W_{\varphi'}(a(\gamma)n(\zeta)\xi) = \psi(\gamma \xi) W_{\varphi'}(a(\gamma)\xi).
\]  

(21)

(See (2) for definitions of the matrices \( a(y) \) and \( n(x) \).) Next, recall that the element \( W = \otimes_v W_v \in \mathcal{W}(\pi, \psi) \) has been selected in the hypotheses of Theorem 3.4. We impose our choice upon each \( W_v \) as follows:

- If \( v \in S \), consider the function \( \Phi_v(y) = \phi_v(y) W_v(a(y)) \). By Proposition 2.2, there exists \( W'_v \in \mathcal{W}(\pi_v, \psi_v) \) such that \( W'_v(a(y)) = \Phi_v(y) \) for all \( y \in F_v^\times \).
- If \( v \not\in S \) then directly choose \( W'_v = W_v \). In addition, for \( v \in Q \) define the function \( \Phi_v(y) = W_v(a(y)) \) to homogenise notation.

We thus choose the test vector \( \varphi := \rho(n(\zeta)\xi)\varphi' \). By construction, the left-hand side of (20) is equal to the left-hand side of (18).

It remains to compute the right-hand side of (20) after applying \( \varphi = \rho(n(\zeta)\xi)\varphi' \). As is common practice in any trace formula, one observes that the geometric integrals factorise into local components: for \( y \in F_v^\times \) define

\[
\mathcal{H}_v(y; \zeta_v, \xi_v) = \int_{F_v^{n-2}} \tilde{W}_v \left( \begin{pmatrix} y & 0 \\ x & 1_{n-2} \end{pmatrix} \right) \left( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right) \left( \begin{pmatrix} t_n(-\zeta_v)\xi_v^{-1} \\ a_n \end{pmatrix} \right) dx.
\]

Then the right-hand side of (20) is equal to \( \sum_{\gamma \in F_x} \prod_v \mathcal{H}_v(\gamma; \zeta_v, \xi_v) \). We divide the argument into two genres, depending on whether places are in or out of \( Q \cup S \).

Suppose \( v \not\in Q \cup S \). We first show that \( \mathcal{H}_v(y; \zeta_v, \xi_v) \) is equal to a certain hyper-Kloosterman integral, and then refine this integral in terms of Kloosterman sums.\(^{10}\)

Let us always denote the factors of \( \xi = (\xi_v) \) by

\[
\xi_v = \text{diag}(\xi_1, \xi_2, \ldots, \xi_n).
\]

Note that if \( |\zeta_v\xi_1^{-1}\xi_2|_v \leq 1 \) then \( \mathcal{H}_v(y; \zeta_v, \xi_v) = \mathcal{H}_v(y; \xi_1^{-1}\xi_2, \xi_v) \), since

\[
\xi_v^t n(-\zeta_v)\xi_v^{-1} = n(-\zeta_v\xi_1^{-1}\xi_2).
\]

In such (unramified) cases, the integral may be computed directly; for comparison see [18, §2.5]. However, in the spirit of austerity, we proceed by executing our computations with the assumption \( |\zeta_v\xi_1^{-1}\xi_2|_v \geq 1 \). For example, for almost all places \( v \) we have \( \xi_v \in T(\mathfrak{o}_v) \) and \( \zeta_v \in \mathfrak{o}_v \), in which case \( \mathcal{H}_v(y; \zeta_v, \xi_v) = \mathcal{H}_v(y; 1, 1) \).

For \( x \in F_v^{n-2} \), rewrite

\[
\begin{pmatrix} 1 & 0 \\ x & 1_{n-2} \end{pmatrix} = \sigma \begin{pmatrix} 1_{n-2} & x \\ 1 & 1 \end{pmatrix} \sigma^{-1} \quad \text{where} \quad \sigma := \begin{pmatrix} 1_{n-2} & 1 \\ \cdot & 1 \end{pmatrix}.
\]

\(^{10}\)This case is included in [18, Theorem 3]. However, their result is stated in terms of hyper-Kloosterman integrals: the details of an explicit formula, such as ours, are left to the reader.
Changing variables from $x$ to $y^{-1}x$ we obtain

$$\mathcal{H}_v(y; \zeta_v, \xi_v) =$$

$$|y|_v^{n-2} \int_{\mathbb{P}^{n-2}} \tilde{W}_v \left( \sigma \begin{pmatrix} 1 & x \\ 1 & 1 \end{pmatrix} \sigma^{-1} a(y) \begin{pmatrix} 1 & \xi_v^{-1} n(-\zeta_v \xi_1^{-1} \xi_2) \\ w_{n-1} \end{pmatrix} \right) dx.$$  

Consider the commutation relations

$$\sigma^{-1} a(y) \sigma^{-1} \begin{pmatrix} 1 & 0 \\ w_{n-1} & 1 \end{pmatrix} \xi_v^{-1} \begin{pmatrix} 1 & 0 \\ w_{n-1} & 1 \end{pmatrix} \sigma = \begin{pmatrix} \xi_1^{-1} \\ \vdots \\ \xi_3^{-1} \\ y \xi_1^{-1} \\ \xi_2^{-1} \end{pmatrix}$$

and, after applying the Bruhat decomposition to $\iota_n(-\zeta_v \xi_1^{-1} \xi_2)$,

$$\sigma^{-1} \begin{pmatrix} 1 & 0 \\ w_{n-1} & 1 \end{pmatrix} \iota_n(-\zeta_v \xi_1^{-1} \xi_2) \begin{pmatrix} 1 & 0 \\ w_{n-1} & 1 \end{pmatrix} \sigma = \begin{pmatrix} 1 & -\zeta_v^{-1} \xi_1 \xi_2^{-1} \\ 1 & 1 \end{pmatrix}$$

$$\times \begin{pmatrix} 1 & -\zeta_v^{-1} \xi_1 \xi_2^{-1} \\ -\zeta_v \xi_1^{-1} \xi_2 \\ 1 & 1 \end{pmatrix}$$

where the final factor above and $\sigma^{-1} \begin{pmatrix} 1 & 0 \\ w_{n-1} & 1 \end{pmatrix}$ are both elements of $\text{GL}_n(\mathfrak{o}_v)$.

By the right-$\text{GL}_n(\mathfrak{o}_v)$-invariance of $W_v$ we obtain

$$\mathcal{H}_v(y; \zeta_v, \xi_v) = |y|_v^{n-2} \int_{\mathbb{P}^{n-2}} \tilde{W}_v (\sigma A(x)) dx.$$  

where

$$A(x) := \begin{pmatrix} 1 & x & -y \xi_1^{-1} x \\ 1 & -y \xi_1^{-1} \\ 1 & 1 \end{pmatrix} \begin{pmatrix} \xi_1^{-1} \\ \vdots \\ -y \xi_1^{-1} \xi_2^{-1} \\ \xi_2^{-1} \end{pmatrix}.$$  

Note that

$$\sigma \begin{pmatrix} 1 & x & -y \xi_1^{-1} x \\ 1 & -y \xi_1^{-1} \\ 1 & 1 \end{pmatrix} = \begin{pmatrix} 1 & -y \xi_1^{-1} \\ 1 & 1 \end{pmatrix} \sigma \begin{pmatrix} 1 & x \\ 1 & 1 \end{pmatrix}. $$

- If $n = 2$ then

$$\mathcal{H}_v(y; \zeta_v, \xi_v) = \psi_v(y \xi_1^{-1} \xi_2^{-1}) \tilde{W}_v \left( \begin{pmatrix} -y \xi_1^{-1} \xi_2^{-1} \\ \xi_2^{-1} \xi_1^{-1} \end{pmatrix} \right).$$
If $n \geq 3$ then, writing $x = (x_1, \ldots, x_{n-2}) \in F_v^{n-2}$,

$$\mathcal{H}_v(y; \zeta_v, \xi_v) = |\xi_2 \zeta_v|^{n-2} |\xi_3 \cdots \xi_n|^{-1}$$

$$\times \int_{F_v^{n-2}} \psi_v(-\xi_2 \xi_3^{-1} x_{n-2}) \tilde{W}_v \left( \tau \left( \begin{array}{cc} 1_{n-2} & x \\ 1 & 1 \end{array} \right) \right) \, dx,$$

where we define the matrix

$$\tau = \left( \begin{array}{cc} 1_{n-2} & 1 \\ 1 & 1 \end{array} \right) \left( \begin{array}{cccc} \xi_n^{-1} & & & \\ & \ddots & & \\ & & \xi_3^{-1} & \\ & & & -y \xi_v^{-1} \xi_2^{-1} \end{array} \right). \quad (22)$$

If $n \geq 3$ then $\mathcal{H}_v(y; \zeta_v, \xi_v)$ is a particular 'hyper-Kloosterman integral' [32, Def. 2.6]. It remains to express it as a sum of $(n-1)$-dimensional hyper-Kloosterman sums. We remark that the following calculation and subsequent result is not contained in [18]. Nevertheless, to sidestep an amassment of notation, we refer to and amend their lemmata directly.

Now follow [18, Def. 6.2] and define $\mathcal{K}_{\ell T}^{\ell T}(\psi_t, \psi', \tau)$ as there (with the additional superscript!) for the following new variables: $\tau$, as in (22); $\psi_t(u) := \psi_v(t \ell t^{-1})$ for $u \in U_n(F_v)$, $t \in T_n(F_v)$; and $\psi'(a) := \psi_v(-\xi_2 \xi_3^{-1} a)$ for $a \in F_v$. (See [32, Def. 2.10] for the original definition.) Then, [32, Theorem 2.12] implies

$$\mathcal{H}_v(y; \zeta_v, \xi_v) = |\xi_2 \zeta_v|^{n-2} |\xi_3 \cdots \xi_n|^{-1} \sum_{t \in T_n(F_v)/T_n(\mathfrak{o}_v)} \tilde{W}_v(t) \mathcal{K}_{\ell T}^{\ell T}(\psi_t, \psi', t^{-1} \tau).$$

By [32, Cor. 3.11], the Kloosterman sum $\mathcal{K}_{\ell T}^{\ell T}(\psi_t, \psi', t^{-1} \tau)$ factorises into an $(n-1)$-dimensional and a 1-dimensional term by the decomposition of

$$t^{-1} \tau = \left( \begin{array}{cc} \xi_n^{-1} & -y \xi_v^{-1} \xi_2^{-1} t_1^{-1} \\ & \ddots \\ & \xi_3^{-1} & -\xi_v \xi_1^{-1} \end{array} \right),$$

for $t = \text{diag}(t_1, \ldots, t_n) \in T_n(F_v)/T_n(\mathfrak{o}_v)$, into $\text{GL}_{n-1}(F_v) \times \text{GL}_1(F_v)$-parabolic factors. The 1-dimensional factor is supported on $|t_n|_v = |\xi_v \xi_1^{-1}|_v$, in which case it equals the constant $\psi_v(-\xi_2 \xi_3^{-1})$.

We pick this moment to reorder summation by exchanging the variables $t_i$ with $t_i \xi_{n-i+2}$, for each $2 \leq i \leq n-1$, and $t_1$ with $\xi_2 t_1$. For the $(n-1)$-dimensional factor to be non-zero, by [32, Th. 3.12], we require the determinant to be a unit, $|t_1 \cdots t_{n-1}|_v = |y \xi_v^{-1}|_v$, and each exposed sub-determinant to be integral. Checking the definition of an exposed sub-determinant [32, Def. 3.3]; one finds that this
and we define the variables

\[ s_v(y; \zeta_v, \xi_v) = |\xi_2 \zeta_v|^{n-2} |\xi_3 \cdots \xi_n|^{-1} \psi_v(-\xi_2 \xi_3^{-1}) \]

\[ \times \sum_{t \in T_v} \hat{W}_v \left( \begin{pmatrix} y \zeta_v^{-1}(\det t)^{-1} & 1 \\ t & \xi_v \end{pmatrix} \right) \left( \begin{pmatrix} 1 \\ w_{n-2} \end{pmatrix} \right) K_{\ell}^{IT}(\psi_v, \psi', \tau') \]

where \( T_v \) was introduced in §3.2 and we define the variables

\[ t' = \begin{pmatrix} y \zeta_v^{-1}(\det t)^{-1} \\ t \end{pmatrix} \begin{pmatrix} \xi_2^{-1} \\ \xi_3^{-1} \end{pmatrix}; \quad \tau' = \begin{pmatrix} t^{-1} - \det t \end{pmatrix}. \]

The final step is to compute the terms \( K_{\ell}^{IT}(\psi_v, \psi', \tau') \). This is executed recursively via [18, Prop. 6.4]. Applying [18, Cor. 6.5 & Lem. 6.6] with the parameters \( \tau' \) and \( t' \) we obtain

\[ K_{\ell}^{IT}(\psi_v, \psi', \tau') = \sum_{x_{n-1} \in \Lambda_{n-1}} \psi_v(-\xi_2 \xi_3^{-1} x_{n-1}) K_{\ell}^{IT}(\psi_v, \psi'', \tau'') \]

where \( \Lambda_t \) was introduced in §3.2, \( \psi''(a) := \psi_v(-\xi_3 \xi_4^{-1} a) \) for \( a \in F_v \), and we define the new variables

\[ t'' = \begin{pmatrix} y \zeta_v^{-1}(\det t)^{-1} \xi_2^{-1} \\ t_2 \xi_2^{-1} \\ \vdots \\ t_{n-2} \xi_4^{-1} \end{pmatrix}; \quad \tau'' = \begin{pmatrix} t_2^{-1} \\ \vdots \\ t_{n-2}^{-1} \end{pmatrix}. \]

Note that we have multiplied the top right-hand corner of \( \tau' \) by \( -x_{n-1}^{-1} \) to obtain the top right-hand corner of \( \tau'' \). Continuing recursively, terminating the evaluation with [18, Lem. 6.6], we deduce that

\[ K_{\ell}^{IT}(\psi_v(\xi_{t-1}, \psi', \tau') = \sum_{x_{n-1} \in \Lambda_{n-1}} \cdots \sum_{x_2 \in \Lambda_2} \psi_v(-\xi_2 \xi_3^{-1} x_{n-1}) \prod_{j=2}^{n-2} \psi_v(\xi_{n-j+1} \xi_{n-j+2}^{-1}) \]

\[ \times \psi_v((-1)^{n-1} y \zeta_v^{-1} \xi_2^{-1} \xi_n x_{n-1}^{-1} \cdots x_2^{-1}), \]

which is equal to \( (|\xi_2 \zeta_v|^{n-2} |\xi_3 \cdots \xi_n|^{-1} \psi_v(-\xi_2 \xi_3^{-1}))^{-1} K_{\ell}^{IT}(y, t; \zeta, \xi) \), as defined in §3.2, on the nose. (To be compared with [18, Cor. 6.7].) Note that, unlike [18, Prop. 6.4], we subsume the cases \( |t_i|_v > 1 \) and \( |t_i|_v = 1 \) into one via our definition of the
sets $\Lambda_t$ in (12). In particular, the above equality holds for $|t_2|_v = 1$ since then we have
\[ |y \zeta_v^{-1} \xi_2^{-1} \xi_n x_{n-1}^{-1} \cdot \cdot \cdot x_2^{-1}|_v = |y \zeta_v^{-1} \xi_2^{-1} \xi_n (\det t)^{-1}|_v \leq 1 \]
from the support of $\tilde{W}_v$ (see (17)); indeed, $\psi_v$ is trivial on $\sigma_v$. As a last remark we simply note that for all places $v \notin Q \cup R \cup S$ we have
\[ \mathcal{S}_v(y; \zeta_v, \xi_v) = \mathcal{S}_v(y; 1, 1) = \tilde{W}_v(a(y)). \]

Now consider the remaining places $v \in Q \cup S$. Theorem 3.4 shall follow duly from the observation that $\mathcal{S}_v(y; \zeta_v, \xi_v) = B_{\pi_v, \Phi^\zeta_v}(y)$. Or argument follows [18, §2.7], except that we identify a different element of the Whittaker model upon shifting by the matrix $n(\zeta_v)$. By assumption, the function $\Phi^\zeta_v(y)$ satisfies
\[ \Phi^\zeta_v(y) = \psi_v(y \zeta_v) \Phi_v(y) = W_v'(n(\zeta_v) a(y)) = W_v'(a(y) n(\zeta_v)). \]
We denote this right-translate by $\tilde{W}^\zeta_v \in \mathcal{W}(\pi_v, \psi_v)$ satisfying $\Phi^\zeta_v(y) = \tilde{W}_v(a(y))$ for all $y \in F_v^\times$. Now [18, Lemma 2.3] applies to $\Phi^\zeta_v$, thus determining its (unique) transform so that
\[ B_{\pi_v, \Phi^\zeta_v}(y) = \mathcal{S}_v(y; \zeta_v, \xi_v) \]
for all $y \in F_v^\times$. We remark that the hypotheses of [18, Lemma 2.3] demand that $\Phi^\zeta_v \in \mathcal{C}_c^\infty(F_v^\times)$; in the case $v \in S$ we have $\Phi^\zeta_v(y) = \psi_v(y \zeta_v) \phi_v(y) W_v(a(y))$ is again smooth (resp. locally constant) of compact support. However, the argument there applies to all such functions $y \mapsto W_v(a(y))$ for any $W_v \in \mathcal{W}(\pi_v, \psi_v)$, in particular in the case $v \in Q$.

4. Explicit Bessel transforms

Here we give an explicit description of the generalised Bessel transforms $B_{\pi_v, \Phi}$, as introduced in §3.1. We consider their analytic behaviour at all places and, for non-archimedean places $v$, we detail the ‘joint ramification’ case with $\Phi = \Phi^\zeta_v$ for $|\zeta_v|_v > 1$. In this section let us retain the notation of §3.

4.1. The Mellin inversion formula for local fields. Let $v$ be any place of $F$ and consider a Bruhat–Schwartz function $\Phi : F_v^\times \to \mathbb{C}$. The fundamental principle of harmonic analysis on locally compact abelian groups [28] is to study the frequencies of $\Phi$ contained in the unitary dual group $\hat{F}^\times$; this is the set of continuous\footnote{Without further mention, any character on a locally compact group is assumed continuous.}, unitary characters on $F_v^\times$.

**Definition 4.1.** Let $\mu \in \hat{F}_v^\times$. The Mellin transform of $\Phi$ is given by
\[ \mathcal{M}(\Phi, \mu) = \int_{F_v^\times} \Phi(y) \mu(y) d^\times y \]
for a Haar measure \( d^x y \) on \( F_v^\times \). Similarly, for a Schwartz function \( \tilde{\Phi} : \hat{F}_v^\times \to \mathbb{C} \), the inverse Mellin transform of \( \tilde{\Phi} \) evaluated at \( y \in F_v^\times \) is given by

\[
\mathcal{M}^{-1}(\Phi, \mu) = \int_{\hat{F}_v^\times} \tilde{\Phi}(\mu) \mu(y)^{-1} d\mu
\]

for a Haar measure \( d\mu \) on \( \hat{F}_v^\times \).

**Proposition 4.1 (Mellin inversion).** There exist ‘self-dual’ normalisations of the pair of Haar measures \((d^x y, d\mu)\) such that

\[
\mathcal{M}^{-1} \circ \mathcal{M} = \mathcal{M} \circ \mathcal{M}^{-1} = \text{Id}.
\]

**Proof.** See [28, §3] for instance. \(\square\)

4.1.1. **Archimedean Mellin inversion.** Suppose that \( v \) is real so that \( F_v = \mathbb{R} \). Any unitary character on \( \mathbb{R}^\times \) is of the form \( \mu = \text{sgn}^r |\cdot|^t v \in \hat{\mathbb{R}}^\times \) for \( r \in \{0, 1\} \) and \( t \in \mathbb{R} \). Let us normalise

\[
\mathcal{M}(\Phi, \mu) = \int_{\mathbb{R}^\times} \Phi(y) \text{sgn}(y)^r |y|_v^t d^x y
\]

and

\[
\mathcal{M}^{-1}(\tilde{\Phi}, y) = \frac{1}{4\pi i} \sum_{r \in \{0, 1\}} \int_{\mathbb{R}} \tilde{\Phi}(\text{sgn}^r |\cdot|^t v) \text{sgn}(y)^r |y|_v^{-t} dt
\]

where \( d^x y = \text{sgn}(y)y^{-1} dy \) and \( dy, dt \) both denote the Lebesgue measure on \( \mathbb{R} \). With this choice of Haar measures, Proposition 4.1 holds.

**Remark 4.2 (The Mellin transform for \( \mathbb{R}_{>0} \)).** For \( s \in \mathbb{C} \) and \( \phi \in C_c^\infty(\mathbb{R}_{>0}) \) let

\[
\mathfrak{m}(\phi, s) := \int_0^\infty \phi(y)y^{s-1} dy.
\]

Defining \( \Phi(y) = \phi(y)y^\sigma \) for \( y > 0 \), with \( \sigma = \text{Re}(s) \) sufficiently large, and \( \Phi(y) = 0 \) for \( y \leq 0 \) we have \( \mathcal{M}(\Phi, \text{sgn}^r |\cdot|_v^{\text{im}(s)}) = \mathfrak{m}(\phi, s) \), constant on \( r \in \{0, 1\} \). Proposition (4.1) implies the usual Mellin inversion formula

\[
\phi(y) = \frac{1}{2\pi i} \int_{\text{Re}(s)=\sigma} \mathfrak{m}(\phi, s) y^{-s} ds.
\]

Suppose that \( v \) is complex so that \( F_v = \mathbb{C} \). Expressing a complex number \( z \in \mathbb{C}^\times \) in polar coordinates, \( z = |z|^{1/2} e^{i \text{arg}(z)} \), the unitary dual of \( \mathbb{C}^\times \) may be identified as \( \hat{\mathbb{C}}^\times = \hat{\mathbb{R}}_{>0} \times \hat{\mathbb{R}}/\hat{\mathbb{Z}} \cong \mathbb{R} \times \mathbb{Z} \). We omit the details of the complex case in this article.
4.1.2. Non-archimedean Mellin inversion. Let \( v \) be non-archimedean. (Recall the notation for \( F_v \) defined in §2.2.) We refer to Taibleson’s book [33, §II.4] for any background material. Define

\[
\mathfrak{X}_v = \{ \chi: F_v^\times \to \mathbb{C}^\times | \chi(v) = 1 \} \subset \hat{F}_v^\times.
\]

Then \( \mathfrak{X}_v \) is a discrete group, isomorphic to the unitary dual of \( \sigma_v^\times \). Considering the ‘polar coordinates’ \( y = u v^{-1}(y) \) for each \( y \in F_v^\times \), one identifies \( \hat{F}_v^\times = \mathfrak{X}_v \times \hat{\mathbb{Z}} \simeq \mathfrak{X}_v \times \mathbb{R}/\mathbb{Z} \).

Explicitly, any unitary character \( \mu \in \hat{F}_v^\times \) is of the form \( \mu = \chi| \cdot |_{v}^it \) for some \( \chi \in \mathfrak{X}_v \) and \( t \in \mathbb{R} \) satisfying \( -\pi/\log q_v < t \leq \pi/\log q_v \). We normalise measures by

\[
\mathcal{M}(\Phi, \mu) = \sum_{k \in \mathbb{Z}} q_v^{|k|} \int_{\mathfrak{X}_v} \Phi(y v^{-k}) \chi(y) dy
\]

and

\[
\mathcal{M}^{-1}(\hat{\Phi}, y) = \frac{\log q_v}{2\pi} \sum_{\chi \in \mathfrak{X}_v} \chi(y)^{-1} \int_{-\pi/\log q_v}^{\pi/\log q_v} \Phi(\chi| \cdot |_{v}^it)|y|_{v}^{-it} dt.
\]

4.2. Explicating the Bessel transform via Mellin inversion. We now give a general and explicit description of the Bessel transforms introduced in §3.1. This expression is obtained by applying the Mellin inversion formula to the identity (11) between \( \Phi \) and its dual \( B_{\pi_v, \Phi} \). Let \( s = \sigma + it \in \mathbb{C} \) where, as in §3.1, we assume \( \sigma \) is sufficiently large. The left-hand side of (11) is precisely the Mellin transform of the function \( | \cdot |_{v}^{\sigma - \frac{n-1}{2}} \cdot B_{\pi_v, \Phi} \) evaluated at \( \chi^{-1}| \cdot |_{v}^{it} \in \hat{F}_v^\times \). Explicitly,

\[
\mathcal{M}(| \cdot |_{v}^{\sigma - \frac{n-1}{2}} \cdot B_{\pi_v, \Phi}, \chi^{-1}| \cdot |_{v}^{it}) = \chi(-1)^{n-1} \gamma(1 - s, \chi \pi_v, \psi_v) \int_{F_v^\times} \Phi(y) \chi(y)|y|_{v}^{1-s - \frac{n-1}{2}} dy.
\]  

(24)

Bifurcating according to the place \( v \), we proceed by using Proposition 4.1 to invert this expression: we substitute (24) into the identity

\[
B_{\pi_v, \Phi}(y) = |y|_{v}^{\frac{n-1}{2} - \sigma} \mathcal{M}^{-1}(\mu \mapsto \mathcal{M}(| \cdot |_{v}^{\sigma - \frac{n-1}{2}} \cdot B_{\pi_v, \Phi}, \mu), y).
\]  

(25)

4.2.1. Archimedean Bessel transforms and estimates. Let \( v \) be a real-archimedean place of \( F \) so that \( F_v = \mathbb{R} \). Solving (25) with (24), for all \( y \in \mathbb{R}^\times \) we have

\[
B_{\pi_v, \Phi}(y) = \frac{1}{4\pi i} \sum_{r \in \{0, 1\}} (-1)^{r(n-1)} \text{sgn}(y)^r \int_{\text{Re}(s) = \sigma} \gamma(1 - s, \text{sgn}^r \pi_v, \psi_v)|y|_{v}^{\frac{n-1}{2} - s} \times \int_{\mathbb{R}^\times} \Phi(x) \text{sgn}(x)^r |x|_{v}^{1-s - \frac{n-1}{2}} dx \, ds.
\]  

(26)
To quote Kowalski–Ricotta [24, §3] on the analytic behaviour of $B_{\pi, \Phi}$, we assume that $\Phi$ is compactly supported in $\mathbb{R}_{>0}$. The Bessel transform may then be expressed in terms of the classical Mellin transform;

$$
B_{\pi, \Phi}(y) = \frac{1}{2} \sum_{r \in \{0, 1\}} (-1)^{r(n-1)} \text{sgn}(y)^r
$$

$$
\times \int_{\text{Re}(s)=\sigma} m \left( \Phi, 1 - s - \frac{n-1}{2} \right) \gamma(1 - s, \text{sgn} \pi_v, \psi_v) |y|_{v}^{\frac{n-1}{2} - s} ds.
$$

Decomposing the operator $\Phi \mapsto B_{\pi, \Phi}$ into its $r$-summands, we find that they are unitary with respect to the $L^2$-norm on $\mathbb{R}_{>0}$ computed with respect to the Lebesgue measure [24, Prop. 3.3]; this depends on the parity of $n$. In [24, Cor. 3.6], estimates are given for the sum of $B_{\pi, \Phi}$ juxtaposed with the Fourier coefficients of an automorphic form in an interval. Moreover, we record the following asymptotic estimates of [24, Prop. 3.5].

**Proposition 4.3** (Kowalski–Ricotta [24]). Suppose that the support of $\Phi$ is a compact subset of $\mathbb{R}_{>0}$. Then if $0 < y \leq 1$ we have

$$
B_{\pi, \Phi}(y) \ll y^{-\left(\frac{1}{2} + \frac{n-1}{2n} + \frac{1}{2} + \frac{n-1}{2n}\right)}.
$$

And for all $y, A \in \mathbb{R}_{>0}$ we have

$$
B_{\pi, \Phi}(y) \ll A, \pi_v, \Phi y^{-A}.
$$

4.2.2. **Non-archimedean Bessel transforms.** Let $v$ be a non-archimedean place of $F$. The simultaneous solution of (24) and (25) implies that for all $y \in F_v^\times$ we have

$$
B_{\pi_v, \Phi}(y) = \frac{\log q_v}{2\pi} \sum_{\chi \in \mathbb{R}_v} \chi(-1)^{n-1} \chi(y) \int_{\sigma-\pi/\log q_v}^{\sigma+\pi/\log q_v} \gamma(1 - s, \chi \pi_v, \psi_v) |y|_{v}^{\frac{n-1}{2} - s} ds
$$

$$
\times \int_{F_v^\times} \Phi(x) |x|_v^{1-s-\frac{n-1}{2}} ds.
$$

(27)

This is the most general description of the Bessel transform.

4.3. **Non-archimedean Bessel transforms in detail.** We now consider the Bessel transforms $B_{\pi, \Phi(\varphi)}$, at a non-archimedean place $v$. In the general case, we give a bound for the support. However, in practice, we shall not always require the full generality of Theorem 3.4. Making an assumption on the local factor $\pi_v$, we give a refined formula for the Bessel transform. We then show how to choose the test functions $\varphi_v$ to determine a Voronoï formulae on arithmetic progressions.

\[\text{In the notation of [24, §3], our transform } B_{\pi, \Phi} \text{ coincides with their function } \mathcal{B}_{\alpha, f} [w] \text{ by assigning } w = \Phi.\]
A natural factor occurring at places for which $|\zeta_v|_v > 1$ is the Gauß sum:

$$\mathfrak{G}_v(a, \chi) := \int_{\mathbb{A}^v} \psi_v(ay) \chi(y) \, d^v y.$$  \hfill (28)

for $a \in F_v^\times$ and $\chi \in \mathfrak{X}_v$.

**Lemma 4.4.** Let $a \in F_v^\times$ and $\chi \in \mathfrak{X}_v$. If $a(\chi) = 0$ (or equivalently $\chi = 1$) then

$$\mathfrak{G}_v(a, 1) = \begin{cases} 
1 & \text{if } |a|_v \leq 1 \\
\frac{1}{1-q_v} & \text{if } |a|_v = q_v \\
0 & \text{if } |a|_v > q_v.
\end{cases}$$

If $a(\chi) > 0$ then $\mathfrak{G}_v(a, \chi) = 0$ unless $|a|_v = q_v^{-a(\chi)}$, in which case

$$\mathfrak{G}(a, \chi) = \zeta(1)|a|^{-1/2} \chi(a)^{-1} \varepsilon(1/2, \chi^{-1}).$$

*Proof.* This result is well-known. For instance, a proof is given by the author in [12, Lemma 2.3] using [28, (7.6) & Lem. 7-4]. \hfill $\square$

### 4.3.1. Support of the Bessel transforms

Let $v \in Q \cup S$ and let $\psi_v$, $W_v$, $\Phi_v$, and $\Phi_v^\varepsilon$ be as in Theorem 3.4. There are no additional assumptions in the following, in particular not on $\pi_v$.

**Proposition 4.5.** Let $y \in F_v^\times$. If $|\zeta_v|_v \leq 1$ then $\mathcal{B}_{\pi_v, \Phi_v}^\varepsilon(y) = 0$ whenever $|y|_\varepsilon > q_v^{n+a(\pi_v)}$. If $|\zeta_v|_v > 1$ then $\mathcal{B}_{\pi_v, \Phi_v}^\varepsilon(y) = 0$ whenever $|y|_\varepsilon > |\zeta_v|_v^{-1} q_v^{-n+\max\{a(\pi_v), -\varepsilon(\zeta_v)\}}$.

*Proof.* This follows from a direct computation of (27). We proceed by assuming $v \in Q$ and then amend our arguments to cover the additional notation in the case $v \in S$ (with an arbitrary test function $\phi_v$). By Lemma 2.1 on the support of $y \mapsto W_v(a(y))$, the inner integral becomes

$$\int_{F_v^\times} \Phi_v(x) \chi(x)|x|_v^{1-s-\frac{\varepsilon-1}{2}} \, d^v x = \sum_{r \geq 0} W_v(a(\varpi_v^r)) \int_{\mathbb{A}^v} \psi_v(\zeta_v \varpi_v^r u) \chi(u) q_v^{-r(1-s-\frac{\varepsilon-1}{2})} \, d^v u.$$  

By Lemma 4.4, we may apply the support of the Gauß sum $\mathfrak{G}_v(\zeta_v \varpi_v^r, \chi)$. To solve the $s$-integral we use the formulas (9) and (10) to evaluate the terms $\gamma(1-s, \chi \pi_v, \psi_v)$. We also write down a generic geometric series for the quotient of $L$-factors. This has no lower powers of $q_v^{-s}$ than $(q_v^{-s})^{-n}$ (thus we incur this factor in the support bound). The estimate then follows from bounding the conductor of $a(\chi \pi_v)$ using [11, Theorem 2.7]. \hfill $\square$

### 4.3.2. An explicit formula for minimal supercuspidal representations

Let us now enforce the following.

**Assumption 4.1.** Let $\pi_v$ satisfy $L(s, \chi \pi_v) = 1$, identically, for all $\chi \in \mathfrak{X}_v$ with $a(\chi) \leq \max\{-v(\zeta_v), 0\}$. 

This assumption is satisfied, for example, by all supercuspidal representations of $GL_n(F_v)$.

**Definition 4.2.** We say $\pi_v$ is twist minimal if $a(\pi_v) = \min\{a(\chi_{\pi_v}) : \chi \in \mathcal{X}_v\}$.

Tautologically, the property of being twist minimal may always be obtained via twisting by some $\chi \in \mathcal{X}_v$. For example, any supercuspidal representation $\pi_v$ such that $n \nmid a(\pi_v)$ is twist minimal by [11, Prop. 2.2]. Without loss of generality, we further impose that, for $v \in S$, $W_v(a(y)) = \text{Char}_{\text{supp}(\phi_v)}(y)$ so that $\Phi_v = \phi_v$. This may be chosen by Proposition 2.2.

**Proposition 4.6.** Assume that $\pi_v$ is twist minimal (Definition 4.2) and satisfies Assumption 4.1. Let $\phi_v = \text{Char}_{\mathbb{F}^\times}$. Then $B_{\pi_v,\phi_v^v}(y) = 0$ if $|y|_v \neq q_v^{\max\{a(\pi_v),-n\varepsilon(\zeta_v)\}}$.

Otherwise, suppose $|y|_v = q_v^{\max\{a(\pi_v),-n\varepsilon(\zeta_v)\}}$. If $|\zeta_v|_v \leq 1$ then

$$B_{\pi_v,\phi_v^v}(y) = \varepsilon(1/2, \pi_v, \psi_v)q_v^{a(\pi_v)\frac{n-2}{2}}.$$ 

If $|\zeta_v|_v = q_v$ then

$$B_{\pi_v,\phi_v^v}(y) = \varepsilon(1/2, \pi_v, \psi_v)\frac{q_v^{a(\pi_v)\frac{n-2}{2}}}{1 - q_v} + q_v^{\max\{a(\pi_v),n\} \frac{n-2}{2} + \frac{1}{2}} \sum_{\chi \in \mathcal{X}_v \atop a(\chi) = 1} \chi(-1)^{n-1} \chi(\zeta_v^{-1}y)\varepsilon(1/2, \chi_{\pi_v}, \psi_v)\varepsilon(1/2, \chi^{-1}, \psi_v).$$

If $|\zeta_v|_v > 1$ then

$$B_{\pi_v,\phi_v^v}(y) = \frac{1}{1 - q_v^{-1}} q_v^{\max\{a(\pi_v),-n\varepsilon(\zeta_v)\} \frac{n-2}{2} + \frac{\varepsilon(\zeta_v)}{2}} \times \sum_{\chi \in \mathcal{X}_v \atop a(\chi) = -\varepsilon(\zeta_v)} \chi(-1)^{n-1} \chi(\zeta_v^{-1}y)\varepsilon(1/2, \chi_{\pi_v}, \psi_v)\varepsilon(1/2, \chi^{-1}, \psi_v).$$

**Proof.** We compute the expression (27) under Assumption 4.1 so that

$$B_{\pi_v,\phi_v^v}(y) = \sum_{\chi \in \mathcal{X}} \Theta_v(\zeta_v, \chi)\varepsilon(1/2, \chi_{\pi_v}, \psi_v)\chi(-1)^{n-1} \chi(\zeta_v y)q_v^{a(\chi_{\pi_v})\frac{n-2}{2}} \delta(v(y), -a(\chi_{\pi_v})).$$

We evaluate this expression by the explicit formula for the Gauß sum in Lemma 4.4. In particular, the assumption that $\pi_v$ is minimal allows us to use the formula

$$a(\chi_{\pi_v}) = \max\{a(\pi_v), na(\chi)\}$$

given in [11, Prop. 2.2].

Estimating trivially we obtain the following upper bound.
Lemma 4.7. For \( y \in F_v^x \) we have
\[
\mathcal{B}_{\pi_v, \phi^o_v} (y) \ll q_v \max(a(\pi_v), -nv(\zeta_v))^\frac{n-2}{2}. \]

4.3.3. Summation in arithmetic progressions. Let us maintain Assumption 4.1 for simplicity and fix the test function
\[
\phi_v = \text{Char}_{1 + \pi_v^k \phi_v}
\]
for some \( k \geq 1 \). Consider the following variant of the Gauß sum:
\[
\Theta^k_v(a, \chi) := \int_{1 + \pi_v^k \phi_v} \psi_v(ay) \chi(y) d^\times y. \tag{29}
\]
For now, to determine the support of \( \Theta^k_v(a, \chi) \) we only consider its size.

Lemma 4.8. Suppose \(|a|_v > 1\). Then \( \Theta^k_v(a, \chi) = 0 \) unless \( a(\chi) \leq \max\{k, -v(a)\} \), in which case
\[
|\Theta^k_v(a, \chi)|^2 = \text{Vol}(1 + \pi_v^k \phi_v, d^\times y) \text{Vol}(1 + \pi_v^{\max(k, -v(a))} \phi_v, d^\times y) \ll q_v^{\max(2k, -v(a))}.
\]

Proof. Expanding the integral, orthogonality of additive characters implies that
\[
|\Theta^k_v(a, \chi)|^2 = \text{Vol}(1 + \pi_v^k \phi_v, d^\times y) \int_{1 + \pi_v^k \phi_v \cap (1 + \pi_v^{-v(a)} \phi_v)} \chi(y) d^\times y.
\]
Orthogonality of multiplicative characters now verifies the lemma. \( \square \)

Proposition 4.9. Under Assumption 4.1, assume \( \phi_v = \text{Char}_{1 + \pi_v^k \phi_v} \). Then
\[
\mathcal{B}_{\pi_v, \phi^o_v} (y) = \sum_{\chi \in \chi} \Theta^k_v(\zeta_v, \chi) \varepsilon(1/2, \chi \pi_v, \psi_v) (\chi(-1))^{n-1} \chi(y) q_v^{\frac{n-2}{2} \delta(v(y), -a(\chi \pi_v))}.
\]

Proof. Unfolding definitions as before, we recover the the expression after noting that \( \Theta^k_v(\zeta_v, \chi) \) is supported on \( a(\chi) \leq \max\{k, -v(\zeta_v)\} \) by Lemma 4.8. \( \square \)

Corollary 4.10. For minimal representations, \( \mathcal{B}_{\pi_v, \phi^o_v} (y) \) is supported on the compact set \( v(y) = \max\{a(\pi_v), nr\} \) for \( 0 \leq r \leq \max\{k, -v(\zeta_v)\} \).

5. A Classical Formulation

In this final section, we translate our results into a more classical parlance; that of Maaß forms on \( \text{SL}_n(\mathbb{R}) \). We apply our representation theoretic results to such forms by considering the special case \( F = \mathbb{Q} \).

5.1. Specialist notation.

5.1.1. Valuations. Recall that for \( F = \mathbb{Q} \) there is a single archimedean place and it is denoted by \( \infty \). Here we have \( \mathbb{Q}_\infty = \mathbb{R} \) and the absolute value is the usual one: \(|y|_\infty = |y| := \text{sgn}(y)y| \). All other places are non-archimedean and indexed by a rational prime \( p \), denoting this property by \( p < \infty \). For integers \( a, b \geq 1 \), we make the convention that \( a \mid b^\infty \) if and only if \( a \mid b^k \) for some \( k \geq 0 \). For all \( a, b \in \mathbb{Z} \) define \([a, b] := \text{lcm}(|a|, |b|)\) and \((a, b) := \text{gcd}(|a|, |b|)\) as usual.
5.1.2. The standard additive character. We use the notation $e(z) := e^{2\pi iz}$ for $z \in \mathbb{C}$. Fix the character $\psi: \mathbb{A}_Q/\mathbb{Q} \to \mathbb{C}$ given by $\psi = \otimes_v \psi_v$ with $\psi_\infty(x) = e(-x)$ for $x \in \mathbb{R}$ and, for $x_p \in \mathbb{Q}_p$, $\psi_p(x_p) = 1$ if and only if $x_p \in \mathbb{Z}_p$. All characters of $\mathbb{A}_Q/\mathbb{Q}$ are of the form $x \mapsto \psi(ax)$ for some $a \in \mathbb{Q}$.

5.2. Level structure. There is a natural right-action of the group $\text{SL}_n(\mathbb{Z})$ on $(\mathbb{Z}/N\mathbb{Z})^n$, whence we introduce the congruence subgroups

$$\Gamma_1(N) := \text{Stab}_{\text{SL}_n(\mathbb{Z})}((0, \ldots, 0, 1)) \subset \text{SL}_n(\mathbb{Z})$$

for each integer $N \geq 1$, thus defining a filtration of $\text{SL}_n(\mathbb{Z})$-subgroups with respect to successive multiples of $N$. We also introduce the following $p$-adic analogues: by the right-action of $\text{GL}_n(\mathbb{Z}_p)$ on $(\mathbb{Z}/N\mathbb{Z})^n$ we define

$$K_1(N)_p := \text{Stab}_{\text{GL}_n(\mathbb{Z}_p)}((0, \ldots, 0, 1)) \subset \text{GL}_n(\mathbb{Z}_p)$$

for each integer $N \geq 1$. Also define $K_1(N) = \{1\} \times \prod_{p < \infty} K_1(N)_p \subset \text{GL}_n(\mathbb{A}_Q)$. We thus realise $\Gamma_1(N)$ embedded into $\text{GL}_n(\mathbb{A}_Q)$ by

$$\Gamma_1(N) = \text{GL}_n(\mathbb{Q}) \cap (\text{GL}_n(\mathbb{R})^+ \times K_1(N)).$$

(30)

These filtrations are a good choice on which to study the level structure of $\text{SL}_n(\mathbb{R})$-Maaß forms since there is a robust theory of newforms.$^{13}$

5.3. Dirichlet and Hecke characters. Central characters of automorphic representations are given by Hecke characters of $\mathbb{A}_Q^\times$. Briefly recall here the correspondence between Dirichlet characters $\chi$ of $(\text{mod } N)$ and finite order Hecke characters of conductor at most $N$. (See [23, §12.1] for a clear reference.) Explicitly, we define a character $\omega: \mathbb{A}_Q^\times/\mathbb{Q}^\times \to \mathbb{C}^\times$ using the strong approximation theorem $\mathbb{A}_Q^\times = \mathbb{Q}^\times \cdot (\mathbb{R}_{>0} \times \prod_{p < \infty} \mathbb{Z}_p^\times)$ by

$$\omega(y) = \prod_{p|N} \chi(y_p)$$

(31)

where $y = (y_p') \in \mathbb{R}_{>0} \times \prod_{p < \infty} \mathbb{Z}_p^\times$ and $y_p' \in (\mathbb{Z}/p^{\nu_p(N)}\mathbb{Z})^\times$ is the image of $y_p'$ for $p | N$ obtained via the isomorphism $\mathbb{Z}_p^\times/(1 + N\mathbb{Z}_p) \cong (\mathbb{Z}_p/N\mathbb{Z}_p)^\times$. As for any continuous Hecke character we have the factorisation $\omega = \otimes_v \omega_v$. In particular, for each $p \nmid N$ and $y \in \mathbb{Q}_p^\times$ we have

$$\omega_p(y) = \chi(p)^{-\nu_p(y)}.$$  

(32)

Moreover, for each integer $d \geq 1$ with $(d, N) = 1$ we have $\prod_{p|d} \omega_p(d) = \chi(d)^{-1}$. $^{13}$

$^{13}$For $n = 2$ the newforms theory originated with Atkin–Lehner [2] and was developed by Casselman [8]. For $n \geq 2$ this theory has been constructed by Gelfand-Každan [14]. Jacquet–Piatetski-Shapiro–Shalika [19] prove that the conductor associated to a newform is that which occurs in the $\varepsilon$-factor of the local functional equation [15, Theorem 3.3].
5.4. Lifting Maaß forms to adele groups. The dictionary between classical
Maaß forms and automorphic forms on $GL_n(\mathbb{A}_Q)$ hinges on the following strong
approximation theorem:

$$GL_n(\mathbb{A}_Q) \cong GL_n(Q) \cdot (GL_n(\mathbb{R}) \times K_1(N))$$ (33)

for each $N \geq 1$ (cf. [17, Prop. 13.3.3]). Explicitly, given $f \in L^2(\Gamma_1(N) \setminus SL_n(\mathbb{R}))$, we define a function $\varphi_f \in L^2(GL_n(Q) \backslash GL_n(\mathbb{A}_Q)/K_1(N))$ by

$$\varphi_f(\gamma g_\infty k) = f(g_\infty)$$ (34)

for $\gamma \in GL_n(Q)$, $g_\infty \in GL_n(\mathbb{R})$ and $k \in K_1(N)$. Note that this definition is
well defined by (30). Then $\varphi_f$ generates the automorphic representation $\pi_f$ of
$GL_n(\mathbb{A}_Q)$ with the central character $\omega := \pi_f|_{\mathbb{Z}(k)}$. As in Theorem 1.1, without loss of
generality we assume that $\omega$ corresponds to a Dirichlet character $\chi (mod \ N)$.

Moreover, we now have a notion of (normalised) $\psi_p$-Whittaker function $W_{\varphi_f}$
associated to $f$, as in §2.4. Under the assumption that $f$ is a Hecke eigenform
with respect to the operators $T_p$ (as defined in [16, (9.3.5)] for instance) for each
$p \nmid N$ we have that

$$W_{\varphi_f} = W_\infty \otimes \bigotimes_{p < \infty} W_p.$$ (35)

We fix the ongoing assumption that $W_p(1) = 1$ for all primes $p < \infty$ so that
(35) imposes a constraint on the normalisation of $W_\infty \in \mathcal{W}(\pi_\infty, \psi_\infty)$, the so-called
‘Jacquet Whittaker function’.

5.5. Fourier coefficients and Whittaker functions. Henceforth, let us con-
sider a cuspidal Maaß form $f \in L^2(\Gamma_1(N) \setminus SL_n(\mathbb{R}))$ which is a Hecke eigenform
with respect to the operators $T_p$ for each $p \nmid N$. Without loss of generality, suppose
$W_{\varphi_f} = \otimes W_v$ such that $\prod_{p < \infty} W_p(1) = 1$, as before.

Definition 5.1. For $(m_1, \ldots, m_{n-1}) \in \mathbb{Z}^{n-1}$ with $\prod_i m_i \neq 0$ let

$$A_f(m_1, \ldots, m_{n-1}) = \prod_{i=1}^n |m_i|^{\frac{i(n-i)}{2}} \prod_{p < \infty} W_p \left( \begin{pmatrix} m_1 \cdots m_{n-1} \\ \vdots \\ \cdots \\ m_{n-1} \\ 1 \end{pmatrix} \right).$$

When $\prod_i m_i = 0$, we extend the definition by requiring $A_f(m_1, \ldots, m_{n-1}) = 0$.

At least when $(m_1 \cdots m_{n-1}, N) = 1$, the following lemma implies that the coeffi-
cients $A_f(m_1, \ldots, m_{n-1})$ are the Hecke eigenvalues of $f$ (cf. [10, Lecture 7]).

\footnote{This assumption only concerns finitely many primes $p$ since, by definition, $W_p = W_p^{\varphi}$ is the
unique $GL_n(\mathbb{Z}_p)$-fixed vector satisfying $W_p(1) = 1$ for almost all $p \nmid N$ (cf. Proposition 2.5).}
Lemma 5.1 (Shintani’s formula). Consider a prime \( p \nmid N \), so that local component \( \pi_p = \otimes_v \pi_v \) is an unramified principal series representation (as in (5)) Satake parameters \( \mu_1(p), \ldots, \mu_n(p) \). Then for integers \( k_i \geq 0, i = 1, \ldots, n - 1 \) we have

\[
A_f(p^{k_1}, \ldots, p^{k_{n-1}}) = s_{\lambda}(\mu_1(p), \ldots, \mu_n(p))
\]

for the partition \( \lambda = (\lambda_1, \ldots, \lambda_{n-1}, 0) \) with \( \lambda_i = k_i + \cdots + k_{n-1} \) for \( 1 \leq i \leq n - 1 \).

Proof. The (square root of the) modular character determines the constant

\[
p^{\sum_{i=1}^n \lambda_i \left( \frac{n+1}{2} - i \right)} = \prod_{i=1}^n p^{k_i i(n-1)}.
\]

Recalling the reciprocity of absolute values, \( |\gamma|_\infty = \prod_{p<\infty} |\gamma|_p^{-1} \) for \( \gamma \in \mathbb{Q}^\times \), the claim now follows immediately from Proposition 2.5. \( \square \)

Remark 5.2 (Dual Maass forms). Consider the isomorphism between \( \pi_f \) and its contragredient given by mapping \( \varphi \) to the function \( \varphi^t(g) := \varphi(g^t) \). We define the dual Maass form\(^{15} \) \( f^t \in L^2(\Gamma_1(N) \backslash \text{SL}_2(\mathbb{R})) \). At least for \( (m_1 \cdots m_{n-1}, N) = 1 \), we have

\[
A_{f^t}(m_1, \ldots, m_{n-1}) = \chi(m_1 \cdots m_{n-1})A_f(m_{n-1}, \ldots, m_1).
\]

(36)

Our definition of the terms \( A_f(m_1, \ldots, m_{n-1}) \) coincides with that given by Goldfeld [16, p. 260, (9.1.2)] and Kowalski–Ricotta [24, §2], whose coefficients are denoted by “\( A \)” and “\( a_f \)” respectively; there the assumption \( N = 1 \) is enforced. In particular, by [16, Lem. 9.1.3] we have the trivial bound

\[
A_f(m_1, \ldots, m_{n-1}) \ll \prod_{k=1}^{n-1} |m_k|^{(n-1)/2}.
\]

We make the following additional observations.

- The Fourier coefficients are multiplicative:
  \[
  A_f(m_1 m'_1, \ldots, m_{n-1} m'_{n-1}) = A_f(m_1, \ldots, m_{n-1})A_f(m'_1, \ldots, m'_{n-1})
  \]
  whenever \( (m_1 \cdots m_{n-1}, m'_1 \cdots m'_{n-1}) = 1 \).
- The Fourier coefficients “arithmetically” normalised: \( A_f(1, \ldots, 1) = 1 \).
- The coefficients \( A_f(m_1, \ldots, m_{n-1}) \) are precisely those occurring in the various \( L \)-series [15] attached to \( f \), or rather \( \pi_f \). (See [24, §2] for a concise explanation of this remark.)

5.6. Derivation of the classical summation formula. Here we give a proof of Theorem 1.1, obtained by specialising our choices in Theorem 3.4.

\(^{15}\)For \( N = 1 \), dual Maass forms are discussed in [16, §9.2].
5.6.1. The landscape. The integers at which the Voronoï summation problem ramifies are denoted by $M, N \geq 1$ where $N$ is the level of $f$ and $M$ determines the set of primes\footnote{\textsuperscript{16}We could as well choose $M$ to be square-free as we are only concerned with the set of primes dividing it.} $p \mid M$ at which we choose local test functions $\phi_p \in C_c^\infty(\mathbb{Q}_p^\times)$, alongside $\phi_{\infty} \in C_c^\infty(\mathbb{R}^\times)$.

Define the modulus $\zeta = (\zeta_n) \in \mathbb{A}_\mathbb{Q}$ by first choosing $a, \ell, q \in \mathbb{Z}$ with $a \neq 0$, $\ell, q \geq 1$, $(a, \ell q) = (q, NM) = 1$ and $\ell \mid (NM)^\infty$. Then we take $\zeta_\infty = 0$ and $\zeta_p = a/\ell q$ for each $p < \infty$. By our choice of additive character $\psi$, for each $\gamma \in \mathbb{Q}^\times$ we have
\[
\psi(\zeta \gamma) = e(a \gamma / \ell q).
\] (37)

Following Theorem 3.4, define the set
\[
S = \{\infty\} \cup \{ p \text{ prime } : p \mid M \}
\]
and for $y \in \mathbb{Q}_p$ recall the definitions $\Phi_p(y) = \phi_p W_p(a(y))$, at the primes $p \mid M$, and $\Phi_p(y) = W_p(a(y))$ for $p \mid (N/M)^\infty$. However, at $\infty$ we make the assumption that $W_\infty(a(y)) = \text{Char}_{\text{supp}(\phi_\infty)}(y)$ by Proposition 2.5, simply so that $\Phi_\infty = \phi_\infty$.

Define the shift $\xi = (\xi_v) \in T_n(\mathbb{A}_\mathbb{Q})$ as follows: for $i = 2, \ldots, n - 1$ make a choice of integers $c_i \geq 0$ such that $(c_i, MN) = 1$. Then, without loss of generality, for $p \nmid MN$ let $\xi_p = \text{diag}(\xi_1, \ldots, \xi_n)$ such that $\xi_i = c_1 \cdots c_{i-1}$ for $2 \leq i \leq n - 1$, $\xi_1 = \xi_2$, and $\xi_n = 1$; for $v = \infty$ and $v = p$ with $p \mid MN$ take $\xi_v = 1$.

5.6.2. The left-hand side. With our specialist assumptions, the left-hand side of (18) is equal to
\[
\sum_{\gamma \in \mathbb{Q}^\times} e\left( \frac{am}{\ell q} \right) \prod_{p < \infty} W_p \left( \begin{array}{c} \gamma c_2 \cdots c_{n-1} \\ c_2 \cdots c_{n-1} \\ \cdots \\ c_{n-1} \\ 1 \end{array} \right) \prod_{v \in S} \phi_v(\gamma). \] (38)

Here we see the choice of $\xi$ was to be contained in the support of $\prod_{p < \infty} W_p$. Moreover, the summands of (38) are non-zero only for those $\gamma \in \mathbb{Q}^\times$ such that $|\gamma c_2 \cdots c_{n-1}|_p \leq |c_2 \cdots c_{n-1}|_p$. Thus, letting $\gamma = m \in \mathbb{Z} \cap \mathbb{Q}^\times$ and applying Definition 5.1 we obtain that (38) is equal to
\[
\sum_{m \in \mathbb{Z}_{\neq 0}} e\left( \frac{am}{\ell q} \right) A_f(m, c_2, \ldots, c_{n-1}) \frac{M}{|m|} \prod_{i=2}^{n-1} c_i \prod_{p \mid M} \phi_p(\gamma). \] (39)
5.6.3. The right-hand side. Firstly, reconsider the set $R$ in Theorem 3.4:

$$R = \{ p \text{ prime} : p \mid qc_2 \cdots c_{n-1} \}.$$ 

Recalling that $\xi_1 = \xi_2$ by assumption, the problem bifurcates according to whether $p \in R$ satisfies $p \mid q$ or not. On the right-hand side of (18), one incurs the set $T_R^1 = \otimes_{p \in R} T_p^1$; the Kloosterman sum $\mathcal{K}_R(\gamma, t; \zeta, \xi)$; the Whittaker functions $\hat{W}_p$ at primes $p \nmid MN$; and the local Bessel transforms at $p \mid MN$. The support of the $T_p^1$-sum is determined by the Whittaker function, according to Proposition 2.5. In particular, the support contains only those $\text{diag}(t_2, \ldots, t_{n-1}) \in T_p^1$ whence we make the following inductive change of variables

$$t_i^{-1} = q^{c_{n-i+1} \cdots c_2/d_i} \cdots d_{i-1}$$

with respect to $i = n-1, \ldots, 2$. In this coordinate system, the Whittaker function on the right-hand side of (18) reads

$$\prod_{p \mid MN} \hat{W}_p \left( \begin{pmatrix} 1/qc_2 \cdots c_{n-1} t_2 \\ \vdots \\ qc_2 t_{n-1} \\ 1 \end{pmatrix} \right)$$

$$= \chi(qc_2 \cdots c_{n-1})^{-1} A_f(m, d_2, \ldots, d_{n-1})/|m|^{n-1} \prod_{i=2}^{n-1} d_i^{(n-i)/2}$$

where $m \in \mathbb{Z}$ with $(m, MN) = 1$ and $\gamma_0 \in \mathbb{Q}^\times$ such that $|\gamma_0|_p = 1$ for each $p \nmid MN$, together determining the change of variables

$$\gamma = \gamma_0 m d_2 \cdots d_{n-1}/q^n \prod_{i=2}^{n-1} \left( \frac{c_{n-i+1}}{d_i} \right)^{i-1}.$$ 

Noting our observation (36) on the coefficients of the dual Maaß form $f^\dagger$, (40) is equal to

$$\chi \left( \frac{qc_2 \cdots c_{n-1}}{md_{n-1} \cdots d_2} \right)^{-1} A_f(d_{n-1}, \ldots, d_2, m)/|m|^{n-1} \prod_{i=2}^{n-1} d_i^{(n-i)/2}.$$ 

To unwrap the hyper-Kloosterman sums (of §3.2), first note that $\xi_1 \xi_2^{-2} = 1$. We have the following two cases $p \nmid q$, so that $|\xi_p|_p = |a|_p \leq 1$, and $p \mid q$, so that $|\xi_p|_p = |q|_p^{-1} > 1$. In either case, noting $\psi_p(-\xi_2 \xi_3^{-1}) = e(-c_2) = 1$, we incur the following constant

$$\prod_{p \mid qc_2 \cdots c_{n-1}} |\xi_2 q^{-1}|_p^{n-2} |\xi_3 \cdots \xi_n|_p^{-1} \psi_p(-\xi_2 \xi_3^{-1}) = \frac{q^{n-2}}{\prod_{i=2}^{n-1} \xi_i |n-i|}.$$
VORONOÏ SUMMATION FOR GLₙ

Applying the Chinese remainder theorem to the product \( K_\ell_R(\gamma, t; \zeta, \xi) \), let us make the following inductive change of variables in the \( \Lambda_t \)-sum: 
\[
x_{n-1} = x_j = \left( \frac{qc_2 \cdots c_{n-j+1}}{r_j \cdots r_{n-1}} \right)^{-1} \alpha_j \xi_{j+1} \text{ with } \alpha_j \in \left( \frac{qc_2 \cdots c_{n-j+1}}{r_j \cdots r_{n-1}} \right)_\times \]
\[
\text{for each } n-2 \geq j \geq 2, \text{ noting the congruence } \alpha_{j+1} \xi_{j+1} \equiv 1 \pmod{\left( \frac{qc_2 \cdots c_{n-j+1}}{r_j \cdots r_{n-1}} \right)} \text{ is well defined. The resulting sum } K_\ell_R(\gamma, t; \zeta, \xi) \text{ contains the summands}
\]
\[
\prod_{p|qc_2 \cdots c_{n-1}} \psi_p(\xi_{n-j+1} \xi_{n-j+2} - 2x_j) = e\left( \frac{c_{n-j+1} \alpha_j \xi_{j+1}}{\frac{qc_2 \cdots c_{n-j+1}}{r_j \cdots r_{n-1}} d_{n-1} \cdots d_j} \right).
\]
for \( n-2 \geq j \geq 2 \); the term \( e\left( \frac{d_{n-1} \alpha_{n-1}}{q} \right) \); and
\[
\prod_{p|qc_2 \cdots c_{n-1}} \psi_p((-1)^n \gamma \xi_{n-1} \xi_2^{-1} \xi_{n-1} x_{n-1} \cdots x_1^{-1})
\]
\[
= e\left( (-1)^n \frac{\gamma_0 md_2 \cdots d_{n-1}}{q^n \prod_{i=2}^{n-1} \frac{c_{n-1+i} \xi_i}{r_i}} \frac{\ell q}{\alpha_2} \sum_{i=2}^{n-1} \frac{c_{n-1+i}}{r_i} \right) \cdot
\]
\[
= e\left( (-1)^n \frac{\gamma \xi_{n-1} \xi_2^{-1} \xi_{n-1} x_{n-1} \cdots x_1^{-1}}{\frac{qc_2 \cdots c_{n-1}}{d_{n-1} \cdots d_2}} \right).
\]
Shifting each \( \alpha_j \)-variable by \( \ell \gamma_0 / a \), we remove it from the above exponential and recover it in the term \( e\left( \frac{ad_{n-1} \alpha_{n-1}}{q} \right) \). Altogether we obtain that
\[
K_\ell_R(\gamma, t; \zeta, \xi) = KL_{n-1}(\bar{a} \ell \gamma_0, m; q, c, d)
\]
where \( a \bar{a} \equiv 1 \pmod{q} \), \( d := (d_2, \ldots, d_{n-1}) \), \( c := (c_2, \ldots, c_{n-1}) \), and the classical Kloosterman sum was defined in (1).

We now consider the MN-part of the summands \( \gamma \in \mathbb{Q}^\times \), indexed by \( \gamma_0 \). Let \( L \) denote the largest square free integer such that \( L \mid MN \). Suppose that the product \( \prod_{p|MN} B_{p, q, \gamma_0 / \ell q} (\gamma) \) is non-zero. Then Proposition 4.5 implies that there exists \( r \mid (MN)^\infty \) such that
\[
\gamma_0 = \frac{r}{\ell |N| \ell^{n-1} L^n}.
\]
Altogether, the right-hand side of (18) is equal to

\[
\overline{q_n^{-2}} \prod_{i=2}^{n-1} |c_i|^{n-i} \sum_{m \in \mathbb{Z}_{\geq 0}} \sum_{r\mid (MN)^{\infty}} d_{n-1} |q_{c_2} d_{n-2} \cdot \cdots \cdot d_2|^\frac{\overline{c_n}}{n-1} \cdot \lambda_i L(a_{\ell, \mu}; m; q, c, d) \\
\times \chi \left( \frac{q_{c_2} \cdots c_{n-1}}{md_{n-1} \cdots d_2} \right)^{-1} A_f(d_{n-1}, \ldots, d_2; m) \prod_{i=2}^{n-1} d_i^{-\frac{1}{2}} B_{\ell, \mu, \phi, \infty} \left( \frac{rmd_2 \cdots d_{n-1}}{\lambda_i q^n \prod_{i=2}^{n-1} \left( \frac{c_{n-i+1}}{d_i} \right)^{i-1}} \right) \\
\times \prod_{p\mid MN} B_{\ell, \mu, \phi, \infty} \left( \frac{rmd_2 \cdots d_{n-1}}{\lambda_i q^n \prod_{i=2}^{n-1} \left( \frac{c_{n-i+1}}{d_i} \right)^{i-1}} \right)
\]

where \( \lambda_i := [\ell, N]^{\mu-1} L_n, a \equiv \lambda_i \bar{\lambda}_i \equiv 1 \pmod{q} \), and \( \overline{m} \equiv 1 \pmod{N} \). Thus we conclude the proof of Theorem 1.1.

REFERENCES

1. E. Assing, Yet another GL2 subconvexity result, ArXiv e-prints (2018), Online.
2. A. Atkin and J. Lehner, Hecke operators on \( \Gamma_0(m) \), Math. Ann. 185 (1970), 134–160.
3. V. Blomer, On the \( \ell \)-norm of an automorphic form, J. Eur. Math. Soc. (JEMS) 15 (2013), no. 5, 1825–1852.
4. V. Blomer and R. Khan, Twisted moments of L-functions and spectral reciprocity, ArXiv e-prints (2017), Online.
5. _, Uniform subconvexity and symmetry breaking reciprocity, ArXiv e-prints (2018), Online.
6. V. Blomer, X. Li, and S. Miller, A spectral reciprocity formula and non-vanishing for \( L \)-functions on \( GL(4) \times GL(2) \), ArXiv e-prints (2017), Online.
7. J. Buttcane and R. Khan, \( L^2 \)-norms of Hecke newforms of large level, Math. Ann. 362 (2015), no. 3-4, 699–715.
8. W. Casselman, On some results of Atkin and Lehner, Math. Ann. 201 (1973), 301–314.
9. J. Cogdell, Lectures on \( L \)-functions, converse theorems, and functoriality for \( GL_n \), Lectures on automorphic \( L \)-functions, Fields Inst. Monogr., vol. 20, Amer. Math. Soc., Providence, RI, 2004, pp. 1–96.
10. J. W. Cogdell, Dual groups and Langlands functoriality, An introduction to the Langlands program (Jerusalem, 2001), Birkhäuser Boston, Boston, MA, 2003, pp. 251–268.
11. A. Corbett, An explicit conductor formula for \( GL(n) \times GL(1) \), ArXiv e-prints (2018), Online.
12. A. Corbett and A. Saha, On the order of vanishing of newforms at cusps, ArXiv e-prints (2016), Online.
13. W. Fulton and J. Harris, Representation theory, Graduate Texts in Mathematics, vol. 129, Springer-Verlag, New York, 1991, A first course, Readings in Mathematics.
14. I. Gelfand and D. Kazdan, Representations of the group \( GL(n, K) \) where \( K \) is a local field, Lie groups and their representations (Proc. Summer School, Bolyai János Math. Soc., Budapest, 1971), Halsted, New York, 1975, pp. 95–118.
15. R. Godement and H. Jacquet, Zeta functions of simple algebras, Lecture Notes in Mathematics, Vol. 260, Springer-Verlag, Berlin-New York, 1972.
16. D. Goldfeld, *Automorphic forms and L-functions for the group GL(n, \mathbb{R})*, Cambridge Studies in Advanced Mathematics, vol. 99, Cambridge University Press, Cambridge, 2006, With an appendix by K. Broughan.

17. D. Goldfeld and J. Hundley, *Automorphic representations and L-functions for the general linear group. Volume II*, Cambridge Studies in Advanced Mathematics, vol. 130, Cambridge University Press, Cambridge, 2011, With exercises and a preface by Xander Faber.

18. A. Ichino and N. Templier, *On the Voronoi formula for GL(n)*, Amer. J. Math. 135 (2013), no. 1, 65–101.

19. H. Jacquet, I. Piatetski-Shapiro, and J. Shalika, *Conducteur des représentations du groupe linéaire*, Math. Ann. 256 (1981), no. 2, 199–214.

20. H. Jacquet, I. Piatetskii-Shapiro, and J. Shalika, *Rankin-Selberg convolutions*, Amer. J. Math. 105 (1983), no. 2, 367–464.

21. H. Jacquet and J. Shalika, *On Euler products and the classification of automorphic representations. I*, Amer. J. Math. 103 (1981), no. 3, 499–558.

22. ———, *Rankin-Selberg convolutions: Archimedean theory*, Festschrift in honor of I. I. Piatetski-Shapiro on the occasion of his sixtieth birthday, Part I (Ramat Aviv, 1989), Israel Math. Conf. Proc., vol. 2, Weizmann, Jerusalem, 1990, pp. 125–207.

23. A. Knightly and C. Li, *Traces of Hecke operators*, Mathematical Surveys and Monographs, vol. 133, American Mathematical Society, Providence, RI, 2006.

24. E. Kowalski and G. Ricotta, *Fourier coefficients of GL(N) automorphic forms in arithmetic progressions*, Geom. Funct. Anal. 24 (2014), no. 4, 1229–1297.

25. X. Li, *Bounds for GL(3) × GL(2) L-functions and GL(3) L-functions*, Ann. of Math. (2) 173 (2011), no. 1, 301–336.

26. S. Miller and W. Schmid, *Summation formulas, from Poisson and Voronoi to the present*, Noncommutative harmonic analysis, Progr. Math., vol. 220, Birkhäuser Boston, Boston, MA, 2004, pp. 419–440.

27. ———, *A general Voronoi summation formula for GL(n, \mathbb{Z})*, Geometry and analysis. No. 2, Adv. Lect. Math. (ALM), vol. 18, Int. Press, Somerville, MA, 2011, pp. 173–224.

28. D. Ramakrishnan and R. Valenza, *Fourier analysis on number fields*, Graduate Texts in Mathematics, vol. 186, Springer-Verlag, New York, 1999.

29. David E. Rohrlich, *Elliptic curves and the Weil–Deligne group*, Elliptic curves and related topics, CRM Proc. Lecture Notes, vol. 4, Amer. Math. Soc., Providence, RI, 1994, pp. 125–157.

30. J. Shalika, *The multiplicity one theorem for GL_n*, Ann. of Math. (2) 100 (1974), 171–193.

31. T. Shintani, *On an explicit formula for class-1 “Whittaker functions” on GL_n over P-adic fields*, Proc. Japan Acad. 52 (1976), no. 4, 180–182.

32. G. Stevens, *Poincaré series on GL(r) and Kloostermann sums*, Math. Ann. 277 (1987), no. 1, 25–51.

33. M. Taibleson, *Fourier analysis on local fields*, Princeton University Press, Princeton, N.J. and University of Tokyo Press, Tokyo, 1975.

34. G. Voronoï, *Sur une fonction transcendante et ses applications à la sommation de quelques séries*, Ann. Sci. École Norm. Sup. (3) 21 (1904), 207–267.

35. T. Wedhorn, *The local Langlands correspondence for GL(n) over p-adic fields*, School on Automorphic Forms on GL(n), ICTP Lect. Notes, vol. 21, Abdus Salam Int. Cent. Theoret. Phys., Trieste, 2008, pp. 237–320.

Mathematisches Institut, Bunsenstr. 3-5, 37073 Göttingen

E-mail address: andrew.corbett@uni-goettingen.de