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The weak-coupling renormalization group method is an asymptotically exact method to find superconducting instabilities of a lattice model of correlated electrons. Here we extend it to spin-orbit coupled lattice systems and study the emerging superconducting phases of the Rashba–Hubbard model. Since Rashba type spin-orbit coupling breaks inversion symmetry, the arising superconducting phases may be a mixture of spin-singlet and spin-triplet states. We study the two-dimensional square lattice as a paradigm and discuss the symmetry properties of the arising spin-orbit coupled superconducting states including helical spin-triplet superconductivity. We also discuss how to best deal with split energy bands within a method which restricts paired electrons to momenta on the Fermi surface.

I. INTRODUCTION

The discovery of quantum spin Hall and topological insulators\textsuperscript{1,2} as well as Weyl and Dirac semimetals\textsuperscript{3} has brought spin-orbit coupling (SOC) into the spotlight of condensed matter research. SOC constitutes the most crucial ingredient for this rich and diverse family of materials. Topological superconductivity\textsuperscript{4–7} can also be stabilized in spin-orbit coupled metals via proximity induced superconductivity\textsuperscript{8–10}; alternatively, it arises as an intrinsic many-body instability in correlated electron systems. The latter requires odd-parity spin-triplet pair-breaking, e.g.\textsuperscript{11–13} in the presence of non-centrosymmetric, Rashba, or strong SOC.\textsuperscript{14–17} The common conclusion from these works is that the breaking of inversion symmetry due to Rashba SOC causes mixed singlet-triplet superconducting states to appear. Furthermore, strong SOC suppresses chiral states, \textit{i.e.}, the only topologically nontrivial states that may arise in the superconducting condensate are helical ones characterized by a $\mathbb{Z}_2$ invariant.

In this paper, we study the superconducting states on the square lattice as a paradigm for 2D systems in the presence of non-centrosymmetric, \textit{i.e.}, Rashba, SOC. Considering infinitesimal repulsive interactions allows us to calculate the arising superconducting instabilities exactly using the weak coupling renormalization group (WCRG) approach\textsuperscript{37–44}.\textsuperscript{18–19} We choose this method since it poses several advantages: firstly, the results are asymptotically exact in the limit of vanishing interaction. Secondly, compared to mean field methods, we obtain the resulting superconducting instabilities in an unbiased way, \textit{i.e.}, without assumptions on their properties. This is particularly advantageous here, since breaking of inversion symmetry\textsuperscript{7} may lead to mixed singlet and triplet states, which yields a large variety of possible pairing states. Thirdly, compared to functional renormalization group methods, which work also at finite interactions, the WCRG approach (WCRG) approach allows us to calculate the arising superconducting instabilities exactly using the weak coupling renormalization group (WCRG) approach\textsuperscript{37–44}.\textsuperscript{18–19} We choose this method since it poses several advantages: firstly, the results are asymptotically exact in the limit of vanishing interaction. Secondly, compared to mean field methods, we obtain the resulting superconducting instabilities in an unbiased way, \textit{i.e.}, without assumptions on their properties. This is particularly advantageous here, since breaking of inversion symmetry\textsuperscript{7} may lead to mixed singlet and triplet states, which yields a large variety of possible pairing states. Thirdly, compared to functional renormalization group methods, which work also at finite interactions, the WCRG computationally very efficient. Especially the doubling of the number of bands due to the Rashba SOC demands a very efficient method to make the numerical integrations feasible.

The paper is organized as follows: In Sec. II, we give a description of how Rashba SOC is implemented in the WCRG framework and what kind of mixed superconducting instabilities one can generally expect to find on the square lattice. In Sec. III we study the competing superconducting pairing channels of the square lattice Rashba-Hubbard model, followed by a thorough discussion on how to interpret the results and an outlook in Sec. IV. Sec. V contains the paper’s conclusion, followed by four appendices with further details.
The unitary matrix $\hat{h}$ transformation, system is readily obtained by diagonalizing $\hat{h}$ between sites

$$H = H_0 + H_{\text{int}} + H_R$$

with

$$H_0 = \sum_{i,j} \sum_{\sigma} t_{ij} c^\dagger_{i\sigma} c_{j\sigma}, \quad (2)$$

$$H_{\text{int}} = \sum_{i} \sum_{\sigma,\sigma'} U_{0,\sigma\sigma'} c^\dagger_{i\sigma} c_{i\sigma'} c_{i\sigma} c_{i\sigma'}, \quad (3)$$

$$H_R = \sum_{i,j} \sum_{\sigma,\sigma'} i \alpha_R t_{ij} c^\dagger_{i\sigma} c_{j\sigma'} (\vec{\sigma} \times \vec{r}_{ij})_{z,\sigma\sigma'}, \quad (4)$$

where $c_{i\sigma}$ is the annihilation operator of an electron with spin $\sigma$ at lattice site $i$. The hopping amplitude is denoted by $t_{ij}$; throughout the paper we only consider $t_{ij} \equiv t_1$ ($t_{ij} \equiv t_2$) for $i$ and $j$ being nearest (next-nearest) neighbors. $U_0$ denotes the onsite interaction strength, $\alpha_R$ the dimensionless strength of Rashba SOC, $\vec{r}_{ij}$ measures the distance between sites $i$ and $j$. The Fourier transform of the non-interacting part,

$$H_0 + H_R = \sum_k \left( c_{k^+}^\dagger c_{k^+} \right) \hat{h}(k) \left( c_{k^+}^\dagger c_{k^+} \right), \quad (5)$$

yields the Bloch matrix $\hat{h}$,

$$\hat{h} = \gamma_\nu \sigma_\nu, \quad \nu \in \{0, x, y, z\}, \quad (6)$$

where $k$ denotes the momentum vector $(k_x, k_y, k_z)^T$. In Eq. (6) we used the 4-vector notation and $\gamma_0(k)$ is the energy spectrum without SOC.

The full energy spectrum $E(k, \zeta)$ of the non-interacting system is readily obtained by diagonalizing $\hat{h}$ via unitary transformation,

$$\xi(k) = U^\dagger(k) \hat{h}(k) U(k) = \begin{pmatrix} E(k, -) & 0 \\ 0 & E(k, +) \end{pmatrix}, \quad (7)$$

$$E(k, \zeta) = \gamma_0(k) + \zeta |\gamma(k)|. \quad (8)$$

The unitary matrix $U(k)$ has the eigenvectors, $v(k, \zeta)$, of $\hat{h}(k)$ as column vectors, which are given by

$$v(k, \zeta) = \frac{1}{\sqrt{2}} \begin{pmatrix} \theta_\zeta(k) \\ \zeta e^{i\phi_\zeta} \sigma - \zeta(k) \end{pmatrix} \quad (9)$$

with

$$\theta_\zeta(k) = \sqrt{1 + \zeta^2 \gamma_z/\gamma^2}, \quad e^{i\phi_\zeta} = \frac{\gamma_x + i\gamma_y}{\sqrt{\gamma_x^2 + \gamma_y^2}}. \quad (10)$$

The diagonalization effectively transforms from spin to helicity basis, with helicity quantum numbers $\zeta = \pm 1$.

Until now the results are general for any $2 \times 2$ Bloch matrix, since any Hermitian matrix can be written as Eq. (6). Considering Rashba SOC, Eqs. (4) and (6) result in

$$\gamma(k) = (\gamma_x, \gamma_y, \gamma_z)^T = -\alpha_R (\hat{z} \times \nabla) \gamma_0(k) \quad (11)$$

and

$$\hat{h} = \begin{pmatrix} \gamma_0 & \alpha_R \left( \frac{\partial \gamma_y}{\partial k_y} - i \frac{\partial \gamma_z}{\partial k_z} \right) \\ \alpha_R \left( \frac{\partial \gamma_x}{\partial k_x} + i \frac{\partial \gamma_y}{\partial k_y} \right) & \gamma_0 \end{pmatrix}. \quad (12)$$

In particular, it follows that $\gamma_z = 0$ leading to $\theta_\zeta = 1$ which is a consequence of time-reversal symmetry and invariance under $\pi$ rotations around $\hat{z}$ (see App. A).

### B. Weak Coupling RG

We employ the WCRG method to find the leading superconducting instability in the Hubbard model in the presence of SOC. This method has been discussed in great detail for fermions without spin mixing before, so only a brief summary is given here, but we point out important differences which arise when one includes spin mixing effects such as spin-orbit coupling. Note that in the following we limit ourselves to systems where the spin degeneracy has been lifted, which is achieved for example by Rashba SOC. Furthermore, we assume that time reversal symmetry is conserved. This offers a major simplification: we do not need to consider the spin degree of freedom for the electron states, as this is fixed already by the weak coupling nature of the method. For example, if we consider a scattering process of two electrons that contributes to the Cooper channel in the weak coupling regime, their initial momenta have to be opposite and both on the Fermi surface, i.e., the electrons have to be initially in the same band. Since each band has only one spin polarization per momentum, there is no freedom in choosing the spin of the scattering particles, it is dictated by the helicity of the band:

$$\begin{pmatrix} k, \sigma \\ -k, \sigma' \end{pmatrix} \Rightarrow \begin{pmatrix} k, \zeta \\ -k, \zeta \end{pmatrix}. \quad (13)$$

In the following, we use the short notation for momentum and helicity:

$$1 \equiv k_1, \zeta_1, \quad \bar{1} \equiv -k_1, \zeta_1. \quad (14)$$

The important quantity for calculating the superconducting instabilities in the WCRG method is the two-particle vertex $\Gamma$ in the Cooper channel. Since the method explicitly demands weak coupling, we expand $\Gamma$ in orders of the local electron-electron interaction, $U_0$, up to second order:

$$\Gamma(2, 1) = U_0 \Gamma^{(1)}(2, 1) + U_0^2 \Gamma^{(2)}(2, 1) + \ldots \quad (15)$$
The first order, $\Gamma^{(1)}$, is given by

$$\Gamma^{(1)}(2, 1) = M(2\bar{1}\bar{1}) = \bar{\zeta} \zeta e^{i\phi_{k_2} - \phi_{k_1}} ,$$

where the last equality stems from the specific system outlined above, and the factor $M$ reads

$$M(4321) = \langle \bar{v}(4), \bar{v}(1) \rangle \langle \bar{v}(3), \bar{v}(2) \rangle$$

$$- \langle \bar{v}(4), \bar{v}(2) \rangle \langle \bar{v}(3), \bar{v}(1) \rangle .$$

The complex scalar product is herein denoted as $\langle \cdot, \cdot \rangle$. The second order, $\Gamma^{(2)}$, splits into three topologically distinct parts:

$$\Gamma^{(2)} = \frac{1}{2} \Gamma_{BCS} + \Gamma_{ZS} + \Gamma_{ZS'} .$$

The first contribution is referred to as BCS diagram and the other two contributions to zero sound (ZS) diagrams; the vertices are given by

$$\Gamma_{BCS}(2, 1) = -\int_3 M(\bar{1}23\bar{1})M(3\bar{1}1)X_{pp}(3)$$

$$= -\zeta \bar{\zeta} e^{i(\phi_{k_2} - \phi_{k_1})} \rho \ln \left( \frac{A}{\epsilon} \right) ,$$

$$\Gamma_{ZS}(2, 1) = \int_{3'} M(\bar{2}431)M(234\bar{1})X_{ph}(3, 4) ,$$

$$\Gamma_{ZS'}(2, 1) = -\int_{3'} M(24'31)M(\bar{2}34\bar{1})X_{ph}(3, 4')$$

$$= -\Gamma_{ZS}(2, 1) ,$$

for which the respective Feynman diagrams are shown in Fig. 1. Note that we are showing here the diagrams used in the review by Shankar. We note that these diagrams seem to be different from those previously introduced in Ref. 37; the relationship between the diagrams in Fig. 1 and Ref. 37 is explained in App. B.

Momentum conservation yields $4 \equiv k_1 + k_2 + k_3, \zeta_4$ and $4' \equiv k_1 - k_2 + k_3, \zeta_4$. $\rho = \rho_+ + \rho_-$ is the total density of states (DOS) at the Fermi level. The short notations for the integrals are

$$\int_3 = \sum_{\zeta_4} \int_3 \frac{d\bar{k}_3}{(2\pi)^2} , \quad \int_{3'} = \sum_{\zeta_4} \int_3 .$$

$X_{ph}$ $(X_{pp})$ denotes the integrands of the static particle-hole susceptibility $\chi_{ph}$ (static particle-particle susceptibility $\chi_{pp}$).

$$\chi_{ph}(\bar{k}_4 - \bar{k}_3) = -\int_{3'} X_{ph}(3, 4) ,$$

$$X_{ph}(3, 4) = \frac{f(E(3)) - f(E(4))}{E(3) - E(4)} ,$$

$$\chi_{pp}(\epsilon) = \int_{3, |E| > \epsilon} X_{pp}(3) ,$$

$$X_{pp}(3) = -1 - 2f(E(3)) \frac{2E(3)}{2E(3)} .$$

Here $f(E)$ is the Fermi distribution. $\Gamma_{BCS}$ is the only diagram in second order showing a logarithmic divergence. As derived in previous works, for repulsive interactions, $U_0 > 0$, the superconducting instabilities can be obtained from the non-divergent parts of the full vertex. This is seen with the help of the $\beta$-function of the RG method,

$$\beta(\Gamma(2, 1)) = \frac{\delta \Gamma(2, 1)}{\delta \ln(\epsilon_0/\epsilon)} = -\int_3 \Gamma(2, \hat{3})\hat{\Gamma}(\hat{3}, 1) ,$$

where the hat denotes momenta at the Fermi level. In second order in $U_0$, the non-diverging parts of $\Gamma$ are $\Gamma_{ZS}$ and $\Gamma_{ZS'}$. Thus, all we need to calculate is

$$\Gamma^{(2)}(2, 1) \approx \Gamma_{ZS}(2, 1) + \Gamma_{ZS'}(2, 1)$$

$$= \Gamma_{ZS}(2, 1) - \Gamma_{ZS}(\bar{2}, 1)$$

where the second line is an explicit antisymmetrisation. When dealing with fermions without spin mixing, as done in Refs. 37 and 39, we neglect the spin part of the full vertex. That is, $\Gamma$ can be symmetric (spin-singlet Cooper pairs) or antisymmetric (spin-triplet Cooper pairs), since we only work with the momentum-space part of $\Gamma$ and treat the spin-space part only implicitly. Here, however, we have to explicitly include spin because of the spin-orbit coupling, and the full fermionic vertex function has to be antisymmetric, which is reflected in Eq. (29).

As first pointed out by Anderson and later by Sergienko and Curnoe, if spin is not a good quantum number we have to ensure that the two particle scattering processes that are considered in $\Gamma$ are between time-reversal partners. The vertex, where for the incoming and outgoing electron pairs the two electrons are restricted to be time-reversal partners, will be called $\Gamma^{(T)}$. This is seen with the help of the $\beta$-function of the RG method,

$$\beta(\Gamma^{(T)}(2, 1)) = \frac{\delta \Gamma^{(T)}(2, 1)}{\delta \ln(\epsilon_0/\epsilon)} = -\int_3 \Gamma^{(T)}(2, \hat{3})\hat{\Gamma}^{(T)}(\hat{3}, 1) ,$$

implying that $\Gamma^{(T)}$ must be even in momentum. In general, the total phase factor can be written as the product
of two phase factors, each depending only on the momentum and helicity of the incoming and outgoing electrons, respectively, i.e.,
\[ e^{i e^{(2,1)}} = t^*(2) t(1) . \] (32)

Computing the time reversal conjugate of the annihilation operators explicitly, i.e., \[ T \bar{c}^\dagger(1) = t(1) \bar{c}^\dagger(1) \] [c.f. App. C], for the system discussed in Sec. II A we obtain the phase factor as \[ t(1) = -\zeta_1 e^{-i \phi \kappa_1} . \] (33)

Eqs. (16), (32), and (33) thus yield
\[ \Gamma^{(1)(T)}(2,1) = 1 . \] (34)

We thus find that the first order contribution only suppresses the isotropic s-wave superconductivity, as it happens for the single-orbital case without Rashba SOC \[37,39\].

The effective interaction of the leading superconducting instability, \[ U_{\text{eff}} = \rho \lambda_{\text{min}} \], and the corresponding form factor of the superconducting order parameter, \( \psi_{\text{min}} \), are then obtained by the eigenvalue equation
\[ \int \psi_{\nu}(T) (\hat{2},1) \psi_{\nu}(T)^* (\hat{1}) = \lambda_{\nu} \psi_{\nu}(T) (\hat{2}) , \] (35)

where \( \lambda_{\text{min}} \) denotes the most negative eigenvalue of all \( \lambda_{\nu} \). The resulting effective interaction is then related to the critical temperature by
\[ T_c \sim e^{-1/|\lambda_{\text{min}}|} = e^{-1/\rho U_{\text{eff}}} . \] (36)

An analogous relationship to Eqs. (30) and (32) holds for the eigenvectors,
\[ \psi_{\nu}(1) = t(1) \psi_{\nu}(T) (\hat{1}) . \] (37)

The eigenvalue equation (35) is formulated for the scaled vertex,
\[ g^{(T)}(\hat{2},1) := S(2,1) \Gamma^{(T)}(2,1) , \] (38)

where \( S(2,1) \) is a momentum dependent scaling factor that depends only on the specific band structure of the lattice, since \( \Gamma \) is even in momentum.

The matrix of superconducting order parameters in spin space is obtained from the result in helicity space, \( \psi(k, \zeta) \), by the transformation
\[ \Delta(k) = \begin{pmatrix} \psi(k, \uparrow \uparrow) \\ \psi(k, \downarrow \uparrow) \end{pmatrix} \begin{pmatrix} \psi(k, \downarrow \downarrow) \end{pmatrix} \]
\[ = \hat{U}(k) \begin{pmatrix} \psi(k, -) \\ 0 \end{pmatrix} \hat{U}^T(-k) , \] (39)

where \( \hat{U}^T \) is the transpose of \( \hat{U} \). Note that \( \psi(k, \zeta) \propto \langle b_{k}^\dagger b_{-k} \rangle \) denotes the superconducting order parameter in helicity basis, while \( \psi(k, ss') \propto \langle c_{k}^\dagger c_{-k} \rangle \) is the corresponding object in spin basis. The relation of the fermionic operators is given by
\[ \begin{pmatrix} c_{k}^\dagger \\ c_{k \downarrow} \end{pmatrix} = \hat{U}(k) \begin{pmatrix} b_{k}^- \\ b_{k}^+ \end{pmatrix} . \] (40)

Furthermore, we assumed here that we know \( \psi(k, \zeta) \) for any momentum \( k \), while in reality we only have access to the projection onto the Fermi surface, \( \psi(k, \zeta) \). This issue will be addressed later. From Eq. (39), the particular elements of \( \Delta(k) \) are given by
\[ \Delta(k) = \begin{pmatrix} \sum_{\nu} v_{s}(k, \zeta) v_{s'}(-k, \zeta) \psi(k, \zeta) \\ \sum_{\nu} v_{s}(k, \zeta) v_{s'}(-k, \zeta) t(k, \zeta) \psi^{(T)}(k, \zeta) \\ \sum_{\nu} \frac{1}{2} \left[ \bar{\sigma}_0 + \zeta \hat{\gamma}(k) \cdot \bar{\sigma} \right] i \sigma_y \psi^{(T)}(k, \zeta) \end{pmatrix} \] (41)

where \( \hat{\gamma} = \hat{\gamma}/|\hat{\gamma}| \). The d-vector, which is defined by
\[ \tilde{d}(k) = (d_{\nu} \sigma^\nu) i \sigma_y = \begin{pmatrix} -d_z + i d_y & d_0 + d_z & -d_0 + d_z \\ -d_0 + d_z & d_0 + d_z & -d_0 + d_z \end{pmatrix} , \] (42)

is then obtained as \[46,47\]
\[ d_0(k) = \frac{1}{2} \left[ \psi^{(T)}(k, +) + \psi^{(T)}(k, -) \right] , \] (43)
\[ \tilde{d}(k) = \frac{1}{2} \hat{\gamma}(k) \left[ \psi^{(T)}(k, +) - \psi^{(T)}(k, -) \right] . \] (44)

Eq. (44) reflects the result that \( \tilde{d} \) tends to be parallel to \( \hat{\gamma} \), as long as the band splitting due to the Rashba SOC is larger than the superconducting gap, or in other words, \( \alpha_R T_1 > k_B T_c \). \[34,35,47,48\]. Since the WCRG works at infinitesimal coupling, and in turn the SC gap is infinitesimally small as well, every finite value for \( \alpha_R \) will result in \( \tilde{d} \parallel \hat{\gamma} \). With other words, the regime where \( \alpha_R T_1 < k_B T_c \) is not accessible within WCRG. This arises from the fact that we only consider Cooper pairs formed by electrons with opposite momentum, which must, hence, be from the same band, i.e., contributions like \( \psi(k, +) \propto \langle b_{k} b_{-k} \rangle \) are strictly zero.

It is important to note here that because inversion symmetry is broken by the Rashba SOC, the superconducting state can be a mix of singlet and triplet states. \[32,46,47\]. Furthermore, the order parameter matrix in spin space is not unitary anymore \[47\], i.e.,
\[ \tilde{\Delta}^\dagger = d_{\nu} d_{\nu}^* \sigma_0 + (d_0 \tilde{d} + d_0 \tilde{d}^* \cdot \bar{\sigma} \cdot \bar{\sigma} \cdot \bar{\sigma} . \] (45)

For the specific system studied here, the Rashba SOC term enforce a specific structure on the d-vector. In particular, it yields \( d_z = 0 \), since \( \gamma_z = 0 \), and consequently there are no triplet states with zero total spin. Before we apply this theory to the model Eq. (1) and present the results, we will discuss an example to demonstrate the
implications from the above equations. Let us consider the simplest case of a pure triplet state, which is given by
\[ \psi^{(T)}(k, -) = -\psi^{(T)}(k, +) = \psi_0. \] It becomes immediately apparent from Eq. (43) that \( d_0 = 0 \), i.e., we have indeed a pure triplet state. Now, if we consider the square lattice with nearest neighbor hopping and Rashba SOC, we have
\[
\begin{align*}
\gamma_0(k) &= -2t_1[\cos(k_x) + \cos(k_y)], \quad (46) \\
\gamma_x(k) &= +2t_1\alpha_R \sin(k_y), \quad (47) \\
\gamma_y(k) &= -2t_1\alpha_R \sin(k_x), \quad (48)
\end{align*}
\]
and thus
\[
\begin{align*}
\psi(k, \uparrow\uparrow) &= +\psi_0 \frac{\sin(k_y) + i\sin(k_x)}{\sqrt{\sin^2(k_x) + \sin^2(k_y)}}, \quad (49) \\
\psi(k, \downarrow\downarrow) &= -\psi_0 \frac{\sin(k_y) - i\sin(k_x)}{\sqrt{\sin^2(k_x) + \sin^2(k_y)}}. \quad (50)
\end{align*}
\]
This is, up to phase factors, a \( p + ip \)-wave for Cooper pairs with spin 1 and a \( p - ip \)-wave for those with spin \(-1\). That is, the superconducting quasi particles with spin up have an edge mode that propagates in one direction, whereas the ones with spin down propagate in the opposite direction, and thus preserve time-reversal symmetry. We can conclude from this consideration that the Rashba SOC term enforces the appearing triplet states to be helical, and forbids chiral states to appear.

More generally, we can see which mixed states can be expected to appear. Eqs. (30) and (31) state that the vertex function using time reversal partners has to be even in momentum, which means that its eigenfunctions, \( \psi^{(T)}(k, \zeta) \), have to transform according to an even irreducible representation (irrep) of the symmetry group of the lattice. Hence, on the square lattice, available irreps are \( A_1, A_2, B_1, \) and \( B_2 \), which correspond in terms of lowest order lattice harmonics to (extended) \( s \), \( g \), \( d \), and \( d' \)-wave, respectively. Multiplying \( \zeta \) to those functions to obtain the \( d \)-vector, as done above, leads to the following mixed singlet-triplet states:
\[
\begin{align*}
A_1 &: s + p \\
A_2 &: g + f \\
B_1 &: d + f \\
B_2 &: d' + p
\end{align*}
\]
where the first term denotes the symmetry of the singlet component (\( s, d, \) and \( g \)) and the second one the helical triplet component (\( p \) and \( f \)). The last one can be explicitly expressed as
\[
p: \; \psi(k, \uparrow\uparrow) \equiv p + ip, \quad \psi(k, \downarrow\downarrow) \equiv p - ip, \quad (52)
\]
and similar for the \( f \)-wave. Note that \( p \)-wave might correspond both to standard and extended \( p \)-wave. A list of base functions for some low order harmonics is given in Tab. I.

Finally, we are left with a technical problem: we know the form factor, \( \psi(k, \zeta) \), only for momenta on the Fermi surface, i.e., \( \psi(k, \zeta) \). However, to calculate the \( d \)-vector for any given momentum \( k \), Eqs. (43) and (44) demands the formfactor of both helicities, i.e., bands, at the same momentum \( k \), one of which cannot be on the Fermi surface. To solve this problem, we extend the form factor to the whole Brillouin zone by fitting a set of lattice harmonics to the respective Fermi surfaces (details on the fitting process are given in App. D).

### III. RESULTS

We study the square lattice with nearest and next nearest neighbor hopping \( (t_1 \) and \( t_2 \) respectively), repulsive onsite interaction \( (U_0) \), and Rashba SOC \( (\alpha_R t_1 \) and \( \alpha_R t_2 \), respectively). The bandstructure of the non-interacting system is thus given by
\[
E(k\zeta) = \gamma_0 + \zeta \sqrt{\gamma_x^2 + \gamma_y^2} \quad (53)
\]
with
\[
\begin{align*}
\gamma_0 &= -2t_1 \left[ \cos(k_x) + \cos(k_y) \right] - 4t_2 \cos(k_x) \cos(k_y), \\
\gamma_x &= +\alpha_R \left[ 2t_1 \sin(k_y) + 4t_2 \cos(k_x) \sin(k_y) \right], \\
\gamma_y &= -\alpha_R \left[ 2t_1 \sin(k_x) + 4t_2 \sin(k_x) \cos(k_y) \right].
\end{align*}
\]

The DOS, \( \rho \), of the system for next-nearest neighbor hopping \( t_2 = 0 \) and \( t_2 = -0.3 \) is shown in Fig. 2. In both cases the van-Hove singularity splits into two, one for each helicity. The singularities appear at different values for the filling, \( n_{\nu H, \zeta} \), for non-zero SOC, given by
\[
\begin{align*}
n_{\nu H, \zeta} &= \int_{-\infty}^{\mu_{\nu H, \zeta}} \rho(\varepsilon) d\varepsilon, \quad (54) \\
\mu_{\nu H, \zeta} &= \zeta \cdot 2t_1 \left( 1 - \sqrt{1 + \alpha_R^2} \right) + 4t_2 \sqrt{1 + \alpha_R^2}. \quad (55)
\end{align*}
\]
for $\zeta = \pm 1$. Note that Eq. (55) is only valid for $|t_2| \leq 0.5|t_1|$. The difference between $n_{s\uparrow}$ and $n_{s\downarrow}$ increases with $\alpha_R$, as shown in Fig. 2.

We will discuss the leading superconducting instabilities obtained within the WCRG method as a function of band filling, $n$, and for different strengths of the Rashba SOC, $\alpha_R \in \{0, 0.01, 0.1, 0.2, 0.35, 0.5\}$. The main difference between this analysis with and without Rashba SOC is that in the former case we find the leading instability in helicity space and need to transform this result back to spin space. In the following we will first give a simple example to demonstrate how the resulting form factor obtained in helicity basis, $\psi(k, \zeta)$, relates to the $d$-vector in spin basis. We assume that we have a pure $d_{x^2-y^2}$ as the form factor on both Fermi surfaces, i.e.,

$$
\psi^{(T)}(k, +) = c_+ [\cos(k_x) - \cos(k_y)] , \quad (56)
$$

$$
\psi^{(T)}(k, -) = c_- [\cos(k_x) - \cos(k_y)] . \quad (57)
$$

Note that both $\psi$'s are even functions in momentum. However, we still have the freedom to choose different values for the prefactors $c_{\pm}$, and this freedom is exactly what enables us to obtain triplet states, which are odd in momentum, as given by Eq. (44). Varying $c_+$ smoothly from the value of $c_-$ to $-c_-$ thus yields a transition between a pure singlet state ($d_{x^2-y^2}$-wave) at $c_+ = c_-$ to a pure triplet state (helical $f$-wave) at $c_+ = -c_-$, which is shown in Fig. 3. For $c_+ \neq \pm c_-$, we have a mixed state with singlet and triplet components.

We evaluate the triplet contribution, $\eta$, to the full state by calculating the average over the Brillouin zone

$$
\eta \equiv \frac{\int_{BZ} \frac{d^2k}{(2\pi)^2} \left( |d_x(k)|^2 + |d_y(k)|^2 \right)}{\int_{BZ} \frac{d^2k}{(2\pi)^2} \left( |d_0(k)|^2 + |d_x(k)|^2 + |d_y(k)|^2 \right)} . \quad (58)
$$

By construction, $0 \leq \eta \leq 1$. The triplet contribution to the state described in Eqs. (56) and (57) as a function of $c_+/c_-$ is shown in Fig. 4.

If superconductivity only occurs on one of the two Fermi surfaces, i.e., $c_+ = 0$ or $c_- = 0$, we obtain a state which is half singlet and half triplet ($\eta = 0.5$) as shown in the middle row of Fig. 3.

It is important to note here that $\eta$ just serves as an estimation for the ratio of singlet and triplet contributions to the full superconducting order parameter, since the denominator in Eq. (58) does not correspond to the full contribution of $\Delta\Delta^\dagger$ given in Eq. (45); it is, however, a good approximation.

We further note that the results from the WCRG often require some higher harmonics to provide a good fit to the superconducting form factor instead of a single lattice harmonic. Higher lattice harmonics can play a non-trivial role. Usually, this does not change the physics qualitatively, but the technical details become more involved.
FIG. 5. (a) $U_{\text{eff}}$ as function of band filling, $n$, for different SOC strengths, $\alpha_R$. In addition to $U_{\text{eff}}$ vs. $n$, the symmetry of the leading instability is shown. The shaded region indicates the triplet contribution, $\eta U_{\text{eff}}$, to the full order parameter, whereas the pure ratio $\eta$ is shown below the panels. The van-Hove singularities are indicated by dashed lines.

(see App. D).

Now we have all the tools at hand to discuss the results obtained by solving Hamiltonian (1). The resulting effective interactions, $U_{\text{eff}}$, for $t_2 = 0$ and as a function of filling $n$ are shown in Fig. 5 for several relevant values in the range $0 \leq \alpha_R \leq 0.5$. Firstly, we see that the overall effective interaction does not change much with increasing spin-orbit coupling [panel (a)]. Two notable exceptions can be observed: 1) above the van-Hove singularity, which moves to lower fillings as $\alpha_R$ increases [c.f. Eqs. (54), (55) and Fig. 2], one observes a decrease of $U_{\text{eff}}$ for increasing SOC. This decrease stems from the accompanied sharp decrease of the DOS as a function of $\alpha_R$ in this region. 2) for fillings in the range $n \in [0.62, 0.85]$ one also observes a slight decrease of $U_{\text{eff}}$ with increasing $\alpha_R$. In panels (b)–(f) of Fig. 5 we show the phase diagrams for individual values of $\alpha_R$. In particular, panel (b) corresponds to the spin-orbit-free case, $\alpha_R = 0$ [see Refs. 37 and 39]. The singlet part of the superconducting condensate is shown in white while the triplet part, $\eta U_{\text{eff}}$ defined in Eq. (58), is shown as a shaded area. Moreover, we show the mixing ratio of singlet and triplet states, $\eta$, separately in the small panels below the main panels (b)–(f). We note that mixing is forbidden for $\alpha_R = 0$ (panel (b)), and here $\eta$ can only take the values 0 (singlet) or 1 (triplet). The phase diagram for $\alpha_R = 0$ contains spin-singlet $d_{xy}$-wave order for small $n$. Then there is a small intermediate spin-triplet phase for $0.54 \leq n \leq 0.59$ with $p_x + ip_y$-wave order, followed by another spin-singlet phase with $d_{xy}$-$d_{x^2-y^2}$-wave order up to van Hove filling $n = 1$.

Turning on Rashba SOC $\alpha_R$ allows for mixing of singlet and triplet phases. Panel (c) of Fig. 5 shows results for $\alpha_R = 0.1$ (being representative for the entire range $0 < \alpha_R \leq 0.1$) where only small triplet contributions with $p$-wave symmetry are mixed into the $d_{xy}$-wave order for small $n$. The chiral $p$-wave phase for $0.54 \leq n \leq 0.59$ present at $\alpha_R = 0$ is absent, the reason for which we will explain below in detail. Thus we are left with two phases with dominant but different $d$-wave symmetries. In panel (d) we show $\alpha_R = 0.2$: while the original structure of the $\alpha_R = 0$ phase diagram is still visible, now significant triplet contributions are mixed into the singlet phases and small singlet contributions into the triplet phase. We note that the mixing ratio $\eta$, shown below the main panel, takes arbitrary values between 0 and 1, as expected. The mixed condensates realized for $\alpha_R = 0.2$ correspond to $d' + p$, $s + p$ and $d + f$ [c.f. Eq. (51)]. Note that the $s + p$ phase, which corresponds to the chiral $p + ip$ phase for $\alpha_R = 0$, is not only mixed with a singlet $s$-wave, but also the triplet part changes to a helical $p$-wave, for the reasons outlined above. Panel (e) shows $\alpha_R = 0.35$ where the mixing of singlet and triplet phases dominates but also the deformation of the FSs due to Rashba SOC has altered the structure of the $\alpha_R = 0$ phase diagram at small $n$. Finally, $\alpha_R = 0.5$ is shown in Fig. 5 (f): here we find many small phases with different singlet-triplet mixtures. In contrast to smaller values of $\alpha_R$, here we also detect $g$-wave order with small $f$-wave contributions.

Furthermore, we can see from Fig. 5 that for extended regions the ratio $\eta$ tends to stay away from 0 or 1 with increasing $\alpha_R$, i.e., the mixing of singlet and triplet states becomes more pronounced for stronger spin-orbit cou-
plling. In the region \( n \approx [0.65, 0.83] \), however, \( \eta \) increases at first, until \( \alpha_R = 0.35 \), and then decreases again for \( \alpha_R = 0.5 \). Hence, there is an optimal value for \( \alpha_R \) for maximising the triplet contribution to the dominant singlet state in this region.

In addition to \( U_{\text{eff}} \) and the singlet triplet mixture in Fig. 5, we show in Fig. 6 representative \( d \)-vectors as contour plots corresponding to the three different fillings \( n = 0.44, 0.55, 0.9 \) and to different values of \( \alpha_R \). The contour plots reveal the symmetry of the irreps, associated with the leading instability, in the Brillouin zone.

As mentioned before, for \( \alpha_R = 0 \) the mixing of singlet and triplet states is forbidden, i.e., \( \eta \equiv 0 \) (singlet) or \( \eta \equiv 1 \) (triplet). As we can see in Fig. 5 (c), \( \eta U_{\text{eff}} \) tends to zero everywhere in the limit \( \alpha_R \to 0 \), i.e., to the spin-orbit-free case. An exception is observed in the region where the pure triplet state is found in the absence of SOC (\( n \approx [0.54, 0.59] \), indicated by the shaded area in Fig. 5 (b)).

Here \( \eta U_{\text{eff}} \) is not approaching \( U_{\text{eff}} \) for small values of \( \alpha_R \). Fig. 5 (c), but also other results in the regime \( 0 < \alpha_R \leq 0.1 \) (not shown here) show the suppression of the triplet \( p \)-wave phase. This discrepancy has a simple explanation: in the mentioned regime we find a (near-) degeneracy of two or even three superconducting instabilities. Minimal deformations of the FS, as caused by small changes of \( \alpha_R \), let these almost degenerate instabilities change their ordering. In a previous work, we have shown that even the numerical resolution for evaluating the integrals affects which of the nearly-degenerate instabilities wins [see Sec. IV in Ref. 39]. In Fig. 7 we plot the leading and subleading instabilities for different values of \( \alpha_R \) in the region \( n = [0.45, 0.58] \). This almost-degeneracy persists even for larger values of \( \alpha_R \), and we find that in the regime \( 0.01 \leq \alpha_R \leq 0.15 \) the triplet state swaps position with another state which is of pure singlet type. The solid lines indicating \( U_{\text{eff}} \) of the competing pairing channels are extremely close together (note the logarithmic scale), which causes the abrupt changes from singlet to triplet states or vice versa. For instance, for \( \alpha_R = 0 \) [panel (a)] there is a pure singlet state with \( d_{x^2-y^2} \)-wave order (shown in black) competing with a pure triplet state with \( p \)-wave order (shown in red), leading to the phase diagram Fig. 5 (b). For \( \alpha_R = 0.01 \), there are even three competing instabilities, two pure singlet states with \( d_{x^2-y^2} \)-wave and extended \( s \)-wave order and the previously mentioned triplet state with \( p \)-wave order. While the \( p \)-wave state wins for \( \alpha_R = 0 \), it looses by a hair-split for \( \alpha_R = 0.01 \) and 0.1 [c.f. Fig. 5 (c)]. Similarly, up to quite large SOC \( \alpha_R = 0.35 \) one can observe this almost perfect degeneracy.

Three comments are in order: (i) this issue of nearly-degenerate states and competing pairing channels is not
specific to the presence of Rashba SOC, but a rather
generic problem. (ii) in fact, “almost-degeneracies” are not a problem but rather a feature: if such degeneracies
are sufficiently robust, they can lead to two-component
order parameters. For instance, when a $d_{xy}$-wave and another $d_{x^2-y^2}$-wave state on the square lattice become
(almost) degenerate, they can form complex superpositions
of the type $d + id$, resulting in chiral, topological
superconductivity. In the present example, even a
highly exotic three-component order parameter of the type $d_{xy} + \alpha p_x + \beta p_y$ is possible (with $\alpha, \beta$ complex constants). (iii) we emphasize that these results were obtained in the weak coupling regime; whether or not such
near-degeneracies are stable upon increasing Coulomb inter-
actions is less clear and requires further investigations
on a case-by-case basis using other methods.

In summary, the investigation of the nearest-neighbor
square lattice Hubbard model in the presence of Rashba
SOC – being the most paradigmatic lattice model to
study – reveals already a rich phenomenology. We note
that the overall amplitude $U_{\text{eff}}$ and thus the critical transition temperature $T_c$ hardly changes with varying $\alpha_R$.
Spin-singlet superconducting phases, which dominate the
phase diagram in the absence of SOC, mix with spin-
triplet states as $\alpha_R$ increases. We emphasize that the
increase of triplet contribution is non-monotonically in $\alpha_R$
and an optimal value for maximizing triplet contribu-
tions exists.

IV. DISCUSSION

In this section, we discuss the following four aspects of our work: (i) we benchmark to results in the literature;
(ii) we briefly discuss the experimental relevance; (iii) we address the interesting topic of topological phase
transitions; (iv) we give an outlook what to expect when considering other lattices.

Let us consider non-zero $t_2$ in order to study the ef-
fect of longer ranged hopping on the mixed singlet-triplet
states. For the sake of benchmarking and comparing with
results in the literature, we choose the bandstructure parameters to be

$$t_2/t_1 = -0.3, \quad \alpha_R = 0.5 . \quad (59)$$

In Ref. 30 the very same model was investigated by virtue
of random phase approximation. According to Eq. (54),
the van Hove singularities are located at $n_{vH,1} \approx 0.642$
and $n_{vH,2} \approx 0.874$. The results for $U_{\text{eff}}$ and $\eta$ are shown
in Fig. 8.

In agreement with Greco and Schnyder, we find a
strong peak of $f$-wave around the first van Hove singu-
larity, $n_{vH,1}$. For lower fillings, until $n = 0.6$, we find an
almost pure helical $f$-wave state, which gets gradu-
ally mixed with $g$-wave (not considered in Ref. 30) for
decreasing filling, where the $f$-wave contribution becomes
negligible for $n < 0.5$. Above the van Hove singularity,

$$n > n_{vH,1}$$

the $f$-wave gets gradually mixed with $d_{x^2-y^2}$-
wave, starting from equal contributions from both, $f$-
and $d$-wave right above $n_{vH,1}$ to almost pure $d_{x^2-y^2}$-
wave at $n \approx 0.832$. Starting from this point of a pure
singlet state, decreasing the filling lets us thus replicate
the theoretical study in Fig. 3, i.e., we can adjust the
mixing ratio $\eta$ gradually by changing the filling $n$, which
is shown in Fig. 9. The regime below $n = 1$ is also in
Ref. 30 dominated by $d_{x^2-y^2}$-wave order; however, below
$n_{vH,2}$ the dominating pairing channel reported in Ref. 30
is a $d_{xy}$-wave order. This disagreement might stem from
the different interaction strengths and the methodologi-
cal differences in both works.

Often unconventional superconductors contain heavy
elements which is favorable for non-negligible spin-orbit
interactions. For instance, Sr$_2$RuO$_4$\cite{15}, Cu$_{2/3}$Bi$_{2/3}$Se$_3$\cite{18,19}
and CePt$_3$Si\cite{7,13,17} are the standard candidate mater-
ials for topological superconductivity. In particular, Sr$_2$RuO$_4$ was believed to realize spin-triplet $p$-wave
pairing. Due to recent experimental progress\cite{16} it became
apparent that a two-component spin-singlet order para-
meter represents a more likely scenario\cite{49,50}. One of
the recent theory proposals\cite{50} is based on the presence of
significant Rashba SOC.

Superlattices with tunable layer thickness provides
another example of unconventional superconductivity
where Rashba SOC is important. The heavy-fermion
superlattice CeCoIn$_5$/YbCoIn$_5$\cite{51,52} is such a candidate
where inversion symmetry is broken by the modulation of
the layer thickness of the superlattice. In fact, the par-
ameters discussed above, Eq. (59) and Ref. 30, are mo-
tivated by this compound. We would like to emphasize,
however, that the aim of this work is not to model a spe-
cific material but rather to present a principal, thorough
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**FIG. 8.** $U_{\text{eff}}$ as function of band filling, $n$, for $t_2/t_1 = -0.3$ and $\alpha_R = 0.5$, in the region $n \in [0.4, 1]$. The shaded region indicates the triplet contribution, $\eta U_{\text{eff}}$, to the full order parameter. In the lower panel we plot $\eta$ as a function of filling $n$. The van Hove singularities, $n_{vH}$, are indicated as dashed lines. For $n < 0.6$ we find a mix of $g$- and helical $f$-wave, for fillings $0.6 < n < 0.624$ almost pure helical $f$-wave, and for

$n > 0.624$ a mix of $d_{x^2-y^2}$ and helical $f$-wave.
FIG. 9. Transition from pure $d_{x^2-y^2}$-wave to pure helical $f$-wave as a function of the filling $n$. These are results for $t_2/t_1 = -0.3$, $\alpha_R = 0.5$, and, from top to bottom, $n = \{0.832, 0.748, 0.656, 0.624\}$ and $\eta = \{0.003, 0.164, 0.5, 1\}$.

study of how Rashba SOC affects the superconducting instabilities; therefore we have chosen the simplest and most paradigmatic model one can think of.

The mixing of singlet and triplet phases leads to an interesting point of study: suppose that the singlet phase is a gapped phase with zero Chern number or trivial $\mathbb{Z}_2$ invariant and that the triplet phase is a chiral or helical gapped phase such as $p + ip$ or $f + if$. Then there must be a topological phase transition, $\eta_c$, as a function of mixing ratio $\eta$. Of course, this transition might not be reached if $\eta$ varies between 0 and, say, 0.2 or 0.3; but suppose $\eta$ varies from small to large values then such a transition will occur. We note that from the list of possible singlet-triplet mixtures, Eq. (51), only the first case, $s + p$, represents a scenario where both phases are gapped: the $s$-wave corresponds to a topologically trivial phase but the helical $p$-wave is a fully gapped state with non-trivial $\mathbb{Z}_2$ topology. Note, however, that a pure $s$-wave state is suppressed by the repulsive interaction, $U_0 > 0$. All other scenarios correspond to transitions from a gapless to a gapped state, which are possibly even more interesting: when a gapless and “gapfull”, i.e., a gap opening, term compete usually the latter wins easily. That suggests that many of the mixed singlet-triplet states realize gapped, topologically non-trivial superconductivity. Determining the exact values $\eta_c$ where such topological phase transitions occur and the investigation of phase diagrams as a function of $\eta$ will be reported elsewhere. Other lattices, e.g. with hexagonal symmetry, might have a richer phenomenology since the $d$-wave representations are degenerate and thus prefer to form chiral singlet states of the type $d + id$ which are fully gapped.

In this work, we exclusively discussed the square lattice with its $D_4$ symmetry group. It contains five irreps, four of which are even (i.e., the basis functions are even in momentum $k$) and one-dimensional. As stated above, the form factor in helicity basis using time reversal partners, $\psi^{(T)}(k, \zeta)$, transforms according to an even irrep of the point group. That raises the interesting question what would happen if $\psi^{(T)}(k, \zeta)$ transforms according to an even irrep which is two-dimensional. Such a scenario is possible for the $D_6$ point group. The simplest example with $D_6$ symmetry is the triangular lattice. In analogy to Eq. (51), multiplying the even irreps with the $\vec{\gamma}$ vector for the triangular lattice leads to the following singlet-triplet states:

$$
A_1 : s + p
$$
$$
A_1 : \text{ext. } s + p
$$
$$
A_2 : i + h
$$
$$
E_2 : d + \{f + p\}
$$

The singlet contributions are $s$, $i$ and $d$. $s$ (ext. $s$) corresponds to isotropic, constant (nearest-neighbor) $s$-wave pairing. $i$ is an $i$-wave order with large angular momentum $\ell = 6$ and $d$ refers to the two-component $d_{x^2-y^2} + id_{xy}$-wave order, which is chiral and topologically non-trivial (Chern number $C = 2$). Triplet contributions $p$, $f$ and $h$ correspond to helical $p$-wave, $f$-wave and $h$-wave order. The latter has $\ell = 5$. As for the square lattice, $p$-wave include the standard case but also “extended” $p$-wave with additional line nodes. For $E_2$, $\{f + p\}$ denotes a superposition of helical $p$- and $f$-wave order.

Instead of changing the lattice symmetry, also additional orbital or sublattice degrees of freedom might change the picture drastically, since the band index now incorporates multiple degrees of freedom and the structure of $\vec{\gamma}$ might be more complicated. This potentially leads to new types of superconducting states as well, which cannot appear for a one band model.

V. CONCLUSION

In this work, we have thoroughly investigated the square lattice Hubbard model in the presence of Rashba spin-orbit coupling. We have developed an implementation of Rashba spin-orbit coupling into the weak-coupling renormalization group framework, which allows the study of non-centrosymmetric superconducting states. These states feature mixing of singlet and (helical) triplet states, where smooth transitions between pure singlet and pure triplet states are possible as a function of any system parameter. While the mixing ratio can change continuously upon varying such parameters, we are still able to find the leading superconducting instability in an unbiased way. This is a major advantage of the weak-coupling renormalization group method. We also address the issue of how to properly deal with split energy bands.
within a “Fermi surface method”, i.e., a method which restricts paired electrons to momenta on the Fermi surface, and the transformation from helicity to spin basis.
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### Appendix A: Constraints on \( \gamma \) due to symmetry

The symmetry properties of the given lattice are reflected in properties of the Bloch matrix \( \hat{h} \). We write the Bloch matrix as

\[
\hat{h} = \hat{h}_o \otimes \hat{h}_s ,
\]

where \( \hat{h}_o \) is the orbital space part, and its spin space part, \( \hat{h}_s \), can be written in the form given in Eq. (6), i.e.,

\[
\hat{h}_s = \begin{pmatrix}
\gamma_0 + \gamma_z & \gamma_x - i\gamma_y \\
\gamma_x + i\gamma_y & \gamma_0 - \gamma_z
\end{pmatrix} ,
\]

(A2)

Note that Eqs. (A1) and (A2) are to be understood symbolically, i.e., \( \gamma \) is in general different for each element of \( \hat{h}_o \), but \( \hat{h}_s \) can be written in the given form for each orbital space element, i.e.,

\[
\hat{h} = \begin{pmatrix}
\hat{h}_{s,11} & \hat{h}_{s,12} & \cdots \\
\hat{h}_{s,21} & \hat{h}_{s,22} & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix} ,
\]

(A3)

where each \( \hat{h}_{s,ij} \) may have a different \( \gamma_{ij} \), restricted by the requirement of \( \hat{h} \) being hermitian.

The symmetries of the system pose several constraints on \( \gamma \), which are obtained by

\[
\hat{O} \hat{h}_{s,ij} \hat{O}^\dagger = \hat{h}_{s,ij} ,
\]

(A4)

where \( \hat{O} \) is the operator of the symmetry operation. Explicit representations of the relevant symmetries are listed in Tab. II. The resulting constraints on \( \gamma \) due to these symmetries are listed in Tab. III. Note that inversion and time reversal symmetry together set \( \gamma = 0 \), whereas time reversal symmetry and the existence of a rotation center in the lattice for a rotation by the angle \( \pi \) yields \( \gamma_z = 0 \). If inversion symmetry and \( \pi \)-rotation symmetry is given, \( \gamma_x = \gamma_y = 0 \), i.e., spin rotation symmetry is also conserved.

### Appendix B: Feynman diagrams

In this section we explain why we use the Feynman diagrams given e.g. in the review by Shankar (see Fig. 1), instead of the ones typically used in the WCRG papers (see Fig. 10). Both of the two variants are equivalent, as the ones in Fig. 1 follow from the ones shown in Refs. 37–39 taking into account Fermionic anticommutation relations. This is shown explicitly in Fig. 10, where the diagram ZS is expanded in the four diagrams of the particle hole channel of the same order (\( U^2 \)), but different momenta (only the first one starts with 1 on the top right leg, the other three with \( \bar{1} \)). Adding the same expansion of diagram ZS’, which is obtained by simply swapping 1 and \( \bar{1} \), we obtain all scattering processes in the particle hole channel, including fermionic anticommutation of the incoming particles. This shows that

\[
\Gamma_{ZS} + \Gamma_{ZS'} = \Gamma^{(2b)} + \Gamma^{(2c)} + \Gamma^{(2d)} + \Gamma^{(2e)} + 1 \leftrightarrow \bar{1} .
\]

(B1)

The advantage of using the diagrams ZS and ZS’ is that their numerical computation is more efficient, since we need to calculate only two integrals (or a single one followed by the correct antisymmetrisation), whereas for the diagrams 2a-2e we would need to calculate four integrals, which ultimately yields the same result. Note that without spin-orbit coupling, the four diagrams 2a-2e can also be obtained by just a single integral; diagram 2a is not shown here.
Appendix C: Time reversal transformation of fermionic operators

This section is essentially paraphrased from Appendix B in Ref. 47. We add this here for the sake of completeness and to adapt the derivation to our notation.

First, we compute the time reversal conjugate of the eigenvectors, \( \vec{v}(k, \zeta) \), of the Bloch matrix, where the time reversal operator is given by \( \hat{T} = -i\sigma_y K \), where \( K \) denotes complex conjugation. This yields

\[
\hat{T}\vec{v}(k, \zeta) = \frac{1}{\sqrt{2}} \left( -\zeta e^{i\phi_k} \theta_{-\zeta}(k) \right) .
\] (C1)

Using the relations \( \theta_{-\zeta}(k) = \theta_{-\zeta}(k) \) and \( e^{i\phi_{-k}} = -e^{i\phi_k} \), we see that

\[
\hat{T}\vec{v}(k, \zeta) = -\zeta e^{-i\phi_k} \vec{v}(-k, \zeta) .
\] (C2)

The creation and annihilation operators in helicity basis, \( b_{k\zeta}^\dagger \) and \( b_{k\zeta} \), respectively, are given by unitary transformation of the corresponding operators in spin basis, i.e.,

\[
b_{k\zeta}^\dagger = v_{k\zeta}^\dagger c_{k\uparrow}^\dagger + v_{k\zeta}^\dagger c_{k\downarrow}^\dagger , \quad \text{(C3)}
\]

\[
b_{k\zeta} = v_{k\zeta} c_{k\uparrow} + v_{k\zeta} c_{k\downarrow} . \quad \text{(C4)}
\]

Therefore, time reversal of the creation operator \( b_{k\zeta}^\dagger \) yields

\[
\hat{T}b_{k\zeta}^\dagger = \hat{T}(v_{k\zeta}^\dagger c_{k\uparrow}^\dagger + v_{k\zeta}^\dagger c_{k\downarrow}^\dagger) = v_{k\zeta}^\dagger c_{-k\downarrow}^\dagger - v_{k\zeta}^\dagger c_{-k\uparrow}^\dagger , \quad \text{(C5)}
\]

where we used the time reversal of the operators in spin space, which is given by

\[
\hat{T} \begin{pmatrix} c_{k\uparrow}^\dagger \\ c_{k\downarrow}^\dagger \end{pmatrix} = \begin{pmatrix} c_{-k\downarrow}^\dagger \\ -c_{-k\uparrow}^\dagger \end{pmatrix} . \quad \text{(C6)}
\]

Comparing Eq. (C5) with \( b_{-k\zeta}^\dagger \)

yields

\[
b_{-k\zeta}^\dagger = v_{-k\zeta}^\dagger c_{-k\downarrow}^\dagger + v_{-k\zeta}^\dagger c_{-k\uparrow}^\dagger . \quad \text{(C7)}
\]

\[
\hat{T}b_{k\zeta} = -\zeta e^{-i\phi_k} b_{-k\zeta} . \quad \text{(C8)}
\]

Thus, the phase factor \( t(k, \zeta) \) is given by

\[
t(k, \zeta) = -\zeta e^{-i\phi_k} \quad \text{(C9)}
\]

for single orbital models.

---

FIG. 10. Diagram ZS\textsuperscript{26}, where the interaction nodes are explicitly expanded in all possible configurations. The same can be done for the diagram ZS’ by just switching 1 and 1. Diagrams 2b-2e are in the convention of Refs. 37–39.

FIG. 11. Form factor plots for different lattice harmonics of the irreps of \( B_1 \) of the \( D_4 \) point group. a) Lowest order lattice harmonics, given by (D1). b) Combination of two lattice harmonics, see (D2), which produces an additional circular line node. c) Projection of b) onto an example set of spin-orbit split Fermi surfaces, such that the circular line node lies between them and is thus not visible.
FIG. 12. Example of the ambiguity of fitting functions and the resulting mixing ratio between singlet and triplet states. Three different sets of fitting functions are shown as rows a), b), and c). Column 1): form factor of the superconducting order parameter in helicity basis, as given by the result of the WCRG calculations. Columns 2) and 3): Fitted functions to outer and inner Fermi surfaces. The blue line is the function fitted to the outer Fermi surface, the red line the one fitted to the inner Fermi surface. Columns 4) to 6): resulting functions for $d_0$, $d_x$, and $d_y$. What we obtain are different extended $s$-waves mixed with different extended $p$-waves, i.e., the symmetry of the $d$-vector components is the same in all three examples, but the nodal lines are very different. In particular, the mixing ratio, $\eta$, changes drastically between a), b), and c).

Appendix D: Transformation from helicity basis to spin basis

Here we discuss how to perform the transformation of the form factor of the superconducting gap function from helicity basis to spin basis, which is explicitly given in Eqs. (43) and (44). Of course, the transformation from helicity to spin basis is a simple unitary transformation; however, what is usually a simple task turns out to be a challenging problem for a Fermi surface method (such as WCRG), i.e., the form factors $\psi^{(T)}(k\zeta)$ are only given on the respective Fermi surface. For the transformation, however, we need the form factors at the same $k$-points for both bands, which we do not have. To solve this problem, we fit lattice harmonics with the same symmetry properties to each $\psi^{(T)}(k\zeta)$ and thus obtain the form factors within the entire Brillouin zone.

However, since we fit a 2D function to a 1D manifold, the fit is underdetermined in the sense that we can produce arbitrary results far away from the Fermi surface, by including more and more lattice harmonics. This also means that, including an arbitrary number of arbitrarily high orders of lattice harmonics, we can always find a perfect fit with or without a line node exactly between the two Fermi surfaces, which enables us, in principle, to find a solution in spin space anywhere between pure singlet and pure triplet (note, however, that the irrep cannot change). This becomes particularly easy when the splitting of the Fermi surfaces is large, i.e., for large values of $\alpha_R$. An example to visualize this is shown in Fig. 11. Here we see the lowest order lattice harmonic of the irreducible representation $B_1$, $f_a(k_x,k_y)$, in Fig. 11 (a), and a combination with a higher order lattice harmonic, $f_b(k_x,k_y)$, in Fig. 11 (b). The corresponding functions are given by

$$f_a(k_x,k_y) = \cos(k_x) - \cos(k_y) \quad \text{(D1)}$$

$$f_b(k_x,k_y) = - \left[ \cos(k_x) - \cos(k_y) \right] + 1.5 \left[ \cos(2k_x) - \cos(2k_y) \right] \quad \text{(D2)}$$

Let us now imagine that we have a state similar to the one shown in Fig. 11 (c), i.e., where we have two Fermi surfaces separated such that the circular line node in Fig. 11 (b) lies between them, and where the super-
conducting order parameter has opposing signs on each Fermi surface. Then we could either use the function of Fig. 11 (a) for fitting, which would yield a dominant triplet state, or we could use the one of Fig. 11 (b), which would yield a dominant singlet state. This is the problem of ambiguity resulting from fitting a 2D function to a 1D manifold.

However, from a physical perspective, we implement a few criteria for the fitting process to avoid ambiguities as described above; indeed these criteria heavily limit the amount of freedom for the resulting ratio of singlet and triplet pairing. These are given in the following, sorted by decreasing importance:

1. The form factor should not be much larger far away from the Fermi surface than on the Fermi surface itself.
2. We use lower order lattice harmonics rather than higher orders. It is often necessary to find a compromise between low order and low fitting error.
3. We limit the number of lattice harmonics used for the fit to a maximum of three, and using fewer where possible.

In the example presented in Fig. 11 above, we would thus choose to use the function of Fig. 11 (a) to fit and obtain a mainly triplet state, since it uses lower order harmonics than the function of Fig. 11 (b).

Fig. 12 shows an example from our results, where the form factor transforms according to the irrep $A_1$. We see that we can fit different functions equally well to the Fermi surface, which yield drastically different results.

The main results of this paper are, however, not affected. Firstly, the irrep always remains the same, regardless of the fitting process; only the ratio between singlet and triplet can be affected by fitting ambiguities. Secondly, only for large SOC, i.e., significant splitting of the Fermi surfaces, it becomes more challenging to handle such ambiguities. Thirdly, when sweeping through entire parameter ranges (such as phase diagrams) it turns out that a single point might still allow for such fitting ambiguities, but parameter points close by do not. By adiabaticity we can thus find further evidence in favor of one of the fitting options. We stress again that the issue of fitting ambiguities is relevant to any Fermi surface method and not specific to WCRG.
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