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Abstract
In this paper, we introduce a topological method to produce new rough set models. This method is based on the idea of “somewhat open sets” which is one of the celebrated generalizations of open sets. We first generate some topologies from the different types of \( N_\rho \)-neighborhoods. Then, we define new types of rough approximations and accuracy measures with respect to somewhat open and somewhat closed sets. We study their main properties and prove that the accuracy and roughness measures preserve the monotonic property. One of the unique properties of these approximations is the possibility of comparing between them. We also compare our approach with the previous ones, and show that it is more accurate than those induced from open, \( \alpha \)-open, and semi-open sets. Moreover, we examine the effectiveness of the followed method in a problem of Dengue fever. Finally, we discuss the strengths and limitations of our approach and propose some future work.
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Introduction
Rough set theory, proposed by Pawlak [31], is a non-statistical tool to address uncertain knowledge. Every subset in rough set theory is described by two ways are classifications (upper and lower approximations) and accuracy measure. We determine whether the subset is exact or inexact by the boundary region which is known as the difference between the upper and lower approximations. The set’s approximations give some insights into the boundary region structure without information of its size. Whereas, the set’s accuracy measure shows the boundary region size without saying anything of its structure; it answers the question: To what extent our knowledge is complete?

As we know, rough set theory starts from an equivalence relation which seems a stringent condition that limits the rough set’s applications. In an attempt to solve such unreasonableness, some extensions under various relations were proposed such as [46,47]. To different purposes including improving the set’s accuracy values, new types of neighborhoods were introduced such as minimal right (left) neighborhoods [4,5], intersection (union) neighborhoods [1], maximal neighborhoods [18], remote neighborhood [42], \( P_j \)-neighborhoods [29], \( E_j \)-neighborhoods [12], \( C_j \)-neighborhoods [7], and recently \( S_j \)-neighborhoods [10].

Through rough sets, the concepts are defined according to the information that we know about them. For instance, we say that the sets with different elements are roughly equal if they have identical upper and/or lower approximations. These thoughts refer to the topological spaces when we contrast the sets in terms of their closure and interior points, instead of their elements. In this direction, Skowron [41] and Wiweger [44] discussed rough set theory in view of topological concepts. From binary relations, Lashin et al. [27] generated a topology that is applied to generalize the essential concepts in rough set theory. Abu-Donia [3] made use of rough approximations and topology to introduce multi knowledge bases. Salama [38] applied topological notions to solve the missing attribute values problem. Kondo [24] discussed some methods of generating topologies from coverings of approximation spaces. In [9], the authors explored separation axioms via topological spaces induced from the system of \( N_j \)-neighborhoods. El-Bably and Al-shami [16] illustrated some techniques to constitute a topology from different types of neighborhoods. They also discussed a medical application using the concept of generalized nanotechnology. Studying the interaction between topology and rough set theory was the main target for many articles such as [2,19,25,26,28,39,40,48]. This path of study also
included some topology’s extensions such as minimal structure [15,17] and bitopology [36]. Hybridization of rough sets with some uncertainty tools such as soft and fuzzy sets was investigated in [32,34].

Near open sets are one of the major areas of research in topology. They are applied to redefine the original topological concepts such as compactness, connectedness, and separation axioms. Abd El-Monsef et al. [1] initiated new kinds of topological approximations in cases of fore-set and after-set using some near open sets. Amer et al. [14] applied five types of near open sets to set up new kinds of topological approximations. Hosny [20] defined new topological five types of near open sets to set up new kinds of topological approximations in cases of fore-set and logical concepts such as compactness, connectedness, and investigated in [32,34].

with some uncertainty tools such as soft and fuzzy sets was ρ types of in Proposition 3 and Proposition 4. Third, to preserve the are evaporated by the previous approximations as illustrated with the help of some comparisons that validate that our approach is better than those given in [1,14,37]. Second, to keep most properties of Pawlak’s approximations that are capitalized from one of the generalizations of open sets called somewhere dense sets to improve the approximations and accuracy measures of rough subsets.

This manuscript contributes to this direction; it exploits a topological concept called “somewhat open sets” to initiate new rough set models. It is natural to ask what are the motivations to introduce these models? In fact, there are four main motivations to study these models are, first, to improve the approximations and increase their accuracy measures displayed in the published literature. This matter was illustrated with the help of some comparisons that validate that our approach is better than those given in [1,14,37]. Second, to keep most properties of Pawlak’s approximations that are evaporated by the previous approximations as illustrated in Proposition 3 and Proposition 4. Third, to preserve the monotonic property for the accuracy and roughness measures without further conditions as shown in Proposition 6 and Corollary 2. Finally, we can compare between the different types of ρso-approximations and ρso-accuracy measures (as investigated in Proposition 10 and Corollary 4); this preferred property is not guaranteed for the types of approximations and accuracy measures induced from the other generalizations, because they are defined using interior and closure operators which are working against each other with respect to the size of a set.

The layout of this manuscript is as follows. The concepts and some properties of topological spaces and rough sets that help to understand this work are mentioned in Sect. 2. We divide Sect. 3, the main section, into three subsections. In the first subsection, we utilize somewhat open and somewhat closed sets to present and study new types of approximations and accuracy measures. In the second subsection, we compare the followed technique with the previous ones in terms of the approximations and accuracy measures. In the third subsection, we apply our technique to a medical issue. In Sect. 4, we investigate the advantages of our method and show its limitations compared with the previous methods. Finally, we give some conclusions and suggest some future work in Sect. 5.

Preliminaries

In the current section, we recall the main definitions and results of topology and rough set theory that we need through this article.

Definition 1 [31] Let $\mathcal{E}$ be an equivalence relation in a finite set $U \neq \emptyset$. We associate each $\Omega \subseteq U$ with two subsets

$$
\overline{\mathcal{E}}(\Omega) = \bigcup\{ G \in U/\mathcal{E} : G \text{ is a subset of } \Omega \},
$$

and

$$
\underline{\mathcal{E}}(\Omega) = \bigcup\{ G \in U/\mathcal{E} : G \text{ and } \Omega \text{ has a non-empty intersection.} \}
$$

We respectively call $\overline{\mathcal{E}}(\Omega)$ and $\underline{\mathcal{E}}(\Omega)$ upper and lower approximations of $\Omega$.

From now onwards, we consider $U$ to be a non-empty finite set, if not otherwise specified.

The major properties of these approximations are described in the next result.

Proposition 1 [31] Let $\mathcal{E}$ be an equivalence relation in $U$ and $\Omega, \Sigma \subseteq U$. The next properties are satisfied.

$$(L1) \quad \underline{\mathcal{E}}(\Omega) \subseteq \Omega$$
$$(U1) \quad \Omega \subseteq \overline{\mathcal{E}}(\Omega)$$

$$(L2) \quad \underline{\mathcal{E}}(\emptyset) = \emptyset$$
$$(U2) \quad \overline{\mathcal{E}}(\emptyset) = \emptyset$$

$$(L3) \quad \underline{\mathcal{E}}(U) = U$$
$$(U3) \quad \overline{\mathcal{E}}(U) = U$$

$$(L4) \quad \text{If } \Omega \subseteq \Sigma, \text{ then } \underline{\mathcal{E}}(\Omega) \subseteq \underline{\mathcal{E}}(\Sigma)$$
$$(U4) \quad \text{If } \Omega \subseteq \Sigma, \text{ then } \overline{\mathcal{E}}(\Omega) \subseteq \overline{\mathcal{E}}(\Sigma)$$

$$(L5) \quad \underline{\mathcal{E}}(\Omega \cap \Sigma) = \underline{\mathcal{E}}(\Omega) \cap \underline{\mathcal{E}}(\Sigma)$$
$$(U5) \quad \overline{\mathcal{E}}(\Omega \cap \Sigma) \subseteq \overline{\mathcal{E}}(\Omega) \cap \overline{\mathcal{E}}(\Sigma)$$

$$(L6) \quad \underline{\mathcal{E}}(\Omega) \cup \underline{\mathcal{E}}(\Sigma) \subseteq \underline{\mathcal{E}}(\Omega \cup \Sigma)$$
$$(U6) \quad \overline{\mathcal{E}}(\Omega \cup \Sigma) = \overline{\mathcal{E}}(\Omega) \cup \overline{\mathcal{E}}(\Sigma)$$

$$(L7) \quad \underline{\mathcal{E}}(\Omega^c) = (\overline{\mathcal{E}}(\Omega))^c$$
$$(U7) \quad \overline{\mathcal{E}}(\Omega^c) = (\underline{\mathcal{E}}(\Omega))^c$$

$$(L8) \quad \underline{\mathcal{E}}(\underline{\mathcal{E}}(\Omega)) = \underline{\mathcal{E}}(\Omega)$$
$$(U8) \quad \overline{\mathcal{E}}(\overline{\mathcal{E}}(\Omega)) = \overline{\mathcal{E}}(\Omega)$$

$$(L9) \quad \underline{\mathcal{E}}((\overline{\mathcal{E}}(\Omega))^c) = (\overline{\mathcal{E}}(\Omega))^c$$
$$(U9) \quad \overline{\mathcal{E}}((\underline{\mathcal{E}}(\Omega))^c) = (\underline{\mathcal{E}}(\Omega))^c$$

$$(L10) \quad \forall K \in U/\mathcal{E} \Rightarrow \underline{\mathcal{E}}(K) = K$$
$$(U10) \quad \forall K \in U/\mathcal{E} \Rightarrow \overline{\mathcal{E}}(K) = K.$$
Definition 2 [1, 4, 5, 46, 47] Let $E$ be an arbitrary relation in $U$. The $\rho$-neighborhoods of $v \in U$ (denoted by $N_\rho(v)$) are defined for each $\rho \in \{r, l, \langle r \rangle, \langle l \rangle, i, u, \langle i \rangle, \langle u \rangle\}$ as follows:

(i) $N_r(v) = \{w \in U : vEw\}$.
(ii) $N_l(v) = \{w \in U : wEv\}$.
(iii) $N_{\langle r \rangle}(v) = \bigcup_{w \in N_r(v)} N_r(w)$: there exists $N_r(w)$ including $v$ : Otherwise.

(iv) $N_{\langle l \rangle}(v) = \bigcap_{w \in N_l(v)} N_l(w)$: there exists $N_l(w)$ including $v$ : Otherwise.

(v) $N_i(v)$ equals the intersection of $N_r(v)$ and $N_l(v)$.
(vi) $N_u(v)$ equals the union of $N_r(v)$ and $N_l(v)$.
(vii) $N_{\langle r \rangle}(v)$ equals the intersection of $N_{\langle r \rangle}(v)$ and $N_{\langle l \rangle}(v)$.
(viii) $N_{\langle i \rangle}(v)$ equals the union of $N_{\langle r \rangle}(v)$ and $N_{\langle l \rangle}(v)$.

From now onwards, we deem $\rho \in \{r, l, \langle r \rangle, \langle l \rangle, i, u, \langle i \rangle, \langle u \rangle\}$, if not otherwise specified.

Definition 3 [1] Consider $E$ is an arbitrary relation in $U$ and $\phi_\rho : U \rightarrow 2^U$ is a map which associates each $v \in U$ with its $\rho$-neighborhood in $2^U$. We call $(U, E, \phi_\rho)$ a $\rho$-neighborhood space (briefly, $\rho$-NS).

A class of subsets of $U \neq \emptyset$ which is closed under finite intersection and arbitrary union is called a topology. A topology is called a quasi-discrete topology (or locally indiscrete topology) if all open subsets are also closed. A topology is called hyperconnected if the closure of any non-empty open set is $U$. We called a topology a strongly hyperconnected if a set is dense $\iff$ it is a non-empty open set.

The next theorem provides one of the interesting and significant methods of generating topological spaces using the concept of neighborhoods system. It also opens a door for more interaction between the notions of topological space and rough set theory.

Theorem 1 [1] If $(U, E, \phi_\rho)$ is a $\rho$-NS, then a class $\vartheta_\rho = \{G \subseteq U : N_\rho(v) \subseteq G \text{ for each } v \in G\}$ constitutes a topology on $U$ for each $\rho$.

Definition 4 [1] A subset $\Omega$ of a $\rho$-NS $(U, E, \phi_\rho)$ is called $\rho$-open if $\Omega \in \vartheta_\rho$. The complement of $\Omega$ is called $\rho$-closed.

The class of all $\rho$-closed sets is denoted by $\Gamma_\rho$.

The rough approximations were defined with a topological flavor as follows.

Definition 5 [1] The $\rho$-lower and $\rho$-upper approximations of a set $\Omega$ in a $\rho$-NS $(U, E, \phi_\rho)$ are, respectively, formulated as follows:

$$\mathcal{E}_\rho(\Omega) = \bigcup\{G \in \vartheta_\rho : G \subseteq \Omega\}, \quad \text{and}$$
$$\overline{\mathcal{E}}_\rho(\Omega) = \bigcap\{H \in \Gamma_\rho : \Omega \subseteq H\} = \text{cl}_\rho(\Omega).$$

Obviously, $\mathcal{E}_\rho(\Omega)$ and $\overline{\mathcal{E}}_\rho(\Omega)$ are, respectively, the interior and closure of $\Omega$ in a topological structure $(U, \vartheta_\rho)$. Therefore, we can write $\mathcal{E}_\rho(\Omega) = \text{int}_\rho(\Omega)$ and $\overline{\mathcal{E}}_\rho(\Omega) = \text{cl}_\rho(\Omega)$.

Definition 6 [1] The $\rho$-boundary, $\rho$-positive and $\rho$-negative regions, and $\rho$-accuracy and $\rho$-roughness measures of a set $\Omega$ in a $\rho$-NS $(U, E, \phi_\rho)$ are, respectively, formulated as follows:

$$B_\rho(\Omega) = \mathcal{E}_\rho(\Omega)\setminus \overline{\mathcal{E}}_\rho(\Omega),$$
$$P O S_\rho(\Omega) = \mathcal{E}_\rho(\Omega),$$
$$N E G_\rho(\Omega) = U\setminus \overline{\mathcal{E}}_\rho(\Omega),$$
$$M_\rho(\Omega) = \frac{|\mathcal{E}_\rho(\Omega)|}{|\overline{\mathcal{E}}_\rho(\Omega)|} \quad \text{provided that } \overline{\mathcal{E}}_\rho(\Omega) \neq \emptyset,$$
$$R_\rho(\Omega) = 1 - M_\rho(\Omega).$$

It is clear that $M_\rho(\Omega) \in [0, 1]$ for every $\Omega \subseteq U$.

Definition 7 (see, [6, 13]) A set $\Omega$ in a topological structure $(U, \vartheta)$ is said to be:

(i) $\alpha$-open if $\Omega \subseteq \text{int}(\text{cl}(\text{int}(\Omega)))$.
(ii) semi-open if $\Omega \subseteq \text{cl}(\text{int}(\Omega))$.
(iii) somewhat open if $\text{int}(\text{cl}(\Omega)) \neq \emptyset$.
(iv) somewhere dense if $\text{int}(\text{cl}(\Omega)) \neq \emptyset$.

Their complements are respectively called $\alpha$-closed, semi-closed, somewhat closed, and $cs$-dense sets.

These near open sets were familiarized in a $\rho$-NS in a similar way.

Definition 8 [14, 37] A subset $\Omega$ of a $\rho$-NS $(U, E, \phi_\rho)$ is said to be $\rho\alpha$-open (resp. $\rho$-semi-open) if $\Omega \subseteq \text{int}_\rho(\text{cl}_\rho(\text{int}_\rho(\Omega)))$ (resp. $\Omega \subseteq \text{cl}_\rho(\text{int}_\rho(\Omega)))$.

We call $\Omega^c$ (complement of $\Omega$) a $\rho\alpha$-closed (resp. $\rho$-semiclosed) set.

Remark 1 The classes of $\rho\alpha$-open, $\rho$-semi-open, $\rho\alpha$-closed, and $\rho$-semiclosed sets are, respectively, symbolized by $\alpha O(\vartheta_\rho)$, $\text{semi O}(\vartheta_\rho)$, $\alpha C(\Gamma_\rho)$, and $\text{semi C}(\Gamma_\rho)$.

Definition 9 [14, 37] For every $k \in \{\text{semi}, \alpha\}$, the $\rho k$-lower and $\rho k$-upper approximations of a set $\Omega$ in a $\rho$-NS $(U, E, \phi_\rho)$ are defined, respectively, by

$$\mathcal{E}^k_\rho(\Omega) = \bigcup\{G \in kO(\vartheta_\rho) : G \subseteq \Omega\} = k\text{int}_\rho(\Omega), \quad \text{and}$$
$$\overline{\mathcal{E}}^k_\rho(\Omega) = \bigcap\{H \in kC(\Gamma_\rho) : \Omega \subseteq H\} = k\text{cl}_\rho(\Omega).$$
From now onwards, we consider \( k \in \{\alpha, \text{semi}\} \), if not otherwise specified.

**Definition 10** [14,37] The \( \rho k \)-boundary, \( \rho k \)-positive and \( \rho k \)-negative regions and \( \rho k \)-accuracy and \( \rho k \)-roughness measures of a set \( \Omega \) in a \( \rho \)-NS (\( U, \mathcal{E}, \phi_\rho \)) are, respectively, defined by

\[
B^k_{\rho}(\Omega) = \overline{\mathcal{E}}^k_{\rho}(\Omega) \setminus \mathcal{E}^k_{\rho}(\Omega),
\]
\[
PO S^k_{\rho}(\Omega) = \mathcal{E}^k_{\rho}(\Omega)
\]
\[
NEG^k_{\rho}(\Omega) = U \setminus \overline{\mathcal{E}}^k_{\rho}(\Omega),
\]
\[
M^k_{\rho}(\Omega) = \left[ \frac{\mathcal{E}^k_{\rho}(\Omega)}{\overline{\mathcal{E}}^k_{\rho}(\Omega)} \right] \quad \text{provided that} \ \overline{\mathcal{E}}^k_{\rho}(\Omega) \neq \emptyset, \quad \text{and}
\]
\[
R^k_{\rho}(\Omega) = 1 - M^k_{\rho}(\Omega).
\]

It is clear that \( M^k_{\rho}(\Omega) \in [0, 1] \) for every \( \Omega \subseteq U \).

**Definition 11** (see, [13]) For a subset \( \Omega \) of \( (U, \varnothing) \):

(i) the \( s\varnothing \)-interior of \( \Omega \) (briefly, \( s\varnothing int(\Omega) \)) is the union of all subsets of \( \Omega \) that are somewhat open.

(ii) the \( s\varnothing \)-closure of \( \Omega \) (briefly, \( s\varnothing cl(\Omega) \)) is the intersection of all supersets of \( \Omega \) that are somewhat closed.

From now on, if we want to compute \( N^\rho(v), \overline{\mathcal{E}}^k_{\rho}(\Omega), \overline{\mathcal{E}}^k_{\rho}(\Omega), \mathcal{E}^k_{\rho}(\Omega), PO S^k_{\rho}(\Omega), NEG^k_{\rho}(\Omega), \) and \( M^k_{\rho}(\Omega) \) from two different \( \rho \)-NSs (\( U, \mathcal{E}_1, \phi_\rho \) and \( U, \mathcal{E}_2, \phi_\rho \)), we write \( N^\rho_{1,2}(v), N_{1,2}(v), \mathcal{E}^k_{1,2}(\Omega), \overline{\mathcal{E}}^k_{1,2}(\Omega), B^k_{1,2}(\Omega), PO S^k_{1,2}(\Omega), NEG^k_{1,2}(\Omega), M^k_{1,2}(\Omega) \) and \( \mathcal{E}^k_{\rho}(\Omega), \overline{\mathcal{E}}^k_{\rho}(\Omega), B^k_{\rho}(\Omega), PO S^k_{\rho}(\Omega), NEG^k_{\rho}(\Omega), M^k_{\rho}(\Omega) \).

**Definition 12** [18] Consider \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) are two binary relations in \( U \). We say that \( (U, \mathcal{E}_1, \phi_\rho) \) and \( (U, \mathcal{E}_2, \phi_\rho) \) have the monotonicity-accuracy (resp., monotonicity-roughness) property provided that \( \mathcal{E}_1 \subseteq \mathcal{E}_2 \) implies that \( M_{\mathcal{E}_1}(\Omega) \geq M_{\mathcal{E}_2}(\Omega) \) (resp., \( R_{\mathcal{E}_1}(\Omega) \leq R_{\mathcal{E}_2}(\Omega) \)).

**Proposition 2** [10] Let \( (U, \mathcal{E}_1, \phi_\rho) \) and \( (U, \mathcal{E}_2, \phi_\rho) \) be two \( \rho \)-NSs, such that \( \mathcal{E}_1 \subseteq \mathcal{E}_2 \). Then, \( N_{1,2}(v) \subseteq N_{2,3}(v) \) for each \( v \in U \) and \( \rho \in \{r, i, i, u\} \).

**Approximations using somewhat open sets**

In this section, we define new rough approximations and accuracy measures using the concepts of somewhat open and somewhat closed sets which are one of the open sets generalizations. We establish their main properties and prove that our approach offers accuracy measures and approximations better than those displayed by open, \( \alpha \)-open, and semi-open sets [1,14,37]. Also, we compare between the approximations induced from our approach and show that the accuracy measures given in cases of \( \rho \in \{i, ii\} \) are the best. Finally, we provide a medical example illustrating how the somewhat open sets are applied to improve the approximations and accuracy measures.

**\( \rho so \)-Lower and \( \rho so \)-upper approximations**

**Definition 13** A subset \( \Omega \) of a \( \rho \)-NS (\( U, \mathcal{E}, \phi_\rho \)) is said to be \( \rho \)-somewhat open if \( \text{int}_\rho(\Omega) \neq \emptyset \). The complement of \( \Omega \) is called \( \rho \)-somewhat closed.

The classes of \( \rho \)-somewhat open and \( \rho \)-somewhat closed sets are, respectively, denoted by \( so(\phi_\rho) \) and \( sc(\phi_\rho) \).

**Definition 14** We define \( \rho so \)-lower approximation \( \mathcal{E}^{\rho so}_\rho(\Omega) \) and \( \rho so \)-upper approximation \( \overline{\mathcal{E}}^{\rho so}_\rho(\Omega) \) of a subset \( \Omega \) of a \( \rho \)-NS (\( U, \mathcal{E}, \phi_\rho \)) as follows:

\[
\mathcal{E}^{\rho so}_\rho(\Omega) = \bigcup \{G \in so(\phi_\rho) : G \subseteq \Omega\} = s\varnothing int_\rho(\Omega), \quad \text{and}
\]
\[
\overline{\mathcal{E}}^{\rho so}_\rho(\Omega) = \bigcap \{H \in sc(\phi_\rho) : \Omega \subseteq H\} = s\varnothing cl_\rho(\Omega).
\]

We elucidate the main properties of \( \rho so \)-lower and \( \rho so \)-upper approximations in the following two results.

**Proposition 3** Let \( \Omega \) and \( \Sigma \) be subsets of a \( \rho \)-NS (\( U, \mathcal{E}, \phi_\rho \)). Then, the next properties are satisfied.

(i) \( \mathcal{E}^{\rho so}_\rho(\Omega) \subseteq \Omega \).

(ii) \( \mathcal{E}^{\rho so}_\rho(\emptyset) = \emptyset \).

(iii) \( \mathcal{E}^{\rho so}_\rho(U) = U \).

(iv) If \( \Omega \subseteq \Sigma \), then \( \mathcal{E}^{\rho so}_\rho(\Omega) \subseteq \mathcal{E}^{\rho so}_\rho(\Sigma) \).

(v) \( \mathcal{E}^{\rho so}_\rho(\Omega \cap \Sigma) \subseteq \mathcal{E}^{\rho so}_\rho(\Omega) \cap \mathcal{E}^{\rho so}_\rho(\Sigma) \).

(vi) \( \mathcal{E}^{\rho so}_\rho(\Omega) \cup \mathcal{E}^{\rho so}_\rho(\Sigma) \subseteq \mathcal{E}^{\rho so}_\rho(\Omega \cup \Sigma) \).

(vii) \( \mathcal{E}^{\rho so}_\rho(\mathcal{E}^{\rho so}_\rho(\Omega)) = (\mathcal{E}^{\rho so}_\rho(\Omega))^c \).

(viii) \( \mathcal{E}^{\rho so}_\rho(\mathcal{E}^{\rho so}(\Omega)) = \mathcal{E}^{\rho so}_\rho(\mathcal{E}^{\rho so}(\Omega)) \).

**Proof** The proof comes from the properties of an \( s\varnothing \)-interior operator which is a counterpart of \( \rho so \)-near lower approximation \( \mathcal{E}^{\rho so}_\rho \).

**Proposition 4** Let \( \Omega \) and \( \Sigma \) be subsets of a \( \rho \)-NS (\( U, \mathcal{E}, \phi_\rho \)). Then, the next properties are satisfied.

(i) \( \Omega \subseteq \mathcal{E}^{\rho so}_\rho(\Omega) \).

(ii) \( \mathcal{E}^{\rho so}_\rho(\emptyset) = \emptyset \).

(iii) \( \mathcal{E}^{\rho so}_\rho(U) = U \).

(iv) If \( \Omega \subseteq \Sigma \), then \( \mathcal{E}^{\rho so}_\rho(\Omega) \subseteq \mathcal{E}^{\rho so}_\rho(\Sigma) \).

(v) \( \mathcal{E}^{\rho so}_\rho(\Omega \cap \Sigma) \subseteq \mathcal{E}^{\rho so}_\rho(\Omega) \cap \mathcal{E}^{\rho so}_\rho(\Sigma) \).

(vi) \( \mathcal{E}^{\rho so}_\rho(\Omega) \cup \mathcal{E}^{\rho so}_\rho(\Sigma) \subseteq \mathcal{E}^{\rho so}_\rho(\Omega \cup \Sigma) \).
Remark 2 If \((U, \vartheta)\) is a hyperconnected space, then the class of somewhat open sets is closed under finite intersection which means it forms a topology; so that, the equality relations presented in (v) of Proposition 3 and (vi) of Proposition 4 are satisfied. These properties are kept for the approximations defined using somehow dense sets [8] under a strongly hyperconnected spaces. This implies that our approach preserves all Pawlak properties under a weaker condition.

Proposition 5 Let \((U, \vartheta_1, \varphi_0)\) and \((U, \vartheta_2, \varphi_0)\) be two \(\rho\)-NSs, such that \(\vartheta_1 \subseteq \vartheta_2\) and \(\rho \in \{r, l, i, u\}\). Then, \(\vartheta_2 \varrho \subseteq \vartheta_1 \rho\).

Proof Let a subset \(G\) of \(U\) be a member in \(\vartheta_2 \rho\), where \(\rho \in \{r, l, i, u\}\). Then, \(N_{\vartheta_2}(\mu) \subseteq G\) for each \(\mu \in G\). Since \(\vartheta_1 \subseteq \vartheta_2\), it follows from Proposition 2 that \(N_{\vartheta_1}(\mu) \subseteq N_{\vartheta_2}(\mu)\). This implies that \(G\) is a member in \(\vartheta_1 \rho\). Hence, \(\vartheta_2 \rho \subseteq \vartheta_1 \rho\), as required. 

Corollary 1 Let \((U, \vartheta_1, \varphi_0)\) and \((U, \vartheta_2, \varphi_0)\) be two \(\rho\)-NSs, such that \(\vartheta_1 \subseteq \vartheta_2\) and \(\rho \in \{r, l, i, u\}\). Then, the class of somewhat open sets in \((U, \vartheta_2 \rho)\) is a subset of the class of somewhat open sets in \((U, \vartheta_1 \rho)\).

Definition 15 The \(\rho\text{-so}-\text{accuracy measure and } \rho\text{-so}-\text{roughness measure of a set } \Omega \text{ in a } \rho\text{-NS } (U, \vartheta, \varphi_0)\text{ are defined, respectively, by}

\[
M^\rho_{\Omega} = \frac{|\overline{E}^\rho(\Omega)|}{|E^\rho(\Omega)|} \quad \text{provided that } \overline{E}^\rho(\Omega) \neq \emptyset.
\]

\[
H^\rho_{\Omega} = 1 - M^\rho_{\Omega}.
\]

Obviously, \(M^\rho_{\Omega}, H^\rho_{\Omega} \in [0, 1]\) for every subset \(\Omega\) of \(U\).

In the following two results, we show the monotonicity of \(M^\rho_{\Omega}\)-accuracy and \(M^\rho_{\Omega}\)-roughness measures.

Proposition 6 Let \((U, \vartheta_1, \varphi_0)\) and \((U, \vartheta_2, \varphi_0)\) be two \(\rho\)-NSs, such that \(\vartheta_1 \subseteq \vartheta_2\) and \(\rho \in \{r, l, i, u\}\). Then, \(M^\rho_{\vartheta_1}(\Omega) \leq M^\rho_{\vartheta_2}(\Omega)\) for every subset \(\Omega\).

Proof Since \(E^\rho(\Omega) = \text{swint}_{\rho}(\Omega)\) and \(\overline{E}^\rho(\Omega) = \text{swcl}_{\rho}(\Omega)\), it follows from Corollary 1 that \(|E^\rho_{\vartheta_1}(\Omega)| \leq |E^\rho_{\vartheta_2}(\Omega)|\) and \(|\overline{E}^\rho_{\vartheta_1}(\Omega)| \leq |\overline{E}^\rho_{\vartheta_2}(\Omega)|\).

Therefore, \(\frac{|E^\rho_{\vartheta_1}(\Omega)|}{|\overline{E}^\rho_{\vartheta_1}(\Omega)|} \leq \frac{|E^\rho_{\vartheta_2}(\Omega)|}{|\overline{E}^\rho_{\vartheta_2}(\Omega)|}\), which means that \(M^\rho_{\vartheta_1}(\Omega) \leq M^\rho_{\vartheta_2}(\Omega)\). Hence, the desired result is obtained. 

Corollary 2 Let \((U, \vartheta_1, \varphi_0)\) and \((U, \vartheta_2, \varphi_0)\) be two \(\rho\)-NSs, such that \(\vartheta_1 \subseteq \vartheta_2\) and \(\rho \in \{r, l, i, u\}\). Then, \(H^\rho_{\vartheta_1}(\Omega) \leq H^\rho_{\vartheta_2}(\Omega)\) for every subset \(\Omega\).

Definition 16 A subset \(\Omega\) of a \(\rho\)-NS \((U, \vartheta, \varphi_0)\) is called \(\rho\text{-exact if } E^\rho_{\Omega}(\Omega) = \overline{E}^\rho_{\Omega}(\Omega) = \Omega\). Otherwise, it is called a \(\rho\text{-rough set}.

From the well-known relationships between \(\alpha\)-open (semi-open) and \(\alpha\)-open sets, we easily note that \(\rho\text{-exact (} \rho\text{-semi-exact) set is } \rho\text{-exact, but the converses need not be true as the next example elucidates.}

Example 2 Let \(\Omega = \{t, v, y\}\) be a set in a \(\rho\text{-NS } (U, \vartheta, \varphi_0)\) displayed in Example 1. As we showed that \(E^\rho_{\Omega}(\Omega) = E^\rho_{\vartheta}(\Omega) = \Omega\). Then, \(\Omega\) is a \(\rho\text{-exact set. However, } E_{\rho}(\Omega) = \{t, v, y\} \neq E_{\vartheta}(\Omega) = E_{\rho}(\Omega) = \Omega\); so that, \(\Omega\) is neither a \(\rho\text{-semi-exact set nor a } \rho\text{-exact set.}

Proposition 7 A set \(\Omega\) in a \(\rho\)-NS \((U, \vartheta, \varphi_0)\) is \(\rho\text{-exact iff } E^\rho_{\Omega}(\Omega) = \emptyset\).

Proof Let \(\Omega\) be a \(\rho\text{-exact set. Then, } E^\rho_{\Omega}(\Omega) = \overline{E}^\rho_{\Omega}(\Omega) = \emptyset\). Conversely, let \(E^\rho_{\Omega}(\Omega) = \emptyset\). Then, \(\overline{E}^\rho_{\Omega}(\Omega) = \emptyset\), which means that \(E^\rho_{\Omega}(\Omega) \subseteq \overline{E}^\rho_{\Omega}(\Omega)\). However, \(E^\rho_{\Omega}(\Omega) \subseteq \overline{E}^\rho_{\Omega}(\Omega)\), so that \(E^\rho_{\Omega}(\Omega) = E^\rho_{\Omega}(\Omega)\). Hence, \(\Omega\) is \(\rho\text{-exact.} \)
Proposition 8 Let \((U, \mathcal{E}_1, \phi_p)\) and \((U, \mathcal{E}_2, \phi_p)\) be two \(\rho\)-NSs, such that \(\mathcal{E}_1 \subseteq \mathcal{E}_2\) and \(\rho \in \{r, l, i, u\}\). Then, we have the following results for every non-empty set \(\Omega\) and \(\rho \in \{r, l, i, u\}\).

(i) \(B_{\rho}^{\mathcal{E}_1}(\Omega) \subseteq B_{\rho}^{\mathcal{E}_2}(\Omega)\).

(ii) \(N E C_{2\rho}^{\mathcal{E}_1}(\Omega) \subseteq N E C_{2\rho}^{\mathcal{E}_2}(\Omega)\).

Proposition 9 Let \(\vartheta_1\) and \(\vartheta_2\) be two topologies on \(U\), such that \(\vartheta_1 \subseteq \vartheta_2\). Then, \(so(\vartheta_1) \subseteq so(\vartheta_2)\) and \(sc(\vartheta_1) \subseteq sc(\vartheta_2)\).

Proof Let \(G \subseteq U\) be a set in \(so(\vartheta_1)\). Then, \(int_{\vartheta_1}(G) \neq \emptyset\). By hypothesis \(\vartheta_1 \subseteq \vartheta_2\), we obtain \(int_{\vartheta_2}(G) \neq \emptyset\). Therefore, \(G \subseteq so(\vartheta_2)\). Thus, \(so(\vartheta_1) \subseteq so(\vartheta_2)\). Similarly, it can be proved that \(sc(\vartheta_1) \subseteq sc(\vartheta_2)\).

Corollary 3 Let \(\vartheta_1\) and \(\vartheta_2\) be two topologies on \(U\) such that \(\vartheta_1 \subseteq \vartheta_2\). Then, \(swint_{\vartheta_1}(\Omega) \subseteq swint_{\vartheta_2}(\Omega)\) and \(wcl_{\vartheta_1}(\Omega) \subseteq wcl_{\vartheta_2}(\Omega)\) for every \(\Omega \subseteq U\).

Table 1 \(N_{\rho}\)-neighborhood of every member in \(U\)

| \(tv\) | \(tw\) | \(tx\) | \(ty\) |
|---|---|---|---|
| \(N_r\) | \(\emptyset\) | \(\emptyset\) | \(\{tw, tx\}\) |
| \(N_l\) | \(\{tv, tx\}\) | \(\{tv, tx\}\) | \(\{tv, tx\}\) |
| \(N_i\) | \(\emptyset\) | \(\emptyset\) | \(\{tv, tx\}\) |
| \(N_u\) | \(\{tv, tx\}\) | \(\{tv, tx\}\) | \(\{tv, tx\}\) |

To prove (v), let \(\mu \in \overline{\mathcal{E}}_{\rho}^{i}(\Omega)\). Then every somewhat closed set in \(\vartheta_l\) containing \(\mu\) has a non-empty intersection with \(\Omega\). Since \(sc(\vartheta_l) \subseteq sc(\vartheta_r)\), every somewhat closed set in \(\vartheta_r\) containing \(\mu\) has a non-empty intersection with \(\Omega\). So that, \(\mu \in \overline{\mathcal{E}}_{\rho}^{i}(\Omega)\). Thus, \(\overline{\mathcal{E}}_{\rho}^{i}(\Omega) \subseteq \mathcal{E}_{\rho}^{i}(\Omega)\). Similarly, we prove that \(\overline{\mathcal{E}}_{\rho}^{i}(\Omega) \subseteq \mathcal{E}_{\rho}^{i}(\Omega)\) and \(\mathcal{E}_{\rho}^{i}(\Omega) \subseteq \overline{\mathcal{E}}_{\rho}^{i}(\Omega)\).

To confirm the results obtained in the above proposition and corollary, we consider a \(\rho\)-NS \((U, \mathcal{E}, \phi_p)\) presented in Example 1. First, we compute the different types of \(N_{\rho}\)-neighborhoods in Table 1.
Table 2 The approximations and their accuracy measures when \( \rho \in \{u, r, l, i\} \)

| \(\Omega\) | \(\Theta^u(\Omega)\) | \(\Theta^u(\Omega)\) | \(M^u(\Omega)\) | \(\Theta^r(\Omega)\) | \(\Theta^r(\Omega)\) | \(M^r(\Omega)\) | \(\Theta^l(\Omega)\) | \(\Theta^l(\Omega)\) | \(M^l(\Omega)\) | \(\Theta^i(\Omega)\) | \(\Theta^i(\Omega)\) | \(M^i(\Omega)\) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \(\{rv\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{rv\}\) | \(\emptyset\) | \(0\) | \(\{rv\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{tw\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{tw\}\) | \(\emptyset\) | \(0\) | \(\{tw\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{tx\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{tx\}\) | \(\emptyset\) | \(0\) | \(\{tx\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{ty\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{ty\}\) | \(\emptyset\) | \(0\) | \(\{ty\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{rv, tw\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{rv, tw\}\) | \(\emptyset\) | \(0\) | \(\{rv, tw\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{rv, tx\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{rv, tx\}\) | \(\emptyset\) | \(0\) | \(\{rv, tx\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{rv, ty\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{rv, ty\}\) | \(\emptyset\) | \(0\) | \(\{rv, ty\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{tw, tx\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{tw, tx\}\) | \(\emptyset\) | \(0\) | \(\{tw, tx\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{tw, ty\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{tw, ty\}\) | \(\emptyset\) | \(0\) | \(\{tw, ty\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{tx, ty\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{tx, ty\}\) | \(\emptyset\) | \(0\) | \(\{tx, ty\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{tv, tw, tx\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{tv, tw, tx\}\) | \(\emptyset\) | \(0\) | \(\{tv, tw, tx\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{tv, tw, ty\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{tv, tw, ty\}\) | \(\emptyset\) | \(0\) | \(\{tv, tw, ty\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{tv, tx, ty\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{tv, tx, ty\}\) | \(\emptyset\) | \(0\) | \(\{tv, tx, ty\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{rv, tx, ty\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{rv, tx, ty\}\) | \(\emptyset\) | \(0\) | \(\{rv, tx, ty\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{rv, ty\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{rv, ty\}\) | \(\emptyset\) | \(0\) | \(\{rv, ty\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |
| \(\{rv\}\) | \(\emptyset\) | \(\emptyset\) | \(0\) | \(\{rv\}\) | \(\emptyset\) | \(0\) | \(\{rv\}\) | \(\emptyset\) | \(0\) | \(\emptyset\) | \(\emptyset\) | \(0\) |

Second, we apply Theorem 1 to determine the topologies \(\vartheta_\rho\) generated from these neighborhoods as follows:

\[
\begin{align*}
\vartheta_r &= \{\emptyset, U, \{tw\}, \{ty\}, \{tw, ty\}, \{tw, tx\}, \{tw, tx, ty\}\}; \\
\vartheta_l &= \{\emptyset, U, \{ty\}, \{tv\}, \{tx, ty\}, \{tw, tx, ty\}\}; \\
\vartheta_i &= P(U); \\
\vartheta_u &= \{\emptyset, U, \{ty\}, \{tv, tw, tx\}\}; \\
\vartheta_\rho &= \{\emptyset, U, \{tv\}, \{ty\}, \{tv, tw, tx\}, \{tv, tw, ty\}, \{tv, tw, tx, ty\}\}; \\
\vartheta_\rho &= P(U); \\
\vartheta_\rho &= \{\emptyset, U, \{tv\}, \{tw, tw, tx\}\}.
\end{align*}
\]

In fact, these comparisons are a unique characteristic of the approximations and accuracy measures induced from

Finally, we compute the approximations and their accuracy measures for \(\rho \in \{u, r, l, i\}\) in Table 2, and for \(\rho \in \{w, \rho, \{i\}\}\) in Table 3.

It can be seen from Tables 2 and 3 that the approximations and their accuracy measures in case of \(\rho = i\) are better than those given in cases of \(\rho = r, l, u\), and the approximations and their accuracy measures in case of \(\rho = i\) are better than those given in cases of \(\rho = r, l, u\). This is due to that the topology generated by \(N_r\)-neighborhoods contains the topologies generated by \(N_r\)-neighborhoods, \(N_l\)-neighborhoods and \(N_u\)-neighborhoods, and the topology generated by \(N_\rho\)-neighborhoods contains the topologies generated by \(N_\rho\)-neighborhoods, \(N_\rho\)-neighborhoods, and \(N_\rho\)-neighborhoods.

somewhat open sets, because somewhat open sets are only based on a factor of interior operator which is proportional to the size of a given topology; and we know that \(\vartheta_u \subseteq \vartheta_r \cup \vartheta_l \subseteq \vartheta_i\) and \(\vartheta_u \subseteq \vartheta(\rho) \cup \vartheta_\rho \subseteq \vartheta(\rho)\).

On the other hand, the approach of \(\alpha\)-open (semi-open, pre-open, \(b\)-open, \(\beta\)-open) sets is based on two factors, interior, and closure operators which are working against each other with respect to the size of a given topology. Therefore, the approximations and accuracy measures induced from these approaches are incomparable.

In Algorithm 1 and Flowchart (in Fig. 1), we show how the accuracy measures induced from the family of somewhat open and somewhat closed sets are calculated.
\(\Omega\) & \(\mathcal{E}^{(0)}(\Omega)\) & \(\mathcal{E}^{(1)}(\Omega)\) & \(\mathcal{M}^{(0)}(\Omega)\) & \(\mathcal{E}^{(0)}(\Omega)\) & \(\mathcal{E}^{(1)}(\Omega)\) & \(\mathcal{M}^{(0)}(\Omega)\) & \(\mathcal{E}^{(1)}(\Omega)\) & \(\mathcal{M}^{(1)}(\Omega)\) & \(\mathcal{E}^{(1)}(\Omega)\) & \(\mathcal{M}^{(1)}(\Omega)\) \\
\{v\} & \emptyset & \{v\} & 0 & \{v\} & 1 & \emptyset & \{v\} & 0 & \{v\} & 1 \\
\{w\} & \emptyset & \{w\} & 0 & \emptyset & 0 & \{w\} & 0 & \{w\} & 1 \\
\{x\} & \emptyset & \{x\} & 0 & \emptyset & 0 & \{t\} & 0 & \{t\} & 1 \\
\{y\} & \{y\} & \{y\} & 1 & \{y\} & 1 & \{y\} & 1 & \{y\} & 1 \\
\{v, w\} & \emptyset & \{v, w\} & 0 & \{v, w\} & 1 & \{v, w\} & 1 & \{v, w\} & 1 \\
\{v, x\} & \emptyset & \{v, x\} & 0 & \{v, x\} & 1 & \{v, x\} & 1 & \{v, x\} & 1 \\
\{v, y\} & \{v, y\} & \{v, y\} & 1 & \{v, y\} & 1 & \{v, y\} & 1 & \{v, y\} & 1 \\
\{w, y\} & \{w, y\} & \{w, y\} & 1 & \{w, y\} & 1 & \{w, y\} & 1 & \{w, y\} & 1 \\
\{x, y\} & \{x, y\} & \{x, y\} & 1 & \{x, y\} & 1 & \{x, y\} & 1 & \{x, y\} & 1 \\
\{v, w, x\} & \{v, w, x\} & \{v, w, x\} & 1 & \{v, w, x\} & 1 & \{v, w, x\} & 1 & \{v, w, x\} & 1 \\
\{v, w, y\} & \{v, w, y\} & \{v, w, y\} & 1 & \{v, w, y\} & 1 & \{v, w, y\} & 1 & \{v, w, y\} & 1 \\
\{v, x, y\} & \{v, x, y\} & \{v, x, y\} & 1 & \{v, x, y\} & 1 & \{v, x, y\} & 1 & \{v, x, y\} & 1 \\
\{w, x, y\} & \{w, x, y\} & \{w, x, y\} & 1 & \{w, x, y\} & 1 & \{w, x, y\} & 1 & \{w, x, y\} & 1 \\
U & U & U & 1 & U & 1 & U & 1 & U & 1 \\

Algorithm 1: The algorithm of accuracy measures induced from the family of somewhat open and somewhat closed sets.

Comparison of our approach with the previous ones

In this subsection, we compare our approach with the previous approaches introduced in [1,14,37]. In [1], the authors approximated a subset using interior and closure topological operators, whereas the authors of [14,37] approximated a subset using some generalizations of interior and closure topological operators, such as \(\alpha\)-interior and \(\alpha\)-closure and semi-interior and semi-closure topological operators. Through this subsection, we show that our approach...
improves the approximations and accuracy measures more than the approaches induced from open sets as given in [1] and the approaches induced from α-open and semi-open sets as given in [14,37].

We begin with the following two results which show the grade of approximations and accuracy values according to some generalizations of open sets.

**Theorem 2** Let $(U, E, ϕ_ρ)$ be a ρ-NS and $Ω ⊆ U$. Then

$$E_ρ(Ω) \subseteq E_{ρ^α}(Ω) \subseteq E_{ρ^{α_0}}(Ω) \subseteq Ω \subseteq E_ρ^k(Ω)$$

where $\rho \in \{\alpha, \text{semi}\}$.

**Proof** As we know that the class of α-open (semi-open) subsets of $(U, ϕ_ρ)$ contains a topology $\vartheta_ρ$. Then, for each $Ω ⊆ U$, we have $E_ρ(Ω) \subseteq E_{ρ^α}(Ω)$. Also, the class of somewhat open subsets of $(Ω, ϕ_ρ)$ contains the classes of α-open and semi-open subsets. Then, $E_{ρ^k}(Ω) \subseteq E_{ρ^{α_0}}(Ω)$. It comes from Proposition 3 that $E_{ρ^{α_0}}(Ω) \subseteq Ω$. Hence, $E_ρ(Ω) \subseteq E_{ρ^k}(Ω) \subseteq E_{ρ^{α_0}}(Ω) \subseteq Ω$. Similarly, we prove that $Ω \subseteq E_ρ^k(Ω) \subseteq E_{ρ^{α_0}}(Ω) \subseteq E_ρ(Ω)$. □

**Proposition 11** The next two results are satisfied for every subset $Ω$ of a ρ-NS $(U, E, ϕ_ρ)$ and $k \in \{\alpha, \text{semi}\}$.

(i) $B_{ρ^α}(Ω) \subseteq B_{ρ}(Ω) \subseteq B_{ρ^k}(Ω)$.

(ii) $M_{ρ^α}(Ω) \subseteq M_{ρ}(Ω) \subseteq M_{ρ^k}(Ω)$.

**Proof** (i): The proof comes from Theorem 2.

(ii): According to Theorem 2, we obtain $E_{ρ^k}(Ω) \subseteq E_{ρ^{α_0}}(Ω)$ and $E_{ρ^{α_0}}(Ω) \subseteq E_{ρ^k}(Ω)$, which means that $|E_{ρ^k}(Ω)| \leq |E_{ρ^{α_0}}(Ω)|$ and $|E_{ρ^{α_0}}(Ω)| \leq |E_{ρ^k}(Ω)|$. Therefore, $|E_{ρ}(Ω)| \times |E_{ρ^{α_0}}(Ω)| \leq |E_{ρ^k}(Ω)| \times |E_{ρ^k}(Ω)|$. Thus, we get the next inequality

$$\frac{|E_{ρ}(Ω)|}{|E_{ρ^k}(Ω)|} \leq \frac{|E_{ρ^α}(Ω)|}{|E_{ρ^k}(Ω)|}. \quad (4)$$

Similarly, we get the next inequality

$$\frac{|E_{ρ^α}(Ω)|}{|E_{ρ}(Ω)|} \leq \frac{|E_{ρ^k}(Ω)|}{|E_{ρ^k}(Ω)|}. \quad (5)$$

It follows from the two equalities (4) and (5) that:

$$\frac{|E_{ρ}(Ω)|}{|E_{ρ}(Ω)|} \leq \frac{|E_{ρ^α}(Ω)|}{|E_{ρ^α}(Ω)|} \leq \frac{|E_{ρ^{α_0}}(Ω)|}{|E_{ρ^k}(Ω)|} \leq \frac{|E_{ρ^k}(Ω)|}{|E_{ρ^k}(Ω)|}.$$

Hence, the proof is complete. □

We give the following example to confirm that our approach gives accuracy measures and approximations better than the methods introduced in [1] and the methods introduced in [14,37] in cases of α-open and semi-open sets. For the sake of economy, we only illustrate case $ρ = r$.

**Example 3** Let $(U, E, ϕ_r)$ be a ρ-NS given in Example 1. Then, $\vartheta_r = \{∅, U, \{ty\}, \{tw\}, \{tv, tw\}, \{tv, tx\}, \{tv, tw, tx\}, \{tv, tw, ty\}, \{tw, tx, ty\}\}$. The family of semi-open sets contains the family of α-open sets, so that we will suffice by the class of semi-open sets.

semio($\vartheta_r$) = $\{∅, U, \{ty\}, \{tw\}, \{tv, tw\}, \{tv, tx\}, \{tv, tw, tx\}, \{tv, tw, ty\}, \{tw, tx, ty\}\}$.

Table 4 presents the r-approximations, rsemi-approximations, and our approximations for all subsets of $U$.

Now, we initiate Table 5 to compare between the r-accuracy, rsemi-accuracy, and rso-accuracy for all subsets of $U$.

Tables 4 and 5 display some approximations and accuracy measures that are generated from three different methods are (1) open and closed subsets of r-neighborhood topology, (2) semi-open and semi-closed subsets of r-neighborhood topology, and (3) somewhat open and somewhat closed subsets of r-neighborhood topology. It is clear that our approach reduces the size of boundary regions and increases the accuracy measures of subsets more than the other two methods. This is due to the fact that the class of somewhat open sets is wider than the classes of open and semi-open sets which leads to maximizing the rso-lower approximation and minimizing the rso-upper approximation. Hence, the accuracy measures are increasing. Finally, it should be noted that the two classes of somewhat open and semi-open sets coincide if the generated topology is hyperconnected which means that our approach and semi-open approach produce identical approximations and accuracy measures. To elucidate this matter, consider $E = \{(tv, tx), (tx, tv), (tv, tw), (tx, tw)\}$ to be a relation in $U = \{tv, tw, tx\}$. Then, $N_t(tv) = N_t(tx) = \{tw, tx\}$ and $N_t(tv) = ∅$. Therefore, $\vartheta_t = \{∅, U, \{tw\}\}$. It is clear that $U, \vartheta_t$ is a hyperconnected space which means that the classes of semi-open and somewhat open sets are identical.

**Medical example: Dengue fever**

In this subsection, we analyze a problem of Dengue fever disease. The virus-carrying Dengue mosquitoes is responsible for transmitting this disease to humans [45]. The symptoms of this disease start from 3 to 4 days of infection. Usually, recovery requires two days to a week [33]. It is a common disease...
Table 4 Comparison among the approximations in cases of $r, r_{semi}, r_{so}$

| $\vartheta_r$ | $\vartheta_{semi}$ | $\vartheta_{so}$ |
|--------------|-------------------|-----------------|
| $P(U)$      | $E_r$             | $E_{semi_r}$    | $E_{so_r}$ |
| [tv]        | $\emptyset$      | $\emptyset$    | $\emptyset$ |
| [tw]        | $\{tw\}$         | $\{tw, tx, ty\}$ | $\{tw\}$ |
| [tx]        | $\emptyset$      | $\{tx\}$      | $\emptyset$ |
| [ty]        | $\{ty\}$         | $\{ty\}$      | $\{ty\}$ |
| [tv, tw]    | $\{tw\}$         | $\{tv, tw, tx\}$ | $\{tw\}$ |
| [tv, tx]    | $\emptyset$      | $\{tx\}$      | $\emptyset$ |
| [tw, ty]    | $\{tw, ty\}$     | $\{tw, ty\}$  | $\{tw, ty\}$ |
| [tv, ty]    | $\{ty\}$         | $\{ty\}$      | $\{ty\}$ |
| [tv, tw, tx]| $\{tv, tw, tx\}$ | $\{tv, tw, tx\}$ | $\{tv, tw, tx\}$ |
| [tv, tw, ty]| $\{tw, ty\}$     | $\{tw, ty\}$  | $\{tw, ty\}$ |
| [tv, tx, ty]| $\{ty\}$         | $\{ty\}$      | $\{ty\}$ |
| [tw, tx, ty]| $\{tw, tx, ty\}$ | $\{tw, tx, ty\}$ | $\{tw, tx, ty\}$ |

Table 5 Comparison among the accuracy measures in cases of $r, r_{semi}, r_{so}$

| $P(U)$ | $M_r$ | $M_{semi_r}$ | $M_{so_r}$ |
|--------|-------|--------------|------------|
| [tv]   | 0     | 0            | 0          |
| [tw]   | $\frac{1}{2}$ | $\frac{1}{2}$ | 1          |
| [tx]   | 0     | 0            | 0          |
| [ty]   | 1     | 1            | 1          |
| [tv, tw]| $\frac{1}{2}$ | $\frac{1}{2}$ | 1          |
| [tv, tx]| 0     | 0            | 0          |
| [tw, ty]| $\frac{1}{2}$ | $\frac{1}{2}$ | 1          |
| [tv, ty]| $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |
| [tx, ty]| $\frac{1}{2}$ | $\frac{1}{2}$ | 1          |
| [tv, tw, tx]| $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |
| [tv, tw, ty]| $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |
| [tv, tx, ty]| $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |
| [tw, tx, ty]| $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |

Table 6 Original Dengue fever information system

| $U$ | $J$ | $H$ | $S$ | $T$ | Dengue fever |
|-----|-----|-----|-----|-----|--------------|
| $\mu_1$ | ✓ | ✓ | ✓ | h | ✓ |
| $\mu_2$ | ✓ | × | × | h | × |
| $\mu_3$ | ✓ | × | × | vh | ✓ |
| $\mu_4$ | ✓ | × | × | vh | × |
| $\mu_5$ | ✓ | ✓ | ✓ | h | × |
| $\mu_6$ | ✓ | ✓ | × | vh | ✓ |
| $\mu_7$ | ✓ | ✓ | × | n | × |
| $\mu_8$ | ✓ | × | × | vh | ✓ |

in more than 120 countries around the world, mainly South America and Asia [45]. It causes about 13600 status deaths as well as 60 million symptomatic infections worldwide. Therefore, we are concerned with this disease and will analyze using our approach. The data examine the Dengue fever problem as given in Table 6, where the columns represent the symptoms of Dengue fever (attributes): muscle and joint pains $J$, headache with vomiting $H$, characteristic skin rash $S$, and $T$ is a temperature [very high (vh), high (h), normal (n)] as given in [45]. Attribute $D$ is the decision of disease and the rows of attributes $U = \{\mu_1, \mu_2, \mu_3, \mu_4, \mu_5, \mu_6, \mu_7, \mu_8\}$ are the patients. All attributes except for $T$ have two values: ‘✓’ and ‘×’, respectively, denote the patient has a symptom and the patient has no symptom.

In Table 7, we transmit the variables descriptions of attributes $\{A_1 = J, A_2 = H, A_3 = S, A_4 = T\}$ into quantity values that clarify the similarities among the symptoms patients. Note that the degree of similarity $\alpha(v, w)$ between any two patients $v, w$ is calculated by

$$\alpha(v, w) = \frac{\sum_{j=1}^{n}(A_j(v) = A_j(w))}{m},$$

where $m$ denotes the number of conditions attributes.

Now, we initiate a relation in each case based on the requirements of experts in charge of the system. For example, let $\nu \in w \iff \alpha(v, w) > 0.65$, where $\alpha(v, w)$ given in equation (6). It is worthy to note that the proposed relation > and number 0.65 are changed according to the viewpoint.
of system’s experts. Since the given relation \( E \) is an equivalence relation, we have only one type of \( N_\rho \)-neighborhood.

It should be noted that relation \( E \) needs not be an equivalence in general; for example, if we replace the number 0.65 by 0.4, then \( E \) is not transitive, because \((\mu_4, \mu_3)\) and \((\mu_3, \mu_1)\) \(\in E\), but \((\mu_4, \mu_1) \notin E\).

In Table 8, we compute the \( N_\rho \)-neighborhood for each patient \( \mu_i \).

The topology \( \rho \) generated from \( N_\rho \)-neighborhoods is the topology induced from the basis \( \{ N_\rho(\mu) : \mu \in U \} \). To validate the advantages of the followed technique in improving the approximations and accuracy measures compared with the techniques given in [14,37], we consider \( \Omega = \{ \mu_2, \mu_4, \mu_5, \mu_7 \} \) which is the set of patients who do not have Dengue fever. We calculate the approximations and accuracy measures in the following:

1. \( \bar{\alpha}_\rho(\Omega) = \bar{\alpha}_\rho^{semi}(\Omega) = \{ \mu_4 \} \) and \( \bar{\alpha}_\rho^{ext}(\Omega) = \bar{\alpha}_\rho^{semi}(\Omega) = U \). Then, \( M_\rho^{\alpha}(\Omega) = M_\rho^{\alpha}(\Omega) = \frac{1}{5} \).

2. \( \bar{\alpha}_\rho^{ext}(\Omega) = \Omega \) and \( \bar{\alpha}_\rho^{semi}(\Omega) = U \). Then, \( M_\rho^{\alpha}(\Omega) = \frac{1}{2} \).

It follows from 1 and 2 above that the approximations and accuracy measures induced from our method are better than the ones defined in [14,37].

As we see that \( \rho \) is a quasi-discrete topology which leads to the equality between the classes of open, \( \alpha \)-open and semi-open sets. This means that the three types of accuracy measures \( M_\rho^{\alpha}, M_\rho^{\alpha ext} \) and \( M_\rho^{\alpha sem} \) are equal for each subset.

It is natural to ask about the values of accuracy measures induced from the class of pre-open subsets of a quasi-discrete topology. Since we deal with a finite space, every subset of a finite quasi-discrete topology is pre-open. So that, the accuracy measures induced from this class are one for any subset. This means that approximations and accuracy measures induced from the class of pre-open sets are the best under this circumstance. This matter is applied also in the classes of \( b \)-open, \( \beta \)-open, and somewhere dense sets, because they are wider than the class of pre-open sets.

### Discussion: strengths and limitations

- **Strengths**

  1. Our approach preserves the monotonic property for the accuracy and roughness measures (see, Proposition 6 and Corollary 2); whereas, this property is losing in the previous topological approaches given in [14,37]. This is due to that our approach is only based on the interior operator which is proportional to the size of a given topology. However, the other approaches are based on two factors, interior and closure operators, which are working against each other with respect to the size of a given topology. That is, when the size of a given topology enlarges, the interior points of a subset is increasing and the closure points of a subset are decreasing which means that we cannot anticipate the behaviours of the approximations in cases of \( \alpha \)-open, semi-open, pre-open, \( b \)-open, and \( \beta \)-open and somewhere dense sets.

  2. All Pawlak properties are preserved by \( \rho so \)-lower and \( \rho so \)-upper approximations except for (L5) and (U6) given in Proposition 1 (see their counterparts (v) and (vi) given, respectively, in Proposition 3 and Proposition 4). These two properties are kept by \( \rho so \)-approximations under a hyperconnectedness condition, whereas we need a strong hyperconnectedness condition to keep them by the approximations generated from somewhere dense sets. That is, the properties (L5) and (U6) are preserved by \( \rho so \)-approximations under relaxed conditions than the other approximations.

  3. Comparisons between the different types of \( \rho so \)-approximations and \( \rho so \)-accuracy measures are investigated in Proposition 10 and Corollary 4. Whereas, we cannot compare between the different types of approximations and accuracy measures induced from \( \alpha \)-open and \( \alpha \)-closed sets, because

---

**Table 7** Similarities between symptoms of eight of patients

| \( \mu_1 \) | \( \mu_2 \) | \( \mu_3 \) | \( \mu_4 \) | \( \mu_5 \) | \( \mu_6 \) | \( \mu_7 \) | \( \mu_8 \) |
|---|---|---|---|---|---|---|---|
| 1 | 0.5 | 0.5 | 0 | 0.75 | 0.5 | 0.5 | 0.5 |
| 0.5 | 1 | 1 | 0.5 | 0.25 | 0.5 | 0.5 | 0.5 |
| 0.5 | 1 | 1 | 0.5 | 0.25 | 0.5 | 0.5 | 0.5 |
| 0 | 0.5 | 0.5 | 0 | 0.25 | 0.5 | 0.25 | 0.5 |
| 0.75 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 | 0.25 |
| 0.5 | 0.5 | 0.5 | 0.5 | 0.25 | 0.75 | 0.75 |
| 0.5 | 0.5 | 0.5 | 0.5 | 0.25 | 0.75 | 0.75 |
| 0.5 | 0.5 | 0.5 | 0.5 | 0.25 | 0.75 | 0.75 |

**Table 8** \( N_\rho \)-neighborhoods for each patient \( \mu_i \)

| \( \mu_i \) | \( N_\rho \) |
|---|---|
| \( \mu_1 \) | \{ \( \mu_1, \mu_5 \) \} |
| \( \mu_2 \) | \{ \( \mu_2, \mu_3 \) \} |
| \( \mu_3 \) | \{ \( \mu_2, \mu_3 \) \} |
| \( \mu_4 \) | \{ \( \mu_4 \) \} |
| \( \mu_5 \) | \{ \( \mu_1, \mu_5 \) \} |
| \( \mu_6 \) | \{ \( \mu_6, \mu_7, \mu_8 \) \} |
| \( \mu_7 \) | \{ \( \mu_6, \mu_7, \mu_8 \) \} |
| \( \mu_8 \) | \{ \( \mu_6, \mu_7, \mu_8 \) \} |
their are defined using interior and closure operators which are working against each other. This matter does not guarantee standard behaviour between $\rho\alpha$-approximations and $\rho\alpha$-accuracy measures. For the same reason, this matter applied to the other approximations and accuracy measures induced from semi-open, pre-open, $b$-open, $\beta$-open sets, and somewhere dense sets.

4. The approximations and accuracy measures induced from our approach are better than those given in [1] and those given in [14,37] in the cases of $\alpha$-open and semi-open sets.

• limitations

1. Our approach is incomparable with those given in [14,37] in cases of pre-open, $b$-open, and $\beta$-open sets. To validate this matter, consider the collections given in (3), and let $\Omega = \{tx, ty\}$ and $\Sigma = \{tv\}$ be subsets of $(U, \theta_r)$ and $(U, \theta_u)$, respectively. By calculation, we find that $cl(int(cl(\Omega))) = \{ty\}$ and $int(\Omega) = \{ty\}$ which means that $\Omega$ is somewhat open, but not pre-open ($b$-open, $\beta$-open). Also, $int(cl(\Sigma)) = \{tv, tw, tx\}$ and $int(\Sigma) = \emptyset$ which means that $\Sigma$ is pre-open ($b$-open, $\beta$-open), but not somewhat open. However, the accuracy measures and approximations generated by the class of pre-open subsets are better than our approach under a finite quasi-discrete topology, because all subsets of a finite quasi-discrete topology are pre-open; hence, the accuracy measures induced from this class are equal to one for any subset; this matter is also applied to all classes that are wider than the class of pre-open sets such as $b$-open, $\beta$-open, and somewhere dense sets.

2. One can note that every somewhat open set is somewhere dense; so that, $E_{\rho}^{SD}(\Omega) \subseteq E_{\rho}^{SD}(\Omega) \subseteq \Omega \subseteq \bar{E}_{\rho}^{SD}(\Omega) \subseteq \bar{E}_{\rho}^{SD}(\Omega)$. Consequently, $M_{\rho}^{SD}(\Omega) \leq M_{\rho}^{SD}(\Omega)$. Hence, the approximations and accuracy measures generated from the method of somewhere dense sets given in [8] are better than their counterparts given in this manuscript.

Conclusion

It is well known that the topological concepts provide a vital tool to study rough set theory. In this manuscript, we have applied a topological approach called “somewhat open and somewhat closed sets” to investigate new types of rough set models. We have studied the main properties of the given models and discussed their unique characteristics. We have made some comparisons between the different kinds of our models as well as compared our model with the previous ones. Also, we have provide a medical example to examine the performance of our approach. We complete this article by discussing the strengths and limitations of our approach.

In the upcoming works, we are going to study the following.

(i) Explore the concepts introduced herein using a topology generated from different systems of neighborhoods like $E_{\rho}^{SD}(C_{\rho}^+, S_{\rho}^+)$-neighborhoods.

(ii) Familiarize the concepts displayed herein in the frame of soft rough set.

(iii) Improve the given results by adding the ideals to the topological structures such those presented in [11,21,22,30].

Acknowledgements The author is extremely grateful to the editor and anonymous reviewers for their valuable comments and helpful suggestions which helped to improve the presentation of this paper.

Funding This research received no external funding.

Availability of data and materials No data were used to support this study.

Declarations

Conflicts of interest The author declares that there are no conflicts of interest regarding the publication of this article.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Abd El-Monsef M, Embaby OA, El-Bably MK (2014) Comparison between rough set approximations based on different topologies. Int J Granul Comput Rough Sets Intell Syst 3(4):292–305

2. Abu-Gdairi R, El-Gayar MA, Al-shami TM, Nawar AS, El-Bably MK (2022) Some topological approaches for generalized rough sets and their decision-making applications. Symmetry 14(1):95. https://doi.org/10.3390/sym14010095

3. Abu-Donia HM (2008) Comparison between different kinds of approximations by using a family of binary relations. Knowl-Based Syst 21:911–919
4. Allam AA, Bakeir MY, Abo-Tabl EA (2005) New approach for basic rough set concepts. In: International workshop on rough sets, fuzzy sets, data mining, and granular computing. Lecture Notes in Artificial Intelligence, 3641, Springer, Regina, pp 64–73
5. Allam AA, Bakeir MY, Abo-Tabl EA (2006) New approach for closure spaces by relations. Acta Mathematica Academiae Paedagogicae Nyiregyháziensis 22:285–304
6. Al-shami TM (2017) Somewhere dense sets and $ST_j$-spaces, Punjab University. J Math 49(2):101–111
7. Al-shami TM (2021) An improvement of rough sets’ accuracy measure using containment neighborhoods with a medical application. Inf Sci 569:110–124
8. Al-shami TM (2021) Improvement of the approximations and accuracy measure of a rough set using somewhere dense sets. Soft Comput 25(23):14449–14460
9. Al-shami TM, Alshammari I, El-Shafei ME (2021) A comparison of two types of rough approximations based on $N_j$-neighborhoods. J Intel Fuzzy Syst 41(1):1393–1406
10. Al-shami TM, Ciucci D (2022) Subset neighborhood rough sets. Knowl Based Syst 237. https://doi.org/10.1016/j.knosys.2021.107868
11. Al-shami TM, Işık H, Nawar AS, Hosny RA (2021) Some topological approaches for generalized rough sets via ideals. Math Probl Eng 5642982:11
12. Al-shami TM, Fu WQ, Abo-Tabl E (2021) A. New rough approximations based on $E$-neighborhoods. Complexity 6666853:6
13. Ameen ZA (2021) Almost somewhat dense and near regularity. Moroccan J Pure Appl Anal 7(1):88–99
14. Amer WS, Abbas ME, El-Babary MK (2017) On $j$-near concepts in rough sets with some applications. J Intell Fuzzy Syst 32(1):1089–1099
15. Azzam A, Khalil AM, Li S-G (2020) Medical applications via minimal topological structure. J Intel Fuzzy Syst 39(3):4723–4730
16. El-Babary MK, Al-shami TM (2021) Different kinds of generalized rough sets based on neighborhoods with a medical application. Int J Biomath 14(8):32. https://doi.org/10.1142/S1793524521500868
17. El-Sharkasy MM (2021) Minimal structure approximation space and some of its applications. J Intell Fuzzy Syst 40(1):973–982
18. Dai J, Gao S, Zheng G (2018) Generalized rough set models determined by multiple neighborhoods generated from a similarity relation. Soft Comput 22:2081–2094
19. Han S-E (2019) Covering rough set structures for a locally finite covering approximation space. Inf Sci 480:420–437
20. Hosny M (2018) On generalization of rough sets by using two different methods. J Intell Fuzzy Syst 35(1):979–993
21. Hosny M (2020) Idealization of $j$-approximation spaces. Filomat 34(2):287–301
22. Hosny RA, Axaad BA, Azzam AA, Al-shami TM (2021) Various topologies generated from $E_j$-neighborhoods via ideals. Complexity 4149368:11
23. Kandil A, El-Sheikh SA, Hosny M, Raafat M (2020) Bi-ideal approximation spaces and their applications. Soft Comput 24:12899–13001
24. Kondo M (2021) Note on topologies induced by coverings of approximation spaces. Int J Approx Reason 129:41–48
25. Kondo M, Dudek WA (2006) Topological structures of rough sets induced by equivalence relations. J Adv Comput Intell Intell Inf 10(5):621–624
26. A. M. Kozae, A. A. Abo Khadra and T. Medhat. Topological approach for approximation space (TAS), Proceeding of the 5th International Conference INFOS (2007) on Informatics and Systems. Faculty Comput Inf Cairo Univ Cairo Egypt 2007:289–302
27. Lashin EF, Kozae AM, Abo Khadra AA, Medhat T (2005) Rough set theory for topological spaces. Int J Approx Reason 40:35–43
28. Li Z, Xie T, Li Q (2012) Topological structure of generalized rough sets. Comput Math Appl 63:1066–1071
29. Mareay R (2016) Generalized rough sets based on neighborhood systems and topological spaces. J Egyptian Math Soc 24:603–608
30. Nawar AS, El-Gayar MA, El-Babry MK, Hosny RA (2022) $j$-ideal approximation spaces and their applications. AIMS Math 7(2):2479–2497
31. Pawlak Z (1982) Rough sets. Int J Comput Inform Sci 11(5):341–356
32. Ping J, Atef M, Khalil AM, Riaz M, Hassan N (2021) Soft Rough $q$-Rough Orthopair m-polar fuzzy sets and $q$-Rough Orthopair m-polar fuzzy soft rough sets and their applications. IEEE Access 9:139186–139200. https://doi.org/10.1109/ACCESS.2021.3118055
33. Prabhat A et al (2019) Myriad manifestations of dengue fever: analysis in retrospect. Int J Med Sci Public Health 8(1):5–9
34. Riaz M, Ali N, Davvaz B, Aslam M (2021) Novel multi-criteria decision-making methods with soft rough $q$-rung orthopair fuzzy sets and $q$-rung orthopair fuzzy soft rough sets. J Intell Fuzzy Syst 41(1):955–973
35. Salama AS (2020) Sequences of topological near open and near closed sets with rough applications. Filomat 34(1):51–58
36. Salama AS (2020) Bitopological approximation apace with application to data reduction in multi-valued information systems. Filomat 34(1):99–110
37. Salama AS (2018) Generalized topological approximation spaces and their medical applications. J Egypt Math Soc 26(3):412–416
38. Salama AS (2010) Topological solution for missing attribute values in incomplete information tables. Inf Sci 180:631–639
39. Salama AS, Mhemedi A, Elbarbary OG, Al-shami TM (2021) Topological approaches for rough continuous functions with applications. Complexity 5586187:12
40. Singh PK, Tiwari S (2020) Topological structures in rough set theory: a survey. Hacetettepe J Math Stat 49(4):1270–1294
41. Skowron A (1988) On topology in information system. Bull Polish Acad Sci Math 36:477–480
42. Sun S, Li L, Hu K (2019) A new approach to rough set based on remote neighborhood systems. Math Probl Eng 8712010:8
43. Tantawy OAE, Heba, Mustafa I (2013) On rough approximations via ideal. Inform Sci 251:114–125
44. Wiweger A (1989) On topological rough sets. Bull Polish Acad Sci Math 36:477–480
45. World Health Organization (2016) Dengue and severe dengue fact sheet. World Health Organization, Geneva, Switzerland. Available at http://www.who.int/mediacentre/factsheets/fs117/en
46. Yao YY (1996) Two views of the theory of rough sets in finite universes. Int J Approx Reason 15:291–317
47. Yao YY (1998) Relational interpretations of neighborhood operators and rough set approximation operators. Inf Sci 111:239–259
48. Zhang YL, Li J, Li C (2016) Topological structure of relational-based generalized rough sets. Fund Inf 147(4):477–491

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.