Abstract

A crucial role in the theory of uncertainty quantification (UQ) of PDEs is played by the regularity of the solution with respect to the stochastic parameters; indeed, a key property one seeks to establish is that the solution is holomorphic with respect to (the complex extensions of) the parameters. In the context of UQ for the high-frequency Helmholtz equation, a natural question is therefore: how does this parametric holomorphy depend on the wavenumber $k$?

The recent paper [35] showed for a particular nontrapping variable-coefficient Helmholtz problem with affine dependence of the coefficients on the stochastic parameters that the solution operator can be analytically continued a distance $\sim k^{-1}$ into the complex plane.

In this paper, we generalise the result in [35] about $k$-explicit parametric holomorphy to a much wider class of Helmholtz problems with arbitrary (holomorphic) dependence on the stochastic parameters; we show that in all cases the region of parametric holomorphy decreases with $k$, and show how the rate of decrease with $k$ is dictated by whether the unperturbed Helmholtz problem is trapping or nontrapping. We then give examples of both trapping and nontrapping problems where these bounds on the rate of decrease with $k$ of the region of parametric holomorphy are sharp, with the trapping examples coming from the recent results of [31].

An immediate implication of these results is that the $k$-dependent restrictions imposed on the randomness in the analysis of quasi-Monte Carlo (QMC) methods in [35] arise from a genuine feature of the Helmholtz equation with $k$ large (and not, for example, a suboptimal bound).

1 Introduction

1.1 Motivation: wavenumber-explicit uncertainty quantification for the Helmholtz equation

The importance of parametric analytic regularity in uncertainty quantification (UQ). The last ~15 years has seen sustained interest in UQ of PDEs; i.e., the construction of algorithms (backed up by theory) for computing statistics of quantities of interest involving PDEs either posed on a random domain or having random coefficients. These PDE problems can be posed in the abstract form

$$P(y)u(y) = f$$

where $P$ is a differential or integral operator, and $y$ is a vector of parameters governing the randomness. A crucial role in UQ theory is understanding regularity of $u$ with respect to the parameters $y$. Indeed, proving that $u$ is holomorphic with respect to (the complex extensions of) these parameters (see, e.g., [15, Theorem 4.3], [16], [50, Section 2.3]) is crucial for proving rates of convergence, independent of the number of the stochastic parameters, of

- stochastic collocation or sparse grid schemes, see, e.g., [14, 10],
- Smolyak quadratures, see, e.g., [81, 82],
• quasi-Monte Carlo (QMC) methods, see, e.g., [70, 20, 21, 51, 41], and
• deep-neural-network approximations of the solution, see, e.g., [71, 63, 55].

**UQ for the Helmholtz equation and \( k \)-explicit parametric regularity.** Whilst a large amount of initial UQ theory concerned Poisson’s equation \( \nabla \cdot (A(x,y)\nabla u(x,y)) = -f(x) \), there has been increasing interest in UQ of Helmholtz equation with (large) wavenumber \( k \) (see, e.g., [26, 44, 23, 64, 39, 6, 35]) and the time-harmonic Maxwell equations [46, 47, 27, 1]. The Helmholtz equation with wavenumber \( k \) and random coefficients is

\[
  k^{-2} \nabla \cdot (A(x,y)\nabla u(x,y)) + n(x,y)u(x,y) = -f(x) \tag{1.2}
\]

where \( A \) and \( n \) depend on both the spatial variable \( x \) and the stochastic variable \( y \).

Given the importance of holomorphy of \( u \) with respect to \( y \) for the parametric operator equation (1.1), a natural question in the context of the Helmholtz equation (1.2) is:

How does the holomorphy with respect to \( y \) depend on \( k \) as \( k \to \infty \)?

The recent paper [35] considers the Helmholtz equation (1.2) posed for \( x \) in a star-shaped domain \( D \), with an impedance boundary condition on \( \partial D \), and with

\[
  A \equiv 1 \quad \text{and} \quad n(x,y) = n_0(x) + \sum_{j=1}^{\infty} y_j \psi_j(x), \tag{1.3}
\]

where \( n_0 \) and \( \{ \psi_j \}_{j=1}^{\infty} \) satisfy conditions so that, for every \( y \), the coefficient \( n \) does not trap geometric-optic rays and thus the solution operator has the best-possible dependence on \( k \) (see [35, Assumption A1]). The result [35, Theorem 4.2] \(^1\) then shows that given \( k_0 > 0 \) there exist \( C_0, C_j > 0 \) (with \( C_j \) depending on \( \| \psi_j \|_{W^{1,\infty}(D)} \)) such that for all \( k \geq k_0 \), all \( y \), and all finitely-supported multiindices \( \alpha \),

\[
  \| \partial^\alpha_y u(\cdot,y) \|_{L^2(D)} \leq C_0 \left( \prod_{j} (kC_j)^{\alpha_j} \right) |\alpha| k \| f \|_{L^2(D)}, \tag{1.4}
\]

(In fact, [35] control a stronger norm of \( \partial^\alpha_y u(\cdot,y) \), and allow non-zero impedance data, with the norm of this data then appearing with \( \| f \|_{L^2(D)} \) on the right-hand side, but this is not important for our discussion here.)

If \( C_j \) (which depends on \( \| \psi_j \|_{W^{1,\infty}(D)} \)) is independent of \( k \) for all \( j \), then the bound (1.4) implies that, as a function of each \( y_j \), the power series of \( u \) has radius of convergence proportional to \( k^{-1} \); this follows by bounding the Taylor series remainder using (1.4). Therefore, restricting attention to any finite set of the \( y \) variables, \( u \) (and hence also the solution operator \( f \mapsto u \)) has a holomorphic extension to a polydisc (i.e., a tensor product of discs in each \( y \) coordinate) with radii \( \sim k^{-1} \) and centred at the origin in the complex \( y \) plane. Alternatively, to work with \( y \) variables whose size does not decrease with \( k \), the analysis of QMC methods in [35] requires that \( C_j \sim k^{-1} \) for all \( j \), meaning that \( \| \psi_j \|_{W^{1,\infty}} \) decreases with \( k \) (see [35, Equations 5.6 and 5.7]). In either case, less random variation is allowed as \( k \) increases.

A similar result in the context of shape UQ for the Helmholtz equation is proved in [45]. Indeed, for the Helmholtz transmission problem with parametric interface, [45] proves that the solution operator is holomorphic in the interface parameters in a region \( \sim k^{-1} \) when the basis functions describing the interface are independent of \( k \).

### 1.2 Informal summary of the results of this paper

The main message of this paper is the following:

\(^1\)Note that the \( f \) in [35, Theorem 4.2] is \( k^2 \) times the \( f \) on the right-hand side of (1.2) because [35] considers the Helmholtz equation \( \Delta u(x,y) + k^2 n(x,y) u(x,y) = -f(x) \); see Remark 2.13 below for why we choose to write the Helmholtz equation as (1.2)).
The region of parametric holomorphy of the Helmholtz solution operator decreases as \( k \to \infty \), even when the solution operator has the best-possible dependence on \( k \) (when the problem is nontrapping). When the problem is trapping (e.g., when the Helmholtz equation is posed outside an obstacle that traps geometric-optic rays), the region of parametric holomorphy can be exponentially-small for a sequence of \( k \)'s.

To show this, this paper contains the following results.

1. Lower bounds on the region of parametric holomorphy for a wide class of Helmholtz problems for arbitrary holomorphic perturbations, with the region of parametric holomorphy bounded in terms of the solution operator of the unperturbed problem; see § 1.3 below.

2. Two examples of the Helmholtz equation with a coefficient depending in an affine way on the parameter where, at least through an increasing sequence of \( k \)'s, the bounds in Point 1 are sharp. These two examples are the following:

   - A simple 1-d nontrapping example where explicit calculation shows that analytic extension to a ball of radius \( k^{-1} \) is the largest possible; see § 1.4 below
   - The Helmholtz equation posed in the exterior of a strongly-trapping obstacle in \( d \geq 2 \), where analytic extension to a ball whose radius is exponentially-small in \( k \) is the largest possible. This example follows directly from the recent results of [31]; see § 1.5 below.

The bounds in Point 1 generalise the parametric holomorphy result given by the bound (1.4) to a much wider class of scattering problems, and the 1-d nontrapping example in Point 2 implies sharpness of this parametric holomorphy result from [35].

The fact that the region of parametric holomorphy of the Helmholtz solution operator decreases with \( k \) implies that when UQ algorithms relying on parametric holomorphy are applied to the Helmholtz equation (at least without further modification) either the performance will degrade as \( k \to \infty \), or constraints on the randomness that become more severe as \( k \to \infty \) must be imposed (as in [35, Equations 5.6 and 5.7]) for the performance to be unaffected as \( k \to \infty \).

### 1.3 \( k \)-explicit lower bounds on the region of parametric holomorphy for general Helmholtz problems

**Informal description of the quantities in the statement of the result.** (For the precise definitions, see §2.) \( \Omega_- \) is a bounded Lipschitz domain (allowed to be the empty set) such that its open complement \( \Omega_+ := \mathbb{R}^d \setminus \Omega_- \) is connected. \( A_0 \) is the operator corresponding to the variational formulation of the Helmholtz equation

\[
 k^{-2} \nabla \cdot (A_0 \nabla u) + n_0 u = -f \quad \text{in } \Omega_+,
\]

with either \( \gamma u = 0 \) or \( \partial_{\nu,A_0} u = 0 \) on \( \partial \Omega_- \) (1.6) and satisfying the Sommerfeld radiation condition

\[
 k^{-1} \frac{\partial u}{\partial r}(\hat{x}) - iu(\hat{x}) = o \left( \frac{1}{r^{(d-1)/2}} \right)
\]

as \( r := |x| \to \infty \), uniformly in \( \hat{x} := x/r \) (see Corollary 2.6 below). In this definition, \( \gamma \) is the trace operator and \( \partial_{\nu,A} u \) is the conormal derivative of \( u \) – recall this is such that \( \partial_{\nu,A} u = \nu \cdot \gamma(A \nabla u) \) when \( u \in H^2 \) near \( \partial \Omega_- \), where \( \nu \) is the outward-pointing unit normal vector on \( \partial \Omega_- \). Similarly, \( A \) is the operator corresponding to the variational formulation of

\[
 k^{-2} \nabla \cdot ((A_0 + A_p) \nabla u) + (n_0 + n_p) u = -f \quad \text{in } \Omega_+,
\]

with \( u \) also satisfying the Sommerfeld radiation condition (1.7) (i.e., we consider the Helmholtz equation (1.2) with \( A = A_0 + A_p \) and \( n = n_0 + n_p \)).
We assume that both $A_0$ and $n_0$ are bounded above and below in $\Omega_+$, $A \equiv 1$ outside a compact set contained in $B_R$ (the ball of radius $R$ centred at the origin), and $n \equiv 1$ outside $B_R$ (i.e., the support of $1 - n$ can go up to $\partial B_R$, but the support of $1 - A \equiv n$ is unique; sufficient conditions are given in Theorem 2.10, allowing discontinuous $A_0$. This set-up therefore covers scattering by either a Dirichlet or Neumann impenetrable obstacle and/or scattering by a penetrable obstacle (modelled by discontinuous $A_0$ and/or discontinuous $n_0$).

We assume that both $A_p$ and $n_p$ are $L^\infty$ and supported in $B_R$, with the subscript “p” standing for “perturbation”. We assume that $A_p$ and $n_p$ are holomorphic functions of a parameter $y$ in a subset of $\mathbb{C}^N$, where $N$ is arbitrary; recall that, by Hartog’s theorem on separate analyticity (see, e.g., [42, Definition 2.1.1]), this is equivalent to $A_p$ and $n_p$ being holomorphic functions of each $y_j$, $1 \leq j \leq N$.

The operators $A_0$ and $A$ are defined using the variational formulations of the problems on $\Omega_R := \Omega_+ \cap B_R$ (with the radiation condition realised via the exact Dirichlet-to-Neumann map on $\partial B_R$).

We work with the weighted norms

$$\|v\|_{H^0_\alpha(\Omega_n)}^2 := \sum_{0 \leq |\alpha| \leq m} k^{-2|\alpha|} \|D^\alpha v\|_{L^2(\Omega_n)}^2;$$

(1.8)

the rationale for using these norms is that if a function $v$ oscillates with frequency $k$, then we expect $k^{-|\alpha|}|\partial^\alpha v| \sim |v|$ (this is true, e.g., if $v(x) = \exp(ikx \cdot a)$ with $|a| = 1$). Let $\mathcal{H}$ be the Hilbert space defined by either

$$\mathcal{H} := \{ v \in H^1(\Omega_R) : \gamma v = 0 \text{ on } \partial \Omega_- \} \quad \text{or} \quad \mathcal{H} := H^1(\Omega_R),$$

(1.9)

for, respectively, Dirichlet and Neumann boundary conditions, with the weighted norm

$$\|v\|^2_{\mathcal{H}} := \|v\|^2_{H^1_\alpha(\Omega_n)} := k^{-2} \|
abla v\|^2_{L^2(\Omega_n)} + \|v\|^2_{L^2(\Omega_n)}.$$

(1.10)

Let $\mathcal{H}^*$ be the space of antilinear functionals on $\mathcal{H}$, with the norm

$$\|F\|_{\mathcal{H}^*} := \sup_{v \in \mathcal{H} \setminus \{0\}} \frac{|F(v)|}{\|v\|_{\mathcal{H}}}.$$

The solution operator $A_0^{-1}$ is then well defined from $\mathcal{H}^* \to \mathcal{H}$.

**Theorem 1.1 (Lower bounds on regions of parametric holomorphy in terms of solution operator of unperturbed problem)** Suppose that $\Omega_-, A_0, n_0$, and $R_0$ satisfy Assumption 2.1 and $A_0$ is piecewise Lipschitz. Suppose that $A_p$ and $n_p$ are holomorphic in $y$ for $y \in Y_0 \subset \mathbb{C}^N$ with values in $L^\infty(\Omega_R, \mathbb{R}^d \times \mathbb{R}^d)$ and $L^\infty(\Omega_R, \mathbb{R})$, respectively. Suppose further that $A_p(0) = 0, n_p(0) = 0$, and, for all $y \in Y_0$, $\sup n_p(y) \in B_R$ and $\sup A_p(y) \in K \subset B_R$, where $K$ is independent of $y$.

(i) Let $Y_1(k) \subset \mathbb{C}^N$ be an open subset of $Y_0$ such that, for all $y \in Y_1(k)$,

$$\|A_0^{-1}(k)\|_{\mathcal{H}^* \to \mathcal{H}} \max \left\{ \|A_p(y)\|_{L^\infty(\Omega_n)}, \|n_p(y)\|_{L^\infty(\Omega_n)} \right\} \leq \frac{1}{2}$$

(1.11)

Then, for all $k > 0$, the map $y \mapsto A^{-1}(k, y) : \mathcal{H}^* \to \mathcal{H}$ is holomorphic for $y \in Y_1(k)$ with

$$\|A^{-1}(k, y)\|_{\mathcal{H}^* \to \mathcal{H}} \leq \frac{1}{2} \|A_0^{-1}(k)\|_{\mathcal{H}^* \to \mathcal{H}}.$$  

(1.12)

(ii) Assume further that $\Omega_-$ is $C^{1,1}$, $A_0 \in W^{1,\infty}(\Omega_R, \text{SPD})$, and $A_p$ is holomorphic in $y$ for $y \in Y_0 \subset \mathbb{C}^N$ with values in $W^{1,\infty}(\Omega_R, \mathbb{R}^d \times \mathbb{R}^d)$. Then given $k_0 > 0$ there exists $C > 0$ (independent of $k$ and $y$) such that the following is true. Let $Y_2(k) \subset \mathbb{C}^N$ be an open subset of $Y_0$ such that, for all $y \in Y_2(k)$,

$$\|A_0^{-1}(k)\|_{L^2(\Omega_n) \to H^2_\alpha(\Omega_n) \cap \mathcal{H}} \max \left\{ C \|A_p(y)\|_{W^{1,\infty}(\Omega_n)}, \|n_p(y)\|_{L^\infty(\Omega_n)} \right\} \leq \frac{1}{2}. $$

(1.13)

Then, for all $k \geq k_0$, the map $y \mapsto A^{-1}(k, y) : L^2(\Omega_R) \to H^2_\alpha(\Omega_R) \cap \mathcal{H}$ is holomorphic for $y \in Y_2(k)$ with

$$\|A^{-1}(k, y)\|_{L^2(\Omega_n) \to H^2_\alpha(\Omega_n) \cap \mathcal{H}} \leq 2 \|A_0^{-1}(k)\|_{L^2(\Omega_n) \to H^2_\alpha(\Omega_n) \cap \mathcal{H}}.$$
We make the following six remarks.

- Since $A_p(0) = 0$, $n_p(0) = 0$, the left-hand sides of (1.11) and (1.13) are zero when $y = 0$, and thus the sets $Y_1(k)$ and $Y_2(k)$ are non-empty.

- Theorem 1.1 is a lower bound on the region where $y \mapsto A^{-1}(k, y)$ is holomorphic since the theorem shows that (under the assumptions in Parts (i) and (ii), respectively) $Y_1(k)$ and $Y_2(k)$ lie inside this region, thus bounding this region from below.

- The matrix $L^\infty$ norm appearing in (1.11) is defined by $\|B\|_{L^\infty(\Omega_R)} := \operatorname{esssup}_{x \in \Omega_R} \|B(x)\|_2$, where $\| \cdot \|_2$ denotes the spectral/operator norm on matrices induced by the Euclidean norm on vectors. The matrix $W^{1,\infty}$ norm appearing in (1.13) is defined by $\|B\|_{L^{\infty}(\Omega_R)} + \sum_{j=1}^d \| \partial_j B \|_{L^{\infty}(\Omega_R)}$.

- In Part (ii), the assumption that $A_0 \in W^{1,\infty}$ implies $H^2$ regularity of Helmholtz solutions with data in $L^2$; thus $A_0^{-1}(k) : L^2(\Omega_R) \rightarrow H^2_0(\Omega_R) \cap \mathcal{H}$ is well defined. The definitions of the weighted norms implies that $\|A_0^{-1}(k)\|_{\mathcal{H} \rightarrow \mathcal{H}}$ has the same $k$-dependence as $\|A_0^{-1}(k)\|_{L^2(\Omega_R) \rightarrow H^2_0(\Omega_R) \cap \mathcal{H}}$ (see (2.14) below).

- Holomorphy of $A^{-1}(k, y)$ for $y \in Y_1(k)$ or $Y_2(k)$ then implies derivative bounds similar to (1.4) (but with different constants and potentially-different $k$-dependence) by Cauchy’s integral formula; see, e.g., [42, Theorem 2.1.2], [82, Proposition 2.2].

- We have restricted attention to $y \in C^N$, instead of considering, say, $y \in C^\infty$, to avoid discussing the technicalities of what it means for a function of infinitely-many complex variables to be holomorphic (see, e.g., [61]). We emphasise, however, that $N$ is arbitrary, and all the dependence of the conditions (1.11) and (1.13) on $N$ is contained in $A_p$ and $n_p$.

**The $k$-dependence of Theorem 1.1.** The $k$-dependence of the conditions (1.11) and (1.13) is determined by the $k$-dependence of $\|A_0^{-1}(k)\|$. We now recap this $k$-dependence, omitting the spaces in this norm since each of

\[ \|A_0^{-1}(k)\|_{\mathcal{H} \rightarrow \mathcal{H}}, \|A_0^{-1}(k)\|_{L^2(\Omega_R) \rightarrow H^2_0(\Omega_R) \cap \mathcal{H}}, \|A_0^{-1}(k)\|_{L^2(\Omega_R) \rightarrow \mathcal{H}}, \text{ and } \|A_0^{-1}(k)\|_{L^2(\Omega_R) \rightarrow L^2(\Omega_R)} \]

has the same $k$-dependence thanks to the definition of the weighted norms (1.8) (see (2.12) and (2.14) below). In this next result we write $a \lesssim b$ if there exists $C > 0$ (independent of $k$) such that $a \leq C b$; below we write $a \sim b$ if $a \lesssim b$ and $b \lesssim a$.

**Theorem 1.2 (Informal statement of bounds on $\|A_0^{-1}(k)\|$ for large $k$)**

(i) $\|A_0^{-1}(k)\| \gtrsim k^\delta$.

(ii) $\|A_0^{-1}(k)\| \lesssim \exp(Ck)$.

(iii) If the problem is nontrapping, then $\|A_0^{-1}(k)\| \lesssim k$.

(iv) $\|A_0^{-1}(k)\|$ is polynomially bounded in $k$ for “most” frequencies; i.e., given $k_0, \delta, \varepsilon > 0$, there exists $J \subset [k_0, \infty)$ with $|J| \lesssim \delta$ such that

\[ \|A_0^{-1}(k)\| \lesssim k^{5d/2+2+\varepsilon} \quad \text{for all } k \in [k_0, \infty) \setminus J. \]

Regarding (i): when $A_0 \equiv 1$ and $n_0 \equiv 1$ this lower bound can be proved by considering $u(x) = e^{ikx} \chi(|x|/R)$ for $\chi \in C^\infty$ supported in $[0, 1]$; see, e.g., [11, Lemma 3.10] / [72, Lemma 4.12].

Regarding (ii): this exponential upper bound is proved in [7, Theorem 2] (for smooth $A_0$ and $n_0$, Dirichlet boundary conditions), [79] (for smooth $A_0$ and $n_0$, Neumann boundary conditions), and [3, Theorem 1.1] ($A_0$ and $n_0$ with one jump). This exponential bound is sharp through a sequence of $k$’s by [66, 74] (for certain smooth $n_0$), [65] (for certain $A_0$ and $n_0$ with a jump), and [5, Proof of Theorem 2.8] (for $A_0 \equiv 1, n_0 \equiv 1$ and a certain Dirichlet $\Omega_\ast$).

Regarding (iii): $A_0, n_0$, and $\Omega_\ast$ are nontrapping if the generalisations for variable $A_0$ and $n_0$ of geometric-optic rays propagating in a neighbourhood of $\Omega_\ast$ lead this neighbourhood in a uniform time. The concept of nontrapping is only rigorously well-defined when $A_0, n_0$ are both $C^{1,1}$ and $\Omega_\ast$ is $C^\infty$, and the bound $\|A_0^{-1}(k)\| \lesssim k$ is proved in this set-up in [33] (with the omitted constant...
given explicitly in terms of the longest ray in \( \Omega_R \). This bound for smooth \( A_0, n_0 \), and \( \Omega_- \) goes back to [78, 58]; see [22, Theorem 4.4.3] and the discussion in [22, §4.7]. The bound \( \|A_0^{-1}(k)\| \lesssim k \) can also be established for certain discontinuous \( A_0 \) and \( n_0 \) which heuristically are “nontrapping”, see [9, 38, 60], although defining this concept rigorously for discontinuous coefficients is difficult.

Regarding (iv): this was recently proved in [52, Theorem 1.1].

**Example 1.3 (Theorem 1.1 applied to the set-up in [35] of (1.3))** Applied to the set-up in [35] of (1.3) (and assuming further that \( y \in \mathbb{C}^N \) for \( N \) large), the condition (1.11) is ensured if

\[
\|A_0^{-1}(k)\|_{H^r \to H} \sum_{j=1}^{N} |y_j| \|\psi_j\|_{L^\infty} \leq \frac{1}{2}.
\]

When \( A_0, n_0, \) and \( \Omega_- \) are nontrapping, Part (iii) of Theorem 1.2 implies that, given \( k_0 > 0 \), there exists \( C_{\text{sol}} > 0 \) such that \( \|A_0^{-1}(k)\|_{H^r \to H} \leq C_{\text{sol}} k \) for all \( k \geq k_0 \) (with \( C_{\text{sol}} \) given explicitly in terms of the longest ray in \( \Omega_R \) by [33] when \( A_0, n_0, \) and \( \Omega_- \) are sufficiently smooth). Thus (1.11) is ensured if

\[
k \sum_{j=1}^{N} |y_j| \|\psi_j\|_{L^\infty} \leq \frac{1}{2C_{\text{sol}}};
\]

i.e., applied to the set-up of (1.3), Theorem 1.1 shows holomorphy of \( y \mapsto A^{-1}(k, y) : H^r \to H \) under the condition (1.14).

There are (at least) two ways to proceed from here: (i) assume that the norms of the basis functions \( \{\psi_j\}_{j=1}^\infty \) decrease with \( k \), and obtain holomorphy for \( y \) in a \( k \)-independent polydisc, or (ii) assume that the norms of \( \{\psi_j\}_{j=1}^\infty \) are independent of \( k \), and obtain holomorphy for \( y \) in a polydisc with radii \( \sim k^{-1} \).

Regarding (i): given \( C > 0 \), if \( k \sum_{j=1}^{N} |\psi_j| \|_{L^\infty} \leq (2C_{\text{sol}}C)^{-1} \) then, for all \( k \geq k_0 \), \( y \mapsto A^{-1}(k, y) : H^r \to H \) is holomorphic in the polydisc \( \{y \in \mathbb{C}^N : |y_j| \leq C \text{ for all } j\} \). When \( y_j \in [-1/2, 1/2] \), this condition “ \( k \sum_{j=1}^{N} |\psi_j| \|_{L^\infty} \text{ sufficiently small}” was obtained in [35, Appendix A, last line] (see the discussion below), and a similar condition imposed as [35, Equation 5.6].

Regarding (ii): given \( C > 0 \), if \( \sum_{j=1}^{N} |\psi_j| \|_{L^\infty} \leq (2C_{\text{sol}}C)^{-1} \), then, for all \( k \geq k_0 \), \( y \mapsto A^{-1}(k, y) : H^r \to H \) is holomorphic in the polydisc \( \{y \in \mathbb{C}^N : |y_j| \leq Ck^{-1} \text{ for all } j\} \).

**The ideas behind Theorem 1.1 and relationship to [70, 35].** The basic idea behind the proof of Theorem 1.1 is to treat \( A \) as a perturbation of \( A_0 \) and use Neumann series. This idea was also central to the abstract theory in [70] of parametric operator equations with affine parameter dependence; this theory was then reviewed for the Helmholtz problem considered in [35] in [35, Appendix A] (although the bound (1.4) is proved in [35, §4] by repeatedly differentiating the PDE with respect to \( y \) and essentially applying the solution operator \(^2\)). This type of perturbation argument is also implicitly used in the Helmholtz context in [26, 34, 39].

The novelty of Theorem 1.1 is that it applies these abstract arguments to general Helmholtz problems (covering scattering by penetrable and impenetrable obstacles) with general holomorphic perturbations (in both the highest- and lowest-order term). Furthermore, Part (ii) of Theorem 1.1 gives conditions for parametric holomorphy of the solution operator mapping into \( H^2 \); recall that, first, \( H^2 \) spatial regularity is important for the analysis of finite-element approximations to solutions of the Helmholtz problem (see, e.g., [53] and the references therein, and, e.g., [70, §5] for a discussion of this in a non-Helmholtz-specific UQ setting) and, second, the more regularity possessed by the image space of the solution operator as an analytic function, the better the result one can prove in the error analysis of multilevel QMC methods; see, e.g., [19, §4.3.1].

\(^2\)A slight complication is that [35] use a non-standard variational formulation of the Helmholtz equation from [36, 37, 59].
1.4 A 1-d nontrapping example showing \( k \)-explicit upper bounds on the region of parametric holomorphy through a sequence of \( k \)'s

The 1-d Helmholtz problem. We consider the following 1-d Helmholtz operator on \( \mathbb{R}^+ \) with a zero Dirichlet boundary condition at \( x = 0 \),

\[
P := k^{-2} \partial_x^2 + \left(1 - \left(\frac{1}{2} + y\right) \mathbb{1}_{[0,1]}(x)\right);
\]

i.e.,

\[
Pu(x) := \begin{cases} 
(k^{-2} \partial_x^2 + 1)u(x), & x > 1, \\
(k^{-2} \partial_x^2 + (1/2 - y))u(x), & 0 < x \leq 1.
\end{cases}
\]

The 1-d analogue of the Sommerfeld radiation condition (1.7) is that

\[
u(x) = e^{ikx} \text{ for } x \gg 1
\]

and this is equivalent to the impedance boundary condition \((k^{-1} \partial_x - i)u|_{x=2} = 0\) (i.e., in 1-d, the outgoing Dirichlet-to-Neumann map is an impedance boundary condition).

Observe that this problem falls into the framework used in Theorem 1.1 with \( \Omega_- = \{0\} \), \( \Omega_R = (0,2) \) (i.e., we truncate the “exterior domain” \((0,\infty) \) at \( x = 2 \) and apply the outgoing Dirichlet-to-Neumann map there), \( A_0 \equiv 1, A_p \equiv 0 \),

\[
n_0(x) := \begin{cases} 
1 & x > 1 \\
1/2 & 0 \leq x \leq 1/2
\end{cases}, \text{ and } n_p(x) := y \mathbb{1}_{[0,1]}(x).
\]

Physical interpretation and link to [35]. The physical interpretation of \( P \) is that there is a penetrable obstacle in \( 0 < x \leq 1 \), with \( y \) controlling the wave speed inside the obstacle. We assume that \(|y| \leq 1/4\) so that the wave speed inside the obstacle is bigger than the wave speed outside, but analogous results hold also in the opposite case. This 1-d Helmholtz operator is therefore a simple model of the situation in [35] where the coefficient depends in an affine way on a parameter (here \( y \)). Since the lower-order term in brackets in (1.15) is always \( > 0 \), this 1-d problem is nontrapping; with the bound on the solution operator in Part (iii) of Theorem 1.2 proved in, e.g., [12, §2.1.5], [13, Theorem 1], [40, Theorem 5.10].

The solution operator and its meromorphic continuation. It is standard that the solution operator \( \mathcal{A}^{-1}(k,y) : L^2(\Omega_R) \rightarrow L^2(\Omega_R) \) is a meromorphic family of operators for \( k \in \mathbb{C} \) with \( y \in \mathbb{R} \) fixed; see, e.g., [22, §§2.2, 3.2, 4.2]. The same arguments also show that, for fixed \( k \), \( \mathcal{A}^{-1}(k,y) : L^2(\Omega_R) \rightarrow L^2(\Omega_R) \) defines a meromorphic family of operators as a function of \( y \in \mathbb{C} \); this is proved in a multi-dimensional setting in [31, Lemma 1.12] (see §1.5 below) and in the current 1-d setting in §4.

Theorem 1.4 (Non-zero solutions to \( Pu = 0 \) with complex \( y \) for certain increasing sequences of \( k \)'s) There exists \( m_0 \in \mathbb{Z}^+ \) and \( C_1, C_2 > 0 \) such that if

\[
k = 2\pi m \sqrt{2},
\]

with \( m \geq m_0 \) then there exists a non-zero solution \( u \in H^1_{\text{loc}}(\mathbb{R}) \) to

\[
Pu = 0 \text{ on } \mathbb{R}^+, \quad u(0) = 0, \quad \text{and} \quad u(x) = e^{ikx} \text{ for } x \geq 2,
\]

with \( y \in \mathbb{C} \) such that

\[
C_1 \leq k |y| \leq C_2.
\]

Corollary 1.5 (Limits to analytic continuation of \( \mathcal{A}^{-1}(k,y) \) with respect to \( y \) for certain increasing sequences of \( k \)) Under the assumptions of Theorem 1.4, the solution operator \( \mathcal{A}^{-1}(k,y) : L^2([0,2]) \rightarrow L^2([0,2]) \) cannot be analyticity continued as a function of \( y \) to a ball centred at the origin of radius \( \gg k^{-1} \) in the complex \( y \)-plane.
The proofs of Theorem 1.4 and Corollary 1.5 are contained in §4.

**Corollary 1.6 (Theorem 1.1 applied to this 1-d example is sharp)** When applied to the Helmholtz problem with $P$ defined by (1.15), the $k$-dependence of the condition (1.11) in Theorem 1.1 is sharp through the sequence of $k$'s in Theorem 1.4.

**Proof.** As noted above, the Helmholtz problem with $P$ defined by (1.15) falls into the framework of Theorem 1.1 with $A_0 \equiv 1, A_p \equiv 0, n_0$ and $n_p$ given by (1.17). Since $\|n_p\|_{L^\infty} = |y|$ and $\|A_0^{-1}(k)\| \sim k$ by, e.g., [12, §2.1.5], [13, Theorem 1], [40, Theorem 5.10], the bound (1.11) implies that there exists $C > 0$ (independent of $k$) such that the solution operator $A^{-1}(k, y)$ is holomorphic in $y$ for $k|y| \leq C$. By Theorem 1.4, when $k$ is given by (1.18), there is a pole with $C_1 \leq k|y| \leq C_2$, with $C_1, C_2 > 0$ independent of $k$. \hfill \qed

**Remark 1.7 (The idea behind Theorem 1.4: treating $y$ as a spectral parameter)** A heuristic explanation of the limited analytic continuation in $y$ in Theorem 1.4 can be obtained by viewing the operator $P$ as a quantum Hamiltonian

$$k^{-2}\partial_x^2 + E - V$$

on $\mathbb{R}^+$, where $k = \hbar^{-1}$ is the inverse Planck's constant, $E$ is a spectral parameter (with this notation indicating that it can also be considered as the energy of the system), and

$$V = (1/2 + y)1_{[0,1]}(x)$$

is a family of potentials, real-valued when $y \in \mathbb{R}$. It is well known in such simple cases that energy reflects off the potential discontinuities at the boundary of the support, which yields a kind of weak trapping. When we then analytically continue the spectral parameter $E$ across the continuous spectrum, this results in resonances, i.e., poles of the meromorphic continuation of the solution operator (see [22, Sections 2.2–2.3] for the description of this meromorphic continuation). The main observation used in the present paper is that $y$ is behaving equivalently to the spectral parameter over a large enough region, so we also get poles in $y$.

The resonant states, i.e., outgoing solutions to the ODE, can be viewed as losing considerable energy from each reflection off the edge of the barrier at $x = 1$. (Note that $E > V$, so there is no trapping of orbits in the underlying classical system with Hamiltonian $p^2 + V$ at energy $E$.) The energy then gets amplified by the nonzero imaginary part of $y$ as we propagate across $\text{supp}(V)$, with the necessary balance of the effects of loss and amplification constraining the location of the poles in $y$.

**Remark 1.8 (How would Theorem 1.4 change if the coefficient was continuous?)** The discontinuity of the coefficients in the example in Theorem 1.4 might make the reader wonder if this discontinuity is the sole cause of the failure of holomorphic extension. The analysis of [4], however, shows that some reflection of energy still takes place in the semiclassical ($k \to \infty$) limit if some derivative of $V$ is discontinuous at the boundary of its support, or, indeed, even from the necessary failure of analyticity of $V$ near the boundary of its support (albeit more weakly). Similar reflection coefficients arise in the analysis of scattering by $\delta$-potentials and of conic diffraction, and this very weak trapping of energy turns out to yield resonances with imaginary part $\sim Ck^{-1}\log k$ [32, 28, 43, 18]. It thus seems reasonable to conjecture that the role of $y$ continues to be analogous to a spectral parameter in the setting of [4] and that therefore the limits of analytic continuation in $y$ should be no better than $Ck^{-1}\log k$ even when $V$ is $C^N$ – see [68, 83] for the analogous study of resonance poles.

### 1.5 A trapping example with region of parametric analyticity exponentially-small in $k$ (taken from [31])

We use the notation outlined in §1.3 (and precisely defined in §2). Let

$$A_0 \equiv 1, \quad A_p \equiv 0, \quad n_0 \equiv 1, \quad \text{and} \quad n_p(x, y) := y1_{[0,1]}(x). \quad (1.20)$$

We consider the case of zero Dirichlet boundary conditions on $\partial\Omega_-$ (i.e., the first boundary condition in (1.6)).
Lemma 1.9 (Meromorphy of the solution operator as a function of $y$ [31, Lemma 1.12])

Let $A$ and $n$ be defined by (1.20) and let the space $H$ be defined by the first equation in (1.9). Then, for all $k > 0$, $y \mapsto A^{-1}(k, y) : L^2(\Omega_R) \to L^2(\Omega_R)$ is a meromorphic family of operators for $y \in \mathbb{C}$.

It is well-known (see Lemma 1.12 below) that domains with strong trapping have so-called quasimodes, and the results of [31] are most-easily stated using this concept.

Definition 1.10 (Quasimodes) A family of quasimodes of quality $\varepsilon(k)$ is a sequence $\{(u_\ell, k_\ell)\}_{\ell=1}^{\infty} \subset H^2(\Omega_R) \cap H \times \mathbb{R}$ such that $k_\ell \to \infty$ as $\ell \to \infty$ and there is a compact subset $K \subset B_R$ such that, for all $\ell$, $\text{supp } u_\ell \subset K$,

$$\|(-k^{-2}\Delta - 1)u_\ell\|_{L^2(\Omega_R)} \leq \varepsilon(k_\ell), \quad \text{and} \quad \|u_\ell\|_{L^2(\Omega_R)} = 1.$$  

Theorem 1.11 (From quasimodes to poles of the solution operator in $y$ [31, Theorem 2.2]) Let $\alpha > 3(d + 1)/2$. Suppose there exists a family of quasimodes in the sense of Definition 1.10 such that the quality $\varepsilon(k)$ satisfies

$$\varepsilon(k) = o(k^{-1-\alpha}) \quad \text{as } k \to \infty. \quad (1.21)$$

Then there exists $k_0 > 0$ (depending on $\alpha$) such that, if $\ell$ is such that $k_\ell \geq k_0$ then there exists $y_\ell \in \mathbb{C}$ with

$$|y_\ell| \leq k_\ell^\alpha \varepsilon(k_\ell) \quad (1.22)$$

such that $y \mapsto A^{-1}(k, y) : L^2(\Omega_R) \to L^2(\Omega_R)$ has a pole at $y_\ell$.

In §5 we explain how Lemma 1.9 and Theorem 1.11 follow from the results of [31]. We note that [31] in fact proves the stronger result that quasimodes imply poles in $y$ with the same multiplicities; see [31, Theorems 1.8 and 2.4].

The following lemma gives three specific cases when the assumptions of Theorem 1.11 hold; this result uses the notation that $B = \mathcal{O}(k^{-N})$ as $k \to \infty$ if, given $N > 0$, there exists $C_N$ and $k_0$ such that $|B| \leq C_N k^{-N}$ for all $k \geq k_0$, i.e. $B$ decreases superalgebraically in $k$.

Lemma 1.12 (Specific cases when the assumptions of Theorem 1.11 hold)

(i) Let $d = 2$. Given $a_1 > a_2 > 0$, let

$$E := \left\{(x_1, x_2) : \left(\frac{x_1}{a_1}\right)^2 + \left(\frac{x_2}{a_2}\right)^2 < 1\right\}. \quad (1.23)$$

If $\partial \Omega_+ \cap E$ coincides with the boundary of $E$ in the neighborhoods of the points $(0, \pm a_2)$, and if $\Omega_+$ contains the convex hull of these neighbourhoods, then the assumptions of Theorem 1.11 hold with

$$\varepsilon(k) = \exp(-C_1 k)$$

for some $C_1 > 0$ (independent of $k$).\(^3\)

(ii) Suppose $d \geq 2$, $\Gamma_D \subset C^\infty$, and $\Omega_+$ contains an elliptic closed orbit (roughly speaking, a trapped ray that is stable under perturbation)\(^4\) such that (a) $\partial \Omega_-$ is analytic in a neighbourhood of the ray and (b) the ray satisfies the stability and nondegeneracy condition [8, (H1)]. If $q > 11/2$ when $d = 2$ and $q > 2d + 1$ when $d \geq 3$, then the assumptions of Theorem 1.11 hold with

$$\varepsilon(k) = \exp(-C_2 k^{1/q})$$

for some $C_2 > 0$ (independent of $k$).

(iii) Suppose there exists a sequence of resonances $\{\lambda_\ell\}_{\ell=1}^{\infty}$ of the exterior Dirichlet problem with

$$0 \leq -\text{Im } \lambda_\ell \leq \mathcal{O}(|\lambda_\ell|^{-\infty}) \quad \text{and} \quad \text{Re } \lambda_\ell \to \infty \quad \text{as} \quad \ell \to \infty.$$ 

\(^3\)In [5, Theorem 2.8], $\Omega_+$ is assumed to contain the whole ellipse $E$. However, inspecting the proof, we see that the result remains unchanged if $E$ is replaced with the convex hull of the neighbourhoods of $(0, \pm a_2)$. Indeed, the idea of the proof is to consider a family of eigenfunctions of the ellipse localising around the periodic orbit $\{(0, x_2) : |x_2| \leq a_2\}$.

\(^4\)More precisely, the eigenvalues of the linearized Poincaré map have moduli $\leq 1$. 
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Then there exists a family of quasimodes of quality
\[ \varepsilon(k) = O(k^{-\infty}), \]
and thus the assumptions of Theorem 1.11 hold.

References for the proof. Parts (i) and (ii) are via the quasimode constructions of [5, Theorem 2.8, Equations 2.20 and 2.21] and [8, Theorem 1] for obstacles whose exteriors support elliptic-trapped rays. Part (iii) is via the “resonances to quasimodes” result of [74, Theorem 1]; recall that the resonances of the exterior Dirichlet problem are the poles of the meromorphic continuation of the solution operator from \( \text{Im } k \geq 0 \) to \( \text{Im } k < 0 \); see, e.g., [22, Theorem 4.4 and Definition 4.6].

![Figure 1.1: An example of an \( \Omega_- \) (shaded) satisfying Part (i) of Lemma 1.12 with \( a_1 = 1 \) and \( a_2 = 1/2 \). The part of the boundary of the ellipse (1.23) that is not part of \( \partial \Omega_- \) is denoted by a dashed line](image)

Corollary 1.13 (Theorem 1.4 applied to certain trapping \( \Omega_- \)) Suppose that \( \Omega_- \) is as in Part (i) of Lemma 1.12, with \( \partial \Omega_- \) additionally \( C^\infty \) (i.e., \( \Omega_- \) can be the obstacle in Figure 1.1 with the corners smoothed). Let \( A \) and \( n \) defined by (1.20) and let the space \( \mathcal{H} \) be defined by the first equation in (1.9). Let \((k_\ell)_{\ell=0}^\infty\) be the wavenumbers in the quasimode for this \( \Omega_- \) (which exists by Lemma 1.12).

Then there exists \( C_3 > 0 \) and \( \ell_0 \) such that, for \( \ell \geq \ell_0 \), the map \( y \mapsto A_0^{-1}(k_\ell, y) \) has a pole at \( y_\ell \) with
\[ |y_\ell| \leq \exp(-C_3 k_\ell). \]  

(1.24)

Corollary 1.13 shows that Theorem 1.1 applied to the set-up of Corollary 1.13 is sharp through the sequence \( k_\ell \) (for \( \ell \) sufficiently large). Indeed, in the set-up of Corollary 1.13, \( ||n_p||_L^\infty = |y| \), and \( ||A_0^{-1}|| \lesssim \exp(C_4 k) \) for some \( C_4 > 0 \) (independent of \( k \)) by the result of \([7] \) in Part (ii) of Theorem 1.2. The condition (1.11) for holomorphy therefore becomes
\[ |y| \lesssim \exp(-C_4 k), \]
which is then sharp in its \( k \)-dependence when \( k = k_\ell \) by the presence of the pole satisfying (1.24).

Outline of the rest of the paper. §2 defines the Helmholtz sesquilinear form and variational problem. §3 proves Proof of Theorem 1.1. §4 proves Theorem 1.4 and Corollary 1.5.

2 Definition of the Helmholtz sesquilinear form and variational problem

2.1 Notation and assumptions on the domain and the coefficients

Notation: \( L^p(\Omega) \) denotes complex-valued \( L^p \) functions on a Lipschitz open set \( \Omega \). When the range of the functions is not \( \mathbb{C} \), it will be given in the second argument; e.g. \( L^\infty(\Omega, \mathbb{R}^{d 	imes d}) \) denotes
the space of \( d \times d \) matrices with each entry a real-valued \( L^\infty \) function on \( \Omega \). We use \( \gamma \) to denote the trace operator \( H^1(\Omega) \to H^{1/2}(\partial \Omega) \) and \( \partial_\nu \) to denote the normal derivative trace operator \( H^1(\Omega, \Delta) \to H^{-1/2}(\partial \Omega) \), where \( H^1(\Omega, \Delta) := \{ v \in H^1(\Omega) : \Delta v \in L^2(\Omega) \} \).

**Assumption 2.1 (Assumptions on the domain and coefficients)**

(i) \( \Omega_+ \subset \mathbb{R}^d, d = 2, 3 \), is a bounded open Lipschitz set such that its open complement \( \Omega_- := \mathbb{R}^d \setminus \overline{\Omega} \) is connected.

(ii) \( A_0 \in L^\infty(\Omega_+, \text{SPD}) \) (where \( \text{SPD} \) is the set of \( d \times d \) real, symmetric, positive-definite matrices) is such that \( \text{supp}(1 - A_0) \) is bounded and there exist \( 0 < A_{0, \min} \leq A_{0, \max} < \infty \) such that, for all \( \xi \in \mathbb{R}^d \),

\[
A_{0, \min} |\xi|^2 \leq (A_0(x) \xi) : \xi \leq A_{0, \max} |\xi|^2 \quad \text{for every} \ x \in \Omega_+.
\]

(iii) \( n_0 \in L^\infty(\Omega_+, \mathbb{R}) \) is such that \( \text{supp}(1 - n_0) \) is bounded and there exist \( 0 < n_{0, \min} \leq n_{0, \max} < \infty \) such that

\[
n_{0, \min} \leq n_0(x) \leq n_{0, \max} \quad \text{for almost every} \ x \in \Omega_+.
\]

(iv) \( R > 0 \) is such that \( \overline{\Omega_-} \cup \text{supp}(1 - A) \) \( \subset B_R \) and \( \text{supp}(1 - n) \subset B_R \), where \( B_R \) denotes the ball of radius \( R \) about the origin.

Let \( \Omega_R := \Omega_+ \cap B_R \), and let \( \Gamma_R := \partial B_R \).

**2.2 The Sommerfeld radiation condition and the Dirichlet-to-Neumann map**

We say that \( u \in C^1(\mathbb{R}^d \setminus B_{R'}) \) for some \( R' > 0 \) is outgoing if it satisfies the Sommerfeld radiation condition (1.7).

**Lemma 2.2 (Explicit Helmholtz solution in the exterior of a ball)** Given \( g \in H^{1/2}(\Gamma_R) \), the outgoing solution \( v \) of

\[
(-k^{-2} \Delta - 1)u = 0 \quad \text{in} \ \mathbb{R}^d \setminus \overline{B_R} \quad \text{and} \quad \gamma u = g \quad \text{on} \ \Gamma_R
\]

is unique and is given when \( d = 2 \) by

\[
u(r, \theta) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} \frac{H_n^{(1)}(kr)}{H_n^{(1)}(kR)} \exp(i\theta)\tilde{g}(n), \quad \text{where} \ \tilde{g}(n) := \int_0^{2\pi} \exp(-in\theta)g(R, \theta) \, d\theta
\]

(an analogous expression is available for \( d = 3 \) see, e.g., [49, Theorem 2.37], [11, §3], [57, §3]).

**References for the proof.** The uniqueness result is Rellich’s uniqueness theorem; see, e.g., [17, Theorem 3.13]. For the proof that (2.2) is an outgoing solution to (2.1), see, e.g., [49, Theorem 2.37].

Given \( g \in H^{1/2}(\Gamma_R) \), let \( v \) be the outgoing solution of (2.1). Define the map \( \text{DtN}_k : H^{1/2}(\partial B_R) \to H^{-1/2}(\partial B_R) \) by

\[
\text{DtN}_k g := k^{-1}\partial_\nu v,
\]

where \( \nu := x/R = \hat{x} \) (i.e., \( \nu \) is the outward-pointing unit normal vector to \( B_R \)), so that, when \( d = 2 \), by (2.2),

\[
\text{DtN}_k g(\theta) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} \frac{H_n^{(1)}(kr)}{H_n^{(1)}(kR)} \exp(i\theta)\tilde{g}(n).
\]

**Lemma 2.3 (Key properties of \( \text{DtN}_k \))**

(i) Given \( k_0, R_0 > 0 \) there exists \( C_{\text{DtN}} = C_{\text{DtN}}(k_0 R_0) \) such that for all \( k \geq k_0 \) and \( R \geq R_0 \),

\[
\langle \langle \text{DtN}_k \gamma u, \gamma v \rangle \rangle_{\partial B_R} \leq k C_{\text{DtN}} \| u \|_{H^1(\Omega_R)} \| v \|_{H^1(\Omega_R)} \quad \text{for all} \ u, v \in H^1(\Omega_R).
\]

(ii) \( \text{Im} \langle \langle \text{DtN}_k \phi, \phi \rangle \rangle_{\partial B_R} > 0 \quad \text{for all} \ \phi \in H^{1/2}(\partial B_R) \setminus \{0\}. \)

(iii) \( -\text{Re} \langle \langle \text{DtN}_k \phi, \phi \rangle \rangle_{\partial B_R} \geq 0 \quad \text{for all} \ \phi \in H^{1/2}(\partial B_R). \)
References for the proof of Lemma 2.3. Each of (i), (ii), and (iii) are proved using the expression for DtN in terms of Bessel and Hankel functions (i.e., (2.4) when $d = 2$) in [57, Lemma 3.3] (see also [62, Theorem 2.6.4] and [11, Lemma 2.1] for (2.5) and (2.6)).

2.3 The Helmholtz sesquilinear form and associated operators

**Definition 2.4 (Helmholtz sesquilinear forms and associated operators)** Given $A_0, n_0, \Omega_-$, and $R$ satisfying Assumption 2.1, let

$$a_0(u, v) := \int_{\Omega_R} (k^{-2}(A_0 \nabla u) \cdot \nabla v - n_0 u v) - k^{-1} \langle \text{DtN}_k \gamma u, \gamma v \rangle_{\Gamma_R}. \quad (2.7)$$

Given $A_p \in L^\infty(\Omega_R, \mathbb{R}^d \times \mathbb{R}^d)$ and $n_p \in L^\infty(\Omega_R, \mathbb{R})$ with support $A_p \cup \text{supp} n_p \in B_R$, let

$$a_p(u, v) := \int_{\Omega_R} (k^{-2}(A_p \nabla u) \cdot \nabla v - n_p u v) \quad (2.8)$$

(the subscript “$p$” standing for “perturbation”). Let

$$a := a_0 + a_p.$$

The following lemma is proved using Parts (i) and (ii) of Lemma 2.3, the Cauchy-Schwarz inequality, and the definition of $\| \cdot \|_{H^1_0(\Omega_R)}$ (1.10).

**Lemma 2.5 (Properties of $a_0$ and $a_p$)**

(i) (Continuity of $a_0$) Given $k_0, R_0 > 0$ there exists $C_{\text{cont}} > 0$ such that for all $k \geq k_0$ and $R \geq R_0$,

$$|a_0(u, v)| \leq C_{\text{cont}} \| u \|_{H^1_0(\Omega_R)} \| v \|_{H^1_0(\Omega_R)} \quad \text{for all } u, v \in H^1(\Omega_R).$$

(ii) (Continuity of $a_p$)

$$|a_p(u, v)| \leq \max \left\{ \| A_p \|_{L^\infty(\Omega_R)}, \| n_p \|_{L^\infty(\Omega_R)} \right\} \| u \|_{H^1_0(\Omega_R)} \| v \|_{H^1_0(\Omega_R)} \quad \text{for all } u, v \in H^1(\Omega_R).$$

(iii) (Gårding inequality for $a_0$)

$$\text{Re } a_0(v, v) \geq A_{0, \text{min}} \| v \|_{H^1_0(\Omega_R)}^2 - (n_{0, \text{max}} + A_{0, \text{min}}) \| v \|_{L^2(\Omega_R)}^2 \quad \text{for all } v \in H^1(\Omega_R).$$

Recall the definition of the space $\mathcal{H}$ (1.9) and $\| \cdot \|_{H^1_0(\Omega_R)}$ (1.10). Lemma 2.5 combined with, e.g., [69, Lemma 2.1.38] implies the following corollary.

**Corollary 2.6 (The operators $A_0$ and $A_p$)** There exist unique $A_0, A_p : \mathcal{H} \to \mathcal{H}^*$ such that, with $j$ equal either 0 or $p$,

$$(A_j u, v)_{\mathcal{H}^* \times \mathcal{H}} = a_j(u, v) \quad \text{for all } u, v \in \mathcal{H}, \quad (2.9)$$

$$\| A_0 \|_{\mathcal{H} \to \mathcal{H}^*} \leq C_{\text{cont}} \quad \text{and} \quad \| A_p \|_{\mathcal{H} \to \mathcal{H}^*} \leq \max \left\{ \| A_p \|_{L^\infty(\Omega_R)}, \| n_p \|_{L^\infty(\Omega_R)} \right\}. \quad (2.10)$$

**Remark 2.7 (Approximating DtN$_k$)** Implementing the operator DtN$_k$ appearing in $a(\cdot, \cdot)$ (2.7) is computationally expensive, and so in practice one seeks to approximate this operator by either imposing an absorbing boundary condition on $\partial B_R$, or using a perfectly-matched layer (PML), or using boundary integral equations (so-called “FEM-BEM coupling”). Recent $k$-explicit results on the error incurred (on the PDE level) by approximating DtN$_k$ by absorbing boundary conditions or PML can be found in [29] and [30], respectively.
2.4 The variational formulation and the solution operator

Definition 2.8 (Variational formulation) Given $\Omega_-, A_0$, $n_0$, and $R_0$ satisfying Assumption 2.1 and $F \in \mathcal{H}^*$,

$$\text{find } \tilde{u} \in \mathcal{H} \text{ such that } a_0(\tilde{u}, v) = F(v) \quad \text{for all } v \in \mathcal{H}$$

(2.11)

(i.e., $A_0\tilde{u} = F$ in $\mathcal{H}^*$).

Lemma 2.9 (From the variational formulation to the standard weak form) Suppose that $\Omega_-, A_0$, $n_0$, and $R_0$ satisfy Assumption 2.1 and, in addition, $A_0 \in C^{0,1}(\Omega_R, \text{SPD})$. Given $f \in L^2(\Omega_R)$ with supp $f \subset B_R$, let $F(v) := \int_{\Omega_R} f v$.

If $u \in H^1_{\text{loc}}(\Omega_+)$ is an outgoing solution of (1.5) and (1.6) (where the PDE is understood in the standard weak sense), then $u|_{\partial B_R}$ is a solution of the variational problem (2.11).

Conversely, if $\tilde{u}$ is a solution of this variational problem, then there exists a solution $u$ of (1.2)-(1.7) such that $u|_{\partial B_R} = \tilde{u}$.

Sketch of the proof. This follows from Green’s identity (see, e.g., [56, Lemma 4.3]) and the definitions of $\text{DtN}_k$ and $a_0(\cdot, \cdot)$ (2.7). Note that it is crucial that $A \equiv 1$ in a neighbourhood of $\partial B_R$, so that the conormal derivative $\partial_n A$ equals $\partial_n$ on $\partial B_R$ (with the latter appearing in the definition of $\text{DtN}_k$ (2.3)).

Theorem 2.10 (Invertibility of $A_0$) Suppose that $\Omega_-, A_0$, $n_0$, and $R_0$ satisfy Assumption 2.1 and, in addition, $A_0$ is piecewise Lipschitz (in the sense described in [54, Proposition 2.13]). Then $A_0^{-1} : \mathcal{H}^* \rightarrow \mathcal{H}$ is bounded.

Sketch of the proof. Under these assumptions, the Helmholtz equation satisfies a unique continuation principle (UCP); indeed, a UCP for $n_0 \in L^3/2$ is proved in [48, 80], and a UCP for piecewise Lipschitz $A_0$ is proved in [54, Proposition 2.13] using the results of [2]. The UCP combined with Part (ii) of Lemma 2.3 imply that the solution of the variational problem (2.11) is unique; i.e. $A_0$ is injective.

Since the sesquilinear form is continuous (by Lemma 2.5) and satisfies a Gårding inequality, Fredholm theory implies that existence of a solution to the variational problem and continuous dependence of the solution on the data both follow from uniqueness; see, e.g., [56, Theorem 2.34], [24, §6.2.8].

Lemma 2.11 (Norms of solution operators between different spaces) Suppose that $\Omega_-, A_0$, $n_0$, and $R$ satisfy Assumption 2.1. Then

$$\|A_0^{-1}(k)\|_{\mathcal{H}^* \rightarrow \mathcal{H}} \leq \frac{(1 + 2n_{0,\text{max}} \|A_0^{-1}(k)\|_{L^2(\Omega_R) \rightarrow \mathcal{H})}}{\min\{A_{0,\text{min}}, n_{0,\text{min}}\}},$$

(2.12)

and

$$\|A_0^{-1}(k)\|_{L^2(\Omega_R) \rightarrow \mathcal{H}} \leq \sqrt{\frac{3n_{0,\text{max}}}{2A_{0,\text{min}}}} + 1 \|A_0^{-1}(k)\|_{L^2(\Omega_R) \rightarrow L^2(\Omega_R)} + \frac{1}{2n_{0,\text{min}}k^2}.$$

(2.13)

References for the proof. For (2.12), see, e.g., [11, Text between Lemmas 3.3 and 3.4] or [38, Lemma 5.1]. For (2.13), see, e.g., [38, Lemma 3.10, Part (i)].

Theorem 2.12 ($H^2$ regularity) Suppose that $\Omega_-, A_0$, $n_0$, and $R_0$ satisfy Assumption 2.1 and, in addition, $\Omega_-$ is $C^{1,1}$ and $A_0$ is $W^{1,\infty}$. Then $A_0^{-1} : L^2(\Omega_R) \rightarrow H^2(\Omega_R) \cap \mathcal{H}$ is bounded, and there exists $C > 0$ (independent of $k$ but depending on $A_0$ and $n_0$) such that

$$\|A_0^{-1}(k)\|_{L^2(\Omega_R) \rightarrow H^2(\Omega_R) \cap \mathcal{H}} \leq C \|A_0^{-1}(k)\|_{\mathcal{H}^*(R+1) \rightarrow \mathcal{H}(R+1)}$$

(2.14)

where (i) on the space $H^2(\Omega_R) \cap \mathcal{H}$ we use the $H^2(\Omega_R)$ norm defined by (1.8), and (ii) we write $\mathcal{H}^*(R+1)$ for the space $\mathcal{H}$ defined by (1.9) with $R$ replaced by $R+1$. 
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Proof. Given $f \in L^2(\Omega_R)$, let $u$ be the outgoing solution of (1.5). By elliptic regularity (see, e.g., [56, Theorem 4.18], [24, §6.3.2]), there exists $C > 0$ (depending on the $W^{1,\infty}$ norm of $A_0$) such that

$$|u|_{H^2(\Omega_R)} \leq C \left( \|\nabla \cdot (A_0 \nabla u)\|_{L^2(\Omega_{R_1}^+) } + R^{-1} \|\nabla u\|_{L^2(\Omega_{R_1}^+)} + R^{-2} \|u\|_{L^2(\Omega_{R_1}^+)} \right).$$

The result then follows by bounding the right-hand side in terms of $\|f\|_{L^2(\Omega_R)}$ and $\|A_0^{-1}(k)\|_{\mathcal{H}(R^+; \mathcal{H}(R^+))}$.

Remark 2.13 (The rationale behind writing the Helmholtz equation as (1.2) and working in the weighted norms (1.8)) When using these norms,

(i) the solution operator has the nice property that its $k$-dependence is the same regardless of the spaces it is considered on (by Lemma 2.11 and Theorem 2.12), and

(ii) with the Helmholtz equation written as (1.2), the continuity constants of the resulting sesquilinear form $a_0$ (2.7) and also the perturbation $a_p$ (2.8) are then independent of $k$ (Parts (i) and (ii) of Lemma 2.5).

In the numerical-analysis literature, one usually writes the Helmholtz equation as $\nabla \cdot (A\nabla u) + k^2 nu = -f$ and uses the weighted $H^1$ norm $\|v\|_{H^1} = \sqrt{\|\nabla v\|^2_{L^2} + k^2 \|v\|^2_{L^2}}$. In this norm, the $k$-dependence of the solution operator as a map from $L^2 \rightarrow L^2$ and as a map from $L^2 \rightarrow H^1$ is different, i.e., we lose the desirable property (i) above. One could still work in the weighted norms (1.8), and write the Helmholtz equation as $\nabla \cdot (A\nabla u) + k^2 nu = -f$, however, the continuity constant of the sesquilinear form $a$ is then proportional to $k$, i.e., we lose the desirable property (ii) above.

3 Proof of Theorem 1.1

Proof of Part (i). By definition

$$A(k, y) = A_0(k) + A_p(k, y) = \left( I + A_p(k, y)A_0^{-1}(k) \right)A_0(k)$$

(3.1)

so that, at least formally,

$$A^{-1}(k, y) = A_0^{-1}(k) \left( I + A_p(k, y)A_0^{-1}(k) \right)^{-1}.$$  (3.2)

Since $A_0 : \mathcal{H} \rightarrow \mathcal{H}^*$ is invertible by Theorem 2.10, to show that $A : \mathcal{H} \rightarrow \mathcal{H}^*$ is invertible, it is sufficient to show that $I + A_p(k, y)A_0^{-1}(k)$ is invertible on $\mathcal{H}^*$, and by Neumann series it is sufficient to show that $\|A_p(k, y)A_0^{-1}(k)\|_{\mathcal{H} \rightarrow \mathcal{H}^*} < 1$.

By Theorem 2.10 and Corollary 2.6, $A_p(k, y)A_0^{-1}(k) : \mathcal{H}^* \rightarrow \mathcal{H}^*$ is bounded, and by the second bound in (2.10)

$$\|A_p(k, y)A_0^{-1}(k)\|_{\mathcal{H} \rightarrow \mathcal{H}^*} \leq \max \left\{ \|A_p(y)\|_{L^\infty(\Omega_R)} , \|n_p(y)\|_{L^\infty(\Omega_R)} \right\} \|A_0^{-1}(k)\|_{\mathcal{H} \rightarrow \mathcal{H}^*}.$$  

The condition (1.11) therefore implies that $\|A_p(k, y)A_0^{-1}(k)\|_{\mathcal{H} \rightarrow \mathcal{H}^*} \leq 1/2$; thus $I + A_p(k, y)A_0^{-1}(k)$ is invertible with

$$\|I + A_p(k, y)A_0^{-1}(k)\|_{\mathcal{H} \rightarrow \mathcal{H}^*}^{-1} \leq 2,$$

and the bound (1.12) on $\|A^{-1}(k)\|_{\mathcal{H} \rightarrow \mathcal{H}^*}$ follow from (3.2).

The bound (2.10) and the assumptions that the maps $y \mapsto A_p(\cdot, y)$ and $y \mapsto n_p(\cdot, y)$ are holomorphic for $y \in Y_0$ imply $A_p(k, y) : \mathcal{H} \rightarrow \mathcal{H}^*$ is holomorphic for $y \in Y_0$. Thus $A_p(k, y)A_0^{-1}(k)$ is a holomorphic family in $y$ of bounded operators on $\mathcal{H}^*$ for $y \in Y_0$. The claim that $A^{-1}(k, y)$ is holomorphic as a function of $y$ for $y \in Y_0(k)$ then follows by Neumann series, since the Neumann series converges uniformly if (1.11) holds, and a uniformly-converging sum of holomorphic functions is holomorphic.

Proof of Part (ii). By Theorem 2.12, the assumptions that $\Omega_-$ is $C^{1,1}$ and $A_0 \in W^{1,\infty}(\Omega_R, \mathbb{R}^d \times \mathbb{R}^d)$ implies that $A_0^{-1}(k) : L^2 \rightarrow H^1(\Omega_R) \cap \mathcal{H}$. The proof is then essentially identical to that above once we have shown that

$$\|A_p(k, y)A_0^{-1}(k)\|_{L^2(\Omega_R) \rightarrow L^2(\Omega_R)}$$
\[ \leq \max \left\{ C \| A_p(y) \|_{W^{1,\infty}(\Omega_r)}, \| n_p(y) \|_{L^\infty(\Omega_r)} \right\} \| A_0^{-1}(k) \|_{L^2(\Omega_R) \to H_k^2(\Omega_R) \cap H} . \]

To prove this inequality, by (2.9), it is sufficient to show that
\[ |(A_p(k,y)A_0^{-1}(k)f,v)_{L^2(\Omega_R) \times L^2(\Omega_R)}| = |a_p(A_0^{-1}f, v)| \]
\[ \leq \max \left\{ C \| A_p(y) \|_{W^{1,\infty}(\Omega_R)}, \| n_p(y) \|_{L^\infty(\Omega_R)} \right\} \| A_0^{-1}(k) \|_{L^2(\Omega_R) \to H_k^2(\Omega_R) \cap H} \| f \|_{L^2(\Omega_R)} \| v \|_{L^2(\Omega_R)} \]
(3.3)

for all \( v \) in a dense subset of \( L^2(\Omega_R) \). When \( A_p \in W^{1,\infty}(\Omega_R, \mathbb{R}^d \times \mathbb{R}^d) = C^{0,1}(\Omega_R, \mathbb{R}^d \times \mathbb{R}^d) \) (by, e.g., [25, §4.2.3, Theorem 5]), \( u \in H^2(\Omega_R) \), and \( v \in C_{\text{comp}}^\infty(\Omega_R) \), by using integration by parts/Green’s identity (see [56, Lemma 4.1]) in the definition of \( A_p \) (2.8), we have
\[ a_p(u, v) = -\int_{\Omega_R} \left( k^{-2} \nabla \cdot (A_p \nabla u) + n_p u \right) \],
where we have used that \( \text{supp } v \in \Omega_R \) so that there are no integrals on \( \partial B_R \) or \( \partial \Omega_- \). Therefore, given \( k_0 > 0 \), there exists \( C > 0 \) such that, for all \( f \in L^2(\Omega_R) \) and \( k \geq k_0 \) for all \( v \in C_{\text{comp}}^\infty(\Omega_R) \),
\[ |a_p(A_0^{-1}(k)f, v)| \leq \max \left\{ C \| A_p(y) \|_{W^{1,\infty}(\Omega_R)}, \| n_p(y) \|_{L^\infty(\Omega_R)} \right\} \| A_0^{-1}(k)f \|_{H_k^2(\Omega_R)} \| v \|_{L^2(\Omega_R)} , \]
which implies (3.3) and the proof is complete.

4 Proofs of Theorem 1.4 and Corollary 1.5

Proof of Theorem 1.4. Solving the PDEs in (1.16) and imposing the boundary condition at \( x = 0 \) and the outgoing condition, we obtain that
\[ u(x) = A \sin \left( kx \sqrt{1/2 - y} \right), \quad 0 \leq x \leq 1, \quad u(x) = B e^{ikx}, \quad x > 1. \]

For this to be a weak solution of \( Pu = 0 \), we require that both \( u \) and \( \partial_n u \) be continuous at \( x = 1 \) (see, e.g., [56, Lemma 4.19]), and this leads to the condition that
\[ \tan \left( k \sqrt{1/2 - y} \right) = -i \sqrt{1/2 - y} . \]
(4.1)

Let \( \omega(y, k) \in \mathbb{C} \) (with \( y \in \mathbb{C} \)) be such that
\[ \sqrt{1/2 - y} = 1/\sqrt{2} - k^{-1} \omega(y, k); \]
observe that, as \( k \to \infty, y = \mathcal{O}(k^{-1}) \) iff \( \omega = \mathcal{O}(1) \). The equation (4.1) then becomes
\[ \tan \left( k \sqrt{2} - \omega(y, k) \right) = -i \left( 1/\sqrt{2} - k^{-1} \omega(y, k) \right) , \]
and simplifies further to
\[ \tan (\omega(y, k)) = i \left( 1/\sqrt{2} - k^{-1} \omega(y, k) \right) , \]
(4.2)
with \( k \) as in (1.18). When \( k^{-1} = 0, (4.2) \) has a solution \( \omega = \omega^* \approx 0.88(1 + z)^{-1} \). By the inverse function theorem, for \( k \) sufficiently large (i.e., for \( m \) in (1.18) sufficiently large), (4.2) has a solution \( \omega(y, k) \) contained in \( k \)-independent neighbourhood of \( \omega^* \). Moving back from the \( \omega(y, k) \) variable to the \( y \) variable, we see that there exist \( C_1, C_2 > 0 \), independent of \( k \), such that (1.16) has a non-zero solution for \( y \) satisfying (1.19) and \( k \) sufficiently large.

Proof of Corollary 1.5. We show that
(i) \(A^{-1}(k,y) : L^2([0, 2]) \to L^2([0, 2])\) is meromorphic for \(y \in \mathbb{C}\), and
(ii) if there exists a non-zero \(u \in \mathcal{H}\) such that \(A(k,y_0)u = 0\), then the map \(y \mapsto A^{-1}(k,y)\) has a pole at \(y = y_0\).

(As noted in §1.4, the proof of (i) is essentially contained in [31, Lemma 1.12], but since the proof is relatively short, we include it for completeness here.)

After having shown (i) and (ii), the result of Corollary 1.5 follows by noting that Theorem 1.1 shows that if \(k\) satisfies (1.18) then there exists \(u \in \mathcal{H}\) such that, when \(y = y_0\), \(a(u,v) = 0\) for all \(v \in \mathcal{H}\), and thus \(A(k,y_0)u = 0\) by (2.9).

For (i), by (3.1), it is sufficient to show that

\[
(I + A_p(k,y)A_0^{-1}(k))^{-1} : L^2([0, 2]) \to L^2([0, 2])
\]

is meromorphic for \(y \in \mathbb{C}\). Since \(A_p(k,y)\) is holomorphic for \(y \in \mathbb{C}\), the analytic Fredholm theorem (see, e.g., [67, Theorem VI:14], [22, Theorem C.8]) implies that (4.3) holds if

(a) \(A_p(k,y)A_0^{-1}(k) : L^2([0, 2]) \to L^2([0, 2])\) is compact (and thus \(I + A_p(k,y)A_0^{-1}(k)\) is Fredholm)
(b) there exists \(y_0 \in \mathbb{C}\) such that \((I + A_p(k,y)A_0^{-1}(k))^{-1}\) exists.

The condition in (b) holds with \(y_0 = 0\), since \(A_p(k,0) = 0\). The condition in (a) follows since \(A_p(k,y) : L^2([0, 2]) \to L^2([0, 2])\), \(A_0^{-1}(k) : L^2([0, 2]) \to \mathcal{H}\), and the injection \(\mathcal{H} \to L^2([0, 2])\) is compact by the Rellich–Kondrachov theorem; see, e.g., [56, Theorem 3.27].

For (ii), by (3.2), it is sufficient to show that \((I + A_p(k,y_0)A_0^{-1}(k))\) has a non-empty nullspace. By assumption \(A(k,y_0)u = 0\) for \(u \neq 0\); thus \((I + A_p(k,y_0)A_0^{-1}(k))u = 0\) by (3.1), where \(u := A_0(k)u \neq 0\) (since \(A_0(k)\) is invertible). $\blacksquare$

5 How Lemma 1.9 and Theorem 1.11 follow from the results of [31]

The idea behind the results of [31] is the following.

While [31] is concerned with the eigenvalues of the constant-coefficient Helmholtz equation outside a Dirichlet obstacle \(\Omega_-\), we expect the arguments to carry over to (1.2) with \(\Omega_- = \emptyset\) and smooth \(A_0\) and \(n_0\) supporting quasimodes with super-algebraically-small quality. Indeed, the key result to prove is the bound in [31, Lemma 1.14] on the solution operator away from the poles in \(y\), and the proof of this is in the boundaryless case should be easier than the proof with boundary in [31, §3].
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