Chiral phase transition inside a rotating cylinder within the Nambu–Jona-Lasinio model
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We study the chiral phase transition inside a rotating cylinder within the framework of the Nambu–Jona-Lasinio model. A spectral boundary condition is imposed to avoid faster than light. We investigate how the geometry of the cylinder and rotation influence the chiral phase transition at finite temperature and chemical potential. The inhomogeneous effects caused by the finite size and rotation are also taken into account. It is found that finite size will reduce the chiral transition temperature and raises the chiral transition chemical potential, while the rotation reduces both the chiral transition temperature and chemical potential. In addition, we discuss the implications of our results in heavy-ion collisions and equation of states of neutron star.

I. INTRODUCTION

The properties of rotating strongly interacting matter have got a lot of attention in recent years, which is mainly driven by the noncentral heavy ion collisions (HICs). In these experiments, the quark-gluon plasma produced carry large angular momentum and have high vorticity [1]. Another place where rotation may play an important role is the pulsars, which can rotate rapidly [2]. Rotating can induce some interesting transport phenomenon in strongly interacting matter like the chiral vortical effect [3–5], which is analogy to the chiral magnetic effect [5, 6]. The phase transition can also be influenced by rotation. In this paper, we concentrate on the effect of rotation on the chiral phase transition.

There are some studies about the effect of rotation on chiral phase transition. For example, the phase transition of Nambu–Jona-Lasinio (NJL) type models under rotation was discussed in Refs. [7–9]. The interplay between rotation and magnetic field was discussed in Ref. [10]. The properties of rotating QGP systems were also studied with holographic method [11]. However, there are some complexities in discussing the effect of rotation on the chiral phase transition. First, a rigidly rotating system should be bounded in the directions perpendicular to the rotating axis, otherwise some region of the system will exceed the speed of light. This implies that a rotating system must also be a finite size system (at least in the directions perpendicular to the rotating axis). When the angular velocity is very high, the system must be very small. Then the finite size effects must be considered because it also influences the chiral phase transition, see a review [12]. Second, the rotation and finite size will induce inhomogeneous distributions, for example, as we shall show, the condensate varies with coordinates. Considering both the two points, we will study the effect of rotation and finite size on the chiral phase transition with the NJL model.

To bound the system inside a finite region, one should impose a boundary condition. The selection of boundary condition is very important because the results depend on the boundary conditions [12]. In our previous studies [13, 14], we adopted the MIT boundary condition [15], which ensures the normal component of particle current to vanish on the surface. However, this boundary condition breaks the chiral symmetry explicitly [9] and thus seems not very realistic. (The treatment in Refs. [13, 14] do not reflect the fact that the chiral symmetry is explicitly broken by the MIT boundary condition, so the results obtained need further discussion.) In this paper, we adopt the spectral boundary condition [16, 17], which preserves the self-adjointness of the Hamiltonian and preserves the chiral symmetry for a cylindrical boundary. This boundary condition has also been adopted in Ref. [8] to investigate the rotating NJL model, but only the case at zero temperature and zero chemical potential are studied.

Before discussing the details of calculation, we would like to make some comments on the effects of rotation and finite size. In previous studies, the rotation is found to suppress the chiral condensate [7, 10] at finite temperature, which can even restore the chiral symmetry at zero temperature and zero chemical potential. However, both Ref. [7] and Ref. [10] treat the rotating system to be unbounded. By constraining a rotating system inside a region not exceeding the speed of light, it is shown that at zero temperature and zero chemical potential, rotation has no effect on the chiral condensate [8, 9, 14], at least in the NJL model. This conclusion can find its root in the spectrum of free fermions in a rotating frame, which determines whether the rotating vacuum and nonrotating vacuum are identical [17]. It is suggested by Refs. [17, 18] that the two vacuum should be identical. And in this case, one can show the rotation have no effect at zero temperature and zero chemical potential. We will demonstrate this relation with more detail below. This conclusion also makes the phase diagram in the temperature-rotation parameter space suggested in [7] questionable, although the rotation can suppress the condensate is still qualitatively right. In some aspects, a rotation is...
similar with a chemical potential (or finite density) [7, 10], so the rotation tends to decrease the condensate and thus lower the critical temperature and chemical potential. As we will see, the Hamiltonian of a free particle in rotation frame is shifted as $H - \Omega \cdot J$, where $\Omega$ is the angular velocity and $J$ is the angular momentum. Thus the spectrum of free fermions will be shifted as $E - \Omega J_z$, where $J_z$ is the $z$ component of angular momentum (we set the angular velocity in the $z$ direction). $\Omega J_z$ is analogy to a effective chemical potential. But we would like to point out, this effective chemical potential depends on $J_z$, and when calculating thermal expectation values, one should sum over all states with different $J_z$, which makes rotation different from a chemical potential in certain aspects. As for finite size effects, previous studies show that it also suppresses the chiral condensate [19, 20]. This is easy to understand since spontaneous breaking can only happen in infinite systems in principle [21]. Finite size is often compared to finite temperature, since the temperature is the inverse of the temporal system length scale. So, it is expected that a small size leads to similar effects with a high temperature. For example, small size will decrease the effective mass as high temperature does. Thus small size will decrease the chiral transition temperature [19, 20, 22]. However, the analogy between finite size and temperature also has its own limit. Sometimes, finite size has different effects with high temperature. It is found that finite size can raise the chiral transition chemical potential [22–25], while high temperature decreases the transition chemical potential. Our results in this paper are consistent with Refs. [22–25].

The novelty of this paper is that it considers the finite size, rotation and inhomogeneous effects at the same time. Not only the chiral transition at finite temperature, but also the chiral transition at finite chemical potential is studied. Also, the boundary condition imposed to constrain the system inside a region can avoid possible unphysical results due to faster than light.

The structure of this paper is as follows: In Sec. II, we briefly introduce the mode solutions of free fermions and the chiral condensate in rotating coordinates with cylindrical spectral boundary condition. In Sec. III, we give the NJL model inside a rotating cylinder and discuss the chiral phase transition at finite temperature. The influences of rotation and finite size are discussed and the inhomogeneous effects are considered. We also discussed the chiral phase transition at a finite chemical potential. A summary and discussion is given in Sec. IV, where we discuss the implications of our results in heavy-ion collisions and the equation of states of neutron stars.

II. MODE SOLUTIONS AND CONDENSATE

Let us briefly introduce the mode solutions of free fermions inside a cylinder with spectral boundary condition. Details can be found in Ref. [17], while here we only recapitulate the main results. In the paper, we adopt the units $\hbar = c = k_B = 1$.

We set the rotation axis to be the $z$ axis, the metric in rotating coordinates with angular velocity $\Omega$ is

$$ g_{\mu\nu} = \begin{pmatrix} 1 - (x^2 + y^2) & \Omega z & -x\Omega & 0 \\ \Omega z & 1 & 0 & 0 \\ -x\Omega & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}. $$

(1)

We use $t, \hat{x}, \hat{y}, \hat{z}$ to represent the static Cartesian coordinates. The Dirac equation with a general metric is

$$ [i\gamma^\mu (\partial_\mu + \Gamma^\mu_x) - M] \psi = 0, $$

(2)

where

$$ \Gamma^\alpha_x = -\frac{i}{4} \omega_{\mu ij} \sigma^{ij}, $$

(3)

$$ \omega_{\mu ij} = g_{\sigma\nu \rho} \hat{e}_i^\sigma (\partial_\mu \hat{e}_j^\rho + \Gamma^\rho_{\nu\mu} \hat{e}_j^{\hat{\mu}}), $$

$$ \sigma^{ij} = \frac{i}{2} [\gamma^i, \gamma^j], $$

with the Christoffel connection, $\Gamma^\lambda_{\mu\nu} = \frac{1}{2} \delta^\lambda_{\sigma} (g_{\sigma\nu \mu} + g_{\mu \sigma \nu} - g_{\mu \nu \sigma})$, and the gamma matrix in curved space-time, $\gamma^\mu = \hat{e}_\mu^\alpha \gamma^\alpha$. The vierbein $\hat{e}_\mu^\alpha$ connects the general coordinate with the Cartesian coordinate in the rest frame, $x^\mu = \hat{e}_\mu^\alpha x^\alpha$. Then the Dirac equation in rotating coordinates can be reduced to [9]

$$ \begin{bmatrix} i\gamma^x (\partial_t + \Omega J_z) + i\gamma^y \partial_x + i\gamma^z \partial_y + i\gamma^t \partial_z - M \end{bmatrix} \psi = 0. $$

(4)

To solve this equation, one can suppose the particle mode solution to be

$$ \psi(x) = u(x) e^{-iEt}. $$

(5)

Then we have the time-independent equation:

$$ \tilde{H} u(x) = \tilde{E} u(x), $$

(6)

where

$$ \tilde{H} = -i\gamma^0 \partial_t + \gamma^0 M - \Omega J_z = H - \Omega J_z. $$

(7)

$H$ has the same form with the free Hamiltonian in the rest frame. To solve Eq. (6), we find a set of commuting Hamiltonian operators $\{ H, P_z, J_z, W_0 \}, \text{ where } W_0$ is the helicity operator:

$$ W_0 = \begin{pmatrix} h & 0 \\ 0 & h \end{pmatrix}, \quad h = \frac{\sigma \cdot P}{2p}, $$

(8)

where $\sigma$ are the Pauli matrices. We can lable an eigenstate $u_j(x)$ by its eigenvalues:

$$ j = (E_j, k_j, m_j, \lambda_j). $$

(9)

where $m_j = 0, \pm 1, \pm 2, \ldots$, and $\lambda_j = \pm \frac{1}{2}$. Here we follow the convention used in [17] that $m_j + \frac{1}{2}$ rather than $m_j$ to be the eigenvalue of $J_z$. The corotating energy $E_j$ is related to the
Minkowski energy \( E_j \) by:
\[
\tilde{E}_j = E_j - \Omega (m_j + \frac{1}{2}).
\]  
(10)

The mode solution to Eq. (6) is given as [17]:
\[
\psi_j(r, \phi, z) = \frac{1}{\sqrt{2}} \left( \frac{E_+ \phi_j}{2} \right) e^{i \phi_j} \frac{\ell}{L} \frac{p}{p} + \frac{1}{2} \right)e^{i k z} \right)
\]  
(11)
\[
\phi_j(r, \phi) = \sqrt{2} \left( \frac{p_\ell e^{i \phi} J_m(q r)}{2i p_\lambda e^{i (m+1) \phi} J_{m+1}(q r)} \right),
\]  
(12)
where
\[
E_\pm = \sqrt{1 \pm \frac{M}{E}}, \quad p_\pm = 1/2 = \sqrt{1 \pm \frac{k}{p}}.
\]  
(13)

\( E = \pm \sqrt{p^2 + M^2} \) and \( p = \sqrt{q^2 + k^2} \). \( J_m \) is the \( m \)th ordered Bessel function. We can write the particle mode solution to Eq. (4) as
\[
U_j(r, \phi, z, t) = u_j(r, \phi, z) e^{-i \tilde{E}_j t}.
\]  
(14)

The antiparticle mode solution \( V_j(x) \) can be obtained by the charge conjugate:
\[
V_j(x) = i \bar{\psi} \gamma^5 U_j^\dagger(x).
\]  
(15)

These are solutions in unbounded space-time. To find the solution bounded in a cylindrical boundary, we impose the spectral boundary condition [17]:
\[
\psi^1_{m+\frac{1}{2}}|_{r=R} = \psi^3_{m+\frac{1}{2}}|_{r=R} = 0, \quad \text{for} \quad m + \frac{1}{2} > 0
\]  
\[
\psi^2_{m+\frac{1}{2}}|_{r=R} = \psi^4_{m+\frac{1}{2}}|_{r=R} = 0, \quad \text{for} \quad m + \frac{1}{2} < 0,
\]  
(16)
where the upper index 1,2,3,4 means the 1,2,3,4 component of the spinor and the lower index \( m + 1/2 \) labels the angular momentum of the mode solution. \( R \) is the radius of the cylinder. With this boundary condition, the transverse momentum \( q \) is discretized as
\[
q_{m, \ell} = \begin{cases} 
\tilde{\xi}_{m, \ell} & m + \frac{1}{2} > 0 \\
\tilde{\xi}_{m-1, \ell} & m + \frac{1}{2} < 0,
\end{cases}
\]  
(17)
where \( \tilde{\xi}_{m, \ell} \) is the \( \ell \)th nonzero root of the Bessel function \( J_m \).

Now, the eigenstates should be labeled by:
\[
j = (E_j, k_j, m_j, \lambda_j, \ell_j).
\]  
(18)

And the mode solutions with spectral boundary condition can be normalized as
\[
U^\dagger_j = C^\dagger_j U_j
\]  
(19)
where the coefficient \( C^\dagger_j \) is given as [17]
\[
C^\dagger_j = C_j \phi \ = C_{j} \phi_\ell \ = C_j \phi_\ell \ = \sqrt{2} \frac{\sqrt{\frac{\sqrt{\Omega^2 + k^2 + M^2}}{\sqrt{\pi}}} \sum_{\ell=1}^{\infty} \int_0^\infty dq \sqrt{\frac{d q}{\pi}} J_{m+1}(q R)}{R J_{m+1}(\xi_{m, \ell})}
\]  
(20)
for positive \( m \).

After we get the free fermions spectrum and the mode solutions, we can get the expression of the free field fermions condensate \( \langle \psi \psi \rangle \). Here we follow the approach in Ref. [18], while the main results of \( \langle \psi \psi \rangle \) has been obtained in Ref. [17].

To obtain the expression of \( \langle \psi \psi \rangle \), we first expand the field operator \( \psi \) by the mode solutions,
\[
\psi = \sum_j \theta(E_j) \left[ U_j^\dagger b_j + V_j^\dagger d_j^\dagger \right],
\]  
(21)
where \( \theta(E_j) \) is the step function and the sum over \( j \) is the abbreviation for:
\[
\sum_j = \sum_{\lambda_j=\pm 1/2} \sum_{m_j=0}^\infty \sum_{\ell_j=1}^\infty \int_{-\infty}^{\infty} dq_j \sum_{E_j = \pm |E_j|} \cdot
\]  
(22)
We also expand \( \psi \) by mode solutions,
\[
\psi = \sum_j \theta(E_j) \left[ U_j^\dagger b_j + V_j^\dagger d_j^\dagger \right].
\]  
(23)

Multiple \( \psi \) and \( \bar{\psi} \) and take the ensemble average. Use the expression of mode solutions and the following distributions:
\[
\langle b_j^\dagger b_{j'} \rangle = \frac{1}{e^{\beta(E_j - \mu)} + 1} \delta(j, j'),
\]  
\[
\langle d_j^\dagger d_{j'} \rangle = 1 - \langle b_j^\dagger b_{j'} \rangle = (1 - \frac{1}{e^{\beta(E_j - \mu)} + 1}) \delta(j, j'),
\]  
(24)
\[
\langle b_j^\dagger d_{j'} \rangle = \langle d_j b_{j'} \rangle = 0.
\]
one then gets the condensate
\[
\langle \psi \psi \rangle = - \sum_{m=0}^\infty \sum_{\ell=1}^\infty \int_0^\infty \frac{M d k}{E \pi^2 R^2} \frac{w(E) + w(\bar{E})}{J_{m+1}(q R)} J_{m+1}(q r),
\]  
(25)
where
\[
J_{m+1}(x) = J_{m+1}^2(x) + J_{m+1}^0(x),
\]  
(26)
\[
w(E) = 1 - \frac{1}{1 + e^{\beta(E - \mu)}} - \frac{1}{1 + e^{\beta(E + \mu)}},
\]  
(27)
\( E = \sqrt{q^2 + k^2 + M^2} \) and \( \bar{E} = E + \Omega (m + \frac{1}{2}) \). Here we note the above result can be applied to both finite temperature and finite chemical potential. Due to the cylindrical symmetry, the condensate only depend on coordinate \( r \).

Now, we can explain why rotation has no effect on chiral condensate \( \langle \psi \psi \rangle \) at zero temperature and zero chemical po-
The dependence of $\langle \overline{\psi} \psi \rangle$ on angular velocity $\Omega$ only through $w(\tilde{E})$ and $w(E)$. At zero temperature and zero chemical potential,

$$w(\tilde{E}) = 1 - \theta(\tilde{E}), \quad w(E) = 1 - \theta(-E). \quad (28)$$

Since $\tilde{E} > 0$, one only need to consider the sign of $\tilde{E}$. It is shown by Ref. [17] that if the system is enclosed in a cylindrical boundary with $\Omega R < 1$, there must be $\tilde{E}E > 0$. Thus, the condensate is independent of $\Omega$ at zero temperature and zero chemical potential. Meanwhile, $\tilde{E}E > 0$ makes the rotating vacuum and the nonrotating vacuum equivalent [17], which justifies our conclusion in the Introduction. This conclusion, is not only applicable for free fermion field, but also the NJL model inside a cylinder in a mean-field sense, since the expression of $\langle \overline{\psi} \psi \rangle$ in the NJL model has the same form with Eq. (25).

### III. CHIRAL PHASE TRANSITION INSIDE A ROTATING CYLINDER

Now, we can modify the NJL model to study the chiral phase transition in a rotating cylinder. The Lagrangian of the two-flavor NJL model is [26]

$$\mathcal{L} = \overline{\psi}(i\gamma^\mu \partial_\mu - m_0)\psi + G(\langle \overline{\psi} \psi \rangle^2 + (\overline{\psi} i\gamma^5 \psi)^2), \quad (29)$$

where $m_0$ is the current quark mass, and $G$ is the effective coupling. In the mean field approximation (only consider the Hartree term), the gap equation is given as

$$M = m_0 - 2GN_cN_f\langle \overline{\psi} \psi \rangle. \quad (30)$$

In Eq. (30), $\psi$ is in the spinor space, $N_c = 3$ and $N_f = 2$ is the number of colors and flavors respectively. In infinite space, $\langle \overline{\psi} \psi \rangle$ is homogeneous, and we can treat $\langle \overline{\psi} \psi \rangle$ as a free field chiral condensate with an effective mass $M$. However, in a finite size system, the condensate is inhomogeneous in general, and a rotation will also induce inhomogeneous condensate. Thus, $\langle \overline{\psi} \psi \rangle$ depends on coordinates. This dependence makes it hard to solve Eq. (30) self-consistently. Here, we adopt the local density approximation, which has been adopted in Refs. [7, 8]. This approximation uses the free field condensate at point $x$ to replace the true condensate at point $x$ in Eq. (30). For the NJL model in a rotating cylinder, that is,

$$M = m_0 + 2GN_cN_f \sum_{m=0}^{\infty} \sum_{r=1}^{\infty} \int_0^\infty \frac{Mdk}{\tilde{E}^2 + R^2} \frac{w(\tilde{E})}{\tilde{E}} \frac{w(E)}{E} I_m^r(qR). \quad (31)$$

Here we note that the local density approximation is only valid when the effective mass varies slowly ($|\partial m/\partial r| \ll m^2$) [8], so only the part where the effective mass varies slowly is reliable. Now we can solve equation (31) at every $r$ self-consistently to investigate the chiral phase transition. To do this, one still need to perform regularization, since the right hand of Eq. (31) is divergent. Here we use the proper-time regularization, which take into account all the modes. The key equation of this regularization is the replacement:

$$\frac{1}{A^n} \rightarrow \frac{1}{(n-1)!} \int_{R_{UV}}^\infty d\tau \tau^{n-1}e^{-\tau A}. \quad (32)$$

Following this, we do the following replacement:

$$\frac{1}{\tilde{E}} = \frac{1}{\sqrt{p^2 + M^2}} \rightarrow \int_{UV}^\infty d\tau e^{-\tau(p^2 + M^2)} \sqrt{\pi \tau}. \quad (33)$$

Then the gap equation inside a rotating cylinder is obtained.

In next several paragraphs, we investigate the chiral phase transition at a finite temperature and zero chemical potential. The parameters are taken as $m_0 = 5$ MeV, $G = 3.26 \times 10^{-6}$ MeV$^{-2}$, $\tau_{UV} = 1/1080$ MeV$^{-2}$. First, we want to see how finite size influences the chiral phase transition at a finite temperature. Figure 1 presents the effective mass $M$ as a function of temperature $T$ inside cylinders with different radius $R$, calculated at $r = 0$ with $\Omega = 0$. We can see that the finite size suppresses the effective mass and make the phase transition happens at a lower temperature. As we have mentioned, this is expected since spontaneous symmetry breaking only happens in infinite systems in principle, and thus a finite volume tends to partly restore the chiral symmetry. In Fig. 1, the curve of $R = 1.97$ fm overlaps with the $M - T$ curve in infinite space, which means for the point $r = 0$, $R = 1.97$ fm is large enough to approach the infinite space when discussing the phase transition at a finite temperature.

![Fig. 1. Effective mass $M$ as a function of $T$ in cylinders with different radius $R$, calculated at $r = 0$ and $\Omega = 0$.](image-url)
come very close to the boundary.

FIG. 2. Effective mass $M$ as a function of $r/R$ in cylinders with different radius $R$, calculated at $T = 0$ and $\Omega = 0$.

Now, let us investigate how rotation influences the effective mass. Figure. 3 presents the variation of effective mass $M$ with $r$ under different angular velocity $\Omega$, calculated for $R = 1.97$ fm and $T = 120$ MeV (Recall that rotation has no effect at zero temperature). One can observe that rotation suppresses the effective mass. As we have said, rotation is similar with chemical potential, so this result is expected. Another observation is that the center point is less influenced by the rotation, while the "middle region" is more influenced. (We do not discuss the regions near the boundary since the results are not very reliable.) This may be understood intuitively that at the center the linear velocity $v = \Omega r$ is small and thus the effects caused by rotation is weak. In Figure. 4, we present the $M - T$ curve under different angular velocity $\Omega$, calculate for $R = 1.97$ fm and $r = 0.8 \, R$. We can see that the rotation reduces the chiral transition temperature, which is also expected from the analogy between rotation and chemical potential. It is interesting to compare our results with that in Ref. [7], where the rotating cylinder is unbounded. The effects of rotation in our model are much smaller than that in Ref. [7], where the rotation can change the effective mass greatly and even restore the chiral symmetry. This difference comes from the fact that for an unbounded system, any angular velocity will cause faster than light. For example, in our model, $R = 1.97$ fm is large enough to be seen as infinite volume. To avoid faster than light, the angular velocity cannot exceed $0.1$ GeV for this system. But the angular velocity adopted in Ref. [7] reaches $0.8$ GeV, so it is understandable why the effects of rotation are so strong in Ref. [7]. The discussions above tell us it is important to avoid the faster than light when investigating rotating systems.

The above calculations are done for infinitely long cylinder, but a finite long cylinder is more close to real systems. To bound the system at $z$ direction, we can impose the antiperiodic boundary condition at this direction, then the longitude momentum $k$ is discretized as

$$ k = \frac{2\pi}{L} (n + \frac{1}{2}), \quad n = 0, \pm 1, \pm 2, \ldots, $$

where $L$ is the length of the cylinder. By replacing the integral over $k$ in Eq. (31) by a discrete sum, we can investigate how the length influences the phase transition. In Figure. 5, we present the effective mass as a function of radius $R$ for different length $L$, calculated at $r = 0, T = 0$ and $\Omega = 0$. First, one notices that the effective mass increases with $R$, which was found in Fig. 1. Second, one notice that the effective mass approaches a constant limit as $R$ increases, which indicates $R$ is large enough. But for different length $L$, this limit is different, which reflects the influence of $L$. In fact, for infinite $R$ and finite $L$, the system becomes a film. The thickness $L$ surely influences the effective mass, as shown by previous study [19]. Here we also would like to note that $L = 3$ fm is large enough that the outmost $M - R$ curve in Fig. 5 is nearly overlap the curve with infinite $L$ (we do not plot). In Figure. 6, we present how the length $L$ influences the chiral phase transition. It can be seen that a finite $L$ has similar effect with a finite $R$, as one expected.

Finally, let us discuss the chiral phase transition at a finite chemical potential. Figures. 7-8 present how finite size influences the chiral phase transition at a finite chemical potential. Contrast to the case of finite temperature, finite size will raise the chiral transition chemical potential, while at small chemical potential, finite size still suppresses the effective mass. We know that finite temperature will decrease the transition chemical potential. So in this aspect, small size does not equal to
high temperature. Here, we especially want to present the case of zero temperature, in which we find some unusual behavior. In Fig. 9, we find at zero temperature, the phase transition at a finite chemical potential in a finite volume becomes discontinuous, while the infinite limit is a crossover in our regularization scheme. We also find there can be complex behavior of the $M - \mu$ curve at a "middle volume", see the curve of $R = 2.955$ fm. Moreover, we find that, a size which is large enough for the phase transition at a finite temperature may still be too small for the phase transition at a finite chemical potential at zero temperature (or more widely, at low temperature). For example, $R = 1.97$ fm is large enough for the phase transition at a finite temperature at $r = 0$, but in Fig. 9, it is not large enough. These novel behaviors are partly related to the discretized momentum determined by the boundary condition. They could be unphysical due to the inapplicability of our model at finite chemical potential when temperature is very low, which certainly deserves further investigation.

To show the influence of rotation on the phase transition at a finite chemical potential, we plot Figure. 10. We can observe that rotation reduces the chiral transition chemical potential, which is similar to the finite temperature case. This can also be understood by the similarity between rotation and chemical potential.

IV. SUMMARY AND DISCUSSION

In this paper, we study the two-flavor NJL model in a rotating cylinder with spectral boundary condition. The effects of finite size and rotation on the chiral phase transition are investigated. It is found that infinite size can lower the chiral transition temperature and raises the chiral transition chemical potential, while the rotation reduces both. By taking into account the inhomogeneous effects induced by finite size and rotation, we find that the effective mass decreases with coordinate $r$. It is worthwhile to discuss how our results are related to the heavy-ion collisions. In our model, when the temperature is not too low, the finite size effects are negligible when the size is larger than 3 fm, which is similar to the results obtained for box geometry with antiperiodic boundary conditions [19, 25]. But when the temperature is very low, finite size may have larger effects for the phase transition at finite chemical potential. It means that in heavy-ion collisions, where the matter size is about between 2-10 fm [22], there may be much less finite size effects, since the QGP systems has high temperature and low density. For rotation, the influence is obvious only when $\Omega R$ exceeds 0.3, which is different from the results in Ref. [10], where $\Omega R \sim 10^{-3}$ is large enough to have significant effects. The mostly rapidly rotating neutron star can reach $\Omega R = 0.1$, so our calculation suggests it
is reasonable to neglect the influence of rotation on the equation of state of neutron stars and treat it as a global effect [27]. But we should note, there still can be possibility that rotation has non-negligible effects on equation of state when considering its interplay with other factors such as the strong magnetic field. Finally, we emphasize that the boundary condition is important for finite size systems. The spectral boundary condition used here may not be realistic for systems such as the quark-gluon plasma created in heavy-ion collisions, and more careful investigations are needed.

FIG. 9. Effective mass as a function of chemical potential $\mu$ for different radius $R$, calculated at $r = 0$, $T = 0$ MeV and $\Omega = 0$.

FIG. 10. Effective mass as a function of chemical potential $\mu$ for different angular velocity $\Omega$, calculated for $R = 1.97$ fm, $r = 0.6$ $R$ and $T = 50$ MeV.
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