Abstract—In this research, we have proposed a new scheme to detect and extract the activity of an unknown smooth template in presence of white Gaussian noise with unknown variance. In this regard, the problem is considered a binary hypothesis test, and it is solved employing the generalized likelihood ratio (GLR) method. GLR test uses the maximum likelihood (ML) estimation of unknown parameters under each hypothesis. The ML estimation of the desired signal yields an optimization problem with smoothness constraint which is in the form of a conventional least square error estimation problem and can be solved optimally. The proposed detection scheme is studied for P300 elicitiation from the background electroencephalography signal. In addition, to assume the P300 smoothness, two prior knowledge are considered in terms of positivity and approximate occurrence time of P300. The performance of the method is assessed on both real and synthetic datasets in different noise levels and compared to a conventional signal detection scheme without considering smoothness priors, as well as state-of-the-art linear and quadratic discriminant analysis. The results are illustrated in terms of detection probability, false alarm rate, and accuracy. The proposed method outperforms the counterparts in low-signal-to-noise ratio situations.

Index Terms—Signal activity detection, hypothesis test, smooth signal, white Gaussian noise.

I. INTRODUCTION

Detection theory is a prominent branch of statistical signal processing, which is a well established means to detect signal activity from background noise [1]–[4]. Signal activity detection (SAD) problem can be modeled by a binary hypothesis test, where in the first hypothesis, observations are considered as pure noise, and in the second one, as a mixture of noise and desired signal. Based on available information on signal and noise structure, approaches to solve the problem can be different. The optimal solution of a binary hypothesis test can be obtained by Neyman-Pearson theorem [1]–[4], if either the problem parameters are known or the probability density function (PDF) of observations has monotone likelihood ratio (MLR) property [2], [4]. If none of these two conditions is satisfied, the generalized likelihood ratio (GLR) test is usually employed to solve the problem [1]. The GLR test is a Neyman-Pearson test, for which the unknown PDF parameters under each hypothesis are found using maximum likelihood (ML) estimation. This test is a very powerful tool, which is proved to be asymptotically uniformly most powerful (UMP) among all invariant tests [5], [6].

Herein, a GLR test is proposed to detect the presence of an unknown yet smooth signal in zero-mean white Gaussian noise with unknown variance. The mixing model of signal and noise is assumed to be additive, widely used in the literature [7]. In this test, the ML estimation of the desired signal yields an optimization problem with smoothness constraint. This constraint can be modeled by a quadratic function. Therefore, the problem is reduced to a quadratic optimization problem which is also in the form of a conventional least square error (LSE) estimation. The solution can be seen as the output of a smoothing operator which filters out high-frequency components. The conceived detector also has a constant false alarm rate (CFAR) with respect to the noise variance. The proposed method is compared to a conventional signal detection scheme without considering smoothness priors, and the results demonstrate its significant performance in low-signal-to-noise ratio (SNR) situations. This method can be applied to several applications, dealing with the detection of signal activity in wide-band noise, especially in the absence of reliable priors regarding the signal and noise structures.

Detection of the P300 component from the background electroencephalogram (EEG) signals is used as a case study for the proposed method. It is believed that P300 is a smooth template which its most power lies in the Delta and Theta frequency bands (i.e. between 0.5 to 5Hz) [8]; however, the behavior of background EEG tends to a Gaussian noise which covers the entire frequency band of study (0 to 60Hz) [9]. In addition to the P300 smoothness, two essential prior knowledge are adopted in terms of positivity and approximate occurrence time of this component. In general, P300 detection in the background EEG signals is an important subject in the field of biomedical signal processing. P300 has several applications especially in the context of brain-computer interface (BCI) mind speller [10]–[13]. The P300 component can be elicited by an oddball setting. In such a setting, subjects are exposed to a series of frequent (non-target) and some infrequent (target) visual or audio stimuli. Research findings revealed when a subject is exposed to an expected (target) stimulus, about 300ms post-stimulus, there will be a positive deflection in
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his/her brain signals. This component is known as P300 [14] (Fig. 1b). Due to the very low SNR of P300 in the background EEG, P300 detection is challenging and usually needs several trials to detect this component with acceptable confidence.

There are a massive number of studies that address this issue and various preprocessing and classification strategies are assessed regarding this problem. The most frequent employed classification methods are discriminant analysis (DA), support vector machine, distance-based classifiers, artificial neural networks and ensemble classifiers [15–19]. According to a review article by Philip et al. [20], most of the studies on visual P300 spellers (about 43%) use discriminant analysis in their classification stage due to providing significant results. Hence, the proposed method is compared to linear and quadratic versions of discriminant analysis (LDA and QDA) [21]. These methods are first assessed on a synthetic dataset, which satisfies the problem assumptions; Then, in the second experiment, they are evaluated over the dataset-II from BCI competition III (a P300 speller paradigm). The results are illustrated in terms of detection rate, false alarm rate, and classification accuracy.

II. METHOD

Here, a GLR test is developed to detect the activity of an unknown smooth signal in white Gaussian noise with unknown variance. As mentioned before, P300 is known to be a positive smooth deflection that occurs about 300ms after infrequent stimuli. This gives other prior knowledge about P300 in terms of positivity and approximate occurrence time.

For the ML estimation of noise variance under hypothesis $H_0$ we have $\hat{\sigma}_0^2 = \frac{1}{N}\sum_{n=1}^{N} x_n^2$. Therefore,
\[
f (\bar{x}; \sigma_0^2, H_0) = \left( \frac{1}{\sqrt{2\pi \sigma_0^2}} \right)^N \exp \left( -\frac{1}{2\sigma_0^2} \sum_{n=1}^{N} x_n^2 \right)
\]

For the second hypothesis we have:
\[
f (\bar{x}; \sigma_1^2, m_1, m_2, \hat{\rho}, H_1) = \left( \frac{1}{\sqrt{2\pi \sigma_1^2}} \right)^N \exp \left( -\frac{N}{2} \right)
\]

From (3), it can be seen that without positivity and smoothness constraints, for $m_1 \leq n \leq m_2$, $\hat{\rho}_n = \max\{0, x_n\}$. How to impose smoothness constraint is discussed in the following subsection.

For the ML estimation of $m_1$ and $m_2$, it is clear that without positivity and smoothness constraints, $\hat{m}_1 = k_1$ and $\hat{m}_2 = k_2$. In case of imposing these constraints, $\hat{m}_1$ and $\hat{m}_2$ can be found by a simple search. Now the GLR detector is obtained by likelihood ratio as:
\[
L_{GLR}(\bar{x}) = \frac{f (\bar{x}; \sigma_1^2, \hat{m}_1, \hat{m}_2, \hat{\rho}, H_1)}{f (\bar{x}; \sigma_0^2, H_0)} = \left( \frac{\hat{\sigma}_0^2}{\sigma_1^2} \right)^{N/2}
\]

\[
\left( \frac{\sum_{n=1}^{N} x_n^2}{\sum_{n=m_1}^{m_2} x_n^2 + \sum_{n=m_1}^{m_2} (x_n - \hat{\rho}_n)^2 + \sum_{n=m_2+1}^{N} x_n^2} \right)^{N/2}
\]
Equation (6) can be simplified as \( L_{\text{GLR}}(\mathbf{z}) = (1/(1-t))^N/2 \) where \( t \triangleq \sum_{n=1}^{N} (2\hat{p}_n x_n - \hat{p}_n^2)/\sum_{n=1}^{N} x_n^2. \) Note that \( 0 \leq t < 1 \) and \( L_{\text{GLR}} \) is a monotonic increasing function with respect to \( t. \) Therefore, the GLR test can be further simplified as,

\[
L_{\text{GLR}}(\mathbf{z}) = \frac{1}{\sum_{n=1}^{N} \frac{N}{2}} (2\hat{p}_n x_n - \hat{p}_n^2) H_1, H_0, \eta_{\text{GLR}} \tag{7}
\]

\( \eta_{\text{GLR}} \) can be obtained for a specified false alarm rate either by the use of equation “\( \sup P\{L_{\text{GLR}}(\mathbf{z}) > \eta_{\text{GLR}}; H_0\} = P_{fa}\) (\( P\{\} \) indicates probability), or by means of Monte Carlo simulation [1]. The mentioned equation requires the PDF of \( L_{\text{GLR}} \) which may be challenging to be obtained; Hence, simulation is more feasible. One may concern that the proposed GLR detector is CFAR with respect to noise variance (i.e. noise variance variation would not change \( \eta_{\text{GLR}} \)).

3) Imposing the Smoothness Constraint: The ML estimation of non-zero elements of \( \mathbf{p} \) can be presented as the following optimization problem,

\[
\hat{\mathbf{p}} = \arg \min_{\mathbf{p}} \| \mathbf{x} - \mathbf{p} \|^2 \text{ s.t. } \mathbf{p} \succeq 0 \text{ and smooth }
\]

where \( \mathbf{x} \) and \( \mathbf{p} \) are column vectors formed by elements of \( \mathbf{x} \) and \( \mathbf{p} \) from \( m_1 \) to \( m_2 \), respectively. This presentation is the reduced form of (5). To model the smoothness constraint, the fact that the \( j \)th derivative of a smooth sequence is smaller than a threshold, is used [22]–[24]. Here, a matrix form of discrete approximation of smoothing operator is presented. Let \( \mathbf{d}_j \) be the finite impulse response approximation of length \( M \), for the \( j \)th order derivative operator. For \( j > 2 \), this operator can be achieved iteratively by \( \mathbf{d}_j = \mathbf{d}_{j-1} * \mathbf{d}_1 \) where \( \mathbf{d}_1 = [1, -1, 1] \) and \( * \) sub-index indicates the convolution operator. For a signal length \( L > M \), \( \mathbf{D}_j \in \mathbb{R}^{(L+M-1) \times L} \) is defined as a Toeplitz matrix form of \( \mathbf{d}_j \). For instance, \( \mathbf{d}_2 = [1, -2, 1] \) and

\[
\mathbf{D}_2 = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
-2 & 1 & \cdots & \vdots \\
1 & -2 & \cdots & 0 \\
0 & 1 & \cdots & 1 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1
\end{bmatrix}_{(L+M-1) \times L}
\]

(Note that the derivative operator \( \mathbf{d}_2 \) is shifted along rows as well as columns of \( \mathbf{D}_2 \).) The left multiplication of \( \mathbf{D}_j \) in any column-wise signal of length \( L \) is equivalent to the \( j \)th order derivative approximation of the signal [24]. Now the problem can be modeled as a convex optimization problem with quadratic constraints,

\[
\hat{\mathbf{p}} = \arg \min_{\mathbf{p}} \| \mathbf{x} - \mathbf{p} \|^2 \text{ s.t. } \mathbf{p} \succeq 0 \text{ and } \| \mathbf{D}_j \mathbf{p} \|^2 \leq \delta^2 \tag{8}
\]

Here \( \delta^2 \) indicates the smoothness bound. For simplicity, the positivity constraint is relaxed and the problem is solved. At last, each element of \( \mathbf{p} \) that has negative value is set to zero. The Lagrangian form of relaxed problem is

\[
\hat{\mathbf{p}} = \arg \min_{\mathbf{p}} \left\{ \| \mathbf{x} - \mathbf{p} \|^2 + \lambda \| \mathbf{D}_j \mathbf{p} \|^2 \right\}, \text{ s.t. } \lambda \geq 0 \tag{9}
\]

where \( \lambda \) is the Lagrange coefficient. This problem is in the form of a classic LSE problem with a quadratic constraint ([22], [25], [26]) and its solution is obtained by:

\[
\hat{\mathbf{p}} = (\mathbf{I} + \lambda \mathbf{D}_j^T \mathbf{D}_j)^{-1} \mathbf{x}, \tag{10}
\]

(\( I \) + \( \lambda \mathbf{D}_j^T \mathbf{D}_j \))^{-1} is a smoothing operator which maps \( \mathbf{x} \) into a smooth subspace. By increasing \( \lambda \) from 0, the smoothness of estimated signal will increase. Fig. 1a shows the estimated signal \( \hat{\mathbf{p}} \) from \( \mathbf{x} \) for different values of \( \lambda \) and \( j = 2 \). By replacing (10) in (7) and letting \( A = (\mathbf{I} + \lambda \mathbf{D}_j^T \mathbf{D}_j)^{-1} \), the matrix form of the proposed hypothesis test is achieved as:

\[
L_{\text{GLR}}(\mathbf{z}) = \frac{\mathbf{x}^T (2\lambda - A) \mathbf{x}}{\mathbf{x}^T \mathbf{x}} H_1, H_0, \eta_{\text{GLR}} \tag{11}
\]

III. METHOD EVALUATION

A. Evaluation Scheme and Parameter Selection

For a detection problem, the detector threshold is chosen in a way that a desired false alarm rate (\( P_{fa} \)) is achieved. A good detector is the one which has a large detection rate (\( P_d \), also known as detector power) for a specified \( P_{fa} \). In general, there are two ways to compare and evaluate different detectors. 1- Calculating \( P_d \) for a fixed \( P_{fa} \) in different SNRs. 2- Calculating \( P_d \) in different values of \( P_{fa} \) for a fixed SNR, known as receiver operating characteristic (ROC) curve. Afterwards, these evaluation metrics are achieved for four detectors driven from subsection II-B, named as \( L, L_2, L_3 \) and \( L_{sp} \), using a synthetic dataset which satisfies the aforementioned assumptions. These four are GLR tests with or without the positivity and smoothness constraints, where “\( p \)” and “\( s \)” sub-indices indicate which constraint is imposed. Also, the proposed method (\( L_{sp} \)) is compared to LDA and QDA in terms of classification accuracy. In this regard, a 10-fold cross validation approach is applied to two equal size groups of
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sequences, one contains and the other does not contain the P300 component. This is done on the mentioned synthetic dataset as well as a real dataset of visual P300 paradigm from BCI competition III.

Note that for the presented results, the smoothing order is set to 2, $\lambda = 50$ for synthetic data, and $\lambda = 5$ for real data. Also, for the case of synthetic data, $m_1$ and $m_2$ are fixed to the sample numbers corresponding to 200 and 400ms respectively, as we know these are the best values based on synthetically generated data. But for the case of real data, the exact position of P300 is unknown, so it is assumed that $200\text{ms} < m_1/f_s < 300\text{ms}$ and $350\text{ms} < m_2/f_s < 500\text{ms}$ ($f_s$ is sampling frequency), then the best $m_1$ and $m_2$ are found by searching through each sequence under test.

B. Data

1) Synthetic Data: To generate each synthetic EEG sequence, an 800ms (with $f_s = 240\text{Hz}$) column vector of zero-mean white Gaussian noise samples is generated as the background activity. Then a synthetic P300 is made by a Gaussian function. The latency, amplitude, and the width of this Gaussian function and also a term for shifting are drawn from normal distributions based on prior knowledge of P300 morphology [14]. Background activity confirms the hypothesis $H_0$ and the sum of background activity and P300 confirms the hypothesis $H_1$.

2) Real Data: The presented method is investigated on dataset II from BCI competition III (P300 speller paradigm) [27]. Data are recorded from two subjects while trying to spell 185 characters. To spell each character, subjects are presented with 12 stimuli, where two of them are target stimuli and are believed to contain P300. Each stimulus is repeated 15 times. EEG signals are collected from 64 channels, bandpass filtered from 0.1 to 60Hz, and digitized at 240Hz.

C. Results

Fig. 2 shows the performance of four mentioned detectors using synthetic data. Fig. 2a presents $P_d$ in different SNRs and $P_{fa} = 0.01$. Also, ROC curves are presented in Fig. 2b. The superiority of the detector which uses both positive and smoothness constraints is clear. It is interesting that this detector is very powerful and gives almost $P_d = .9$ in SNR -10db. The other three detectors are also very powerful since synthetic data fully satisfy the assumptions of the defined detection problem. Note that for values near to zero $L_s$ tends to $L$ and $L_{sp}$ tends to $L_p$ (it can be seen from (10)).

The performance of $L_{sp}$ is assessed and compared with LDA and QDA on both real and synthetic data (Fig. 3). To do this, $L_{sp}$ is used as a classifier and its threshold is set to maximize the classification accuracy of train data. The performance of the methods is assessed using a 10-fold cross-validation approach. For the case of synthetic data, a set of 1000 sequences that confirm $H_0$ and 1000 sequences that confirm $H_1$ are used in different SNRs. The proposed method provides higher accuracy especially in low SNRs (Fig. 3a). For the case of real data, to increase P300 SNR, the average of the first $k$ trials is calculated on 800ms windows of post stimuli signals. Here, we have 185 characters and for each 10 averaged trials containing noise (i.e. 1850 trials) and 2 other averaged trials containing noise plus P300 (i.e. 370 trials). Here, the results for subject A and channel $C_2$ are presented. Fig. 3b shows the performance of $L_{sp}$, LDA and QDA in different SNRs (i.e. different $k$ values). The performance of the methods is assessed using 10-fold cross-validation on 370 target sequences and 370 randomly chosen non-target sequences (five random non-overlapping groups of non-target sequences are generated and the final results are presented as the average results for these groups). The proposed method provides higher accuracy, especially in low SNRs.

IV. Conclusion

In this research, a novel and powerful approach towards smooth signal activity detection in white Gaussian noise is proposed. The method is derived from a GLR test. This test uses the ML estimation of unknown parameters under each hypothesis. The smoothness constraint on the desired signal is led to an optimization problem which is modeled by an LSE estimation problem with quadratic constraints. A smoothing operator is derived from the solution which can estimate the signal with a tunable level of smoothness. The proposed method can be used for P300 detection. This method is applied to synthetic and real datasets of the P300 paradigm and also compared to state-of-the-art LDA and QDA in different SNR levels. The method shows superior results in terms of classification accuracy, especially in low SNRs. This outcome
is very promising since the performance of signal processing methods is mainly diminished in low SNR environments.
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