Forecast skill of regional ensemble system compared to the higher resolution deterministic model
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Abstract—The 11 km regional ensemble ALADIN-LAEF (Aire Limitée Adaption Dynamique Développment InterNational – Limited Area Ensemble Forecasting) is evaluated by comparison with the 5 km deterministic model ALARO (ALADIN and AROME combined model – Application of Research to Operations at Mesoscale), in order to investigate the advantages and disadvantages facing short-range ensemble and high-resolution forecasts. To make rational decisions about the benefits or challenges of both systems, the forecast skill was measured through probabilistic and deterministic approaches over a 2-month period from late spring to summer season of 2013. The verification uses observations from 1219 SYNOP stations and 1 km × 1 km precipitation analysis from INCA (Integrated Nowcasting through Comprehensive Analysis) nowcasting system. The evaluation was carried out for three essential meteorological variables: 2 m temperature, 10 m wind speed, and 6-hour cumulated precipitation. From the probabilistic point of view, the results show that ALADIN-LAEF outperforms ALARO-Lagged ensemble system, being statistically more reliable. From the deterministic point of view, the high-resolution deterministic system simulates better the precipitation forecast structure with respect to the observations. Compared to the ensemble system, the deterministic system cannot provide guidance concerning the forecast uncertainties or probabilities, making the ensemble products a powerful tool for risk assessment and decision making.
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1. Introduction

An accurate weather forecast is crucial in severe weather conditions that could lead to a large variety of damages including loss of lives. Furthermore, increasingly skilful numerical weather forecasts convey essential information for several domains of public interest, like health, agriculture, energy, tourism.

Despite the significant increase in forecast skill, uncertainties in the initial conditions and the model formulation itself affect the accuracy of the forecast. The inherent errors in the initial conditions could amplify in time, due to the complexity and chaotic character of the atmospheric system, leading sometimes to completely different solutions (Lorenz, 1963). These errors are due to the irregular distribution (relative sparseness) of the observation network, the measurement instruments errors, as well as to data assimilation. The benefit of using data assimilation algorithms is unquestionable in the numerical weather prediction field (Law and Stuart, 2012). Nonetheless, small uncertainties are coming from data assimilation algorithms due to mathematical assumptions (Du, 2007). The forecast uncertainty arisen from the imperfection of the model itself was quantified for the first time through stochastic perturbations of the physical tendencies (SPPT scheme) in the ECMWF model (Buizza et al., 1999; Palmer, 2001). Other approaches to simulate the model uncertainties are based on multiphysics schemes (Murphy et al., 2004) or on the use of Poor Man’s Ensemble (Ebert, 2001; Corazza et al., 2018).

To quantify these uncertainties, a widely used technique is the ensemble prediction system (Palmer, 2017): a single deterministic forecast provides one single scenario and a simple decision strategy, while an ensemble system is able to provide probabilistic information and multiple scenarios. Several studies have been done on the comparison of global ensemble and deterministic systems (Buizza, 2008; Palmer et al., 2005/06; Rodwell, 2005/06). The results show that a coarser resolution ensemble with more members can outperform a higher resolution ensemble with less members.

Here we use the regional ensemble system ALADIN-LAEF (Wang et al., 2011) and the ALARO deterministic model (Termonia et al., 2017). The operational ALADIN-LAEF system has been developed at ZAMG (Zentralanstalt für Meteorologie und Geodynamik, Vienna, Austria) within the framework of Regional Cooperation for Limited-Area modelling in Central Europe (RC-LACE, Wang et al., 2018). ALADIN-LAEF runs in operational mode on European Centre for Medium-Range Weather Forecasts’s (ECMWF) supercomputer (Wang et al., 2011). The system is used in different downstream applications such as hydrology, transportation, energy, agriculture, and civil warnings (Vokoun and Hanel, 2018; Wastl et al., 2018). The limited area ALARO model development started in 2003 as a version of ALADIN system. It is able to cover a large variety of horizontal resolution ranges, up to the so-called convection permitting scales (Termonia et al., 2017).
This paper presents the benefit of using regional ensemble over deterministic systems – even if both the horizontal and vertical resolutions of the deterministic model are much higher. This issue is addressed by a verification study, from the probabilistic and deterministic points of view. The paper is structured as follows: Section 2 introduces the ALADIN-LAEF and ALARO models setup and the time-lagged ensemble; Section 3 describes the dataset and verification methodologies; Section 4 encapsulates the results from a 2-month period verification for surface parameters, and a case study is performed; the conclusions are drawn in Section 5.

2. Models setup and time-lagged ensemble method

2.1. ALADIN-LAEF – Limited Area Ensemble Forecasting

ALADIN-LAEF is a single model limited area ensemble system based on the ALARO model (Wang et al., 2011, 2018) and runs operationally two times per day at 00 and 12 UTC, on a horizontal resolution at approximately 11 km, with 45 levels in the vertical and a forecast range up to 72-hour. The integration domain covers Europe and large parts of the North Atlantic, the Mediterranean Sea, and the Black Sea. ALADIN-LAEF consists of 16 perturbed members, using the first 16 members of 50 from ECMWF’s ensemble prediction system ENS (Buizza et al., 2000) as coupling model (Weidle et al., 2013).

To provide meaningful initial perturbations for the ensemble members, a breeding-blending cycle is applied for atmospheric fields (Wang et al., 2011). This method combines large-scale perturbations from the driving ECMWF ENS members with ALADIN-LAEF breeding vectors that contain perturbations on scales that can be resolved by ALADIN-LAEF (Toth and Kalnay, 1993). To assure a smooth transition between large-scale and small-scale perturbations, a digital filter initialization (DFI) is used (Wang et al., 2014). The DFI is applied on low truncations of both the ALADIN-breeding vectors and the fields from the driving model. The filtered breeding vectors are subtracted on the full resolution from the unfiltered ones, and this difference is then added to the filtered fields from ECMWF ENS. This method assures that the initial perturbations are consistent with both the driving ECMWF ENS member and ALADIN-LAEF itself. Surface perturbations are generated by running a surface assimilation scheme with randomly perturbed observations. An optimal interpolation (OI) assimilation of 2 m temperature and relative humidity observations is applied to perturb the uppermost surface fields in ALADIN-LAEF.

A multi-physics approach is implemented in ALADIN-LAEF to account for model uncertainties. Different model configurations with various parameterizations and tuning settings are applied for each perturbed ensemble member. Different settings are used for shallow and deep convection,
microphysics, radiation, and turbulence parameterizations. In addition, different approaches and tunings for screen-level diagnostics and gust diagnostics are applied in the multi-physics package of ALADIN-LAEF.

2.2. ALARO deterministic model

The ALARO model can be described as the further development of the spectral limited area model ALADIN, in order to be able to run the model using grid spacing around 5 km or below. These scales pose a particular challenge to model developers as convection is neither fully resolved nor can be sufficiently described with a classical parameterized convection scheme. Therefore, the main differences between ALARO and ALADIN concern the deep convection scheme in the physics package. For ALARO, a prognostic convection scheme called Modular Multiscale Microphysics and Transport scheme (3MT) was developed by Gerard and Geleyn (2005), Gerard (2007), Gerard et al. (2009). Further, a prognostic microphysics scheme is included together with a statistical scheme describing the sedimentation of precipitating hydrometeors (Geleyn et al., 2008). Turbulence is parameterized using a so-called pseudo prognostic TKE (turbulent kinetic energy) scheme, details can be found in Váňa et al. (2008). Surface processes are described using a two-layer version of the ISBA scheme (Interactions between Soil, Biosphere, and Atmosphere, Noilhan and Planton, 1989). At ZAMG, the ALARO model is used in operational mode since March 2011. It is run up to 72-hour lead time, four times per day, using approximately 5 km grid spacing and 60 levels in the vertical. While the three-dimensional (3D) initial state for the atmosphere and the lateral boundary conditions are provided by the high resolution analysis and forecast of the Integrated Forecasting System (IFS HRES) from ECMWF, the surface is initialized using an optimal interpolation method.

2.3. Time-lagged ensemble using ALARO deterministic model

Since ALARO deterministic model is integrated in operational mode at ZAMG, four times per day up to a lead time of 72-hour, it is possible to generate a time-lagged ensemble (ALARO-LAGGED) with no additional computational costs. The construction of this ensemble is based on a combination of several deterministic integrations (Hoffmann and Kalnay, 1983). In our case, the time-lagged ensemble covers a forecast range of 48-hour and consists of forecasts from consecutive ALARO model runs, covering the same target time period. For a given day, the ensemble with initial time at 12 UTC contains 5 members, as shown in Table 1.
3. Dataset and verification methodologies

3.1. Model dataset

The numerical forecast generated by the deterministic and ensemble systems is provided on regular latitude - longitude grids, having the resolution of 0.1° × 0.14° for ALADIN-LAEF, while for ALARO the denser grid of 0.04° × 0.06° is kept. The high-resolution grid for ALARO is used to preserve the mesoscale features of the forecasts. The verification domain covers most of Europe, a region between 2.55 to 31.8° E and 38.6 to 54.95° N (not shown).

3.2. Observation dataset

SYNOP data from 1219 stations are used for verification. Model data were interpolated to the observation sites through a bilinear interpolation.

INCA is an analysis and a nowcasting system (Haiden et al., 2009) developed at ZAMG. The system is run on a 3D grid with a horizontal resolution of 1 km. Depending on the parameter, the analysis and nowcasting are performed on a two-dimensional (2D) grid (e.g., precipitation) or a 3D grid (e.g., temperature, wind). For the 3D grid, a vertical resolution around 100–200 m is used. The system is fed by surface station observations, remote sensing data (radars and satellites), numerical weather prediction model data, and high-resolution topographic data.
3.3. Verification methodologies

An important question arises from whether the high-resolution deterministic ALARO model could compete with the lower resolution ALADIN-LAEF ensemble. This question can be answered by assessing the two systems based on deterministic and probabilistic approaches.

Both systems were evaluated by applying the traditional verification scores (like BIAS and RMSE), as well as the following ones:

- spread - skill relationship, based on the scatter diagram of ensemble spread and root mean square error of the ensemble mean;
- continuous ranked probability skill score (CRPSS), a skill score which is based on CRPS value (Hersbach, 2000) and verifies the model performance related to a reference;
- percentage of outliers, a measure of reliability quantifying the relative number of observations which lie outside the predicted density function for a given parameter.

The pointwise verification is not suitable for the precipitation field, because these scores do not fully account for the unique characteristics due to its discontinuity in space and time (Casati et al., 2004).

The traditional metrics offer little diagnostics about the types of errors (displacement, location, and intensity), therefore an advanced verification technique is applied. One spatial verification approach used in this study is the object-based method SAL (structure-amplitude-location). This method is a spatial three-component feature-based quality measure which quantifies the precipitation forecast performance according to three aspects: structure of the precipitation field (S), amplitude (A), and location (L) of the predicted mass center of the precipitation field (Wernli et al., 2008).

4. Results

To evaluate the performance of the described ensemble systems, a 2-month verification was performed for the period ranging from April 23 to June 23, 2013. The forecast output frequency is 6-hour and the verification length is up to 48-hour lead time, which is the maximum forecast range of ALARO-LAGGED. Even though both runs (00 and 12 UTC) of ALADIN-LAEF are available, only the 12 UTC runs are considered for this study.

First, the probabilistic approach is applied to evaluate the surface parameters: 2 m temperature (T2m), 10 m wind speed (W10m) and 6-hour cumulated precipitation (PREC) against SYNOP data. The computed scores are CRPSS, percentage of outliers and spread - skill relationship, as well as BIAS and RMSE of ensemble mean and ensemble spread. To reduce the forecast bias
at each SYNOP station, the 2 m temperature forecasts are height corrected using a standard temperature gradient.

Second, the deterministic approach is applied to verify the 6-hour cumulated precipitation against INCA analysis field (which represent a combination of radar and rain gauge data). The gridded analysis data are used for the computation of SAL score. The comparison of ALADIN-LAEF’s ensemble mean and median and ALARO’s most recent run was carried out.

### 4.1. Comparison of ALADIN-LAEF with ALARO-LAGGED

This section compares, from the probabilistic point of view, the skill of ALADIN-LAEF and ALARO-LAGGED against SYNOP data. Fig. 1 shows the metrics (BIAS and RMSE of the ensemble mean and spread) of both systems for the surface parameters.

**Fig. 1.** BIAS and RMSE of ensemble mean and ensemble spread for ALARO-LAGGED (solid) and ALADIN-LAEF (dashed): a) T2m (°C); b) W10m (m/s); and c) PREC (mm).

For T2m, ALARO-LAGGED performs better than the limited area ensemble system in the first lead times (00 and 06 forecast ranges), for which ALADIN-LAEF has a strong negative BIAS (Fig. 1a). After 12-hour lead time, ALADIN-LAEF shows slightly less or equal BIAS than ALARO-LAGGED, except for 18 and 42 forecast ranges (morning hours) when the BIAS is considerably smaller. Fig. 1b shows that the W10m BIAS of both systems have comparable negative values for all lead times. The exception is made for 12- and 36-hour lead time when ALADIN-LAEF has almost no BIAS. For PREC, Fig. 1c shows a similar BIAS for both systems. ALARO-LAGGED system presents only positive values, better values for 12 and 36h (BIAS close to 0), while ALADIN-LAEF presents small negative values for these forecast ranges.

Likewise, Fig. 1 presents RMSE and spread as a function of lead time for surface parameters. In terms of RMSE, the forecast errors are similar for both
systems. The ALADIN-LAEF system has a larger spread, which means that it is more reliable than ALARO-LAGGED, but the discrepancy between the ensemble spread and RMSE leads to the fact, that both systems are not enough statistically reliable (Buizza et al., 2005). It is expected that ALARO-LAGGED will have a small spread, considering the lagged ensemble members are partially correlated. They are obtained using the same model, high-resolution forecasts with different ages.

The spread - skill relationship is presented in Fig. 2. The scatter diagram shows that ALARO-LAGGED simulates too little uncertainty, meaning the spread is underestimated, having only points which are not uniformly distributed. Fig. 2c (PREC) indicates a good correlation between spread and skill, especially for ALADIN-LAEF the relation is slightly better. Thereby, the ALADIN-LAEF system is more reliable than ALARO-LAGGED. Statistical reliability can be underlined by the usage of percentage of outliers, quantifying the number of cases where the analysis is outside of the predicted density function. As it can be seen from Fig. 3, ALARO-LAGGED has more outliers than ALADIN-LAEF.

![Fig. 2. RMSE-Spread relation for ALARO-LAGGED (grey) and ALADIN-LAEF (black): a) T2m (°C); b) W10m (m/s); and c) PREC (mm).](image)

![Fig. 3. Percentage of outliers (%) for ALARO-LAGGED (solid) and ALADIN-LAEF (dashed): a) T2m; b) W10m; and c) PREC.](image)
Results revealed that ALARO-LAGGED has a similar RMSE (forecast accuracy), a smaller spread, and more outliers when compared to the ALADIN-LAEF. Therefore, having less dispersion, it is not able to cover many possible atmospheric situations. Considering all these findings, it can be concluded that ALADIN-LAEF is statistically more reliable.

4.2. **Skill score of ALADIN-LAEF and ALARO-LAGGED (reference ALARO)**

The computation of the skill score CRPSS uses as reference system the ALARO deterministic model. Fig. 4 shows the quantitative skill of both ensembles. For all verified parameters, CRPSS has positive values throughout the forecast ranges. Even though both systems present positive values of the score, for ALADIN-LAEF they are significantly higher than ALARO-LAGGED. Based on the CRPSS results, ALADIN-LAEF ensemble is more skilful than ALARO-LAGGED. It is worth to underline that ALARO-LAGGED has an advantage since the most recent run from ALARO-LAGGED is used as the reference deterministic model.

![Fig. 4. Comparison of CRPSS for ALARO-LAGGED (solid) and ALADIN-LAEF (dashed): a) T2m; b) W10m; and c) PREC.](image)

4.3. **Deterministic comparison of ALADIN-LAEF and ALARO systems**

To perform the comparison of both systems in a deterministic sense, a single forecast from each system is needed. The solutions provided by ALARO deterministic model and ALADIN-LAEF (mean and median of the ensemble) are evaluated in this section. The SAL component scores have been computed to evaluate the precipitation forecasts of ALADIN-LAEF (median and mean) and ALARO. Verification was performed using several domains in Austria that are characterized by different topographic conditions (flatlands, alpine region, and hilly region).
In order to get more details, the evaluation was done for different observed precipitation thresholds, i.e., the SAL components are calculated separately for events with observed areal precipitation means greater than 0.1 mm, 1 mm, 2 mm, 3 mm, 5 mm, and 10 mm. Taking into account the chosen size of the domains, area mean values greater than 5 mm or even 10 mm represent rare extreme cases and are therefore not taken into account for computing mean S, A, or L values over the given verification period. Table 2 shows the mean values for S, A, and L over all verification domains for different lead times.

Table 2. The S, A, L values: mean over all domains for ALARO (ALARO), ALADIN-LAEF’s ensemble mean (LMEAN), and ALADIN-LAEF’s ensemble median (LMEDI)

|       | 06  | 12  | 18  | 24  | 30  | 36  | 42  | 48  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| S-ALARO | 0.04| -0.22| -0.29| 0.23| 0.04| -0.23| -0.27| 0.31|
| S-LMEAN | 1.10| 0.72| 0.54| 1.24| 1.15| 0.76| 0.74| 1.28|
| S-LMED | 0.91| 0.55| 0.29| 1.07| 0.98| 0.42| 0.26| 1.05|
| A-ALARO | -0.53| -0.49| -0.30| -0.03| -0.25| -0.55| -0.52| 0.05|
| A-LMEAN | 0.17| -0.33| -0.31| 0.45| 0.20| -0.36| -0.36| 0.54|
| A-LMED | -0.47| -0.59| -0.54| 0.17| -0.24| -0.49| -0.47| 0.31|
| L-ALARO | 0.22| 0.21| 0.21| 0.20| 0.23| 0.23| 0.24| 0.24|
| L-LMEAN | 0.22| 0.20| 0.20| 0.27| 0.23| 0.23| 0.23| 0.29|
| L-LMED | 0.20| 0.19| 0.22| 0.26| 0.21| 0.24| 0.25| 0.29|

Fig. 5 shows the mean structure components for the 2-month period as a function of lead time, for a representative region in the southern part of Austria. The number of events used to build the mean values is indicated by the thin black bars in the same figure. It can be seen that:

- ALARO yields the best precipitation forecasts in terms of structure compared to the ensemble mean and median of ALADIN-LAEF, i.e., the size and shape of the precipitation simulated by ALARO corresponds better to the observed object characteristics (S values closer to 0). This result can be expected, as ALARO is run on a significantly higher horizontal resolution than ALADIN-LAEF.

- Comparing the ensemble mean and median of ALADIN-LAEF, the median yields slightly more structured forecasts, i.e., smaller values for S than the mean. This fact also meets expectations as the mean usually yields a smoother field.

- A diurnal cycle is visible for all systems, showing that the difference in terms of the observed objects gets usually bigger during night, leading to even negative S values. This diurnal behavior could be explained on the assumption that the transition from primary convection to more organized...
one is not sufficiently simulated. This is mainly caused by a wrong or too early timing of triggering in the models, conducting to an early decrease of convection objects, leading to smaller objects compared to observations during the evening and early night. In reality, convection usually starts later during the day and lasts longer, as it is often more organized than in the models (Wittmann et al., 2010). This behavior is also visible in the A component as described later.

- Table 2 shows the S values averaged over all regions. The results differ in terms of absolute values of the S component for each domain (not shown), although the differences among the systems (ALARO vs. ALADIN-LAEF) and the characteristic of the diurnal cycle are consistent over all domains.

- A comparison of the results for different area mean thresholds seems to reveal that structure scores tend to get better, i.e., closer to 0, when concentrating on cases with higher precipitation rates (not shown). Also, the diurnal cycle is less pronounced. This could be correlated with the fact that strong precipitation events are often related to some large scale forcing which is less dependent on the general diurnal cycle of convection.

![Fig. 5. S component of: ALARO (ALARO), ALADIN-LAEF’s ensemble mean (LAEF-MEAN) and ALADIN-LAEF’s ensemble median (LAEF-MEDIAN) for the southern part of Austria, for area mean precipitation greater than 0 mm.](image)

The interpretation of the A component (evaluating the area mean precipitation for a given domain) is more difficult, as the results are less clear than for the structure component. Fig. 6 and 7 show the A component for a domain in the central part of Austria.
- The diurnal cycle already mentioned above is also visible in the amplitude component: during (early) day, precipitation activity is overestimated, while there is an underestimation during evening and night. Again, this can possibly be explained by a general shift of the (convective) precipitation diurnal cycle, with the convection starting too early in the model (Fig. 6).

- For higher precipitation thresholds, underestimation gets larger (especially for ALADIN-LAEF), and there is a decrease in overestimation, therefore the diurnal cycle is less pronounced (Fig. 7).

**Fig. 6.** A component of ALARO (ALARO), ALADIN-LAEF’s ensemble mean (LAEF-MEAN), and ALADIN-LAEF’s ensemble median (LAEF-MEDIAN) for the central part of Austria, for area mean precipitation greater than 0.1 mm.

**Fig. 7.** A component of: ALARO (ALARO), ALADIN-LAEF’s ensemble mean (LAEF-MEAN) and ALADIN-LAEF’s ensemble median (LAEF-MEDIAN) for the central part of Austria, for area mean precipitation greater than 0.5 mm.
The evaluation of the mean L component scores does not reveal a clear view, as the results do not differ significantly among the model systems. As it was already stated in other studies (Wittmann et al., 2010), the L score seems to be more suitable to be used in case studies. Mean values over an extended verification period do not reveal a clear picture.

4.4. Case study

In addition to the statistical scores computed for the 2-month period, a comprehensive case study is carried out for a major flood event that took place in Central Europe from May 31 to June 3, 2013, affecting the Danube, Elbe, and Moldova river catchments.

The large amount of precipitation was linked to the subsequent passage of three cyclones formed over Southeastern Europe, traveling around the quasi-stationary upper-level low. A detailed description of the synoptical situation is given by Grams et al. (2014). The effect of this precipitation event on the runoff and level of various rivers in Central Europe was huge, since the soil was already saturated or close to saturation before the start of the event. From climatological point of view, May 2013 was one of the three wettest months of May in the last 150 years in the Upper Danube basin in Austria (Blöschl et al., 2013).

To evaluate the performance of the systems described in the previous sections, the investigation of this case will focus on Austria and the surrounding regions, using several rectangular domains. The domain “RR Zentrum” (11.00 to 14.00 E longitude, 47.10 to 48.40 N latitude) is the most affected one, with peak precipitation values up to 300 mm in 72 hours (Fig. 8). The 72-hour cumulated precipitation map (May 31, 2013, 00 UTC – June 3, 2013, 00 UTC) is provided by INCA analysis. The highest precipitation rates are identified in the interval from June 1, 2013, 18 UTC to June 2, 2013, 06 UTC. Thereby, the analysed interval is divided in two periods of 6-hour forecast range, as shown in Fig. 9 (a: June 1, 2013, 18 UTC – June 2, 2013, 00 UTC and b: June 2, 2013, 00 UTC – June 2, 2013, 06 UTC).

Focus will be on the capabilities of the ALADIN-LAEF and ALARO-LAGGED ensembles to simulate the quantitative precipitation forecasts on the short time range. To assess the uncertainty of the analyzed ensembles, a so-called “spaghetti” plot is represented in Fig. 10. It shows the area mean 6-hour cumulated precipitation for forecast ranges up to 48-hour, for both ensembles and the INCA analysis, covering the “RR-Zentrum” domain. The forecasts are initialized at different times: May 31, 2013, 12 UTC (Fig. 10a) and June 1, 2013, 12 UTC (Fig. 10b).
Fig. 8. INCA 72-hour cumulated precipitation [mm] in the period of May 31, 2013, 00 UTC – June 3, 2013, 00 UTC.

Fig. 9. INCA 6-hour cumulated precipitation [mm] in the periods of June 1, 2013, 18 UTC – 02.06.2013, 00 UTC (a) and 02.06.2013, 00 UTC – 02.06.2013, 06 UTC (b).

Fig. 10. 6-hour cumulated precipitation [mm] for RR-Zentrum starting from May 31, 2013, 12 UTC (a) and June 1, 2013, 12 UTC (b): INCA (blue), ALADIN-LAEF members (LAEF, green), and ALARO-LAGGED members (ALARO, red).
The members of ALADIN-LAEF and ALARO-LAGGED are rather close to INCA in the first 24 hours, showing only small spread (Fig. 10a). After 24-hour lead time, when the precipitation rates start to increase (up to 24 mm in 6-hour at lead time 36-hour), the ALADIN-LAEF shows larger spread than ALARO-LAGGED. Also, the mean precipitation rates are underestimated by many ALADIN-LAEF members with respect to the INCA analysis. These results are underlined by the verification scores obtained for the 2-month verification period, shown in subsection 4.1.

In Fig. 10b, it can be noticed that both systems have a smaller spread at the beginning of the interval, the maximum precipitation amount (at 12-hour lead time) is now better captured by more members of ALADIN-LAEF. Yet, ALARO-LAGGED underestimates the precipitation rate occurring from 12 to 30-hour lead time and decreases the precipitation too early. For higher lead times (36–48-hour), ALARO-LAGGED slightly overestimates, while ALADIN-LAEF stays closer to the observed values.

5. Conclusions

The forecast skill of the 11 km regional ensemble ALADIN-LAEF, compared to the 5 km deterministic ALARO model, has been investigated, in order to understand the advantages and shortcomings of both systems. ALADIN-LAEF’s members are generated by using the first 16 members (from 50) of ECMWF ENS, with different initial conditions perturbations. To quantify the uncertainties in the forecasting system, the breeding-blending and multi-physics approaches are applied. The time-lagged ensemble comprises 5 successive forecasts of ALARO deterministic model from different runs. The forecast quality of the systems was assessed through probabilistic and deterministic measures over a 2-month period, at the beginning and during the convective season of 2013, for the main surface parameters (2 m temperature, 10 m wind speed, and 6-hour cumulated precipitation). A special focus on mesoscale convective systems that generated heavy precipitation over Central Europe was also evaluated.

The main conclusions of this study are:

(1) In general, the probabilistic verification reveals that ALADIN-LAEF, compared to ALARO-LAGGED, shows more spread, less outliers, and it is more skilful in terms of CRPSS. Hence, the low-resolution ensemble system is able to cover many possible scenarios through the spread, and it is statistically more reliable.

(2) Regarding the deterministic verification (conducted for 6-hour cumulated precipitation forecasts), in terms of SAL, the results reveal the advantages of the high-resolution deterministic model ALARO compared to the lower-
resolution regional ensemble ALADIN-LAEF. The ALARO precipitation forecast structure is better simulated compared to the observed objects. The structure and amplitude components show similar behavior of the diurnal cycle for both systems. The premature trigger of the convection masks sometimes the difficulty to simulate the diurnal cycle, mainly because the convective precipitation starts too early in the model.

(3) The high-resolution deterministic model is able to better reproduce the mesoscale convective systems and to solve the complexity of topography. However, the deterministic system is not able to provide information about forecast uncertainties or probabilities.

(4) The regional ensemble system provides advantages compared to the deterministic one. Thus, the ensemble products represent a powerful tool in risk assessment and decision making.
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