Topological Gapless Phases in Non-Symmorphic Antiferromagnets

Wojciech Brzezicki\textsuperscript{1} and Mario Cuoco\textsuperscript{1}

\textsuperscript{1}CNR-SPIN and Dipartimento di Fisica “E. R. Caianiello”, Università di Salerno, I-84084 Fisciano (Salerno), Italy

Topologically protected fermionic quasiparticles occur in metals with band degeneracy as a consequence of band structure topology. Here we unveil topological semimetal and metal phases in a variety of non-symmorphic collinear antiferromagnets with glide reflection symmetry, a combination of mirror and half-lattice translation. We find gapless phases with Dirac points having multiple symmetry-protection as well as electronic structures with triple and quadruple band-crossing points. Glide semimetal is shown to be converted into a unique topological phase with non-trivial $Z_2$ topological charges at the Dirac points due to inversion and time-inversion symmetry combination. More striking is the emergence of a hidden non-unitary relation between the states in the glide sectors that provide a general mechanism to get multiple band touching points. The split Fermi points uncover a $Z_2$ protection that drives the changeover of the multiple-degenerate gapless phase into a topological metal built from their connection through distinct Fermi lines. Besides a new perspective of ordered states in complex materials, our findings indicate that novel topological gapless phases and edge states may occur in a wide class of magnetic systems.
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\textbf{a. Introduction} – Topological materials have become the focus of intense research in the last years\[1\textsuperscript{-}4\] not only for the perspective of new physical phenomena with potential technological applications, but also for being a test bed for fundamental concepts of physics theories. Along this line, recent efforts led to the theoretical prediction\[5\textsuperscript{-}8\] and experimental realization\[9\textsuperscript{-}11\] of topological insulators (TIs) in materials with strong spin-orbit coupling (SOC). One of the hallmarks of TIs is the existence of protected gapless edge states, which are due to a nontrivial topology of the bulk band structure. Such manifestation of topological order however is not limited to insulators as electronic structures with gapless topological modes have been predicted\[12\textsuperscript{-}20\] and their relevance further boosted by the discovery of novel materials\[21\textsuperscript{-}26\] with nontrivial band crossing points in the momentum space and robust edge states.

Among various kinds of topological matter, correlated materials with strong spin-orbital-charge entanglement, e.g. transition-metal oxides, represent a unique platform to explore topological effects combined to a large variety of intriguing collective properties emerging from electron-electron interaction, as superconductivity, magnetism, magnetoelectricity and Mott insulating phases. In these systems, complex magnetic orders generally arise from competing ferromagnetic (FM) and antiferromagnetic (AF) correlations with a frustrated localized-itinerant nature and a strong dependence on the orbital character of the transition metal $d$-shells. Magnetic patterns constructed by antiferromagnetically coupled zig-zag FM chains (Figs. 1(a), (b)) are one generic manifestation of such competing effects and often occur in the class of correlated materials as demonstrated in manganites\[29\textsuperscript{-}31\], ruthenates\[32\textsuperscript{-}35\], dichalcogenides\[36\textsuperscript{-}38\], iridates\[39\textsuperscript{-}40\], nickelates\[41\textsuperscript{-}44\], etc. A relevant mark of zig-zag patterns is the symmetry under non-symmorphic (NS) transformations that combine point group operations with translation that are a fraction of a Bravais lattice vector\[28\]. Recently, NS groups have been recognized as a new source of topological symmetry protection both in gapped\[45\textsuperscript{-}54\] and gapless\[55\textsuperscript{-}60\] systems. Hence, given the wide range of physical phenomena in both topological and correlated materials, the identification of novel topological phases in the presence of non trivial orderings and their material realizations set fundamental challenges in the condensed matter realm.

In this Letter, we unveil topological semimetal (SM) and metal phases in a variety of NS collinear antiferromagnets with glide reflection symmetry. The emergent topological gapless states can exhibit Dirac points (DPs) with multiple symmetry-protection as well as three- and four-fold spin-degenerate Fermi points. Besides NS symmetry protection, we demonstrate that inversion and combination of time-and-inversion can lead to non-trivial $Z_2$ topological charges at the DPs, thus building up a unique and robust topological SM phase. More striking is the occurrence of a hidden non-unitary relation between the states in the two glide sectors that provide a general mechanism to stick DPs or generate multiple band touching points in the glide plane (GP). We unveil how the splitting of the multiple degenerate Fermi points (FPs) drives the transition into a topological metal. Due to a $Z_2$ protection of the FPs in the glide plane, a topological metal arises with multiple Fermi pockets resulting from the Fermi lines connecting the FPs themselves.

\textbf{b. Model and symmetries} – We consider an effective orbital-directional model describing itinerant electrons (e.g. $t_{2g}$ or $p$ bands) in the presence of an anisotropic SOC, as due to tetragonal crystal field splitting, and Hund coupled to localized spin moments forming zig-zag pattern with characteristic length $L_z \geq 2$. 
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The model Hamiltonian is given by
\[
\mathcal{H} = \sum_{i,\sigma} \sum_{\alpha, \beta = a,b} t_{\gamma, \alpha \beta} \left( d_{i,\alpha \sigma}^\dagger d_{i+\gamma, \beta \sigma} + \text{h.c.} \right) - J_H \sum_{i,\alpha = a,b}^{} s_i^\alpha \cdot S_i^z + \lambda \sum_i S_i^z l_i^z,
\]
where \(d_{i,\alpha \sigma}^\dagger\) is the electron creation operator at the site \(i\) with spin \(\sigma\) for the orbital \(\alpha\), \((a, b, c)\) are the \((yz, zx, xy)\) orbitals which are perpendicular to the corresponding bond direction, with \(\hat{a}, \hat{b}, \hat{c}\) being the unit vectors along the lattice symmetry directions. \(\alpha, s_i^\alpha = d_{i,\mu,\alpha}^\dagger \sigma_{\alpha \beta} d_{i,\mu,\beta}\) and \(S_i^z = \pm 1\) denote the spins for the \(dz^2/r^2\) and \(d_{xy}\) orbitals, respectively. \(J_H\) stands for the Hund coupling, while \(\lambda\) is the SOC for the projected subspace of \((a,b)\) orbitals, with \(l_i^z = i \left( d_{i,\alpha \sigma}^\dagger d_{i,\beta \sigma} - d_{i,\beta \sigma}^\dagger d_{i,\alpha \sigma} \right)\) the \(z\)-component of the local angular momentum. \(t_{\gamma, \alpha \beta}\) is the nearest-neighbor hopping amplitude between \(\alpha\) and \(\beta\) for the bond along the \(\gamma\) direction. We assume \(t_{a,bb} = t_{b,aa} = -t\) with \(t\) as energy scale unit. The AF states are collinear and the spin \(z\)-projection is a conserved quantity due to the anisotropic SOC. For the model in Eq. 1, the zig-zag states are the energetically most favorable configurations in a large range of doping concentration [27].

The relevant operations of NS groups in two dimensions are screw axis, glide mirror lines, and glide mirror planes in conjunction with the translation [25]. For zig-zag antiferromagnet (AFM), a NS glide transformation \(R^g\) can be constructed by the product of a reflection with respect to the \(m_2\) plane and a translation \(t = \hat{a}_2/2\) in the \(\hat{a}_2\) direction along the zig-zag chain (Fig. 1). \(R^g\) includes spatial and orbital transformations. Indeed, the \(m_2\) mirror interchanges the \(\hat{a}\) and \(\hat{b}\) lattice directions and consequently the orbitals. \(R^g\) is also intrinsically \(k\)-dependent as it is not possible to find a unit cell that maps onto itself under the glide transformation. By a proper choice of the unit cell or a suitable \(k\)-dependent transformation of \(H_{\hat{g}}\) one can show [64] that the glide operator depends only on \(k_2\) as \(R_{k_2}^g\). We select a basis that makes \(R_{k_2}^g\) to have eigenvalues \(g_{k_2} = \pm 1\) while the eigenvectors carry the \(k_2\)-dependence. As expected from the half-lattice translation of NS symmetry, the glide eigenstates have a larger periodicity in the momentum space. Apart from the glide \(G\), the model Hamiltonian has time reversal invariance, \(T\), chiral symmetry \(S\) at half-filling, as well as a normal reflection plane \((m_1)\), and inversion centers associated to the normal mirror and inversion symmetry \((I)\) transformations.

Concerning the electronic behavior of zig-zag AFM, we focus on \(z2\) and \(z3\) magnetic patterns which are those more relevant for the realistic materials. A generic feature of the phase diagram, arising from the interplay of SOC and Hund exchange, is the presence of wide regions in the parameters space where topologically nontrivial SM phases occur in between the metallic and insulating regimes as demonstrated for two representative electron densities in Figs. 1(c),(d).

c. Multiple symmetry protection – Let us now demonstrate how glide, inversion, and time-reversal combination protect the DPs in \(z2\) AFMs (Fig. 1(a)). The resulting electronic spectra in Figs. 2(b)-(e) directly provide evidence of a striking topological resilience of DPs and edge modes, being always present upon different symmetry broken configurations. To set the stage, let us consider the band structure in the GP at \(k_1 = \pi\) (Fig. 1(g)). Since the glide \(R_{k_2}^g\) commutes with \(H_{\hat{g}}\), the electronic states can be labeled by \(g_{k_2}\) glide eigenvalues. The DPs occur at the crossing of the bands with opposite \(g\) and they are protected by an \(MZ\) mirror Chern number [62], taking values \(\pm 1\) for the two DPs, respectively. Furthermore, we find that in the one-dimensional (1D) cuts at any given \(k_2\) the system has an inversion topological number \(Z_>\) [63], with the inversion symmetry expressed by \(R_{k_2}^t\). \(Z_>\) is defined as the difference of the number of occupied states with a chosen inversion eigenvalue at the two inversion invariant points, \(k_1 = 0\) and \(k_1 = \pi\) [61].
FIG. 2. Electronic spectra for z2 AF at 3/4 filling. (a) Bulk energy spectrum above zero energy. (b)-(e) one-dimensional spectra and edge states for a slab geometry with open boundary. Spectra for a slab configuration with open boundary in the (b) \( \hat{a}_1 \) and (c) \( \hat{a}_2 \) directions, with \( k_2 \) and \( k_1 \) being the momentum parallel to the edge, respectively. Electronic spectra with (d) open boundary along \( \hat{a}_2 \), broken glide and reflection symmetries with inversion invariance, and (e) with only broken time-reversal. (f) \( g^+ \) glide symmetric bands at \( k_1 = 0 \) (red) and \( k_1 = \pi \) (black) as functions of \( k_2 \). (g) Band structure in the glide plane at \( k_1 = \pi \), with glide eigenvalues +1 (red) and -1 (black). Dashed line sets the Fermi level. Color map of the spectra in (b)-(e) with high (low) brightness indicates a large (small) probability of the electronic states to be localized on the left (red) or right (blue) boundary.

Taking the spectra in the \( g^+ \) glide sector at \( k_1 = \{0, \pi\} \), one can immediately deduce that \( Z_\pi \) changes sign at the position of the DPS, i.e. \( k^0 \) and \( 2\pi - k^0 \). The inversion symmetry protection of the DPS explains the presence of a third edge state close to the zone boundary in Fig. 2(c). In the absence of glide symmetry, \( Z_\pi \) is meaningful only in the two high-symmetry cuts of the BZ, i.e. \( k_2 = \{0, \pi\} \), and it is non-trivial at \( k_2 = 0 \) but trivial at \( k_2 = \pi \), so there must be gap closings between these two 1D cuts (Fig. 1f). The last symmetry protection arises from the combination of \( \mathcal{I} \) and \( \mathcal{T} \). Their product yields a conjugation operator, \( \mathcal{K}^+ = \mathcal{I}\mathcal{T} \), since \( \mathcal{K} \) transforms \( \mathcal{H}_\pi \) into \( \mathcal{H}^T_\pi \). If \( \mathcal{K}\mathcal{K}^* = 1 \) (which is satisfied for any \( L_z \)) then \( \mathcal{H} \) can be made purely real in the eigenbasis of \( \mathcal{K}^+ \).

Thus, close to the DPSs, the low energy Hamiltonian has a form \( H_{\delta \tilde{k}} = \delta k_1 A + \delta k_2 B \) with \( A \) and \( B \) being \( 2 \times 2 \) real symmetric matrices and \( \delta \tilde{k} \) the deviation with respect to the DP. Such Hamiltonian is in the class \( D \) of the Altland-Zinnbauer table and for a Fermi surface with codimension \( p = 2 \) the system can be topological non-trivial with a \( Z_2 \) invariant \([61]\). The evaluation of \( Z_2^{(1)} \) charge \([61]\) indeed confirms that the DPSs have \( Z_2 \) charges with values \( \pm 1 \).

Concerning the lowering symmetry perturbations, breaking of glide in such a way that inversion is not preserved opens a gap and the system becomes topologically trivial whereas breaking of reflection or time only removes the \( Z_2 \) protection but leaves the glide protection so that the DPSs are preserved. In Fig. 2(e) the case of time-reversal violation is considered. Due to a termination dependent orbital polarization, non-degenerate chiral states emerge at the edge and, remarkably, the system allows for non-vanishing charge and orbital currents at the boundary.

**d. Multiple Fermi points and topological metal**—The gapless phases in the GPs for z3 AFM exhibit quadruple and triple band touchings at half-filling and away from it (Figs. 3(a),(b)). The multiplicity of the Fermi points is not accidental. They appear in the GPs because of a hidden non-unitary relation that manifests itself on the level of determinant of the glide-block Hamiltonian. Indeed, for the Hamiltonian projected in the GP the two blocks are related by a \( 2\pi \)
shift, i.e., $H^+_{0,k_2} = H^-_{0,k_2+2\pi}$. However, while the spectrum of $H^+_{0,k_2}$ is $4\pi$-periodic, its determinant has a $2\pi$-periodicity, $\det(H^+_{0,k_2} - \mu) \equiv \det(H^+_{0,k_2+2\pi} - \mu)$, at $\mu = 0$ and $\mu = \mu_0 = \sqrt{2 + J_F^2 + \lambda^2}$, for the case of chiral and non-chiral DPs, respectively. Such feature seems to be a remnant of the original periodicity of the full Hamiltonian and it implies that a $\mu$ eigenvalue of $H_{0,k_2}$ must be $2\pi$ periodic. Then, (i) the $2\pi$-shift relation of the glide symmetric blocks and (ii) the $2\pi$-periodic determinant combine to glue together DPs from different glide blocks at two specific energy levels, $\mu = 0, \mu_0$. We note that while such property is similar to the congruence, it turns out not to be exactly equivalent. Indeed, a hermitian congruence is found between the blocks $H_{0,k_2}^+$ and $H_{0,k_2+2\pi}^-$, thus meaning that in a given basis these blocks differ only by a scaling of the rows and columns entries $[66]$. The anomalous periodicity of the determinant can be constructed explicitly $[66]$ through a non-unitary chiral-like operator $\Sigma_{k_2} = h_{k_2}^{-1} H_{k_2}$ where $H_{k_2}$ is the $2\pi$ periodic part of $H_{0,k_2}^+$ and $h_{k_2}$ is the part with $4\pi$ period ($h_{k_2+2\pi} \equiv -h_{k_2}$). The proof relies on the fact that eigenvalues of $\Sigma_{k_2}$ are symmetric around zero and on the Silverstev property of determinants, i.e., $\det(1 + AB) \equiv \det(1 + BA)$. The emergence of a non-unitary relation that leaves the determinant invariant is a novel mechanism for the search and generation of multiple band touching points in the presence of NS symmetries.

Though the multiple band crossing points are not topological protected, they contain a topological character that marks the metallic phase. By adding a symmetry conserving second and third nearest-neighbors hopping ($\delta$) the degeneracy is removed and the DPs are split (Figs. 3 (e),(f)). The removal of the degeneracy is concomitant with a transition from semimetal to metal whose Fermi surface is, however, dictated by the presence of topologically protected DPs in the glide plane due to band crossing in each glide sector. At $\mu = 0$, the $Z_2$ number associated to the Fermi pockets and the DPs in the glide plane can be directly obtained from the chiral and conjugation symmetries. Indeed, by introducing the anticonjugation operator $A^*_K = S_K K^*_K$, acting like a particle-hole transformation at a high-symmetry point, one can show that if $A^*_K A^*_K = 1$, holding only for odd $L_z$, then $H_K$ can be made purely imaginary and thus antisymmetric in the eigenbasis of $A^*_K$. For the antisymmetric $H^*_K$ the $Z_2$ number is defined by its Pfaffian and the Fermi pockets manifest themselves as the locus of points where the Pfaffian changes sign and band inversion occurs (Figs. 3 (e),(f)). Hence, the metal phase is marked by two Fermi pockets that are glued to the glide plane through the topological protected DPs at $k_1 = 0$. Away from half-filling, e.g. at $\mu = \mu_0$, the triple band crossing is already coexisting with a Fermi pocket (Fig. 3 (e)) and the removal of the degeneracy leads to topological protected DPs in the glide plane due to the combination of inversion and time as for the $z2$ pattern. The resulting metal phase is made of Fermi lines that also exhibit a non trivial AI winding number $[61]$.

The realization of topological zig-zag AFMs and anomalous edge states has been so far focusing on specific insulating configurations $[67]$. Our analysis demonstrates that multi-orbital zig-zag AFMs, due to the NS symmetry, generally lead to topological gapless phases.
whose nature depend on the characteristic zig-zag length as well as on the intricate entanglement of NS and internal or other spatial symmetries. The emergent invariance of the determinants in the glide sectors is a novel mechanism, uniquely arising in NS systems, to generate multiple band touching Fermi points and consequently topological non-trivial gapless phases.

Acknowledgements W.B. acknowledges support by the European Horizon 2020 research and innovation programme under the Marie-Sklodowska-Curie grant agreement No. 655515.

I. APPENDIX

A. Structure of the Hamiltonian for \( L_z = 2 \) and \( L_z = 3 \) zigzag patterns

The general form of the Hamiltonian in Eq. 1 (see the main text) for a zigzag spin pattern can be obtained by analyzing the possible hopping processes for a given unit cell, as shown in Fig. 1 (see the main text). Its matrix representation for a given quasimomentum \( \vec{k} \) and fixed spin polarization of the itinerant electrons, that is a good quantum number, can be conveniently written by a block matrix of the form,

\[
\mathcal{H}_k = \begin{pmatrix}
H_{bb}^{11} & H_{bb}^{12} & H_{ba}^{12} & H_{bb}^{13} \\
H_{bb}^{21} & H_{bb}^{22} & H_{ba}^{22} & H_{bb}^{23} \\
H_{ab}^{12} & H_{ab}^{13} & H_{aa}^{13} & H_{ab}^{14} \\
H_{ab}^{22} & H_{ab}^{23} & H_{aa}^{23} & H_{ab}^{24}
\end{pmatrix}. \tag{1}
\]

Here, the blocks \( H_{ab}^{\sigma\sigma'}(\sigma, \sigma' = \uparrow, \downarrow \) and \( \alpha, \alpha' = a, b \) are of the size \( N_\downarrow = N_\uparrow = 2L_z - 2 \), being the size of the spin up/down domain within the unite cell (see Fig. 1). The indices \( \sigma \alpha \) and \( \sigma' \beta \) mean that the block describes hopping from the spin \( \sigma \) to spin \( \sigma' \) domain between orbitals \( \alpha \) and \( \beta \). For z2 magnetic pattern these blocks for the electrons with spin up are given by the equations,

\[
H_{bb}^{11} = \begin{pmatrix}
J_H & e^{-ik_2 l_{bb}} - l_{bb} \\
e^{-ik_1 l_{bb}} + l_{bb} & J_H
\end{pmatrix}, \tag{2}
\]

\[
H_{bb}^{12} = \begin{pmatrix}
-J_H & e^{-ik_2 l_{bb}} - l_{bb} \\
-e^{-ik_1 l_{bb}} + l_{bb} & -J_H
\end{pmatrix}, \tag{3}
\]

\[
H_{bb}^{22} = \begin{pmatrix}
0 & e^{-ik_2 l_{bb}} - l_{bb} \\
e^{-ik_1 l_{bb}} + e^{i(k_2 - k_1)} l_{bb} & 0
\end{pmatrix}, \tag{4}
\]

\[
H_{bb}^{13} = (H_{bb}^{22})^\dagger, \tag{5}
\]

for the \( b \)-orbital sector and

\[
H_{ba}^{12} = \begin{pmatrix}
J_H & e^{-ik_2 l_{ba}} - l_{ba} \\
e^{ik_1 l_{ba}} - l_{ba} & J_H
\end{pmatrix}, \tag{6}
\]

\[
H_{ba}^{12} = \begin{pmatrix}
-J_H & e^{-ik_2 l_{ba}} - l_{ba} \\
-e^{ik_1 l_{ba}} - l_{ba} & -J_H
\end{pmatrix}, \tag{7}
\]

\[
H_{ba}^{13} = \begin{pmatrix}
0 & e^{-ik_2 l_{ba}} + l_{bb} \\
e^{-ik_1 l_{ba}} + e^{i(k_2 - k_1)} l_{bb} & 0
\end{pmatrix}. \tag{8}
\]

The indices \( \lambda \alpha \) (\( \lambda \alpha = \downarrow \downarrow, \uparrow \uparrow, \downarrow \uparrow, \uparrow \downarrow \)) mean that the block describes hopping from the spin \( \lambda \) to spin \( \alpha \) domain between orbitals \( \alpha \). The additional indices mean that the block describes hopping from the spin \( \lambda \) to spin \( \alpha \) domain between orbitals \( \alpha \) and \( \beta \). For z2 magnetic pattern these blocks for the electrons with spin up are given by the equations,

\[
H_{ba}^{14} = \begin{pmatrix}
J_H & t_{bb} & 0 & -e^{-ik_2 l_{ba}} \\
t_{bb} & J_H & t_{bb} & 0 \\
0 & t_{bb} & J_H & -l_{ba} \\
-e^{ik_2 l_{bb}} & 0 & -l_{ba} & J_H
\end{pmatrix}, \tag{9}
\]

\[
H_{ba}^{14} = \begin{pmatrix}
-J_H & t_{bb} & 0 & -e^{-ik_2 l_{ba}} \\
t_{bb} & -J_H & t_{bb} & 0 \\
0 & t_{bb} & -J_H & -l_{ba} \\
-e^{ik_2 l_{bb}} & 0 & -l_{ba} & -J_H
\end{pmatrix}. \tag{10}
\]

\[
H_{ba}^{14} = N_\downarrow \begin{pmatrix}
0 & -l_{ba} & 0 & e^{-ik_2 l_{ba}} \\
e^{-ik_1 l_{ba}} - l_{bb} & 0 & -t_{bb} & 0 \\
0 & -e^{-ik_1 l_{ba}} - l_{bb} & 0 & t_{bb} \\
e^{i(k_2 - k_1)} l_{bb} & 0 & t_{bb} & 0
\end{pmatrix}. \tag{11}
\]

\[
H_{ba}^{14} = (H_{ba}^{14})^\dagger, \tag{12}
\]

and the rest of blocks can be recovered from these as

\[
H_{ba}^{14} = (H_{ba}^{14})^\dagger. \tag{13}
\]

We note that here the spin sectors for the itinerant electrons are completely equivalent. We can obtain the Hamiltonian blocks for the opposite sector by changing the sign of \( J_H \) and \( \lambda \). For zig-zag 3z the size of the spin domain is \( N_\downarrow = 4 \) so that the blocks are twice larger. Then, we have

\[
H_{bb}^{11} = \begin{pmatrix}
J_H & t_{bb} & -t_{bb} & 0 \\
t_{bb} & J_H & t_{bb} & t_{bb} \\
t_{bb} & t_{bb} & J_H & t_{bb} \\
-t_{bb} & t_{bb} & t_{bb} & J_H
\end{pmatrix}, \tag{14}
\]

\[
H_{bb}^{11} = \begin{pmatrix}
-J_H & t_{bb} & -t_{bb} & 0 \\
t_{bb} & -J_H & t_{bb} & t_{bb} \\
t_{bb} & t_{bb} & -J_H & t_{bb} \\
-t_{bb} & t_{bb} & t_{bb} & -J_H
\end{pmatrix}. \tag{15}
\]

\[
H_{bb}^{11} = N_\downarrow \begin{pmatrix}
0 & -l_{ba} & 0 & e^{-ik_2 l_{ba}} \\
e^{-ik_1 l_{ba}} - l_{bb} & 0 & -t_{bb} & 0 \\
0 & -e^{-ik_1 l_{ba}} - l_{bb} & 0 & t_{bb} \\
e^{i(k_2 - k_1)} l_{bb} & 0 & t_{bb} & 0
\end{pmatrix}. \tag{16}
\]
for the $b$-orbital sector, and

$$
H_{\downarrow \downarrow}^{ba} = \begin{pmatrix}
J_H & t^{ab}_b & 0 & e^{-ik_2t^{ab}_b} \\
-t^{ab}_b & J_H & t^{ab}_b & 0 \\
0 & -t^{ab}_b & J_H & t^{ab}_b \\
e^{i(k_2-k_1)}t^{ab}_b & 0 & -t^{ab}_b & -H \\
e^{ik_2t^{ab}_b} & 0 & 0 & -e^{-ik_2t^{ab}_b} \\
0 & e^{-ik_2t^{ab}_b} & 0 & -e^{-ik_2t^{ab}_b} \\
eg & -e^{i(k_2-k_1)}t^{ab}_b & 0 & -t^{ab}_b & 0
\end{pmatrix},
$$
(19)

$$
H_{\uparrow \uparrow}^{ba} = \begin{pmatrix}
0 & t^{ab}_b & 0 & 0 \\
-t^{ab}_b & 0 & t^{ab}_b & 0 \\
0 & t^{ab}_b & 0 & t^{ab}_b \\
e^{i(k_2-k_1)}t^{ab}_b & 0 & -t^{ab}_b & 0
\end{pmatrix},
$$
(20)

$$
H_{\alpha\alpha'}^{ba} = \left( H_{b\alpha}^{\alpha'^\dagger} \right),
$$
(22)

for the $a$-orbital sector. For the interorbital sector we have

$$
H_{\downarrow \downarrow}^{ba} = \begin{pmatrix}
i\lambda & t^{ab}_b & 0 & 0 \\
-t^{ab}_b & i\lambda & 0 & 0 \\
0 & -t^{ab}_b & 0 & 0 \\
e^{-i(k_2-k_1)}t^{ab}_b & 0 & 0 & e^{-i(k_2-k_1)}t^{ab}_b
\end{pmatrix},
$$
(23)

$$
H_{\downarrow \uparrow}^{ba} = \begin{pmatrix}
i\lambda & 0 & 0 & t^{ab}_b \\
0 & i\lambda & 0 & 0 \\
0 & 0 & 0 & t^{ab}_b \\
e^{-i(k_2-k_1)}t^{ab}_b & 0 & 0 & 0
\end{pmatrix},
$$
(24)

$$
H_{\uparrow \downarrow}^{ba} = \begin{pmatrix}
0 & 0 & -t^{ab}_b & 0 \\
e^{i(k_2-k_1)}t^{ab}_b & 0 & 0 & -t^{ab}_b \\
0 & -t^{ab}_b & 0 & 0 \\
e^{-i(k_2-k_1)}t^{ab}_b & 0 & 0 & 0
\end{pmatrix},
$$
(25)

$$
H_{\uparrow \uparrow}^{ba} = \begin{pmatrix}
0 & 0 & -t^{ab}_b & 0 \\
e^{-i(k_2-k_1)}t^{ab}_b & 0 & 0 & -t^{ab}_b \\
0 & -t^{ab}_b & 0 & 0 \\
0 & -t^{ab}_b & 0 & -t^{ab}_b
\end{pmatrix},
$$
(26)

and the remaining blocks are as in Eq. (14).

$$
H_{\sigma\sigma'}^{ba} = \left( H_{b\sigma}^{\sigma'^\dagger} \right).
$$

B. Reducing the Hamiltonian into a purely real matrix form

The combination of the time reversal and inversion transformation leads to the operator $K_{\vec{k}}$ defined as,

$$
K_{\vec{k}} \equiv \mathcal{I}_{\vec{k}} \mathcal{T},
$$
(27)

whose action on the Hamiltonian is to make it transposed or complex conjugated,

$$
K_{\vec{k}}^\dagger \mathcal{H}_{\vec{k}} K_{\vec{k}} = \mathcal{H}_{\vec{k}}^T.
$$
(28)

Thus, we can generally indicate $K_{\vec{k}}$ as a conjugation operator. Due to its structure and on the property of $\mathcal{I}$ and $\mathcal{T}$, we find that the square of $K_{\vec{k}}$ gives the identity, i.e.,

$$
K_{\vec{k}} K_{\vec{k}}^\dagger = 1.
$$
(29)

From the fact that $K_{\vec{k}}$ is unitary, we also deduce that $K_{\vec{k}} = \exp(iK_{\vec{k}})$, where $K_{\vec{k}}$ is a hermitian matrix. Thus, if $K_{\vec{k}} K_{\vec{k}}^\dagger \equiv 1$ then $K_{\vec{k}}$ must be also symmetric and real. On this basis, $K_{\vec{k}}$ can be diagonalized by a real unitary transformation and accordingly for $K_{\vec{k}}$. The eigenvalues of $K_{\vec{k}}$ are $\pm 1$, hence it can be put in a diagonal form $\mathcal{D}_{\vec{k}}$ by a suitable unitary and real transformation $\mathcal{U}_{\vec{k}}$:

$$
\mathcal{D}_{\vec{k}} \equiv \mathcal{U}_{\vec{k}} K_{\vec{k}} \mathcal{U}_{\vec{k}}^\dagger = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
$$
(30)

Furthermore, we can introduce another unitary transformation $V_{\vec{k}}$ as

$$
V_{\vec{k}} \equiv \mathcal{U}_{\vec{k}} \sqrt{\mathcal{D}_{\vec{k}}},
$$
(31)

in such a way that we can transform the Hamiltonian to get $\mathcal{H}_{\vec{k}}'$ in the following form

$$
\mathcal{H}_{\vec{k}}' = V_{\vec{k}}^\dagger \mathcal{H}_{\vec{k}} V_{\vec{k}}.
$$
(32)

It is then important to notice that the transformed Hamiltonian is purely real. To achieve this result one needs to transform $\mathcal{K}$ by means of $V$, recalling that $\mathcal{K}$ transforms as an anti-unitary operator. Indeed, one obtains

$$
K_{\vec{k}}' \equiv V_{\vec{k}}^T K_{\vec{k}} V_{\vec{k}}^\dagger,
$$
(33)

and from the definition of $V_{\vec{k}}$ and from the fact that $\mathcal{U}_{\vec{k}}$ is real we get

$$
K_{\vec{k}}' = 1.
$$
(34)

On the other hand, since we know that $K'$ satisfies a relation with $\mathcal{H}_{\vec{k}}'$ which is given

$$
(K_{\vec{k}}')^\dagger \mathcal{H}_{\vec{k}}' K_{\vec{k}}' = (\mathcal{H}_{\vec{k}}')^* T.
$$
(35)

we finally conclude that $\mathcal{H}_{\vec{k}}' \equiv (\mathcal{H}_{\vec{k}}')^T$ that implies $\mathcal{H}_{\vec{k}}'$ to be purely real.

C. Determinant equivalence of the glide blocks

1. Half-filling case

Taking the two glide plane Hamiltonians $\mathcal{H}_{0,k_2}$ and $\mathcal{H}_{\pi,k_2}$ we can use the eigenbasis $V_{\vec{k}}$ of the glide operator $\mathcal{R}_{k_2}$ to make it block-diagonal as

$$
\mathcal{H}_{0(\pi),k_2} V_{\vec{k}} \mathcal{H}_{0(\pi),k_2} V_{\vec{k}}^\dagger = \begin{pmatrix} H_{0(\pi),k_2}^+ & 0 \\ 0 & H_{0(\pi),k_2}^-
\end{pmatrix},
$$
(36)
where \( H^{\pm}_{0(\pi),k_2} \) are the blocks of equal size in the subspaces of \(+1\) and \(-1\) eigenvalues of \( R^L_{k_2} \). One finds that these blocks are equal modulo \( 2\pi \) shift in \( k_2 \), that is
\[
H^{+}_{0(\pi),k_2} = H^{\pm}_{0(\pi),k_2+2\pi}.
\]
(37)

Note that \( 2\pi \) shift in \( k_2 \) is relevant from the point of view of \( H^{+}_{0(\pi),k_2} \) because now we are in the eigenbasis of \( R^L_{k_2} \) which is \( k \)-dependent and the period of \( H^{\pm}_{0(\pi),k_2} \) is twice elongated. This property, that holds for any zig-zag segment length \( L_z \), implies that the whole spectrum of the glide-plane Hamiltonian is fully determined in just one eigen-subspace of the glide operator.

Now we will show that at the same \( k_2 \) the spectra of \( H^{\pm}_{0(\pi),k_2} \) are related in a very special way. Namely, for any \( L_z \) and \( k_1 = 0 \) we find that,
\[
\det H^{+}_{0,k_2} = \det H^{-}_{0,k_2} = \det H^{\pm}_{0,k_2+2\pi},
\]
(38)
and for any odd \( L_z \) and \( k_1 = \pi \) we have,
\[
\det H^{+}_{\pi,k_2} = \det H^{-}_{\pi,k_2} = \det H^{\pm}_{\pi,k_2+2\pi}.
\]
(39)

This means that in each block the product of all eigenvalues is \( 2\pi \) periodic although these eigenvalues by themselves have longer period.

Let us show why such property of determinant holds by considering zig-zag patterns with \( L_z = 3 \) and \( k_1 = 0 \). We find the determinant of a glide block to be,
\[
\det H^{+}_{0,k_2} = \left( -2 + (J_H^2 - \lambda^2)^2 + 2 \cos k_2 \right)^2, \tag{40}
\]
although the periodicity of \( H^{+}_{0,k_2} \) is \( 4\pi \).

Such relation is related to a sort of hidden symmetry. Indeed, the block can be written in the following way
\[
H^{+}_{0,k_2} = h_{k_2} + \tilde{H}_{k_2}, \tag{41}
\]
where \( \tilde{H}_{k_2} \) is the \( 2\pi \) periodic part of \( H^{+}_{0,k_2} \), i.e., \( \tilde{H}_{k_2+2\pi} = H_{k_2} \) and \( h_{k_2} \) is the part with \( 4\pi \) period. Since the dependence on \( k_2 \) is always enclosed in sine and cosine type functions we have
\[
h_{k_2+2\pi} = -h_{k_2}. \tag{42}
\]

Now, we can write the desired determinant in the following way,
\[
\det H^{+}_{0,k_2} = \det \left( h_{k_2} + \tilde{H}_{k_2} \right) = \det h_{k_2} \det \left( 1 + \Sigma_{k_2} \right), \tag{43}
\]
where \( \Sigma_{k_2} \equiv h_{k_2}^{-1} \tilde{H}_{k_2} \). This step requires \( h_{k_2} \) to be an invertible function, and it holds because \( h_{k_2} \) has eigenvalues \( \pm \lambda \) so it is non-singular for any \( k_2 \). The new operator \( \Sigma_{k_2} \) satisfies the relation \( \Sigma_{k_2+2\pi} = -\Sigma_{k_2} \). It is non-hermitian and in principle can be non-diagonalizable. In our case, we find \( \Sigma_{k_2} \) to be diagonalizable and its spectrum to be chiral with the following eigenvalues
\[
s_{k_2} = \pm \frac{1}{\lambda} \sqrt{J_H^2 + 2 \sin \frac{k_2}{2}}, \tag{44}
\]
and being double degenerate. This means that there exist a non-singular operator \( \beta_{k_2} \) that anticommutes with \( \Sigma_{k_2} \), namely
\[
\{ \beta_{k_2}, \Sigma_{k_2} \} \equiv 0. \tag{45}
\]

Using this property we can prove that determinant of \( H^{+}_{0,k_2} \) is \( 2\pi \) periodic as
\[
\det H^{+}_{0,k_2+2\pi} = (-1)^{N_z} \det h_{k_2} \det \left( 1 - \Sigma_{k_2} \right). \tag{46}
\]

Then, we focus on the second term and the anticommutation of \( \beta_{k_2} \),
\[
\det \left( 1 - \beta_{k_2}^{-1} \Sigma_{k_2} \beta_{k_2} \right) = \det \left( 1 + \beta_{k_2}^{-1} \Sigma_{k_2} \beta_{k_2} \right),
\]
as well as we take into account the Silvester identity that sets the relation between the determinants of two generic matrices \( A \) and \( B \)
\[
\det (1 + AB) = \det (1 + BA). \tag{47}
\]

Choosing \( A = \beta_{k_2}^{-1} \Sigma_{k_2} \) and \( B = \beta_{k_2} \) we finally have that,
\[
\det \left( 1 + \beta_{k_2}^{-1} \Sigma_{k_2} \beta_{k_2} \right) = \det \left( 1 + \Sigma_{k_2} \right), \tag{48}
\]
and thus
\[
\det \left( 1 - \Sigma_{k_2} \right) = \det \left( 1 + \Sigma_{k_2} \right). \tag{49}
\]

This implies that
\[
\det H^{+}_{0,k_2+2\pi} = (-1)^{N_z} \det H^{+}_{0,k_2}. \tag{50}
\]

Since \( N_z \) is always even in our zig-zag patterns we succeed in demonstrating that the determinant of the glide block is indeed \( 2\pi \) periodic. We point out that a crucial ingredient for the proof is given by the existence of an invertible operator \( \beta_{k_2} \) that anticommutes with \( \Sigma_{k_2} \). We found that such chirality also occurs for \( k = \pi \) glide plane and for other zig-zag segment lengths \( L_z \).

2. Away from half-filling

The property of determinant of a glide block described in the previous Section can be more general in case of some \( L_z \). Namely, we can find such values of chemical potential \( \mu \) that a following relation is satisfied,
\[
\det \left( H^{+}_{0,k_2} - \mu \right) \equiv \det \left( H^{+}_{0,k_2+2\pi} - \mu \right). \tag{51}
\]

In case of zig-zag \( L_z = 3 \) we find that there is one non-trivial value of \( \mu \) satisfying this relation,
\[
\mu_0 = \pm \sqrt{2 + J_H^2 + \lambda^2}, \tag{52}
\]
where the freedom of sign comes from the chirality of \( H^{+}_{0,k_2} \). The determinant then becomes,
\[ \det \left( H_{0,k_2}^+ - \mu_0 \right) = 4 \left( 1 - 2J_H^2 \lambda^2 + \cos k_2 \right)^2. \]  

So indeed it is 2\(\pi\) periodic. Why it happens we can prove in an indirect way. We define a chiral-square block \(H_{0,k_2}^{(2)}\) as,

\[ H_{\mu,k_2}^{(2)} \equiv (H_{0,k_2}^+)^2 - \mu^2. \]  

For this block we can prove using the method from the previous section that,

\[ \det H_{\mu,k_2}^{(2)} = \det H_{\mu,k_2 + 2\pi}^{(2)}. \]  

Now having this we can relate the determinant of \(H_{\mu,k_2}^{(2)}\) to the determinant of \((H_{0,k_2}^+ - \mu)\) (modulo sign) in a following way,

\[ \det H_{\mu,k_2}^{(2)} = \det \left( H_{0,k_2}^+ + \mu \right) \det \left( H_{0,k_2}^+ - \mu \right) = (-1)^{N_1} \det \left( H_{0,k_2}^+ - \mu \right)^2, \]

where for the second equality we used the chirality operator of \(H_{0,k_2}^+\) and the Silvester identity of Eq. (47) in the same way as we did in previous section for \(\Sigma_{k_2}\) and \(\beta_{k_2}\).

The prove of property (55) can be done in a way described in the previous Section. First we decompose \(H_{\mu,k_2}^{(2)}\),

\[ H_{\mu,k_2}^{(2)} = h_{k_2}^{(2)} + \bar{H}_{\mu,k_2}^{(2)}, \]

into the part which is 2\(\pi\) periodic - \(h_{k_2}^{(2)}\) and the rest, \(\bar{H}_{\mu,k_2}^{(2)}\) satisfying \(h_{k_2}^{(2)} + 2\pi \equiv -h_{k_2}^{(2)}\). Now we define the operator \(\Sigma_{\mu,k_2}^{(2)}\) which we would like to be chiral, i.e.,

\[ \Sigma_{\mu,k_2}^{(2)} \equiv h_{k_2}^{(2)-1} \bar{H}_{\mu,k_2}^{(2)}. \]

Indeed the spectrum of \(\Sigma_{\mu,k_2}^{(2)}\) is chiral if only \(\mu = \mu_0\) but there is one subtlety here - \(\Sigma_{\mu,k_2}^{(2)}\) is non-diagonalizable (defect), i.e., we find that it has a non-trivial Jordan form given by,

\[ \Sigma_{\mu_0,k_2}^{(2)'} = \begin{pmatrix} -s_{k_2} & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -s_{k_2} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -s_{k_2} & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -s_{k_2} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & s_{k_2} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & s_{k_2} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & s_{k_2} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & s_{k_2} \end{pmatrix}, \]

with eigenvalues,

\[ \pm s_{k_2} = \pm \frac{1}{2} \sqrt{J_H \lambda} \cos \frac{k_2}{2}, \]

and where \(\Sigma_{\mu_0,k_2}^{(2)'}\) is related with \(\Sigma_{\mu_0,k_2}^{(2)}\) by a similarity transformation,

\[ \Sigma_{\mu_0,k_2}^{(2)'} = \gamma^{-1} \Sigma_{\mu_0,k_2}^{(2)} \gamma. \]

The fact that \(\Sigma_{\mu_0,k_2}^{(2)}\) is defective means that we cannot find a non-singular matrix \(\beta_{\mu_0,k_2}\) that anticommutes with \(\Sigma_{\mu_0,k_2}^{(2)}\) even though its spectrum is chiral. This is however not a big complication because the non-diagonal entries in \(\Sigma_{\mu_0,k_2}^{(2)}\) do not affect the determinant of \((1 + \Sigma_{\mu_0,k_2}^{(2)'})\), which is important for the proof. Hence we can replace \(\Sigma_{\mu_0,k_2}^{(2)}\) by a new operator \(\tilde{\Sigma}_{\mu_0,k_2}^{(2)}\) whose form in the basis given by \(\gamma\) is purely diagonal and is identical to \(\Sigma_{\mu_0,k_2}^{(2)'}\) without non-diagonal entries. For this operator one can find an anticommuting and non-singular partner and thus the proof is complete.

### D. Topological invariants

To calculate the topological invariants we use an approach based on Green’s function [63, 64]. Namely, we define the Green’s operator \(G\) as,

\[ G(\omega,k) = \frac{1}{i\omega - H_{k}}, \]

where the Fermi energy is at \(\omega = 0\). For the non-chiral case of a Fermi surface with a codimension \(p\), being the difference of the system’s dimension \(d\) and that one of the Fermi surface \(d_{FS}\), the topological number \(N_p\) can be expressed as an integral over an oriented manifold of the dimension \(p\), e.g. a \(p\)-sphere, in a \((\omega,\vec{k})\)-space enclosing the Fermi surface,

\[ N_p = C_p \int_{S^p} \text{tr} \left[ \left( G d G^{-1} \right)^p \right], \]

where the prefactor \(C_p\) is given by

\[ C_p = \frac{n!}{(2n+1)!(2\pi i)^{n+1}}, \]

with \(p = 2n + 1\). Thus the formula is valid only for odd \(p\) and for even ones the \(Z\) topological number vanishes. Note that the power under the trace means an external product of \(p\) copies of \((G d G^{-1})\). This formula is used to calculate the topological number (charge) of a line Fermi surface within the \(A1\) class. Because the problem is two-dimensional we have \(p = 1\) and thus we can get a non-vanishing \(N_p\) calculating the integral over a circle around the Fermi line. For simplicity the circle can be chosen in the \((\omega, k_1)\)-plane with a center belonging to the Fermi surface.

In the presence of a chiral symmetry \(S\), the \(Z\) topological number lives only at \(\omega = 0\) so the effective dimension
of the integration is reduced by 1. Consequently, the chiral $Z$ topological number $\nu_p$ for the Fermi surface with a codimension $p$ is defined by,

$$\nu_p = \frac{C_{p-1}}{2} \int_{S^{p-1}} \text{tr} \left[ S (\mathcal{H}^{-1} d\mathcal{H})^{p-1} \right],$$  \hspace{1cm} (65)

where the sphere $S^{p-1}$ is only in the $F$-space. From this formula we can calculate the winding numbers of the chiral Dirac points within the BDI class.

Finally, we also use the $Z_2$ topological numbers of the first generation - $Z_2^{(1)}$. These numbers are defined by similar integrals as the $Z$-numbers but they require an extension of the Hamiltonian (or the Green’s function). This extension involves an auxiliary parameter $u \in [0, 1]$ which becomes an extra dimension to integrate over. The extended Hamiltonian has a form $\tilde{\mathcal{H}}_G = (1-u)\mathcal{H}_G + u\mathcal{H}_0$, where $\mathcal{H}_0$ is a trivial Hamiltonian with energies $\pm E_0$. From the extended Hamiltonian $\tilde{\mathcal{H}}$ we deduce the Green’s function $\tilde{\mathcal{G}}$. The $Z_2^{(1)}$ topological number $N_p^{(1)}$ of the Fermi surface with codimension $p$ is then given by

$$N_p^{(1)} = C'_p \int_{S^{p-1}} [ \text{tr} \left( \tilde{\mathcal{G}}^{-1} \right)^p \tilde{\mathcal{G}} \partial_u \tilde{\mathcal{G}}^{-1} ] \mod 2,$$

\hspace{1cm} (66)

with a prefactor,

$$C'_p = -\frac{2(p/2)!}{p!(2\pi i)^{p/2+1}}.$$  \hspace{1cm} (67)

Thus, the $Z_2^{(1)}$ number is non-vanishing only for even codimension $p$. In our case we use this formula to calculate the topological charges of the Dirac points in two dimensions - $p = 2$ within an effective D class. It is worth to mention that in this case, when we deal with a purely real $2 \times 2$ Hamiltonian, the extension $\mathcal{H}_0$ must be chosen as imaginary to get a non-vanishing $N_p^{(1)}$ - here we chose $\mathcal{H}_0 = \sigma^y$. In the end, we also need a chiral version of the $N_p^{(1)}$ invariant, namely the chiral $Z_2^{(1)}$ number $\nu_p^{(1)}$. This is defined in a usual way by

$$\nu_p^{(1)} = \frac{C'_{p-1}}{2} \int_{S^{p-1}} \int_{0}^{1} du \text{tr} \left[ (\mathcal{H}_G^{-1} d\mathcal{H}_G)^{p-1} \mathcal{H}_G^{-1} \partial_u \mathcal{H}_G \right] \mod 2.$$  \hspace{1cm} (68)

Such an invariant are used to characterize the Dirac points in the one-dimensional cut in the BZ.
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