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Abstract
In the paper a new control algorithm for mobile manipulators with skid–steering platform, moving on unknown terrain, has been introduced. The mobile manipulator consists of a skid–steering mobile platform and a 2R rigid manipulating arm mounted on the platform. Due to under–actuation of such mobile platforms, the concept of factitious force (which does not exist in reality and is assumed to be always 0) has been utilised. Presented control law, in adaptive and robust version, guarantees asymptotically fast convergence of tracking errors to 0, which has been proved in the article. Simulations, which have been conducted for object of considerations, confirm that the developed control law works properly even in terrain which parameters are unknown and piece–wise constant.
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1 Introduction
Mobile manipulators are vivid research topic because of the important role in robotics and possible applications in real life. Those vehicles can be treated separately as mobile platform for transportation purposes or as independent robots conducting complex tasks and requiring certain degree of dexterity. For those task mobile manipulators are good example [10]. Thanks to the good manoeuvrability and high power efficiency mobile manipulators increased their popularity in the industry.

In the motion of wheeled mobile manipulators some interesting issues occur:
1. Problem of wheels’ motion. Depending on wheels’ type and the way in which they are fixed to the chassis, motion of wheeled mobile platforms can be performed with or without slipping effect [13]. If platform motion is realized based on the lack of slippage phenomenon between wheels and surface, then there exist equations describing forbidden directions for realized velocities of the system. Such equations are called nonholonomic constraints in platform motion.

Skid-steering mobile platforms (SSMPs) are one kind of nonholonomic wheeled mobile platforms which are equipped with two or more fixed axles of fixed wheels. These platforms are called skid-steering mobile platforms due to skidding effect observed during the motion: they can not change orientation without lateral slipping of wheels. Such SSMPs are actuated only by two motors on left and right side of vehicle. The change of the platform’s orientation is achieved by evoking differential velocity. It does not mean that such platforms do not have nonholonomic constraints: they define restricted direction of wheels’ motion i.e. lack of longitudinal slippage, not lateral one. Depending on what kind of motion features are to be achieved the wheels on each side of the vehicle can be coupled or not. One advantage of coupled wheels is potential increase in power output due to some ground irregularity – if one wheel is not in contact with the surface it can still transmit power to the other wheel via caterpillar track.
2. Problem of coupled dynamics. Such a combined system as the wheeled mobile manipulator is able to perform manipulation tasks in a much larger workspace than a fixed-base manipulator but this approach introduces a few of new issues that are not present in the each subsystem considered separately:

- The dynamics of the combined system are much more complicated because they include dynamic interactions between mobile platform and manipulator, see e.g. [20]. In other words, if the manipulator moves it can generate the motion of the uncontrolled platform and the same in back direction.
- If the nonholonomic constraints are present in motion of any subsystem, then the whole combined system has to be considered as a nonholonomic system. It is consequence of the fact that nonholonomic constraints change the mathematical model qualitatively.
- Some problems with definition of the desired trajectory for the mobile manipulators occur – many tasks can be realized as the motion of only one subsystem, e.g. only platform’s motion or only manipulator’s motion, or as a coordinated motion of both subsystems. Therefore desired trajectory for the mobile manipulator’s usually is not unique.

Designing control algorithms for skid-steering mobile platforms is a challenging task due to structural slippage occurring in platform motion and underactuation of the dynamics.

**Structural slippage** In [3] singular perturbation approach has been applied to describe and include slipping effects into mathematical model of wheeled mobile robot. Such method was valid only for very small value of slipping variable and, moreover, models obtained for the motion with and without slippage effect were inconsistent. Some attempt to extend method of singular perturbation into larger allowed slippage was presented in [21]. In turn, in [15] the authors have incorporated sliding variable into dynamical model of nonholonomic system. Nevertheless, it is necessary to take into account slipping phenomenon during design of control law for SSMP platform.

**Underactuated dynamics** The next problem in control of the SSMP platforms is the underactuation of the dynamics. This issue will be explained next in the text. There are two possible solutions to this problem: introducing of additional constraint or additional input. In [2] the first method for underactuation problem has been utilized. The authors have introduced some artificial constraint on lateral slipping but it was problematic because it is stationarity. Different approach to the control problem for skid-steering platform has been presented in [16]. Authors have shown that skid-steering mobile platform is an underactuated system on dynamic level with non-stationary velocity constraint (non-stationary kinematics). The same idea can be found in [14] and [9].

This paper focuses on the second possible approach to solve the under-actuation problem – it is extended factitious force method where the first announcement about this method, for single factitious force, can be found in [11]. The main idea of proposed method was to add some artificial control inputs, so-called “factitious forces”, to make input matrix $B^*$ square and invertible. That allowed the problem of an under-actuated dynamic system to be solved – a system with less physical inputs then derived from model. Later, work incorporating more than one factitious force was presented in [12] for a mobile platform. The method was also successfully deployed for a mobile manipulator [4]. In this paper a model of the mobile SSMP platform with 2R manipulator was investigated. However, in this article an adaptive algorithm [6] and robust algorithm are used to improve control quality in unknown terrain in terms of friction forces during the contact of platform wheels with the surface. The article presents results obtained during the simulations for mentioned two control algorithms – adaptive and robust dynamic control algorithm.

The main contribution of this article is to solve under-actuation problem of SSMP platform using extended factitious force to control a mobile manipulator in unknown terrain with one of two presented algorithms.

The paper is organized as follows. Section 2 presents theoretical designing of mathematical models of nonholonomic SSMP platform with 2R manipulator, expressed in different coordinates – generalized coordinates and auxiliary velocities. In Section 3 concept of extended factitious force in control of nonholonomic SSMP platforms is presented. Section 4 contains formulation of control problem considered in this paper. In Section 5 main result, i.e. new control algorithm including kinematic and dynamic control law, is designed. Section 6 contains results of simulation study. Section 7 presents some conclusions and final remarks.

## 2 Mathematical Model

The object of our considerations is so-called skid-steering mobile platform, i.e. a cart equipped in four fixed wheels mounted on two axes, namely two on the front axis and two on the rear axis, as it is presented in Fig. 1.

From definition, fixed wheels can’t change orientation relative to the chassis. Most SSMP platforms has only two non-twisting axes but there are some applications with more than two fixed axes, e.g. Argo All Terrain Vehicle by the
Therefore, there are only two constraints in Eq. 2. Since the slippage for the first wheel and for the fourth wheel. The Pfaff matrix describes that there is no longitudinal

where $\mathbf{q}_m$ is a full-rank matrix with dimension $l \times n$, $\mathbf{q}_r$ is the coordinates of the SSMP are chosen as $q_r = (q_1, q_2)^T$, while the coordinates of the SSMP are chosen as $q_m = (x, y, \varphi, \theta_1, \theta_2, \theta_3, \theta_4)^T$. As mentioned before only wheels 1 and 4 are actuated where $\tau_{m1}$ is a control signal for the first wheel and $\tau_{m2}$ is a control signal for the fourth wheel.

2.1 Model in Generalized Coordinates

The motion of the SSMP platform can be described using generalized coordinates $q_m \in \mathbb{R}^n$ and generalized velocities $\dot{q}_m \in \mathbb{R}^n$. Simultaneously, it will be taken that there is no slippage effect in selected motion directions (no longitudinal slippage) of wheels. It implies the existence of $l$ independent nonholonomic constraints ($l < n$), which can be presented in the Pfaff form

$$A(q_m)\dot{q}_m = 0,$$

(1)

where $A$ is a full-rank matrix with dimension $l \times n$,

$$A(q_m) = \begin{bmatrix} \cos \varphi & \sin \varphi & -b & -R & 0 & 0 & 0 \\ \cos \varphi & \sin \varphi & b & 0 & 0 & 0 & -R \end{bmatrix}.$$  

(2)

The Pfaff matrix describes that there is no longitudinal slippage for the first wheel and for the fourth wheel. Therefore, there are only two constraints in Eq. 2. Since the wheels 1 and 4 are only actuated this is intuitive. If we would allow longitudinal slippage for these wheels then the mobile platform would not move and the wheels would spin.

If the motion of the system is restricted by nonholonomic constraints, then the d’Alembert principle must be evoked to generate the system’s dynamics [19]. For the mobile manipulator the dynamics take following form

$$\begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix} \begin{bmatrix} \ddot{q}_m \\ \ddot{q}_r \end{bmatrix} + \begin{bmatrix} Q_m & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \dot{q}_m \\ \dot{q}_r \end{bmatrix} + \begin{bmatrix} F \\ 0 \end{bmatrix} = \begin{bmatrix} A^T \lambda \\ B 0 0 1 \end{bmatrix} \begin{bmatrix} \tau_m \\ \tau_r \end{bmatrix}$$

(3)

where: $Q(q) \in R^{(n+p) \times (n+p)}$ – an inertia matrix for the manipulator with SSMP taken into account, $Q_m(q) \in R^{n \times n}$ is an inertia matrix for mobile platform itself, $C(q, \dot{q}) \in R^{(n+p) \times (n+p)}$ – a matrix of Coriolis and centrifugal forces for the whole system, $C_m(q_m, \dot{q}_m) \in R^{n \times n}$ is a matrix of Coriolis and centrifugal forces for SSMP. In turn, $D \in R^p$ is a gravity vector while $F(\dot{q}) \in R^n$ is a vector of friction forces between platform’s wheels and the terrain, $A(q_m) \in R^{l \times n}$ – a Pfaff matrix defined by Eq. 1, $\lambda \in R^l$ – a vector of Lagrange multipliers, $B \in R^{(n-1) \times 2}$ – an input matrix for the SSMP, $\tau_m \in R^{(n-1)}$ – an input vector of the SSMP, $\tau_r \in R^p$ – an input vector for the manipulator.

Model (1)-(3) will be called the model of mobile manipulator with SSMP platform expressed in the generalized coordinates.

2.2 Model in Auxiliary Velocities

From Eq. 1 we can conclude that velocities of the SSMP platform are always in the kernel of the matrix $A$ i.e. $\dot{q}_m \in \ker A$. It means that the vector $\dot{q}_m$ can be represented as a linear combination of some other vectors $g_i(q)$ defining a base of the subspace $\ker A$, with coefficients $\eta_i$. Dimension of this subspace equals to $m = n - l$, therefore we can write

$$\dot{q}_m = \sum_{i=1}^m g_i(q)\eta_i = G(q_m)\eta,$$

(4)

where $G$ is a full-rank matrix with dimensions $n \times m$ meeting $AG \equiv 0$ relation. To transform the dynamic model expressed in generalized coordinates into the auxiliary velocities it is necessary to calculate

$$\dot{q}_m = G(q_m)\dot{\eta} + \dot{G}(q_m)\eta.$$

Lagrange multipliers $\lambda$ have to be eliminated – it can be done by the left–side multiplication of platform’s equations
in Eq. 3 by $G^T$. In such the case the mathematical model of the nonholonomic mobile manipulator can be rewritten in the following form:

$$Q^*\begin{pmatrix} \dot{\eta} \\ \dot{q_r} \end{pmatrix} + C^*\begin{pmatrix} \eta \\ \dot{q_r} \end{pmatrix} + D^* + F^* = B^*\begin{pmatrix} \tau_m \\ \tau_r \end{pmatrix}. \quad (5)$$

where

$$Q^* = \begin{bmatrix} G^T(Q_{11} + Q_{m})G & G^TQ_{12} \\ Q_{21}G & Q_{22} \end{bmatrix}$$

$$C^* = \begin{bmatrix} G^T(C_{11} + C_{m})G + G^T(Q_{11} + Q_{m})\dot{G} & G^TC_{12} \\ Q_{21}\dot{G} + C_{21}G & C_{22} \end{bmatrix}$$

$$D^* = \begin{bmatrix} 0 \\ D \end{bmatrix}, \quad F^* = \begin{bmatrix} G^TF \\ 0 \end{bmatrix}$$

$$B^* = \begin{bmatrix} G^TB & 0 \\ 0 & I \end{bmatrix} = \begin{bmatrix} B^*_m & 0 \\ 0 & I \end{bmatrix}. \quad (6)$$

The model (5) has some structural property which plays important role from the control point of view.

**Property 1** [5] For a mobile manipulator with a wheeled nonholonomic mobile platform a skew-symmetry between inertia matrix $Q^*$ and the matrix of Coriolis and centrifugal forces $C^*$ does not hold anymore. To regain the skew-symmetry, a special correction matrix $C_K$ should be added

$$\frac{d}{dt} Q^* = (C^* + C_K) + (C^* + C_K)^T. \quad (7)$$

The correction matrix $C_K$ should be calculated before regulation process. It can be selected for example as a symmetric matrix due to formula given below

$$C_K = \frac{1}{2} \left[ Q^* - C^* - (C^*)^T \right].$$

The model (5) is necessary for the designing the control algorithm for the mobile manipulator. It is worth to be emphasised that the mathematical model of the object consists of two parts – the dynamic model (5) and equations of kinematic nonholonomic constraints (4).

### 3 Idea of Extended Factitious Force

Mobile platform can be modelled as a nonholonomic system, especially if it moves without slippage of wheels. Such system can be described by two groups of equations: kinematics (i.e. constraints’ equations) and dynamics.

The kinematics of the wheeled mobile platform can be expressed as well-known driftless control system

$$\dot{\eta} = G(q)\eta,$$

where auxiliary velocities $\eta \in \mathbb{R}^{n-l}$ play role of “controls”. They are not the real control inputs because they can not be commanded directly – $\eta$ represent a vector of embedded control inputs, which ensure realization of the task for the kinematics (nonholonomic constraints) if the dynamics were not present. Number of “control inputs” $\eta$ equals $m = n - l$, where $n$ is a dimension of state variables and $l$ is a number of independent nonholonomic constraints. It comes from the fact that any nonholonomic constraint imposed on robot’s motion decreases number of controls in driftless control system by one [13]. The number $m$ will be called “number of admissible control inputs” as a consequence of theoretical restrictions.

Next step, after calculation of the nonholonomic constraints, is to obtain the dynamics of the object. Usually, the dynamics of mobile platform have the same number of physical inputs $\tau_m$ as a number of auxiliary velocities $\eta$.

#### 3.1 Under-Actuation of SSMP Platform

However, in rare cases, nonholonomic robotic systems have lower number of inputs than admissible number $m$. Such situation occurs e.g. in differentially driven mobile platforms (skid-steering platforms, tanks etc.), where there are only two control inputs $\tau_m$, each for all wheels for one side of the vehicle. In turn, the most important part of the dynamics (5) is the input matrix to the platform, i.e. $G^TB = B^*_m$, see Eq. 6. Its dimension is $B^*_m \in \mathbb{R}^{m \times 2}$, where $m = n - l$. Because the number of actuators used in mechanical construction is smaller than the number of admissible (theoretically applicable) control inputs $\tau_m \in \mathbb{R}^{2}$, $2 < m$, therefore the system is under-actuated on the dynamic level. It means that $B^*_m$ is rectangular matrix, thus it can not be directly inverted. It is a challenging problem from the control theory point of view because for the dynamics a classical dynamic control algorithms can not be used.

There are two ways to solve the problem of inverting $B^*_m$ matrix – the matrix standing before physical controls $\tau_m$:

- avoid problem of missing controls assuming additional artificial constraints. Then model in auxiliary velocities has the same size of reduced state variables as the number of control inputs.
- avoid problem of missing control inputs assuming additional factitious inputs. Then model in auxiliary velocities has the same number of state variables and control inputs.

As it has been mentioned in the introduction, the first approach was explored intensively in recent years. The second approach uses so-called “factitious forces” method to make the input matrix square and invertible.
3.2 Factitious Force – What Is This?

Factitious forces are the artificial input signals, which are formally attached to the system, making input matrix $B^*_m$ square. From theoretical point of view they are present (input matrix is square) but they don’t exist in reality, therefore it is necessary to set signals coming to these factitious inputs to zero, see Eq. 8 for explanation.

The factitious force method can be used when a model of a vehicle is expressed in auxiliary velocities. One of the important control problems with dynamically under-actuated mobile platforms is rectangular input matrix $B^*_m$. One way of obtaining a square and invertible input matrix is to extend it with additional columns which represent artificial inputs. This can be done in two steps:

1. Extend control forces acting on object with additional forces that are equal to 0, as follows, e.g. for three factitious forces it can be done as below

   $$ B^*_m = \begin{bmatrix} \frac{2}{r} & 0 & 0 \\ 0 & \frac{2}{r} & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \tau_m^1 \\ \tau_m^2 \\ \tau_m^3 \end{bmatrix} = \begin{bmatrix} \frac{2}{r} & 0 & 0 & 0 & 0 \\ 0 & \frac{2}{r} & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} \tau_m^1 \\ \tau_m^2 \\ \tau_m^3 \\ \tau_m^4 \end{bmatrix} = B^* \tau_m $$

2. Extend vector of control signals $\tau_m$ with virtual inputs $\tau_{mv}$ which are equal to 0, therefore all elements from additional columns will have no influence on the model. It means that in the Eq. 8 virtual input signals are equal to 0, i.e.

   $$ \tau_{m3} \equiv 0 \quad \tau_{m4} \equiv 0 \quad \tau_{m5} \equiv 0. \quad (9) $$

Moreover, equations describing factitious forces (9) are in fact implicit functions, from which some additional variables could be extracted, in particular:

$$ \tau_{m3} = h_1(q_m, \dot{q}_m, q_r, \dot{q}_r, q_{md}, \dot{q}_{md}, \eta_2, \eta_3, \eta_3r, \eta_3r), \quad (10) $$

$$ \tau_{m4} = h_2(q_m, \dot{q}_m, q_{md}, \dot{q}_{md}, q_{4r}, \dot{q}_{4r}), \quad (11) $$

$$ \tau_{m5} = h_3(q_m, \dot{q}_m, q_{md}, \dot{q}_{md}, \eta_5, \eta_{5r}, \dot{\eta}_{5r}). \quad (12) $$

As it can be seen above, in the factitious force method the equations defining additional inputs can be used as reference trajectory generators for sliding variables. The factitious force method can be further exploited to increase the number of additional control inputs if needed.

Successful research was undertaken in [12] where this method was used for generating few reference trajectories for different nonholonomic constrains.

From above implicit functions (10) - (12) the reference signals $\dot{\eta}_3r, \dot{\eta}_4r$ and $\dot{\eta}_5r$ can be calculated as presented later.

4 Control Problem Statement

In this paper a trajectory tracking problem of a mobile manipulator moving on unknown terrain is considered. Further in the text it will be assumed that the desired trajectory of the whole system can be decomposed onto two subtrajectories, defined for any subsystem separately:

- $q_{md}(t)$ – the desired trajectory of the mobile platform,
- $q_{rd}(t)$ – the desired trajectory of the manipulator.

Both trajectories are considered to be $C^2$ class (twice differentiable). The mobile platform should track desired trajectory $q_{md}(t)$ while not violating partial lack of slippage on selected wheels. Also the onboard manipulator should track desired joint trajectory $q_{rd}$.

We address the following control problems:

1. Define such a control law $\tau_m$ that the the platform with fully known dynamics but moving on unknown terrain tracks desired trajectory $q_{md}(t)$.
2. Define such a control law $\tau_r$ that allows the manipulator with fully known dynamics to track desired joint trajectory $q_{rd}(t)$.
3. During the motion all nonholonomic constraints should be fulfilled.
4. All factitious forces should be equal to 0.

While considering the whole system (4)-(5) the mobile manipulator’s equations can be represented as a cascade with two stages. It is necessary to emphasize that cascaded structure of the mathematical equations doesn’t come from the fact that mobile manipulator consists of two different mechanical objects (manipulator and platform) but it is consequence of the presence of nonholonomic constraints.

The first stage of cascade is the kinematics, i.e. set of the equations describing nonholonomic constraints (4), and the second stage is the dynamics (5) of the system. Due to cascaded structure of the mathematical model of the system, the control algorithm has to include two controllers working simultaneously for each stage of cascade – it is so-called backstepping-like algorithm [8]. Draft of such system was presented in Fig. 2.

The cascaded control system was divided into two parts:

- kinematic controller – it generates velocity signal $\eta$, which should be realized to fulfill the task of trajectory tracking by nonholonomic system. It solves
geometrically the problem of going to desired trajectory without wheels’ slippage.
• dynamic controller – ensures that the velocity profile $\eta_r$ is reconstructed by the system. However, the controller does not influence the platform directly, the $\tau_m$ control signals push real velocities $\eta$ towards $\eta_r$, previously designed in kinematic control.

5 Control Algorithm

This section employs four parts – kinematic controller and dynamic controller in three versions – non-adaptive, adaptive and robust. To ensure proper work of the proposed system two parts (kinematic and one version of dynamic controllers) have to work simultaneously.

5.1 Kinematic Controller

The kinematic controller allows the motion planning of the SSMP. It translates trajectory expressed in generalized coordinates into velocity profile $\eta_r$ due to the relationship (4), that allows to track desired trajectory while fulfilling nonholonomic constrains

$$
\begin{bmatrix}
\dot{\eta}_1 \\
\dot{\eta}_2 \\
\dot{\eta}_3 \\
\dot{\eta}_4
\end{bmatrix} =
\begin{bmatrix}
R \cos \varphi & 0 & R \sin \varphi & 0 & 0 \\
R \sin \varphi & 0 & -R \cos \varphi & 0 & 0 \\
0 & R & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\eta_1 \\
\eta_2 \\
\eta_3 \\
\eta_4
\end{bmatrix}
$$

(13)

The wheels angles $\theta_i$, $i = 1, \ldots, 4$ can be obtained after integration of lower part of constraints (15). It means that such constraints are holonomic and they can be removed from vector of state variables.

Similarly to the authors of [15], the upper part of the constraints (13) can be expressed as a combination of velocities calculated for ideal case (motion without slippage) and sliding variables

$$
\dot{\eta} = G(q) \eta + A(q) \mu
$$

(14)

where $\mu$ is a vector of sliding variables. Since the kinematic constraints are not satisfied, $\dot{\eta}$ does not belong to the space generated by the columns of $G(q)$ but also has a component in the orthogonal complement of this space. Nonholonomic part of (13) can be expressed as

$$
\begin{bmatrix}
\dot{\eta}_1 \\
\dot{\eta}_2 \\
\dot{\eta}_3 \\
\dot{\eta}_4
\end{bmatrix} =
\begin{bmatrix}
R \cos \varphi & 0 & R \sin \varphi & 0 & 0 \\
R \sin \varphi & 0 & -R \cos \varphi & 0 & 0 \\
0 & R & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\eta_1 \\
\eta_2 \\
\eta_3 \\
\eta_4
\end{bmatrix}
+ \begin{bmatrix}
R \cos \varphi \\
R \sin \varphi \\
0 & R
\end{bmatrix}
\begin{bmatrix}
\eta_5
\end{bmatrix}.
$$

Restricting our attention only for platform’s state variables and assuming slippage-less motion (i.e. $\eta_3 = \eta_4 = \eta_5 = 0$) we get kinematic (4) for ideal case which is in fact the same as for the unicycle’s kinematics

$$
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\varphi}
\end{bmatrix} =
\begin{bmatrix}
\cos \varphi & 0 & 0 \\
\sin \varphi & 0 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
v \\
\omega
\end{bmatrix},
$$

(15)

where

$$v = R\eta_1, \quad \omega = R\eta_2.
$$

However, the unicycle’s equations do not consider slippage phenomenon which in turn occurs while the SSMP is moving. Therefore approximation of real model was done using equations describing (2,0) class robot (i.e. unicycle). This leads to another velocity profile which resembles an approximation of slippage occurring during the motion. Therefore, it can be used to incorporate additional virtual inputs in extended fictitious force method.

In further considerations only admissible desired trajectories will be realized. It means that they fulfil

$$
\begin{bmatrix}
\dot{x}_d \\
\dot{y}_d \\
\dot{\varphi}_d
\end{bmatrix} =
\begin{bmatrix}
\cos \varphi & 0 & 0 \\
\sin \varphi & 0 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
v_d \\
\omega_d
\end{bmatrix}.
$$

(16)

In turn, reference tracking errors are defined as follows

$$
\begin{bmatrix}
x_e \\
y_e \\
\varphi_e
\end{bmatrix} = Rot(z, -\varphi)
\begin{bmatrix}
x - x_d \\
y - y_d \\
\varphi - \varphi_d
\end{bmatrix}.
$$

(17)

It is obvious that convergence to 0 of reference tracking errors $x_e, y_e, \varphi_e$ implies trajectory tracking of the unicycle’s platform.
Reference dynamics errors calculated from Eqs. 16 and 17 can be expressed as below
\[ \begin{align*}
\dot{x}_e &= \omega y_e + v - v_d \cos \varphi_e \\
\dot{y}_e &= -\omega x_e + v_d \sin \varphi_e \\
\dot{\varphi}_e &= \omega - \omega_d.
\end{align*} \tag{18} \]

**Proof of the convergence of the kinematic controller** Let’s consider following Lyapunov-like function
\[ V_k(x_e, y_e, \varphi_e) = \frac{1}{2} x_e^2 + \frac{1}{2} y_e^2 + \frac{1}{2} \varphi_e^2, \]
which is non-negative definite. Time derivative of \( V_k \) calculated along solutions of the system (18) equals
\[ \dot{V}_k = x_e \dot{x}_e + y_e \dot{y}_e + \varphi_e \dot{\varphi}_e = x_e (v - v_d \cos \varphi_e) + \varphi_e \left( \omega - \omega_d + v_d y_e \frac{\sin \varphi_e}{\varphi_e} \right). \tag{19} \]

Equations describing kinematic controller were presented in [17]
\[ \begin{pmatrix} v_r \\ \omega_r \end{pmatrix} = \begin{pmatrix} -k_1 x_e + v_d \cos \varphi_e \\ \omega_d - k_2 \varphi_e - v_d y_e \frac{\sin \varphi_e}{\varphi_e} \end{pmatrix}, \tag{20} \]
where \( k_1, k_2 > 0, \eta_{1d}, \eta_{2d} \) and \( x_d, y_d, \varphi_d \) are desired velocities and positions of the unicycle with desired trajectory \( q_{md}(t) \) and \( R \) is a radius of a wheel. Signals
\[ \eta_{1r} = \frac{v_r}{R}, \quad \eta_{2r} = \frac{\omega_r}{R} \]
are reference velocities generated by the kinematic controller and passed to the dynamic controller for trajectory tracking task.

Putting designed kinematic control law (20) into (19) we obtain
\[ \dot{V}_k = -k_1 x_e^2 - k_2 \varphi_e^2 \leq 0. \tag{21} \]

Now we use the lemma coming from Barbalat to prove asymptotic stability of the kinematic controller (20).

**Lemma 1 (Barbalat)** Let \( f(t) \) be some real \( C^2 \) function. Assume that \( f(t) \) is limited from below and \( \dot{f}(t) \leq 0 \). If \( \ddot{f}(t) \) is bounded function (\( \ddot{f}( \cdot ) \in B \)), then
\[ \lim_{t \to +\infty} \ddot{f}(t) = 0. \]

From Eq. 21 we can conclude that \( V_k \) is decreasing and recently it reaches limit value \( V_{min} \geq 0 \). Therefore all error signals \( x_e, y_e, \varphi_e \) are bounded. Moreover, all desired trajectories and their first and second derivatives are bounded from assumption. From such reason \( \dot{V}_k \) is a multiplication of bounded signals and stays bounded. As a consequence, from Barbalat lemma it implies that
\[ \lim_{t \to +\infty} x_e, \varphi_e = 0. \]

To prove the asymptotic convergence of \( y_e \) we evoke Barbalat lemma once again. Let’s take as a function
\[ f(t) = \varphi_e. \]

Such function is bounded from below and its first and second time derivatives are bounded. It means that from Barbalat lemma is can be concluded that
\[ \lim_{t \to +\infty} \dot{f}(t) = -k_2 \varphi_e - v_d y_e \frac{\sin \varphi_e}{\varphi_e} \tag{22} \]
\[ = 0. \]

First term on the right side of Eq. 22 goes to zero because \( \varphi_e \) goes to zero. However, in the second term \( v_d \) is not equal zero from assumption and \( \lim_{t \to +\infty} \frac{\sin \varphi_e}{\varphi_e} = 1 \). It means that only the signal \( y_e \) must go to zero. It ends the proof of proper action of kinematic controller.

### 5.2 Dynamic Controller – Nonadaptive Version

Dynamic control law is based on the full knowledge about the model so the following control law can be used
\[ \tau = \begin{bmatrix} B_e^* & 0 & -1 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} Q^* \left( \eta_r \right) \\ C^* \left( \eta_r \right) \end{bmatrix} + D^* + F^*
\]
\[ =(K_d + C_K) \begin{cases} e_\eta \\ s \end{cases}, \tag{23} \]
where \( K_d = \text{diag} \{k_d\} \) is positive definite diagonal matrix and \( C_K \) is the correction matrix. It is worthy of note that \( F^* \) is a vector incorporating unknown friction forces.

All elements of error vectors \( e_\eta \) and \( e_r \) are defined as follows
\[ e_\eta = \begin{pmatrix} \eta_1 - \eta_{1r} \\ \eta_2 - \eta_{2r} \\ \eta_3 - \eta_{3vr} \\ \eta_4 - \eta_{4vr} \\ \eta_5 - \eta_{5vr} \end{pmatrix}, \quad e_r = \begin{pmatrix} 1 & q_{1d} \\ q_1 - q_{1d} \\ q_2 - q_{2d} \end{pmatrix}, \tag{24} \]
\[ s = \dot{q}_r - \dot{q}_{ref} = \dot{e}_r + \Lambda e_r, \quad \Lambda = \Lambda^T > 0. \tag{25} \]

Signals \( \eta = (\eta_1, \eta_2, \eta_3, \eta_4, \eta_5) \) can be calculated using nonholonomic constraints (15). Signals \( \eta_3, \eta_4, \eta_5 \) are the approximations of some slippages occurring in the system. Signals \( \eta_{1r} \) and \( \eta_{2r} \) are generated by the kinematic controller (20) while virtual reference signals \( \eta_{vr} \) come from solution to the implicit equations for factitious forces. In considered model there are 3 such signals: \( \dot{\eta}_{3r}, \dot{\eta}_{4r} \) and \( \dot{\eta}_{5r} \) (26)-(28). Due to complex structure of these signals only symbolic form is presented.

\[ \dot{\eta}_{3r} = f_1(q_m, \dot{q}_m, q_r, \dot{q}_r, q_{md}, \dot{q}_{md}, \eta_2, \eta_3, \eta_{3r}), \tag{26} \]
\[ \dot{\eta}_{4r} = f_2(q_m, \dot{q}_m, q_{md}, \dot{q}_{md}, \eta_4, \eta_{4r}), \tag{27} \]
\[ \dot{\eta}_{5r} = f_3(q_m, \dot{q}_m, q_{md}, \dot{q}_{md}, \eta_5, \eta_{5r}). \tag{28} \]
Proof of the convergence | After substitution control law (23) into the system (5), we get the closed-loop system’s dynamics

\[ Q^*(\frac{\dot{e}_\eta}{s}) + (C^* + C_K)(\frac{e_\eta}{s}) + K_d(\frac{e_\eta}{s}) = 0. \quad (29) \]

For the system (29) we propose following Lyapunov-like function

\[ V(e_\eta, s) = \frac{1}{2}(e_\eta^T s^T) Q^*(\frac{e_\eta}{s}), \quad (30) \]

which is non-negatively defined.

We compute time derivative of \( V \) along solutions of the closed-loop system of Eq. 29

\[ \dot{V} = \frac{1}{2}(e_\eta^T s^T) \dot{Q}^*(\frac{e_\eta}{s}) + (e_\eta^T s^T) Q^*(\frac{\dot{e}_\eta}{s}) \]

\[ = - (e_\eta^T s^T) K_d(\frac{e_\eta}{s}) \leq 0. \quad (31) \]

Now we evoke the theorem given by La Salle and Yoshizawa [8] to prove a convergence of the dynamic controller.

**Theorem 1** (La Salle-Yoshizawa) Let \( x = 0 \) be an equilibrium point of the system

\[ \dot{x} = f(x, t) \quad (32) \]

and suppose \( f \) is locally Lipschitz in \( x \) uniformly in \( t \). Let \( V : R^n \times R_+ \rightarrow R_+ \) be continuously differentiable function such that

\[ y_1(\|x\|) \leq V(x, t) \leq y_2(\|x\|), \quad (33) \]

\[ \dot{V} = \frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(x, t) \leq -W(x) \leq 0, \quad (34) \]

\[ \forall t \geq 0, \forall x \in R^n, \text{where } y_1, y_2 \text{ are class } K_\infty \text{ functions and } W \text{ is continuous function. Then, all solutions of Eq. 32 are globally uniformly bounded and satisfy} \]

\[ \lim_{t \rightarrow +\infty} W(x(t)) = 0. \quad (35) \]

In addition, if \( W(x) \) is positive definite, then the equilibrium \( x = 0 \) is globally uniformly asymptotically stable.

From La Salle & Yoshizawa theorem it could be concluded that the error \( e_\eta \) converges asymptotically to zero. In turn, convergence of \( e_\eta \) to zero means that the velocity profile generated by kinematic controller is successfully followed, and therefore one can conclude that the nonholonomic system i.e. skid-steering platform tracks the desired trajectory \( q_{md} \). Moreover, \( s \) converges to 0. From definition (25) of \( s \) it can be concluded that \( e_r \rightarrow 0 \) also. It ends the proof.

### 5.3 Dynamic Controller – Adaptive Version

It was assumed that the properties of terrain, on which the mobile manipulator moves, are unknown. To describe this kind of uncertainty, a model of friction was introduced in the following form [2]

\[ F = \begin{pmatrix} 0 \\ 0 \\ \frac{1}{2} b_f g_m c (\text{sgn}(\dot{q}_1 + b_3) - \text{sgn}(\dot{q}_1 - b_3)) \\ \frac{1}{2} g_m c \mu \text{sgn}(\dot{q}_2) \end{pmatrix} \quad (36) \]

where \( \text{sgn}(x) \approx \tanh(s_c x) \) and \( s_c \) defines how closely \( \text{sgn}(x) \) function is approximated [7]. The \( s_c \) term describes how closely the approximation resembles the \( \text{sgn}(x) \) function in accordance with

\[ \lim_{x \rightarrow +\infty} \tanh(s_c x) = \text{sgn}(x). \quad (37) \]

The longitudinal resistive force coefficient \( f_r \) and lateral friction coefficient \( \mu \) are not known. They form following vector of unknown real parameters

\[ a = \begin{pmatrix} f_r \\ \mu \end{pmatrix}. \]

Friction forces can be expressed in the following form

\[ F^* = Y(\dot{q})a, \]

where \( Y(\dot{q}) \) is so-called regression matrix. Now it is necessary to introduce adaptive control algorithm. Such control algorithm consists of two laws: control law defining input signals to the system and adaptation law, which is a differential equation describing evolution of estimated parameters. Therefore adaptive version of control law will be firstly introduced.

**Control law** Let’s consider control law given below

\[ \tau = B_c^{-1} \begin{pmatrix} Q^*(\eta_r \dot{\eta}_r) + C^*(\eta_r \dot{\eta}_r) + D^* + \hat{F}^* \\ -(K_d + C_K)(\frac{e_\eta}{s}) \end{pmatrix}. \quad (38) \]

The Eq. 38 can be rewritten as follows

\[ \tau = B_c^{-1} \begin{pmatrix} Q^*(\eta_r \dot{\eta}_r) + C^*(\eta_r \dot{\eta}_r) + D^* \\ + Y(\dot{q})\dot{a}(t) - (K_d + C_K)(\frac{e_\eta}{s}) \end{pmatrix} \quad (39) \]

where \( \dot{a}(t) \) is vector of estimated parameters.
Adaptation law Differential equation defining a way to change values of estimated parameters is given as [18]

\[ \dot{\hat{a}} = -\Gamma Y^T (\dot{\hat{q}}) \begin{pmatrix} e_\eta \\ s \end{pmatrix}, \] (40)

where \( \Gamma = \Gamma^T > 0 \) is a matrix of adaptation gains and \( Y \) was derived from \( F = Ya \).

Proof of the convergence After substitution control law (39) into the system (5), we get the closed-loop system's dynamics as follows

\[ Q^* \left( \dot{\hat{e}}_r \right) + (C^* + C_K + K_d) \left( e_\eta \\ s \right) = Y (\dot{\hat{q}}) \hat{a}(t), \] (41)

where \( \hat{a}(t) = \dot{\hat{a}}(t) - a \) is a vector of the parameter errors. For the system (41) we propose following Lyapunov-like function

\[ V = \frac{1}{2} \left( e_\eta^T s^T \right) Q^* \begin{pmatrix} e_\eta \\ s \end{pmatrix} + \frac{1}{2} \hat{a}^T \Gamma^{-1} \hat{a} \geq 0, \]

which is non-negatively defined. We compute time derivative of \( V \) along solutions of the closed-loop system of Eqs. 39, 40

\[ \dot{V} = \frac{1}{2} \left( e_\eta^T s^T \right) \dot{Q}^* \begin{pmatrix} e_\eta \\ s \end{pmatrix} + \left( e_\eta^T s^T \right) Q^* \left( \dot{\hat{e}}_r \right) + \hat{a}^T \Gamma^{-1} \dot{\hat{a}} \]

\[ = - \left( e_\eta^T s^T \right) K_d \begin{pmatrix} e_\eta \\ s \end{pmatrix} \leq 0. \] (42)

From La Salle & Yoshizawa theorem it could be concluded that the error \( e_\eta \) converges asymptotically to zero. In turn, convergence of \( e_\eta \) to zero means that the velocity profile generated by kinematic controller is successfully followed, and therefore one can conclude that the nonholonomic system i.e. skid-steering platform tracks the desired trajectory \( q_{md} \). On the other hand, if time derivative of \( V \) is non-negative it means that \( V \) is decreasing with time and consequently it tends to some finite value. This ends the proof.

5.4 Dynamic Controller – Robust Version

Robust controller can be applied if properties of terrain, on which the mobile manipulator moves, are unknown. However, the dynamics of the object is known.

Assumption 1 Unknown friction coefficients of the ground are in some interval

\[ a \in [a_{\text{min}}, a_{\text{max}}] \] (43)

where \( a_{\text{min}} \) and \( a_{\text{max}} \) are constant and known.

To describe this kind of uncertainty, an approximation of friction forces has a form

\[ \hat{F} = Y (\dot{\hat{q}}) \hat{a} \] (44)

where \( \hat{a} \) is constant vector of parameters which fulfills Assumption 1, i.e. from the interval given by Eq. 43.

Control law Let’s consider dynamic control law for unknown parameters of terrain

\[ \tau = B_e^{-1} \left\{ \dot{Q}^* \begin{pmatrix} \dot{\hat{\eta}}_r \\ \dot{\hat{q}}_{ref} \end{pmatrix} + C^* \begin{pmatrix} \eta_r \\ \dot{\hat{q}}_{ref} \end{pmatrix} + D^* + \hat{F} \right\} - (K_d + C_K) \begin{pmatrix} e_\eta \\ s \end{pmatrix} - K sgn \begin{pmatrix} e_\eta \\ s \end{pmatrix}. \] (45)

The Eq. 45 can be rewritten in the following way

\[ \tau = B_e^{-1} \left\{ \dot{Q}^* \begin{pmatrix} \dot{\hat{\eta}}_r \\ \dot{\hat{q}}_{ref} \end{pmatrix} + C^* \begin{pmatrix} \eta_r \\ \dot{\hat{q}}_{ref} \end{pmatrix} + D^* + Y (\dot{\hat{q}}) \hat{a} \right\} - (K_d + C_K) \begin{pmatrix} e_\eta \\ s \end{pmatrix} - K sgn \begin{pmatrix} e_\eta \\ s \end{pmatrix}, \] (46)

where \( \hat{a} \) is vector of estimated parameters.

Proof of the convergence After substitution control law (46) into the system (5), we get the closed-loop system’s dynamics as follows

\[ Q^* \dot{e}_\zeta + (C^* + C_K + K_d) e_\zeta + K sgn e_\zeta = Y (\dot{\hat{q}}) \hat{a}, \] (47)

where symbol \( e_\zeta \) is defined below

\[ e_\zeta = \begin{pmatrix} e_\eta \\ s \end{pmatrix}. \]

For the system (47) we propose following Lyapunov-like function

\[ V = \frac{1}{2} e_\zeta^T Q^* e_\zeta \geq 0, \] (48)

which is non-negatively defined. We compute time derivative of \( V \) along solutions of the closed-loop system (47)

\[ \dot{V} = \frac{1}{2} e_\zeta^T \dot{Q}^* e_\zeta + e_\zeta^T Q^* \dot{e}_\zeta \]

\[ = - e_\zeta^T K_d e_\zeta - e_\zeta^T (K sgn e_\zeta - Y \hat{a}). \]

In the next step the time derivative of \( V \) will be rewritten as below

\[ \dot{V} = - e_\zeta^T K_d e_\zeta - e_\zeta^T \left( K sgn e_\zeta - Y \hat{a} \right) \]

\[ = - e_\zeta^T K_d e_\zeta - \sum_{i=1}^{n} e_{i\zeta} \left( K sgn e_{i\zeta} - \sum_{j=1}^{p} Y_{ij} \tilde{a}_j \right), \]

\[ = - e_\zeta^T K_d e_\zeta - \sum_{i=1}^{n} e_{i\zeta} sgn e_{i\zeta} \left( K - sgn e_{i\zeta} \sum_{j=1}^{p} Y_{ij} \tilde{a}_j \right), \]

\[ = - e_\zeta^T K_d e_\zeta - \sum_{i=1}^{n} e_{i\zeta} \left( K - sgn e_{i\zeta} \sum_{j=1}^{p} Y_{ij} \tilde{a}_j \right), \]
where \( p = 2 \) is a number of unknown parameters in the dynamics and \( \tilde{a}_j \) is \( j \)th element in vector of parameter errors.

In further evaluations of \( \dot{V} \) it will be assumed, that real velocity \( \dot{q}_{\text{m}} \) of the mobile platform is bounded. It is obvious from practical point of view, but is necessary to complete the proof of the proper working of control algorithm.

Then, if
\[
K > \sum_{j=1}^{p} Y_{ij} \tilde{a}_j + \varepsilon, \quad \varepsilon > 0, \quad \forall i = 1, \ldots, n
\]
we get
\[
\dot{V} \leq -e^T \zeta K \dot{e}_\zeta - \sum_{i=1}^{n} |e_i\zeta| \varepsilon.
\]

Once again, from La Salle & Yoshizawa theorem, it could be concluded that each element of error \( e_\zeta \) converges asymptotically to zero. In turn, convergence of \( e_\eta \) to zero means that the the velocity profile generated by kinematic controller is successfully followed, and therefore one can conclude that the nonholonomic system i.e. skid-steering platform tracks the desired trajectory \( q_{\text{md}} \). On the other hand, if
\[
s = \dot{e}_r + \Lambda e_r \rightarrow 0,
\]
then it implies \( e_r \rightarrow 0 \). This ends the proof.

### 6 Simulation Study

Four scenarios were conducted. For each version of applied algorithm we have prepared two cases, namely tracking of admissible trajectory, a circle, and inadmissible trajectory, a square.

For each set of simulations initial conditions are noted and accompanying set of figures with results was presented. Slippage between the terrain and the robot’s wheels was occurring and the parameters of the friction, \( \mu \) and \( f_r \), are constant and unknown to the robot’s controller, thus an adaptive law was incorporated (40). Furthermore, friction coefficients are described with time dependant function for each scenario and are as follows:
\[
f_r(t) = \begin{cases} 
0.10 & \text{if } t \leq 50, \\
0.15 & \text{if } t > 50.
\end{cases}
\]

\[
\mu(t) = \begin{cases} 
0.9 & \text{if } t \leq 50, \\
1.1 & \text{if } t > 50.
\end{cases}
\]

The first trajectory (the admissible trajectory) was a circle with radius of 10m. The vehicle should move with angular velocity equal to 0.1 \( \text{rad s}^{-1} \). The second trajectory, the inadmissible, was a square and the mobile platform should move along its edges with constant linear velocity equal to 0.5 \( \text{m s}^{-1} \).

The desired trajectory for 2R manipulator joints was defined for each joint with following equations:
\[
q_{1d} = 0.15 \sin(0.150 \pi t) + 0.50, \quad (51)
\]
\[
q_{2d} = -0.15 \cos(0.075 \pi t) - 0.25. \quad (52)
\]

Moreover, regulation parameters for kinematic controller were chosen as follows:
\[
k_1 = 1, \quad k_2 = 1.
\]

Parameters of the dynamic controller in regard to variables \( \Lambda \) and \( \Gamma \) were set to:
\[
\Lambda = \text{diag}(10), \quad \Gamma = \text{diag}(1).
\]
Fig. 5 Error in the manipulator’s joint $q_1$ and $q_2$

Fig. 6 Convergence of unknown parameters $f_r$ and $\mu$ in time

Fig. 7 Real and desired trajectory of the mobile platform

Fig. 8 Errors in Cartesian space – position and orientation of the mobile platform

Fig. 9 Error in the manipulator’s joint $q_{r1}$ and $q_{r2}$

Fig. 10 Convergence of unknown parameters $f_r$ and $\mu$ in time
6.1 Adaptive Version – An Admissible Trajectory

A set of initial conditions for the experiment was assumed with following values: $x(0) = -2$, $y(0) = -2$, $\varphi(0) = \frac{\pi}{16}$, $q_1(0) = 0.60$, $q_2(0) = -0.50$, $\hat{f}_r(0) = 0.3$, $\hat{\mu}(0) = 1.0$.

Dynamic controller coefficient $K_d = 50$.

In Fig. 3 we can observe real and desired trajectory of the skid-steering platform. Tracking errors of the platform can be seen in Fig. 4.

In Fig. 5 trajectory tracking errors in manipulator joint space have been presented.

Figure 6 shows estimates of constant but unknown terrain parameters i.e. friction coefficients. It is easy to note that parameters do not converge to their real values.

6.2 Adaptive Version – An Inadmissible Trajectory

A set of initial conditions for the experiment was assumed with following values: $x(0) = -2$, $y(0) = -2$, $\varphi(0) = \frac{\pi}{16}$, $q_1(0) = 0.60$, $q_2(0) = -0.50$, $\hat{f}_r(0) = 0.3$, $\hat{\mu}(0) = 1.0$.

Dynamic controller coefficient $K_d = 50$.

In Fig. 7 we can observe real and desired trajectory of the skid-steering platform. Tracking errors of the platform can be seen in Fig. 8.

In Fig. 9 trajectory tracking errors in manipulator joint space have been presented.

In Fig. 10 estimates of constant but unknown terrain parameters i.e. friction coefficients have been shown. It is easy to note that parameters do not converge to their real values.
Fig. 15 Errors in Cartesian space – position and orientation of the mobile platform

6.3 Robust Version – An Admissible Trajectory

A set of initial conditions for the experiment was assumed with following values:

\[ x(0) = -1.9, \quad y(0) = -2, \quad \varphi(0) = \frac{\pi}{9}, \quad q_1(0) = 0.58, \quad q_2(0) = -0.21, \quad f_r(0) = 0.1, \quad \mu(0) = 0.1. \]

Dynamic controller coefficients: \( K_d = 50 \) and \( K_r = 50 \).

In Fig. 11 we can observe real and desired trajectory of the skid-steering platform. Tracking errors of the platform can be seen in Fig. 12.

In Fig. 13 trajectory tracking errors in manipulator joint space have been presented.

6.4 Robust Version – An Inadmissible Trajectory

A set of initial conditions for the experiment was assumed with following values:

\[ x(0) = -7, \quad y(0) = -4.5, \quad \varphi(0) = -\frac{\pi}{9}, \quad q_1(0) = 0.51, \quad q_2(0) = -0.88, \quad f_r(0) = 0.1, \quad \mu(0) = 0.1. \]

Dynamic controller coefficients: \( K_d = 50 \) and \( K_r = 150 \).

In Fig. 14 we can observe real and desired trajectory of the skid-steering platform. Tracking errors of the platform can be seen in Fig. 15.

In Fig. 16 trajectory tracking errors in manipulator joint space have been presented.

7 Conclusions

We have presented a concept of extended factitious force in regard to the control of mobile manipulators. A mobile manipulator structured of a skid–steering mobile platform and a rigid 2R manipulator was investigated as a research object. In many previous works we have presented the factitious force method and its extended version but in this article we assumed that there are some uncertainties of the environment the robot is moving in. To overcome those uncertainties we have proposed adaptive version of utilized dynamic control algorithm. Friction coefficients are constantly estimated and based on their estimation control signal is calculated to adapt to changing environment. We have also used robust version of the algorithm where we assume that there is a constant non-zero friction between wheels and the ground and based on the simulation results we have obtained it is clear that the algorithm is performing well. Furthermore, in both presented cases we assumed that the friction coefficients of environment surface are piece-wise constant and despite this fact presented two approaches have good performance. Moreover, for each algorithm two scenarios were investigated. The first scenario was a desired trajectory of a circle – the admissible trajectory and the second scenario was a square – the inadmissible trajectory.
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