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Abstract

Despite recent advancements in deep learning technologies, Child Speech Recognition remains a challenging task. Current Automatic Speech Recognition (ASR) models require substantial amounts of annotated data for training, which is scarce. In this work, we explore using the ASR model, wav2vec2, with different pretraining and finetuning configurations for self-supervised learning (SSL) towards improving automatic child speech recognition. The pretrained wav2vec2 models were finetuned using different amounts of child speech training data to discover the optimum amount of data required to finetune the model for the task of child ASR. Our trained model achieves the best word error rate (WER) of ‘8.37’ on the in-domain Myst dataset and WER of ‘10.38’ on the out-of-domain Pfstar dataset. We do not use any Language Models (LM) in our experiments.

Index Terms— Child speech recognition, Self-supervised learning, wav2vec2, Automatic Speech Recognition

1. Introduction

Current deep learning based automatic speech recognition models perform remarkably well on adult speech data. However, they struggle when it comes to recognizing speech from children. Models such as wav2vec2, Deep Speech 2, ContextNet, and others [1]–[5] all achieve impressive results on adult speech datasets such as LibriSpeech (~1000h), TIMIT (5.4h), LJSpeech (~24h), MediaSpeech (~10h), and more. This is due in no small part to the vast amounts of annotated adult speech data available for training such models and the ease with which it can be obtained. However, when it comes to child speech recognition, state-of-the-art (SOTA) ASR models trained on adult data perform quite poorly on child voice datasets. This is due to the inherent differences between adult and children’s voices. A child’s voice is quite different from an adult voice [6], [7] in terms of pitch, linguistic and acoustic features, ability to understand and pronounce words, high fundamental frequency, and shorter vocal track length. In addition, it is a challenging task to collect and annotate child speech data in comparison to adult speech data which can be acquired from various sources such as movies, news broadcasts, audiobooks, the internet, etc. Even if child speech can be collected from such sources, providing accurate annotations remains challenging. When compared to adult voice datasets, child voice datasets are quite limited [8].

In the past few years, there have been many different approaches to improving the performance of automatic child speech recognition systems [9]. Most of these approaches consist of various data augmentation techniques for increasing the amount of usable training data. Text-to-Speech based data augmentations as introduced by [10], [11], where ASR models are finetuned using synthetic data, have not shown significant increases in the accuracy of child ASR. Generative Adversarial Networks (GAN) based augmentation [12]–[14] has also been explored to increase the amount of labeled data with acoustic attributes like those of child speech. Some of the other popular augmentation approaches include Vocal Track Length Perturbation [15], Fundamental frequency feature normalization [16], out-of-domain data augmentation using stochastic feature mapping (SFM) [17], and data processing-based augmentations [18] such as Speed Perturbation, Pitch Perturbation, Tempo Perturbation, Volume Perturbation, Reverberation Perturbation, and Spectral Perturbation. Spectrogram Augmentation also seems promising for improving the performance of ASR systems [19], [20]. Each of these methods shows improvements in child ASR accuracy, however, they still require corresponding labeled annotations to speech data.

A recent review of child ASRs [21] determined that most of these SOTA methods are supervised learning approaches. In other words, these are approaches that rely on labeled child speech data during training for the task of ASR. As there is a distinct lack of labeled child speech data compared to an adult, approaches that utilize unsupervised [22] and self-supervised learning [23] were explored for this paper. Therefore, the goal of this work is to present a method to incorporate unlabeled child speech data into the training procedure of a typical ASR model while also making use of abundant, labeled, and unlabeled adult speech data to...
improve the overall accuracy of ASR models on child speech.

Self-supervised learning (SSL) has emerged as a paradigm to learn general data representations from substantial amounts of unlabeled examples allowing one to then fine-tune models on small amounts of labeled data. The use of SSL for child ASR was first seen at Interspeech2021[24] where a model using SSL [25] received first place in the SLT 2021 Children Speech Recognition challenge. A similar approach can be seen in [26] where the author uses a bidirectional unsupervised model pretraining with child speech ASR. After reviewing various approaches to SSL, wav2vec2 [23] was chosen for this paper. Wav2vec2 shows that using self-supervised learning for the task of ASR provides improvements over SOTA supervised learning approaches. This paper explores various pretraining and finetuning configurations with different combinations of adult and child speech data to learn the optimum data requirements for improving the performance of ASR models on child speech data using these learnable speech representations.

The rest of this paper is organized as follows: Section 2 describes the model architecture. Section 3 introduces the datasets used for this paper. Section 4 includes the experiments and results, while conclusions are presented in Section 5.

2. MODEL DESCRIPTION

The wav2vec2 model [23] is used to extract speech representations from raw audio files in a self-supervised learning scenario and use these representations for ASR specific tasks. Wav2vec2 is used in this paper as it can achieve state-of-the-art results when trained on a large amount of unlabeled speech data and finetuned on labeled data as small as 10 minutes. This is ideal for our task, as it is much easier to obtain significant amounts of unlabeled child speech data than gathering accurately labeled data.

As it is a two-step training method, the first step includes a pretraining step in which the model is trained with a large amount of unlabeled data. Wav2vec2 uses a multilayer convolutional neural network to encode the speech audio. After encoding, masking is applied to the resulting latent speech representation which is fed into a transformer network to build a contextualized representation of the speech audio. Gumbel softmax is used to calculate the contrastive loss on which the model is trained. Speech representations are learned from this training.

The second step includes finetuning on labeled data using Connectionist Temporal Classification (CTC) loss [27] for downstream ASR tasks. As the model learns SSL speech representation in pretraining, it can be trained using many unlabeled speech data and can be finetuned with a small amount of labeled data. This way, the problem of scarcity of child speech is solved as we can train the ‘pretraining’ model with a combination of unlabeled speech data and it can also be used to learn representation from adult speech datasets making use of the abundant adult speech data.

![Figure 1: Pretraining and Finetuning steps in Wav2vec2 (from [25])](image)

2.1. Pretraining

The pretraining model of wav2vec2 consists of a feature encoder, context network, and quantization module. A feature encoder encodes the raw audio files with temporal convolution followed by batch normalization which is further normalized to zero mean and unit variance. Context network takes in the output of the feature encoder to calculate relative position embeddings. The quantization module is then used to calculate the contextualized representation by using Gumbel softmax and choosing the quantized representation from multiple codebooks and concatenating them. Experiments configurations are provided as the BASE and LARGE models. The configurations differ in transformer block size but use the same size for the encoder. The feature encoder contains seven blocks with each block having stride (5,2,2,2,2,2) and kernel widths (10,3,3,3,3,2,2) and output temporal convolution of 512 channels. The context network of the BASE model contains 12 transformer blocks, each block with a 512-dim model, 8 attention heads, and a 2048-dim feed-forward innerlayer while the LARGE model contains 24 transformer blocks with model dimension 1,024, inner dimension 4,096, and 16 attention heads.

We use 4 NVIDIA Tesla V100 GPUs to train the pretraining model (wherever required). The model was optimized using ADAM. During the first 8% updates, the learning rate warms up to a peak of $5 \times 10^{-4}$ for the BASE and $3 \times 10^{-4}$ for LARGE, and then it linearly decays. The BASE model is used for most experiments, however, the pretrained LARGE model is also used to provide a comparison in Section 3.
2.2. Finetuning

For finetuning, 29 tokens were used (from the LibriSpeech Dataset) as provided by the authors. Models are optimized by minimizing a CTC loss. A modified version of SpecAugment[19] is applied as masking to timestamps and channels to reduce the overfitting and improve the recognition robustness. We fine-tune on 1 V100 GPU. For the first 1000 updates, only the final output classifier was trained, after which the Transformer block was also trained. The feature encoder was frozen during finetuning training. The learning rate was set to $3 \times 10^{-5}$.

We do not use any external Language Model for this paper. The experiments were only performed to explore the potential of SSL for child ASR. Further improvements in results can be obtained using an external Language Model.

3. DATASET USAGE AND DESCRIPTION

The datasets are divided according to their usage. The child speech data used in this paper include MyST Child Corpus [28] and PF-STAR [29]. Adult Speech datasets include LibriLight[30], SPGI Speech[31], and LibriSpeech [32]. Please see Table 1 for details on the datasets.

Table 1: Dataset Description for Pretraining, Finetuning and Inference usage

| Usage       | Dataset               | Duration     | Type   |
|-------------|-----------------------|--------------|--------|
| Pretraining | Myst_complete         | 393 hrs      | Child  |
|             | Librispeech           | 960 hrs      | Adult  |
|             | SPGI speech           | 5000 hrs     | Adult  |
|             | Libri-light           | 60k hrs      | Adult  |
| Finetuning  | Myst_10m              | 10 mins      | Child  |
|             | Myst_1h               | 1 hr         | Child  |
|             | Myst_10h              | 10 hrs       | Child  |
|             | Myst_55h              | 55 hrs       | Child  |
|             | LS_10m                | 10 mins      | Adult  |
|             | LS_100h               | 100 hrs      | Adult  |
|             | LS_960h               | 960 hrs      | Adult  |
| Inference   | Myst_10h              | 10 hrs       | Child  |
|             | PS_STAR_10h           | 10 hrs       | Child  |

3.1. MyST Cleanup for Finetuning Experiments

The MyST dataset contains over 393 hours of speech data, with only 197 hours of transcribed speech data. For the finetuning setup with child speech, we first extract the speech samples from transcribed MyST that are 10-20 seconds long, which amounts to 65 hours of total data. Within the MyST dataset, typically samples below 10 seconds in length contained non-meaningful, noisy speech, and data above 20 seconds would lead to the GPU running out of memory. The data was then split into 55 hours of training data and 10 hours for the test.

In our experiments, this 55 hours of data with transcriptions is used for all the finetuning experiments with child data. From the 55 hours of training data, several smaller data sets are created with 10 minutes, 1 hour, and 10 hours of MyST data for further finetuning experiments. Additionally, we include the PFSTAR corpus as part of the test set to evaluate the performance of the ASR model on an unseen dataset as the PFSTAR corpus contains British English child speech while MyST contains American English child speech. The test data was used to calculate the WER for each of the trained models. The details of each of these datasets according to their usage can be seen in Table 1.

3.2. Data Cleaning and Processing

All speech data was converted into a 16-bit mono channel with a 16Khz sampling rate. All the transcriptions were cleaned and normalized to remove abbreviations, punctuations, whitespaces, etc. and all the characters were changed to uppercase. All the non-linguistic annotation symbols such as “<unk>, <sil, hmm, <breath>, <noise>, <indiscernible>, [ze], [cham], [***ision], etc.” were removed and only alphanumeric characters were retained in the transcript. This was done for all the labeled data used in this paper.

4. EXPERIMENTS AND RESULTS

4.1. Codebase and Hyperparameters

We use the wav2vec2 implementation as provided by the fairseq1. Most of the hyperparameters were kept the same for both BASE and LARGE configuration as provided by the authors. We prepare our own scripts for cleaning and data processing using FFmpeg and python-based tools such as pydub and scipy.

4.2. Experiments

For our experimental setup, three sets of experiments were prepared, namely, set-A, set-B, and set-C. For set A, the pretrained checkpoints provided by the wav2vec2 repository were used. Two configurations were used in set-A training, namely BASE and LARGE. The BASE configuration includes 960 hours of LibriSpeech pretraining data and the LARGE configuration includes 60k hours of LibriSpeech and Librilight data, which is 60 times as much pretraining data as in the BASE configuration. For finetuning, each of the BASE and LARGE configurations were finetuned with 10 minutes, 100 hours, and 960 hours of adult speech.

---

1https://github.com/pytorch/fairseq/tree/main/examples/wav2vec
The trained model trained on LibriSpeech is speech (more in Section 4.3). The models finetuned with 100 sectors significantly as compared to other learning rates (WER) achieved.

| SETUP | MODEL ID | PRETRAINING MODEL CONFIGURATION | PRETRAINING DATASET | FINE-TUNING DATASET | WER MYST_Test | WER PFSTAR_Test |
|-------|----------|---------------------------------|---------------------|-------------------|---------------|---------------|
| SET - A | 1 | BASE | LibriSpeech | LS_10m | 31.48 | 34.49 |
| | 2 | | | LS_100h | 17.82 | 19.04 |
| | 3 | | | LS_960h | 15.41 | 14.40 |
| | 4 | LARGE | LibriSpeech, Libri-light | LS_10m | 26.47 | 27.97 |
| | 5 | | | LS_100h | 13.15 | 11.94 |
| | 6 | | | LS_960h | 12.50 | **10.38** |
| SET - B | 7 | | MyST_10m | 28.84 | 43.03 |
| | 8 | BASE | LibriSpeech | MyST_1h | 18.75 | 34.82 |
| | 9 | | | MyST_10h | 13.46 | 29.93 |
| | 10 | | | MyST_55h | **8.37** | 23.19 |
| SET - C | 11 | BASE | SPGI Speech, MyST_Complete | MyST_10m | 91.72 | 92.74 |
| | 12 | | | MyST_1h | 28.81 | 48.60 |
| | 13 | | | MyST_10h | 18.21 | 43.01 |
| | 14 | | | MyST_55h | 12.68 | 51.16 |

Therefore, this set contains only adult speech datasets in both the pretraining and finetuning steps. Details of each model and their pretraining/finetuning datasets are presented in Table 2.

For set B, the pretrained model trained on LibriSpeech is used and finetuned over different amounts of the MyST dataset. We use the BASE configuration pretrained with 960 hours of adult speech and finetune it on 10 minutes, 1 hour, 10 hours, and 55 hours of child speech data. Therefore, set B contains adult speech data in pretraining and child speech data in finetuning steps.

And finally, for set C, the SPGI Speech and MyST datasets having 5k hours of adult speech and 393 hours of child speech data respectively were used for pretraining the model which is then finetuned over different amounts of the MyST dataset (similar to set B). Therefore, set C contains both adult and child speech data in pretraining and only child speech in finetuning.

These experiments were chosen to see the effect of different pretrained and finetuning configurations and different amounts of adult and child speech datasets on the trained model. We did not train any independent pretrained model with child speech data alone as more amount of child speech data would be required to learn any meaningful speech representation from child speech (more in Section 4.3). The inference tests were performed over unseen MyST and PFSTAR child speech datasets each having 10 hours of speech. Table 2 shows the word error rates (WER) achieved.

### 4.3. Results and Discussion

For set A, training, Model 6, pretrained on 60k hours of adult speech and finetuned on 960 hours of adult speech, gave the best results with a WER of 12.50 on MyST_test and 10.38 on PF-STAR_test. This is most comparable to the WER of Model 3 which was pretrained on 960 hours of adult speech with WER of 15.41 and 14.40 on the MyST_test and PFSTAR_test. In comparing models {1,2,3} and models {4,5,6} having a different BASE and LARGE configurations respectively, there is not a huge difference in WER considering the difference in the amount of training data.

For set A finetuning with 10 minutes, 100 hours, and 960 hours of data, it can be observed that there is not a large difference in WER between the models finetuned with 100 hours and 960 hours of data. Therefore, 100 hours of finetuning data can be considered an optimum amount of adult speech data to be used with child speech validation. We can also see that between MYST_test and PF-STAR_test in set A experiments, there is a very small difference in WER, implying that finetuning on adult speech has a similar effect on WER for different child speech datasets.

| SETUP | MODEL ID | PRETRAINING MODEL CONFIGURATION | PRETRAINING DATASET | FINE-TUNING DATASET | WER MYST_Test | WER PFSTAR_Test |
|-------|----------|---------------------------------|---------------------|-------------------|---------------|---------------|
| SET - A | 1 | BASE | LibriSpeech | LS_10m | 31.48 | 34.49 |
| | 2 | | | LS_100h | 17.82 | 19.04 |
| | 3 | | | LS_960h | 15.41 | 14.40 |
| | 4 | LARGE | LibriSpeech, Libri-light | LS_10m | 26.47 | 27.97 |
| | 5 | | | LS_100h | 13.15 | 11.94 |
| | 6 | | | LS_960h | 12.50 | **10.38** |
| SET - B | 7 | | MyST_10m | 28.84 | 43.03 |
| | 8 | BASE | LibriSpeech | MyST_1h | 18.75 | 34.82 |
| | 9 | | | MyST_10h | 13.46 | 29.93 |
| | 10 | | | MyST_55h | **8.37** | 23.19 |
| SET - C | 11 | BASE | SPGI Speech, MyST_Complete | MyST_10m | 91.72 | 92.74 |
| | 12 | | | MyST_1h | 28.81 | 48.60 |
| | 13 | | | MyST_10h | 18.21 | 43.01 |
| | 14 | | | MyST_55h | 12.68 | 51.16 |
set. This can also be attributed to the noisy nature of the MyST dataset.

Set-C contained MyST child speech data in the pretraining step, however, the results were much worse compared to set B. This can be attributed to the MyST corpus containing a lot of noise and non-linguistic child speech, and it will be difficult to learn meaningful representations from such 'noisy' data. Model 11 finetuned with 10m of MyST data gave the worst overall WER of 91.72 on MyST_test and 92.74 on PFSTAR_test, however, in comparison, model 7 finetuned with same data gives WER of 28.84 and 43.03 on MyST_test and PFSTAR_test. Similarly, models {8,9,10} outperform models {12,13,14} having been finetuned with the same type and amount of finetuning data. They have an average WER difference of 6.3 for the MyST_test and 18.27 for the PFSTAR_test. The only difference between these sets of models is their pretraining datasets. This observation could imply that a model pretrained with only adult speech data can learn better features than the model pretrained with both adult and child speech data; however, more investigation is required to determine why and how the pretraining of child speech data affects these models.

5. CONCLUSION

In this work, we used the wav2vec2 self-supervised training approach with different pretraining and finetuning datasets for child speech recognition. A combination of adult and child speech datasets was used in pretraining and finetuning to find the optimum data requirements for improving child speech recognition. Experiments were designed to see the performance on the in-domain MyST dataset and out-of-domain PFSTAR dataset, each containing 10 hours of speech. A model trained with adult speech data in pretraining can learn the best features as compared to a model including both adult and child speech in pretraining. It is also observed that a model using adult speech in both the pretraining, and finetuning gives similar WER for both MyST and PFSTAR test sets. 100 hours of adult speech data finetuning shows the best optimum results with child speech inference. A model finetuned with MyST data shows improvement in WER on the seen MyST test set but shows a fall in WER for the unseen PFSTAR test set. Using just 55 hours of MyST finetuning outperformed all the previous WER on the MyST test set. The best WER of 8.37 was achieved on the MyST test set and 10.38 on the PFSTAR test set.

Our work shows how unlabeled child speech data can be used for training an ASR model, while also making use of abundant, labeled, and unlabeled adult speech data, to improve the overall accuracy of ASR models on child speech. Using self-supervised features learned from adult speech can be the key to improving child speech recognition.

For future work, we plan to utilize this model to transcribe more of the MyST data to generate more usable child speech data. We also plan to perform more experiments with other combinations of child and adult speech datasets using this self-supervised learning approach. PF-STAR finetuning will also be explored in future experiments.
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