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Abstract

The concept of matrix $D$-stability, introduced in 1958 by Arrow and McManus is of major importance due to the variety of its applications. However, characterization of matrix $D$-stability for dimensions $n > 4$ is considered as a hard open problem. In this paper, we propose a simple way for testing matrix $D$-stability, in terms of the inequalities between principal minors of a matrix. The conditions are just sufficient but they allow to test matrices of an arbitrary size $n$, are easy to verify and can be used for the analysis of parameter-dependent models.
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1 Introduction

Let $\mathcal{M}^{n \times n}$ be the set of all square real $n \times n$ matrices; $\sigma(A)$ be the spectrum of a matrix $A \in \mathcal{M}^{n \times n}$ (i.e. the set of all eigenvalues of $A$ defined as zeroes of its characteristic polynomial $f_A(\lambda) := \text{det}(A - \lambda I)$).

Let us recall the following crucial definitions.

Definition 1 (see, for example, [2], [13]). A matrix $A \in \mathcal{M}^{n \times n}$ is called Hurwitz stable or just stable if $\text{Re}(\lambda) < 0$ for all $\lambda \in \sigma(A)$.

Definition 2 (see [1]). A matrix $A \in \mathcal{M}^{n \times n}$ is called (multiplicative) $D$-stable if $\text{Re}(\lambda) < 0$ for all $\lambda \in \sigma(DA)$, where $D$ is any positive diagonal matrix.

Definition 3 (see [5]). A matrix $A \in \mathcal{M}^{n \times n}$ is called diagonally stable if the matrix

$$W := DA + A^TD$$

is negative definite for some positive diagonal matrix $D$.

Here, our purpose is to present new verifiable sufficient conditions for $D$-stability, that can be applied to an arbitrary $n \times n$ matrix. Though the problem of characterizing $D$-stability has been studied for over sixty years (see, e.g. [14], [13] and references therein) and the literature in $D$-stability is particularly rich, there is still lack of conditions of this kind. Indeed, there is a number of sufficient $D$-stability conditions for structured matrices (see, e.g. [8]) and only a few for unstructured (see, e.g., [13]). Also, we have a convenient to use criterion for $n = 3$ (see [4]) and much less convenient criterion for $n = 4$ (see [12]). To test a full unstructured $5 \times 5$ matrix is still a problem. Finally, there are algorithms for testing matrix diagonal stability (see [13]), which implies $D$-stability. But, as it
will be shown by examples, our test works for matrices which are not diagonally stable.

Our new approach exploits the basic linear algebra methods, such as matrix determinant expansion. In practice, we just need to know the principal minors of a matrix, thus matrices of small order \((n \leq 4)\) can be easily tested without any software. Note that already in 1970th it was known, that \(D\)-stability of a matrix depends entirely on the sequence of its principal minors (see [10]). Developing necessary and sufficient criterion of \(D\)-stability of \(n \times n\) matrices, based on this approach, is in progress.

Here, as usual, we use the notation \([n]\) for the set of indices \(\{1, 2, \ldots, n\}\). Given a set \(\alpha = (i_1, \ldots, i_k)\), with \(1 \leq i_1 < \ldots < i_k \leq n\), we denote \(N(\alpha)\) the cardinality of \(\alpha\), i.e. the number of elements in \(\alpha\) (obviously, \(N(\emptyset) = 0\)).

For a given matrix \(A = \{a_{ij}\}_{i,j=1}^n\), we denote \(A(\alpha)\) (or \(A(i_1 \ldots i_k)\)) the principal minor of \(A\), which lies on the intersection of the rows and columns with indices from \(\alpha = (i_1, \ldots, i_k)\). The main result of the paper is as follows.

**Theorem 1** Let \(A\) be a stable matrix such that, for some \(k\), \(1 \leq k \leq n\), \(a_{kk} \neq 0\) and its \((n-1) \times (n-1)\) principal submatrix \(A_k\), obtained by deleting the \(k\)th row and column, is \(D\)-stable. Then \(A\) is \(D\)-stable if for each two sets of indices \(\alpha, \beta\), which satisfy the conditions:

(a) \(\beta \subseteq \alpha \subseteq [n] \setminus \{k\}\), for \(N(\alpha) = 1, \ldots, n - 1\),

(b) \(N(\beta) = \begin{cases} 0, 2, \ldots, N(\alpha) & \text{if } N(\alpha) \text{ is even}, \\ 1, 3, \ldots, N(\alpha) & \text{if } N(\alpha) \text{ is odd} \end{cases}\)

the following inequality holds:

\[
\sum_{r=0}^{N(\alpha \setminus \beta)} (-1)^{X+r} \sum_{\gamma \subseteq \alpha \setminus \beta, N(\gamma) = r} A_{\gamma} A_{\alpha \setminus \gamma}^{-1} a_{kk} A_{\beta \hat{k}}(\beta \gamma \hat{k}) \geq 0, \tag{1}
\]

where

\[
X = \begin{cases} n - 1 - \frac{N(\beta) + N(\alpha)}{2}, & \text{if } n - 1 - N(\alpha) \text{ is even;} \\ \left\lceil \frac{n - 1 - N(\beta)}{2} \right\rceil + \left\lfloor \frac{n - 1 - N(\alpha)}{2} \right\rfloor, & \text{if } n - 1 - N(\alpha) \text{ is odd} \end{cases}
\]

and the notation \(\hat{k}\) means that the index \(k\) is placed according to its lexicographic order.

Note that determinantal inequalities (1) define a class of matrices which is not included in any known verifiable sufficient condition for \(D\)-stability.

The paper is organized as follows. Section 2 collects some basic facts of matrix theory: determinant expansions and Schur complement properties. Section 3 presents the results on \(D\)-stability: equivalent characteristics, necessary conditions and basic properties. Section 4 is concerned with the proof of the main results. In Section 5, the computational aspects are considered and supported by numerical examples for the dimensions \(n = 3\) and \(n = 4\). Section 6 contains brief conclusions.
2 Preliminary results

2.1 Determinant expansions

Let us represent an $n \times n$ complex matrix $A = \{a_{ij}\}_{i,j=1}^n$, in the following block form

$$A = \begin{pmatrix} A|_n & \overline{a}_{1n} \\ \underline{a}_{n1} & a_{nn} \end{pmatrix},$$

(2)

where $A|_n$ is the $(n-1) \times (n-1)$ principal submatrix of $A$, obtained by deleting the $n$th row and the $n$th column, $\overline{a}_{1n} = (a_{1n}, \ldots, a_{n-1n})^T$, $\underline{a}_{n1} = (a_{n1}, \ldots, a_{nn-1})$. Later, we shall use the following matrix determinant expansion (see, for example, [3], p. 133, Fact 2.14.2).

Lemma 1 Let an $n \times n$ complex matrix $A = \{a_{ij}\}_{i,j=1}^n$ be represented in Form (2). Then

$$\det A = \begin{cases} \det(A|_n)(a_{nn} - \overline{a}_{1n}(A|_n)^{-1}\overline{\pi}_{1n}) & \text{if } \det(A|_n) \neq 0; \\ a_{nn} \det(A|_n) - \frac{1}{a_{nn}}\overline{a}_{1n}\underline{a}_{n1} & \text{if } a_{nn} \neq 0. \end{cases}$$

2.2 Schur complements

Given an $n \times n$ complex matrix $A = \{a_{ij}\}_{i,j=1}^n$, we decompose it as given in (2) assuming that $a_{nn} \neq 0$. Recall, that the Schur complement $A|_{a_{nn}}$ of $a_{nn}$ in $A$ is defined as follows:

$$A|_{a_{nn}} = A|_n - \frac{1}{a_{nn}}\overline{a}_{1n}\underline{a}_{n1}.$$

(3)

For the entries of the Schur complement, the following equalities hold:

$$A|_{a_{nn}} = (b_{ij})_{i,j=1}^{n-1}, \quad \text{where} \quad b_{ij} = \frac{1}{a_{nn}}A \begin{pmatrix} i \\ j \end{pmatrix} \begin{pmatrix} n \\ n \end{pmatrix}.$$

(4)

For the determinant of the Schur complement, we have:

$$\det(A|_{a_{nn}}) = \frac{\det(A)}{a_{nn}}.$$

(5)

Using the Sylvester determinant identity (see, for example, [3], p. 132, Fact 2.14.1), we easily deduce the following formula for the principal minors of the Schur complement $B := A|_{a_{nn}}$:

$$B \begin{pmatrix} i_1 & \ldots & i_k \\ i_1 & \ldots & i_k \end{pmatrix} = \frac{1}{a_{nn}}A \begin{pmatrix} i_1 & \ldots & i_k \\ i_1 & \ldots & i_k \end{pmatrix},$$

for all $(i_1, \ldots, i_k)$, $1 \leq i_1 < \ldots < i_k \leq n-1$, and all $k = 1, \ldots, n-1$.

3 Basic results on $D$-stability

First, recall the following basic results (see, e.g. [8]).

Lemma 2 (Elementary properties of $D$-stable matrices) If $A$ is $D$-stable then $A$ is nonsingular and each of the following matrices are also $D$-stable:
1. $A^r$
2. $A^{-1}$
3. $P^rAP$, where $P$ is any permutation matrix.
4. $DAE$, where $D$, $E$ are positive diagonal matrices.

Here, we recall the following equivalent conditions of matrix $D$-stability (see [10], p. 89, Corollary 2).

**Theorem 2** Let $A \in M^{n \times n}$ be stable. Then the following conditions are equivalent.

(i) $A$ is $D$-stable.

(ii) $\det(A \pm iD) \neq 0$ for every positive diagonal matrix $D$.

The condition (ii) shows that $DA$ has no eigenvalues on the imaginary axis for any positive diagonal matrix $D$.

Let us recall the following definitions from matrix theory.

**Definition 4.** A matrix $A \in M^{n \times n}$ is called:

- a $P$-matrix ($P_0$-matrix) if all its principal minors are positive (respectively, nonnegative), i.e. the inequality $A\begin{bmatrix} i_1 & \cdots & i_k \\ i_1 & \cdots & i_k \end{bmatrix} > 0$ (respectively, $\geq 0$) holds for all $(i_1, \ldots, i_k)$, $1 \leq i_1 < \ldots < i_k \leq n$, and all $k$, $1 \leq k \leq n$.

- a $P_0^+$-matrix if it is a $P_0$-matrix and, in addition, the inequality

$$\sum_{(i_1, \ldots, i_k)} A\begin{bmatrix} i_1 & \cdots & i_k \\ i_1 & \cdots & i_k \end{bmatrix} > 0$$

holds for all $k$, $1 \leq k \leq n$, i.e. the sums of all principal minors of every fixed order $k$ are positive.

A important necessary for $D$-stability condition was proved in [16]: if $A$ is $D$-stable then $-A$ is a $P_0^+$-matrix.

4 Proof of the main result

**Lemma 3** Let an $n \times n$ matrix $A$ satisfies the following conditions: $a_{nn} \neq 0$ and $\det(A|_n \pm iD|_n) \neq 0$ for every $(n-1) \times (n-1)$ positive diagonal matrix $D|_n$. Then, for each $n \times n$ positive diagonal matrix $D$, the following equality holds:

$$\det(A \pm iD) = \pm i d_{nn} \det(A|_n \pm iD|_n) + a_{nn} \det(A|_{a_{nn}} \pm iD|_n), \quad (6)$$

where $D = \text{diag}\{D|_n, d_{nn}\}$.
Proof. Let us represent a positive diagonal matrix $D$ in the form:

$$D = \text{diag}\{D|_{n}, d_{nn}\}.$$  

Using Expansion (2), we obtain

$$\alpha \pm iD = \left(\frac{A|_{n}}{a_{nn}} \bar{\pi}_{i(n)} a_{nn}\right) \pm i \left(\frac{D|_{n}}{a_{nn}} \bar{0}_{n} d_{nn}\right) = \left(\frac{A|_{n} \pm iD|_{n}}{a_{nn}} \bar{\pi}_{i(n)} a_{nn} \pm id_{nn}\right).$$

Since $\det(A|_{n} \pm iD|_{n}) \neq 0$, we use Lemma [1] and expand $\det(A \pm iD)$ as follows:

$$\det(A \pm iD) = \det(A|_{n} \pm iD|_{n})(a_{nn} \pm id_{nn} - a_{n1}(A|_{n} \pm iD|_{n})^{-1}\pi_{i(n)}) =$$

$$\pm id_{nn} \det(A|_{n} \pm iD|_{n}) + \det(A|_{n} \pm iD|_{n})(a_{nn} - a_{n1}(A|_{n} \pm iD|_{n})^{-1}\pi_{i(n)}) = \ldots$$

Using Lemma [1] again, we get

$$\det(A|_{n} \pm iD|_{n})(a_{nn} - \frac{1}{a_{n1}} a_{n1}(A|_{n} + iD|_{n})^{-1}\pi_{i(n)}) =$$

$$a_{nn} \det(A|_{n} + iD|_{n}) - \frac{1}{a_{n1}} a_{n1}(A|_{n} + iD|_{n})^{-1}(A|_{n} \pm iD|_{n}).$$

Thus

$$\ldots = \pm id_{nn} \det(A|_{n} \pm iD|_{n}) + a_{nn} \det(A|_{n} \pm iD|_{n}) = \det(A).$$

For $k = 1, \ldots, n$, let us consider the set of indices $(i_{1}, \ldots, i_{k})$, $1 \leq i_{1} < \ldots < i_{k} \leq n$. Then denote $\alpha = (j_{1}, \ldots, j_{i}) := [n]\{i_{1}, \ldots, i_{k}\}$, here $N(\alpha) = l = n - k$. When $(i_{1}, \ldots, i_{k}) = [n]$, we obtain $\alpha = \emptyset$ and we set an "empty" principal minor $A(\emptyset, \emptyset) := 1$. When $(i_{1}, \ldots, i_{k}) = \emptyset$, we have $A(n, n) = A(\emptyset, \emptyset)! = \det(A)$. Let us recall the following lemma from [10] (see [10], p. 89, Lemma 1).

**Lemma 4** For a matrix $A \in M^{n \times n}$ and an $n \times n$ real diagonal matrix $D$, the following formulas hold:

$$\text{Re}(\det(A + iD)) = \sum_{p=0}^{\lfloor \frac{n}{2} \rfloor} (-1)^{p} \sum_{(i_{1}, \ldots, i_{2p})} A(\alpha) d_{i_{1}} \ldots d_{i_{2p}},$$

where $\alpha = [n]\{i_{1}, \ldots, i_{2p}\}$, the sum is taken with respect to all the subsets $(i_{1}, \ldots, i_{2p})$, such that $1 \leq i_{1} < \ldots < i_{2p} \leq n$.

$$\text{Im}(\det(A + iD)) = \sum_{p=1}^{\lfloor \frac{n}{2} \rfloor} (-1)^{p-1} \sum_{(i_{1}, \ldots, i_{2p-1})} A(\alpha) d_{i_{1}} \ldots d_{i_{2p-1}},$$

where $\alpha = [n]\{i_{1}, \ldots, i_{2p-1}\}$, the sum is taken with respect to all the subsets $(i_{1}, \ldots, i_{2p-1})$, such that $1 \leq i_{1} < \ldots < i_{2p-1} \leq n$.

Now let us prove the following crucial statement.
Theorem 3 Let $A$ be a stable matrix such that $a_{nn} \neq 0$ and its $(n-1) \times (n-1)$ principal submatrix $A|_n$ is $D$-stable. Then $A$ is $D$-stable, if the equation of $n-1$ variables

$$F(d_{11}, \ldots, d_{n-1n-1}) = 0,$$

with

$$F(d_{11}, \ldots, d_{n-1n-1}) = \left( \sum_{p=0}^{\lfloor \frac{n-1}{2} \rfloor} (-1)^p \sum_{(k_1, \ldots, k_{2p})} A^{(\alpha)_{\beta}}_{n} d_{k_1} \ldots d_{k_{2p}} \right) \star$$

$$\left( \sum_{r=0}^{\lfloor \frac{n-1}{2} \rfloor} (-1)^r \sum_{(k_1, \ldots, k_{2r-1})} A^{(\beta)_{\gamma}}_{n} d_{k_1} \ldots d_{k_{2r-1}} \right) +$$

$$\left( \sum_{i=1}^{\lfloor \frac{n-1}{2} \rfloor} (-1)^{\lfloor \frac{n-1}{2} \rfloor - 1} \sum_{(j_1, \ldots, j_{2i-1})} A^{(\gamma)_{\delta}}_{n} d_{j_1} \ldots d_{j_{2i-1}} \right) \star$$

$$\left( \sum_{m=1}^{\lfloor \frac{n-1}{2} \rfloor} (-1)^{m-1} \sum_{(q_1, \ldots, q_{2m-1})} A^{(\delta)_{\sigma}}_{n} d_{q_1} \ldots d_{q_{2m-1}} \right),$$

where $\alpha = [n-1] \setminus (i_1, \ldots, i_{2p})$, $\beta = [n-1] \setminus (k_1, \ldots, k_{2r})$, $\gamma = [n-1] \setminus (j_1, \ldots, j_{2i-1})$, $\omega = [n-1] \setminus (q_1, \ldots, q_{2m-1})$, has no positive solutions $d_{11}, \ldots, d_{n-1n-1}$.

Proof. Applying Theorem 2 to $A$, we obtain that $A$ is $D$-stable if and only if $\det(A \pm iD) \neq 0$. Assume the opposite: let $\det(A + iD_0) = 0$ for some positive diagonal matrix $D_0 = \{d_{11}^0, \ldots, d_{nn}^0\}$. Since $A|_n$ is $D$-stable, we apply Theorem 2 and obtain that $\det(A|_n + iD|_n) \neq 0$ for every positive diagonal matrix $D|_n$. Since $\det(A|_n + iD_0|_n) \neq 0$ as well, we obtain by Formula 1:

$$\det(A + iD_0) = \alpha d_{nn}^0 \det(A|_n + iD_0|_n) + a_{nn} \det(A|_{a_{nn}} + iD_0|_{a_{nn}}).$$

Thus $\det(A + iD_0) = 0$ is equivalent to the equation

$$\alpha d_{nn}^0 \det(A|_n + iD_0|_n) + a_{nn} \det(A|_{a_{nn}} + iD_0|_{a_{nn}}) = 0.$$

Taking the equalities between real and imaginary parts, we obtain the following equivalent system:

$$\begin{cases}
\begin{align*}
-\alpha d_{nn}^0 \text{Im}(\det(A|_n + iD_0|_n)) + a_{nn} \text{Re}(\det(A|_{a_{nn}} + iD_0|_{a_{nn}})) &= 0; \\
\alpha d_{nn}^0 \text{Re}(\det(A|_n + iD_0|_n)) + a_{nn} \text{Im}(\det(A|_{a_{nn}} + iD_0|_{a_{nn}})) &= 0.
\end{align*}
\end{cases}$$

The inequality $\det(A|_n + iD_0|_n) \neq 0$ implies that if $\text{Im}(\det(A|_n + iD_0|_n)) = 0$ then $\text{Re}(\det(A|_n + iD_0|_n)) \neq 0$ and conversely. Thus we can extract $d_{nn}^0$ from either the first or the second equation:

$$d_{nn}^0 = \frac{a_{nn} \text{Re}(\det(A|_{a_{nn}} + iD_0|_{a_{nn}}))}{\text{Im}(\det(A|_n + iD_0|_n))} \quad \text{or} \quad d_{nn}^0 = \frac{\alpha d_{nn}^0 \text{Re}(\det(A|_n + iD_0|_n))}{\text{Re}(\det(A|_n + iD_0|_n))}.$$ 

Substituting $d_{nn}^0$ into the other equation, we get

$$\text{Re}(\det(A|_{a_{nn}} + iD_0|_{a_{nn}})) \text{Re}(\det(A|_n + iD_0|_n)) +$$
\[
\text{Im}(\det(A|_{a_{nn}} + iD_0|_n))\text{Im}(\det(A|_n + iD_0|_n)) = 0
\]

Applying Lemma 4 to both \(A|_n\) and \(A|_{a_{nn}}\), we obtain:

\[
\text{Re}(\det(A|_n + iD_0|_n)) = \sum_{p=0}^{\lfloor \frac{n+1}{2} \rfloor} (-1)^p \sum_{(i_1, \ldots, i_{2p})} A^{(\alpha \beta)} B^0 d_{i_1}^0 \ldots d_{i_{2p}}^0,
\]

where \(\alpha = [n-1] \setminus (i_1, \ldots, i_{2p})\), the sum is taken with respect to all the subsets \((i_1, \ldots, i_{2p})\), such that \(1 \leq i_1 < \ldots < i_{2p} \leq n - 1\).

\[
\text{Re}(\det(A|_{a_{nn}} + iD_0|_n)) = \sum_{r=0}^{\lfloor \frac{n+1}{2} \rfloor} (-1)^r \sum_{(k_1, \ldots, k_{2r})} B^{(\beta \gamma)} C^0 d_{k_1}^0 \ldots d_{k_{2r}}^0,
\]

where \(\beta = [n-1] \setminus (k_1, \ldots, k_{2r})\), the sum is taken with respect to all the subsets \((k_1, \ldots, k_{2r})\), such that \(1 \leq k_1 < \ldots < k_{2r} \leq n - 1\).

\[
\text{Im}(\det(A|_n + iD_0|_n)) = \sum_{l=1}^{\lfloor \frac{n-1}{2} \rfloor} (-1)^{l-1} \sum_{(j_1, \ldots, j_{2l-1})} A^{(\gamma \omega)} C^0 d_{j_1}^0 \ldots d_{j_{2l-1}}^0,
\]

where \(\gamma = [n-1] \setminus (j_1, \ldots, j_{2l-1})\), the sum is taken with respect to all the subsets \((j_1, \ldots, j_{2l-1})\), such that \(1 \leq j_1 < \ldots < j_{2l-1} \leq n - 1\).

\[
\text{Im}(\det(A|_{a_{nn}} + iD_0|_n)) = \sum_{m=1}^{\lfloor \frac{n-1}{2} \rfloor} (-1)^{m-1} \sum_{(q_1, \ldots, q_{2m-1})} B^{(\omega \omega)} C^0 d_{q_1}^0 \ldots d_{q_{2m-1}}^0,
\]

where \(\omega = [n-1] \setminus (q_1, \ldots, q_{2m-1})\), the sum is taken with respect to all the subsets \((q_1, \ldots, q_{2m-1})\), such that \(1 \leq q_1 < \ldots < q_{2m-1} \leq n - 1\).

Taking into account that

\[
B^{(i_1 \ldots i_k)} = \frac{1}{a_{mn}} A^{(i_1 \ldots i_k n)} A^{(i_1 \ldots i_k n)}\]

for all \((i_1, \ldots, i_k)\), \(1 \leq i_1 < \ldots < i_k \leq n - 1\), and all \(k = 1, \ldots, n - 1\), we obtain

\[
\left(\sum_{p=0}^{\lfloor \frac{n+1}{2} \rfloor} (-1)^p \sum_{(i_1, \ldots, i_{2p})} A^{(\alpha \beta)} B^0 d_{i_1}^0 \ldots d_{i_{2p}}^0\right)\]

\[
\left(\sum_{r=0}^{\lfloor \frac{n+1}{2} \rfloor} (-1)^r \sum_{(k_1, \ldots, k_{2r})} B^{(\beta \gamma)} C^0 d_{k_1}^0 \ldots d_{k_{2r}}^0\right)\]

\[
\left(\sum_{l=1}^{\lfloor \frac{n-1}{2} \rfloor} (-1)^{l-1} \sum_{(j_1, \ldots, j_{2l-1})} A^{(\gamma \omega)} C^0 d_{j_1}^0 \ldots d_{j_{2l-1}}^0\right)\]

\[
\left(\sum_{m=1}^{\lfloor \frac{n-1}{2} \rfloor} (-1)^{m-1} \sum_{(q_1, \ldots, q_{2m-1})} B^{(\omega \omega)} C^0 d_{q_1}^0 \ldots d_{q_{2m-1}}^0\right) = 0.
\]
The above equality means exactly that the equation \( F(d_{11}, \ldots, d_{n-1n-1}) = 0 \) has a positive solution \( d_{11}^0, \ldots, d_{n-1n-1}^0 \). We obtain a contradiction. □

**Proof of Theorem 1.** Without loss the generality of the reasoning, we assume that \( k = n \). Otherwise, we shall consider \( B := PAP^T \), where \( P \) is a matrix of the permutation, which interchanges \( n \) and \( k \). According to Lemma 2, the matrix \( B \) is \( D \)-stable if and only if \( A \) is \( D \)-stable.

Consider the function \( F(d_{11}, \ldots, d_{n-1n-1}) \). After opening the brackets, it becomes the sum of monomials in variables \( d_{11}, \ldots, d_{n-1n-1} \) of the highest degree 2. Given two sets \( \alpha, \beta \) such that \( \beta \subseteq \alpha \subseteq [n-1] \), let us show that the expression

\[
\sum_{r=0}^{N(\alpha) \setminus \beta} (-1)^{\chi \setminus r} \sum_{\gamma \subseteq \alpha \setminus \beta, N(\gamma) = r} A_{\alpha \setminus \gamma} \frac{1}{a_{m\gamma}} A_{\beta \setminus \gamma} \left[ \begin{array}{c} n \n \end{array} \right]
\]

equals the coefficient of some monomial in \( F(d_{11}, \ldots, d_{n-1n-1}) \). Indeed, let us define \( (i_1, \ldots, i_k) = [n-1] \setminus \beta \) and \( (j_1, \ldots, j_l) = [n-1] \setminus \alpha \). Obviously, \( (i_1, \ldots, i_k) \subseteq (j_1, \ldots, j_l) \subseteq [n-1] \). Now let us consider the monomial \( d_{i_1}^{p_1} \cdots d_{i_k}^{p_k} \), where \( t_r = 2 \) if \( t_r \in (j_1, \ldots, j_l) \) and \( t_r = 1 \) otherwise. To calculate the coefficient of \( d_{i_1}^{p_1} \cdots d_{i_k}^{p_k} \), let us count all the decompositions of the form

\[
d_{i_1}^{p_1} \cdots d_{i_k}^{p_k} = (d_{q_1} \cdots d_{q_s})(d_{p_1} \cdots d_{p_m}),
\]

where \( s \) and \( m \) are of the same oddity. For this, we take all the possible sets

\[
\gamma \subseteq (i_1, \ldots, i_k) \setminus (j_1, \ldots, j_l) = \alpha \setminus \beta,
\]

starting from \( \gamma = \emptyset \) till \( \gamma = \alpha \setminus \beta \). Then, we have

\[
(q_1, \ldots, q_s) = (i_1, \ldots, i_k) \setminus \gamma = [n-1] \setminus (\beta \cup \gamma);
\]

\[
(p_1, \ldots, p_m) = (j_1, \ldots, j_l) \cup \gamma = [n-1] \setminus (\alpha \setminus \gamma).
\]

Each product \( (d_{q_1} \ldots d_{q_s})(d_{p_1} \ldots d_{p_m}) \) has the coefficient of the form

\[
A_{\alpha \setminus \gamma} \frac{1}{a_{m\gamma}} A_{\beta \setminus \gamma} \left[ \begin{array}{c} n \n \end{array} \right],
\]

taken with the corresponding sign. Let us define the sign of the first summand

\[
A_{\alpha} \frac{1}{a_{m\gamma}} A_{\beta} \left[ \begin{array}{c} n \n \end{array} \right],
\]

which corresponds to \( \gamma = \emptyset \). If \( k = n - 1 - N(\beta) \) is even then \( l = n - 1 - N(\alpha) \) is also even. Then, according to the formula for \( F(d_{11}, \ldots, d_{n-1n-1}) \), the minor \( A_{\alpha} \) comes with the sign \( (-1)^{\frac{k+1}{2}} \) and \( \frac{1}{a_{m\gamma}} A_{\beta} \left[ \begin{array}{c} n \n \end{array} \right] \) comes with the sign \( (-1)^{\frac{l+1}{2}} \). Thus their product \( A_{\alpha} \frac{1}{a_{m\gamma}} A_{\beta} \left[ \begin{array}{c} n \n \end{array} \right] \) is involved with the sign

\[
(-1)^{\frac{k+l+2}{2}} = (-1)^{n-1-\frac{N(\beta) + N(\alpha)}{2}}.
\]
In the case when \( k \) is odd, we have that \( l \) is also odd, and, according to the expression for \( F(d_{11}, \ldots, d_{n-n-1}) \), the product is involved with the sign

\[
(-1)^{|\frac{s}{2}| + \frac{|\frac{3}{2}|}{2}} = (-1)^{|\frac{n-1-N(\beta)}{2}| + |\frac{n-1-N(\alpha)}{2}|}.
\]

Now let us show, that if \( N(\gamma) = r \) is even, the summand

\[
A \left( \frac{\alpha}{\alpha \setminus \gamma}, \frac{1}{a_{nn}} A \left( \frac{\beta}{\beta \setminus \gamma}, \frac{\gamma}{\gamma \setminus n} \right) \right)
\]

comes with the same sign. Indeed, in this case, both \( s = n - 1 - N(\beta) - r \) and \( m = n - 1 - N(\alpha) + r \) have the same oddity as \( k = n - 1 - N(\beta) \) and \( l = n - 1 - N(\alpha) \). In the case when they are even, we obtain the sign

\[
(-1)^{|\frac{s}{2}| + \frac{|\frac{3}{2}|}{2}} = (-1)^{|n-1-N(\beta)-r+N(\alpha)|} = (-1)^{|n-1-N(\beta)+N(\alpha)|}.
\]

In the case of odd,

\[
(-1)^{|\frac{s}{2}| + \frac{|\frac{3}{2}|}{2}} = (-1)^{|\frac{n-1-N(\beta)-r}{2}| + |\frac{n-1-N(\alpha)+r}{2}|} = (-1)^{|\frac{n-1-N(\beta)}{2}| + |\frac{n-1-N(\alpha)}{2}| - \frac{r}{2}} =
\]

\[
(-1)^{|\frac{n-1-N(\beta)}{2}| + |\frac{n-1-N(\alpha)}{2}|}.
\]

since \( r \) is even. In the case, when \( r \) is odd, it changes the oddity, and it is easy to see, that the sign changes to the opposite.

Thus, all the coefficients of monomials involved in the function \( F(d_{11}, \ldots, d_{n-n-1}) \) are nonnegative. By noticing that at least one monomial is involved with the positive coefficient, we complete the proof. \( \square \)

## 5 Examples

### 5.1 Case of matrices 3 \( \times \) 3

Consider \( A = \{a_{ij}\}_{i,j=1}^3 \). Let us check its \( D \)-stability, using Theorem \( \square \). Here, we assume \( k = 3 \), that means, \( a_{33} \neq 0 \) and the principal submatrix \( A_{33} = \{a_{ij}\}_{i,j=1}^3 \) is \( D \)-stable. First, let us check stability of \( A \). The well-known Routh–Hurwitz criterion gives us

\[
det(A) < 0; \quad a_{11} + a_{22} + a_{33} < 0; \quad A \left( \begin{array}{cc} 1 & 2 \\ 1 & 2 \end{array} \right) + A \left( \begin{array}{cc} 1 & 3 \\ 1 & 3 \end{array} \right) + A \left( \begin{array}{cc} 2 & 3 \\ 2 & 3 \end{array} \right) > 0;
\]

and

\[
(a_{11} + a_{22} + a_{33}) \left( A \left( \begin{array}{cc} 1 & 2 \\ 1 & 2 \end{array} \right) + A \left( \begin{array}{cc} 1 & 3 \\ 1 & 3 \end{array} \right) + A \left( \begin{array}{cc} 2 & 3 \\ 2 & 3 \end{array} \right) \right) < \det(A).
\]

Assuming \( D \)-stability of submatrices, we additionally get \( a_{11} \leq 0, a_{22} \leq 0, a_{11} + a_{22} < 0, A \left( \begin{array}{cc} 1 & 2 \\ 1 & 2 \end{array} \right) > 0 \).

Conditions \( \square \) give four more inequalities:

\[
\alpha = \{1\}, \beta = \{1\}: \quad a_{33} \frac{1}{a_{33}} A \left( \begin{array}{cc} 1 & 3 \\ 1 & 3 \end{array} \right) \geq 0;
\]
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\[\alpha = \{2\}, \beta = \{2\}: \quad a_{22} \frac{1}{a_{33}} A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} \geq 0;\]

\[\alpha = \{1, 2\}, \beta = \{\emptyset\}:
- A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} + \frac{a_{11}}{a_{33}} A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} + \frac{a_{22}}{a_{33}} A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} - \frac{1}{a_{33}} \det(A) \geq 0;\]

\[\alpha = \{1, 2\}, \beta = \{1, 2\}: \quad A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} \frac{1}{a_{33}} \det(A) \geq 0.\]

Applying the above reasoning for \( k = 1 \) and \( k = 2 \), we obtain other conditions, sufficient for \( D \)-stability. Summarizing, we obtain the following statement.

**Proposition 1** Given a stable \( 3 \times 3 \) matrix \( A \), such that \(-A\) is a \( P \)-matrix. Then \( A \) is \( D \)-stable if at least one of the following inequalities holds:

\[\begin{align*}
- A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} + \frac{a_{11}}{a_{33}} A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} + \frac{a_{22}}{a_{33}} A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} - \frac{1}{a_{33}} \det(A) & \geq 0; \\
- A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} + \frac{a_{11}}{a_{22}} A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} + \frac{a_{33}}{a_{22}} A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} - \frac{1}{a_{22}} \det(A) & \geq 0; \\
- A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} + \frac{a_{22}}{a_{11}} A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} + \frac{a_{33}}{a_{11}} A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} - \frac{1}{a_{11}} \det(A) & \geq 0.
\end{align*}\]

The proof follows from the above reasoning.

**Example 1.** Let us show, that Conditions (1) are not necessary for \( D \)-stability. For this, let us consider the following example of \( 3 \times 3 \) \( D \)-stable matrix from [9]:

\[A = \begin{pmatrix} -6 & -5 & 1 \\ -1 & -2 & -5 \\ -5 & 3 & -1 \end{pmatrix}.\]

In this case,

\[A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} = 7; \quad A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} = 11; \quad A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} = 17; \quad \det(A) = -235.\]

However, Condition (7) gives us:

\[17 \times 6 + 11 \times 2 - 235 - 7 = -118 < 0.\]

Checking Conditions (8) and (9), we also obtain negative values.

**Example 2.** Let

\[A = \begin{pmatrix} -1 & 0 & q \\ -1 & -1 & 0 \\ -1 & -1 & -1 \end{pmatrix}.\]

This matrix is known to be stable for \( q > -\frac{5}{7} \). Also note, that for \( q = 50 \) it is shown to be not diagonally stable (see [6], p. 202). In this case,

\[A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} = A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} = 1; \quad A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} = 1 + q; \quad \det(A) = -1.\]
By Condition (7), we obtain the following range for parameter $q$, which would guarantee $D$-stability:

$$q \geq -1 \quad \text{and} \quad -1 + (1 + q) + 1 - 1 \geq 0 \Rightarrow q \geq 0.$$  

Condition (8) gives an additional interval:

$$q \geq -1 \quad \text{and} \quad -(1 + q) + 1 + 1 - 1 \geq 0 \Rightarrow q \in [-1; 0].$$

Thus, sufficient for $D$-stability Conditions (1) establishes $D$-stability of $A$ for all $q \geq -1$ independently from its diagonal stability, that coincides with the results from [7] and [11], obtained by different methods.

5.2 Case of matrices $4 \times 4$

Now let $A = \{a_{ij}\}_{i,j=1}^{4}$. The Routh–Hurwitz criterion gives us

$$\text{Tr}(A) < 0; \quad \sum_{1 \leq i < j \leq 4} A(\begin{pmatrix} i & j \end{pmatrix}) > 0; \quad \sum_{1 \leq i < j < k \leq 4} A(\begin{pmatrix} i & j & k \end{pmatrix}) < 0; \quad \det(A) > 0$$

and

$$(\text{Tr}(A))^{2} \left( \sum_{1 \leq i < j \leq 4} A(\begin{pmatrix} i & j \end{pmatrix}) \right) \left( \sum_{1 \leq i < j < k \leq 4} A(\begin{pmatrix} i & j & k \end{pmatrix}) \right) > \left( \sum_{1 \leq i < j < k \leq 4} A(\begin{pmatrix} i & j & k \end{pmatrix}) \right)^{2} + (\text{Tr}(A))^{2} \det(A).$$

Assuming $D$-stability of the $3 \times 3$ leading principal submatrix $A|_{4}$, we obtain that $-A|_{4}$ is a $P_{st}^{+}$-matrix. Note, that $D$-stability of a submatrix may be established by any possible way, it may not satisfy Conditions (11) for $n = 3$.

Conditions (11) for $n = 4$, $k = 4$ give 13 more inequalities:

$$\alpha = \{1\}, \beta = \{1\} : \quad a_{11} \frac{1}{a_{44}} A(\begin{pmatrix} 1 & 4 \\ 1 & 4 \end{pmatrix}) \geq 0;$$

$$\alpha = \{2\}, \beta = \{2\} : \quad a_{22} \frac{1}{a_{44}} A(\begin{pmatrix} 2 & 4 \\ 2 & 4 \end{pmatrix}) \geq 0;$$

$$\alpha = \{3\}, \beta = \{3\} : \quad a_{33} \frac{1}{a_{44}} A(\begin{pmatrix} 3 & 4 \\ 3 & 4 \end{pmatrix}) \geq 0;$$

$$\alpha = \{1, 2\}, \beta = \{\emptyset\} : \quad -A(\begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix}) + \frac{a_{11}}{a_{44}} A(\begin{pmatrix} 2 & 4 \\ 2 & 4 \end{pmatrix}) + \frac{a_{22}}{a_{44}} A(\begin{pmatrix} 1 & 4 \\ 1 & 4 \end{pmatrix}) - \frac{1}{a_{44}} A(\begin{pmatrix} 1 & 2 & 4 \\ 1 & 2 & 4 \end{pmatrix}) \geq 0;$$

$$\alpha = \{1, 2\}, \beta = \{1, 2\} : \quad A(\begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix}) \frac{1}{a_{44}} A(\begin{pmatrix} 1 & 2 & 4 \\ 1 & 2 & 4 \end{pmatrix}) \geq 0;$$

$$\alpha = \{1, 3\}, \beta = \{\emptyset\} : \quad -A(\begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix}) + \frac{a_{11}}{a_{44}} A(\begin{pmatrix} 3 & 4 \\ 3 & 4 \end{pmatrix}) + \frac{a_{33}}{a_{44}} A(\begin{pmatrix} 1 & 4 \\ 1 & 4 \end{pmatrix}) - \frac{1}{a_{44}} A(\begin{pmatrix} 1 & 3 & 4 \\ 1 & 3 & 4 \end{pmatrix}) \geq 0;$$
\[ \alpha = \{1, 3\}, \beta = \{1, 3\} : \quad A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} \frac{1}{a_{44}} A \begin{pmatrix} 1 & 3 & 4 \\ 1 & 3 & 4 \end{pmatrix} \geq 0; \]

\[ \alpha = \{2, 3\}, \beta = \{\emptyset\} : \quad -A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} + \frac{a_{33}}{a_{44}} A \begin{pmatrix} 2 & 4 \\ 2 & 4 \end{pmatrix} + \frac{a_{22}}{a_{44}} A \begin{pmatrix} 3 & 4 \\ 3 & 4 \end{pmatrix} - \frac{1}{a_{44}} A \begin{pmatrix} 2 & 3 & 4 \\ 2 & 3 & 4 \end{pmatrix} \geq 0; \]

\[ \alpha = \{2, 3\}, \beta = \{2, 3\} : \quad A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} \frac{1}{a_{44}} A \begin{pmatrix} 2 & 3 & 4 \\ 2 & 3 & 4 \end{pmatrix} \geq 0; \]

Then, multiplying by \( a_{44} \) and taking into account that \( a_{44} < 0 \), we get:

\[ \alpha = \{1, 2, 3\}, \beta = \{1\} : \quad -A \begin{pmatrix} 1 & 2 & 3 \\ 1 & 2 & 3 \end{pmatrix} + A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} A \begin{pmatrix} 1 & 2 & 4 \\ 1 & 2 & 4 \end{pmatrix} + A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} A \begin{pmatrix} 1 & 3 & 4 \\ 1 & 3 & 4 \end{pmatrix} - a_{11} \det(A) \leq 0; \]

\[ \alpha = \{1, 2, 3\}, \beta = \{2\} : \quad -A \begin{pmatrix} 1 & 2 & 3 \\ 1 & 2 & 3 \end{pmatrix} + A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} A \begin{pmatrix} 1 & 2 & 4 \\ 1 & 2 & 4 \end{pmatrix} + A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} A \begin{pmatrix} 2 & 3 & 4 \\ 2 & 3 & 4 \end{pmatrix} - a_{22} \det(A) \leq 0; \]

\[ \alpha = \{1, 2, 3\}, \beta = \{3\} : \quad -A \begin{pmatrix} 1 & 2 & 3 \\ 1 & 2 & 3 \end{pmatrix} + A \begin{pmatrix} 3 & 4 \\ 3 & 4 \end{pmatrix} A \begin{pmatrix} 1 & 3 & 4 \\ 1 & 3 & 4 \end{pmatrix} + A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} A \begin{pmatrix} 1 & 3 & 4 \\ 1 & 3 & 4 \end{pmatrix} - a_{33} \det(A) \leq 0; \]

\[ \alpha = \{1, 2, 3\}, \beta = \{1, 2, 3\} : \quad A \begin{pmatrix} 1 & 2 & 3 \\ 1 & 2 & 3 \end{pmatrix} \frac{1}{a_{44}} \det A \geq 0. \]

Thus, for a stable 4 \( \times \) 4 \( P \)-matrix with to ensure \( D \)-stability using Conditions (10) with \( k = 4 \), it is enough to check six inequalities: three inequalities of the following form:

\[ \frac{a_{ii}}{a_{44}} A \begin{pmatrix} i & j \\ i & j \end{pmatrix} + \frac{a_{jj}}{a_{44}} A \begin{pmatrix} i & j \\ i & j \end{pmatrix} \geq A \begin{pmatrix} i & j \\ i & j \end{pmatrix} + \frac{1}{a_{44}} A \begin{pmatrix} i & j \\ i & j \end{pmatrix}, \quad 1 \leq i < j \leq 3; \quad (10) \]

three inequalities of the following form:

\[ A \begin{pmatrix} j & i \\ j & i \end{pmatrix} A \begin{pmatrix} k & i \\ k & i \end{pmatrix} + A \begin{pmatrix} k & i \\ k & i \end{pmatrix} A \begin{pmatrix} j & i \\ j & i \end{pmatrix} \leq A \begin{pmatrix} 1 & 2 & 3 \\ 1 & 2 & 3 \end{pmatrix} A \begin{pmatrix} i & 4 \\ i & 4 \end{pmatrix} + a_{ii} \det(A), \quad (11) \]

where \( i = 1, 2, 3, (j, k) = (1, 2, 3) \setminus \{i\} \).

Using Conditions (11) with other possible values of \( k \) (\( k = 1, 2, 3 \)), we obtain other sets of inequalities that are sufficient for matrix \( D \)-stability.
Example 3. Consider the following parameter-dependent matrix

\[ A = \begin{pmatrix} -1 & 0 & q & p \\ -1 & -1 & 0 & 0 \\ -1 & -1 & -1 & 0 \\ -1 & -1 & -1 & -1 \end{pmatrix} . \]

As it was shown by Example 2, its $3 \times 3$ leading principal submatrix is $D$-stable for the values of $q \geq -1$.

Calculating the principal minors of $A$, we get:

- $a_{ii} = -1$, $i = 1, \ldots, 4$,
- $A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} = A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} = A \begin{pmatrix} 2 & 4 \\ 2 & 4 \end{pmatrix} = A \begin{pmatrix} 3 & 4 \\ 3 & 4 \end{pmatrix} = 1;
- $A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} = 1 + q$; $A \begin{pmatrix} 1 & 4 \\ 1 & 4 \end{pmatrix} = 1 + p$; $\det(A) = 1$;
- $A \begin{pmatrix} 1 & 2 & 3 \\ 1 & 2 & 3 \end{pmatrix} = A \begin{pmatrix} 2 & 3 & 4 \\ 2 & 3 & 4 \end{pmatrix} = A \begin{pmatrix} 2 & 4 \\ 2 & 4 \end{pmatrix} = -1$; $A \begin{pmatrix} 1 & 3 & 4 \\ 1 & 3 & 4 \end{pmatrix} = -q - 1$.

Establishing stability range by the Routh–Hurwitz criterion, we obtain:

- $\text{Tr}(A) = -4 < 0$; $\sum_{1 \leq i < j \leq 4} A \begin{pmatrix} i & j \\ i & j \end{pmatrix} = 6 + (p + q) > 0$;
- $\sum_{1 \leq i < j < k \leq 4} A \begin{pmatrix} i & j & k \\ i & j & k \end{pmatrix} = -4 - q < 0$; $\det(A) = 1 > 0$

and

- $-4(6 + (p + q))(-4 - q) > (-4 - q)^2 + 16 \Rightarrow p > -\frac{(q + 8)(3q + 8)}{4(q + 4)}$.

Summarizing, we obtain that $A$ is stable for $q > -4$, $p > -2$, $p > -\frac{(q + 8)(3q + 8)}{4(q + 4)}$.

Inequalities (10) give the following conditions:

- $A \begin{pmatrix} 2 & 4 \\ 2 & 4 \end{pmatrix} + A \begin{pmatrix} 1 & 4 \\ 1 & 4 \end{pmatrix} - A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} + A \begin{pmatrix} 1 & 2 & 4 \\ 1 & 2 & 4 \end{pmatrix} = 1 + (1 + p) - 1 - 1 = p \geq 0$;
- $A \begin{pmatrix} 3 & 4 \\ 3 & 4 \end{pmatrix} + A \begin{pmatrix} 1 & 4 \\ 1 & 4 \end{pmatrix} - A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} + A \begin{pmatrix} 1 & 3 & 4 \\ 1 & 3 & 4 \end{pmatrix} = 1 + (1 + p) - (1 + q) + (-q - 1) = p - 2q \geq 0$;
- $A \begin{pmatrix} 3 & 4 \\ 3 & 4 \end{pmatrix} + A \begin{pmatrix} 2 & 4 \\ 2 & 4 \end{pmatrix} - A \begin{pmatrix} 2 & 3 \\ 2 & 3 \end{pmatrix} + A \begin{pmatrix} 2 & 3 & 4 \\ 2 & 3 & 4 \end{pmatrix} = 1 + 1 - 1 - 1 = 0$;

Inequalities (5.2) give:

- $-A \begin{pmatrix} 2 & 2 & 3 \\ 2 & 2 & 3 \end{pmatrix} A \begin{pmatrix} 1 & 4 \\ 1 & 4 \end{pmatrix} + A \begin{pmatrix} 1 & 3 \\ 1 & 3 \end{pmatrix} A \begin{pmatrix} 1 & 2 & 4 \\ 1 & 2 & 4 \end{pmatrix} +$ $A \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix} A \begin{pmatrix} 1 & 3 & 4 \\ 1 & 3 & 4 \end{pmatrix} - a_{11} \det(A) = (1 + p) - (1 + q) + (-q - 1) + 1 = p - 2q \leq 0$.
Summarizing the above conditions, we establish $D$-stability of $A$ for the values of parameters $p = 2q \geq 0$. Thus, a $4 \times 4$ matrix of the form

$$A = \begin{pmatrix} -1 & 0 & q & 2q \\ -1 & -1 & 0 & 0 \\ -1 & -1 & -1 & 0 \\ -1 & -1 & -1 & -1 \end{pmatrix}$$

is $D$-stable for any positive values of $q$. Applying Conditions (1) with $k = 1, 2, 3$, we obtain other possible values for the parameters $p$ and $q$.

### 6 Conclusions

Applying the determinant expansion formulas, as in the proof of Theorem 3, allows us to obtain less and less conservative sufficient for $D$-stability conditions. Getting to the end, we shall obtain the necessary and sufficient criterion of $D$-stability in terms of inequalities between the principal minors of an $n \times n$ matrix. Inequalities (1) are also of interest from the point of view of structured matrices.
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