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Variability: Human nature and its impact on measurement and statistical analysis
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The world is colorful, different, and diverse! So are humans. Human variability refers to the variability among individuals, which could be the variability of a human trait (e.g., body fat percent), or the difference in the response of a trait to a simulation (e.g., losing or not losing weight when facing the same intervention). In research, the most commonly studied types of variability are between-individual variability and within-individual variability. Between-individual variability is the difference among individuals (e.g., the differences in height among individuals). Within-individual variability refers to the variability of an individual at different times (e.g., the difference of one’s weight, performance, and mood at different times). Variability is also a common phenomenon in human performance.1,2

Is a large variability bad? Should an outlier in a data set be considered as a part of variability? What is the impact of variability on commonly used measurement and statistical methods? Variability has long been of interest in human-movement research. A set of measurement (e.g., reliability coefficients) and statistical indexes (e.g., standard deviation (SD) and variance) have been developed to measure and analyze variability. However, due to the complex nature of variability, and the lack of advanced measurement techniques and statistical training for researchers, misunderstandings of variability often occur. As a result, variability in research has often been analyzed incorrectly and has led to findings being interpreted erroneously. Here, we summarize common errors related to variability and how to address them. We hope that this discussion helps researchers to understand variability better, and thus contributes to its proper use.

1. Common errors in measuring variability

A common error in measuring variability is ignoring the sensitivity of the measurement. Sensitivity, in this context, is defined as the ability to discriminate differences. In practice, sensitivity is the ability to measure variability in stimuli or responses, detect a change, or classify a status. Without appropriate sensitivity, a difference, a change, or a different status may not be detected. For example, if meaningful changes in a child’s height are in centimeter (cm) units, but the test administrators use a ruler with the smallest unit in inches (2.54 cm), the measurement tool may not have the needed sensitivity. However, greater sensitivity may not always be better. For example, using a ruler with millimeter (mm) units to measure height may not be appropriate, since such a small mm change in height may be associated with natural fluctuations within a day, and thus may provide a sense of accuracy that is not present. Therefore, it is important to understand the degree of variability to be measured, what a meaningful variability is, and whether the measure is sensitive enough to detect meaningful variability.

Another “error”, also related to the measures used, involves mixing the variability of humans and measures. For example, researchers have reported the “reliability” of physical activity measurement devices using the following design: Ask a group of subjects to wear a device for 3 days, 7 days, or more days and use the data collected to make conclusions about the reliability of the device. Obviously, this analysis cannot be used to evaluate the day-by-day variability of the measurement device, because variability in daily subjects’ physical activity behavior is (likely a big) part of the variability that is measured. To measure the reliability of a device, a different repeated-measurement design should be used (e.g., ask participants to repeat their walking for the same distance, or exercising for the same duration in the same environment at a single point in time). To distinguish different types of variability, there has been a call for eliminating the term “reliability”, and instead replace it by terms such as “score reliability” (when all variabilities are mixed together), “personal stability” (when measuring intra-individual variability), and “instrument reliability” (when measuring intra-instrument variability). The last type of variability
can be further broken down into “location invariance” (when variability in the location of where the device is worn is being investigated) and “device equivalence” (when between-device variability is being studied). Failing to recognize the potential impact of variability on measurement coefficients is another common error. Using the Pearson correlation coefficient as a measure of reliability may illustrate this point. The Data 1 in Table 1 represent a hypothetical test/retest data set. By glancing at the data, one can easily detect that the test and retest are not consistent. Furthermore, it can be seen that the inconsistency is systematic because higher pretest scores seem to be associated with larger differences between the test/retest scores. Using the Pearson correlation coefficient for this data set gives a result of \( r = 0.99 \), an almost perfect correlation! However, does this strong correlation also mean a strong reliability? The answer, of course, is no! The incorrect estimation of the reliability or variability is due to the fact that the Pearson correlation is biased by the order of 2 data sets. As long as the order of a set of a pair of data is kept the same or similar, the correlation will be high, even if there is a large absolute difference between the pairs. This limitation of the Pearson correlation coefficient can be overcome by applying a regression analysis in which both slope and intercept are examined simultaneously: A slope of 1.0 or near 1.0 and an intercept of 0.0 or near 0.0 indicate a high test/retest reliability; a slope of 1.0 or near 1.0, but an intercept far from 0.0 indicate a poor test/retest reliability caused likely by a systematic error; and finally, a slope far from 1.0 and an intercept far from 0.0 indicate a poor test/retest reliability. Another commonly used approach to overcome the limitations is to use an interclass coefficient (ICC) calculation. The relationship among reliability (R), variability, and ICC can be explained using Eq. (1), in which reliability is defined as the ratio of the variability between subjects’ true scores (VT), and variability between subjects’ obtained scores (VB), which includes VT and an error:

\[
\text{Reliability } (R) = \frac{\text{Variability between subjects’ true scores (VT)}}{\text{Variability between subjects’ obtained scores (VB)}} = \frac{VT}{\sqrt{VT + \text{Error}}} \quad \text{Eq. (1)}
\]

According to Eq. (1), when there is no error (error = 0), reliability is perfect (=1). In contrast, when everything observed is an error, VT becomes 0, and reliability will be equal to 0, too. VT can be considered the variability among subjects, which is expressed as \( MS_{between} - MS_{within} \) in the context of a two-way analysis of variance (ANOVA; see Refs 5 and 6 for a variety of ICCs and their applications), whereas VB can be considered as subject variability plus error, which can be represented by \( MS_{between} \) in ANOVA testing. In ANOVA terms, Eq. (1) becomes:

\[
R = \frac{\text{Subject variability}}{\text{Subject variability} + \text{Error}} = \frac{MS_{between} - MS_{within}}{MS_{between}} \quad \text{Eq. (2)}
\]

By applying Eq. (2) to Data 1, the systematic error is detected and taken into consideration, and the new reliability coefficient becomes 0.31:

\[
R, \text{ or } \text{ICC} = \frac{670 - 460}{670} = 0.31 \quad \text{Eq. (2a)}
\]

However, the ICC does not take care of all reliability problems caused by variability. Consider Data 2 in Table 1, which is a small sample from a real study in which the reliability of a pedometer instrument was evaluated. Specifically, subjects were asked to wear 10 pedometers and walk 100 steps 10 times in a row. Data 2 is a sample from 5 subjects. In contrast with Data 1, the variability among trials was small in this

| Examples | Data 1  | ID | Pre-test | Post-test |
|----------|--------|----|----------|-----------|
|          |        | 1  | 3        | 30        |
|          |        | 2  | 5        | 40        |
|          |        | 3  | 7        | 70        |
|          |        | 4  | 9        | 90        |
|          |        | 5  | 11       | 110       |

| Examples | Data 2  | ID | T1 | T2 | T3 | T4 | T5 | T6 | T7 | T8 | T9 | T10 |
|----------|--------|----|----|----|----|----|----|----|----|----|----|-----|
|          |        | 1  | 101| 101| 101| 100| 100| 101| 101| 101| 101| 101  |
|          |        | 2  | 99 | 100| 96 | 99 | 99 | 101| 99 | 101| 100| 99   |
|          |        | 3  | 101| 100| 100| 89 | 100| 101| 101| 102| 101| 100  |
|          |        | 4  | 100| 104| 100| 102| 101| 102| 100| 102| 101| 99   |
|          |        | 5  | 99 | 98 | 100| 100| 100| 101| 101| 100| 101| 100  |

| Examples | Data 3  | ID | 1.5-mile run (min) | VO2max (mL/kg/min) |
|----------|--------|----|-------------------|-------------------|
|          |        | 1  | 12.2              | 49                |
|          |        | 2  | 15.0              | 43                |
|          |        | 3  | 11.5              | 52                |
|          |        | 4  | 13.1              | 41                |
|          |        | 5  | 12.5              | 47                |
|          |        | 6  | 14.2              | 45                |
|          |        | 7  | 15.2              | 41                |
|          |        | 8  | 13.5              | 49                |
|          |        | 9  | 11.3              | 51                |
|          |        | 10 | 19.0              | 51                |
|          |        | 11 | 14.1              | 48                |

Note: While Subject 10 had a poor performance in 1.5-mile run, his/her VO2max was the second best in the data set, which made this pair data “outlier”. Abbreviations: T = trial; VO2max = maximal oxygen uptake.
experiment and most results were close to the correct value of 100. Using Eq. (2) for this data set, one obtains a low ICC coefficient: 0.34!

\[
R, \text{ or } ICC = \frac{5.720 - 3.776}{5.720} = 0.34 \quad \text{Eq. (2b)}
\]

What went wrong? Again, variability is the problem! But in this case, it is the small variability. More specifically, it was due to the fact that everyone was asked to walk the same 100 steps, so the small between-subject variability among trials caused the problem. As a result, the within-subjects and between-subjects variabilities became similar, so R, or the ratio in Eq. (2b), became small. As illustrated in Table 2, Pearson correlations also failed this time due to the lack of variability, and most of the computed between-trial correlations were low. Thus, the pedometers were so reliable (or the variability between trials was so small) that they caused 2 commonly used reliability coefficients to fail! These 2 opposite variability impacts, one from the large variability and the other from the small one, indicate that when applying measurement coefficients, the degree of variability for all variables, as well as their potential impact on a specific coefficient, should be carefully examined.

Another common error in human performance research involves failing to understand the measures of variability, and applying them incorrectly. Table 3 summarizes a set of commonly used variability measures, including their advantages

Table 2
Correlations among trials (Ts).

| T1   | T2    | T3    | T4    | T5    | T6    | T7    | T8    | T9    | T10   |
|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|      | 0.34  | —     | —     | —     | —     | —     | —     | —     | —     |
| T2   | 0.34  | —     | —     | —     | —     | —     | —     | —     | —     |
| T3   | 0.64  | 0.16  | —     | —     | —     | —     | —     | —     | —     |
| T4   | -0.49 | 0.31  | -0.05 | —     | —     | —     | —     | —     | —     |
| T5   | 0.35  | 0.65  | 0.73  | 0.21  | —     | —     | —     | —     | —     |
| T6   | 0.25  | 0.57  | -0.13 | -0.44 | 0.35  | —     | —     | —     | —     |
| T7   | 0.90  | 0.06  | 0.86  | -0.46 | 0.42  | 0.00  | —     | —     | —     |
| T8   | 0.00  | 0.87  | 0.17  | 0.43  | 0.79  | 0.56  | -0.13 | —     | —     |
| T9   | 0.71  | 0.00  | 0.73  | -0.69 | 0.50  | 0.35  | 0.85  | 0.00  | —     |
| T10  | 0.60  | -0.33 | 0.67  | -0.17 | 0.00  | -0.60 | 0.79  | -0.54 | 0.42  |

Table 3
Commonly used measures of variability.

| Term                              | Mathematical definition                                                                 | Advantages                                                                                      | Limitations                                                                                     |
|-----------------------------------|--------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|
| Range (R)                         | \( R = \text{Highest score} - \text{Lowest score} \)                                       | Easy to use; a quick assessment on the overall variability of the data.                          | Determined by only 2 numbers in a data set and easily biased by an outlier.                     |
| Sample variance (S)               | \( S^2 = \frac{\sum(X - M)^2}{N} \) where \( X \) = raw score, \( M \) = mean, and \( N \) = sample size | One of the commonly used variability indexes, in which the variability is computed based the average of the difference of each data point in the sample from their mean. | Because it is derived from the squared differences, it is not original unit.                    |
| Sample standard deviation (SD)    | \( S(\text{SD}) = \sqrt{\frac{\sum(X - M)^2}{N - 1}} \)                                    | SD is simply the square root of variance. When the data are normally distributed, SD, together with the mean, provides the degree of the variability related to the percent of the distribution covered: \( \pm 1 \text{ SD covers 68\% of the distribution, } \pm 2 \text{ SD covers 95\%, and } \pm 3 \text{ SD covers 99\%.} \) | When the distribution is skewed, however, the mean and SD are not the best measures for the central tendency and variability. Instead, median and interpercentile range should be used. The most commonly used measure is interquartile range (IQR). |
| Interquartile range (IQR), the most commonly used interpercentile | \( IQR = X_{0.75} - X_{0.25} \), where \( X_{0.75} = 75\text{th percentile} \) and \( X_{0.25} = 25\text{th percentile} \) | The IQR is a measure of variability based on dividing a data set into quartiles, specifically the variability between the middle 50\% of the distribution and in variance of the shape of the distribution. IQR is a useful variability measure when there are extreme outliers. | The IQR is not amenable to mathematical manipulation.                                           |
| Coefficient of variation (CV) or relative SD | \( CV = SD/M \times 100\% \)                                                               | A simple way to determine the extent of variability in relation to the mean of the sample.       | The CV may be misleading when there are negative values in the data or when the mean is close to zero. |
| Root mean square difference (RMSD) | \( RMSD = \sqrt{\frac{\sum(\text{Measured values} - \text{Estimated values})^2}{N}} \)       | A variability measure that reflects the average of the squared difference between measured values and estimated values. | RMSD provides no information on the direction of incorrect estimation. (i.e., overestimation or underestimation). |
| Mean signed difference (MSD)      | \( MSD = \frac{\sum(\text{Measured values} - \text{Estimated values})}{N} \)               | A simple variability measure for the direction of misestimating. An SD-like estimate in classic testing theory for the variability range of an individual estimate. | MSD provides limited information on the degree of misestimating. Because the \( SE_{\text{meas}} \) is derived from SD and R, it may not provide an accurate estimate for scores in a specific region in the measure, e.g., for very small or large scores. |
| Standard error of measurement (SEmeas) | \( SE_{\text{meas}} = SD \sqrt{1 - R} \), where \( R = \text{reliability of the measure} \) |                                                                                                 |                                                                                                 |
and limitations. The SD is probably the most commonly used variability measure. However, SD is sometimes applied to a skewed data distribution where the interpercentile range should be used instead. If, as described, the point of interest is to understand the impact of a variety of variabilities in measurement practice, such as person stability, instrument reliability, location invariance, and device equivalence, the method of generalizability theory is the most appropriate. Specifically, in generalizability theory, variance or variability is broken down using a carefully designed study and ANOVA-based analysis. Unfortunately, only few studies in human performance have taken advantage of this powerful approach, even though generalizability theory was introduced in the physical education literature more than 40 years ago.

2. Common errors caused by variability when analyzing statistical data

As is the case of measuring variability, failure to recognize the impact of variability when analyzing data can also lead to errors. For a small data set, a single outlier may lead to a false conclusion. Let us use Data 3 in Table 1, another small data set randomly selected from a real study, in which the researchers were interested in determining if a 1.5-mile running time is valid to predict maximal oxygen uptake (VO_{2max}). To examine the validity of the 1.5-mile running time to predict VO_{2max}, the Pearson correlation was used, resulting in a coefficient of \( r = -0.17 \). Based on this short correlation, one might conclude that the 1.5-mile running time is not a valid predictor of VO_{2max}. Although the negative correlation indicates (correctly) that a low running time is associated with a high VO_{2max}, the correlation seems too low. Inspecting the data (Fig. 1), we detected an outlier (Subject 10). This subject had one of the highest VO_{2max} scores, but the slowest running time. If we were able to contact this subject, we could ask what had occurred during the running test and make a decision as to whether a retest was warranted. From a data analysis standpoint, we judge Subject 10 to be a clear outlier. Removing Subject 10 from analysis gives a Pearson correlation of \( r = 0.82 \). Based on this analysis, we reach the conclusion that the 1.5-mile running time may indeed be a valid measure for predicting VO_{2max}.

The impact of variability on parametric statistical analysis or null hypothesis testing can also be significant. Recall that the probability for rejecting a null hypothesis when it is false (or for detecting a difference when the treatment really works) is called “(statistical) power”. There are 4 factors that affect power: the \( \alpha \) (type I error) level, one- or two-tailed test, sample size, and effect size (ES). In practice, the \( \alpha \) level is commonly set at 0.05 or 0.01. Also, most studies use a two-tailed testing approach. Regarding sample size, the chance of detecting a true difference becomes greater as sample size increases. Note, however, that a large sample size may result in the rejection of a null hypothesis whether there is a true treatment effect even if the difference between the treatment and control groups is small and does not have a practical meaning. The last factor to affect the power of a statistic is the ES: the larger the ES, the higher the power. ES can be expressed using Eq. (3): \[ ES = \frac{M_{\text{treatment}} - M_{\text{control}}}{SD_{\text{pooled}}} \] where \( M_{\text{treatment}} \) = the mean of the treatment group, \( M_{\text{control}} \) = the mean of the control group, and \( SD_{\text{pooled}} \) = pooled SD of the treatment and control groups. From Eq. (3), we see that the ES becomes large when the treatment effect is strong and variability in the treatment and control groups is small. For a given treatment effect, ES increases when variability decreases, and therefore, it is easier to obtain \( p < 0.05 \) and reject the null hypothesis (Fig. 2).

3. Conclusion

Variability is a natural part of the human condition and human performance. Understanding variability in all its forms,
and selecting appropriate measurement techniques and statistical methods to best measure and analyze variability, is essential in scientific research related to human performance. Otherwise, the measurement tools used may fail to detect the true variability of human performance and led commonly used measurement and statistical indexes useless or misleading and research finding interpreted erroneously. Improving measurement techniques and providing better statistical training at the graduate level is thus urgently needed in human performance research.
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