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Abstract. We introduce renormalized integrals which generalize conventional measure theoretic integrals. One approximates the integration domain by measure spaces and defines the integral as the limit of integrals over the approximating spaces. This concept is implicitly present in many mathematical contexts such as Cauchy's principal value, the determinant of operators on a Hilbert space and the Fourier transform of an L^p-function.

We use renormalized integrals to define a path integral on manifolds by approximation via geodesic polygons. The main part of the paper is dedicated to the proof of a path integral formula for the heat kernel of any self-adjoint generalized Laplace operator acting on sections of a vector bundle over a compact Riemannian manifold.

1. Introduction

Path and functional integrals are an important tool in quantum field theory but in many cases a solid mathematical foundation is still lacking. In some cases one knows that the desired integral cannot be realized by a conventional integral because the necessary measure cannot exist. We propose a mathematical framework that might be able to deal with this difficulty. We call it renormalized integrals. The idea is that the measure on the space (or even the space itself) over which we want to integrate might not exist but we can approximate it by measure spaces and then define the integral as the limit of the conventional integrals on these measure spaces. Details and examples are given in Section 2. It turns out that a variety of mathematical concepts can be regarded as renormalized integrals such as Cauchy’s principal value, the determinant of operators on a Hilbert space and the Fourier transform of an L^p-function.
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We then concentrate on the space of paths on a compact Riemannian manifold. We approximate it by spaces of piecewise geodesics and define the path integral as a renormalized integral. The functions we would like to path integrate are induced by integral kernels on the manifold. This is explained in Example 6. We call two integral kernels heat-related if their difference can be estimated by the heat kernel for the Laplace-Beltrami operator. The central result of Section 3 is Proposition 1, where we show that heat-related integral kernels give rise to functions on path space with equal path integrals. Lemma 1 is a useful criterion that allows one to prove that two integral kernels are heat-related.

In Theorem 1 we give a path integral formula for the heat kernel of any self-adjoint generalized Laplace operator acting on sections of a vector bundle over the manifold. This improves the results of [2] (and also those of the earlier article [1] which deals with scalar operators) where one has a similar formula for the solutions to the heat equation but only weaker results for the heat kernel itself. This difference is subtle; it is analogous to the passage from Brownian motion to the Brownian bridge in stochastic analysis. The present paper refines the analysis in [2]. The concept of Chernoff equivalence used in [2, 18, 19] had to be replaced by more refined “heat bounds”.

It is also possible to write the heat kernel as an integral over path space equipped with the Wiener measure. This is known as the Feynman-Kac formula. It has the advantage that the whole machinery of measure and integration theory and stochastic analysis can be applied, see e.g. [3, 6, 7, 8, 9, 11, 13, 20] for this approach. But it also has disadvantages: part of the function that one wants to integrate over path space gets swallowed by the Wiener measure. For this reason one can show that the Wiener measure cannot be modified in such a way that one can write the solutions to the Schrödinger equation as a path integral; see [14, Sec. 4.6]. This is a serious drawback because the Schrödinger equation in quantum mechanics was Feynman’s original concern when he invented his path integral approach which has turned out to be so influential in theoretical physics to date. There is promising indication that renormalized integrals will be able to deal with the Schrödinger equation, but the analytic details still have to be worked out.

2. Renormalized integrals

We start by describing the abstract concept of renormalized integrals. Let $\mathcal{J}$ be a directed system, i.e., $\mathcal{J}$ is a set equipped with a relation $\preceq$ such that the following holds:

- Reflexivity $\forall T \in \mathcal{J} : T \preceq T$
- Transitivity $\forall T, U, W \in \mathcal{J} : T \preceq U \& U \preceq W \Rightarrow T \preceq W$
- Antisymmetry $\forall T, U \in \mathcal{J} : T \preceq U \& U \preceq T \Rightarrow T = U$
- $\forall T, U \in \mathcal{J} \exists W \in \mathcal{J} : T \preceq W \& U \preceq W$

We call a family of measure spaces $\Omega = \{ (Ω_\mathcal{J}, μ_\mathcal{J}) \}_{\mathcal{J} \in \mathcal{J}}$ parameterized by $\mathcal{J}$ a measure space family. We think of $\Omega$ as a virtual space that is approximated by the measure spaces $(Ω_\mathcal{J}, μ_\mathcal{J})$. Let $(X, || \cdot ||)$ be a Banach space.

**Definition 1.** By a measurable function on a measure space family $\Omega$ with values in $X$ we mean a family $f = \{ f_\mathcal{J} \}_{\mathcal{J} \in \mathcal{J}}$ of measurable functions $f_\mathcal{J} : \Omega_\mathcal{J} \rightarrow X$. By abuse of
notation, we write $f : \Omega \to X$ and think of $f$ as a function on the virtual space $\Omega$. We call $f$ integrable if $f$ is eventually integrable and the limit

$$\int_{\Omega} f(x) dx := \lim_{\varnothing \in \mathcal{F}} \int_{\Omega \varnothing} f(z) d\mu_{\varnothing}(z) \in X$$

exists. In other words, we demand that the values of the integrals converge in the sense described above by putting $\varnothing := \varnothing|_{\Omega_T}$. For example, for $f \equiv 1$ we have

$$\int_{\Omega_T} f(x) d\mu_T(x) = \frac{1}{2T} \int_{-T}^{T} f(x) dx = 1$$

and hence

$$\int_{\Omega} 1 \varnothing = \lim_{T \to \infty} \int_{\Omega_T} f(x) d\mu_{\varnothing}(x) = 1.$$

More generally, let $\alpha > -1$ and $f(x) = (|x|+1)^{\alpha}$. Then

$$\int_{\Omega_T} f(x) d\mu_{\varnothing}(x) = \frac{1}{2T} \int_{-T}^{T} (|x|+1)^{\alpha} dx = \frac{1}{T \alpha+1} \left((T+1)^{\alpha+1} - 1 \right)$$

hence

$$\int_{\Omega_T} (|x|+1)^{\alpha} \varnothing = \begin{cases} 0, & \alpha < 0 \\ 1, & \alpha = 0 \\ \infty, & \alpha > 0 \end{cases}$$

Thus $f(x) = (|x|+1)^{\alpha}$ is integrable if and only if $\alpha \leq 0$.

**EXAMPLE 2.** Let again $\mathcal{F} = \mathbb{R}_+$ but this time “≤” = “≥”. Let $\Omega_T$ and $\mu_T$ be as above. Then we have for any continuous function $f : \mathbb{R} \to \mathbb{R}$,

$$\int_{\Omega_T} f(x) \varnothing dx = \lim_{T \to +0} \frac{1}{2T} \int_{-T}^{T} f(x) dx = f(0).$$

**EXAMPLE 3 (Cauchy’s principal value).** Let $\mathcal{F} = (0,1)$ and “≤” = “≥”. For $T \in \mathbb{R}_+$ let $\Omega_T = [-T,0] \cup [T,1]$ and let $\mu_T$ be the usual Lebesgue measure. Any measurable function $f : [-1,1] \to \mathbb{R}$ yields a measurable function on $\Omega$ by restriction. Now the renormalized integral is nothing but Cauchy’s principal value,

$$\int_{\Omega} f(x) \varnothing dx = \lim_{T \to +0} \left( \int_{-1}^{-T} f(x) dx + \int_{T}^{1} f(x) dx \right) = \mbox{CH} \int_{-1}^{1} f(x) dx.$$

**EXAMPLE 4 (Determinant of operators on a Hilbert space).** Let $\mathcal{H}$ be a separable real Hilbert space. Let $\mathcal{F}$ be the set of all finite-dimensional subspaces of $\mathcal{H}$ ordered by inclusion, “≤” = “⊂”. Every $n$-dimensional subspace $H \subset \mathcal{H}$ inherits an $n$-dimensional Lebesgue measure $d^n x$. We equip $H$ with the renormalized measure $\mu_H := \pi^{-n/2} d^n x$ and consider the measure space family $\Omega = \{ (H, \mu_H) \}_{H \subset \mathcal{H}, \dim(H) < \infty}$. We let $I_H : H \to \mathcal{H}$ be the inclusion and $P_H : \mathcal{H} \to H$ the orthogonal projection.

---

1i.e., $\exists \varnothing \in \mathcal{F} : f \varnothing$ is integrable for all $\mathcal{F} \subseteq \mathcal{F}$. 
Let us consider a bounded positive self-adjoint linear operator $L$ on $\mathcal{H}$. We assume that $L$ is of the form $L = \text{Id} + A$ where $A$ is of trace class. Then the determinant of $L$ is defined and satisfies

$$\det(L) = \prod_{j=1}^{\infty} (1 + \lambda_j)$$

where $\lambda_j$ are the eigenvalues of $A$ repeated according to their multiplicity, see [16, Thm. XIII.106]. We order the eigenvalues such that $|\lambda_1| \geq |\lambda_2| \geq \cdots \to 0$.

If $H \subset \mathcal{H}$ is an $n$-dimensional subspace and $\mu_1, \ldots, \mu_n$ are the eigenvalues of $P_H \circ L \circ I_H$, then we compute

$$\int_H \exp(-(Lx,x))d\mu_H = \int_H \exp(-(L \circ I_H(x), I_H(x)))d\mu_H$$

$$= \int_H \exp(-(P_H \circ L \circ I_H(x), x))d\mu_H$$

$$= \pi^{-n/2} \int_{\mathbb{R}^n} \exp(-\mu_1 x_1^2) \cdots \exp(-\mu_n x_n^2) dx_1 \cdots dx_n$$

$$= \pi^{-n/2} \prod_{j=1}^{n} \int_{-\infty}^{\infty} \exp(-\mu_j x^2) dx$$

$$= \frac{1}{\sqrt{\mu_1} \cdots \sqrt{\mu_n}}$$

$$= \det(P_H \circ L \circ I_H)^{-1/2}.$$

Let $\epsilon > 0$. Since $B \mapsto \det(\text{Id} + B)$ is continuous on the ideal of trace-class operators, there is a constant $\delta > 0$ such that $|\det(L)^{-1/2} - \det(\text{Id} + B)^{-1/2}| < \epsilon$ for all trace-class operators $B$ with trace-class norm $\|A - B\|_1 < \delta$. Choose $n$ so large that

$$\|A - P_{H_n} \circ A \circ I_{H_n}\|_1 \leq \sum_{j=n+1}^{\infty} |\lambda_j| < \frac{\delta}{2}$$

where $H_n$ is the span of the first $n$ eigenvectors. Now let $H \subset \mathcal{H}$ be a finite dimensional subspace which contains $H_n$. Write $H = H_n \oplus V$ where $V$ is the orthogonal complement of $H_n$ in $H$. We compute

$$\|A - P_H \circ A \circ I_H\|_1 \leq \|A - P_{H_n} \circ A \circ I_{H_n}\|_1 + \|P_H \circ A \circ I_H - P_{H_n} \circ A \circ I_{H_n}\|_1$$

$$< \frac{\delta}{2} + \|P_V \circ A \circ I_V\|_1$$

$$= \frac{\delta}{2} + \|P_V \circ (A - P_{H_n} \circ A \circ I_{H_n}) \circ I_V\|_1$$

$$\leq \frac{\delta}{2} + \|P_V\|_1 \cdot \|A - P_{H_n} \circ A \circ I_{H_n}\|_1$$

$$= \frac{\delta}{2} + \|A - P_{H_n} \circ A \circ I_{H_n}\|_1$$

$$< \delta.$$

Here we have freely identified operators acting on closed subspaces of $\mathcal{H}$ with the operators on $\mathcal{H}$ extended by zero to the orthogonal complement. Hence $\det(L)^{-1/2}$ differs from
For compact subsets of \( \mathbb{R} \), the definition (1) no longer exists. We show that it does exist as a renormalized integral.

Let \( 1 < p < 2 \) and hence \( \frac{1}{p} + \frac{1}{q} = 1 \). The Hausdorff-Young inequality [15, Thm. IX.8] states that

\[
\| \hat{f} \|_{L^q} \leq (2\pi)^{n/2 - n/p} \| f \|_{L^p}
\]

for all \( f \in L^1(\mathbb{R}^n) \cap L^p(\mathbb{R}^n) \). Hence Fourier transformation extends uniquely to a bounded linear map \( L^p(\mathbb{R}^n) \to L^q(\mathbb{R}^n) \). However, for general \( f \in L^p(\mathbb{R}^n) \) the integral in the original definition (1) no longer exists. We show that it does exist as a renormalized integral.

For \( K \) in \( \mathcal{F} \), let \( \chi_K : \mathbb{R}^n \to \mathbb{R} \) be the characteristic function of \( K \), i.e.,

\[
\chi_K(x) = \begin{cases} 1, & \text{for } x \in K \\ 0, & \text{for } x \notin K \end{cases}
\]

If \( K \) contains the ball with center 0 and radius \( R \), we have

\[
\int_{\mathbb{R}^n} |f(y) - \chi_K(y)f(y)|^p \, d^n y = \int_{\mathbb{R}^n} (1 - \chi_K(y))|f(y)|^p \, d^n y \leq \int_{|y| \geq R} |f(y)|^p \, d^n y.
\]

The dominated convergence theorem shows that

\[
\int_{|y| \geq R} |f(y)|^p \, d^n y \longrightarrow 0
\]

as \( R \to \infty \). This shows

\[
\lim_{K \in \mathcal{F}} \chi_K f = f \quad \text{in } L^p(\mathbb{R}^n)
\]

and hence

\[
\lim_{K \in \mathcal{F}} \hat{\chi_K} f = \hat{f} \quad \text{in } L^q(\mathbb{R}^n).
\]

By Hölder’s inequality, \( \chi_K f \in L^1(\mathbb{R}^n) \). Therefore

\[
\hat{\chi_K} f(x) = (2\pi)^{n/2} \int e^{-i(x,y)} f(y) \, d^n y
\]

and hence

\[
f \overset{\mathcal{F}}{=} \lim_{K \in \mathcal{F}} (2\pi)^{-n/2} \int e^{-i(x,y)} f(y) \, d^n y \overset{\Omega}{=} (2\pi)^{-n/2} \int \exp(-Lx)\,d\mu_L
\]
Strictly speaking, this example requires a refinement of Definition 1. The limit in (2) exists in $L^q(\mathbb{R}^n)$ but the integrands $e^{-i\langle \cdot, y \rangle}f(y)$ for fixed $y$ are not in $L^q(\mathbb{R}^n)$. Instead of having one Banach space $X$ we could require locally convex topological vector spaces $X_0$ and $X_1$, $X_0$ continuously embedded in $X_1$, such that the functions $f_\mathcal{J}$ take values in $X_1$ and the integrals converge in $X_1$ but the integrals are actually in $X_0$ and the directed limit exists in $X_0$. In our example we can then choose $X_0 = L^q(\mathbb{R}^n)$ and $X_1 = L^1_{loc}(\mathbb{R}^n)$.

For the sake of simplicity we will use the simpler version of renormalized integrals as given in Definition 1.

REMARK 1. In general, renormalized integrals have all properties of conventional integrals which are preserved under limits. Given $\Omega = \{ (\Omega_\mathcal{J}, \mu_\mathcal{J}) \}_{\mathcal{J} \in \mathcal{J}}$ and $(X, \| \cdot \|)$ as above, we obviously have

- Linearity: The space of integrable functions $f$ on $\Omega$ with values in $X$ forms a vector space and
  $$\int_\Omega (\alpha f(x) + \beta g(x)) \, dx = \alpha \int_\Omega f(x) \, dx + \beta \int_\Omega g(x) \, dx$$
  for all integrable $f$ and $g$ and all numbers $\alpha$ and $\beta$.

- Monotonicity: If $X = \mathbb{R}$ and $f$ and $g$ are integrable with $f \leq g$, i.e., if $f_\mathcal{J} \leq g_\mathcal{J}$ holds eventually, then
  $$\int_\Omega f(x) \, dx \leq \int_\Omega g(x) \, dx$$

- Triangle inequality: If $f$ and the pointwise norm of $f$ are integrable functions on $\Omega$, then
  $$\left\| \int_\Omega f(x) \, dx \right\| \leq \int_\Omega \| f(x) \| \, dx$$

Warning. In general, the monotone convergence theorem, the dominated convergence theorem, and the Fatou lemma do not hold for renormalized integrals. In Example 1 the functions $f_n(x) = (|x| + 1)^{-1/n}$ form a sequence of positive integrable functions converging monotonically from below to the integrable function $f(x) = 1$. But for the integrals we have

$$\lim_{n \to \infty} \int_\Omega f_n(x) \, dx = 0 < \int_\Omega f(x) \, dx = 1.$$ 

This violates all three of the above theorems. This also shows that the renormalized integral in Example 1 is not induced by a measure on $\mathbb{R}$. In Example 2 the situation is different because here the renormalized integral coincides with the conventional integral with respect to the Dirac measure supported at 0.

3. Path integrals on manifolds

By a partition we mean a finite sequence of increasing real numbers $\mathcal{P} = (0 = s_0 < s_1 < \cdots < s_r = 1)$. We think of $\mathcal{P}$ as a subdivision of the interval $[0, 1]$ into subintervals $[s_{j-1}, s_j]$. The mesh of $\mathcal{P}$ is given by $|\mathcal{P}| := \max_{j=1, \ldots, r} |s_j - s_{j-1}|$.

The set of partitions $\mathcal{P}$ forms a directed system. Here $\mathcal{P} \preceq \mathcal{P}'$ if and only if $\mathcal{P}'$ is a subdivision of $\mathcal{P}$, i.e., $\mathcal{P}'$ is a subsequence of $\mathcal{P}'$. 
Let $M$ be a Riemannian manifold. A piecewise smooth curve in $M$ is a pair $(\mathcal{P}, \gamma)$ where $\mathcal{P}$ is a partition and $\gamma : [0, 1] \to M$ is a continuous curve whose restrictions to the subintervals $[s_{j-1}, s_j]$ are smooth. A piecewise smooth curve $(\mathcal{P}, \gamma)$ is called a geodesic polygon if for every $j = 1, \ldots, r$ the point $\gamma(s_j)$ is not in the cut-locus of $\gamma(s_{j-1})$ and $\gamma|_{[s_{j-1}, s_j]}$ is the unique shortest geodesic joining its endpoints. Let $\mathfrak{P}(\mathcal{P}, M) := \{(\mathcal{P}, \gamma) : (\mathcal{P}, \gamma) \text{ is a geodesic polygon}\}$ be the space of all geodesic polygons parameterized on the partition $\mathcal{P}$. Moreover, given $x, y \in M$, we put $\mathfrak{P}(\mathcal{P}, M)_x := \{(\mathcal{P}, \gamma) \in \mathfrak{P}(\mathcal{P}, M) \mid \gamma(0) = x\}$, $\mathfrak{P}(\mathcal{P}, M)^y := \{(\mathcal{P}, \gamma) \in \mathfrak{P}(\mathcal{P}, M) \mid \gamma(1) = y\}$, and $\mathfrak{P}(\mathcal{P}, M)^x_y := \mathfrak{P}(\mathcal{P}, M)_x \cap \mathfrak{P}(\mathcal{P}, M)^y$.

For a fixed partition $\mathcal{P}$ any geodesic polygon $(\mathcal{P}, \gamma)$ is uniquely determined by the tuple of vertices $(\gamma(s_0), \ldots, \gamma(s_r))$. Hence $\mathfrak{P}(\mathcal{P}, M)$ can be identified with the set $\{(x_0, \ldots, x_r) \in M \times \cdots \times M \mid x_j \text{ does not lie in the cut-locus of } x_{j-1} \text{ for all } j = 1, \ldots, r\}$. This is an open and dense subset of $M \times \cdots \times M = M^{r+1}$. We write $(\mathcal{P}, \gamma(s_0, \ldots, s_r))$ for the geodesic polygon parameterized on $\mathcal{P}$ with vertices $\gamma(j) = x_j$. Via this identification $\mathfrak{P}(\mathcal{P}, M)$ inherits a measure induced by the Riemannian product volume measure on $M^{r+1}$. Similarly, $\mathfrak{P}(\mathcal{P}, M)_x$, $\mathfrak{P}(\mathcal{P}, M)^y$ and $\mathfrak{P}(\mathcal{P}, M)^x_y$ inherit measures from the Riemannian product volume measures on $M^r$, $M^r$ and $M^{r-1}$ respectively. We denote these measures on $\mathfrak{P}(\mathcal{P}, M)$, $\mathfrak{P}(\mathcal{P}, M)_x$, $\mathfrak{P}(\mathcal{P}, M)^y$, and on $\mathfrak{P}(\mathcal{P}, M)^x_y$ by $\mathcal{D}\gamma$.

For any partition $\mathcal{P}$, $(s_0 < s_1 < \cdots < s_r)$, for any $m \in \mathbb{N}$ and any $t > 0$ we define the renormalization constant by

$$Z(\mathcal{P}, M, t) := \prod_{j=1}^{r} \left(4\pi t(s_j - s_{j-1})\right)^{m/2} = t^{m/2} \prod_{j=1}^{r} \left(4\pi (s_j - s_{j-1})\right)^{m/2}.$$ 

Fix $t > 0$. For each partition $\mathcal{P}$ we now have a measure space $(\mathfrak{P}(\mathcal{P}, M), Z(\mathcal{P}, M, t)^{-1}, \mathcal{D}\gamma)$. Denote the measure space family $\{\mathfrak{P}(\mathcal{P}, M, Z(\mathcal{P}, \dim(M), t)^{-1}, \mathcal{D}\gamma) \}_{\mathcal{P}}$ by $\mathfrak{P}(M, t)$. The measure space families $\mathfrak{P}(M, t)_x$, $\mathfrak{P}(M, t)^y$, and $\mathfrak{P}(M, t)^x_y$ are defined similarly.

**Definition 2.** Let $(X, \| \cdot \|)$ be a Banach space. If $F = \{ F_{\mathcal{P}} \}_{\mathcal{P}}$ is an integrable function on $\mathfrak{P}(M, t)$ with values in $X$ in the sense of Definition 1, then we call $F$ path integrable. We write

$$\int_{\mathfrak{P}(M, t)} F(\gamma) \mathcal{D}\gamma$$

for the value of the integral and call it the value of the path integral.

There is a certain sloppiness in this notation because in general $F$ is actually a function of the pair $(\mathcal{P}, \gamma)$, not of $\gamma$ alone.

In the same way, one defines path integrals of functions on $\mathfrak{P}(M, t)_x$, on $\mathfrak{P}(M, t)^y$, and on $\mathfrak{P}(M, t)^x_y$.

**Example 6.** Let $E(\mathcal{P}, \gamma) = \frac{1}{2} \int_0^1 |\gamma(t)|^2 dt$ denote the energy of $\gamma$. The energy is defined for all piecewise smooth curves, in particular for geodesic polygons. We will see that the function $F(\gamma) = \exp(-E(\gamma)/2t)$ is path integrable on $\mathfrak{P}(M, t)^x_y$. The value of the path integral

$$\int_{\mathfrak{P}(M, t)^x_y} \exp \left( -\frac{1}{2t} E(\gamma) \right) \mathcal{D}\gamma$$

turns out to be the heat kernel of the operator $\Delta + \frac{1}{2} \text{scal}$, evaluated at the points $x$ and $y$ and at time $t$. Here $\Delta = \delta d$ is the Laplace-Beltrami operator and $\text{scal}$ denotes scalar curvature.
EXAMPLE 7. Let \( E \to M \) be a vector bundle over \( M \). Denote by \( E \otimes E^* \to M \times M \) the exterior tensor product whose fiber over \((x, y) \in M \times M\) is given by \((E \otimes E^*)_{(x, y)} = E_x \otimes E_y^* = \text{Hom}(E_x, E_y)\). Let \( q(t, x, y) \in \text{Hom}(E_x, E_y) \) depend continuously on \( x, y \in M \) and \( t > 0 \). We call such a map \( q \) a continuous time-dependent integral kernel in \( E \).

Such a kernel induces a function \( Q \) on geodesic polygons by

\[
Q_t(\mathcal{P}, \gamma) := q(t(s_r - s_{r-1}), \gamma(s_r), \gamma(s_{r-1})) \circ \cdots \circ q(t(s_1 - s_0), \gamma(s_1), \gamma(s_0)) \\
\in \text{Hom}(E_{\gamma(0)}, E_{\gamma(1)}).
\]

If we fix \( x \) and \( y \in M \), then \( Q \) is a function on \( \mathcal{B}(M)_y^x \) with values in the vector space \( \text{Hom}(E_x, E_y) \). If \( q \) has the semigroup property, i.e.,

\[
\int_M q(t(x, y)) \circ q(t', y, z) dy = q(t + t', x, z)
\]

for all \( x, z \in M \) and all \( t, t' > 0 \), then

\[
Z(\mathcal{P}, \text{dim}(M), t)^{-1} \int_{\mathcal{B}(\mathcal{P}, \text{dim}(M))} Z(\mathcal{P}, \text{dim}(M), t) Q_t(\mathcal{P}, \gamma) \, d\gamma
\]

\[
= \int_{\mathcal{B}(\mathcal{P}, \text{dim}(M))} Q_t(\mathcal{P}, \gamma) \, d\gamma
\]

\[
= \int_M q(t(s_r - s_{r-1}), y, z_{r-1}) \circ \cdots \circ q(t(s_1 - s_0), z_1, x) dz_1 \cdots dz_{r-1}
\]

\[
= q(t, y, x).
\]

Thus the function \( (\mathcal{P}, \gamma) \mapsto Z(\mathcal{P}, \text{dim}(M), t) Q_t(\mathcal{P}, \gamma) \) is path integrable in this case and

\[
\int_{\mathcal{B}(\mathcal{P}, \text{dim}(M))} Z(\mathcal{P}, \text{dim}(M), t) Q_t(\mathcal{P}, \gamma) \, d\gamma = q(t, y, x).
\]

Functions of the form \( Q_t \) where \( q(t, x, y) \) does not have the semigroup property will be of central importance. We need a criterion that ensures the path integrability of \( Q_t \).

DEFINITION 3. Let \( M \) be a compact Riemannian manifold and let \( E \to M \) be a Hermitian vector bundle. A continuous time-dependent integral kernel \( q \) in \( E \) is said to satisfy a heat bound if there exist positive constants \( T, C, B_1, \ldots, B_k \) such that

\[
|q(t, x, y)| \leq k^\Lambda(t, x, y) + Ct \sum_{j=1}^k B_j t^\Lambda(B_j t, x, y)
\]

for all \( t \in (0, T] \) and \( x, y \in M \). Here \( k^\Lambda \) denotes the heat kernel of the Laplace-Beltrami operator \( \Delta \) on \( M \).

DEFINITION 4. Let \( M \) be a compact Riemannian manifold, let \( E \to M \) be a Hermitian vector bundle and let \( q \) and \( q' \) be continuous time-dependent integral kernels in \( E \). We say that \( q \) and \( q' \) are heat-related if there exist positive constants \( T, C, B_1, \ldots, B_k \) and \( \beta > 1 \) such that

\[
|q(t, x, y) - q'(t, x, y)| \leq C t^\beta \sum_{j=1}^k B_j t^\Lambda(B_j t, x, y)
\]

for all \( t \in (0, T] \) and \( x, y \in M \).
We put
\[ e(t,x,y) := (4\pi t)^{-m/2} \exp \left( -\frac{d(x,y)^2}{4t} \right) \] (4)
where \( m = \dim(M) \). This is a continuous time-dependent integral kernel in the trivial line bundle. It generalizes the Gaussian normal distribution on \( \mathbb{R}^m \) to manifolds.

Here is a criterion which will allow us in concrete situations to check that two kernels are heat-related.

**Lemma 1.** Let \( M \) be a compact Riemannian manifold, let \( E \to M \) be a Hermitian vector bundle over \( M \). Let \( q \) and \( q' \) be continuous time-dependent integral kernels in \( E \). If there exist \( C, \alpha, \beta \geq 0 \) with \( \beta + \alpha/2 > 1 \) and \( T > 0 \) such that
\[
|q(t,x,y) - q'(t,x,y)| \leq C \cdot e(t,x,y) \cdot d(x,y)^\alpha \cdot t^\beta
\]
for all \( (t,x,y) \in (0,T] \times M \times M \), then \( q \) and \( q' \) are heat-related.

**Proof.** We choose a constant \( C_1 > 0 \) such that \( \tau^\alpha \leq C_1 \cdot \exp(\tau^2) \) for all \( \tau \in [0,\infty) \). With \( \tau = d(x,y)/\sqrt{8t} \) this yields
\[
d(x,y)^\alpha \leq C_1 \cdot (8t)^{\alpha/2} \cdot \exp \left( \frac{d(x,y)^2}{8t} \right).
\] (5)
Hence
\[
|q(t,x,y) - q'(t,x,y)| \leq C \cdot e(t,x,y) \cdot d(x,y)^\alpha \cdot t^\beta
\]
\[
\leq C_2 \cdot e(t,x,y) \cdot t^{\beta + \alpha/2} \cdot \exp \left( \frac{d(x,y)^2}{8t} \right)
\]
\[
= C_3 \cdot e(2t,x,y) \cdot t^{\beta + \alpha/2}.
\] (6)
The heat kernel of the Laplace-Beltrami operator satisfies the well-known bound
\[
k^\Delta(t,x,y) \geq C_4 \cdot e(t,x,y)
\] (7)
for all \( (t,x,y) \in (0,1] \times M \times M \), see e.g. [13, Cor. 5.3.5]. Inserting (7) into (6) yields
\[
|q(t,x,y) - q'(t,x,y)| \leq C_5 \cdot t^{\beta + \alpha/2} \cdot k^\Delta(2t,x,y)
\]
which proves the claim. \( \square \)

The following proposition shows why heat bounds on kernels are important for path integrals.

**Proposition 1.** Let \( M \) be an \( m \)-dimensional compact Riemannian manifold, let \( E \to M \) be a Hermitian vector bundle over \( M \). Let \( q \) and \( q' \) be continuous time-dependent integral kernels in \( E \). Let \( t > 0 \). Let \( Q_t, Q'_t : \overline{\mathcal{P}(M)}_t \to \text{Hom}(E_x, E_y) \) be the corresponding measurable functions.

Suppose that \( q \) satisfies a heat bound and that \( Q_t \) is path integrable. If \( q \) and \( q' \) are heat-related, then \( q' \) also satisfies a heat bound, \( Q'_t \) is also path integrable and the path integrals coincide,
\[
\int_{\overline{\mathcal{P}(M)}_t} Z(\mathcal{P},m,t)Q_t(\mathcal{P},\gamma) \mathcal{D} \gamma = \int_{\overline{\mathcal{P}(M)}_t} Z(\mathcal{P},m,t)Q'_t(\mathcal{P},\gamma) \mathcal{D} \gamma.
\]
PROOF. Let $q$ and $q'$ be heat-related. It is clear from the definitions that $q'$ also satisfies a heat bound. We put $B_{\min} := \min \{1, B_1, \ldots, B_k\}$ and $B_{\max} := \max \{1, B_1, \ldots, B_k\}$ for the constants $B_j$ occurring in Definitions 3 and 4.

Let $\mathcal{P}$ be a partition whose mesh $\mu$ is sufficiently small so that the estimates in Definitions 3 and 4 apply. Using the semigroup property of $k^A$ we estimate

$$\int_{\mathcal{Q}(\mathcal{P}, \gamma)} |Q_\gamma (\mathcal{P}, \gamma) - Q_{\gamma'} (\mathcal{P}, \gamma)|\, d\gamma$$

$$= \int_{M^{(s-1)}} \left| \sum_{j=1}^r q(t(s_j - s_{j-1}), y, z_{j-1}) \circ \cdots \circ q(t(s_{j+1} - s_j), z_{j+1}, z_j) \circ \cdots \circ q'(t(s_1 - s_0), z_1, x) \right| dz_1 \cdots dz_{r-1}$$

$$\leq \sum_{j=1}^r \int_{M^{(s-1)}} \left( k^A(t(s_j - s_{j-1}), y, z_{j-1}) + C(t(s_j - s_{j-1}) \sum_{k=1}^k k^A(B_i, t(s_j - s_{j-1}), y, z_{j-1})) \right) \cdots$$

$$\cdots \left( C(t(s_j - s_{j-1})^\beta \sum_{i=1}^k k^A(B_i, t(s_j - s_{j-1}), z_j, z_{j-1})) \right)$$

$$\leq \max_{s \in [\mu_{\min}, \mu_{\max}]} k^A(s, y, x) \cdot \sum_{j=1}^r (1 + Ck(t(s_j - s_{j-1})) \cdots Ck^A \sum_{i=1}^k \left(1 + Ck(t(s_j - s_{j-1})) \cdots Ck^A \sum_{i=1}^k (1 + Ck(t(s_j - s_{j-1})) \right)$$

$$\leq \max_{s \in [\mu_{\min}, \mu_{\max}]} k^A(s, y, x) \cdot t^{\beta-1} \cdot \mu^{\beta-1} \sum_{j=1}^r e^{Ck(t(s_j - s_{j-1})) \cdots Ck^A \sum_{i=1}^k (1 + Ck(t(s_j - s_{j-1}))}$$

$$\leq \max_{s \in [\mu_{\min}, \mu_{\max}]} k^A(s, y, x) \cdot t^{\beta-1} \cdot \mu^{\beta-1} \cdot e^{Ck(t(s_j - s_{j-1})}$$

$$= \max_{s \in [\mu_{\min}, \mu_{\max}]} k^A(s, y, x) \cdot t^{\beta} \cdot \mu^{\beta-1} \cdot e^{Ck(t(s_j - s_{j-1})}$$

The only term in this upper bound that depends on the partition is the term $\mu^{\beta-1}$. Since $\beta > 1$ this shows that

$$\int_{\mathcal{Q}(\mathcal{P}, \gamma)} |Q_\gamma (\mathcal{P}, \gamma) - Q_{\gamma'} (\mathcal{P}, \gamma)|\, d\gamma \longrightarrow 0$$

as $\mu \rightarrow 0$. In the direct limit defining the path integral the mesh of the partitions tends to zero. Thus the proposition is proved.

4. The heat kernel

4.1. Generalized Laplacians. Throughout this section let $M$ be a compact $m$-dimensional Riemannian manifold without boundary and let $E \rightarrow M$ be a Hermitian vector
bundle. Let $H$ be a formally self-adjoint generalized Laplace operator acting on sections of $E$. Locally, $H$ can be written in the form

$$H = -\sum_{j,k=1}^{m} g^{jk} \frac{\partial^2}{\partial x^j \partial x^k} + \text{lower order terms}.$$ 

Here $(g^{jk})$ denotes the inverse of the matrix $(g_{jk})$ describing the Riemannian metric in the local coordinates, $g_{jk} = \langle \partial / \partial x^j, \partial / \partial x^k \rangle$. We assume that $H$ has smooth coefficients. Formal self-adjointness means that for all smooth sections $u$ and $v$ in $E$,

$$(Hu, v) = (u, Hv)$$

holds, where $(u, v) = \int_M (u(x), v(x)) \, dx$ is the corresponding $L^2$-scalar product. Here $dx$ denotes the volume measure induced by the Riemannian metric. It is well-known that $H$ is essentially self-adjoint in the Hilbert space $L^2(M, E)$ of square-integrable sections in $E$ when given the domain $C^\infty(M, E)$ of smooth sections in $E$, see e.g. [4, Prop. 2.33, p. 89]. Moreover, one knows that $H$ can be written in the form

$$H = \nabla^* \nabla + V$$

(8)

where $\nabla$ is a metric connection on $E$ and $V$ is a smooth section in symmetric endomorphisms of $E$, compare [4, Prop. 2.5, p. 67]. We call $\nabla$ the connection determined by $H$ and $V$ its potential.

**Example 8.** The simplest example for $H$ as described above is the Laplace-Beltrami operator $H = \Delta$ acting on functions. Here $E$ is the trivial real line bundle, $\nabla = d$ the usual derivative and $V = 0$.

**Example 9.** More generally, let $E = \bigwedge^k T^* M$ be the bundle of $k$-forms. Then we may take the Hodge Laplacian $H = d\delta + \delta d$ acting on $k$-forms. Here $d$ denotes exterior differentiation and $\delta$ its formal adjoint. The Weitzenb"{o}ck formula says that $H = \nabla^* \nabla + V$, where $\nabla$ is the Levi-Civita connection and $V$ depends linearly on the curvature tensor of $M$. For example, for $k = 1$ we have $V = \text{Ric}$, see e.g. [5, Ch. 1.1].

**Example 10.** If $M$ is a spin manifold one can form the spinor bundle $E = \Sigma M$ and the Dirac operator $D$ acting on sections in $E$. Then $H = D^2 = \nabla^* \nabla + \frac{1}{4} \text{scal}$ is a self-adjoint generalized Laplace operator

More generally, the square of any generalized Dirac operator in the sense of Gromov and Lawson yields a self-adjoint generalized Laplacian, see e.g. [10, Sec. 1.2].

### 4.2. The heat kernel.

By functional calculus the self-adjoint extension of $H$ generates a strongly continuous semigroup $t \mapsto e^{-tH}$ in the Hilbert space $L^2(M, E)$. For $u \in L^2(M, E)$ the section $U(t, x) := (e^{-tH}u)(x)$, $(t, x) \in [0, \infty) \times M$, is the unique solution to the heat equation

$$\frac{\partial U}{\partial t} + HU = 0$$

satisfying the initial condition $U(0, x) = u(x)$.

For $t > 0$ the operator $e^{-tH}$ is smoothing and has an integral kernel $k^H$, i.e.,

$$e^{-tH}u(x) = \int_M k^H(t, x, y) u(y) \, dy.$$ 

This integral kernel $(t, x, y) \mapsto k^H(t, x, y)$ is smooth on $(0, \infty) \times M \times M$. It is called the heat kernel for $H$. 

The aim of this section is to give a path integral formula for this heat kernel. Since the heat kernel has the semigroup property we have the tautological path integral formula as in (3):

$$k_H(t,y,x) = \mathcal{P}(M) y x Z(\mathcal{P}, \dim(M), t) K^H(\mathcal{P}, \gamma) \mathcal{D} \gamma. \tag{9}$$

To turn this into something useful we will replace the heat kernel appearing in the definition of $K^H$ in the RHS of (9) by heat-related continuous time-depend integral kernels (not having the semigroup property). We will repeatedly use Proposition 1 and Lemma 1. To get started we need

**Lemma 2.** Let $M$ be a compact Riemannian manifold without boundary and let $E \to M$ be a Hermitian vector bundle. Then the heat kernel of any formally self-adjoint generalized Laplace operator $H$ satisfies a heat bound.

**Proof.** Write the Laplace operator in the form $H = \nabla^* \nabla + V$. Since $M$ is compact there exists a constant $C > 0$ such that $V(x) \geq -C$ for all $x \in M$. This means that all eigenvalues of the symmetric endomorphism $V(x)$ are bounded from below by $-C$. By the Hess-Schrader-Uhlenbrock estimate, see [12, p. 32], we have

$$|k^H(t,x,y)| \leq k^{\Delta-C}(t,x,y) = e^{Ct} \cdot k^\Delta(t,x,y)$$

for all $(t,x,y) \in (0,\infty) \times M \times M$. For $t > 0$ sufficiently small we have $e^{Ct} \leq 1 + 2Ct$, which proves the heat bound. \qed

### 4.3 First kernel modification.

For the first kernel modification we recall the heat kernel asymptotics. Let $M \bowtie M := \{(x,y) \in M \mid x \text{ and } y \text{ are not cut-points}\}$. Then $M \bowtie M$ is an open and dense subset of $M \times M$ containing the diagonal. There are unique smooth sections $a_j$ of $E \boxtimes E$ over $M \bowtie M$ such that the formal heat kernel

$$e(t,x,y) \sum_{j=0}^\infty a_j(x,y) t^j$$

formally solves the heat equation with respect to the $x$-variable,

$$\left( \frac{\partial}{\partial t} + H_x \right) \left( e(t,x,y) \sum_{j=0}^\infty a_j(x,y) t^j \right) = 0,$$

and $a_0(x,x) = \text{Id}_{E_x}$. Here $e(t,x,y)$ is defined as in (4). For $N \in \mathbb{N}$ we get

$$\left( \frac{\partial}{\partial t} + H_x \right) \left( e(t,x,y) \sum_{j=0}^N a_j(x,y) t^j \right) = e(t,x,y) \cdot H_x a_N(x,y) \cdot t^N \tag{10}$$

for $t \in (0,\infty)$ and $(x,y) \in M \bowtie M$. See [4, Thm. 2.26] for details. Pick $\eta > 0$ such that $2\eta$ is smaller than the injectivity radius of $M$. Choose a smooth cutoff function $\chi : \mathbb{R} \to \mathbb{R}$ such that

- $\chi \equiv 1$ on $(-\infty, \eta]$
- $\chi \equiv 0$ on $[2\eta, \infty)$
- $0 \leq \chi \leq 1$ everywhere
We put
\[ k^H_{(N)}(t,x,y) := \chi(d(x,y)) \cdot e(t,x,y) \cdot \sum_{j=0}^{N} a_j(x,y)t^j. \]

Then \( k^H_{(N)} \) is smooth on all of \( (0,\infty) \times M \times M \). From (10) we get
\[
\left( \frac{\partial}{\partial t} + H_t \right) k^H_{(N)}(t,x,y) = e(t,x,y) \cdot \chi(d(x,y)) \cdot H_t a_N(x,y) \cdot t^N + b_N(t,x,y)
\]
where the support of \( b_N \) is contained in the region where the gradient of \( \chi(d(x,y)) \) does not vanish, i.e., in the region \( (0,\infty) \times \{(x,y) \in M \times M | \eta \leq d(x,y) \leq 2\eta \} \). Moreover, explicit computation shows
\[
b_N(t,x,y) = O(t^{-1}) \quad \text{as} \quad t \searrow 0 \tag{11}
\]
uniformly in \( x \) and \( y \). Duhamel's principle [17, Prop. 7.9] implies
\[
k^H(t,x,y) - k^H_{(N)}(t,x,y) = \int_0^t \int_M k^H(t-s,x,z) \left( e(s,z,y) \cdot \chi(d(z,y)) \cdot H_s a_N(z,y) \cdot s^N + b_N(s,z,y) \right) dz ds \tag{12}
\]
Using the Hess-Schrader-Uhlenbrock inequality and (7) we estimate for all \( t \in (0,1] \) and \( x,y \in M \)
\[
\left| \int_0^t \int_M k^H(t-s,x,z) \cdot e(s,z,y) \cdot \chi(d(z,y)) \cdot H_s a_N(z,y) \cdot s^N dz ds \right|
\leq \int_0^t \int_M |k^H(t-s,x,z)| \cdot e(s,z,y) \cdot \chi(d(z,y)) \cdot |H_s a_N(z,y)| \cdot s^N dz ds
\leq C_1 \int_0^t \int_M e^{C_2(t-s)} \cdot k^H(t-s,x,z) \cdot e(s,z,y) \cdot |H_s a_N(z,y)| \cdot s^N dz ds
= C_1 \int_0^t \int_M e^{C_2(t-s)} \cdot k^H(t,x,y) \cdot s^N dz ds
\leq C_3 \cdot k^H(t,x,y) \cdot t^{N+1}. \tag{13}
\]
Using the Hess-Schrader-Uhlenbrock inequality, (7), (11), and the fact that \( b_N(s,z,y) \) vanishes whenever \( d(z,y) \leq \eta \) we estimate
\[
\left| \int_0^t \int_M k^H(t-s,x,z) \cdot e(s,z,y) \cdot b_N(s,z,y) dz ds \right|
\leq \int_0^t \int_M e^{C_2(t-s)} \cdot k^H(t-s,x,z) \cdot e(s,z,y) \cdot |b_N(s,z,y)| dz ds
\leq C_4 \cdot \int_0^t \int_M k^H(t-s,x,z) \cdot e(s,z,y) \cdot |b_N(s,z,y)| dz ds
= C_4 \cdot \int_0^t \int_M k^H(t-s,x,z) \cdot e(t+s,z,y) \cdot \left( \frac{t+s}{s} \right)^{m/2} \cdot \exp \left( -\frac{d(z,y)^2 t}{4(t+s)s} \right) \cdot |b_N(s,z,y)| dz ds
\leq C_5 \cdot \int_0^t \int_M k^H(t-s,x,z) \cdot e(t+s,z,y) \cdot s^{-m/2} \cdot \exp \left( -\frac{d(z,y)^2}{8s} \right) \cdot |b_N(s,z,y)| dz ds
\leq C_6 \cdot \int_0^t \int_M k^H(t-s,x,z) \cdot e(t+s,z,y) \cdot s^{-m/2-1} \cdot \exp \left( -\frac{\eta^2}{8s} \right) dz ds
\]
Then the smooth time-dependent integral kernels $k$ on sections of $E$, Hermitian vector bundle and let $H$ be a formally self-adjoint generalized Laplacian acting

This shows that $k^H$ and the smooth time-dependent integral kernel $k^1$ are heat-related. In particular, $k^1$ satisfies a heat bound, $K^1_N$ is path integrable and

$$k^H(t,x,y) = \int_{\mathcal{U}(M),t} Z(\mathcal{P}, \dim(M), t) K^1_N(\mathcal{P}, \gamma) \mathcal{D}\gamma.$$

4.4. Second kernel modification. If we put

$$a(x,y) := a_0(x,y)^{-1} \circ a_1(x,y) \in \text{Hom}(E_x, E_y)$$

then the integral kernel $k^1$ can written as

$$k^1(t,x,y) = \chi(d(x,y)) \cdot e(t,x,y) \cdot a_0(x,y) \circ (\text{id} + ta(x,y)).$$

We set

$$k^2(t,x,y) := \chi(d(x,y)) \cdot e(t,x,y) \cdot a_0(x,y) \circ \exp(ta(x,y)).$$

Since $\exp(ta(x,y)) - (\text{id} + ta(x,y)) = O(t^2)$ uniformly in $x$ and $y$ with $d(x,y) \leq 2\eta$ we have

Lemma 4. Let $M$ be a compact Riemannian manifold without boundary, let $E \to M$ be a Hermitian vector bundle and let $H$ be a formally self-adjoint generalized Laplacian acting on sections of $E$.

Then the smooth time-dependent integral kernels $k^1$ and $k^2$ are heat-related. In particular, $k^2$ satisfies a heat bound, $K^2_N$ is path integrable and

$$k^H(t,x,y) = \int_{\mathcal{U}(M),t} Z(\mathcal{P}, \dim(M), t) K^2_N(\mathcal{P}, \gamma) \mathcal{D}\gamma.$$
4.5. Third kernel modification. For a piecewise smooth \((\mathcal{P}, \gamma)\) and \(s, t \in [0, 1]\) and a connection \(\nabla\) on \(E\) let \(\tau(\gamma, \nabla)_1^s \circ E_{\gamma(s)} \rightarrow E_{\gamma(t)}\) denote the parallel transport along \(\gamma\) with respect to \(\nabla\). We have

\[
\tau(\gamma, \nabla)_s^t \circ \tau(\gamma, \nabla)_t^s = \tau(\gamma, \nabla)_s^t \quad \text{and} \quad \tau(\gamma, \nabla)_s^t \circ (\tau(\gamma, \nabla)_s^t)^{-1}.
\]

We will use the metric connection \(\nabla\) corresponding to a generalized Laplacian as in (8). Then \(\tau(\gamma, \nabla)_1^s\) is a linear isometry.

For \(x\) and \(y\) with \(d(x, y) \leq 2\eta\) we define

\[
k^3(t, x, y) := \mathcal{X}(d(x, y)) \cdot e(t, x, y) \cdot a_0(x, y) \circ \exp \left( t \cdot \int_0^1 \tau(\gamma, \nabla)_s^t \circ a(\gamma(s), \gamma(s)) \circ \tau(\gamma, \nabla)_s^t ds \right).
\]

Here \(\gamma : [0, 1] \rightarrow M\) denotes the shortest geodesic with \(\gamma(0) = x\) and \(\gamma(1) = y\). This shortest geodesic is unique because \(d(x, y)\) is smaller than the injectivity radius of \(M\). For \(d(x, y) > 2\eta\) set \(k^3(t, x, y) := 0\).

A proof similar to the one of [2, Lemma 4.6] shows

\[
|k^2(t, x, y) - k^3(t, x, y)| \leq C \cdot e(t, x, y) \cdot d(x, y) \cdot t.
\]

Hence Lemma 1 says that \(k^2\) and \(k^3\) heat-related. Proposition 1 applies and yields

**LEMMA 5.** Let \(M\) be a compact Riemannian manifold without boundary, let \(E \rightarrow M\) be a Hermitian vector bundle and let \(H\) be a formally self-adjoint generalized Laplacian acting on sections of \(E\).

Then the smooth time-dependent integral kernels \(k^2\) and \(k^3\) are heat-related. In particular, \(k^3\) satisfies a heat bound, \(K^3_t\) is path integrable and

\[
k^H(t, x, x) = \int_{\mathcal{P}(M, t)} \mathcal{Z}(\mathcal{P}, \dim(M), t) K^3_t(\mathcal{P}, \gamma) \mathcal{D} \gamma.
\]

The advantage of \(k^3\) over \(k^2\) consists of the fact that we need to evaluate \(a_1\) only along the diagonal. It is well-known that

\[
a(x, x) = a_0(x, x)^{-1} \circ a_1(x, x) = a_1(x, x) = \frac{1}{6} \text{scal}(x) \cdot \text{id}_{E_x} - V(x)
\]

where \(\text{scal}\) denotes the scalar curvature of \(M\) and \(V\) is the potential of \(H\); compare [17, p. 103ff]. Hence \(k^3\) is given by

\[
k^3(t, x, y) = \mathcal{X}(d(x, y)) \cdot e(t, x, y) \cdot a_0(x, y) \circ \exp \left( t \cdot \int_0^1 \left( \frac{1}{6} \text{scal}(\gamma(s)) \cdot \text{id}_{E_x} - \tau(\gamma, \nabla)_s^t \circ V(\gamma(s)) \circ \tau(\gamma, \nabla)_s^t \right) ds \right).
\]

4.6. Fourth kernel modification. We can now replace \(a_0(x, y)\) by another scalar curvature term. The same estimates as in [2, Section 4.5] show that \(k^3\) and \(k^4\) are heat-related, where

\[
k^4(t, x, y) := \mathcal{X}(d(x, y)) \cdot e(t, x, y) \cdot \tau(\gamma, \nabla)_s^t \circ \exp \left( t \cdot \int_0^1 \left( \frac{1}{3} \text{scal}(\gamma(s)) \cdot \text{id}_{E_x} - \tau(\gamma, \nabla)_s^t \circ V(\gamma(s)) \circ \tau(\gamma, \nabla)_s^t \right) ds \right).
\]
LEMMA 6. Let $M$ be a compact Riemannian manifold without boundary, let $E \to M$ be a Hermitian vector bundle and let $H$ be a formally self-adjoint generalized Laplacian acting on sections of $E$.

Then the smooth time-dependent integral kernels $k^3$ and $k^4$ are heat-related. In particular, $k^4$ satisfies a heat bound, $K^4_t$ is path integrable and

$$k^H(t,y,x) = \int_{U(M)_x^y} Z(\mathcal{P}, \text{dim}(M), t) K^4_t(\mathcal{P}, \gamma) \mathcal{D}\gamma.$$ 

We can rewrite $k^4$ in the form

$$k^4(t,x,y) = \chi(d(x,y)) \cdot e(t,x,y) \cdot \exp\left(\frac{t}{3} \int_0^1 \text{scal}(\gamma(s)) \, ds\right) \cdot \tau(\gamma, \nabla)^4_0 \circ \exp\left(-t \cdot \int_0^1 (\tau(\gamma, \nabla)^1_s \circ V(\gamma(s)) \circ \tau(\gamma, \nabla)^1_s) \, ds\right).$$

4.7. Path integral formula for the heat kernel. We now come to the main result of this section.

DEFINITION 5. Let $W$ be a continuous section of the endomorphism bundle $\text{Hom}(E,E) = E \otimes E^* \to M$. Let $\nabla$ be a connection on $E$. For any piecewise smooth curve $(\mathcal{P}, \gamma)$ in $M$ with $\mathcal{P} = (0 = s_0 < s_1 < \cdots < s_r = 1)$ we define the $(\mathcal{P}, \gamma)$-ordered exponential by

$$\mathcal{P}^\gamma \exp\left(\int_{(\mathcal{P}, \gamma)} W\right) := \prod_{j=1}^r \tau(\gamma, \nabla)^{s_{j-1}}_{s_j-1} \circ \exp\left(\int_{s_{j-1}}^{s_j} (\tau(\gamma, \nabla)^{s_j-s_{j-1}}_{s_j-1} \circ W(\gamma(s)) \circ \tau(\gamma, \nabla)^{s_j-s_{j-1}}_{s_j-1}) \, ds\right)$$

$$= \tau(\gamma, \nabla)^{s_r}_{s_{r-1}} \circ \exp\left(\int_{s_{r-1}}^{s_r} (\tau(\gamma, \nabla)^{s_r-s_{r-1}}_{s_{r-1}} \circ W(\gamma(s)) \circ \tau(\gamma, \nabla)^{s_r-s_{r-1}}_{s_{r-1}}) \, ds\right) \circ \cdots$$

$$\cdots \circ \tau(\gamma, \nabla)^{s_1}_{s_0} \circ \exp\left(\int_{s_0}^{s_1} (\tau(\gamma, \nabla)^{s_1-s_0}_{s_0} \circ W(\gamma(s)) \circ \tau(\gamma, \nabla)^{s_1-s_0}_{s_0}) \, ds\right)$$

$$= \tau(\gamma,\nabla)^{s_0}_{s_0} \circ \exp\left(\int_{0}^{s_0} (\tau(\gamma, \nabla)^{s_0-s_0}_{s_0} \circ W(\gamma(s)) \circ \tau(\gamma, \nabla)^{s_0-s_0}_{s_0}) \, ds\right) \circ \cdots$$

where the last equation follows from (15). Note that $\mathcal{P}^\gamma \exp\left(\int_{(\mathcal{P}, \gamma)} W\right) \in \text{Hom}(E_{\gamma(0)}, E_{\gamma(1)})$. If all $\tau(\gamma, \nabla)^1_s \circ W(\gamma(s)) \circ \tau(\gamma, \nabla)^1_s$ commute with each other, then

$$\mathcal{P}^\gamma \exp\left(\int_{(\mathcal{P}, \gamma)} W\right) = \tau(\gamma, \nabla)^{s_0}_{s_0} \circ \exp\left(\int_{0}^{s_0} (\tau(\gamma, \nabla)^{s_0-s_0}_{s_0} \circ W(\gamma(s)) \circ \tau(\gamma, \nabla)^{s_0-s_0}_{s_0}) \, ds\right).$$

This is the case e.g. if $W$ is scalar, i.e., $W(x) = w(x) \cdot \text{id}_E$, with $w(x) \in \mathbb{R}$. Otherwise, $\mathcal{P}^\gamma \exp\left(\int_{(\mathcal{P}, \gamma)} W\right)$ depends on the subdivision $\mathcal{P}$. 

CHRISTIAN BÄR
Then the heat kernel of $H$ can be written as a path integral as follows:

$$ k^H(t, y, x) = \int_{\mathcal{P}(M, x)} \Xi(\mathcal{P}, \gamma) \cdot \exp \left( - \frac{E[\gamma]}{2T} + \frac{t}{3} \int_0^1 \text{scal}(\gamma(s)) \, ds \right) \cdot P^V \exp \left( \int_{(\mathcal{P}, \gamma)} -tV \right) \, d\gamma. $$

**Proof.** We compute the integrand in the path integral formula for $k^H$ from Lemma 6.

$$ K^H_t(\mathcal{P}, \gamma) = k^H(t(s_0 - s_{-1}), \gamma(s_0), \gamma(s_{-1})) \circ \cdots \circ k^H(t(s_1 - s_0), \gamma(s_1), \gamma(s_0)) $$

$$ = \prod_{j=1}^{r-1} \chi(d(\gamma(s_j), \gamma(s_{j-1}))) \cdot \prod_{j=1}^{r} e(t(s_j - s_{j-1}), \gamma(s_j), \gamma(s_{j-1})) $$

$$ \times \exp \left( \frac{t}{3} \int_0^1 \text{scal}(\gamma(s)) \, ds \right) \cdot \tau(\gamma, V)_1^0 \circ P^V \exp \left( \int_{(\mathcal{P}, \gamma)} -tV \right) $$

$$ = \Xi(\mathcal{P}, \gamma) \cdot Z(\mathcal{P}, \dim(M), t)^{-1} \cdot \exp \left( - \sum_{j=1}^{r} \frac{d(\gamma(s_j), \gamma(s_{j-1}))^2}{4t(s_j - s_{j-1})} \right) $$

$$ \times \exp \left( \frac{t}{3} \int_0^1 \text{scal}(\gamma(s)) \, ds \right) \cdot \tau(\gamma, V)_1^0 \circ P^V \exp \left( \int_{(\mathcal{P}, \gamma)} -tV \right) \quad (16) $$

Since $\gamma$ is a geodesic when restricted to one of the subintervals $[s_{j-1}, s_j]$ it is parameterized proportionally to arclength, so that

$$ |\gamma(s)| = \frac{d(\gamma(s_{j-1}), \gamma(s_j))}{s_j - s_{j-1}}, $$

for all $s \in [s_{j-1}, s_j]$. Thus the energy of $\gamma|_{[s_{j-1}, s_j]}$ is given by

$$ E[\gamma|_{[s_{j-1}, s_j]}] = \frac{1}{2} \int_{s_{j-1}}^{s_j} |\gamma(s)|^2 \, ds = \frac{1}{2} \frac{d(\gamma(s_{j-1}), \gamma(s_j))^2}{s_j - s_{j-1}}. $$

Hence the energy of $\gamma: [0, 1] \to M$ is given by

$$ E[\gamma] = \frac{1}{2} \sum_{j=1}^{r} \frac{d(\gamma(s_{j-1}), \gamma(s_j))^2}{s_j - s_{j-1}}. $$

Inserting this into (16) yields

$$ K^H_t(\mathcal{P}, \gamma) = \Xi(\mathcal{P}, \gamma) \cdot Z(\mathcal{P}, \dim(M), t)^{-1} \cdot \exp \left( - \frac{1}{2T} E[\gamma] \right) $$

$$ \times \exp \left( \frac{t}{3} \int_0^1 \text{scal}(\gamma(s)) \, ds \right) \cdot \tau(\gamma, V)_1^0 \circ P^V \exp \left( \int_{(\mathcal{P}, \gamma)} -tV \right) $$

Lemma 6 concludes the proof. □
COROLLARY 1. Let $M, E, H, \nabla$, and $V$ be as in Theorem 1. Suppose in addition that the potential $V$ is scalar, i.e., $V(x) = v(x) \cdot \text{id}_E$, for a smooth function $v : M \to \mathbb{R}$.

Then the heat kernel of $H$ can be written as a path integral as follows:

$$k^H(t, y, x) = \int_{\mathcal{P}(M)} \Xi(\mathcal{S} \gamma, \gamma) \cdot \exp \left( -\frac{E[\gamma]}{2t} + t \int_0^1 \left( \frac{1}{3} \text{scal}(\gamma(s)) - v(\gamma(s)) \right) ds \right) \cdot \tau(\gamma, \nabla)_{\mathcal{S} \gamma}.$$ 

□
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