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1 INTRODUCTION

The era of social media, where content consumers are simultaneously content creators, has caused a surge in the availability of information. This is strengthening the “attention economy,” where human attention is among the scarcest resources for which we compete [25]. As a consequence, reduced veracity or quality of the information that people consume is a real risk. For example, false news articles have a lower potential for reach (i.e., they are typically disseminated by less popular users or channels) than fact-checker verified articles, yet they spread faster, broader, deeper into networks, and are more viral [161]. All of these four properties are due to this false information simply being shared by more users than verified information (i.e., its cascade size) [71].

Nonetheless, studies of representative US samples find that the vast majority of users never share misinformation-laden links [53], and that, when considering holistic media diets (including...
offline sources such as TV, as well as non-news information such as entertainment), misinformation only constitutes about 0.15% of an average user’s media diet [3]. Furthermore, social media posts promoting content which has been fact-checked occasionally garner disapproval from other users, indicating that corrections to misinformation are often taken up by the wider community [64]. Given such findings, misinformation may be a more contextual problem rather than an omnipresent one. To that end, understanding the contexts and situations under which misinformation is likely to be a prominent problem is an important endeavor.

In this paper, we attempt to enhance this understanding. We focus on the ways in which misinformation is enabled by genuine user belief, user biases, and ideological passions, following the typology of Zannettou et al. [173]. In other words, we fixate on the receivers of misinformation, and not necessarily on deliberate spreaders such as information operation actors, disinformation campaigns, or trolls (although these are closely related in often producing much of the misinformation consumed by the receivers; see Starbird et al. [143]). We use the term “adherence to misinformation” in order to probe insights from existing studies and to identify directions for future research. Adherence to misinformation refers to the likelihood or degree to which a user will believe in, share, or otherwise endorse false information.

Problem Statement and Scope. Proliferation of misinformation is best understood when considering how users, along with their cognitive limitations and implicit motivations, interact with technological affordances. Some work [18] has highlighted how the public can be defended against false information via social means, such as recognizing the biases and limited attention of recipients. Nevertheless, we are still lacking a clear understanding of the motivations that users have when parsing information, and the situations under which accuracy can be at the forefront as one such motivation.

Here, we set out to draw together insights from various disciplines, aiming to better understand the role of social and cognitive processes in shaping users’ adherence to misinformation, as well as the degree to which balancing the network environment with corrections and accurate information can solve the problem. We primarily focus on the areas of social, cognitive, and political psychology, while also discussing work conducted within the domains of computational social science, human-computer interaction, and web data mining. We believe that unpacking insights provided from these disciplines can offer CSCW scholars important considerations for creating, modifying, or probing platform affordances and anti-misinformation interventions. Furthermore, through this review we aim to bridge together several related fields and to bring them in more explicit conversation with existing work in CSCW, particularly by identifying open research questions that the CSCW community can pursue.

Motivation. Misinformation can be made to draw a disproportionate amount of users’ already limited attention because it is not bound by accuracy restrictions. Whereas facts may be difficult to comprehend due to their usually arduous complexity, misinformation can arguably be constructed in any way that makes it more attractive. Furthermore, polarity and group-based conflicts can implicitly make information that maintains group image very valuable, even when it is not accurate [49, 141]. Many of these cognitive and social amplifiers of misinformation adherence, which are largely inherent in human nature, may be further exacerbated in online environments.

Indeed, people online interact differently than how they do offline. Homophily – i.e., the human disposition to surround oneself with like-minded people [132] – seems more readily enabled online due to the increased connectivity and availability of people similar to us. Confirmation bias, a cognitive pattern whereby we seek information in agreement with pre-existing beliefs while avoiding discordant information [166], is also more pronounced online [119]. However, people with ideologically diverse offline circles also tend to have more diverse networks online [157]. Evidently,
the interplay between social media affordances and the inherent psychological processes which affect users’ information parsing is quite complex.

These processes, which often occur at an implicit (subconscious) level [38], can create problems for the veracity of information disseminated on social media. As mentioned, it is necessary to understand when misinformation is likely to be a prominent problem and how this problem can be thwarted. To do so, we must first understand how psychological processes affect adherence to different types of information, how these may interact with social media environments and affordances, and how these interactions can affect the goals and motivations of a user who is parsing information.

State of the Art Limitations. Previous studies have attempted to algorithmically solve the problem of information diversity, either by directly maximizing network diversity [6] or through visualization tools helping users see the true (non)diversity of their networks and nudge them towards alternative viewpoints [48]. These interventions assume that if a user can be exposed to more diverse kinds of information, they will update their views accordingly. In other words, users are viewed as rational Bayesian agents, where all information is assimilated and considered equally. Consequently, the primary aim of such research is disrupting echo chambers, i.e., homogeneous online social groups where members’ opinions go unchallenged in the like-minded social environment.

Unfortunately, implicit cognitive and social biases may hamper the effectiveness of such approaches. As mentioned, people may not take information at face value. Therefore, while such approaches could be very promising under specific circumstances, they could have little effect in others where echo chambers play a less important role.

Contributions. Our main contribution in this work is drawing together several related literatures that have thus far remained somewhat disjointed, in order to paint a more comprehensive picture of the current state of scholarship on the issue of misinformation. Through this synthesis, we draw out several recommendations for CSCW researchers and practitioners working in the intervention and affordance design space. These mainly concern understanding and considering users’ dynamic social identities and how this affects their information parsing motivations, their limitations in processing information under heavy cognitive load, and the informational environments within which they interact with other users and new information. We summarize these recommendations in the discussion.

We also highlight several avenues for future research on the topic, and call for scholars to adopt new viewpoints in studying misinformation-adjacent issues. Primarily, we identify the need to map out combative, as well as deliberative spaces online. Throughout the review, we highlight how highly polarized spaces make information-sharing combative, thus reducing the focus on the accuracy of information. We observe that a vast majority of the literature has focused on these combative spaces, however, understanding deliberative information-sharing remains a very important open challenge in order to form a more balanced view. Furthermore, we identify a need to consider echo chambers along a continuous spectrum; that is, the degree to which users may be involved in them, and not just whether they are involved in them or not. This would allow researchers to quantify the impact of seclusion within particular communities on allowing misinformation to proliferate. Once again, we summarize the directions for future research that we identify in the discussion section.

Roadmap and Paper Organization. In this article, we use the idea of cognitive dissonance as a conceptual binder for the insights we discuss. Cognitive dissonance is a process through which individuals resolve their conflicting beliefs, by explaining some of them away (so as to remove the conflict) [40, 41]. The belief that is retained is the least psychologically costly. For the purposes of this paper, we conceptually assume that users will encounter varying degrees of dissonance...
when encountering misinformation. We treat successful anti-misinformation efforts as those which make adherence to misinformation more psychologically costly (i.e., less comfortable), and we treat enablers of misinformation as whatever makes adhering to misinformation less psychologically costly (i.e., more comfortable). We return to this idea at the “take-aways” summary of each major section, in order to synthesize the research we discuss into the actions that are likely to either enable or thwart adherence to misinformation.

We present a visual roadmap of the entire paper in Figure 1. In Section 2, we examine biased information parsing from the perspective of two distinct theoretical accounts, namely, motivated reasoning and “lazy” inattention. Then, we synthesize insights from both of these accounts. Having discussed whether people have any preferences in the information they consume, we then turn to more subtle factors which affect adherence to misinformation in Section 3. Here, we explore how memory, social norms, and a need to resolve ambiguity can assist the belief in misinformation. Given this, we also discuss fact-checking, the situations under which it is most likely to work, and whether it can backfire in certain situations. Finally, we focus on group dynamics in Section 4. We specifically explore how polarization can result in more misinformation-prone environments from the perspective of both one-sided information consumption (i.e. echo chambers), or cross-cutting, hostile interactions between different groups. After this, we synthesize these two perspectives and discuss how they may combine to give rise to more polarity. As a direct consequence, we also briefly discuss radicalization on online platforms as a form of extreme falsehoods about particular groups.

We conclude with recommendations for anti-misinformation interventions, as well as directions for future research, in Section 5.

2 CONFIRMING PRIOR BELIEFS: MOTIVATED COGNITION VS. LAZY COGNITION ACCOUNT

In cases where misinformation becomes adhesive, there must be cognitive processes that draw people to it. Two theoretical accounts have been put forward. One, called the motivated cognition account [151], suggests that accuracy may be disregarded in favor of information that is more aligned with a person’s beliefs and sense of identity (when identity/beliefs are at odds with accuracy). That is, information that is more “preferable” will win over information that is accurate. The other, called the lazy cognition account [124], posits that accuracy is an important feature for users who parse information, however, cognitive overloads can divert attention away from it. According to this account, accuracy goals may only be downplayed because of information overload. Nonetheless, shifting attention back to accuracy can reduce the adherence to misinformation.

In this section, we discuss these two accounts and conclude that users have implicit identity-maintenance goals when parsing information, but these can be offset by explicitly highlighting accuracy goals.

2.1 Biased Assimilation

Both of these accounts are fundamentally rooted in the idea of biased assimilation [90], which we briefly cover here. As mentioned, the assumption that increasing the diversity of information we are exposed to will necessarily translate to more balanced opinions may not hold. Most people display bias not only in the views they choose to get exposed to but also in the way they interpret congruent and incongruent views. For example, experimental studies which have exposed participants to ostensibly real scientific research have found that they tend to judge the methodological rigor, and by extension the validity of the research, based on whether its conclusions agree with their pre-existing beliefs around topics such as capital punishment [90] and sexuality [109].

Biased assimilation is the phenomenon of accepting congruent information while dismissing incongruent information as invalid, and most likely extends to news sources as well as views
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Fig. 1. A roadmap of the review which outlines, in order, the topics covered in each section.

encountered online. As for research around diversifying exposure, Weeks et al. [167] find that incidental exposure to counter-attitudinal information (i.e., what [6, 48] attempted to achieve) may drive selective exposure to attitudinally congruent information, possibly due to a desire to justify the maintenance of existing beliefs. Similarly, labeling news articles as conservative or liberal-leaning drives selective exposure even in the presence of adjacent credibility labels [44]. That is, users who come across belief-disconfirming evidence may either actively seek out information to reaffirm their
initial beliefs, or simply choose to directly discount it. This may thus drive one-sided information consumption even when the information available to the user is fairly diverse and non-partisan (as has been found to be the case with, for example, Google search results [100]).

For instance, Bail et al. [8] asked 1,652 participants to identify their political ideologies (conservative or liberal), and had them follow a Twitter bot that posted content opposite to that ideology. In a follow-up questionnaire 1.5 months later, liberals reported being more liberal, and conservatives reported being more conservative (although only the latter effect was statistically significant). Importantly, this effect was stronger for participants who did not unfollow the bot before the follow-up survey, demonstrating that, in this case, avoiding incidental exposure to counter-attitudinal information resulted in relatively less polarized views.

Corroborating this, a meta-analysis of strictly controlled experiments on biased assimilation [29] found that Americans of either a liberal or conservative persuasion are likely to interpret information in a way consistent with their beliefs, for example in punitive judgments of partisans’ actions. The authors also found that Democrats believe Republicans, but not Democrats, are more biased than the average person and vice-versa. Upon a cross-partisan interaction, biased assimilation may thus be more pronounced as partisans may be more defensive against the purported bias of the other side (but see also [28, 67–69] for an extended discussion on whether ideological asymmetries in bias exist). Because political ideologies can be viewed as aggregations of an individual’s moral values [52, 56], information going against such values may be resisted. For example, calling for a lockdown of places of worship as a preventive measure for COVID-19 may be met with resistance from people who value religion highly, leading them to downplay the severity of the virus [148].

Biased assimilation demonstrates that people are more accepting of belief-congruent, and more dismissive of belief-incongruent information. This means that misinformation that is in line with a general ideology or conceptual prior beliefs may be quite effective in convincing users with such an ideology or beliefs. Nonetheless, it is unclear whether there is an explicit preference for such misinformation (i.e., people willingly disregard accuracy in favor of informational compatibility with their beliefs) or whether this is a problem of an implicit (unconscious) inattention to accuracy.

2.2 Motivated Cognition (Preference Account)

2.2.1 Ideological motivation. The motivated cognition account posits that people have a motivation to maintain their prior beliefs even when given information to the contrary. For example, Taber and Lodge [151] found that their participants passively accepted arguments congruent with their political views, but generated explanations against incongruent ones. This in itself is not strictly an irrational response, since one can come to adopt a view precisely because they cannot counter-argue it.

However, a motivating bias becomes apparent when considering that people are also selectively receptive to scientific evidence [86]. For example, they may deem scientists who oppose their views as less credible [73], or judge scientific rigor simply based on whether the science agrees with their views or not [90, 109]. Further, rational accounts cannot explain why people’s existing views can become more ingrained when encountering opposing information [8], or why observable events seemingly evoke identity-protective judgments [29].

Kraft and colleagues [76] suggest that motivated cognition occurs due to underlying emotional processes. This account builds on previous work which posits that opinion-laden topics are emotionally charged, and create a positive or negative emotional response upon encountering agreeable or disagreeable information (a phenomenon known as hot cognition) [87]. This emotional response then carries over into subsequent judgments, in what is called affective contagion. Positive emotions prime more acceptance, while negative emotions prime less acceptance of new information [37].
The effective result is that belief-congruent information creates positive emotions, which subsequently increase the acceptance of this information; the opposite holds for belief-incongruent information. In a sense, this resembles a positive feedback loop.

2.2.2 Social motivation. Some authors have argued for additional social motivations in the cognition of information processing. Beyond individual identities, people also possess social identities stemming from the norms and values of the social groups to which they belong, such as their race, profession, or political ideology [153]. Because we are members of a virtually infinite number of social groups, which of these identities is most salient depends on social context, as well as the degree to which the individual identifies with that group. For example, racial identity will be more salient when someone comes under a racist attack, and one’s nationality may be more important to them if they identify as a patriot. This forms “ingroups,” i.e., social groups we are part of, and “outgroups.”

Due to the malleability of social identities based on social context, self-categorization into groups can even occur arbitrarily. For example, highlighting differences in traits as trivial as art preferences can lead people to act punitively towards outgroup members for no other reason beyond these differences [152]. This means that beliefs can be effectively converted into social identities, based on shared agreements with others (for example, groups of “anti-vaxxers” against groups of “vaccine advocates”). Polarization can therefore be thought to arise because the very act of sharing, endorsing, or rejecting information and misinformation online can also be conceived of as intergroup conflict over which group holds the better ideology [141].

Van Bavel and Pereira [158] develop a social identity-based model of political views, in which they argue that accuracy goals in information can contradict the value and belief goals of an individual’s partisan identity. For example, Republican conservatism may bias them towards information that justifies existing systems [70] and is aligned with their moral values around loyalty to their nation [56]. In that case, if accurate information goes against these goals, it is unlikely to be favored in the person’s adoption of it [58]. Social identities introduce new motivations, in the form of group norms and values, which deviate from a focus on accuracy.

Identity-protective tactics. For social identities to be maintained when parsing incongruent information, tactics are employed to preserve ideological predispositions even when they are inaccurate. Gillespie [49] identifies three such tactics: avoiding, delegitimizing, and limiting. Avoiding opposing information may include, among others, excluding outgroup members from a conversation or ignoring them when they speak. Delegitimizing resembles biased assimilation and may involve things such as stigmatizing the source so as to paint all outgroup members as a homogeneous mass with recycled arguments. Limiting methods are usually employed when the oppositional fact is difficult to counter-argue, thus rationalizations to diminish its impact are used; for example, claiming a transgression by an ingroup member occurred as an isolated incident or under difficult circumstances, where the same extenuations would not be granted to an outgroup member.

Conflict-driven information sharing. If people indeed engage in identity-protective tactics, this points to the idea that social motivations promote polarization. That is, information is often shared not because of its veracity, but to discredit the outgroup and establish the ingroup. This makes information sharing combative, not deliberative. For example, anti-Republican comments on news sources drive Democrats to rate their ingroup more favorably, but Republicans to rate Democrats less favorably [147]. Furthermore, research on climate change skeptics and believers finds that anger towards the outgroup and identification with the ingroup predicts the degree to which participants will engage in sociopolitical action (such as information sharing) in support of their respective
The two conflicting social identities are the primary drivers of polarity in information sharing behaviors.

**Motivating impact of social identity threats.** The role of social motivations in information sharing and adherence acts mainly through threats to the ingroup image. In [135], participants who witnessed an ingroup politician’s scandal directed outrage towards the outgroup more than did participants who witnessed a neutral or outgroup politician’s scandal. This effect was highest for those who identified with their respective political parties most strongly. While this seems counter-intuitive at first, it makes sense in the context of the social motivation account; ingroup scandals threaten the ingroup’s moral image, whereas outgroup scandals do not. Hence, the former lead to the adoption of identity-protective mechanisms. Similarly, threatening gamers’ identities by showing them studies that suggest a link between video games and aggression can cause them to denounce scientific findings [111], while there is some tenuous evidence to suggest that partisans are more likely to denounce misinformation when it threatens their ingroup identity and increases their perceptions of media hostility towards them [22].

### 2.3 Lazy Cognition (Inattention Account)

A recent stream of research has made the case that biased information processing is not an artifact of motivated reasoning, but rather, no reasoning at all [124]. That is, people do want to be accurate in the views they espouse. For example, interviews with US university students reveal that, before sharing news on social media, they consider factors such as the credibility of the source and whether they have read the entire article as opposed to simply the title [165]. However, people’s attention is often shifted away from accuracy by unconscious processes that bring other goals to the surface (these could include processes discussed above, such as threats to an ingroup’s moral image). Individuals with better analytical reasoning skills are more accurate in discerning fake from real news [123], although they still demonstrate partial bias in rating belief-consistent news as overall more accurate than belief-inconsistent news.

It seems that this improved discernment of analytical individuals stems from a better ability to catch out misinformation, rather than knowing which information is true or not. In [122], analytical reasoning primarily drove disbelief in fake COVID-19 headlines, rather than increasing belief in true ones. Moreover, when the importance of accuracy in information parsing was highlighted to participants the perceived accuracy of misinformation was reduced by 32.4%, indicating that accuracy considerations may not be active in users by default, but can be activated externally. A similar pattern was observed in [7], where allowing participants to deliberate led to lower belief in fake headlines. However, whether participants deliberated or not did not have an impact on attitude polarization, as the difference between ratings of congruent and incongruent headlines was the same in either case.

This suggests that adherence to information, and especially misinformation, is not always driven by motivated or identity-preserving cognition. However, the prominence of online misinformation [161] also suggests that social media environments are not deliberative settings by default. This is exemplified by recent work which found that social media users consider information accuracy to be important, but this does not carry over to their news-sharing intentions (and behaviors) on social media. Instead, opinion-congruent headlines tend to be implicitly preferred over accurate ones. However, when attention is shifted to accuracy, for example by getting misinformation-prone people to think about the accuracy of unrelated news, the veracity of news shared on social media increases [121].
2.4 Take-Aways: Synthesizing the Two Accounts

The main contention in which the two accounts differ is whether there is an explicit motivation to maintain existing beliefs or social identities, or whether the frequent forgoing of accuracy is simply a matter of inattention. While it is beyond the scope of our review to cover all of their contesting points, there are very useful practical insights to be had from both.

People who parse information do value accuracy [121], yet information processing can very often be an emotional process that acts outside the individual’s conscious realization [76]. These emotional processes can increase adherence to pre-existing beliefs, or lead people to use information in ways that protect the image of groups they are part of [158]. In effect, polarizing information, especially when it threatens an ingroup identity [111, 135], can shift the focus away from accuracy. Therefore, anti-misinformation interventions must avoid assuming that accuracy is always the default goal of users, make pre-emptive efforts to establish this goal, and deliver new information in non-identity-threatening ways.

Furthermore, because the social context is crucial to which goals users may implicitly or explicitly adopt, measures should be taken to avoid defensiveness when addressing misinformation. For example, Pennycook et al. [121] prompted real Twitter users to share more accurate news by asking them to consider the veracity of news outside contentious topics such as politics. Such approaches are more likely to work because they do not directly challenge the user. This preserves the user’s perceived agency and protects against potential reactance [14].

Taking the highly polarized and misinformation-laden online environment (as will be discussed in Section 4), these two accounts together also suggest that social media conversations over contentious issues resemble conflict, not deliberation. The role of analytical skills in this context is unclear; for example, while analytical individuals are better at detecting misinformation [122, 123], they are also better at arguing for their ingroup’s perspective [72]. The situations under which they would exercise one ability over another are a good future research direction, as is the degree to which accuracy could be embedded as an ingroup value. In that case, arguing for an ingroup perspective would run parallel to using accurate, or at least non-misleading, information to do so.

In the context of the cognitive dissonance framework we described earlier, the work covered in this section suggests that users may find adopting belief- or identity-congruent misinformation less psychologically costly when they are experiencing identity threats, or when they believe their values may be under attack. In contrast, adopting such information may be made more psychologically costly when the environment is made deliberative and attention is shifted to accuracy, especially when users experience agency and freedom in expressing their views.

More specifically for research in computational social science, the insights discussed here can point towards a need to characterize different online communities in terms of how deliberative or combative they are. This is because this categorization can have large implications for social dynamics, particularly how discussions are likely to evolve when members of different groups interact between themselves. For example, more recently, Rajadesingan et al. [128] demonstrated that political discussions take place to a very large extent in non-political Reddit forums, however, cross-partisan interactions tend to be less toxic there. Advancing work in line with this to ‘map out’ deliberative communities is important, as it could also help with predicting where misinformation is most likely to proliferate. A shift of focus to examining communities from this lens could also assist with detecting linguistic features within deliberative communities to be implemented in more combative ones, as well as allowing CSCW researchers to study general platform architectures that may give rise to combative or deliberative information sharing.

*Computational modeling of opinion updating.* Before moving to the next section, it is worth pointing out that a vast majority of research in the field of opinion dynamics, which is concerned
with the modeling of individual opinion-updating, has so far mainly adopted the motivated cognition account. For example, some models have used bias parameters to capture the reduced likelihood that a user will update their opinion if the information they receive comes from a non-agreeable neighbor [23]. Others have applied repulsion and assimilation thresholds, where the probability that a user will update their opinion in a consistent or opposite direction with the information they encounter depends on their attitudinal distance from the neighbor providing the information [21].

These models do provide useful insights. For example, some research suggests that reducing controversy on an issue is most effective when links are established between the nodes in different clusters which have the highest intra-cluster connectivity, but taking into account the small likelihood that these highly centralized nodes would follow other “leader” nodes from other clusters [45].

However, most of these models collapse group membership and stance on an issue into the same parameter. This should always result in polarization when two disagreeing agents interact, as disagreement (treated the same as network distance) is the determinant of opinion-updating probability. On the other hand, some authors have suggested that group identity cannot explain any variance in belief-updating beyond what prior beliefs explain [124], and while we cannot fully assert that this is the case, we do see the value in creating models which separate stance from group identity (see, for example, Macy et al. [92]). This approach would enable studying whether de-polarization can be achieved through users who may have a different stance on a specific issue from the rest of their group (or are at least less extreme on their stance), since they may potentially have a greater opinion-updating influence on other users that are within their group (cluster). We identify this as another future direction.

3 CORRECTING MISINFORMATION: WHAT WORKS

Misinformation may be more flexible in adopting characteristics that people are drawn to relative to factual information. Hills [60] argues that information “survives” through cognitive selection, much like how evolution follows natural selection. According to him, information is selected if it has the following characteristics: negative, belief-consistent, carrying predictive value, and social. Belief-consistency refers to the motivations described above, while negative information refers to a natural tendency for loss aversion which reflects an evolutionary vigilance mechanism [74]. Predictive information is that which provides insights about future events, but this is often derived in very biased ways, such that illusory correlations [155] or false causalities [96] are sometimes perceived. This characteristic is perhaps most relevant in the context of conspiratorial misinformation. The social characteristic means that people adopt information which they witness others adopting, which may signal that this information is acceptable in the social environment [2]. For example, news pieces which garner a significant number of likes on Facebook are perceived to be more credible, even if they may not be necessarily so [91].

In many situations, the only advantage of true information over false information is its accuracy. However, attention to accuracy is rarely the primary response of users who encounter information online. Hills’s account provides a good grounding of ways in which misinformation can attract users, which can subsequently increase its proliferation. In order to combat misinformation, therefore, we must either understand and disrupt the cognitive mechanisms which enable adherence to it or deliver factual information in ways that make it equally attractive. In this section, we explore some cognitive enablers of misinformation, as well as methods that have been successfully – or unsuccessfully – employed to combat it.
3.1 How misinformation operates on cognition

The cognitive mechanisms through which misinformation impacts attitudes and opinions are too many to adequately cover and warrant a very extensive discussion on their own. However, we focus on three key mechanisms which may be of especial impact to anti-misinformation intervention efforts. These have to do with memory processes, social perceptions of misinformation’s popularity, and how people may use misinformation as a means of resolving ambiguities.

3.1.1 Memory and persistence of misinformation.

Continued influence effect. Once disseminated, misinformation can be very persistent in memory even when it is explicitly understood to be false. The continued influence effect means that people continue to use misinformation in their judgments, even when they are told that such information is completely false [164]. Ecker and colleagues [34] find that information provided to participants, for example, that the victims of a bus accident were elderly people, which is then retracted and stated to be false continues to shape how they interpret particular events. This is somewhat diminished when people are warned about the continued influence effect prior to reading any information, and is further diminished when it is combined with alternative explanations; for example, when the retraction goes beyond just stating that the victims were not elderly people, and adds that they were young hockey players (this pattern was also reported in [65]). Nonetheless, the continued influence is not fully suppressed in either case.

Misinformation can even affect judgments when people are explicitly warned of which information is true or false before listening to a story. For example, in one study, participants listened to a story about a robbery narrated by two voices; a male and a female. They were told at the beginning that the male voice always tells the truth, and the female voice always lies. Normally, participants should have completely disregarded the female voice. However, the researchers found that when the female voice attenuated the circumstances of the robbery, participants were less punitive to the robber; when it aggravated the circumstances, they were more punitive [117]. In further work, [16] find that the continued influence effect is mostly due to restrictions in the processing capacity (working memory) of individuals which makes distractions difficult to ignore, rather than the mere storage of information in memory.

For this reason, researchers suggest it is always better to preempt misinformation rather than correct it, whenever possible [84] (in line with the “prevention is better than cure” axiom). Recently, advances have been made towards “gamifying” inoculation against misinformation. Inoculation theory proposes that individuals can build up cognitive immunity against certain types of arguments or information, by being exposed to weakened forms of them [97, 98]. While initially proposed as an explanation of how people can become highly resistant to attitude change, it has been successfully used in getting people to discern fake headlines by exposing them to mild misinformation in an anti-misinformation game [11, 93]. Similarly, the game “Fakey” has shown promise in getting users to more accurately discern true news pieces in a dynamic, time-relevant news environment after repeated plays [101]. Achieving widespread public engagement with such games remains an open challenge.

Misinformation effect. Nonetheless, misinformation can act in more subtle ways. Especially when one is not attentive, misinformation is capable of altering their memory even about events they witnessed [88]. For example, asking participants to estimate the speed of a car crashing into another in a video will elicit higher estimates if the collision is described as a “smash” rather than a “contact” [89]. The medium of communication also seems to affect this, for example with spoken

[1] https://www.getbadnews.com
form having a greater leading effect than written form in some cases [50]. This has implications for information that may not be explicitly false but framed in a misleading manner, as well as what format (e.g. video vs. article) misinformation is most effective in.

The misinformation effect seemingly serves the maintenance of existing beliefs. Jones and colleagues [66] showed their participants footage of a police arrest, and had them read a report by the arresting officer which did not align with the footage. When later asked about what they saw in the footage, pro-police participants believed the officer against what they saw and falsely recalled the suspect carrying a knife, whereas non-pro-police people did not make this recollection error. Therefore, even for witnessed events, a lack of attention to specific cues can cause memory faults that are consistent with a person’s position on an issue.

3.1.2 False consensus. The perception of how others act online can be a very important driver for a user. Because of this, the proliferation of misinformation by often unwitting third parties is a particularly pertinent problem. People are susceptible to a false consensus bias [134], which is a tendency to mistakenly believe that one’s behaviors, attitudes, and beliefs are shared by the majority of the population. If someone is inclined to believe misinformation, and then witnesses others spreading it, then this bias may be amplified.

For example, a study conducted in Australia found that, while only 7.2% of the approximately 5000 surveyed respondents believed climate change is fake, those respondents thought their belief was held by 50% of the Australian population (on the contrary, those who believed in climate change slightly underestimated the true proportion of people who shared their beliefs) [83]. Those most susceptible to false consensus were also the least likely to change their opinions. False consensus may be particularly pronounced when an individual is typical of their social environment (for example, being white in majority-white America) [170], which may suggest that restricting social environments by entering echo chambers can amplify false consensus perceptions.

Sharing misinformation reinforces false consensus. Laypeople are poor at distinguishing between the number of primary versus secondary sources which support a view, focusing instead on the number of instances that argue for or against a position. In other words, whether five articles cite five different sources supporting a particular point, or if all five articles cite a single source, does not make much difference in the perceived credibility of this information. This effect persists even when it is hinted that the primary source is not an expert, when people are instructed to pay attention to which sources are cited, and even when they are asked to explicitly reason whether the number of primary sources affects credibility [171]. Therefore, a single piece of misinformation amplified by various channels can create the illusion that this information is credible. Harvey et al. [59] demonstrated this problem by showing that 80% of the 90 climate-change-denying blogs in their sample all cited a single person (who did not have sufficient expertise on the subject matter) to make the case that polar bears are not endangered. Similarly, another study showed that scientific figures who oppose the general scientific consensus on COVID-19 issues are disproportionately amplified to a large extent on the Twitter platform [35].

Importantly, Pennycook et al. [122] find that analytical individuals who are more likely to detect misinformation are also less likely to share news online, meaning vocal minorities who believe in misinformation may dominate the online environment and exacerbate false consensus. By extension, the perceived social acceptance to believe such false information can amplify adherence to it. Disproving this sense of consensus should partly adjust users’ beliefs since people tend to behave in line with the norms they believe govern their community [2, 51]. However, this must be done in subtle ways that do not motivate users to actively seek attitudinally congruent information at the expense of accurate information [167].
3.1.3 Ambiguity resolution. Very often, events may induce uncertainty or ambiguity in the public, which will urge them to seek out explanations. Misinformation can fill these gaps in people’s understanding [84, 85]. As in the case of motivated cognition, the need to resolve ambiguity can supersede informational veracity. When individuals are high in their need to find closure (i.e., are highly averse to ambiguity), they show a decreased ability to consider mixed information. For example, they may disregard one side of the information in favor of the side which agrees with their prior beliefs in contexts such as vaccine efficacy [110]. Further, Pica et al. [125] find that those high in need for closure are more susceptible to false memories (as described in Section 3) because they suppress conflicting memories to resolve ambiguity.

Similarly, if no ambiguity is perceived, people may feel that a piece of misinformation adequately explains an event. Extremity on certain issues seems interlinked with a false perception that one understands something they do not. Fernbach et al. [39] found that inducing uncertainty by asking participants to provide mechanistic explanations of policies reduced their self-reported understanding of these policies, and led to lower position extremity on them as a result. Misinformation may thus also exert its influence through a mistaken belief that the receiver understands a topic to a much greater extent than they actually do [136]. This is also related to overconfidence biases attributable to an underestimation of an issue’s true complexity [77]. Indeed, belief in conspiracy theories is closely related to overconfidence in one’s ability to provide explanations for certain policies or events [160], and many such conspiracies attempt to fill a gap in understanding with easy to parse, yet false, information.

Ambiguity resolution may explain recent findings around how willing people are to consult other sources with respect to the accuracy of news they are consuming. When news concern a novel topic, as was the case with COVID-19 in late 2019 to early 2020, people are more receptive to suggestions by an AI regarding news veracity. However, with established topics where belief systems have become more established and the initial ambiguity has been resolved, they become less receptive to such suggestions [61]. Similarly, while major events such as shootings in the US spark widely spanning conversations, these conversations become quickly polarized into ideological groups over time [10]. Consulting mixed sources retains much of this ambiguity which is psychologically costly, whereas “picking sides” can resolve this cost.

3.2 Fact-checking and corrections
One of the most commonly utilized methods of combating misinformation is fact-checking and debunking. This can be done by social media platforms that can directly label certain posts as false, through independent fact-checking organizations, or, occasionally, from other users themselves. Besides the vast amount of time and staff resources that fact-checking requires, its effectiveness varies and it is seemingly most robust when the biases described above are taken into account.

Two recent meta-analyses have provided very useful insights about when fact-checks are most likely to work. Chan et al.’s meta-analysis [19] found, across 20 different experiments (N = 6878), that debunking is least effective and misinformation is most persistent when people initially generate more explanations in line with the misinformation. On the contrary, misinformation becomes less persistent and debunking more effective when people counter-argue the misinformation before they are able to consolidate it. Perhaps most importantly, debunking is most effective when it is detailed (i.e. provides alternative explanations) rather than vague (i.e. simply stating the misinformation is false), consistent with ambiguity resolution [34, 65, 84, 85]. Walter et al. [163], analyzing 30 experiments (N = 20,963), find that fact-checking is less effective when claims are only partially debunked, it can meet resistance by strongly identified partisans, and perhaps not surprisingly, is not as successful against false election campaign claims since election periods are characterized by elevated polarization and partisan bias.
Political misinformation appears to be especially intricate. When politicians spread misinformation, their supporters are naturally more likely to believe it than their opponents [112, 149]. Interestingly, correcting misinformation shared by Donald Trump does reduce his supporters’ belief in the misinformation, however, it does not change their voting intentions [149] or attitudes towards him [114]. Consistent with the continued influence effect, belief in the corrected misinformation is restored after a week [149]. This is important because malicious actors may be able to falsely attribute misinformation to political figures and remain fairly confident in its longevity in the informational environment. What follows may be the creation of a chaotic political discourse, with the aim to sow discord, undermine reasonable arguments, and disengage large numbers of the public from politics [127], leaving the landscape occupied by the most polarized and misinformation-prone people.

Fact-checkers can reduce polarization on issues such as immigration and climate change, however false but attitudinally congruent information is still more adhesive than true, but incongruent information [57]. Media distrust and higher education levels seem to drive active searching for fact-checks to some extent [57]. However, the effects of debunking are multi-faceted and interact with various other environmental features. In realistic environments, it is likely that exposure to fact-checking needs to be consistent and relatively undisrupted by countering information. In laboratory simulations of election environments, for example, participants advocate for their initially preferred candidates more strongly in the face of small amounts of negative information about them. They do not update their beliefs until this negative information reaches a certain threshold, raising questions around the number of corrections that need to constitute the informational environment [129].

Many studies have examined and established the effectiveness of fact-checks in controlled settings, however, their role in the context of distracting information has not received enough attention. On social networks, users are unlikely to be consistently exposed to counter-attitudinal information [167]. Thus, the fact-checking impact may be attenuated if conflicting information distracts from or counteracts the corrections, and could even have adverse effects if the distracting information promotes distrust towards the fact-checker. We identify the examination of fact-check effectiveness in continued exposure vs. disrupted exposure settings, as well as quantifying the proportion of fact-checks that must constitute the informational environment as potential research avenues, and explore the extent to which fact-checks can have an adverse effect in the next section.

3.3 Backfire effects: Fact or fiction?

Many scholars have expressed concerns regarding fact-check efficacy, due to potential “backfire effects”. These were first reported in a study by Nyhan and Reifler [115], who found that showing claims made by politicians to partisans who endorsed them, alongside corrections to these claims, could *increase*, rather than decrease the degree to which partisans believed misinformation. This is based on the theory of motivated reasoning described above [151].

*Failures in replicating the backfire effect.* The documentation of this effect spurred many replication attempts, however, there is a recent trend towards a consensus that this effect is overstated and very elusive [84]. For example, Ecker et al. [33] tested the impact of retracting news that falsely identified robbery suspects as Aboriginals. If the backfire effect applied in this case, then participants who were prejudiced against Aboriginals should have rejected the retraction and amplified their belief in the misinformation that the robbers were Aboriginal. However, no backfire effects were found. Both prejudiced and non-prejudiced participants updated their beliefs to the same extent, and both seemed to accept the retraction. Although an extensive debate of the replicability of backfire effects is beyond the scope of our review, it does seem that their extent is very limited and contextual (see
Wood and Porter [169] attempted to test the backfire effect across five experiments where participants were either shown only a false statement by a political leader or the statement along with its correction. Participants were more likely to believe misinformation that was in alignment with their own political ideologies, however, corrections were effective in reducing belief in it (with an effect size as large as that of ideology). While the authors were not able to replicate the backfire effect, their findings did suggest that misinformation corrections may operate at surface levels. For example, while both conservatives and liberals seemed to accept a correction which clarified that no weapons of mass destruction were found in Iraq prior to the 2003 invasion, conservatives (but not liberals) mistakenly reasoned that this was because Saddam Hussein managed to conceal them prior to abandoning the storage sites.

This exemplifies an important point; corrections may indeed work in rejecting misinformation, however, this may happen at surface level. As explained in Section 3.1.3, if gaps in understanding are not adequately addressed by a correction, they are vulnerable to becoming filled with further misinformation. Therefore, measuring the holistic impact of fact-checks on beliefs, and not just changes in beliefs for incredibly narrow issues, would allow for capturing the impact of fact-checking on cognitive patterns and adherence to misinformation in general (such that the root, and not the symptom, is addressed).

Labels and implied truth. In further work, Pennycook et al. provided evidence suggesting that corrections are effective in reducing the perceived accuracy of misinformation [120]. The backfire effect was not observed in its traditional sense, however, the authors made the case for an implied truth effect; in studies where misinformation was labeled as false, anything which was not labeled was considered as more accurate than baseline (even if false). This effect was diminished when true information which had been verified was also tagged as such, as this clarified that unlabeled information simply had not been examined, and was thus not necessarily true.

Overall, backfire effects are most probably a very minimal risk, but they are still observed in some cases (e.g., when the target group is very strongly opinionated on the subject of the fact-check) [150]. Fact-checking may need to also prevent the generation of alternative explanations for a piece of misinformation that has been corrected [169], meaning that corrections must be comprehensive and multi-faceted. Interventions that follow a corrective approach should also consider that corrections can inadvertently increase the perceived accuracy of information that is false but not yet corrected [120] (although this also needs to be verified in realistic social media contexts). More anecdotally, backfire effects could occur (or at the very least, fact-checking could be much less effective) with people who distrust official government or scientific institutions. Distrust in official institutions has been found to be a major driver of adherence to COVID-19 misinformation [36, 126, 133], and therefore studying backfire effects in the context of this specific demographic may be worthwhile.

The role of messengers in the backfire effect. Before we dismiss the backfire effect, we should note a very important consideration. A vast majority of fact-checking research focuses on fact-checkers as official organizations or indirectly reassures that the correction provided in the research is true. Much less attention has been paid to fact-checking by users, whether that is in the form of generating the fact-checking themselves or disseminating fact-checks by official sources. In real-world settings, it is likely that users who will disseminate fact-checks against oppositional viewpoints account for a large proportion of the prevalence of misinformation corrections online.

People are more likely to trust misinformation when it comes from a source they support [112, 149], and this may extend to fact-checking as well. A consistent factor that impacts upon the
effectiveness of any intervention is the messenger that delivers it [30]. While backfire effects are elusive in the context of official fact-checkers, they may be much more prominent in cross-partisan interactions where one person attempts to correct another, due to the purported bias and mistrust in the other side [29].

There is at least some evidence to suggest that users may categorize online sources into outgroups and ingroups [168], however, the impact of this on the receptivity of corrections to misinformation remains something that has not explicitly been studied. Margolin et al. [95] do find that Twitter users are approximately 2.5 times more likely to accept a fact-check if there is a reciprocal follow relationship between them and the account sharing the fact-check. Furthermore, Parekh et al. [118] find that, while fact-checks aimed at correcting misinformation are generally well-received in neutral political communities on Reddit, they garner negative reactions from users in more partisan communities, and they are often used combatively to establish a dominance of opinion. It remains unanswered whether group memberships of the messenger also affect acceptance of fact-checks.

This is very possible because perceiving more similarities with the messenger is likely to reduce reactance and increase the chances that a person will comply with the message [140]. For example, Munger [108] finds that white male Twitter users targeting black users with racist harassment reduce their use of hateful language when they are confronted by a bot (purporting to be a real user), but only if the bot assumes the identity of a white man and also has high authority (high number of followers). On the contrary, a subset of harassers who do not attempt to conceal their identity increase their use of hateful language if they are confronted by a low-authority bot which assumes the identity of a black man. Recently, Allen et al. [4] have demonstrated that users of Twitter’s crowd-sourced, fact-checking platform Birdwatch mostly tend to fact-check pieces which are ideologically opposed to them, and they are more likely to label fact-checks from other users as "helpful" if that user is part of the same political group as them (although crowd-sourced fact checking does indeed show promise in reducing the spread of misinformation). Similarly, other work finds that users are much more likely to share fact-checks which are aligned with their own political views (although it is suggested that Democrat users are less biased than Republican users in that respect) [139].

Therefore, we advise against fully dismissing the backfire effect in the context of user-to-user interactions, especially when fact-checks are weaponized to maintain ingroup image. Future research could examine the impact of corrections shared in this context, particularly whether they polarize user beliefs, and whether they can drive distrust in fact-checking organizations. This could come in the form of, for example, examining whether sharing of fact-checks is more prominent where topic controversiality is high, or monitoring the quality and bias of news consumed by users following interactions where they are exposed to fact-checks.

Relatedly, Mosleh et al. [106] tested the impact of fact-checking real users on Twitter using bot accounts which appeared like human users. They found that, generally, fact-checking reduced the quality of news featured in these users’ subsequent retweets (but not original tweets), increased their toxicity, and pushed them further towards their political ideology. While the authors also attempted to test for the effect of the fact-checking (bot) accounts’ political affiliation, their number of observations was too underpowered to detect a true effect. Backfire effects may therefore be more likely “in the wild” rather than in laboratory experiments, however, larger-scale studies are required to examine the true impact of fact-checking on online platforms.

3.4 Take-Aways: Considerations from Cognition Research

In this section, we have covered some socio-cognitive enablers of misinformation. Specifically, we discussed why misinformation is so adhesive in people’s memory, how false perceptions of others’ beliefs can amplify its dissemination, and how it is often used to resolve ambiguities in sub-optimal
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ways. We also discussed the conditions under which corrections are likely to be most effective, as well as considerations on when they may backfire.

Returning to our cognitive dissonance account, we can conclude that the psychological cost of adhering to misinformation is reduced when people are unaware of the persistent effects of misinformation in memory [34, 65]. Further, misinformation adherence is made less psychologically costly when corrections fail to resolve people’s gaps in understanding different events [19, 34, 84], or when they are not exhaustive enough to prevent relying on alternative explanations [115, 169]. Oftentimes, a single explanation may be more impactful than multiple disjointed ones, especially if it satisfies the “cognitive selection” criteria (social, predictive, belief-consistent, negative; [60]). For example, some of the biggest amplifiers of COVID-19 anti-vaccine misinformation are involved in alternative medicine industries². Presenting this conflict of interest as an explanation of why they push anti-vaccine misinformation may be highly impactful, as it demonstrates clear cause and intention (predictive), is consistent with conspiratorial mindsets, is negative against the misinformers, and may gain enough traction to become social.

People’s psychological cost in adhering to misinformation may be increased when corrections comprehensively resolve their gaps in understanding, when they realize that the prominence of their misinformed opinions is fringe [59, 83, 134, 171], rather than widespread, and when they are indirectly made to understand that certain issues that they are misinformed on are much more complex than they initially thought [39, 160]. Generally, we can say with a fair degree of certainty that fact-checks and corrections are successful in increasing the psychological cost of adopting misinformation [150]. However, we advise caution in attempting to generalize this to corrections that come up in non-deliberative settings, especially when they come from an ideological opponent in a context where the focus is not on accuracy, but on identity maintenance. We identify studying the role of combative fact-checking as a future research direction. In the next section, we discuss the potential of combative information sharing in a wider intergroup context.

4 INTERNET COMMUNITIES AND GROUP PERSPECTIVES

Throughout the review, we have alluded to the importance of group considerations and polarization in adherence to misinformation. Indeed, scholars have established a correlation between users’ susceptibility to sharing low-quality sources and their degree of partisanship or network clusteredness [113]. Furthermore, classifier models for detecting misinformation-prone topics make use of topic controversiality as an important predictor [159]. This section focuses on analyzing these group-based processes in more depth through the lens of social psychological theory. We integrate perspectives on online echo chambers and hostile interactions between oppositional users, concluding that one should be thought about in the context of the other. We also discuss extreme forms of polarization, namely extremism and radicalization, as enablers of outgroup-directed misinformation which make the deterioration of an outgroup’s image a much more important goal than accuracy. As we have argued before, all of these phenomena can shift the information exchange setting from a deliberative to a combative one.

4.1 Echo chambers and impact on online discourse

Echo chambers are a common term in misinformation research and refer to closed-off online groups which do not interact with users that do not share their views. This means the same views are consistently amplified (or “echoed”) within the group, resulting in higher attitude polarization. Because some unique groups may consume disproportionate amounts of misinformation (e.g.,

²Center for Countering Digital Hate: The disinformation dozen
conspiratorial communities), echo chambers and their disruption constitute an important aspect of misinformation research.

4.1.1 Documentation of echo chambers in online platforms. The echo chamber effect has been observed on numerous occasions and in different ways. A recent, large-scale analysis of 5.1B comments across 14 years of Reddit activity reports that users predominantly interact with political spaces that align with their ideology [162]. Similarly, network polarity on Twitter is higher for political than non-political topics [46], with people who show bipartisanship receiving lower engagement seemingly due to lower preference for non-polarized discourse. For example, work examining discourse around the Black Lives Matter movement on Twitter finds that this discourse is segregated into a left-leaning and a right-leaning “supercluster”, each of which amplifies members within those clusters [145]. Further, a field experiment causally establishes that people are three times more likely to follow another user on Twitter if they share the same political leaning [107]. Even for conversations that may initially cut across ideologies, such as discussions regarding mass shootings on Twitter, these diverge into polarized discourse over time [10], while other events, such as referenda, can also lead users to form spontaneous, distinct communities based on the Twitter and Facebook pages they follow [27].

Echo chambers are also observed in the context of conspiratorial and anti-scientific communities. These may be particularly challenging, since belief in one conspiracy increases the likelihood of believing in others due to conspiratorial cognitive patterns [31, 82, 146]. For instance, believing in one piece of health misinformation increases the likelihood of believing in another [137]. Facebook users tend to like either anti-vaccination or pro-vaccination pages almost exclusively, such that users who leave likes on both types of page are extremely rare [175, 176]. Similar patterns are observed in terms of engagement where individual users’ activity is predominantly concentrated either in conspiratorial or scientific pages [15], with this activity also being affected by the users’ polarized neighborhoods. Conspiracy echo chambers may also hinder fact-checking efforts, since as little as 1.2% out of 9M conspiratorial users interacted with fact-checks which were aimed towards them in [176].

4.1.2 Breaking the chamber: Cross-cutting interactions. Although breaking echo chambers has been the subject of previous research [6, 48], some scholars have suggested that echo chambers are not a prominent problem. Rather, it is supported that people occasionally interact with oppositional users themselves, but it is precisely these interactions that drive polarization due to their hostile nature. For example, some authors support that there is reasonable diversity in the news sites that users consult [53, 54], and people generally report that they often encounter viewpoints they disagree with [32].

On the Reddit platform, recent research has found that cross-cutting interactions between Trump and Clinton supporters on a somewhat neutral political forum (r/politics) are very common (and hostile) [26], thus opposing the echo chamber narrative. Further, Marchal [94] finds that cross-cutting interactions between liberal and conservative users on r/politics tend to be more hostile, and such hostile interactions are more likely to be cut short. In similar work, Cinelli et al. [20] report that echo chambers may be more prominent on network-based platforms such as Facebook or Twitter than other platforms such as Reddit or Gab (although note that, while Gab is also a microblogging platform like Twitter, it can be considered an alt-right echo chamber in itself [172]). Such work would suggest that echo chambers are mostly the result of algorithmic filter bubbles rather than an organic preference for one-sided information consumption. Another study finds that interactions between oppositional users on a controversial YouTube video are frequent, hostile, and cause further polarization because users have a desire to argue, rather than engage in conversation with, outgroup members [13].
Hostile cross-cutting interactions are not always incidental. Datta and Adar [24] find that political communities on Reddit often target each other, predominantly over election periods. Furthermore, Reddit communities may occasionally mount "brigading attacks" on others, as was the case with supporters of Donald Trump on the subreddit r/The_Donald attacking another Reddit forum, r/politics [102]. Cross-cutting interactions may therefore take place explicitly in bad faith, or they may simply get derailed by the temper of the exchanging users. In any case, these discussions are likely to sideline accuracy as a primary motivation, making them especially fertile grounds for adhering to misinformation.

4.1.3 Towards integrating cross-cutting interactions and echo chamber narratives. Hostile cross-cutting interactions are sometimes treated as a better, rather than a complementary, explanation of polarization and the spread of misinformation [26]. Nonetheless, echo chambers are most likely indeed a very prominent issue. Studies which examine cross-cutting interactions tend to focus on isolated incidents or communities [13, 26], whereas larger-scale studies find support for the echo chamber effect [162]. Furthermore, a systematic review of studies probing this effect finds that research utilizing digital trace data tends to find at least some evidence of echo chambers, while self-reported user data tends to downplay their existence [154]. This could be due to social desirability biases of surveyed participants [42], or due to users themselves not quantifying the degree to which they encounter cross-cutting information in an objective manner (e.g., because counter-attitudinal information may stand out more than attitude-consistent information). Importantly, some research suggests that echo chambers are formed primarily due to users seeking out consistent viewpoints, and not so much due to them actively avoiding opposing ones [47].

Given what we have covered, we argue that both echo chambers and hostile interactions are well-documented phenomena, but they are by no means mutually exclusive. Indeed, we believe that treating the existence of echo chambers as a binary problem (i.e., exist or do not exist) is of little practical importance. Rather, we believe that involvement in echo chambers should be conceived on a continuous spectrum and for each unique user, allowing for the quantification of the relationship between information consumption diversity and hostile engagement with cross-cutting content. For example, it could be the case that initial pushbacks against oppositional content due to high echo chamber involvement are reversed when a user further diversifies their information consumption (i.e., reaches a "tipping point" [129]). In other words, it is the proportion of interaction that occurs with like-minded vs. different-opinionated users that must be measured, not simply whether cross-cutting interactions occur to a sufficient extent. Crucially, the study of echo chambers should situate the user within their wider consumption patterns, and not only within narrow communities of interest [105].

Furthermore, cross-cutting interactions need not be negative. Much of animus-enabled misinformation may spread because of prejudice and stereotypes against another group, which reduces them to a homogeneous mass with a lack of individuality [43]. However, positive contact can occur under certain preconditions such as the two interacting groups having shared goals and a respect for mutual values [5]. Under deliberative settings where these preconditions are satisfied, people seem to forgo their biases; those who base their opinions on evidence are resistant to opinion change by others, however those who hold their opinions based on insufficient evidence are amenable to change, even when their opinions are extreme [174]. To that end, there is a need to understand the situations where information-sharing is likely to be combative and not deliberative. In the next subsection, we explore this question in more depth through the lens of intergroup prejudice, radicalization, and outgroup-directed misinformation.
4.2 Outgroup-directed misinformation: Prejudice and radicalization

As we have argued above, polarization can enable adherence to misinformation by drastically demoting accuracy goals. This can come about through prejudice and dehumanization of another group, and it can lead to more extreme forms of polarization and group isolation. Understanding some motivations behind radicalization and extremism can therefore help to better situate these phenomena in the context of combative information-sharing.

Groups often compete for resources [138], and can experience what is known as relative deprivation when they have access to fewer resources than their competitors [17, 99]. This can also occur symbolically. For example, when a group feels that its values are threatened by another it may direct more prejudice towards that group [144]. Relative deprivation is closely linked with extremism. It can explain why anti-immigration attitudes can lead to voting for far-right candidates [156], and it is related to espousing martyrdom [177] and support for violent action [116]; all of these scenarios are quite unlikely in a healthy information environment. Both minority groups (due to social justice issues) and majority groups (due to threats to the status quo) can experience relative deprivation, and thus be led to extremism [80].

4.2.1 Trends towards extreme behavior. In the context of extremism, any information shared primarily aims towards painting a target outgroup as the villain [130], and not towards being accurate. This can have substantial consequences. For example, engaging with calls for collective action against an outgroup increases extremist vocabulary over time, and may lead to support of terrorist groups [142].

A recent stream of research has suggested that extremism is on the rise, particularly towards the far-right. This could be due to the ideological differences through which right-wing advocates favor simpler, easy-to-understand narratives (which extremist rhetoric may provide in the form of outgroup-directed misinformation) [67–69]. A study on YouTube [63] found that many users transitioned from consuming moderate-right content to consuming alt-right content, with a threefold increase in alt-right content engagement between 2017 and 2019. Ribeiro et al. [131] also found that users could be led to consume extreme right-wing videos after consuming non-extreme or semi-extreme right-wing content, and similarly recorded a surge in engagement with these types of videos since 2015.

Content moderation has been put forward as one potential solution against radicalization, however, a study on banned Reddit communities which migrated to websites of their own raises some important considerations [62]. Although the size of these communities shrank following the bans, the migrations were marked by heavier use of toxic and outgroup-directed language (e.g., “they” pronouns). The authors found that this was most likely due to the most extreme users being the ones who migrated to begin with. Individually, users also became more tribalistic, toxic, hostile, and negative following the migrations. Therefore, while content moderation may reduce the size and reach of fringe communities, it may also “box in” the most extreme members who are then likely to radicalize the community even further. This is consistent with a phenomenon known as risky shift, where the collective action of groups is more extreme than the average extremity of each individual group member [75].

4.2.2 Rationalizing prejudice and dehumanization. Much of extremist rhetoric centers around protecting the ingroup from the hatred of the outgroup, therefore radicalized people may believe they are reacting to something rather than being perpetrators [130]. Partisans in the US have been found to overvalue the degree of prejudice and dehumanization which is directed to them by outgroup partisans by a factor of approximately two [103], using this rationalization to justify greater prejudice and dehumanization towards the outgroup in turn. Dehumanization could come
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in the form of believing that the other group is less civilized or evolved, thinking that the outgroup does not deserve as much as the average person, or viewing the outgroup as something less than human [104].

Similarly, partisans perceive higher amounts of dislike, opposition, and reprimand of their own actions from outgroup partisans than these outgroup partisans actually report [81]; in other words, they have exaggerated meta-perceptions for outgroup perceptions of the ingroup. This is primarily driven by a belief that outgroup actions are meant as obstructionist mechanisms against ingroup goals. However, correcting these meta-perceptions can reduce belief in outgroups as obstructionists and improves intergroup attitudes [81]. Evidently, mistaken meta-perceptions can drive a reduced willingness to engage with outgroup members, and increased prejudice between groups [103]. This, therefore, can maintain the attractiveness of outgroup-directed misinformation.

When people are led to believe that an outgroup dehumanizes them (e.g., in the context of Americans and Iranians, Israelis and Palestinians, Hungarians and Romani, etc.), they reciprocate this dehumanization and endorse more aggression towards this outgroup. On the other hand, witnessing an outgroup humanizing (e.g., admiring) the ingroup also results in reciprocated humanization [78]. Importantly, people do display a self-centering bias in that they do not anticipate reciprocated dehumanization when they are the first to dehumanize an outgroup, suggesting that animosities targeted from an outgroup towards the ingroup are likely to be seen as provocations rather than responses to ingroup-initiated transgressions [78]. Perceived outgroup-imposed threats and endorsement of right-wing authoritarian ideas further make outgroup dehumanization more likely [79].

Overall, animosities between groups can be exaggerated in the minds of their members (although see [1] for an example where disagreements are underestimated), leading to evocative cascades of further escalation. In the information environment, this can create a highly polarized, highly combative setting where corrections and information more generally may be viewed as a mobilization against the ingroup, and drive radical collective action.

Correcting mistaken meta-perceptions may be a good avenue towards reducing extremism, polarization, and ultimately, combative misinformation spreading. Showing people statistics of the true outgroup’s perception towards them has been effective in previous studies [81], however, enabling positive contact between groups so that radicalized or polarized individuals can adjust their meta-perceptions first-hand may also be a good approach [5]. More generally, we urge researchers to examine the prevalence and role of meta-perception distortions in extreme content. This could come in the form of comparing how one group actually talks about another group, to the rhetoric of the latter group about what the former group purportedly says about them.

4.3 Take-Aways: Group dynamics in misinformation

As a conclusion to this section, misinformation is best situated within the perspective of online groups. Following from the discussion in Section 2 regarding the focus on accuracy and the focus on identity maintenance, intergroup dynamics are in a position to significantly affect this balance. Therefore, in cases of intergroup conflict, we would expect very little focus on accuracy which would allow misinformation to dominate.

In line with cognitive dissonance, we conclude that users may find it less psychologically costly to adhere to misinformation when they predominantly only engage with online echo chambers as this information will go unchallenged [139, 176]. However, even in cases of intergroup interaction, they will find it less costly to adhere to misinformation when these interactions are combative [159]. Misinformation adherence will also be made less psychologically costly when users have mistaken perceptions of how an outgroup views them, and can therefore rationalize their own animosity towards the outgroup as being reactive [79, 81, 116, 156, 177].
On the contrary, users may find it more psychologically costly to adopt misinformation when they are engaging in deliberative conversations [174], even when these are cross-cutting. Additionally, if mistaken meta-perceptions are corrected, then they may find it harder to rationalize directing prejudice towards an outgroup [78, 81], and thus find it more costly to adopt any misinformation which negatively targets that group.

5 DISCUSSION

In this work, we have drawn together studies from several related fields, namely social psychology, cognitive psychology, human-computer interaction, web data mining, and computational social science, and synthesized them into what we have interpreted as recommendations for fighting misinformation and open research questions. We used the concept of cognitive dissonance in drawing together these studies, making the case that certain actions or environments make adherence to misinformation less or more psychologically costly.

In Section 2, we discussed how information is often chosen implicitly in a motivated fashion, however, this motivated cognition can be made more psychologically costly by shifting users’ attention to accuracy. In Section 3, we presented various subtler ways in which misinformation can operate on cognition, before making a case for the efficacy of debunking and the (limited) cases in which fact-checking can backfire. We suggested that researchers should study whether fact-checks delivered by undesirable messengers may display pushback effects. In Section 4, we discussed echo chambers and hostile intergroup interactions as two main factors of adherence to misinformation. We argued that the two are not mutually exclusive, and called for quantifying the relationship between informational diversity and hostility displayed in intergroup interactions. We also discussed online radicalization in the context of social psychological theory as an enabler of outgroup-directed misinformation.

5.1 Recommendations for anti-misinformation interventions

Throughout the review, we derived a set of recommendations for researchers working in combating misinformation. These are ways through which adherence to misinformation can be made more psychologically costly. In this subsection, we provide a synopsis of the main recommendations we draw out in the “take-aways” of each main section. The most major of these are summarized in Table 1.

From our discussion on motivated and lazy cognition in Section 2, the main recommendations revolve around promoting accuracy goals and demoting any other motivations when parsing information. Providing subtle accuracy nudges is a promising approach in improving the quality of shared news [121] since accuracy is not always the default goal of users, especially in the fast-paced, information-heavy environment of social media [7]. All the while, this needs to be balanced with preventing users from “hooking” onto other motivations, such as protecting their social identities or their moral values from perceived attacks that accurate information may induce. In that respect, the true utility of accurate information can be diminished or even reversed if these motivations are not considered. Therefore, the choice of how accurate information is delivered (or whether it even should be delivered if no attempts have been made to make the informational environment deliberative) should always be preceded by a consideration of this tradeoff.

In Section 3, we unpack insights around how misinformation operates on human cognition. We discuss the effects that misinformation can have on memory, particularly around how it can alter recollections of certain events. We also cover the role of ambiguity, and how it can have both positive (e.g., by reducing people’s confidence in their own misconstrued assessments) and negative effects (e.g., by reducing their ability and willingness to consider mixed evidence). In line with this, the research we cover would suggest that people are made aware of these misinformation effects on
Adherence to Misinformation on Social Media

Recommendation | Publication
--- | ---
Minimize the potential for identity attack | [12, 111, 135]
Avoid cognitive overload to enable deliberation, e.g., reduce overall amount of information before balancing | [7]
Ensure that accuracy is primed before introducing new information | [7, 121, 122]
Wherever possible, inform people about the “stickiness” of misinformation in memory | [34, 84]
Disrupt false consensus by providing feedback on how many people truly espouse fringe views | [59, 83, 134, 171]
When using corrective approaches, be comprehensive about correcting multiple facets and avoid leaving gaps to prevent alternative explanations | [34, 65, 115, 169]
Provide both correct and false information labels to prevent implied truth effects | [120]
Indirectly probe users’ understanding on specific issues, so their confidence in any misinformation they espouse is reduced | [39, 160]
If promoting intergroup interactions, ensure the information exchange environment (e.g., by framing the topic) is deliberative, not combative | [13, 26, 174, 176]
Address mistaken assumptions that online groups may have about how other groups view them | [81]

Table 1. Recommendations for anti-misinformation interventions.

memory [34, 84] and that corrections to misinformation are comprehensive enough to avoid further ambiguities (which may leave room to fill these ambiguities with further misinformation) [169]. Further, in cases where users hold strong opinions on issues they do not fully understand, probing this (lack of) understanding may be a good indirect way of reducing the confidence in their opinion [39]. This should make them more receptive to corrections. In any case, the perceived social acceptability of information can make it more attractive [60]. Thus, people may often think that a piece of misinformation they believe is widely endorsed by others [59, 83, 134], not least because misinformation may be reproduced by multiple people while having originated from a single source [171]. Disrupting such false perceptions of consensus should therefore remove this social vector of attractiveness.

Finally, Section 4 focuses on group psychology and related phenomena; namely, echo chambers and hostile intergroup interactions. We conclude that breaking echo chambers is certainly a worthwhile pursuit, however, it is equally imperative to avoid an “out of the frying pan and into the fire” situation. Specifically, elevated hostilities where cross-cutting interactions occur are a frequently documented phenomenon [13, 26, 94]. These interactions are not productive, and information sharing in such contexts will almost never result in effective persuasion of the other party. Due to this elevated polarization, identity-based and moral motivations are at the forefront, severely downgrading accuracy goals. Therefore, ensuring that the information exchange environment is deliberative, and not combative, is our primary recommendation. This may be achieved using anti-toxicity nudges, posting “cooldown” periods in highly active threads, etc. Importantly, previous research also highlights the value of correcting intergroup meta-perceptions. That is, groups often believe that outgroups paint them in a much worse light than actuality. Thus, correcting these perceptions may reduce reciprocal prejudice between groups and prevent the devaluing of accuracy.

We stress that all of these recommendations should be realized indirectly wherever possible, so as to prevent reactance [14, 140]. For example, Pennycook et al. [121] were able to get people to reduce the amount of political misinformation they shared online by messaging them on Twitter.
and asking them to rate the accuracy of information that had nothing to do with politics. In this way, they primed accuracy in the users in an indirect manner. Moreover, some scholars have suggested that combining anti-misinformation interventions such as content moderation, accuracy nudges, and banning of problematic accounts can be substantially more effective than employing either of these interventions by itself [9]. Therefore, it is likely that combining our recommendations may have a similar effect. However, we also highlight the contextuality of misinformation adherence and, by extension, anti-misinformation interventions. To that end, our recommendations may have differential impacts depending on the specific circumstances. Understanding the informational context within which these interventions operate is equally important.

More broadly, the recommendations we make are certainly not exhaustive and the methods through which they are delivered can substantially affect their efficacy. For example, interventions which can be delivered as default settings on online platforms are more likely to have a significant impact than those requiring explicit user uptake. Methods which aim towards changing the mentalities and norms governing platforms, such as inoculation-driven strategies, may also be more promising in the long run than event-specific responses. We would like to stress that our recommendations mainly reflect intended actions and consequences, but not necessarily their methods of delivery. Analyzing these methods of delivery to determine the most promising ways of administering each of our recommendations, either as an intervention or design affordance, is an endeavor as important as drawing out recommendations themselves. However, it is not something that we have analyzed in depth here. We hope that our current work can act as a first step towards creating a framework where the intended outcomes of anti-misinformation recommendations are paired with their most efficacious methods of delivery.

5.2 Future research directions

Throughout the paper, we have also identified various future research directions. We believe that these are very important open questions that remain to be addressed before we can understand how to best implement our anti-misinformation efforts online, and summarize the main ones below.

(1) What are the contexts under which people would choose to exercise accuracy over identity-maintaining or motivated cognition?

From our discussion in Section 2, we have seen that people often do value accuracy in the information they consume and share. However, they may forgo these accuracy goals in the face of social or emotional distractions. Comparing the spread and prevalence of misinformation between highly combative spaces and deliberative spaces which promote evidence-based dialogue may provide a better understanding of the features and types of such distractions.

(2) Can we embed accuracy into the ingroup identity so that we can improve deliberation, and increase the harmony between valuing accuracy and maintaining an ingroup image?

In Sections 2.2 and 4 we discussed how social identities and social group memberships can create a motivation to prefer information which is approving of these identities and groups, even if not necessarily true. These groups are characterized by unique values and norms, and in some cases, accuracy constitutes such a value. An example would be scientific communities, where rigor and evidence are important for someone identifying as a scientist. For such a community, using misinformation to defend the ingroup identity would constitute a breach of the group’s values. Future research can examine whether embedding similar values in other groups, for example political ones, can give accuracy an additional boost even when
the ingroup image is threatened. This could come in the form of cases where community role models urge more caution in the information that other members consume.

(3) How can online communities be categorized into deliberative or combative ones? What impact does this categorization have on the nature of social interactions in these communities?

An important advancement to answer both of the above questions would be the characterization of not only hostile, but also constructive and deliberative communities online. As we have seen in Section 4, the vast majority of research has focused on hostile communities and interactions. A framework for characterizing communities in this way would also enable scholars in the field to better isolate the causes behind the circulation of misinformation. For example, if constructive intergroup interactions in deliberative communities coincide with lower misinformation prevalence, then a more direct link can be established between the motivations behind sharing misinformation in non-deliberative spaces. Importantly, the study of such communities could concern existing online spaces (e.g., Reddit forums dedicated to civil discussion which can be described as “anti-echo chambers” [55]) or emergent civil networks following particular events.

(4) Can polarization be reduced by increasing the number of groups (polarities) that are involved in an issue?

Much of the research we covered focused on bi-polar topics; for example politics (left vs. right) [46] or views on science (conspiratorial vs. pro-science) [15]. It would be worthwhile for future studies to examine topics that consist of multiple groups with distinct views. This would be useful not only for quantifying the degree of polarization there, but also for observing whether some groups can act as bridges between others.

(5) What is the impact of treating standing on an issue as separate to group membership/social identity, such that attempts are made to reduce attitude polarization through users within, rather than between different communities?

As we discussed in the final part of Section 2, many models in opinion dynamics treat stance on an issue and group membership as the same thing. That is, the probability of whether some information will be accepted or not depends on how “ideologically close” the messenger of this information is to the receiver. It would be useful for future research to empirically examine unique situations where two users may be part of the same group, but hold different opinions on an issue; for example, two Conservative users who disagree on gun laws. If users are more receptive to oppositional information which, paradoxically, comes from others similar to them, then this could have significant implications for leveraging the ingroup identity to create more deliberation online.

(6) How effective are fact-checks in the context of disrupted exposure, against the context of consistent exposure? What is the proportion of fact-checks required in an informational environment to achieve true attitude change in the network?

To better contextualize the effectiveness of fact-checking discussed in Section 3, it would be beneficial for future research to examine fact-checking as a practice on social media platforms, and not just the impact of individual, disjointed fact-check pieces. This could be done by incorporating decay factors into the study of fact-checking and see if fact-checks are more effective for users who interact with them in continued succession, or by examining
average changes in stance or sentiment across entire networks as a function of the number of fact-checks in these networks.

(7) Are backfire effects against misinformation corrections more prominent when they come from an outgroup member? If so, is this because such corrections may be viewed as combative information sharing?

This question directly relates to the possibility we raise in Section 3. The backfire potential of fact-checks has been found to be very low, but this has mostly been demonstrated in situations where the fact-check messenger is somewhat neutral (e.g. a fact-checking organization). When the fact-check is shared by a partisan messenger, however, opposing partisans may view this as an attempt to invalidate their groups and become more entrenched in the misinformation. More evidence is needed with respect to this in real social networks.

(8) Can corrections used in user-to-user, non-deliberative, identity-maintaining ways drive distrust towards fact-checking organizations?

As an extension of question 7, researchers may also wish to study whether trust in fact-checking organizations decreases over time for users who consistently have their opinions challenged. This would provide further nuances regarding the risks and benefits of fact-checking misinformation.

(9) What is the relationship between the degree of engagement with outgroup users and the hostility displayed in cross-cutting conversations when echo chamber involvement is conceived of as a continuous, rather than binary, variable?

In Section 4, we discussed how polarization may be enabled both by echo chambers and hostile intergroup interactions. While both are phenomena that have been recorded on social media, there has been a notable lack of efforts to integrate the two. We urge researchers to probe this in more detail, by examining echo chambers at the user level; that is, the extent to which different users have one-sided information consumption patterns, and how this subsequently affects their interactions with others online.

(10) To what extent does extremist rhetoric distort the accuracy of meta-perceptions towards an outgroup? Can radicalization be attenuated by addressing mistaken meta-perceptions?

While exaggerated meta-perceptions have been found in laboratory settings [81, 103], studying this phenomenon using social media data is also worthwhile. Future research can examine situations in which hate directed towards other groups is defended under the guise of the other group purportedly initiating these hostilities. An example would be comparing extremist political movements’ narratives around their treatment from more moderate movements to the actual vernacular used in moderate movements to describe these extreme movements.

6 CONCLUSION

In this paper, we approached the problem of misinformation adherence from multiple disciplines. We discussed insights from cognitive psychology with respect to how misinformation can affect or be affected by information parsing mechanisms, as well as social psychology with respect to how groups and social identities can introduce more motivations and complexity in assimilating information. We unpacked insights from this body of work in the context of research conducted within human-computer interaction, web data mining, and computational social science. We
believe that our inter-disciplinary synthesis will help CSCW researchers when designing anti-misinformation interventions and misinformation-resilient affordances, in addition to providing several important future directions.
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