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ABSTRACT. I introduce and study a new notion of Archimedeanity for binary and non-binary choice between options that live in an abstract Banach space, through a very general class of choice models, called sets of desirable option sets. In order to be able to bring an important diversity of contexts into the fold, amongst which choice between horse lottery options, I pay special attention to the case where these linear spaces don’t include all ‘constant’ options. I consider the frameworks of conservative inference associated with Archimedean (and coherent) choice models, and also pay quite a lot of attention to representation of general (non-binary) choice models in terms of the simpler, binary ones. The representation theorems proved here provide an axiomatic characterisation for, amongst many other choice methods, Levi’s E-admissibility and Walléy–Sen maximality.

1. INTRODUCTION

This paper deals with rational decision making under uncertainty using choice functions, along the lines established by Teddy Seidenfeld and colleagues [20]. What are the underlying ideas? A subject is to choose between options $u$, which are typically uncertain rewards, and which live in a so-called option space $V$. Her choices are typically represented using a rejection function $R$ or a choice function $C$. For any finite set $A$ of options, the subset $R(A) \subseteq A$ contains those options that our subject rejects from the option set $A$, and the remaining options in $C(A) := A \setminus R(A)$ are the ones that are then still being considered. It is important to stress here that $C(A)$ is not necessarily a singleton, so this approach allows for indecision and indifference. Also, the binary choices are the ones where $A$ has only two elements, and I won’t be assuming that these binary choices completely determine the behaviour of the functions $R$ or $C$ on option sets with more than two elements: I’ll be considering choice behaviour that is not necessarily binary in nature.

My aim here is to present a theory of coherent and Archimedean choice (functions) that is quite general in that it allows for indecision, allows choice to be non-binary, and works with very general option spaces: general Banach spaces that needn’t have constants. This theory comes with a notion of conservative inference, which allows us start with simple assessments and use the coherence axioms to check their internal consistency and to infer what they imply.1 It also comes with powerful representation results, which show how this type of choice behaviour can be captured in terms of simpler, binary choice models.

For the basic theory of coherent choice (functions) on general linear option spaces but without Archimedeanity, I’ll rely fairly heavily on earlier work by Jasper De Bock and myself [4, 9–11], where we show how to provide such general—but not necessarily Archimedean—choice models with an interpretation that leads to simple coherence (or rationality) axioms, conservative inference, and representation results. The present paper expands that work to include a discussion of a novel notion of Archimedeanity. Since this more involved approach needs a notion of closeness, I’ll need to focus on option spaces that are Banach, but I still want to keep the treatment general enough so as to avoid the need for including constant options.

---

1I will use ‘I’ and ‘me’ whenever I feel that what is being described is a result of personal choice or inclination. The editorial ‘we’ and ‘us’ will be used to refer to you and me in the common endeavour of working ourselves through this paper.
Archimedeanity is typically introduced as some (or other) simplifying assumption for choice models, and its aim is to make sure that the real number scale in some way suffices for representing the complexity of the choice behaviour that they represent. It typically leads to choice models that involve real functionals of some kind. Here, I’ll introduce and study a version of Archimedeanity that will allow both binary and more general choice models to be represented through the intervention of (super)linear bounded real functionals on the option space.

The manifold reasons for working with option spaces that are general linear spaces were discussed at length in earlier papers [10, 11]. The ideas behind this we first explored by Van Camp [23]. In summary, doing so allows us to deal with options that are gambles, i.e. bounded real-valued maps on some set of possible states \( \mathcal{X} \), which are considered as uncertain rewards [22, 28]. These maps constitute a linear space \( \mathcal{G}(\mathcal{X}) \), closed under point-wise addition and point-wise multiplication with real numbers. But working with general linear option spaces also brings in, in one fell swoop, vector-valued gambles [23, 32], polynomial gambles to deal with exchangeability [12, 24], equivalence classes of gambles to deal with indifference [26], and abstract gambles defined without an underlying possibility space [31]. All these examples come with their own particular version of a natural, or background ordering between options that is always present, even in the absence of any real preferences or beliefs on the part of the subject. In all these cases, the space of options essentially includes all real constants—or constant gambles. But there are interesting cases where we also want to consider option spaces that don’t include all real constants.

Let me give two examples to indicate why we should want that. First of all, in the case of horse lottery options, we consider a finite set \( \mathcal{R} \) of rewards, a set of possible states \( \mathcal{X} \), and the set \( \mathcal{H} \) of all state-dependent probability mass functions \( H : \mathcal{X} \times \mathcal{R} \to \mathbb{R} \) on rewards, also called horse lotteries, where

\[
H(x, r) \geq 0 \text{ and } \sum_{x \in \mathcal{X}} H(x, s) = 1 \text{ for all } x \in \mathcal{X} \text{ and } r \in \mathcal{R}.
\]

Horse lotteries are often considered as options between which preferences can be expressed [1, 18, 20, 23, 32], but they’re rather cumbersome to work with, because the set \( \mathcal{H} \subseteq \mathcal{G}(\mathcal{X} \times \mathcal{R}) \) of all horse lotteries with state space \( \mathcal{X} \) and reward set \( \mathcal{R} \) doesn’t constitute a linear space, but is only closed under convex mixtures. There are a number of ways to circumvent this problem, which consist in ‘embedding’ the horse lotteries, and the preferences between them, into a suitably chosen linear space of gambles, without adding or losing preference information.

One such approach was suggested by Zaffalon and Miranda [32] for binary preferences, and extended to more general, possibly non-binary, preferences by Van Camp [23]. While mathematically sound, it appears to me to have a slight disadvantage: it requires singling out one reward \( \bot \) in the reward set \( \mathcal{R} \) as special, to reduce the reward set to \( \mathcal{R}_\bot := \mathcal{R} \setminus \{\bot\} \), and to work with the linear space of gambles \( \mathcal{G}(\mathcal{X} \times \mathcal{R}_\bot) \) as an option space.

It turns out we can get rid of this arguably somewhat arbitrary choice by focusing on another linear subspace of \( \mathcal{G}(\mathcal{X} \times \mathcal{R}) \): \( \mathcal{D} := \text{span}(\mathcal{H} - \mathcal{H}) = \{\alpha(H - G) : \alpha \in \mathbb{R}_{>0} \text{ and } H, G \in \mathcal{H}\} \).

For more context and details, I refer to the running example further on, as well as the relevant discussion in Arthur Van Camp’s PhD thesis [23]. For now, it is enough to notice that, since \( \sum_{x \in \mathcal{X}} \alpha[H(\bullet, r) - G(\bullet, r)] = \alpha(1 - 1) = 0 \), \( 0 \) is the only ‘real constant’ that this linear space of gambles \( \mathcal{D} \) contains. This indicates why, in order to build a theory general enough to incorporate the horse lottery approach without too many restrictions and arbitrary choices, it will help to also pay attention to linear option spaces that don’t necessarily include (all) real constants.
A second example is drawn from recent discussions of decision-theoretic uncertainty modelling in quantum mechanics, by Benavoli et al. [3]. In that context, the options are the measurements, which correspond to Hermitian operators on a complex \(n\)-dimensional Hilbert space, and constitute an \(n^2\)-dimensional real linear space without ‘real constants’. The background ordering is related to the notion of positive definiteness for such Hermitian operators. It turns out that we can meaningfully single out one operator—such as the identity operator—as somehow special, call it the unit constant, and in this way embed the real numbers, or real constants, into the option space as all real multiples of this unit constant. This simple idea, suitably generalised, will play an instrumental part further on in the discussion.

In order to keep the length of this paper manageable, I’ve decided to focus on the mathematical developments, and to keep the discussion fairly abstract. For a detailed exposition of the motivation for and the interpretation of the choice models discussed below, I refer to earlier joint papers by Jasper De Bock and myself [4, 9–11]. I also recommend Jasper De Bock’s most recent paper on Archimedeanity [8], as it contains a persuasive motivation for the new Archimedeanity condition I am about to discuss, in the more restrictive and concrete context where options are gambles.

How do I plan to proceed? I briefly introduce binary choice models on abstract option spaces in Section 2, and extend the discussion to general—not necessarily binary—choice in Section 3. I rely on results in earlier papers to provide an axiomatisation and a conservative inference framework for these choice models, and recall that there are general theorems that allow for representation of general models in terms of binary ones. After these introductory sections, I focus on adding Archimedeanity to the picture. The basic representation tools that will turn out to be useful in this more restricted context, namely linear and superlinear bounded real functionals, are discussed in Section 4. The more classical approach to Archimedeanity [28] for binary choice—which I’ll call essential Archimedeanity—is given an abstract treatment in Section 5. I discuss the simple trick that allows us to deal elegantly with option spaces without constants—namely proclaiming some option to be constant as far as representation is concerned—in Section 6. Sections 7 and 8 then deal with the new notion of Archimedeanity in the cases of binary, and general, preferences, and discuss conservative inference and the representation of general Archimedean choice models in terms of binary essentially Archimedean ones. I conclude in Section 9 by stressing the relevance of my findings: they show that the axioms presented here allow for a complete characterisation of several decision methods in the literature, amongst which Levi’s E-admissibility [14] and Walley–Sen maximality [28]. The axiomatic characterisation of E-admissibility that I present here as an interesting special case, seems to generalise the one given by Seidenfeld et al. [20] from horse lotteries to options that live in general Banach spaces, but I believe the axioms and representation results used here have the advantage of being more elegant, transparent and easily interpretable.

Where convenient, and in order to anchor the discussion somewhat, I’ll use a simple running example to shed more concrete light on the more abstract ideas and constructions in the main text.

2. COHERENT SETS OF DESIRABLE OPTIONS

We begin by considering a linear space \(\mathcal{Y}\), whose elements \(u\) are called options, and which represent the objects that a subject can choose between. This option space \(\mathcal{Y}\) has some so-called background ordering \(\succ\), which is ‘natural’ in that we will assume that our subject’s choices will always at least respect this ordering, even before she has started reflecting on her preferences. This background ordering \(\succ\) is taken to be a strict vector ordering on \(u\), so an irreflexive and transitive binary relation that is compatible with the addition and scalar multiplication of options. We’ll use the obvious notation \(\mathcal{Y}_{\succ,0}\) for the
convex cone \( \{ u \in \mathcal{Y} : u > 0 \} \) of all options that are strictly preferred to the zero option 0 with respect to this background ordering.

**Running example 1.** As a simple running example, I suggest we consider flipping a coin with two sides: heads \( \mathcal{H} \) and tails \( \mathcal{T} \). We let \( \mathcal{X} := \{ \mathcal{H}, \mathcal{T} \} \) be the set of possible outcomes of the coin flip, and also consider a reward set \( \mathcal{Y} := \{ \top, \bot \} \), with a better reward \( \top \) and a worse reward \( \bot \). As already suggested in the Introduction, a horse lottery in this context is a map \( H : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) such that

\[
H(\mathcal{H}, \top) \geq 0 \quad \text{and} \quad H(\mathcal{T}, \top) \geq 0 \quad \text{and} \quad H(\mathcal{H}, \bot) \geq 0 \quad \text{and} \quad H(\mathcal{T}, \bot) \geq 0 \quad \text{and} \quad H(\bullet, \bot) + H(\bullet, \top) = 1,
\]

or in other words, it’s a probability mass function on the rewards—a so-called *lottery*—that depends on the outcome of the coin flip. We collect all such horse lotteries in the set \( \mathcal{H} \), which is closed under convex combinations.

We use this convex set \( \mathcal{H} \) to construct the following linear subspace of the four-dimensional linear space \( \mathcal{G}(\{ \mathcal{H}, \mathcal{T} \} \times \{ \top, \bot \}) \) of all gambles on \( \mathcal{X} \times \mathcal{Y} = \{ \mathcal{H}, \mathcal{T} \} \times \{ \top, \bot \} \):

\[
\mathcal{D} := \text{span}(\mathcal{H} - \mathcal{G}) = \{ \alpha(H - G) : \alpha \in \mathbb{R}_{>0} \text{ and } H, G \in \mathcal{H} \}.
\]

Observe that for all \( d \in \mathcal{D} \):

\[
d(\bullet, \top) + d(\bullet, \bot) = 0,
\]

which tells us that \( d \) is two-dimensional, and also that if \( d \) is everywhere equal to some real constant \( c \), then necessarily \( c + c = 0 \), or in other words, \( c = 0 \). The only constant gamble in the linear space \( \mathcal{D} \) is therefore the zero gamble.

The option space \( \mathcal{D} \) is isomorphic to the linear space \( \mathcal{G}(\{ \mathcal{H}, \mathcal{T} \}) \) of all gambles on \( \mathcal{X} \), using the correspondence \( d \mapsto d(\bullet, \top) = -d(\bullet, \bot) \). I’ll also use this correspondence in further instalments of this running example, simply because it will allow me to give more direct graphical illustrations of the various notions to be introduced further on. The alternative option space \( \mathcal{G}(\{ \mathcal{H}, \mathcal{T} \}) \) does include all real constants, but it has the disadvantage that it singles out one reward \( \top \) in the reward set as special something which, as we’ll see, can be avoided by working with the option space \( \mathcal{D} \). That such a special reward needs to be singled out becomes even more apparent when we use reward sets \( \mathcal{R} \) with a cardinality higher than two. I refer to the relevant papers by Zaffalon and Miranda [32], and Van Camp [23], for more details on this alternative approach to relating choice models on horse lotteries to choice models on gambles. △

We’ll assume that our subject’s binary choices between options can be modelled by a so-called *set of desirable options* \( D \subseteq \mathcal{Y} \), where an option is called *desirable* when the subject strictly prefers it to the zero option. We’ll denote the set of all possible sets of desirable options—all subsets of \( \mathcal{Y} \)—by \( \mathcal{D} \). Of course, a set of desirable options \( D \) strictly speaking only covers the strict preferences \( \triangleright \) between options \( u \) and \( 0 \): \( u \triangleright 0 \iff u \in D \).

For other strict preferences, it is assumed that they’re compatible with the vector addition of options: \( u \triangleright v \iff u - v \triangleright 0 \iff u \not\sim v \in D \).

We impose the following rationality requirements on a subject’s strict preferences. A set of desirable options \( D \in \mathcal{D} \) is called *coherent* [5, 12, 29] if it satisfies the following axioms:

\[
\begin{align*}
D_1. & \quad 0 \not\in D; \\
D_2. & \quad \text{if } u, v \in D \text{ and } (\lambda, \mu) > 0, \text{ then } \lambda u + \mu v \in D; \\
D_3. & \quad \forall \alpha \geq 0 \subseteq D.
\end{align*}
\]

We’ll use the notation \( (\lambda, \mu) > 0 \) to mean that \( \lambda, \mu \) are non-negative real numbers such that \( \lambda + \mu > 0 \). We denote the set of all coherent sets of desirable options by \( \mathcal{D} \).

\[\text{2} \text{This is the simplest reward set possible. It is definitely feasible to develop this and more complicated examples for larger reward sets, but as this running example has to serve as an illustration whose aim is to provide you with some intuition, I’ve decided to keep it as simple as possible.}\]
Running example 2. Let’s now go back to our simple coin example. We’ll consider two particular strict vector orderings $>$ and $\otimes$ as potential background orderings on the linear space $\mathcal{D}(\{H,T\})$:

$$h > g \iff (\forall x \in \mathcal{D}) h(x) \geq g(x) \quad \text{and} \quad (\exists x \in \mathcal{D}) h(x) > g(x),$$

$$h \otimes g \iff (\forall x \in \mathcal{D}) h(x) > g(x).$$

By the way, any strict vector ordering $>$ on $\mathcal{D}(\{H,T\})$ induces an ‘equivalent’ strict vector ordering on $\mathcal{D}$, for which we use the same notation $>$, as follows:

$$d > d' \iff d(\bullet, \top) > d'(\bullet, \top), \text{ for all } d, d' \in \mathcal{D}.$$ In particular, we have that

$$\begin{cases} d \in \mathcal{D}_{\geq 0} \iff d > 0 \iff d(H, \top) \geq 0 \text{ and } d(T, \top) \geq 0 \text{ and } d(H, \top) + d(T, \top) > 0 \\ d \in \mathcal{D}_{0} \iff d \otimes 0 \iff d(H, \top) > 0 \text{ and } d(T, \top) > 0. \end{cases} \quad (2)$$

The relationship (1) between $\mathcal{D}$ and $\mathcal{H}$ provides an intuitive justification for introducing the following relationship between such a strict vector ordering $>$ on $\mathcal{D}$ and a strict partial ordering $\triangledown^*$ on $\mathcal{H}$:

$$\alpha(H - G) \triangledown 0 \Leftrightarrow H \triangledown^* G \text{ for all } H, G \in \mathcal{H}. \quad (3)$$ Observe, by the way, that defining a correspondence in this manner makes sense—is consistent—if and only if the strict partial ordering $\triangledown^*$ on $\mathcal{H}$ satisfies the so-called mixture independence condition [2, 16, 18, 20] for horse lotteries:

$$H \triangledown^* G \Leftrightarrow \alpha H + (1 - \alpha) F \triangledown^* \alpha G + (1 - \alpha) F \text{ for all } H, G, F \in \mathcal{H} \text{ and all } \alpha \in (0, 1]. \quad (4)$$

The two candidate background orderings $\triangledown^*$ and $\otimes^*$ on $\mathcal{H}$ that correspond to the respective background orderings $>$ and $\otimes$ on $\mathcal{D}$—and on $\mathcal{D}(\{H,T\})$—are then given by:

$$H \triangledown^* G \Leftrightarrow H(\bullet, \top) > G(\bullet, \top) \quad \text{for all } H, G \in \mathcal{H}. \quad (5)$$

$$H \otimes^* G \Leftrightarrow H(\bullet, \top) \otimes G(\bullet, \top) \quad \text{for all } H, G \in \mathcal{H}. \quad (6)$$

If we start out with a strict partial order $\triangledown^*$ on $\mathcal{H}$ that satisfies the mixture independence condition (4), define the corresponding strict preference ordering $>$ on the option space $\mathcal{D}$ using the correspondence (3), and then construct the corresponding set of desirable options $D$ by letting

$$D := \{d \in \mathcal{D} : d \triangledown 0\} = \{\alpha(H - G) : \alpha \in \mathbb{R}_{\geq 0} \text{ and } H \triangledown^* G\},$$

then this $D$ automatically satisfies the coherence requirements $D_1$ and $D_2$. For $D_1$, it suffices to require that $>^* \subseteq \triangledown^*$ or $\otimes^* \subseteq \triangledown^*$, depending on the actual choice of the background ordering. An option $d \in \mathcal{D}$ is then considered to be desirable by our subject when $d \in D$, or equivalently, when $d \triangledown 0$. This can also—equivalently—be taken to mean that the subject considers the uncertain reward $d(\bullet, \top)$, expressed in units (utiles) of a linear utility scale, as strictly preferable to the zero reward. The gamble, or uncertain reward, $d(\bullet, \top)$ yields $d(H, \top)$ utiles when the coin flip results in $H$, and $d(T, \top)$ when it results in $T$.

We conclude that working with strict partial orderings on the set of horse lotteries $\mathcal{H}$ that satisfy the mixture independence condition and that respect some background ordering amounts to working with coherent sets of desirable options in the option space $\mathcal{D}$. This idea was already explored, in a more generic context, by Van Camp [23].

In this running example, I’ll therefore shift the focus towards modelling choice using the latter model. In Figure 1, I depict a few coherent sets of desirable options in the option space $\mathcal{D}$, with background orderings $>$ and $\otimes$, using the representations of their elements $d$ as uncertain rewards $d(\bullet, \top)$—or gambles—in $\mathcal{D}(\{H,T\})$. △
It is easy to see that the set $\mathbf{D}$ of all coherent sets of desirable options is an intersection structure: for any non-empty family of sets of desirable options $D_i \in \mathbf{D}$, $i \in I$, its intersection $\bigcap_{i \in I} D_i$ also belongs to $\mathbf{D}$. This also implies that we can introduce a coherent closure operator $\text{cl}^{\mathbf{D}} : D \to \mathbf{D} \cup \{\mathcal{V}\}$ by letting

$$\text{cl}^{\mathbf{D}}(\mathcal{A}) := \bigcap \{D \in \mathbf{D} : \mathcal{A} \subseteq D\} \text{ for all } \mathcal{A} \subseteq \mathcal{Y}$$

be the smallest—if any—coherent set of desirable options that includes $\mathcal{A}$. Such a $\mathcal{A}$ typically represents a so-called assessment: a not necessarily exhaustive collection of options that a subject states to be desirable.

We call such an assessment $\mathcal{A} \subseteq \mathcal{Y}$ consistent if $\text{cl}^{\mathbf{D}}(\mathcal{A}) \neq \mathcal{Y}$, or equivalently, if $\mathcal{A}$ is included in some coherent set of desirable options. The closure operator $\text{cl}^{\mathbf{D}}$ implements conservative inference with respect to the coherence axioms, in that it extends a consistent assessment $\mathcal{A}$ to the most conservative—smallest possible—coherent set of desirable options $\text{cl}^{\mathbf{D}}(\mathcal{A})$ that includes it.

It is clear from this discussion that the so-called vacuous set of desirable options $\mathcal{Y}_{\sim 0}$ is the smallest element of $\mathbf{D}$ with respect to set inclusion, and that therefore $\text{cl}^{\mathbf{D}}(\emptyset) = \mathcal{Y}_{\sim 0}$: it corresponds to making no assessment at all, whence, of course, its name.

A coherent set of desirable options $D$ is called maximal if none of its strict supersets is coherent: $(\forall D \in \mathbf{D})(D \subseteq D \Rightarrow D = D)$. This turns out to be equivalent to the following so-called totality condition on $\mathbf{D}$ [5, 12]:

$$D_T = \{u \in \mathcal{Y} \setminus \{0\}, \text{ either } u \in D \text{ or } -u \in D\}.$$ 

The set of all maximal sets of desirable options is denoted by $\mathbf{D}_T$. These maximal elements can be used to represent all coherent sets of desirable options via intersection.

**Theorem 1** (Closure [12]). Consider any $D \in \mathbf{D}$, then $\text{cl}^{\mathbf{D}}(D) = \bigcap \{\hat{D} \in \mathbf{D}_T : D \subseteq \hat{D}\}$. Hence, $D$ is consistent if and only if $\{\hat{D} \in \mathbf{D}_T : D \subseteq \hat{D}\} \neq \emptyset$. And a consistent $D$ is coherent if and only if $D = \bigcap \{\hat{D} \in \mathbf{D}_T : D \subseteq \hat{D}\}$.

**Corollary 2** (Representation). A set of desirable options $D \in \mathbf{D}$ is coherent if and only if there is some non-empty $\mathcal{P} \subseteq \mathbf{D}_T$ such that $D = \bigcap \{\hat{D} : \hat{D} \in \mathcal{P}\}$. In that case, the largest such set $\mathcal{P}$ is $\{\hat{D} \in \mathbf{D}_T : D \subseteq \hat{D}\}$.

For more details on these issues, and more ‘constructive’ expressions for $\text{cl}^{\mathbf{D}}$, see [10–12].

I also want to mention another, additional, rationality property, central in Teddy Seidenfeld’s work [18, 20], but introduced there in a form more appropriate for strict preferences between horse lotteries. We can get to the appropriate counterpart here when we introduce the $\text{pos}(\bullet)$ operator, which, for any subset $V$ of $\mathcal{Y}$, returns the set of all positive linear
combinations of its elements:

\[ \text{posi}(V) := \left\{ \sum_{k=1}^{n} \lambda_k u_k : n \in \mathbb{N}, \lambda_k \in \mathbb{R}_{>0}, u_k \in V \right\}. \]

We call a set of desirable options \( D \in \mathcal{D} \) mixing if it’s coherent and satisfies the following mixingness axiom [10, 11]:

\[ \text{DM}_M \text{ for all finite subsets } A \text{ of } \mathcal{Y}, \text{ if } \text{posi}(A) \cap D \neq \emptyset, \text{ then also } A \cap D \neq \emptyset. \]

We denote the set of all mixing sets of desirable options by \( \mathcal{D}_M \). It does not necessarily constitute an intersection structure, and therefore does not come with a simple conservative inference apparatus. Its elements can be characterised as follows.

**Proposition 3** ([23, 25]). Consider any set of desirable options \( D \in \overline{\mathcal{D}} \) and let \( D^c := \mathcal{Y} \setminus D \). Then \( D \) is mixing if and only if \( \text{posi}(D^c) = D^c \), or equivalently, \( D \cap \text{posi}(D^c) = \emptyset \).

When the option space is a set of gambles on a finite state space, provided with the point-wise partial ordering and the corresponding strict vector ordering as a background ordering, these mixing sets of desirable options correspond to the so-called lexicographic sets of desirable options introduced by Van Camp et al. [23, 25]. The name derives from the fact that they can be associated with lexicographic probability orderings; for more details, see also [10, 11, 23, 25].

**Running example 3.** In our coin example, we consider an assessment

\[ \mathcal{A}_H := \left\{ (\mathbb{I}_H - \alpha \mathbb{I}_{\{T\}}) \mathbb{I}_\Omega : \alpha \in \mathbb{R}_{\geq 0} \right\} \subseteq \mathcal{D}, \]

where we consider the map \( \mathbb{I}_\Omega : \{H, T\} \times \{T, \bot\} \to \mathbb{R} \) with \( \mathbb{I}_\Omega(\bullet, T) = -\mathbb{I}_\Omega(\bullet, \bot) = 1 \), and the so-called indicators \( \mathbb{I}_H \) and \( \mathbb{I}_{\{T\}} \) defined by

\[ \mathbb{I}_H(x) := \begin{cases} 1 & \text{if } x = H \\ 0 & \text{if } x = T \end{cases} \quad \text{and} \quad \mathbb{I}_{\{T\}}(x) := \begin{cases} 1 & \text{if } x = T \\ 0 & \text{if } x = H. \end{cases} \]

Check that \( \mathbb{I}_\Omega \in \mathcal{D}_{>0} \) and \( \mathbb{I}_\Omega \in \mathcal{D}_{\leq 0} \). As indicated above, if our subject makes this assessment, this means that she will accept gambles of the type \( \mathbb{I}_H - \alpha \mathbb{I}_{\{T\}} \) on the outcome of the coin flip, or in other words, accept bets on the outcome being heads \( H \) at all odds \( \alpha \in \mathbb{R}_{\geq 0} \) against, expressing that she is practically certain [28] that the outcome will be heads. This could correspond to her knowing that the coin has two equal sides, both heads. Similarly, the assessment

\[ \mathcal{A}_T := \left\{ (\mathbb{I}_{\{T\}} - \alpha \mathbb{I}_H) \mathbb{I}_\Omega : \alpha \in \mathbb{R}_{\geq 0} \right\} \subseteq \mathcal{D}, \]

expresses that our subject is practically certain that the outcome will be tails, which could derive from her knowing that the coin has two equal sides, both tails.

It is not difficult to see that both assessments are consistent, under each of the background orderings \( > \) and \( \ominus \). The corresponding coherent closures \( \overline{\mathcal{A}}_H := \text{cl}_{\mathcal{D}}(\mathcal{A}_H) \) and \( \overline{\mathcal{A}}_T := \text{cl}_{\mathcal{D}}(\mathcal{A}_T) \) with respect to the background orderings \( > \) and \( \ominus \) are depicted in Figure 2. They are the smallest convex cones that include the assessments \( \mathcal{A}_H \) and \( \mathcal{A}_T \), and the background cones \( \mathcal{D}_{>0} \) and \( \mathcal{D}_{\leq 0} \), respectively. These coherent sets of desirable options are clearly also mixing, because their complements are convex cones; see Proposition 3.

**Running example 4.** We also consider another type of assessment in our coin example:

\[ \mathcal{A} := \left\{ (\mathbb{I}_H - p) \mathbb{I}_\Omega : p \in \mathbb{R}_{>0} \right\} \cup \left\{ (\mathbb{I}_T + e - \mathbb{I}_H) \mathbb{I}_\Omega : e \in \mathbb{R}_{>0} \right\}, \]

---

3The term ‘mixing’ goes back to Seidenfeld’s work [18, 20] and is appropriate when the focus is on choosing between options. As is apparent from Axiom DM, in our context—which focuses on rejecting options rather than choosing them (see the discussion following Theorem 9 below)—the term ‘unmixing’ would be more suitable, as the property it describes allows us to infer something about the desirability of unmixed options from the desirability of some of their mixtures.
where \(0 \leq p \leq \overline{p} \leq 1\) and we let \(I := [p, \overline{p}]\). Our subject uses this assessment to express that \(p\) is her supremum acceptable rate for betting on heads \(H\), and \(1 - \overline{p}\) her supremum acceptable rate for betting on tails \(T\). As a particular special case, for any \(p \in [0, 1]\), the assessment
\[
\mathcal{A}_p := \mathcal{A}_{[p, p]} = \{\pm [I(u) - p] + \varepsilon[I \mid \varepsilon \in \mathbb{R}_{>0}\}\},
\]
expresses that \(p\) is our subject’s fair (two-sided) betting rate for heads \(H\). We also define the maps \(E_p, E_d : \mathcal{G}(\{H, T\}) \to \mathbb{R}\) by
\[
E_p(f) := pf(H) + (1 - p)f(T) \text{ for all } f \in \mathcal{G}(\{H, T\}),
\]
and
\[
E_d(f) := \min_{p \in I} E_p(f) = \begin{cases} E_p(f) & \text{if } f(H) \geq f(T) \\ E_d(f) & \text{if } f(H) \leq f(T) \end{cases} \quad \text{for all } f \in \mathcal{G}(\{H, T\}).
\]

Let’s first consider the case that \(0 < p \leq \overline{p} < 1\). It is then fairly easy to see that for the coherent closure \(I := \mathcal{C}_p[I_p]\) of the assessment \(I_p\),
\[
d \in D_I \iff E_d(d(\bullet, T)) > 0 \text{ for all } d \in \mathcal{D},
\]
under both background orderings \(>\) and \(\supseteq\), which also tells us that the assessment \(I_p\) is consistent. See also Figure 3 for a graphical representation of these facts. It is also clear from these graphs that \(D_p\) is mixing, or in other words, by Proposition 3, that \(D_p\) is a convex cone, if and only if \(p = \overline{p} = p\). In that case, we’ll use the notation \(D_p := D_I\).

As soon as \(p = 0\) or \(p = 1\), the respective borders \(\{d \in \mathcal{D} : d(T, \top) = 0\}\) and \(\{d \in \mathcal{D} : d(H, \top) = 0\}\) are included in \(D_I\) under the background ordering \(>\), and excluded under the background ordering \(\supseteq\). In particular, it holds that \(D_I = D_H\) and \(D_0 = D_I\); see also Figure 2.

## 3. COHERENT SETS OF DESIRABLE OPTION SETS

We now turn from strict binary preferences—of one option \(u\) over another option \(v\)—to more general preferences that are not necessarily binary. The simplest way to introduce these more general choice models in the present context goes as follows. We call any finite subset \(A\) of \(\mathcal{C}\) an option set, and we collect all such option sets into the set \(\mathcal{A}\). We call an option set \(A\) desirable to a subject if she assesses that \(at least one option in \(A\) is desirable\), meaning that it is strictly preferred to \(0\). We collect a subject’s desirable option sets into her set of desirable option sets \(K\). We denote the set of all such possible sets of desirable option sets—all subsets of \(\mathcal{A}\)—by \(K\).

Clearly, the option set \(\{u\}\) is desirable if and only if the option \(u\) is. On the other hand, stating that, say, the option set \(\{u, v\}\) is desirable amounts to stating that at least one of
the options \( u \) and \( v \) is desirable, without specifying further which of these two actually is. In other words, a desirability statement for option sets amounts to an OR of desirability statements for its elements:

\[
\{u, v\} \text{ is desirable} \Leftrightarrow 'u \text{ is desirable}' \text{ OR } 'v \text{ is desirable}'
\]

Running example 5. In our coin flipping example, we’ve seen a desirability model for a our subject’s beliefs that the coin has two identical sides, namely heads \( H \): the coherent set of desirable options \( D_H \) based on the assessment \( A_H \). Similarly, we found a coherent set of desirable options \( D_T \) based on the assessment \( A_T \), representing beliefs that both sides of the coin are tails \( T \). But what about representing the beliefs that the coin has two identical sides, without knowing whether they are heads or tails? This amounts to OR-ing the desirability statements present in the assessments \( A_H \) and \( A_T \), which can’t be represented using a coherent set of desirable options, as such a set is, in effect, only an AND of simple desirability statements.

Simple-minded attempts to force this assessment into a desirability framework lead to failure. For instance, the assessment \( A_H \cup A_T \) is inconsistent: it isn’t included in any coherent set of desirable options, as a quick look at Figure 2 will tell us immediately. This is not surprising, as this assessment represents the belief that the coin has two identical sides that are both heads and tails. On the other hand, the assessment \( A_H \cap A_T \) is empty, and therefore leads to the \textit{vacuous} set of desirable options \( \text{cl}_{\text{OR}}(\emptyset) = \mathcal{D}_{>0} \) or \( \text{cl}_{\text{OR}}(\emptyset) = \mathcal{D}_{\geq0} \), depending on the choice of the background ordering.

This failure reflects the simple fact that the choice model of coherent sets of desirable options does not allow us to deal with OR-ing desirability statements. But moving to sets of desirable option sets provides a way out, as we will see further on. We are thus led to considering a desirable option set assessment of the following type:

\[
\mathcal{A}_{\text{OR} \text{T}} := \{u, v\} : u \in \mathcal{A}_H \text{ and } v \in \mathcal{A}_T \}
\]

and we’ll need to come up with rationality requirements and an accompanying method of (conservative) inference in order to find out what this assessment implies.

The rationality requirements we will impose on sets of desirable option sets turn out to be fairly natural generalisations of those for sets of desirable options. A set of desirable option sets \( K \subseteq \mathcal{D} \) is called \textit{coherent} [10, 11] if it satisfies the following axioms:
K. if \( A \in K \) then also \( A \setminus \{0\} \in K \), for all \( A \in \mathcal{D} \);

K. \( \{0\} \notin K \);

K. if \( A_1, A_2 \in K \) and if, for all \( u \in A_1 \) and \( v \in A_2 \), \( (\lambda_{u,v}, \mu_{u,v}) > 0 \), then also
\[ \{\lambda_{u,v} u + \mu_{u,v} v : u \in A_1, v \in A_2\} \in K; \]

K. if \( A_1 \in K \) and \( A_1 \subseteq A_2 \), then also \( A_2 \in K \), for all \( A_1, A_2 \in \mathcal{D}; \)

K. \( \{u\} \in K \), for all \( u \in \mathcal{Y}; \).

We denote the set of all coherent sets of desirable option sets by \( \mathcal{K} \).

I refer to [10, 11] for a detailed justification of these axioms, starting from the desirability axioms and the above-mentioned interpretation of the desirability of an option set as an OR of desirability statements for its elements.

A coherent set of desirable option sets \( K \) contains singletons, doubletons, and so on. Moreover, it also contains all supersets of any of its elements, by Axiom K. The singletons in \( K \) represent the binary choices, or in other words, the pure desirability aspects. We let
\[ D_K := \{u \in \mathcal{Y} : \{u\} \in K\} \] (8)
be the set of desirable options that represents the binary choices present in the model \( K \). Its elements are the options that—according to \( K \)—are definitely desirable. But there may be elements \( A \) of \( K \) of higher cardinality than one that are minimal in the sense that \( K \) has none of their strict subsets. This means that our subject holds that at least one option in \( A \) is desirable, but her model holds no more specific information about which of these options actually are desirable. This indicates that the choice model \( K \) has non-binary aspects. If such is not the case, or in other words, if every element of \( K \) goes back to some singleton in \( K \), meaning that
\[ (\forall A \in K)(\exists u \in A)\{u\} \in K, \]
then we call the choice model \( K \) binary. With any \( D \in \mathcal{D} \), our interpretation inspires us to associate a set of desirable option sets \( K_D \), defined by
\[ K_D := \{A \in \mathcal{D} : A \cap D \neq \emptyset\}. \] (9)
It turns out that a set of desirable option sets \( K \) is binary if and only if it has the form \( K_D \), and the unique representing \( D \) is then given by \( D_K \).

**Proposition 4 ([10, 11]).** A set of desirable option sets \( K \in \mathcal{K} \) is binary if and only if there is some \( D \in \mathcal{D} \) such that \( K = K_D \). This \( D \) is then necessarily unique, and equal to \( D_K \).

The coherence of a binary set of desirable option sets is completely determined by the coherence of its corresponding set of desirable options, which is an indication that our way of generalising coherence from sets of desirable options to sets of desirable option sets has some merits. We’ll see shortly that it has many more.

**Proposition 5 ([10, 11]).** Consider any binary set of desirable option sets \( K \in \mathcal{K} \) and let \( D_K \in \mathcal{D} \) be its corresponding set of desirable options. Then \( K \) is coherent if and only if \( D_K \) is. Conversely, consider any set of desirable options \( D \in \mathcal{D} \) and let \( D_K \) be its corresponding binary set of desirable option sets, then \( K_D \) is coherent if and only if \( D \) is.

The map \( K : \mathcal{D} \to \mathcal{K} : D \mapsto K_D \) is order preserving in that \( D_1 \subseteq D_2 \) implies that \( K_{D_1} \subseteq K_{D_2} \).

In fact, Proposition 5 guarantees that it is an order isomorphism between the partially ordered sets \( (\mathcal{D}, \subseteq) \) and \( (\{K_D : D \in \mathcal{D}\}, \subseteq) \). It is therefore an order embedding of \( (\mathcal{D}, \subseteq) \) into \( (\mathcal{K}, \subseteq) \), but, and this is very important, it fails to preserve meets—intersections—between these partially ordered sets. This failure is a happy one, because it leaves enough room for the representation result in Theorem 6 below.

We find that the binary coherent sets of desirable option sets are given by \( \{K_D : D \in \mathcal{D}\} \setminus \{K_D : D \in \overline{\mathcal{D}}\} \) non-binary. If we replace such a non-binary coherent set of desirable option sets \( K \) by its corresponding set of desirable options \( D_K \), we lose information, because then necessarily \( K_{D_K} \subset K \). Sets
of desirable option sets are therefore, generally speaking, more expressive than sets of desirable options. But our coherence axioms lead to a representation result that allows us to still use sets of desirable options, or rather, sets of them, to completely characterise any coherent choice model.

**Theorem 6 (Representation [10, 11]).** A set of desirable option sets $K \in \mathbf{K}$ is coherent if and only if there is some non-empty set $\mathcal{D} \subseteq \mathbf{D}$ of coherent sets of desirable options such that $K = \bigcap\{K_D : D \in \mathcal{D}\}$. The largest such set $\mathcal{D}$ is then $\mathbf{D}(K) := \{D \in \mathbf{D} : K \subseteq K_D\}$.

It’s also easy to see that $\mathbf{K}$ is an intersection structure: if we consider any non-empty family of coherent sets of desirable option sets $K_i, i \in I$, then their intersection $\bigcap_{i \in I} K_i$ is still coherent. This implies that we can introduce a coherent closure operator $\text{cl}_K : \mathbf{K} \to \mathbf{K} \cup \{\emptyset\}$ by letting

$$\text{cl}_K(\mathcal{A}) := \bigcap\{K \in \mathbf{K} : \mathcal{A} \subseteq K\} \text{ for all } \mathcal{A} \subseteq \mathcal{D}$$

be the smallest—if any—coherent set of desirable option sets that includes $\mathcal{A}$. Such an $\mathcal{A}$ typically represents a so-called assessment: a not necessarily exhaustive collection of option sets that a subject states to be desirable.

We call such an assessment $\mathcal{A} \subseteq \mathcal{D}$ consistent if $\text{cl}_K(\mathcal{A}) \neq \emptyset$, or equivalently, if $\mathcal{A}$ is included in some coherent set of desirable option sets. The closure operator $\text{cl}_K$ implements conservative inference with respect to the coherence axioms, in that it extends a consistent assessment $\mathcal{A}$ to the most conservative—smallest possible—coherent set of desirable option sets $\text{cl}_K(\mathcal{A})$.

It is clear that the so-called vacuous set of desirable option sets $K_{\mathcal{A} \subseteq \mathcal{D}}$ is the smallest element of $\mathbf{K}$ with respect to set inclusion, and that therefore $\text{cl}_K(\emptyset) = K_{\mathcal{A} \subseteq \mathcal{D}}$; it corresponds to making no assessment at all, whence, of course, its name.

If we combine these ideas with Theorem 6, we are led to the following important result.

**Theorem 7 (Closure [4, 9–11]).** Consider any $K \in \mathbf{K}$, then $\text{cl}_K(K) = \bigcap\{K_D : D \in \mathbf{D}(K)\}$. Hence, $K$ is consistent if and only if $\mathbf{D}(K) \neq \emptyset$. And a consistent $K$ is coherent if and only if $K = \bigcap\{K_D : D \in \mathbf{D}(K)\}$.

We can also lift the mixingness property from binary to general choice models, as Seidenfeld et al. have done [20]. When we convert it into our language, this condition becomes [23, 25]:

$\mathbf{K}_M$, if $B \in \mathbf{K}$ and $A \subseteq B \subseteq \text{pos}(A)$, then also $A \in \mathbf{K}$, for all $A, B \in \mathcal{D}$.

We call a set of desirable option sets $K \in \mathbf{K}$ mixing if it’s coherent and satisfies $\mathbf{K}_M$. The set of all mixing sets of desirable option sets is denoted by $\mathbf{K}_M$.

The binary elements of $\mathbf{K}_M$ are precisely the ones based on a mixing set of desirable options.

**Proposition 8 (Binary embedding [10, 11]).** For any set of desirable options $D \in \mathbf{D}$, $K_D$ is mixing if and only if $D$ is, so $K_D \in \mathbf{K}_M \iff D \in \mathbf{D}_M$.

Interestingly, and in contrast with its binary counterpart $\mathbf{D}_M$, the set of all mixing sets of desirable option sets $\mathbf{K}_M$ also constitutes an intersection structure, like the sets $\mathbf{D}$ and $\mathbf{K}$. It therefore comes with its own mixing closure operator, associated conservative inference system, and notion of consistency. I leave the details to be further explored by interested readers. For general mixing sets of desirable option sets that are not necessarily binary, we still have a representation theorem analogous to Theorem 6.

**Theorem 9 (Representation [10, 11]).** A set of desirable option sets $K \in \mathbf{K}$ is mixing if and only if there is some non-empty set $\mathcal{D} \subseteq \mathbf{D}_M$ of mixing sets of desirable options such that $K = \bigcap\{K_D : D \in \mathcal{D}\}$. The largest such set $\mathcal{D}$ is then $\mathbf{D}_M(K) := \{D \in \mathbf{D}_M : K \subseteq K_D\}$. 

How can we connect this choice of model, sets of desirable option sets, to the rejection and choice functions that I mentioned in the Introduction, and which are much more prevalent in the literature? Their interpretation provides the clue. Consider any option set \( A \), and any option \( u \in A \). Then, with \( A \cup u := (A \setminus \{u\}) \cup u = \{v-u : v \in A, v \neq u\} \), we get
\[
u \in R(A) \Leftrightarrow 0 \in R(A-u)
\]
\[
\Leftrightarrow \text{there is some } v \in A \cup u \text{ that is strictly preferred to } 0
\]
\[
\Leftrightarrow A \cup u \in K.
\]
In these equivalences, the first one follows from compatibility of the rejection function \( R \) with vector addition, the second one follows from the particular interpretation we’ve given to the rejection function, and the third one follows from the definition of the set of desirable option sets \( K \). This tells us that, given this particular interpretation, choice and rejection functions are in a one-to-one relation with sets of desirable option sets.

**Running example 6.** In our coin example, we are now in a position to find out what are the consequences of making the assessment \( \mathcal{P}_{\theta_0} \) or in other words, how to use the set of desirable option sets model in order to represent a subject’s beliefs that the coin has two identical sides. The conclusions we’ll reach are valid on any choice of the background cone \( \mathcal{P}_{\leq 0} \) or \( \mathcal{P}_{>0} \).

Let
\[
\begin{align*}
K_\theta &:= K_{D_\theta} = \{A \in \mathcal{D} : A \cap D_\theta \neq \emptyset\} \\
K_\tau &:= K_{D_\tau} = \{A \in \mathcal{D} : A \cap D_\tau \neq \emptyset\}
\end{align*}
\]
be the coherent (and mixing) sets of desirable option sets that correspond to the respective desirability assessments \( \mathcal{P}_\theta \) and \( \mathcal{P}_\tau \), so to knowing that the coin has identical sides which are heads, or tails, respectively. It follows after elementary considerations that the smallest coherent set of desirable option sets that includes the assessment \( \mathcal{P}_{\theta_0} \) is given by
\[
K_{\theta_0} := \text{cl}_K(\mathcal{P}_{\theta_0}) = \{A \in \mathcal{D} : (\exists u \in D_\theta)(\exists v \in D_\tau)\{u, v\} \subseteq A\} = K_\theta \cap K_\tau,
\]
so this is the model we are after. This coherent set of desirable option sets \( K_{\theta_0} \) is moreover mixing, because the coherent sets of desirable option sets \( K_\theta \) and \( K_\tau \) are.

\( \triangle \)

### 4. Linear and Superlinear Functionals

Because the notions of essential Archimedeanity and Archimedeanity that I intend to introduce further on rely on an idea of openness—and therefore closeness—I’ll assume from now on that the option space \( \mathcal{Y} \) constitutes a Banach space with a norm \( ||\cdot||_\mathcal{Y} \) and a corresponding topological closure operator \( \text{Cl} \) and interior operator \( \text{Int} \). In this section, I’ve gathered a few useful definitions and basic results for linear and superlinear bounded real functionals on the Banach space \( \mathcal{Y} \). I’ll use these functionals to generalise to our more general context the linear previsions, and more generally, the coherent lower previsions defined by Peter Walley [28] on spaces of gambles; see also [22] for more details on such coherent lower previsions. The linear and superlinear bounded real functionals also generalise the exact functionals introduced and studied by Maaß [13, 15].

We will call a real functional \( \Lambda : \mathcal{Y} \to \mathbb{R} \) *superlinear* if it’s superadditive and non-negatively homogeneous:

- **SL1.** \( \Lambda(u+v) \geq \Lambda(u) + \Lambda(v) \) for all \( u, v \in \mathcal{Y} \); \( \text{[superadditivity]} \)
- **SL2.** \( \Lambda(\lambda u) = \lambda \Lambda(u) \) for all \( u \in \mathcal{Y} \) and all real \( \lambda \geq 0 \). \( \text{[non-negative homogeneity]} \)

With any real functional \( \Lambda : \mathcal{Y} \to \mathbb{R} \) we can associate its *conjugate* (functional) \( \Lambda \ast : \mathcal{Y} \to \mathbb{R} \) defined by
\[
\Lambda^*(u) := -\Lambda(-u) \text{ for all } u \in \mathcal{Y}.
\]

A real functional \( \Lambda : \mathcal{Y} \to \mathbb{R} \) is called *linear* if it’s both superlinear and *self-conjugate*, i.e. equal to its conjugate. This amounts to requiring that

- **L.** \( \Lambda(\lambda u + \mu v) = \lambda \Lambda(u) + \mu \Lambda(v) \) for all \( u, v \in \mathcal{Y} \) and \( \lambda, \mu \in \mathbb{R} \). \( \text{[linearity]} \)
Let's list a few useful properties of superlinear real functionals and their conjugates, where we use the shorthand notation \( \lambda(u) := \max\{|\Delta(u)|,|\Lambda(u)|\} \) for all \( u \in \mathcal{V} \).

**Proposition 10.** Consider any superlinear real functional \( \Delta: \mathcal{V} \to \mathbb{R} \) and its conjugate \( \Lambda \), then

(i) \( \Delta(u) \leq \Lambda(u) \) for all \( u \in \mathcal{V} \);
(ii) \( \Delta(u) + \Delta(v) \leq \Delta(u + v) \leq \Lambda(u) + \Lambda(v) \) for all \( u, v \in \mathcal{V} \);
(iii) \( \max\{|\Delta(u) - \Delta(v)|,|\Lambda(u) - \Lambda(v)|\} \leq \Lambda(u - v) \) for all \( u, v \in \mathcal{V} \);
(iv) \( \Lambda(\lambda u) = |\lambda|\Lambda(u) \) for all \( u \in \mathcal{V} \) and \( \lambda \in \mathbb{R} \);
(v) \( \Lambda(\lambda u + \mu v) \leq |\lambda|\Lambda(u) + |\mu|\Lambda(v) \) for all \( u, v \in \mathcal{V} \) and \( \lambda, \mu \in \mathbb{R} \).

Observe that such superlinear real functionals \( \Delta \) are not necessarily monotone with respect to the background ordering \( \succ \), in the sense that \( v \succ u \) implies that \( \Delta(v) \geq \Delta(u) \). We’ll come back to this monotonicity issue in Section 5, where we focus on particular so-called positive superlinear real functionals.

**Proof of Proposition 10.** For (i), observe that \( u + (-u) = 0 \) and therefore

\[
0 = \Delta(0) = \Delta(u) - \Lambda(u),
\]

where the first equality follows from Axiom SL₂, and the inequality from Axiom SL₁.

For (ii), the first and last inequalities follow from Axiom SL₁ (and conjugacy). We prove the second inequality; the third then follows again by considering the consequences of conjugacy. Since \( u = (u + v) - v \), we infer from Axiom SL₁ and conjugacy that, indeed,

\[
\Delta(u) \geq \Delta(u + v) - \Delta(v) = \Delta(u - v) - \Lambda(v).
\]

For (iii), it suffices to prove that \( |\Lambda(u) - \Lambda(v)| \leq \max\{|\Lambda(u - v)|,|\Lambda(v - u)|\} \), because replacing \( u \) with \( -u \) and \( v \) with \( -v \) then completes the proof. Observe that it follows from Axiom SL₁ and conjugacy that, since \( u = (u + v) + \Lambda(u) \leq \Lambda(u) + \Lambda(v) \), and therefore

\[
\Lambda(u - v) \geq \Lambda(u) - \Lambda(v) \text{ for all } u, v \in \mathcal{V}. \tag{10}
\]

There are now two possibilities. The first is that \( \Lambda(u) \geq \Lambda(v) \), and then Equation (10) guarantees that

\[
|\Lambda(u) - \Lambda(v)| \leq |\Lambda(u - v)| \leq \max\{|\Lambda(u - v)|,|\Lambda(v - u)|\}.
\]

The second case is that \( \Lambda(u) \leq \Lambda(v) \), and then simply exchanging the roles of \( u \) and \( v \) in the argument above leads to the (same) inequality:

\[
|\Lambda(v - u)| \leq \max\{|\Lambda(v - u)|,|\Lambda(u - v)|\}.
\]

For (iv), we first prove the inequality \( |\Lambda(\lambda u)| \leq |\lambda|\Lambda(u) \). To do this, we will prove that \( |\Lambda(\lambda u)| \leq |\lambda|\max\{|\Delta(u)|,|\Lambda(u)|\} \). The rest of the proof for the inequality then follows from conjugacy and replacing \( \lambda \) with \( -\lambda \). Let’s first consider the case that \( \lambda \geq 0 \). It then follows from Axiom SL₂ that, indeed,

\[
|\Lambda(\lambda u)| = |\lambda|\Lambda(u) = |\lambda|\max\{|\Delta(u)|,|\Lambda(u)|\}.
\]

If, on the other hand, \( \lambda \leq 0 \), then it follows from Axiom SL₂ and conjugacy that, indeed,

\[
|\Lambda(\lambda u)| = |\Lambda(\lambda u)| = |\lambda|\Lambda(u) = |\lambda|\max\{|\Delta(u)|,|\Lambda(u)|\}.
\]

Next, we prove that, actually, \( |\Lambda(\lambda u)| = |\lambda|\Lambda(u) \). It’s obvious that the equality holds for \( \lambda = 0 \) [use Axiom SL₂], so we’ll assume that \( \lambda \neq 0 \). If we also invoke the inequality already proved with \( \lambda \) replaced by \( -\lambda \), we get that

\[
|\Lambda(u)| = |\Lambda(-\lambda u)| = |\lambda|\Lambda(u) \leq |\lambda|\max\{|\Delta(u)|,|\Lambda(u)|\}
\]

which also proves the equality for \( \lambda \neq 0 \).

Finally, for (v), we’ll prove that

\[
|\Lambda(\lambda u + \mu v)| \leq |\lambda|\max\{|\Delta(u)|,|\Lambda(u)|\} + |\mu|\max\{|\Delta(v)|,|\Lambda(v)|\}.
\]
The rest of the proof for this statement then follows from conjugacy and replacing \( \lambda \) with \( -\lambda \) and \( \mu \) with \( -\mu \). We first consider the case that \( \Delta(\lambda u + \mu v) \geq 0 \). Then
\[
|\Delta(\lambda u + \mu v)| = |\Delta(\lambda u + \mu v)| \leq \bar{\Lambda}(\lambda u) + |\bar{\Lambda}(\mu v)|
\]
\[
\leq |\lambda| \max\{|\Delta(u)|, |\bar{\Lambda}(u)|\} + |\mu| \max\{|\Delta(v)|, |\bar{\Lambda}(v)|\},
\]
where the first inequality follows from (ii) and the third one from (iv). For the case that \( \Delta(\lambda u + \mu v) \leq 0 \), we get
\[
|\Delta(\lambda u + \mu v)| = -|\Delta(\lambda u + \mu v)| \leq -\Delta(\lambda u) - |\bar{\Lambda}(\mu v)| = \bar{\Lambda}(-\lambda u) + \bar{\Lambda}(-\mu v)
\]
\[
\leq |\lambda| \max\{|\Delta(u)|, |\bar{\Lambda}(u)|\} + |\mu| \max\{|\Delta(v)|, |\bar{\Lambda}(v)|\},
\]
where the first inequality follows from (ii) and the third one from (iv); the second equality follows from conjugacy. \( \square \)

A real functional \( \Gamma : \mathcal{V} \to \mathbb{R} \) on \( \mathcal{V} \) is called bounded if its operator norm \( \|\Gamma\|_{\mathcal{V}^\circ} < +\infty \), where we let
\[
\|\Gamma\|_{\mathcal{V}^\circ} := \sup_{u \in \mathcal{V} \setminus \{0\}} \frac{|\Gamma(u)|}{\|u\|_{\mathcal{V}}}.
\]
We’ll denote by \( \mathcal{V}^\circ \) the linear space of all such bounded real functionals on \( \mathcal{V} \). For any bounded real functional \( \Delta \in \mathcal{V}^\circ \), its conjugate functional \( \bar{\Lambda} \) is also bounded—so \( \bar{\Lambda} \in \mathcal{V}^\circ \)—because obviously
\[
|\bar{\Lambda}|_{\mathcal{V}^\circ} = \sup_{u \in \mathcal{V} \setminus \{0\}} \frac{\bar{\Lambda}(u)}{\|u\|_{\mathcal{V}}} = \sup_{v \in \mathcal{V} \setminus \{0\}} \frac{|\bar{\Lambda}(v)|}{\|v\|_{\mathcal{V}}} = |\Delta|_{\mathcal{V}^\circ}.
\]

The linear space \( \mathcal{V}^\circ \) can be topologised by the operator norm \( \|\cdot\|_{\mathcal{V}^\circ} \), which leads to the so-called original topology on \( \mathcal{V}^\circ \). If we associate with any \( u \in \mathcal{V} \) the so-called evaluation functional \( u^\circ : \mathcal{V}^\circ \to \mathbb{R} \), defined by
\[
u^\circ(\Gamma) := \Gamma(u) \quad \text{for all} \quad \Gamma \in \mathcal{V}^\circ,
\]
then \( u^\circ \) is clearly a real linear functional on the normed linear space \( \mathcal{V}^\circ \), whose operator norm
\[
\sup_{\Gamma \in \mathcal{V}^\circ \setminus \{0\}} \frac{|u^\circ(\Gamma)|}{\|\Gamma\|_{\mathcal{V}^\circ}} \leq \sup_{\Gamma \in \mathcal{V}^\circ \setminus \{0\}} \frac{|u^\circ(\Gamma)|}{\|\Gamma(u)\|} = \frac{\|u\|_{\mathcal{V}}}{\|u\|_{\mathcal{V}}} < +\infty
\]
is finite, which implies that \( u^\circ \) is a continuous real linear functional on \( \mathcal{V}^\circ \) with respect to the original topology on \( \mathcal{V}^\circ \) [17, Section 23.1].

We’ll also retopologise \( \mathcal{V}^\circ \) with the topology of pointwise convergence on \( \mathcal{V}^\circ \), which is the weakest topology that makes all evaluation functionals \( u^\circ, u \in \mathcal{V} \) continuous. It is therefore weaker than the original topology induced by the norm \( \|\cdot\|_{\mathcal{V}^\circ} \). We’ll call this topology the weak* topology on \( \mathcal{V}^\circ \).

An interesting subspace of \( \mathcal{V}^\circ \) is the linear space \( \mathcal{V}^\circ_* \) of all linear bounded—and therefore continuous [17, Section 23.1]—real functionals on \( \mathcal{V} \). We’ll also consider the set \( \mathcal{V}^\circ_* \) of all superlinear bounded real functionals \( \Delta \) on \( \mathcal{V} \). Obviously, \( \mathcal{V}^\circ_* \) is a convex cone in \( \mathcal{V}^\circ \), and \( \mathcal{V}^\circ_* \subseteq \mathcal{V}^\circ \subseteq \mathcal{V}^\circ \). The relativisation to \( \mathcal{V}^\circ_* \) of the weak* topology on \( \mathcal{V}^\circ \) is of course the commonly considered so-called weak* topology on \( \mathcal{V}^\circ_* \).

Using Proposition 10, it now takes but a small (and fairly standard) effort to prove the Lipschitz continuity—and hence the (uniform) continuity—of all superlinear bounded real functionals.

**Proposition 11.** Any superlinear real functional on \( \mathcal{V} \), as well as its conjugate \( \bar{\Lambda} \), is Lipschitz continuous if and only if it’s bounded.
Proof. We provide the proof for $\Delta$. The argument for $\overline{\Lambda}$ is essentially the same. First, assume that $\Delta$ is bounded, so $\Delta \in \mathcal{V}^*$. We then have to prove that there is some real $K \geq 0$ such that
\[
(\forall u, v \in \mathcal{V}) |\Delta(u) - \Delta(v)| \leq K \|u - v\|_{\mathcal{V}}. \tag{11}
\]
It follows from the boundedness of $\Delta$ that $|\Delta|_{\mathcal{V}} \in \mathbb{R}_{\geq 0}$ and that
\[
(\forall w \in \mathcal{V}) |\overline{\Lambda}(w)| \leq |\Delta|_{\mathcal{V}} \|w\|_{\mathcal{V}}.
\]
This allows us to infer from Proposition 10(iii) that
\[
|\Delta(u) - \Delta(v)| \leq \max\{|\overline{\Lambda}(u - v)|, |\overline{\Lambda}(v - u)|\} \leq |\Delta|_{\mathcal{V}} \|u - v\|_{\mathcal{V}},
\]
which indeed guarantees that the Lipschitz property (11) holds, if we let $K := |\Delta|_{\mathcal{V}}$.

Next, let us assume that $\Delta$ is Lipschitz continuous, so there is some real $K \geq 0$ such that the Lipschitz property (11) holds. Then we have to prove that $\Delta$ is bounded. Observe that it follows from Axiom SL$_2$ that $\Delta(0) = 0$, so it follows from the Lipschitz continuity of $\Delta$ that in particular $(\forall u \in \mathcal{V}) |\Delta(u)| \leq K \|u\|_{\mathcal{V}}$, and therefore also
\[
|\Delta|_{\mathcal{V}} = \sup_{u \in \mathcal{V}\setminus\{0\}} \frac{|\Delta(u)|}{\|u\|_{\mathcal{V}}} \leq K < +\infty,
\]
so $\Delta$ is indeed bounded. \hfill $\Box$

If we consider, for any $\Delta \in \mathcal{V}^*$, its set of dominating continuous linear functionals
\[
\mathcal{V}^*(\Delta) := \{\Lambda \in \mathcal{V}^*: (\forall u \in \mathcal{V}) \Delta(u) \leq \Lambda(u)\}
\]
\[
= \{\Lambda \in \mathcal{V}^*: (\forall u \in \mathcal{V}) \Delta(u) \leq \Lambda(u) \leq \overline{\Lambda}(u)\},
\]
then a well-known version of the Hahn–Banach theorem [17, Section 28.4, HB17] can be formulated as follows.

**Theorem 12** (Hahn–Banach theorem). Consider any $\Delta \in \mathcal{V}^*$. Then for all $u \in \mathcal{V}$ there is some $\Lambda \in \mathcal{V}^*(\Delta)$ such that $\Delta(u) = \Lambda(u)$.

An important condition for using this version is that $\Delta$ should be both superlinear and continuous. It should be clear that $\mathcal{V}^*(\Delta)$ is a convex and weak$^*$-closed subset of $\mathcal{V}^*$, and also a convex and weak$^*$-closed subset of $\mathcal{V}^0$. We can use this version to give a straightforward proof for the following representation result.

**Corollary 13** (Lower envelope theorem). Consider any real functional $\Delta$ on $\mathcal{V}$. Then $\Delta$ is bounded and superlinear—so $\Delta \in \mathcal{V}^*$—if and only if there is some non-empty norm-bounded subset $\mathcal{L}$ of $\mathcal{V}^*$ such that $\Delta$ is the lower envelope of $\mathcal{L}$, meaning that $\Delta(u) = \inf\{\Lambda(u): \Lambda \in \mathcal{L}\}$ for all $u \in \mathcal{V}$. In that case the largest such set $\mathcal{L}$ is the convex and weak$^*$-compact subset $\mathcal{V}^*(\Delta)$ of $\mathcal{V}^*$, and $\Delta(u) = \min\{\Lambda(u): \Lambda \in \mathcal{V}^*(\Delta)\}$ for all $u \in \mathcal{V}$.

**Proof.** For sufficiency, assume that $\Delta$ is the lower envelope of a norm-bounded $\mathcal{L} \subseteq \mathcal{V}^*$, then it’s easy to see that $\Delta$ is superlinear, so it’s enough to show that it’s bounded. That $\mathcal{L}$ is norm-bounded means that there is some real $K \in \mathbb{R}_{>0}$ such that $\|\Lambda\|_{\mathcal{V}} \leq K$ for all $\Lambda \in \mathcal{L}$, and therefore also
\[
|\Lambda(u)| \leq K \|u\|_{\mathcal{V}} \text{ for all } \Lambda \in \mathcal{L} \text{ and all } u \in \mathcal{V}. \tag{12}
\]
Now consider any $v \in \mathcal{V}\setminus\{0\}$. There are two possibilities. The first is that $\Delta(v) \geq 0$ and then it follows from (12) that
\[
|\Delta(v)| = \Delta(v) \leq \Lambda(v) = |\Lambda(v)| \leq K \|v\|_{\mathcal{V}} \text{ for all } \Lambda \in \mathcal{L}. \tag{13}
\]
The other possibility is that $\Delta(v) < 0$ and then $\Delta(-v) = -\Delta(v) = |\Delta(v)| > 0$. Then, for any $\varepsilon \in \mathbb{R}_{>0}$ such that $0 < \varepsilon < |\Delta(-v)|$, there is, by assumption, some $\Lambda_\varepsilon \in \mathcal{L}$ such that $0 < \overline{\Lambda}(-v) - \varepsilon < \Lambda_\varepsilon(-v) \leq \overline{\Lambda}(-v)$, so it follows from (12) that for all $\varepsilon$ small enough
\[
|\Delta(v)| = |\overline{\Lambda}(-v) - \varepsilon < \Lambda_\varepsilon(-v) + \varepsilon = |\Lambda_\varepsilon(-v)| + \varepsilon \leq K \|v\|_{\mathcal{V}} + \varepsilon,
\]
and therefore also
\[ |\Lambda(v)| \leq K\|v\|_Y. \]  \hspace{1cm} (14)
Combining (13) and (14) then guarantees that \( \|\Lambda\|_{Y^*} \leq K \), so \( \Lambda \) is indeed bounded.

For necessity, assume that \( \Lambda \) is bounded, and observe that, by Theorem 12, \( \Lambda \) is then the lower envelope of the set \( Y^*(\Lambda) \subseteq Y^* \), and that this set is trivially convex and weak*-closed. So we still need to prove that \( Y^*(\Lambda) \) is norm-bounded, which will then also guarantee that it’s weak*-compact. To do so, consider any \( \Lambda \in Y^*(\Lambda) \) and any \( u \in Y \setminus \{0\} \), then there are two possibilities. The first is that \( \Lambda(u) \geq 0 \), and then
\[ 0 \leq |\Lambda(u)| = \Lambda(u) \leq |\Lambda(u)| = \|\Lambda\|_{Y^*}\|u\|_Y. \]
The other possibility is that \( \Lambda(u) \leq 0 \), and then
\[ 0 \leq |\Lambda(u)| = -\Lambda(u) = |\Lambda(u)| \leq |\Lambda(u)| = \|\Lambda\|_{Y^*}\|u\|_Y. \]
This guarantees that \( \|\Lambda\|_{Y^*} \leq \|\Lambda\|_{Y^*} \), and since this holds for all \( \Lambda \in Y^*(\Lambda) \), this tells us that \( Y^*(\Lambda) \) is indeed norm-bounded.

**Running example 7.** Going back to our coin example, it’s easy to see that the linear space \( D \) is two-dimensional, because for any \( d \in D \) it clearly holds that
\[ d = d(\bullet, T)1_{\Phi} = [d(H, T)\|\Phi\|_{H} + d(T, T)1_{\Phi}]1_{\Phi} = d(H, T)\|\Phi\|_{H} + d(T, T)1_{\Phi}, \]
so the two maps \( \|\Phi\|_{H} \) and \( 1_{\Phi} \) constitute a basis for the linear space \( D \). We can provide the linear space \( D \) with the norm \( \|\bullet\|_{D} \) defined by
\[ \|d\|_{D} := \max_{(x, r) \in [\cdot, \cdot] \times \{\cdot, \cdot\}} |d(x, r)| = \max_{x \in [\cdot, \cdot]} \{d(x, T)\} = \max\{|d(H, T)|, |d(T, T)|\}, \]
which, essentially, corresponds to the supremum norm on the linear space \( D([H, T]) \). It is then a standard result that this (supremum) norm turns \( D \) into a Banach space.

Any linear real functional \( \Lambda \) on \( D \) then satisfies
\[ \Lambda(d) = d(H, T)\Lambda(\|\Phi\|_{H}1_{\Phi}) + d(T, T)\Lambda(1_{\Phi}), \]  \hspace{1cm} (15)
and therefore
\[ \|\Lambda\|_{D^*} = \sup_{d \in D^*} \frac{|\Lambda(d)|}{\|d\|_{D^*}} = \sup_{d \in D^*} \frac{|d(H, T)\Lambda(\|\Phi\|_{H}1_{\Phi}) + d(T, T)\Lambda(1_{\Phi})|}{\max\{|d(H, T)|, |d(T, T)|\}} \]
\[ = |\Lambda(\|\Phi\|_{H}1_{\Phi})| + |\Lambda(1_{\Phi})|, \]
so all linear real functionals on \( D \) are bounded (and therefore Lipschitz continuous), and the linear space \( D^* \) of all these linear (bounded) real functionals is two-dimensional too.

For superlinear real functionals \( \Lambda \) on \( D \), we infer from Proposition 10(v) that
\[ \|\Lambda\|_{D^*} = \sup_{d \in D^*} \frac{|\Lambda(d)|}{\|d\|_{D^*}} = \sup_{d \in D^*} \frac{|\Lambda(d(H, T)\|\Phi\|_{H}1_{\Phi} + d(T, T)1_{\Phi})|}{\max\{|d(H, T)|, |d(T, T)|\}} \]
\[ \leq \sup_{d \in D^*} \frac{|d(H, T)|\|\Lambda\|_{D^*}(\|\Phi\|_{H}1_{\Phi}) + |d(T, T)|\|\Lambda\|_{D^*}(1_{\Phi})}{\max\{|d(H, T)|, |d(T, T)|\}} \]
\[ = \|\Lambda\|_{D^*}(\|\Phi\|_{H}1_{\Phi}) + \|\Lambda\|_{D^*}(1_{\Phi}) \]
\[ = \max\{\Lambda(\|\Phi\|_{H}1_{\Phi}), \|\Lambda\|_{D^*}(1_{\Phi})\} + \max\{|\Lambda(\|\Phi\|_{H}1_{\Phi})|, |\Lambda(1_{\Phi})|\}, \]
so all superlinear functionals on \( D \) are bounded (and therefore Lipschitz continuous too).

It follows from Equation (15) and Corollary 13 that there is a one-to-one correspondence between the superlinear functionals \( \Lambda \) on \( D \) and the convex compact (closed and bounded) subsets \( C \) of \( \mathbb{R}^2 \), given by
\[ C_{\Lambda} := \{ (\lambda, \mu) \in \mathbb{R}^2 : (\forall (\alpha, \beta) \in \mathbb{R}^2) \Lambda(\alpha\|\Phi\|_{H}1_{\Phi} + \beta1_{\Phi}) \leq \alpha\lambda + \beta\mu \}\]
and
\[ \Delta_c(\alpha 1_{\{p\}} + \beta 1_{\{\bar{p}\}}) := \min\{\alpha\lambda + \beta\mu : (\lambda, \mu) \in C\}. \]

It extends the one-to-one correspondence between the linear functionals \( \Lambda \) on \( \mathcal{D} \) and the elements of \( \mathbb{R}^2 \) that is expressed by Equation (15): the points in \( C_{\Delta} \) are the representations in \( \mathbb{R}^2 \) of the elements \( \Lambda \in \mathcal{Y}^*(\Delta) \).

As a special case, let us define the real functionals \( \Lambda_p \) and \( \Lambda_\bar{p} \) on \( \mathcal{D} \) by
\[ \Lambda_p(d) := E_p(d(\bullet, \top)) \quad \text{and} \quad \Lambda_\bar{p}(d) := E_\bar{p}(d(\bullet, \top)) \quad \forall d \in \mathcal{D}, \]
where the functionals \( E_p \) and \( E_\bar{p} \) were defined in Equations (5) and (6) of instant of 4 of the coin example, for \( p \in [0, 1] \) and \( I = [p, \bar{p}] \) with \( 0 \leq p \leq \bar{p} \leq 1 \). Then it follows readily that \( \Lambda_p \) is a linear bounded real functional on \( \mathcal{D} \), so \( \Lambda_p \in \mathcal{D}^* \), and that \( \Lambda_\bar{p} \) is a superlinear bounded real functional on \( \mathcal{D} \), so \( \Lambda_\bar{p} \in \mathcal{D}^{**} \). After a few elementary algebraic manipulations, we find that \( C_{\Lambda_p} = \{ (p, 1 - p) \} \) and that \( C_{\Lambda_\bar{p}} = \{ (\lambda, 1 - \lambda) : \bar{p} < \lambda < \bar{p} \} \); see also Figure 5 further on.

5. Essential Archimedeanity for Sets of Desirable Options

We are now ready to consider our first basic notion of Archimedeanity for binary choice models. To set the stage, we remark that the background ordering \( \succ \) on \( \mathcal{Y} \) introduced in Section 2 allows us to define convex cones of positive (super)linear bounded real functionals:
\[ \mathcal{Y}^*_0 := \{ \Lambda \in \mathcal{Y}^* : (\forall u \in \mathcal{Y}_0)\Lambda(u) > 0 \} \quad (17) \]
\[ \mathcal{Y}^{**}_0 := \{ \Lambda \in \mathcal{Y}^{**} : (\forall u \in \mathcal{Y}_0)\Lambda(u) > 0 \}. \quad (18) \]

Observe that \( \mathcal{Y}^*_0 \subseteq \mathcal{Y}^{**}_0 \). Any positive (super)linear bounded real functional \( \Lambda \in \mathcal{Y}^*_0 \) satisfies the following strict monotonicity property:
\[ (\forall u, v \in \mathcal{Y})(v \succ u \Rightarrow \Lambda(v) > \Lambda(u)). \quad (19) \]

Proof of Equation (19). Assume that \( v \succ u \), then also \( v - u > 0 \), and it therefore follows from the positivity of \( \Delta \) that \( \Delta(v - u) > 0 \). Proposition 10(ii) then guarantees that, indeed, \( \Delta(v) = \Delta(v - u + u) \geq \Delta(v - u) + \Delta(u) > \Delta(u) \).

We’ll assume from now on that the strict vector ordering \( \succ \) is such that \( \mathcal{Y}^*_0 \neq \emptyset \), which then of course also implies that \( \mathcal{Y}^{**}_0 \neq \emptyset \). We’ll also require for the remainder of this paper that \( \text{Int}(\mathcal{Y}^*_0) \neq \emptyset \): the background cone of positive options has a non-empty interior.

With any \( \Lambda \in \mathcal{Y}^{**}_0 \), we can associate a set of desirable options as follows:
\[ D_\Delta := \{ u \in \mathcal{Y} : \Delta(u) > 0 \}. \quad (20) \]

It is an immediate consequence of Corollary 13 that \( D_\Delta = \bigcap \{ D_\Lambda : \Lambda \in \mathcal{Y}^*(\Delta) \} \).

Also, with a set of desirable options \( D \in \mathcal{D} \), we can associate the following sets of superlinear and of linear bounded real functionals:
\[ \mathcal{Y}^*(D) := \{ \Lambda \in \mathcal{Y}^* : (\forall u \in D)\Lambda(u) > 0 \} = \{ \Lambda \in \mathcal{Y}^* : D \subseteq D_\Delta \} \quad (21) \]
\[ \mathcal{Y}^{**}(D) := \{ \Lambda \in \mathcal{Y}^{**} : (\forall u \in D)\Lambda(u) > 0 \} = \{ \Lambda \in \mathcal{Y}^{**} : D \subseteq D_\Delta \} \quad (22) \]

and, similarly, the following sets of positive superlinear and of positive linear bounded real functionals:
\[ \mathcal{Y}^*_0(D) := \{ \Lambda \in \mathcal{Y}^*_0 : (\forall u \in D)\Lambda(u) > 0 \} = \{ \Lambda \in \mathcal{Y}^*_0 : D \subseteq D_\Delta \} \quad (23) \]
\[ \mathcal{Y}^{**}_0(D) := \{ \Lambda \in \mathcal{Y}^{**}_0 : (\forall u \in D)\Lambda(u) > 0 \} = \{ \Lambda \in \mathcal{Y}^{**}_0 : D \subseteq D_\Delta \}, \quad (24) \]

where we used Equation (20) for the second equalities. Clearly, \( \mathcal{Y}^*(D) \subseteq \mathcal{Y}^{**}(D) \) and \( \mathcal{Y}^*_0(D) \subseteq \mathcal{Y}^{**}_0(D) \). These sets are convex subcones of the convex cones \( \mathcal{Y}^* \) and \( \mathcal{Y}^{**}_0 \), respectively, and \( \mathcal{Y}^*(D) \) and \( \mathcal{Y}^*_0(D) \) are also convex cones in the dual linear space \( \mathcal{Y}^* \) of
continuous real linear functionals on $V$. Observe that, in particular for $D = V_{<0}$, taking into account Equations (17) and (18),

$$\mathcal{V}^*(V_{<0}) := \{ \Lambda \in \mathcal{V}^*: (\forall u \in V_{<0}) \Lambda(u) > 0 \} = V^*_{<0}$$

$$\mathcal{L}^*(V_{<0}) := \{ \Delta \in \mathcal{L}^*: (\forall u \in V_{<0}) \Delta(u) > 0 \} = L^*_{<0}.$$  

The following result, which is an immediate consequence of Corollary 13, identifies a number of interesting relationships between these sets of functionals. It tells us that, in some specific sense, the sets of linear functionals $\mathcal{V}^*(D)$ and $\mathcal{V}^*_{<0}(D)$ play a more fundamental role than the corresponding sets of superlinear functionals.

**Proposition 14.** Consider a set of desirable options $D \in \mathcal{D}$, and a superlinear bounded real functional $\Delta \in \mathcal{V}^*$. Then the following statements hold:

(i) $\mathcal{V}^*_{<0}(D) = \mathcal{V}^*(D \cup V_{<0}) \cap \mathcal{V}^*_{<0}$;

(ii) $\mathcal{L}^*_{<0}(D) = \mathcal{L}^*(D \cup V_{<0}) \cap \mathcal{L}^*_{<0}$;

(iii) $\Delta \in \mathcal{L}^*(D) \Rightarrow \mathcal{V}^*(\Delta) \subseteq \mathcal{V}^*(D)$;

(iv) $\Delta \in \mathcal{L}^*_{<0}(D) \Rightarrow \mathcal{V}^*(\Delta) \subseteq \mathcal{V}^*_{<0}(D)$.

**Proof.** We only prove the third statement; the proof of the first two statements is trivial, and the proof of the fourth statement is an immediate consequence of the first three. Now simply observe the following chain of equivalences:

$$\Delta \in \mathcal{L}^*(D) \Leftrightarrow (\forall u \in D) \Delta(u) > 0 \Leftrightarrow (\forall u \in D) (\forall \Lambda \in \mathcal{V}^*(\Delta)) \Lambda(u) > 0$$

$$\Leftrightarrow (\forall \Lambda \in \mathcal{V}^*(\Delta)) (\forall u \in D) \Lambda(u) > 0 \Leftrightarrow (\forall \Lambda \in \mathcal{V}^*(\Delta)) \Lambda \in \mathcal{V}^*(D).$$

**Running example 8.** Let’s go back to our coin example, in order to illustrate a few of the notions introduced in this section. Taking into account Equation (2), we find that, with obvious notations,

$$\Lambda \in \mathcal{D}^*_{<0} \Leftrightarrow (\forall (\alpha, \beta) \in \mathbb{R}^2) (\langle \alpha, \beta \rangle > 0 \Rightarrow \alpha \Lambda(I_{[0]} 1_{\varnothing}) + \beta \Lambda(I_{[1]} 1_{\varnothing}) > 0)$$

$$\Leftrightarrow (\Lambda(I_{[0]} 1_{\varnothing}), \Lambda(I_{[1]} 1_{\varnothing})) \not\in \varnothing,$$

(25) because we can identify options in $\mathcal{D}$ as well as linear functionals in $\mathcal{D}^*$ with elements of $\mathbb{R}^2$. Similarly,

$$\Lambda \in \mathcal{D}^*_{<0} \Leftrightarrow (\forall (\alpha, \beta) \in \mathbb{R}^2) (\langle \alpha, \beta \rangle \not\in 0 \Rightarrow \alpha \Lambda(I_{[0]} 1_{\varnothing}) + \beta \Lambda(I_{[1]} 1_{\varnothing}) > 0)$$

$$\Leftrightarrow (\Lambda(I_{[0]} 1_{\varnothing}), \Lambda(I_{[1]} 1_{\varnothing})) > 0.$$  

(26)

This guarantees that $\mathcal{D}^*_{<0} \not\subset \varnothing$ and $\mathcal{D}^*_{<0} \not\subset \mathcal{D}$. Also, $\text{Int}(\mathcal{D}^*_{<0}) = \text{Int}(\mathcal{D}^*_{<0}) = \mathcal{D}^*_{<0} \not\subset \mathcal{D}$; see also Figure 1. All of this is in accordance with the assumptions we’ve made in the beginning of this section.

More generally, we also find that for any set of desirable options $D$, after identifying both options in $\mathcal{D}$ as well as linear functionals in $\mathcal{D}^*$ with elements of $\mathbb{R}^2$

$$\Lambda \in \mathcal{D}^*(D) \Leftrightarrow (\forall (\alpha, \beta) \in D) (\alpha \Lambda(I_{[0]} 1_{\varnothing}) + \beta \Lambda(I_{[1]} 1_{\varnothing}) > 0)$$

$$\Leftrightarrow (\forall (\alpha, \beta) \in D) (\Lambda(I_{[0]} 1_{\varnothing}) \cdot (\alpha, \beta) > 0,$$

(27) where $\cdot$ represents the dot product in $\mathbb{R}^2$. These expressions suggest simple geometrical interpretations for the sets $\mathcal{D}^*(D)$, $\mathcal{D}^*(\mathcal{D}_{<0})$ and $\mathcal{D}^*(D)$ as subsets of $\mathbb{R}^2$. We give a few examples in Figure 4. Proposition 14 and Corollary 13 then allow us to see $\mathcal{D}^*(\mathcal{D}_{<0})$, $\mathcal{L}^*(\mathcal{D}_{<0})$ and $\mathcal{L}^*(D)$ as the collections of convex and compact subsets of these respective subsets $\mathcal{D}^*(D)$, $\mathcal{D}^*(\mathcal{D}_{<0})$ and $\mathcal{L}^*(D)$ of $\mathbb{R}^2$.  

Inspired by Walley’s [28] discussion of ‘strict desirability’, I’ll call a set of desirable options $D \in \mathcal{D}$ essentially Archimedean if it is coherent and open.

It turns out that there is a close connection between essentially Archimedean sets of desirable options and positive superlinear bounded real functionals. Before we can lay it
bare in Propositions 15–17, we need to find a way to associate a superlinear bounded real functional with a set of desirable options \( D \).

There are a number of different ways to achieve this, but I’ve found the following approach to be especially productive. Since we assumed from the outset that \( \text{Int}(\mathcal{Y}_{>0}) \neq \emptyset \), we can fix any \( u_0 \in \text{Int}(\mathcal{Y}_{>0}) \). We use this special option \( u_0 \) to associate with a set of desirable options \( D \) a specific (possibly extended) real functional \( \Delta_{D,u_0} : \mathcal{Y} \to \mathbb{R} \cup \{-\infty, +\infty\} \) by letting

\[
\Delta_{D,u_0}(u) := \sup\{\alpha \in \mathbb{R} : u - \alpha u_0 \in D\} \text{ for all } u \in \mathcal{Y},
\]

and, for its conjugate functional,

\[
\overline{\Delta}_{D,u_0}(u) := -\Delta_{D,u_0}(-u) = \inf\{\beta \in \mathbb{R} : \beta u_0 - u \in D\} \text{ for all } u \in \mathcal{Y}.
\]

**Proposition 15.** If the set of desirable options \( D \) is coherent, then \( \Delta_{D,u_0} \in \mathcal{Y}^* \). Moreover, \( \Delta_{D,u_0}(u) \geq 0 \) for all \( u \in D \) and \( \Delta_{D,u_0}(v) \leq 0 \) for all \( v \in D^c \).

**Proof.** We begin by proving that \( \Delta_{D,u_0} \leq \overline{\Delta}_{D,u_0} \). Indeed, assume \textit{ex absurdo} that there is some \( u \in \mathcal{Y} \) for which \( \Delta_{D,u_0}(u) > \overline{\Delta}_{D,u_0}(u) \), so there are real \( \alpha > \beta \) such that \( u - \alpha u_0 \in D \) and \( \beta u_0 - u \in D \). We then infer from coherence [Axiom D2] that \( (\beta - \alpha)u_0 = (u - \alpha u_0) + (\beta u_0 - u) \in D \), which is impossible because \( \beta < \alpha \) and \( u_0 \in D \) [indeed, Axiom D2 would then imply that \( 0 = (\beta - \alpha)u_0 + (\alpha - \beta)u_0 \in D \), contradicting Axiom D1].

Next, we show that \( \Delta_{D,u_0} \) is positively homogeneous. Consider any \( u \in \mathcal{Y} \) and any real \( \lambda > 0 \). By the coherence of \( D \) [Axiom D2], \( \lambda u - \alpha u_0 \in D \) if and only if \( u - \frac{1}{\lambda} u_0 \in D \). This guarantees that, indeed, \( \lambda \Delta_{D,u_0}(u) = \overline{\Delta}_{D,u_0}(u) \). It follows immediately that \( \Delta_{D,u_0} \) is positively homogeneous too.

Next, we show that \( \overline{\Delta}_{D,u_0} \)—and therefore also \( \Delta_{D,u_0} \)—is bounded, and therefore real-valued. Assume \textit{ex absurdo} that it isn’t, so \( \|\overline{\Delta}_{D,u_0}\|_{\mathcal{Y}^*} = +\infty \), implying that for any \( n \in \mathbb{N} \), there is some \( u_n \in \mathcal{Y} \setminus \{0\} \) such that \( \|\overline{\Delta}_{D,u_0}(u_n)\|_{\mathcal{Y}^*} > n \). Due to the positive homogeneity of \( \overline{\Delta}_{D,u_0} \) we’ve just proved, we may assume without loss of generality that \( \|u_n\|_{\mathcal{Y}} = 1 \), so we find that \( \overline{\Delta}_{D,u_0}(u_n) > n \) or \( \overline{\Delta}_{D,u_0}(u_n) < -n \). The latter alternative is
equivalent to $\Delta_D(u)(-u_o) > 0$, and therefore implies that also $\Delta_{D,u_o}(-u_o) > n$, because we've just proved that $\Delta_{D,u_o} \geq \Delta_{D,u_o}$. We may therefore assume without loss of generality that $\Delta_{D,u_o}(u_o) > n$, and therefore that $u_o - u_o \in D^c$, or equivalently that $[\mu u_o \in D^c]$, and we are led to the conclusion that $u_o \in \text{Cl}(D^c) = \text{Int}(D)^c$. This contradicts that $u_o \in \text{Int}(\mathcal{V}_{\geq 0}) \subseteq \text{Int}(D)$ [use Axiom $D_1$].

To show that $\Delta_{D,u_o}(0) = 0$. Since $0 - \mu u_o \notin D$ for $\mu \geq 0$ and at the same time $0 - \mu u_o \in D$ for $\mu < 0$, by coherence [use Axioms $D_2$ and $D_1$], this is immediate from Equation (28).

For the superadditivity of $\Delta_{D,u_o}$, consider any $u, v \in \mathcal{V}$. Consider any $\alpha, \beta \in \mathbb{R}$ such that both $\alpha < \Delta_{D,u_o}(u)$ and $\beta < \Delta_{D,u_o}(v)$, so $u - \alpha u_o \in D$ and $v - \beta u_o \in D$. But then $u + v - (\alpha + \beta)u_o \in D$ by the coherence of $D$ [Axiom $D_2$], implying that $\alpha + \beta \leq \Delta_{D,u_o}(u + v)$. Hence, indeed, $\Delta_{D,u_o}(u + v) \geq \Delta_{D,u_o}(u) + \Delta_{D,u_o}(v)$.

Finally, for any $v \notin D$, we have that $v - \alpha u_o \notin D$ for all $\alpha \geq 0$, by coherence [Axioms $D_2$ and $D_1$], and therefore indeed $\Delta_{D,u_o}(v) \leq 0$. And for any $u \in D$, we get that $u - \alpha u_o \in D$ for all $\alpha \leq 0$, by coherence [Axiom $D_2$], and therefore indeed $\Delta_{D,u_o}(u) \geq 0$. \bbox

**Proposition 16.** If the set of desirable options $D$ is coherent, then $D_{\Delta_D(\cdot)} = \text{Int}(D)$.

**Proof.** The coherence of $D$ and Proposition 15 guarantee that $\Delta_{D,u_o} \in \mathcal{L}^*$. It therefore suffices to show that for any $u, u \in \text{Int}(D) \iff \Delta_{D,u_o}(u) > 0$.

First, assume that $u \notin \text{Int}(D)$, then $\text{Int}(D) = \text{Cl}(D^c)$, there is some sequence $u_n \in D^c$ such that $u_n \to u$, and therefore also $\Delta_{D,u_o}(u_n) \to \Delta_{D,u_o}(u)$, by the continuity of $\Delta_{D,u_o}$ [use $\Delta_{D,u_o} \in \mathcal{L}^*$ and Proposition 11]. Since $\Delta_{D,u_o}(u_n) \leq 0$ by Proposition 15, we see that, indeed, $\Delta_{D,u_o}(u) \leq 0$.

Next, assume that $u \in \text{Int}(D)$, so $B(u, \delta) := \{v \in \mathcal{V} : \|v - u\|_{\mathcal{V}} < \delta\} \subseteq D$ for some real $\delta > 0$. Let $u_e := u - \epsilon u_o$ for all real $\epsilon > 0$, then $\|u_e - u\|_{\mathcal{V}} = \|u - u_o\|_{\mathcal{V}} = \epsilon\|u_o\|_{\mathcal{V}}$, so if we pick any $0 < \epsilon < \delta/\|u_o\|_{\mathcal{V}}$, we find that $u_e \in B(u, \delta)$ and therefore $u_e \in D$, whence

$$0 \leq \Delta_{D,u_o}(u_e) = \Delta_{D,u_o}(u - \epsilon u_o) = \Delta_{D,u_o}(u) - \epsilon,$$

where the inequality follows from Proposition 15, and the last equality from Equation (28). Hence, indeed, $\Delta_{D,u_o}(u) \geq \epsilon > 0$. \bbox

**Proposition 17 (Representation).** A set of desirable options $D \in \mathcal{D}$ is essentially Archimedean if and only if there is some $\Lambda \in \mathcal{L}^*_{\geq 0}$ such that $D = D_{\Lambda}$. In that case, we always have that $D = D_{\Delta_{\Lambda,u_o}}$ and therefore in particular also $\Delta_{D,u_o} \in \mathcal{L}^*(\mathcal{D})$.

**Proof.** For sufficiency, we need to consider any $\Lambda \in \mathcal{L}^*_{\geq 0}$ and prove that $D_{\Lambda}$ is essentially Archimedean. That $D_{\Lambda}$ is open, follows at once from the continuity of $\Lambda$, so we only need to focus on coherence. Since Axiom $\text{SL}_1$ implies that $\Lambda(0) + \Lambda(0) \leq \Lambda(0)$, and since $\Lambda$ is real-valued, we know that $\Lambda(0) \leq 0$, so Equation (20) implies that $0 \notin D_{\Lambda}$. Hence, $D_{\Lambda}$ satisfies Axiom $D_1$. For Axiom $D_3$, it suffices to observe that for any $u \in \mathcal{V}_{> 0}$, $\Lambda(u) > 0$ because $\Lambda \in \mathcal{L}_{\geq 0}$, so $u \in D_{\Lambda}$ by Equation (20). Let's now turn to Axiom $D_2$. Consider any $u, v \in D_{\Lambda}$ and any $(\lambda, \mu) > 0$. It then follows from Equation (20) that $\Lambda(u) > 0$ and $\Lambda(v) > 0$, and from Axioms $\text{SL}_2$ and $\text{SL}_1$ that $\lambda \Lambda(u) + \mu \Lambda(v) \geq \Lambda(\lambda u + \mu v)$. Since $(\lambda, \mu) > 0$, this implies that $\Lambda(\lambda u + \mu v) > 0$, which in turn implies that $\lambda u + \mu v \in D_{\Lambda}$ by Equation (20). So $D_{\Lambda}$ satisfies Axiom $D_2$.

To prove necessity, we consider any essentially Archimedean $D$, so $D$ is both coherent and open. Proposition 16 then guarantees that $D = \text{Int}(D) = D_{\Delta_{\Lambda,u_o}}$. Also recall that, by coherence [Axiom $D_2$], $\mathcal{V}_{> 0} \subseteq D$, and therefore also $\Delta_{D,u_o}(u) > 0$ for all $u > 0$. Hence also $\Delta_{D,u_o} \in \mathcal{L}^*_{> 0}$, which completes the proof of the ‘if and only if’ statement. For the rest of the proof, assume that there is some $\Lambda \in \mathcal{L}_{> 0}$ such that $D = D_{\Lambda}$. But then $D$ is open, because $\Lambda$ is continuous, and therefore $D = \text{Int}(D)$. Since Proposition 16 guarantees that also $D_{\Delta_{\Lambda,u_o}} = \text{Int}(D)$, we are done. \bbox
For sets of desirable options that are essentially Archimedean and mixing, we have similar results in terms of linear rather than superlinear bounded real functionals.

**Proposition 18.** If the set of desirable options $D$ is mixing, then $\Lambda_D \in \mathcal{Y}^*$, and we’ll then denote this linear bounded real functional by $\Lambda_D$. Moreover, $\Lambda_D(u) \geq 0$ for all $u \in D$ and $\Lambda_D(v) \leq 0$ for all $v \in D^c$.

**Proof.** We only need to prove, by Proposition 15, that $\Lambda_D$ is linear, which amounts to showing that it’s also subadditive. So for any $u, v \in \mathcal{Y}$, we show that $\Lambda_D(u + v) \leq \Lambda_D(u) + \Lambda_D(v)$. Fix any $\mu \in \mathbb{R}$ such that $\mu > \Lambda_D(u) + \Lambda_D(v) =: \lambda$ and let $\varepsilon := \frac{1}{2}(\mu - \lambda) > 0$. Then $u_\varepsilon := u - (\Lambda_D(u) + \varepsilon)u_\varepsilon \notin D$ and $v_\varepsilon := v - (\Lambda_D(v) + \varepsilon)u_\varepsilon \notin D$, by Equation (28). So if we let $A := \{u_\varepsilon, v_\varepsilon\}$, then $A \cap D = \emptyset$. Since $A \subseteq \text{posi}(A)$, it follows from the mixingness of $D$ [Axiom DM and contraposition] that also $\{u_\varepsilon, v_\varepsilon, u_\varepsilon + v_\varepsilon\} \cap D = \emptyset$. Hence, we find that

$$u + v - \mu u_\varepsilon = u + v - (\lambda + 2\varepsilon)u_\varepsilon = u_\varepsilon + v_\varepsilon \notin D.$$  

Since this holds for all real $\mu > \lambda$, it follows from Equation (28) that $\Lambda_D(u + v) \leq \lambda$, as desired. \qed

**Proposition 19** (Representation). A set of desirable options $D \in \mathcal{D}$ is essentially Archimedean and mixing if and only if there is some $\Lambda \in \mathcal{Y}^*_0$ such that $D = D_\Lambda$. In that case, we always have that $D = D_\Lambda$, and therefore in particular also $\Lambda_D \in \mathcal{Y}^*_0(D)$.

**Proof.** For sufficiency, we have to consider any $\Lambda \in \mathcal{Y}^*_0$, and prove that $D_\Lambda$ is essentially Archimedean and mixing. Since also $\Lambda \in \sum_{\varepsilon > 0}$, we infer from Proposition 17 that $D_\Lambda$ is essentially Archimedean, so it only remains to show that it is mixing. So let us consider any $A \in \mathcal{A}$ and assume that $\text{posi}(A) \cap D_\Lambda \neq \emptyset$, then we must prove that $A \cap D_\Lambda \neq \emptyset$. That $\text{posi}(A) \cap D_\Lambda \neq \emptyset$ means that there are $n \in \mathbb{N}$, $u_k \in A$ and real $\lambda_k > 0$ such that $0 < \Lambda(\sum_{k=1}^n \lambda_k u_k) = \sum_{k=1}^n \lambda_k \Lambda(u_k)$. This indeed implies that there is some $u_k \in A$ for which $\Lambda(u_k) > 0$.

The rest of the proof is immediate if we combine Propositions 17 and 18. \qed

**Running example 9.** Going back to our coin example, we now intend to show that both the coherent sets of desirable options $D_\theta$ and $D_\tau$, introduced in its instalment 3, are essentially Archimedean and mixing. A related argument will show that the set of desirable options $D_\tau$ from instalment 4 is essentially Archimedean, but only mixing if $p = \overline{p}$.

Indeed, if we recall from instalment 7 the definition in Equation (16) of the linear bounded real functional $\Lambda_\theta \in \mathcal{Y}^*$ and the superlinear bounded real functional $\Lambda_\tau \in \mathcal{Y}^*$ on $\mathcal{A}$, then it follows from the equivalence in Equation (7) that $D_\theta = D_{\Lambda_\theta}$, and therefore also $D_\theta = D_{\Lambda_\theta}$ for $0 < p \leq p \leq p < 1$; see Figure 5. When $p = p = 0$ or $p = p = 1$, similar conclusions hold only when we consider $\cap$ as a background ordering. In all those cases, Proposition 17 guarantees that $D_\theta = D_{\Lambda_\theta}$ is essentially Archimedean, and Proposition 19 guarantees that $D_\theta = D_{\Lambda_\theta}$ is essentially Archimedean and mixing. This holds in particular also for $D_\theta = D_{\Lambda_\theta}$ (with $p = p = p = 1$) and $D_\tau = D_{\Lambda_\theta}$ (with $p = p = p = 0$) when we consider $\cap$ as a background ordering. \triangle

### 6. Normalisation

Proposition 17 has interesting implications, and it will be helpful to pay more attention to them, in order to achieve a better understanding of what we are actually doing in Propositions 15–19 above. The essentially Archimedean sets of desirable options $D$ are all those, and only those, for which there is some superlinear bounded real functional $\Lambda_\in \mathcal{Y}^*_0$ such that $D = D_{\Lambda}$. But Proposition 17 also guarantees that in this representation $D_{\Lambda}$ for $D$, the
superlinear bounded real functional $\Lambda \in \mathcal{V}'_{>0}$ can always be replaced by the superlinear bounded real functional $\Lambda_{\mathcal{D}_{\Delta u_0}} \in \mathcal{V}'_{>0}$, as we know that

$$D = D_{\Lambda} = D_{\Lambda_{\mathcal{D}_{\Delta u_0}}}.$$  

The import of all this is that we can associate, with any $u_0 \in \text{Int}(\mathcal{V}_{>0})$, the following so-called normalisation transformation of $\mathcal{V}'$:

$$N_{u_0} : \mathcal{V}' \rightarrow \mathcal{V}' : \Delta \mapsto N_{u_0} \Delta := \Delta_{\mathcal{D}_{\Delta u_0}}$$

where, after a few elementary manipulations, we get

$$N_{u_0} \Delta(u) = \sup\{\alpha \in \mathbb{R} : \Delta(u - \alpha u_0) > 0\} \text{ for all } u \in \mathcal{V}'.$$  

(29)

We list a few properties of the normalisation $N_{u_0}$ below. They show, amongst other things, that $N_{u_0}$ converts any positive bounded superlinear functional $\Lambda$ to a version $N_{u_0} \Lambda$ that is normalised and constant additive with respect to the option $u_0$. Moreover, it’s the purport of Proposition 17 that if $\Lambda$ represents an essentially Archimedean $D$ in the sense that $D = D_{\Lambda}$, then so does the version $N_{u_0} \Lambda$ in the sense that also $D = D_{N_{u_0} \Lambda}$. Finally, the normalisation $N_{u_0}$ is also internal in the set of positive bounded linear functionals $\mathcal{V}'_{>0}$: if $\Lambda \in \mathcal{V}'_{>0}$, then also $N_{u_0} \Lambda \in \mathcal{V}'_{>0}$.

**Proposition 20.** Consider any $u_0 \in \text{Int}(\mathcal{V}_{>0})$ and let $D \in \mathcal{D}$ be any set of desirable options. Then for all $\Delta \in \mathcal{V}'_{>0}$ and $\Lambda \in \mathcal{V}'_{>0}$, the following statements hold:

(i) $D_{\Lambda} = D_{N_{u_0} \Lambda}$; [preserves open cone]

(ii) if $\Delta \in \mathcal{V}'_{>0,0}(D)$ then $N_{u_0} \Delta \in \mathcal{V}'_{>0}(D)$; [internality]

(iii) $N_{u_0} \Delta(u_0) = -N_{u_0} \Delta(-u_0) = 1$; [normalisation]

(iv) $N_{u_0} \Delta(u + \mu u_0) = N_{u_0} \Delta(u) + \mu$ for all $u \in \mathcal{V}'$ and $\mu \in \mathbb{R}$; [constant additivity]

(v) if $\Delta(u + \mu u_0) = \Delta(u) + \mu$ for all $u \in \mathcal{V}'$ and $\mu \in \mathbb{R}$, then $N_{u_0} \Delta = \Delta$; [fixpoints]

(vi) $N_{u_0} \Delta_\mathcal{D}_{\Delta u_0} = \Delta_\mathcal{D}_{\Delta u_0}$; [identempotency]

(vii) $N_{u_0} \Delta_{\mathcal{D}_{\Delta u_0}} = \Delta_{\mathcal{D}_{\Delta u_0}}$; [special fixpoint]

(viii) if $\Lambda \in \mathcal{V}'_{<0}(D)$ then $N_{u_0} \Lambda \in \mathcal{V}'_{<0}(D)$; [linear internality]

(ix) $N_{u_0} \Lambda = \Lambda / \Lambda(u_0)$; [linear normalisation]
Proof. First of all, observe that \( u_0 \in \text{Int}(\mathcal{Y}_0) \) implies that \( \Delta(u_0) > 0 \) for all \( \Delta \in \mathcal{Y}_0^* \). Statement (i) is an immediate consequence of the definition of the normalisation \( N_{u_0} \), which is enabled by Proposition 17. It leads trivially to (ii), and the linear counterpart (viii) follows directly from Proposition 19. For (iii), consider that

\[
N_{u_0} \Delta(u_0) = \sup\{\alpha \in \mathbb{R}: \Delta((1 - \alpha)u_0) > 0\},
\]

and recall that \( \Delta \in \mathcal{Y}_0^* \) implies that \( \Delta((1 - \alpha)u_0) > 0 \iff \alpha < 1 \). Similarly, consider that

\[
N_{u_0} \Delta(-u_0) = \sup\{\alpha \in \mathbb{R}: \Delta(-(1 + \alpha)u_0) > 0\},
\]

and recall that \( \Delta \in \mathcal{Y}_0^* \) implies that \( \Delta(-(1 + \alpha)u_0) > 0 \iff \alpha < -1 \). For (iv), observe that

\[
N_{u_0} \Delta(u + \mu u_0) = \sup\{\alpha \in \mathbb{R}: \Delta(u - (\alpha - \mu)u_0) > 0\} = \sup\{\beta + \mu \in \mathbb{R}: \Delta(u - \beta u_0) > 0\} = N_{u_0} \Delta(u) + \mu.
\]

For (v), consider that it follows from the constant additivity assumption that, indeed,

\[
N_{u_0} \Delta(u) = \sup\{\alpha \in \mathbb{R}: \Delta(u - \alpha u_0) > 0\} = \sup\{\alpha \in \mathbb{R}: \Delta(u) > \alpha \} = \Delta(u)
\]

for all \( u \in \mathcal{Y} \). For (vi) it’s enough to combine (v) and (iv). Similarly, for (vii) it suffices to observe that the definition of \( \Delta_{\mathcal{M}} \) guarantees that it is constant additive, and to apply (v).

For (ix), take into account that \( \Lambda(u - \alpha u_0) > 0 \iff \Lambda(u) > \alpha \Lambda(u_0) \), and that \( \Lambda(u_0) > 0 \). □

Running example 10. In our coin example, we see that \( I_\mathcal{F} = I_{[\mathbb{R}]} I_\mathcal{F} + I_{\{1\}} I_\mathcal{F} \) and therefore, using the notations from instalment 7,

\[
\|d - 1_\mathcal{F}\|_\sup = \max\{|d(H, T) - 1|, |d(T, T) - 1|\} < \frac{1}{2} \iff \frac{1}{2} \leq d(\bullet, T) \leq \frac{3}{2},
\]

which implies that the unit ball around \( 1_\mathcal{F} \) with radius \( \frac{1}{2} \) lies entirely inside the positive cones \( \mathcal{D}_{\geq 0} \) and \( \mathcal{D}_{> 0} \), and therefore \( 1_\mathcal{F} \in \text{Int}(\mathcal{D}_{\geq 0}) = \text{Int}(\mathcal{D}_{> 0}) \).

Consider the linear bounded real functional \( \Lambda_p \in \mathcal{Y}^* \) and the superlinear bounded real functional \( \Delta_p \in \mathcal{Y}^* \) on \( \mathcal{D} \), defined in Equation (16) of instalment 7, then we find that

\[
\Delta_p(d + \mu 1_\mathcal{F}) = \mathcal{E}_p(d(\bullet, T) + \mu) = \mathcal{E}_p(d(\bullet, T)) + \mu = \Delta_p(d) + \mu
\]

for all \( d \in \mathcal{D} \) and all \( \mu \in \mathbb{R} \).

Proposition 20(v) then guarantees that \( N_{1_\mathcal{F}} \Delta_p = \Delta_p \), and similarly, \( N_{1_\mathcal{F}} \Lambda_p = \Lambda_p \), so these functionals are already ‘normalised’. △

7. Archimedeanity for Sets of Desirable Options

One of the drawbacks of working with essentially Archimedean sets of desirable options in Section 5, is that they don’t constitute an intersection structure—and therefore don’t come with a conservative inference method: an arbitrary intersection of essentially Archimedean sets of desirable options is no longer necessarily essentially Archimedean, simply because openness is not necessarily preserved under arbitrary intersections.

In order to remedy this, we now turn to arbitrary intersections of essentially Archimedean models, which of course do constitute an intersection structure. We’ll see that these types of models also allow for a very elegant and general representation, and are related to the evenly continuous models described by Cozman [6] in the more restrictive context of finite-dimensional gamble spaces.

We’ll call a set of desirable options \( D \in \mathcal{D} \) Archimedean if it is coherent and if the following separation property is satisfied; see also Figure 6:⁴

\[
D_{\Lambda}: (\forall u \notin D)(\exists \Delta \in \mathcal{Y}_0^*(D)) \Delta(u) \leq 0,
\]

and we denote by \( \mathcal{D}_{\Lambda} \) the set of all Archimedean sets of desirable options.

It is a fairly immediate consequence the Hahn–Banach theorem version for superlinear bounded real functionals [Theorem 12] that this separation property is equivalent to

⁴Observe, by the way, that if \( D \) is coherent, then \( \Delta \in \mathcal{Y}_0^*(D) \) implies that \( \mathcal{Y}_{0} \subseteq D \subseteq D_{\Delta} \) and therefore also \( \Delta \in \mathcal{Y}_{0}^*(D) \). This implies that \( \mathcal{Y}_0^*(D) = \mathcal{Y}_{0}^*(D) \). Similarly, \( \mathcal{Y}_0^*(D) = \mathcal{Y}_{0}^*(D) \).
\[D^\circ_A \times (\forall u \not\in D)(\exists \Lambda \in \mathcal{Y}^*(D))\Lambda(u) \leq 0,\]

which shows that the Archimedean sets of desirable option sets are in particular also evenly convex; see for instance [7, Definition 1].

Proof. That \(D^\circ_A \Rightarrow D_A\) is immediate, because \(\mathcal{Y}^* \subseteq \mathcal{Y}^*\) and, therefore, \(\mathcal{Y}^*(D) \subseteq \mathcal{Y}^*(D)\). For the converse implication, namely \(D_A \Rightarrow D^\circ_A\), fix any \(u \in D\), then we know from the assumption \(D_A\) that there is some \(\Delta \in \mathcal{Y}^*\) such that \(D \subseteq D_A\) and \(\Delta(u) \leq 0\). When we now invoke Theorem 12, we find that there is some \(\Lambda \in \mathcal{Y}^*(\Delta)\) such that \(\Lambda(u) = \Delta(u) \leq 0\). And since \(\Lambda \in \mathcal{Y}^*(\Delta)\) implies that \(\Lambda(v) \geq \Delta(v) > 0\) for all \(v \in D\), we find that \(D \subseteq D_A\) and therefore \(\Lambda \in \mathcal{Y}^*(D)\). \(\square\)

Since, by Proposition 17, all essentially Archimedean sets of desirable options have the form \(D_A\) for \(\Delta \in \mathcal{Y}^*_{\geq 0}\), Equation (20) points to the fact that all essentially Archimedean models are also Archimedean:

\[(\forall \Delta \in \mathcal{Y}^*_{\geq 0})D_A \in \mathfrak{D}_A\text{ and in particular also } (\forall \Lambda \in \mathcal{Y}^*_{\geq 0})D_A \in \mathfrak{D}_A.\] (30)

It is also easy to see that \(\mathfrak{D}_A\) is an intersection structure. Indeed, consider any non-empty family of Archimedean sets of desirable options \(D_i, i \in I\) and let \(D := \bigcap_{i \in I} D_i\), then we already know that \(D\) is coherent, so we only need to check that the separation condition \(D_A\) is satisfied. So consider any \(u \not\in D\), meaning that there is some \(i \in I\) such that \(u \not\in D_i\). Hence there is some \(\Delta \in \mathcal{Y}^*(D_i)\) such that \(\Delta(u) \leq 0\). Since it follows from \(D \subseteq D_i\) and Equation (22) that also \(\Delta \in \mathcal{Y}^*(D)\), we see that, indeed, \(D\) is Archimedean.

That \(\mathfrak{D}_A\) is an intersection structure also implies that we can introduce an Archimedean closure operator \(\text{cl}_{\mathfrak{D}_A}\) \(D \to \mathfrak{D}_A \cup \{\emptyset\}\) by letting

\[\text{cl}_{\mathfrak{D}_A}(\mathcal{A}) := \bigcap\{D \in \mathfrak{D}_A : \mathcal{A} \subseteq D\}\text{ for all } \mathcal{A} \subseteq \mathcal{Y}\]

be the smallest—if any—Archimedean set of desirable options that includes \(\mathcal{A}\). We call an assessment \(\mathcal{A} \subseteq \mathcal{Y}\) Archimedean consistent if \(\text{cl}_{\mathfrak{D}_A}(\mathcal{A}) \neq \emptyset\), or equivalently, if \(\mathcal{A}\) is included in some Archimedean set of desirable options. The closure operator \(\text{cl}_{\mathfrak{D}_A}\) implements conservative inference with respect to the Archimedeanity axioms, in that it extends an Archimedean consistent assessment \(\mathcal{A}\) to the most conservative—smallest possible—Archimedean set of desirable options \(\text{cl}_{\mathfrak{D}_A}(\mathcal{A})\).

**Theorem 21** (Closure). For any set of desirable options \(D \in \mathcal{D}\), we have that \(\text{cl}_{\mathfrak{D}_A}(D) = \bigcap\{D_A : \Lambda \in \mathcal{Y}^*_{\geq 0}(D)\} = \bigcap\{D_A : \Lambda \in \mathcal{Y}^*_{\geq 0}(D)\}\). Hence, \(K\) is Archimedean consistent if and only if \(\mathcal{Y}^*_0(D) \neq \emptyset\), or equivalently, \(\mathcal{Y}^*_0(D) \neq \emptyset\). And an Archimedean consistent \(D\) is Archimedean if and only if \(D = \bigcap\{D_A : \Lambda \in \mathcal{Y}^*_{\geq 0}(D)\} = \bigcap\{D_A : \Lambda \in \mathcal{Y}^*_{\geq 0}(D)\}\).

Proof. We only give a proof for the first statement, because the second and third statements are trivial consequences of the first. First of all, it follows from Equation (30) that if \(D\) is not Archimedean consistent, the statement is trivially true, as all terms in the chain of equalities
are then equal to \( \gamma \), as empty intersections. To see this, assume that \( D \) is not Archimedean consistent, so \( D \not\subseteq D' \) for all \( D' \) in \( \overline{D}_A \), and hence, by Equation (30), in particular \( D \not\subseteq D_\Lambda \) for all \( \Lambda \) in \( \mathcal{L}_2,0 \). This implies, by Equation (24), that indeed \( \gamma^{*,0}_0(D) = \emptyset \). A similar argument shows that then also \( \gamma^{*,0}_0(D) = \emptyset \).

So we may assume without loss of generality that \( D \) is Archimedean consistent. But then Equation (30) and \( \gamma^{*,0}_0(D) \subseteq \bigcap D_\Lambda \) imply that

\[
D_\Lambda := \overline{D}_A(D) \subseteq \bigcap \{D_\Lambda : \Lambda \in \mathcal{L}_2,0(D)\} \subseteq \bigcap \{D_\Lambda : \Lambda \in \gamma^{*,0}_0(D)\},
\]

because if \( \Lambda \in \mathcal{L}_2,0(D) \) then \( D_\Lambda \) is Archimedean and \( D \subseteq D_\Lambda \). So our proof will be complete if we can show that \( \bigcap \{D_\Lambda : \Lambda \in \gamma^{*,0}_0(D)\} \subseteq D_\Lambda \). To do so, assume that \( u \notin D_\Lambda \), then since \( D_\Lambda \) is Archimedean, the separation property \( D_\Lambda^o \) tells us that there is some \( \Lambda \in \gamma^+(D_\Lambda) \) such that \( u \notin D_\Lambda \). Since \( D_\Lambda \) is in particular coherent, \( \Lambda \in \gamma^+(D_\Lambda) \) implies that \( \gamma^-(D_\Lambda) \subseteq D \subseteq D_\Lambda \), and therefore also \( \Lambda \in \gamma^{*,0}_0(D_\Lambda) \). But since \( D_\Lambda \subseteq D_\Lambda \), we infer from Equation (23) that \( \gamma^{*,0}_0(D_\Lambda) \subseteq \gamma^{*,0}_0(D) \). We conclude that there is some \( \Lambda \in \gamma^{*,0}_0(D) \) such that \( u \notin D_\Lambda \), and therefore, also \( u \notin \bigcap \{D_\Lambda : \Lambda \in \gamma^{*,0}_0(D)\} \). \( \square \)

The following important representation theorem confirms that the essentially Archimedean sets of desirable options can be used to represent all Archimedean sets of desirable options via intersection.

**Corollary 22 (Representation).** For any set of desirable options \( D \in \mathbf{D} \), the following statements are equivalent:

(i) \( D \) is Archimedean;

(ii) there is some non-empty set \( \mathcal{L} \subseteq \mathcal{L}_2,0 \) of positive superlinear bounded real functionals such that \( D = \bigcap \{D_\Lambda : \Lambda \in \mathcal{L}\} \);

(iii) there is some non-empty set \( \mathcal{L} \subseteq \mathcal{L}_2,0 \) of positive linear bounded real functionals such that \( D = \bigcap \{D_\Lambda : \Lambda \in \mathcal{L}\} \).

In that case, the largest such set \( \mathcal{L} \) is \( \gamma^{*,0}_0(D) \), and the largest such set \( \mathcal{L} \) is \( \gamma^{*,0}_0(D) \).

**Proof.** We prove that (i)\(\Rightarrow\)(ii). The proof that (i)\(\Leftrightarrow\)(iii) is completely analogous.

(i)\(\Rightarrow\)(ii). If \( D \) is Archimedean, then \( \overline{D}_A(D) = D \). Now use Theorem 21.

(ii)\(\Rightarrow\)(i). Since all \( D_\Lambda, \Lambda \in \mathcal{L} \) are Archimedean—because essentially Archimedean by Proposition 17—so is their intersection \( D \).

The final statement now follows without too many difficulties from Theorem 21. \( \square \)

The discussion in Section 6 shows that the sets of functionals in Theorem 21 and Corollary 22 can also be replaced by \( \mathcal{N}_o(\gamma^{*,0}_0(D)), \mathcal{N}_o(\gamma^{*,0}_0(D)), \mathcal{N}_o^o(\mathcal{L}) \) and \( \mathcal{N}_o^o(\mathcal{L}) \) respectively, where \( u_o \) is any option in \( \text{Int}(\gamma^{*,0}_0) \). The sets \( \mathcal{N}_o^o(\gamma^{*,0}_0(D)) \) and \( \mathcal{N}_o^o(\gamma^{*,0}_0(D)) \) will now be the largest sets of positive bounded superlinear (linear) functionals that achieve representation and all of whose members are constant additive with respect to the option \( u_o \).

Corollary 22, in combination with Proposition 17, shows that a set of desirable options is Archimedean if and only if it is an intersection of open coherent sets of desirable options. The present notion of Archimedeanity for sets of desirable option sets therefore coincides with the even continuity introduced by Cozman [6] in the more restrictive context of finite-dimensional option—or rather gamble—spaces.

Finally, Proposition 19 leads us to conclude that for sets of desirable options that are *mixing*, the notions of Archimedeanity and essential Archimedeanity coincide: the mixing (essentially) Archimedean sets of desirable options are exactly the \( D_\Lambda \) for \( \Lambda \in \mathcal{L}_2,0 \). To see in more detail how the argument works, it suffices to consider the following result.

**Proposition 23.** For all mixing sets of desirable options \( D \in \overline{D}_M \) and any \( u_o \in \text{Int}(\gamma^{*,0}_0) \), the following statements are equivalent:

(i) \( D \) is Archimedean consistent;

(ii) \( D \) is Archimedean;
(iii) $D$ is essentially Archimedean;
(iv) $N_{d_o}(\mathcal{Y}^*_{<0}(D)) = N_{d_o}(\mathcal{Y}^*_{\leq 0}(D)) = \{\Lambda_{D,d_o}\}$;
(v) $D = D_{D_{\Lambda_{D,d_o}}}$.

**Proof.** We begin by recalling from Proposition 18 that $\Lambda_{D,d_o}$ is a linear bounded real functional, also denoted by $\Lambda_{D,d_o}$, because $D$ is mixing, by assumption. Moreover, it holds that

$$\Lambda_{D,d_o}(u) > 0 \Rightarrow u \in D \text{ for all } u \in \mathcal{V}.$$  \hspace{1cm} (31)

To see this, observe that $\Lambda_{D,d_o}(u) > 0$ implies that there is some real $\alpha > 0$ such that $u - \alpha d_o \in D$. Moreover, also $d_o \in \text{Int}(\mathcal{Y}_{<0}) \subseteq \mathcal{Y}_{\leq 0} \subseteq D$, where the last inclusion follows from Axiom $D_3$. But then Axiom $D_2$ guarantees that $u = (u - \alpha d_o) + \alpha d_o \in D$. We’ll now prove that (i)$\Rightarrow$(iv)$\Rightarrow$(iii)$\Rightarrow$(ii)$\Rightarrow$(i).

(i)$\Rightarrow$(iv). Assume that $D$ is Archimedean consistent. Then we infer from Theorem 21 that $\mathcal{Y}_{<0}(D) \neq \emptyset$. So, consider any $\Delta \in \mathcal{Y}_{<0}(D)$, implying that $\Delta \in \mathcal{Y}_{\leq 0}$ and $D \subseteq D_{\Lambda} = D_{\Lambda_{D,d_o}}$ [use Proposition 20(i)]. We’ll first show that $N_{d_o}\Delta$ is linear. First of all, if we consider any $u,v \in \mathcal{V}$, then the mixingness of $\Lambda$ implies in particular that if $u+v \in D$, then $\{u,v\} \cap D \neq \emptyset$, and therefore $N_{d_o}\Lambda(u) > 0$ or $N_{d_o}\Lambda(v) > 0$. Now consider any $w \in \mathcal{V}$ and any real $\varepsilon > 0$, and let $u := w - N_{d_o}\Lambda(w)u_o$ and $v := N_{d_o}\Lambda(w)u_o - w + \varepsilon u_o$. Then $u + v = \varepsilon u_o \in D$, and therefore [use Proposition 20(iv)]

$$0 < N_{d_o}\Lambda(u) = N_{d_o}\Lambda(w) - N_{d_o}\Lambda(w)$$

or

$$0 < N_{d_o}\Lambda(v) = N_{d_o}\Lambda(w) + \varepsilon + N_{d_o}\Lambda(-w),$$

whence $-N_{d_o}\Lambda(-w) < N_{d_o}\Lambda(w) + \varepsilon$. Since this holds for all $\varepsilon > 0$ and all $w \in \mathcal{V}$, this implies that the superlinear bounded real functional $N_{d_o}\Delta$ is self-conjugate [use Proposition 15 and Proposition 10(i)], and therefore indeed linear.

Equation (31), the linearity of both $\Lambda_{D,d_o}$ and $N_{d_o}\Delta$, and the fact that $D \subseteq D_{\Lambda_{D,d_o}}$ now allow us to conclude that both

$$\Lambda_{D,d_o}(u) > 0 \Rightarrow N_{d_o}\Lambda(u) > 0 \text{ and } \Lambda_{D,d_o}(u) < 0 \Rightarrow N_{d_o}\Lambda(u) < 0 \text{ for all } u \in \mathcal{V}. \hspace{1cm} (32)$$

Now consider any $w \in \mathcal{V}$, and let in particular $u := w - N_{d_o}\Lambda(w)u_o$, then [use Proposition 20(iv) and Equation (28)]

$$N_{d_o}\Lambda(u) = N_{d_o}\Lambda(w) - N_{d_o}\Lambda(w) = 0 \text{ and } \Lambda_{D,d_o}(u) = \Lambda_{D,d_o}(w) - N_{d_o}\Lambda(w).$$

Equation (32) then guarantees that $\Lambda_{D,d_o}(w) = N_{d_o}\Lambda(w)$. This shows that $N_{d_o}(\mathcal{Y}^*_{\leq 0}(D)) = \{\Lambda_{D,d_o}\}$, whence also $N_{d_o}(\mathcal{Y}^*_{<0}(D)) = \{\Lambda_{D,d_o}\}$.

(iv)$\Rightarrow$(v). Since $\mathcal{Y}^*_{<0}(D)$ is non-empty, by assumption, we can consider any $\Delta \in \mathcal{Y}^*_{<0}(D)$. But then $D \subseteq D_{\Delta} = D_{\Lambda_{D,d_o}} = D_{\text{Int}(D)} \subseteq D$, where the first equality follows from Proposition 20(i), the second equality from the assumption, and the third equality from Propositions 18 and 16.

(v)$\Rightarrow$(iii). Use Proposition 19.

(iii)$\Rightarrow$(ii). Use Equation (30).

(ii)$\Rightarrow$(i). Trivial. \hfill \square

**Running example 11.** In our coin example, let us consider the set of desirable options $D_{\{\scriptstyle \mathcal{P}, \top\}}$ defined by

$$d \in D_{\{\scriptstyle \mathcal{P}, \top\}} \iff \begin{cases} \mathcal{P}d(d(\bullet, \top)) \geq 0 & \text{if } d(\mathcal{H}, \top) \geq d(\mathcal{T}, \top) \\ \mathcal{P}d(d(\bullet, \top)) \geq 0 & \text{if } d(\mathcal{H}, \top) \leq d(\mathcal{T}, \top) \end{cases} \text{ and } d(\bullet, \top) \neq 0, \text{ for all } d \in \mathcal{D},$$

where we assume that $0 < p < \overline{p} < 1$; see Figure 7 for a graphical representation. It’s not difficult to see that $D_{\{\scriptstyle \mathcal{P}, \top\}} = \bigcap_{p \in \{\scriptstyle \mathcal{P}, \top\}} D_p$, where, as in instalment 4,

$$d \in D_p \iff \mathcal{P}d(d(\bullet, \top)) = pd(\mathcal{H}, \top) + \left(1 - p\right)d(\mathcal{T}, \top) > 0, \text{ for all } d \in \mathcal{D}.$$
We’ve seen in instalment 9 that all such $D_p$ are essentially Archimedean, under both background orderings $>$ and $\otimes$. It therefore follows from Theorem 21 that the intersection $D_{[E_{\|p]}-\rho]}$ is Archimedean under these background orderings as well. But $D_{[E_{\|p]}-\rho]}$ is not essentially Archimedean, as it’s clearly not an open set.

\[ \triangle \]

**Figure 7.** The Archimedean but not essentially Archimedean set of desirable options $D_{[E_{\|p]}-\rho]}$, represented by the values $d(\bullet, \top)$ that its elements $d \in D_{[E_{\|p]}-\rho]}$ assume in the reward $\top$. The full blue lines represent ‘borders’ that are included in the set.

### 8. Archimedeanity for Sets of Desirable Option Sets

We can now ‘lift’ our discussion of Archimedeanity from binary to general choice models, that is, sets of desirable option sets.

We begin by setting up the relevant machinery, in close analogy with Section 7. Given a set of desirable option sets $K \in \mathbf{K}$, we let

\[ Y^{\ast}(K) := \{ \Lambda \in Y^{\ast} : (\forall A \in K)(\exists u \in A)\Delta(u) > 0\} = \{ \Lambda \in Y^{\ast} : (\forall A \in K)A \cap D_{K} \neq \emptyset\} \]

where we used Equation (20) and let

\[ K_{\Delta} := K_{D_{K}} = \{ A \in \mathcal{P} : A \cap D_{K} \neq \emptyset\} = \{ A \in \mathcal{P} : (\exists u \in A)\Delta(u) > 0\} \] for any $\Lambda \in Y^{\ast}$.

Similarly,

\[ Y^{\ast}(K) := \{ \Lambda \in Y^{\ast} : (\forall A \in K)(\exists u \in A)\Lambda(u) > 0\} = \{ \Lambda \in Y^{\ast} : K \subseteq K_{\Delta}\} \subseteq Y^{\ast}(K) \quad (35) \]

We’ll also use the positive varieties:

\[ Y^{\ast}_{\infty}(K) := \{ \Lambda \in Y^{\ast}_{\infty} : (\forall A \in K)(\exists u \in A)\Lambda(u) > 0\} = \{ \Lambda \in Y^{\ast}_{\infty} : K \subseteq K_{\Delta}\} \quad (36) \]

\[ Y^{\ast}_{\infty}(K) := \{ \Lambda \in Y^{\ast}_{\infty} : K \subseteq K_{\Delta}\} \subseteq Y^{\ast}_{\infty}(K). \quad (37) \]

If we pick any $u_{0} \in \text{Int}(\mathcal{F}_{\infty})$ and associate with it the normalisation $N_{u_{0}}$, then since we know from the discussion in Section 6 that $D_{\Delta} = D_{K_{u_{0}}}A$ and $D_{A} = D_{K_{u_{0}}}A$, we also infer from Equation (34) that

\[ K_{\Delta} = K_{D_{K_{u_{0}}}A} \text{ and } K_{\Delta} = K_{D_{K_{u_{0}}}A} \] for all $\Lambda \in Y^{\ast}_{\infty}$ and $\Lambda \in Y^{\ast}_{\infty}$.

We’ll call a set of desirable option sets $K \in \mathbf{K}$ Archimedean if it is coherent and if the following separation property is satisfied:

\[ K_{\Delta} \cdot (\forall A \notin K)(\exists u \in A)\Lambda(u) \leq 0, \]

---

5Observe here too, by the way, that if $K$ is coherent, then $\Delta \in Y^{\ast}(K)$ implies that $K \subseteq K_{\Delta}$ and therefore also $\{ u \} \in K_{\Delta}$, or equivalently, $\Delta(u) > 0$, for all $u \in Y_{\infty}$. This implies that also $\Delta \in Y^{\ast}_{\infty}$, whence $Y^{\ast}(K) = Y^{\ast}_{\infty}(K)$. 

---
and we denote by $\mathcal{K}_A$ the set of all Archimedean sets of desirable option sets.

If we look at Proposition 17, we see that the essentially Archimedean sets of desirable options are all the $D_A$ for $A \in \mathcal{Y}^*_0$, and Equation (34) then tells us that the corresponding binary sets of desirable option sets $K_A$ are all Archimedean:

$$\forall A \in \mathcal{Y}^*_0 \forall \Delta \in K_A$$

But we can go further than this, and establish a strong connection between Archimedean sets of desirable options on the one hand, and binary Archimedean sets of desirable option sets on the other. This suggests that there is at least some merit in our defining Archimedeanity for sets of desirable option sets in the way that we did.

**Proposition 24 (Binary embedding).** For any $D \in \mathcal{D}$, $K_D$ is Archimedean if and only if $D$ is.

**Proof.** Before we begin with the actual argument, we observe that

$$\mathcal{Y}^*(K_D) = \{ \Delta \in \mathcal{Y}^*: (\forall A \in K_D) A \cap D_{\Delta} \neq \emptyset \} = \{ \Delta \in \mathcal{Y}^*: D \subseteq D_{\Delta} \} = \mathcal{Y}^*(D).$$

For the proof, we first assume that $D$ is Archimedean. Then $D$ is in particular coherent, and therefore so is $K_D$, by Proposition 5. So it remains to prove that $K_D$ satisfies the separation requirement $K_A$. Consider any $A \notin K_D$, meaning that $A \cap D = \emptyset$. Since $D$ is Archimedean, we infer from the separation requirement $D_A$ that for all $u \in A$, there is some $A_u \in \mathcal{Y}^*(D)$ such that $A_u(u) \leq 0$. If we let $\Delta := \min_{u \in A} A_u$, then

$$\Delta(v) = \min_{u \in A} A_u(v) \leq A_u(v) \leq 0 \text{ for all } v \in A,$$

so we are done if we can show that $\Delta \in \mathcal{Y}^*(K_D)$, or equivalently, that $\Delta \in \mathcal{Y}^*(D)$. Consider to this end any $v \in D$, then because $A_u \in \mathcal{Y}^*(D)$ we see that $A_u(v) > 0$, for all $u \in A$, and therefore also $\Delta(v) > 0$. Hence, indeed, $\Delta \in \mathcal{Y}^*(D)$.

Next, we assume that $K_D$ is Archimedean. Then $K_D$ is in particular coherent, and therefore so is $D$, by Proposition 5. It therefore remains to prove that $D$ satisfies the separation requirement $D_A$. So consider any $u \notin D$. That $K_D$ is assumed to satisfy the separation requirement $K_A$, implies with $A := \{ u \}$, that there is some $\Delta \in \mathcal{Y}^*(K_D) = \mathcal{Y}^*(D)$ such that $\Delta(u) \leq 0$.

It is also easy to see that $\mathcal{K}_A$ is an intersection structure. Indeed, consider any non-empty family of Archimedean sets of desirable option sets $K_i, i \in I$ and let $K := \bigcap_{i \in I} K_i$, then we already know that $K$ is coherent, so we only need to show that the separation condition $K_A$ is satisfied. So consider any $A \notin K$, meaning that there is some $i \in I$ such that $A \notin K_i$. Hence there is some $\Delta \in \mathcal{Y}^*(K_i)$ such that $\Delta(u) \leq 0$ for all $u \in A$. Since it follows from $K \subseteq K_i$ and Equation (33) that also $\Delta \in \mathcal{Y}^*(K)$, we see that, indeed, $K$ is Archimedean.

That $\mathcal{K}_A$ is an intersection structure also implies that we can introduce an Archimedean closure operator $c_{\mathcal{K}_A}: \mathcal{K} \rightarrow \mathcal{K}_A \cup \{ \emptyset \}$ by letting

$$c_{\mathcal{K}_A}(\mathcal{A}) := \bigcap \{ K \in \mathcal{K}_A: \mathcal{A} \subseteq K \} \text{ for all } \mathcal{A} \subseteq \mathcal{Q}$$

be the smallest—if any—Archimedean set of desirable option sets that includes $\mathcal{A}$. We call an assessment $\mathcal{A} \subseteq \mathcal{Q}$ Archimedean consistent if $c_{\mathcal{K}_A}(\mathcal{A}) \neq \emptyset$, or equivalently, if $\mathcal{A}$ is included in some Archimedean set of desirable option sets.

**Theorem 25 (Closure).** For any set of desirable option sets $K \in \mathcal{K}$, we have that $c_{\mathcal{K}_A}(K) = \bigcap \{ K_A: \Delta \in \mathcal{Y}^*_0(K) \}$. Hence, $K$ is Archimedean consistent if and only if $\mathcal{Y}^*_0(K) \neq \emptyset$. And an Archimedean consistent set of desirable option sets $K$ is Archimedean if and only if $K = \bigcap \{ K_A: \Delta \in \mathcal{Y}^*_0(K) \}$.

**Proof.** We only give a proof for the first statement, because the later statements are trivial consequences of the first. First of all, it follows from Equation (39) that if $K$ is not Archimedean consistent, the statement is trivially true, as both sides are then equal to $\mathcal{Q}$, as
empty intersections. To see this, assume that $K$ is not Archimedean consistent, so $K \not\subseteq K'$ for all $K'$ in $\mathbb{K}_\Lambda$, and hence, by Equation (39), in particular $K \not\subseteq K_\Lambda$ for all $\Delta$ in $\mathcal{L}^*_{>0}$. This implies, by Equation (36), that indeed $\mathcal{L}^*_{>0}(K) = \emptyset$.

So we may assume without loss of generality that $K$ is Archimedean consistent. But then Equation (39) implies that

$$K := c_\mathbb{K}_\Lambda(K) \subseteq \bigcap \{K_\Lambda : \Delta \in \mathcal{L}^*_{>0}(K)\},$$

because if $\Delta \in \mathcal{L}^*_{>0}(K)$ then $K_\Lambda$ is Archimedean and $K \subseteq K_\Lambda$. So our proof will be complete if we can show that $\bigcap \{K_\Lambda : \Delta \in \mathcal{L}^*_{>0}(K)\} \subseteq K$. Assume to this end that $A \notin K_\Lambda$, then since $K_\Lambda$ is Archimedean, the separation requirement $K_\Lambda$ tells us that there is some $\Delta \in \mathcal{L}^*_{>0}(K)$ such that $A \notin K_\Lambda$. Since $K_\Lambda$ is in particular also coherent, $\Delta \in \mathcal{L}^*_{>0}(K)$ implies that $K_\Lambda \subseteq K_\Lambda$ and therefore also $\{u\} \in K_\Lambda$, or equivalently, $\Delta(u) > 0$, for all $u \in \mathcal{L}^*_{>0}$. This implies that also $\Delta \in \mathcal{L}^*_{>0}(K)$.

And here too, the following important representation theorem confirms that the positive superlinear bounded real functionals—and therefore the essentially Archimedean sets of desirable options—can be used to represent all Archimedean sets of desirable option sets.

**Corollary 26 (Representation).** A set of desirable option sets $K \in \mathbb{K}$ is Archimedean if and only if there is some non-empty set $\mathcal{L} \subseteq \mathcal{L}^*_{>0}$ of positive superlinear bounded real functionals such that $K = \bigcap \{K_\Lambda : \Delta \in \mathcal{L}\}$. In that case, the largest such set $\mathcal{L}$ is $\mathcal{L}^*_{>0}(K)$.

**Proof.** For necessity, assume that $K$ is Archimedean, then $c_\mathbb{K}_\Lambda(K) = K$. Now use Theorem 25. For sufficiency, since all $K_\Lambda : \Delta \in \mathcal{L}$ are Archimedean [see Equation (39)], so is their intersection $K$. The final statement now follows at once from Theorem 25.

The discussion in Section 6 shows that the sets of functionals in Theorem 25 and Corollary 26 can also be replaced by $N_{u_0}(\mathcal{L}^*_{>0}(K))$ and $N_{u_0}(\mathcal{L})$ respectively, where $u_0$ is any option in $\text{Int}(\mathcal{L}^*_{>0})$. The set $N_{u_0}(\mathcal{L}^*_{>0}(K))$ will now be the largest set of positive bounded superlinear functionals that achieves representation and all of whose members are constant additive with respect to the option $u_0$.

Interestingly, if we want to find the Archimedean closure of a set of desirable option sets, we can first look for the dominating coherent binary models, and then—if possible—turn these into Archimedean binary models by taking their Archimedean closure.

**Theorem 27.** For any Archimedean $K \in \mathbb{K}_\Lambda$, $K = \bigcap \{K_\Lambda : D \in \mathfrak{D}(K)\}$.

**Proof.** Since $K$ is Archimedean, it’s in particular also coherent, so Theorem 6 already makes sure that

$$K = \bigcap \{K_\Lambda : D \in \mathfrak{D}(K)\} \subseteq \bigcap \{K_\Lambda : D \in \mathfrak{D}(K)\}.$$

For the converse inclusion, consider any $A \in \mathcal{L}$ and assume that $A \notin K$, so we infer from the separation property $K_\Lambda$ that there is some $\Delta$ in $\mathcal{L}^*(K)$ such that $A \cap D_\Delta = \emptyset$. Now, $\Delta \in \mathcal{L}^*(K)$ implies that $D_{\Delta} \in \mathfrak{D}(K)$, by Equation (33), and $A \cap D_{\Delta} = \emptyset$ means that $A \notin K_{D_{\Delta}}$. But $D_{\Delta}$ is Archimedean—see Equation (30)—and therefore $c_{\mathbb{K}_\Lambda}(D_{\Delta}) = D_{\Delta}$, whence also $A \notin K_{c_{\mathbb{K}_\Lambda}(D_{\Delta})}$. 

To conclude this discussion of Archimedeanity for general choice models, let us see what happens if we also impose mixingness: what can we say about Archimedean and mixing sets of desirable option sets? We begin by showing that any representation must then needs involve positive linear bounded real functionals, at least after normalisation.

**Proposition 28.** Consider any set of desirable option sets $K \in \mathbb{K}$, any $\Delta \in \mathcal{L}^*_{>0}$ and any $u_0 \in \text{Int}(\mathcal{L}^*_{>0})$. If $K$ is mixing, then $K \subseteq K_\Lambda$ implies that $N_{u_0}\Delta$ is linear. Therefore, $N_{u_0}(\mathcal{L}^*_{>0}(K)) = N_{u_0}(\mathcal{L}^*_{>0}(K))$. 


Let \( u := w - N_{u} \Delta(w) u_{0} \) and \( v := (N_{u} \Delta(w) + \varepsilon) u_{0} - w \), then \( u + v = \varepsilon u_{0} \in \mathcal{Y}_{0} \) and therefore \( \{u, v, u + v\} \subseteq K \), because the mixing \( K \) is in particular coherent. The mixingness of \( K \) then implies that also \( \{u, v\} \subseteq K \). Since \( N_{u} \Delta(u) = N_{u} \Delta(w) - N_{u} \Delta(w) = 0 \) [use Proposition 20(iv)], we infer from \( K \subseteq K_{\Delta} = \text{int} N_{u} \Delta \) that, necessarily, \( 0 \in N_{u} \Delta(v) = N_{u} \Delta(w) + \varepsilon + N_{u} \Delta(-w) \) [again use Proposition 20(iv) for the equality]. Since this holds for all \( \varepsilon > 0 \), we get that \( -N_{u} \Delta(-w) \subseteq N_{u} \Delta(w) \) for all \( w \in \mathcal{Y} \), so \( N_{u} \Delta \) is self-conjugate, and therefore indeed linear.

To prove the last statement, it suffices to show that \( N_{u} (\Lambda^{*}_{0}(K)) \subseteq N_{u} (\Lambda^{*}_{0}(K)) \). Use Equations (33) and (38) and the argumentation above to find that \( N_{u} (\Lambda^{*}_{0}(K)) \subseteq \Lambda^{*}_{0}(K) \).

Equations (33) and (38) and the argumentation above to find that \( N_{u} (\Lambda^{*}_{0}(K)) \subseteq \Lambda^{*}_{0}(K) \), where the equality follows from Proposition 20(vi).

And as a sort of converse, the following result identifies the mixing and Archimedean binary sets of desirable option sets. It extends Proposition 19 from essential Archimedeanity to Archimedeanity.

**Proposition 29 (Binary embedding).** Consider any \( u_{0} \in \text{int} (\mathcal{Y}_{0}) \) and any set of desirable options \( D \in \mathcal{D} \), then \( K_{D} \) is mixing and Archimedean if and only if \( D = D_{\Lambda} \) for some \( \Lambda \in \mathcal{Y}_{0}^{*} \), and we can always make sure that \( \Lambda(u_{0}) = 1 \).

**Proof.** Combining the results of Propositions 8 and 24, we find that \( K_{D} \) is mixing and Archimedean if and only if \( D = D_{\Lambda} \) is Archimedean. Proposition 19 and 23 then make sure that \( D = D_{\Lambda_{D_{u_{0}}}} \), where \( \Lambda_{D_{u_{0}}} \in \mathcal{Y}^{*}(D) \subseteq \mathcal{Y}^{*}_{0} \). Proposition 20(vii) now guarantee that \( \Lambda_{D_{u_{0}}}(u_{0}) = N_{u_{0}} \Lambda_{D_{u_{0}}}(u_{0}) = 1 \).

In combination with Corollary 26, these propositions lead to another important representation result.

**Corollary 30 (Representation).** Consider any \( u_{0} \in \text{int} (\mathcal{Y}_{0}) \), then a set of desirable option sets \( K \in \mathcal{K} \) is mixing and Archimedean if and only if there is some non-empty set \( \mathcal{L} \subseteq \mathcal{Y}_{0}^{*} \) of positive linear bounded real functionals \( \Lambda \), with moreover \( \Lambda(u_{0}) = 1 \), such that \( K = \bigcap \{K_{\Lambda} : \Lambda \in \mathcal{L} \} \). In that case, the largest such set \( \mathcal{L} \) is \( N_{u_{0}} (\Lambda^{*}_{0}(K)) = N_{u_{0}} (\Lambda^{*}_{0}(K)) \).

**Proof.** For necessity, assume that \( K \) is mixing and Archimedean. Then we infer from Corollary 26 that there is some non-empty set \( \mathcal{N} \subseteq \mathcal{Y}_{0}^{*} \) of positive superlinear bounded real functionals such that \( K = \bigcap \{K_{\Lambda} : \Lambda \in \mathcal{L} \} \) and that \( \mathcal{N} \subseteq \mathcal{Y}^{*}(K) \). It is the import of the discussion in Section 6—and Equation (38)—that we can replace these sets by \( N_{u_{0}} (\mathcal{L} \subseteq N_{u_{0}} \Lambda^{*}_{0}(K)) = N_{u_{0}} (\Lambda^{*}_{0}(K)) \), where the last equality follows from Proposition 28. If we let \( \mathcal{L} := N_{u_{0}} (\mathcal{L}) \), then we are done, because Proposition 20(ix) guarantees that \( \Lambda(u_{0}) = 1 \) for all \( \Lambda \in N_{u_{0}} (\Lambda^{*}_{0}(K)) \).

For sufficiency, consider any set \( \mathcal{L} \subseteq \mathcal{Y}_{0}^{*} \) of positive linear bounded real functionals \( \Lambda \), with moreover \( \Lambda(u_{0}) = 1 \). It then follows from Proposition 29 that all \( K_{\Lambda} \) are mixing and Archimedean, and so is, therefore, their intersection.

The proof of the last statement goes along the same lines as the necessity proof, where we can simply replace \( \mathcal{L} \) by its superset \( \Lambda^{*}_{0}(K) \).

**Running example 12.** For our coin example, it follows from Corollary 30 and the discussions in instalments 6, 7, 9 and 10 that the set of desirable option sets \( K_{\text{act}} \) is Archimedean and mixing. 

**9. Conclusions.**

With all these results still fresh in our minds, a brief comparison between the Archimedeanity notion introduced here, and related notions discussed elsewhere, will be useful in putting them in perspective. Essential Archimedeanity for sets of desirable options, as
discussed in Section 5, is inspired by Walley’s notion of *strictly desirable gambles* [28].

One direct way of lifting the openness condition to sets of desirable option sets is based on the ‘includes some open neighbourhood of each of its points’ aspect of openness, and led Jasper De Bock and me to introduce and study what we now prefer to call ‘strong Archimedeanity’ for sets of desirable option sets. That it is indeed stronger than Archimedeanity, is exemplified by the fact that it admits representation results in terms of closed sets of (super)linear functionals [8, 10, 11]. De Bock has shown recently [8] that there is alternative way of lifting the ‘includes some open neighbourhood of each of its points’ aspect of openness to sets of desirable option sets that does not lead to strong Archimedeanity, but rather to the Archimedeanity notion I have introduced here.

**Archimedeanity** for sets of desirable options is based on an ‘intersection of open sets’ idea, and is therefore closely related to *even convexity* [7], and the *even continuity* that Cozman [6] defined for finite-dimensional option spaces. In their seminal work on partially ordered (binary) preferences on horse lotteries, Seidenfeld et al. [18] introduced an Archimedeanity condition, which I’ll call **SSK-Archimedeanity** here, and which Van Camp and Seidenfeld [27] have recently argued to be strictly weaker than Cozman’s even continuity. It is this **SSK-Archimedeanity** that Seidenfeld et al. [20] lift to the context of choice functions on horse lotteries, and which, in combination with mixingness, is instrumental in allowing them to prove their representation result. How this lifted **SSK-Archimedeanity** condition is related to the Archimedeanity condition studied here, is after quite some study still far from clear to me, and therefore an open question, especially because (i) as I’ve just mentioned, the unlifted SSK-Archimedeanity is strictly weaker than even convexity—which in turn is equivalent to our unlifted Archimedeanity on finite-dimensional option spaces—and (ii) the representation result for mixing choice models that Seidenfeld et al. [20] have proved based on this lifted **SSK-Archimedeanity** condition is somewhat more involved, and needs an extra condition in order to more closely resemble the one in Corollary 30.

The results presented here constitute the basis for a very general theory of binary and non-binary choice. Its foundations are laid by the coherence axioms, which can be made stronger by adding mixingness and Archimedeanity, separately or jointly. For each of the sets of axioms thus formed, we get a conservative inference framework with corresponding closure operators, as well as representation theorems that allow us to construe all coherent, Archimedean or mixing models—as well as combinations of them—as intersections (infima) of specific types of binary ones. These representations are especially interesting because they lead to a complete axiomatic characterisation of various well-known decision making schemes. To give but one example, the (coherent and) Archimedean and mixing models are exactly the ones that correspond to decision making using Levi’s E-admissibility scheme [14, 21] associated with general—not necessarily closed or convex—sets of linear previsions. I believe that such a characterisation—jointly with the one in Jasper De Bock’s paper [8]—is achieved here for the first time in its full simplicity and generality, in Corollary 30. And the theory is also flexible enough to allow for characterisations for a plethora of other schemes, amongst which Walley–Sen maximality [21, 28]. Indeed, for the binary choice models we get the decision making schemes based on

(i) maximality for sets of desirable gambles, covered by coherent sets of desirable options;

---

6Walley’s use of the term ‘strict’ in a context where it can be confused with the much general notion of ‘strict preference’ is a bit unfortunate.

7The representation result by Seidenfeld et al. [20] for these types of models in the context of horse lotteries has, to the best of my knowledge, so far only been proved in a less general context and for the special case of mixing choice models, and the conditions for representation seem, at least to me, less intuitive and more involved than the ones presented here.
(ii) lexicographic probability orderings, covered by mixing sets of desirable options; 
(iii) evenly convex sets of positive superlinear bounded real functionals—lower previ-
sions essentially—covered by Archimedean sets of desirable options; and 
(iv) evenly convex sets of positive linear bounded real functionals—linear previsions 
essentially—covered by Archimedean and mixing sets of desirable options.

And for their more general, non-binary counterparts we get, through the representation 
theorems, schemes that are based on arbitrary intersections—infima—of a whole variety 
of such binary cases.

What I haven’t talked about here are the more constructive aspects of the various con-
servative inference frameworks. The representation results in this paper essentially allow 
us to express the closure operator that effects the conservative inference as an intersec-
tion of dominating special binary models, which are not always easy (and in some cases 
even impossible) to identify constructively. We therefore also need to look for other and 
more constructive ways of tackling the conservative inference problem; early work on this 
topic seems to suggest that this is not an entirely hopeless endeavour [10, 11]. On a re-
lated note, the Archimedeanity axioms $D_A$, $D_A^p$ and $K_A$ are similarly ‘nonconstructive’, as 
they’re based on the existence of (super)linear functionals that ‘do certain things’. For an 
equivalent approach to these axioms with a more constructive flavour, and with gambles as 
options, I refer to Jasper De Bock’s recent paper on this topic [8].

In future work it may be interesting to use the results presented here to derive similar 
axiomatic characterisations, conservative inference frameworks and representation theo-
rems when the option space is not a linear space but a convex set of horse lotteries. While 
I gave a few indications about how this can be done in the Introduction, and worked out 
the details for the special case of uncertainty about variables with only two possible values 
in the running coin flip example, the focus there is on the linear option space the horse 
lotteries are ‘embedded’ in. Using the embedding to directly formulate and study the ax-
ioms, inference methods and representations in horse lottery language, could also allow us 
to better lay bare the relationship with the (less general) approach followed by Seidenfeld 
et al. [20].

The main advantage of working with sets of desirable option sets is that, on the one 
hand, it is mathematically equivalent to working with choice or rejection functions, as ex-
plained in Section 3, right before instalment 6 of the running example. On the other hand, 
the framework is formally close enough to that of sets of desirable options in order to make 
‘lifting’ axioms from the latter to the former at the same time easy enough to do and likely 
enough to be successful in producing conservative inference mechanisms and representa-
tion theorems. This was already showcased in previous work by the author in collaboration 
with Jasper De Bock [4, 9–11]. But, the power of the ‘lifting’ procedure is again made clear 
here in the transition from Section 7 to Section 8, where I lift Archimedeanity for sets of 
desirable options to the corresponding notion for sets of desirable option sets, and there-
fore indirectly also for choice or rejection functions. This, I believe, explains why the 
results obtained here seem, to me at least, more powerful and elegantly provable than those 
in earlier work [18, 20, 23–26], which focuses on other (but mathematically equivalent) 
types of choice models such as choice or rejection functions, and which relies on other 
axiomatisations.
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