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Abstract—The task of learning to rank has been widely studied by the machine learning community, mainly due to its use and great importance in information retrieval, data mining, and natural language processing. Therefore, ranking accurately and learning to rank are crucial tasks. Context-Based Information Retrieval systems have been of great importance to reduce the effort of finding relevant data. Such systems have evolved by using machine learning techniques to improve their results, but they are mainly dependent on user feedback. Although information retrieval has been addressed in different works along with classifiers based on Optimum-Path Forest (OPF), these have so far not been applied to the learning to rank task. Therefore, the main contribution of this work is to evaluate classifiers based on Optimum-Path Forest, in such a context. Experiments were performed considering the image retrieval and ranking scenarios, and the performance of OPF-based approaches was compared to the well-known SVM-Rank pairwise technique and a baseline based on distance calculation. The experiments showed competitive results concerning precision and outperformed traditional techniques in terms of computational load.

I. INTRODUCTION

Information Retrieval stands for a field of knowledge that aims to return relevant data given an input query, which can be a multimedia content such as an image, audio, video, or a text-based information [1]. Nowadays, the amount of data that has been generated has increased considerably. E-mails and multimedia data are interchanged among millions of users daily, thus contributing to spreading communication and increasing the workload in Internet traffic. Therefore, it is highly desired to handle such amount of data efficiently, i.e., to store and further retrieve the relevant information only.

Images have a crucial role in several fields of research, such as medicine, advertising, education, and entertainment, among others [2]. Content-based Image Retrieval (CBIR) systems come to reduce the costs of manually retrieving relevant data since it is a laborious and very much time-consuming task. CBIR-driven systems aim at retrieving relevant images from a dataset based on features such as color, shape, and texture, and have been assisting in a broad range of applications [3]–[7].

However, CBIR systems face the problem of being pretty much user-dependent, which means that it is not straightforward to learn models that can generalize well for every kind of input query. Such techniques make use of relevance feedback from the user to overcome such dependence. The user indicates the images that are relevant (and non-relevant) to their needs, and the process is repeated until the retrieved data is satisfactory [8]–[11]. Hence, ranking accurately is crucial for CBIR systems.

In this sense, machine learning techniques have been applied in the context of learning to rank. Younus et al. [12] used image features such as color histogram, color moment, co-occurrence matrices, and wavelet moment for measuring the similarity among samples. Then, they applied $k$-means with the Particle Swarm Optimization algorithm for retrieving images. Irtaza et al. [13] proposed a method that uses an in-depth texture analysis, a learning scheme based on $k$-nearest neighbors and a neural network to the retrieval task. A Bayesian network based on feedback relevance was applied in [14] on medical image retrieval using feature analysis such as color, texture, and shape jointly with some visual descriptors.

In [15], an artificial neural network along with Support Vector Machine (SVM) was employed on face image retrieval and recognition. Support Vector Machine also has been applied in content-based image retrieving [16]–[24] to reduce the semantic gap problem by enhancing the image classification process; as an active classifier combining classification with active learning based on feedback relevance; together with visual descriptors to improve retrieval performance, and also in deep learning as proposed in [25], where a framework based on Convolutional Neural Networks and SVM was used on feature extraction, classification, and image retrieval.

A few years ago, the Optimum-Path Forest (OPF) framework was proposed to handle the problem of pattern classification as a graph partitioning task. The framework comprises supervised [26]–[28], semi-supervised [29], and unsupervised versions [30]. Such approaches work by mapping the classification problem as a graph partition task, where the nodes stand for the samples that are represented by their corresponding feature vectors and are connected through some adjacency
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relation that has been defined previously. In a nutshell, nodes are classified based on a competitive process among key samples that try to conquer others offering them optimum-path costs. The key samples, also called prototypes, are the ones that best represent different classes and are chosen based on a specific heuristic.

Although OPF has been used in several areas, only a few works have applied such a technique to the context of image retrieval. Tavares et al. [8] proposed two approaches for content-based image retrieval based on OPF, where the main idea is to ask the user to mark some relevant images which are further used as prototypes for a new training step. Later on, the remaining data is classified and sorted in such a way that contains only the relevant images, which are presented to the user once more. This process is repeated until the user is satisfied.

Dhawale and Joglekar [31] compared OPF against other classifiers for image retrieval purposes, and concluded that it could be much faster than widely used techniques such as Artificial Neural Networks, Support Vector Machines, and the k-Nearest Neighbours (k-NN) classifier. However, those works are based on user feedback only. Therefore, the main contribution of our work is to introduce the OPF-Ranking (OPF-R), which is an OPF-based approach that can rank images automatically, i.e., without user intervention. The OPF-R was evaluated under three well-known image datasets where there were considered two relevance metrics. The performance was compared against a baseline technique and the SVM-Rank, in which OPF-R showed competitive results and lower ranking computing times.

The remainder of this paper is organized as follows. Section II reviews the theoretical background concerning OPF-based classifiers. The proposed approach and methodology are presented in Sections III and IV respectively. Section V discusses the experiments and results. Finally, Section VI states conclusions and future works.

II. OPTIMUM-PATH FOREST

The Optimum-Path Forest is a framework for the design of graph-based classifiers. Let \( Z = Z_1 \cup Z_2 \), in which \( Z_1 \) and \( Z_2 \) are training and testing sets, respectively. OPF encodes each sample \( u \in Z \) as a graph node, and the graph is initially designed based on a predefined adjacency relation \( A \) with edges weighted by the distance between the feature vectors of their connecting nodes.

The general OPF training algorithm is divided into two parts: (i) to find a set of samples called prototypes, and (ii) to compute optimum-path trees (OPTs) rooted at them. The prototypes are the most representative samples from each class. The definition of most representative sample, as well as the method for computing prototypes, are different for each variant of OPF, and they are explained in the following sections.

Let \( P \) be the set of prototypes such that \( P \subset Z_1 \). The OPTs are built through a competitive process in which samples try to “conquer” each other by offering costs. The competition starts at the prototypes that offer their best cost to the remaining training samples (i.e., non-prototype samples). The costs are defined by a path-cost function, which is also different for each OPF variant.

Let \( p \in P \) and \( s \in Z_2 \setminus P \) be some prototype and non-prototype samples, respectively. Suppose that sample \( s \) is conquered by a sample \( p \) that offers to it the best cost. Upon such an assumption, \( p \) assigns its label to \( s \), and \( s \) is added to tree rooted at \( p \). Notice that prototypes cannot be conquered, and a class is represented by at least one tree. The outcome of the training step is a set of optimum-path trees (i.e., optimum-path forest) \( G_{tr} = (Z_1, A) \).

Concerning the classification step, a node \( v \in Z_2 \) is connected to \( G_{tr} \) according to \( A \) (i.e., if \( A \) is a k-NN adjacency relation, then \( v \) is first connected to the \( k \)-nearest samples from \( G_{tr} \)). Besides, the sample \( u \in Z_1 \) that offers the best cost to \( v \) assigns its label to it. This work makes use of two variants of the supervised version whose working mechanisms are further explained.

A. OPF WITH COMPLETE GRAPH (CG-OPF)

This supervised variant was introduced by Papa et al. [26] and implements the complete graph as the adjacency relation (i.e., all nodes are connected). As aforementioned, the first step in the training phase is to find the set of prototypes \( P \), which is computed through the minimum spanning tree (MST) over \( G_{tr} \). The prototype nodes are the samples belonging to the intersection region among classes since they are more likely to be misclassified.

The following step is the competition process, which is carried out using Equations 1 and 2 that stand for the initialization and propagation of costs, respectively:

\[
f_{\text{max}}(p) = \begin{cases} 0 & \text{if } p \in P, \\ +\infty & \text{otherwise} \end{cases}
\]  \( (1) \)

and

\[
f_{\text{max}}(\pi_p \cdot (p, v)) = \max\{f_{\text{max}}(\pi_p), d(p, v)\},
\]  \( (2) \)

in which \( f \) is a real-valued path-cost function, \( \pi_p \cdot (p, v) \) stands for the concatenation of path \( \pi_p \) (i.e., a sequence of adjacent nodes starting from any node and with terminus at node \( p \)) with an edge \( (p, v) \), and \( d \) denotes a distance function.

The conquering of samples happens during the propagation of costs where prototypes offer their optimum-path costs to other samples. The sample \( v \) is conquered by sample \( p \) that minimizes \( (2) \). The classification is based on the connecting force between samples from \( Z_1 \) and testing samples from \( Z_2 \), and works similarly to the training phase. Each \( t \in Z_2 \) is connected to \( G_{tr} \), obeying \( A \). Then, it is evaluated the sample \( v^* \in Z_1 \) that satisfies Equation 3

\[
C(t) = \arg \min_{v \in Z_1} \max_{v \in Z_1} \{C(v), d(v, t)\},
\]  \( (3) \)

where \( C \) is the cost of the sample. Figure I depicts the training and classification processes.
maximizing the cost of each sample according to Equation 4:

\[ f_{\text{min}}(\pi_{\mathbf{u}}) = \left\{ \begin{array}{ll} \rho(\mathbf{v}) & \text{if } \mathbf{v} \in \mathcal{P} \\ \rho(\mathbf{v}) - 1 & \text{otherwise} \end{array} \right. \]

The upper formulation stands for the proper initialization of the training nodes. The term \( \rho(\mathbf{v}) - 1 \) must be used to avoid over clustering since a plateau of densities may occur.

The competition itself stands for the propagation of costs among samples. Since the prototype holds the higher cost of its optimum-path tree, the idea is to conquer samples with lower costs. Finally, the sample that maximizes \( f_{\text{min}} \) for a given sample \( \mathbf{v} \) will be the one to conquer it.

The classification of samples in \( \mathcal{Z}_2 \) is performed similarly to the conquering process. The first step computes the \( k \)-nearest neighbors from \( \mathcal{Z}_1 \) to a testing sample \( t \in \mathcal{Z}_2 \). Finally, it is verified which node \( \mathbf{s}^* \in \mathcal{Z}_1 \) satisfies the equation below:

\[ C(t) = \arg \max_{\mathbf{v} \in \mathcal{Z}_1} \min \{ C(\mathbf{v}), \rho(t) \}. \] (7)

\[ \quad \text{Figure 2 depicts the classification process.} \]

**B. OPF with k-nearest neighbors Graph (k-NN-OPF)**

The OPF with \( k \)-nearest neighbors Graph was proposed by Papa et al. [32]–[34], whose main differences to CG-OPF are the adjacency relation, the weighting of nodes, and how prototypes are computed. The \( k \)-NN-OPF employs the \( k \)-nearest neighbors as the adjacency relation, and the nodes are now weighted by a probability density function. The method for building the set of prototypes must be changed since a \( k \)-NN adjacency relation does not guarantee a connected graph. Instead, the set \( \mathcal{P} \) is computed based on region density values where samples of higher density are selected as prototypes. Such approach is similar to selecting the centroids of clusters [35]. Hence, \( k \)-NN-OPF is understood as a “dual version” of CG-OPF (minimization problem) since it aims at maximizing the cost of each sample according to Equation 4:

\[ \max f(\pi_{\mathbf{u}}), \forall \mathbf{u} \in \mathcal{Z}_1. \] (4)

Besides, samples \( \mathbf{u} \in \mathcal{Z}_1 \) are weighted by a function \( \rho(\mathbf{u}) \) that computes the probability density value as follows:

\[ \rho(\mathbf{u}) = \frac{1}{\sqrt{2\pi\sigma^2}} \sum_{\mathbf{v} \in \mathcal{A}_k(\mathbf{u})} \exp\left( -\frac{d(\mathbf{u}, \mathbf{v})}{2\sigma^2} \right), \] (5)

where \( \mathcal{A}_k(\mathbf{u}) \) stands for the \( k \)-nearest neighbors of sample \( \mathbf{u} \), \( d_{\text{max}} = \max\{d(\mathbf{u}, \mathbf{v}) \in \mathcal{G}_t\} \), and \( \sigma = d_{\text{max}}/3. \) After computing the density values for all training samples, \( k \)- NN-OPF starts the competition process through the path-cost function \( f_{\text{min}} \) defined as follows:

\[ f_{\text{min}}(\mathbf{v}) = \left\{ \begin{array}{ll} \rho(\mathbf{v}) & \text{if } \mathbf{v} \in \mathcal{P} \\ \rho(\mathbf{v}) - 1 & \text{otherwise} \end{array} \right. \]

\[ f_{\text{min}}(\pi_{\mathbf{u}} \cdot (\mathbf{u}, \mathbf{v})) = \min\{f_{\text{min}}(\pi_{\mathbf{u}}), \rho(\mathbf{v})\}. \] (6)

The idea of ranking in CBIR is to retrieve the most similar images for a given query. However, OPF does not rely on any similarity metric solely. Instead, the ranking problem is designed as a connectivity problem, where a testing sample is assigned to a class based on the strength of its connection to each sample in \( \mathcal{G}_t \), where the path cost defines the strength level (i.e., the better the path-cost, the stronger is the strength). Therefore, (OPF-R) maps the similarity as the strength of the query to the samples from the trained model (i.e., the stronger is the connection between a query and a model sample, the higher is their similarity).

After training OPF-R, a given query \( q \) is further connected to \( \mathcal{G}_t \) according to the adjacency relation \( \mathcal{A} \), i.e., if \( \mathcal{A} \) is the complete graph type, then \( q \) is connected to all samples in \( \mathcal{A} \); if \( \mathcal{A} \) is the \( k \)-NN graph type, then \( q \) is connected to the \( k \)-nearest samples in \( \mathcal{A} \). Notice that the training is performed as described in Section III.
The next step is to perform the competition process, similar to the classification process. The difference is that both CG-OPF and k-NN-OPF store all path-costs offered to $q$. In the end, the path-costs are sorted, and the $r$ best costs comprise the ranking list. Figure 3 depicts the ranking approach through OPF-R with a complete graph (CG-OPF-R) considering the Top-5 results. One interesting point is that OPF ranks samples natively, i.e., there is no need to perform complex changes in the original classifier to support both ranking and retrieval. In this case, the path-costs are sorted, and the best costs comprise the ranking list. Figure 3 shows the ranking approach through OPF-R with a complete graph (CG-OPF-R) considering the Top-5 results. One interesting point is that OPF ranks samples natively, i.e., there is no need to perform complex changes in the original classifier to support both ranking and retrieval.

Fig. 3. Ranking by OPF. The query sample is connected to the training set according and costs are further computed. Samples of lower cost are the most strongly connected ones.

IV. METHODOLOGY

This section presents the data and techniques employed to validate the proposed approach.

A. Datasets

The proposed approach was evaluated in three datasets with detailed information presented in Table I. Notice that Brodatz dataset has originally a total of 112 images, and was later expanded to 1,792 images by dividing the original ones into 16 parts. This strategy was applied to increase the number of samples per class.

TABLE I

| Dataset        | Type           | # Images | # Classes | Images per Classes |
|----------------|----------------|----------|-----------|--------------------|
| Brodatz        | Texture        | 1,792    | 112       | 16                 |
| Caltech101     | Objects/Scenes | 8,017    | 110       | 40 – 800           |
| MPEG-7         | Shape          | 1,500    | 70        | 20                 |

B. Features

The experiments considered a total of seven features. However, they are not applied to all datasets since their nature is not suitable for all cases. For instance, Brodatz is a dataset characterized by texture images. Therefore, only Local Binary Pattern (LBP) [36] and Statistical Analysis of Structural Information (SASI) [37] features are computed. Table II presents the seven extracted features.

C. Experimental Setup

The experiments were carried out using three configurations of training and testing set (querying set) sizes: (i) 25% samples for training and 75% samples for classification, (ii) 50% samples for training and 50% samples for classification, and (iii) 75% samples for training and 25% samples for classification. The sets were randomly generated. Table III presents the parameter values used in this work.

D. Relevance Metric

The accuracy is measured by two metrics as described:

- Normalized Discounted Cumulative Gain (NDCG): The NDCG computes the cumulative gain (i.e., the sum of the relevance score of the candidate samples) considering the ordering in the ranking. The metric is based on the Discounted Cumulative Gain (DCG) that reduces the score of relevant data in a logarithmical proportional to their position in the ranking. Equation 8. The lower the position, the higher is the penalization:

$$DCG_r = \sum_{i=1}^{r} \frac{rel_i - 1}{\log_2(i + 1)}.$$  

where $rel_i$ is the graded relevance of the result at position $i$. Thus, NDCG is defined as follows:

$$NDCG_r = \frac{DCG_r}{DCG_{rideal}},$$

where $DCG_{rideal}$ stands for the case where the data is sorted by their relevance score.

- Mean Average Precision (MAP): The MAP is commonly used to evaluate ranking methods applied to binary score problems and computes the mean average precision for each query as follows:

$$MAP = \frac{1}{n} \sum_{q=1}^{n} AP_q,$$

where $n$ is the number of queries and AP is the average precision of a single query and defined as:

$$AP = \frac{\sum_{r=1}^{n} (P\circ r \times I(rel_r = 1))}{\sum_{r=1}^{n} I(rel_r = 1)}.$$  

These parameters were obtained empirically.

### TABLE II

FEATURE INFORMATION.

| Feature Information | Type             | Dataset   |
|---------------------|------------------|-----------|
| Auto-color correlation (ACC) | color | Caltech101 |
| Border/Interior Pixel Classification (BIC) | color | Caltech101 |
| Color Coherence Vectors (CCV) | color | Caltech101 |
| Color Local Color Histogram (LCH) | color | Caltech101 |
| Local Binary Pattern (LBP) | texture | Brodatz |
| Statistical Analysis of Structural Information (SASI) | texture | Brodatz |
| Spherical Pyramid Technique (SPYTEC) | shape | MPEG-7 |

### TABLE III

PARAMETERS.

| Technique | Parameters |
|-----------|------------|
| CG-OPF    | kmax = 20  |
| k-NN-OPF  | kmax = 20  |
| SVM-Rank  | $c = 0.05$, $l = 0$, $e = 0.001$ |

The remaining parameters of SVM-Rank were set in their default values as defined in [43].
being $P@r$ the precision:

$$P@r = \frac{1}{r} \sum_{i=1}^{r} (rel_i = 1), \quad (12)$$

which is the normalized number of relevant candidates in the first $r$ positions.

Both metrics use the absolute relevance (i.e., a label of 0 or 1 is assigned to the candidate based on its relevance). The relevance of a candidate is defined by comparing its label to the query after the ranking. The candidate is assigned a relevance 0 if it does not have the same label as the query, or 1 if the candidate and query share the same label.

V. EXPERIMENTAL RESULTS

The experimental results are organized by datasets with tables presenting the NDGC and MAP values for each scenario (i.e., dataset $\times$ training/testing sets configuration $\times$ descriptor). Besides evaluating OPF-Rank in a great variety of cases, we also compared its performance against a distance-based technique (Distance) and the well-known SVM-Rank considering the top-10, top-15, and top-20 rankings. Notice that the Distance technique computes the ranking based on the distance function suggested by the author of the descriptor (i.e., each descriptor has its most appropriate distance function). The best results (i.e., for each configuration, descriptor and top-r) are shown in bold, according to the Wilcoxon signed-rank test with $p < 0.05$. Besides, a hold-out approach with 10 runs with randomly generated training and testing sets was applied for validation purposes.

A. Brodatz

The experimental results are presented in Table IV. One can observe that the best results achieved by CG-OPF and k-NN-OPF were using the SASI descriptor regardless of the training/testing sets configuration. Concerning the comparison between the OPF-based approaches, CG-OPF obtained a better performance over k-NN-OPF in the 25% × 75% configuration, whereas the performance was very close in the remaining configurations. Among all techniques, SVM-Rank presented the best overall results.

B. Caltech101

The results are presented in Table V in which LCH and BIC provided the best results. CG-OPF showed better relevance values over k-NN-OPF in all considered configurations. Except for Distance, all techniques are benefited by increasing the number of training samples. The best overall results were achieved by SVM-Rank.

C. MPEG-7

The results are presented in Table VI. Once again, CG-OPF outperformed k-NN-OPF in all configurations. An interesting behavior is that changing the configuration 25% × 75% to 50% × 50% provided a very small increase in the results, whereas the configuration 75% × 25% caused a drop in the results. In this dataset, CG-OPF showed competitive results when compared to SVM-Rank.

D. Discussion

In this section, we present a discussion concerning the results obtained in the experiments. Besides, we also provided an additional study concerning the computational load as well. Tables VII, VIII and IX present the results concerning Brodatz, Caltech101, and MPEG-7 databases, respectively. The results stand for the average (seconds) ranking time over 10 runs. As one can observe, OPF-based approaches are pretty much faster than Distance and SVM-Rank techniques (e.g., 1.8 to 2.2 times faster). However, SVM-Rank achieved the best results in most cases but with up 4% of superiority over OPF-based techniques.

If one takes into account the trade-off between ranking relevance and retrieving time, OPF-based approaches figure as the most prominent ones, since they achieved results close to the SVM-Rank, but faster. Another point that should be highlighted is that the proposed approach was little modified to handle ranking problems; meanwhile, SVM-Rank needed a considerable adaptation in its working mechanism. In other others, we expect to achieve better results with a more in-depth change in OPF-based competition process to better adapt to ranking-driven applications.

Also, we are not taking into account the training time, which is supposed to be even faster concerning OPF-based approaches. Particular attention is given to CG-OPF, which
does not comprise any parameter beforehand, thus turning out to be easier to be set up and with no need for a fine-tuning step. Additionally, although k-NN-OPF figures one parameter, its training time is faster than SVM-Rank, in which the number of parameters depends on the kernel function used.

Based on the above assumptions, we conclude that OPF-based classifiers are suitable for ranking purposes, even with its native version. We expect that better results may come with more in-depth modifications that shall affect little the efficiency of the methods.

VI. Conclusions

In this work, we introduced two OPF variants to the context of content-based image retrieval and ranking. Both approaches, i.e., CG-OPF and k-NN-OPF, achieved promising results when compared to SVM-Rank, but being faster for ranking purposes. Although the latter one figured as the most accurate technique in almost all simulations, the best trade-off between effectiveness and efficiency was achieved by OPF.

As future works, we intend to change the OPF working mechanism and adapt some parts to handle better the problem of image ranking, as well as to consider different distance functions for the arc-weights.
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