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Abstract

We consider the adjacency operator $A$ of the Linial-Meshulam model $X(d, n, p)$ for random $d$–dimensional simplicial complexes on $n$ vertices, where each $d$–cell is added independently with probability $p \in [0, 1]$ to the complete $(d – 1)$-skeleton. We consider sparse random matrices $H$, which are generalizations of the centered and normalized adjacency matrix $A := (np(1 – p))^{-1/2} \cdot (A – E[A])$, obtained by replacing the Bernoulli$(p)$ random variables used to construct $A$ with arbitrary bounded distribution $Z$. We obtain bounds on the expected Schatten norm of $H$, which allow us to prove results on eigenvalue confinement and in particular that $\|H\|_2$ converges to $2\sqrt{d}$ both in expectation and $\mathbb{P}$–almost surely as $n \to \infty$, provided that $\text{Var}(Z) \gg \frac{\log n}{n}$. The main ingredient in the proof is a generalization of [LVHY18, Theorem 4.8] to the context of high-dimensional simplicial complexes, which may be regarded as sparse random matrix models with dependent entries.

1 Introduction

The Erdős–Rényi graph ([ER59, ER61]) $G(n, p)$, is a random graph on $n$ vertices, where each edge is added independently with probability $p \in [0, 1]$ that might depend on $n$. The model and particularly the spectrum of its adjacency matrix $A$ has been extensively studied. For instance, it follows from Wigner’s semicircle theorem that the spectrum of $(np(1 – p))^{-1/2} (A – E[A])$ converges weakly in probability to the semicircle law, provided $\lim_{n \to \infty} np(1 – p) = \infty$, and it is shown in [FK81, Vu07] that under the assumption $np \gg \log^4(n)$, namely $\lim_{n \to \infty} (np)^{-1} \log^4(n) = 0$, one has

$$E\left[\|A - E[A]\|/\sqrt{np}\right] \leq 2(1 + o(1)), \quad \text{as } n \to \infty,$$

(1.1)

which is a well-known result regarding the spectral gap of the adjacency matrix of the homogeneous Erdős–Rényi graph. Recently, it was shown independently in [BGBK20] and [LVHY18] that (1.1) holds under the weaker assumption $np(1 – p) \gg \log(n)$, which by [BGBK20, BGBK19, ADK21] is the optimal regime.

The Linial-Meshulam model, c.f. [LM06, MW09], is a high-dimensional generalization of the Erdős–Rényi model. Given $n, d \in \mathbb{N}$ such that $n \geq d + 1$, and $p \in [0, 1]$ that might depend on $n$, the Linial-Meshulam model $X \equiv X(d, n, p)$, is a random $d$-dimensional simplicial complex on $n$ vertices with a complete $(d – 1)$-skeleton, in which each $d$-cell is added to $X$ independently with probability $p$. When $d = 1$, the model reduces to the Erdős–Rényi random graph. Since its appearance the Linial-Meshulam model attracted much attention, see for example [MW09, Koz10, BHK11, Wag11, HJ13, ALlM13, CCFK16, GW16, LP16, KR17, HS17, PR17, HKP17, CDGKS18, LP18, LP19, HK19, FP20, LP22].

Let $A$ be the adjacency operator associated with the Linial-Meshulam model $X \equiv X(d, n, p)$, see Section 2 for a precise definition. In this paper we consider a random matrix $H$ which is a generalization of the centered and
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normalized adjacency matrix, defined by \( A := (np(1-p))^{-\frac{1}{2}}(A - \mathbb{E}[A]) \), where the Bernoulli(\( p \)) random variables used to construct \( A \) are replaced with an arbitrary bounded distribution \( Z \). The matrix \( H \) is a sparse self-adjoint random matrix equipped with the same dependent structure as \( A \), and in particular its entries are only independent (up to the self-adjointness constraint) if and only if \( d = 1 \) (see [KR17] for further details).

Our main result is a generalization of (1.1) to random matrices of type \( H \) and in particular to the rescaled and centered adjacency matrix \( A \) of random simplicial complexes \( X(d,n,p) \). Previous results related to the spectrum of the adjacency matrix \( A \) for arbitrary \( d \in \mathbb{N} \) were introduced in [KR17] and [GW16]. In [KR17, Theorem 5.1], the authors assume \( np(1-p) \gg \log^4(n) \) and at the cost of this stronger assumption (compared to \( np(1-p) \gg \log(n) \)) establish (1.1), for all \( d \geq 2 \) with the appropriate optimal bound in the right hand side of (1.1). On the other hand, in [GW16, Theorem 2], it is shown that under the assumption \( np(1-p) \gg \log(n) \), one can obtain an upper bound on the left hand side of (1.1), which is not optimal. In [LVHY18], a key ingredient in problem the proof of (1.1) for the Erdős–Rényi model, namely the case \( d = 1 \) is [LVHY18, Theorem 4.8], which assumes independent entries (up to self-adjointness). Due to the dependent structure of the entries of \( H \), one can not apply [LVHY18, Theorem 4.8] whenever \( d \geq 1 \). In this paper, we generalize [LVHY18, Theorem 4.8] to random matrices of type \( H \) (see Theorem 2.1), which allows us to obtain bounds on the \( 2k \)-Schatten norm

\[
\mathbb{E}[\|H\|_{S_{2k}}] := \mathbb{E}
\left[\sqrt[k]{\text{Trace}(|H|^{2k})}\right],
\]

for all \( d \geq 1 \), where \( |H| = \sqrt{H^*H} \). Furthermore, we use this bound in order to show that \( \lim_{n \to \infty} \mathbb{E}[\|H\|_2] = 2\sqrt{d}, \) provided \( \text{Var}(Z) \gg n^{-1}\log n \), which by [KR17] is the optimal bound. We thus derive the optimal bound achieved in [KR17] under weaker assumptions, which coincide with those postulated in [GW16, LM06, MW09]. In addition to the norm bound, we improve the bound on \( \mathbb{P}(\|H\|_2 > 2\sqrt{d}\varepsilon) \) obtained in [KR17, Theorem 5.1] for \( \varepsilon > 0 \). We conclude this section with a few words about the proof of Theorem 2.1. The proof is based on the simplicial structure of the entries of \( H \). Te structure allow us to translate the problem into a combinatorial one by associating a simplicial complex with an embedded path with each of the elements in the sum defining \( \text{Trace}(|H|^{2k}) \). The simplicial structure brings into play new phenomena regarding the relation between the path and the simplicial complexes that do not arise in the graph case, and in particular is not entirely local. Thus new ideas are required, see Lemma 4.8 and Lemma 4.9 for further details.

## 2 Preliminaries and results

A finite simplicial complex \( X \) on a vertex set \( V \) is a finite collection of subsets of \( V \) that is closed under taking subsets. Namely, if \( \tau \in X \) and \( \sigma \subseteq \tau \), then \( \sigma \in X \). The elements of \( X \) are called **cells**, and the dimension of a cell \( \tau \), is defined as \( \dim(\tau) := |\tau| - 1 \). For \( j \geq -1 \), \( X^j \) denotes the set of cells of dimension \( j \), which we refer to as **\( j \)-cells**.

The dimension of the complex \( X \), denoted by \( d \), is defined as \( d := \max_{\tau \in X} \dim(\tau) \). For \( \ell < d \), the \( \ell \)-skeleton of \( X \) is the simplicial complex that consists of all cells of dimension \( \leq \ell \) in \( X \). The complex \( X \) is said to have a full \( \ell \)-dimensional skeleton if its \( \ell \)-skeleton contains all subsets of \( X^0 \subset V \) of size \( \ell + 1 \). Throughout the paper we assume that \( X \) has a full \((d-1)\)-skeleton and that \( X^0 = V \).

For \( j \geq 1 \), every \( j \)-cell \( \sigma = \{\sigma^0, \ldots, \sigma^j\} \) has two possible orientations, corresponding to the possible orderings of its vertices, up to an even permutation. Denote an oriented cell by square brackets, and a flip of orientation by an overline. For example, one orientation of \( \sigma = \{x,y,z\} \) is \( [x,y,z] = [y,x,z] = [z,x,y] \). The other orientation is \( (x,y,z) = (y,z,x) = (z,y,x) \). Denote by \( X^j_{\pm} \) the set of oriented \( j \)-cells (observe that \( |X^j_{\pm}| = 2|X^j| \) for \( j \geq 1 \)) and set \( X^j_{\pm} = X^0 \). Given two oriented cells \( \sigma, \sigma' \in X^{d-1}_{\pm} \), let \( \sigma \cup \sigma' \) and \( \sigma \cap \sigma' \) denote the union and intersection of the corresponding unoriented cells.

Define the boundary \( \partial \sigma \) of the \((j + 1)\)-cell \( \sigma = \{\sigma^0, \ldots, \sigma^{j+1}\} \in X^{j+1} \) as the set of \( j \)-cells obtained by omitting
the $i$-th vertex from $\sigma$, for every $0 \leq i \leq j + 1$. Namely,

$$\partial \sigma = \{(\sigma^0, \ldots, \sigma^{i-1}, \sigma^{i+1}, \ldots, \sigma^{j+1}) : 0 \leq i \leq j + 1\} \subseteq X^j.$$ 

An oriented $(j + 1)$-cell $[\sigma^0, \ldots, \sigma^{j+1}] \in X_+^{j+1}$ induces orientations on the $j$-cells in its boundary, as follows: the cell $\{(\sigma^0, \ldots, \sigma^{i-1}, \sigma^{i+1}, \ldots, \sigma^{j+1})\}$ is oriented as $(-1)^i [\sigma^0, \ldots, \sigma^{i-1}, \sigma^{i+1}, \ldots, \sigma^{j+1}]$, where $-\sigma := \overrightarrow{\sigma}$. As introduced in [PR17] one can define a neighboring relation on $X_+^d$, where $\sigma, \sigma' \in X_+^d$ are called neighbors, denoted $\sigma \sim \sigma'$, if there exists an oriented $(j + 1)$-cell, $\tau \in X_+^{j+1}$, such that both $\sigma$ and $\overrightarrow{\sigma'}$ are in the boundary of $\tau$ as oriented cells (see Figure 2.1 for illustration in the case $d = 2$). Observe that this definition guarantees that for each pair $(\sigma, \sigma') \in X^j \times X^j$ satisfying $\sigma \sim \sigma'$, either $\sigma \sim \sigma'$ or $\sigma \sim \overrightarrow{\sigma'}$, but not both.

Figure 2.1: On the left: an oriented 2-cell and the orientation it induces on its boundary. On the right: an oriented 1-cell in a 2-cell together with its two oriented neighboring 1-cells.

Let $K^d := K(d, n)$ be the complete $d$-complex with vertex set $V = [n] := \{1, 2, \ldots, n\}$. That is to say that $K^d$ consists of all subsets of $[n]$ of size $\leq d + 1$.

The Linial-Meshulam model $X = X(d, n, p)$, with $n, d \in \mathbb{N}$ satisfying $n \geq d + 1$ and $p = p(n) \in [0, 1]$, is a random $d$-dimensional simplicial complex on $n$ vertices, with a complete $(d - 1)$-skeleton in which each $d$-cell of $K^d$ is added to $X$ independently with probability $p$.

We fix an arbitrary choice of orientation of the $(d - 1)$-cells in the complete complex, and denote it as $K_+^{d-1} \subseteq K_+^d$. Observe that this choice of orientation determine the orientation of the elements in $X^{d-1}$ since $X^{d-1} = K^{d-1}$. Note that there is a natural bijection between $K_+^{d-1}$ and $K^{d-1}$, and hence also between $X_+^{d-1}$ and $X^{d-1}$.

The adjacency matrix $A$, associated to the random complex $X$, is a $|X_+^{d-1}| \times |X_+^{d-1}|$ random matrix, defined via

$$A_{\sigma \sigma'} = \begin{cases} 
1 & \text{if } \sigma \sim \sigma' \\
-1 & \text{if } \sigma \nabla \sigma' \\
0 & \text{otherwise}
\end{cases}, \quad \forall \sigma, \sigma' \in X_+^{d-1}.$$ 

Our main result concerns a natural generalization of the centered and normalized adjacency matrix of $A$, defined by

$$H_{\sigma \sigma'} := \begin{cases} 
\frac{Z - \mathbb{E}[Z]}{\sqrt{n \text{Var}(Z)}} & \text{if } \sigma \sim \sigma' \text{ and } \sigma \cup \sigma' = \tau \\
-\frac{Z - \mathbb{E}[Z]}{\sqrt{n \text{Var}(Z)}} & \text{if } \sigma \nabla \sigma' \text{ and } \sigma \cup \sigma' = \tau \\
0 & \text{otherwise}
\end{cases}, \quad \forall \sigma, \sigma' \in X_+^{d-1},$$ 

where $Z$ is a bounded random variable with positive variance and $(Z_\tau)_{\tau \in K_+^d}$ are i.i.d. copies of it.
Remark. The results stated below for the matrix $H$ hold also for the unsigned version of the matrix $\tilde{H}$.

\[
\tilde{H}_{\sigma\sigma'} = \begin{cases} 
\frac{Z_{\sigma\sigma'} - \mathbb{E}[Z]}{\sqrt{n\text{Var}(Z)}} & \text{if } \sigma \cup \sigma' \in X^d \\
0 & \text{otherwise}
\end{cases}, \quad \forall \sigma, \sigma' \in X^{d-1}.
\]

(2.1)

Observe that by choosing $Z$ to be a Bernoulli random variable with parameter $p$, the matrix $H$ reduces to the centered and normalized adjacency matrix of $X$, defined by

\[
A := \frac{1}{\sqrt{nq}} (A - \mathbb{E}[A]),
\]

where

\[
q := q(n) = p(1-p).
\]

Recall that for a square matrix $M \in \mathbb{R}^{n \times n}$ and $p \geq 1$, the $p$–Schatten norm of $M$ is defined via

\[
\|M\|_{S_p} = \left(\text{Trace}(|M|^p)\right)^{1/p},
\]

where $|M| = \sqrt{MM^*}$.

We now state our main result.

**Theorem 2.1.** For every $d \in \mathbb{N}$, there exist constants $C_d, c_d \in (0, \infty)$ depending only on $d$, such that for every $n \geq d + 1$ and any integer $k := k(n) \geq d$

\[
2\sqrt{\mathbb{E}\left[\|H\|_{S_{2k}}^{2k}\right]} \leq \Phi(\theta_k, \theta_k^*),
\]

where

\[
\theta_k := \sqrt{\frac{n-d}{n}} \left(\frac{n}{d}\right)^{\frac{1}{2k}}, \quad \theta_k^* := \|Z_T - \mathbb{E}[Z]\|_{\infty} \left(\frac{n}{d}\right)^{\frac{d(n-d)}{(n\text{Var}(Z))^{\frac{1}{2}}}},
\]

and

\[
\Phi(x, y) := 2^{d-1} \cdot y \left(x + 2\sqrt{k}\right)^{-\frac{d-1}{2}} \left(2\sqrt{d} \left(x + 2\sqrt{k}\right) + C_d \left(x + 2\sqrt{k}\right)^{\frac{1}{2}} \left(\log \left(x + 2\sqrt{k}\right)\right)^{2/3} + c_d \sqrt{k}\right).
\]

Theorem 2.1 allows us to control the operator norm of $H$.

**Corollary 2.2.** For every $d \in \mathbb{N}$, if $n \text{Var}(Z) \gg \log(n)$, namely $\lim_{n \to \infty} \frac{\log(n)}{n \text{Var}(Z)} = 0$, then

\[
\lim_{n \to \infty} \mathbb{E}[\|H\|_2] = 2\sqrt{d}.
\]

Furthermore, it provides an upper bound on the probability that the operator norm of $H$ is bigger than $2\sqrt{d}$.

**Corollary 2.3.** For every $d \in \mathbb{N}$, there exists a constant $C_d \in (0, \infty)$, depending only on $d$, such that if $n \text{Var}(Z) \gg \log(n)$, then for all $\varepsilon > 0$ and all large enough $n$ (depending only on $\varepsilon$ and $d$)

\[
\mathbb{P}\left(\|H\|_2 \geq 2\sqrt{d} + \varepsilon\right) \leq e^{-C_d n \text{Var}(Z) \varepsilon^2},
\]

and hence

\[
\lim_{n \to \infty} \|H\|_2 = 2\sqrt{d}, \quad \text{P-a.s.}
\]
Finally, following the argument in [KR17, Theorem 2.1 and Corollary 2.3] and using Corollary 2.3 allow us to extend the spectral gap result obtained in [KR17] for the matrix $A$ in the regime $nq \gg \log^4(n)$, to the regime $nq \gg \log(n)$.

**Theorem 2.4** (Eigenvalue confinement). For every $d \geq 2$, there exists a positive constant $C > 0$ depending only on $d$, such that the following holds with probability at least $1 - n^{-D}$ for all $D > 0$, provided $nq \gg \log(n)$.

1. For every $\xi > 0$, and all large enough $n$ (depending on $D$, $\xi$ and $d$), the $(\binom{n-1}{d})$ smallest eigenvalues of the matrix $A$ are within the interval $\sqrt{dnq}[-2 - \xi, 2 + \xi]$.

2. If $q \log^6(n) \leq \frac{1}{C(1+D)^2}$, then for all large enough $n$ (depending on $D$ and $d$), the remaining $(\binom{n-1}{d-1})$ eigenvalues of $A$ lie in the interval $nq + [-7d, 7d]$.

As an immediate corollary from the last theorem we obtain

**Corollary 2.5** (Spectral gap). For every $d \geq 2$, there exists a positive constant $C > 0$ depending only on $d$ such that for all $\xi > 0$, $D > 0$ satisfying $nq \gg \log(n)$ and $q \log^6(n) \leq \frac{1}{C(1+D)^2}$, we have for all $n$ large enough (depending on $d$, $D$ and $\xi$)

$$\lambda_{(\binom{n-1}{d})+1} - \lambda_{(\binom{n-1}{d-1})} = nq - 2\sqrt{dnq}(1 + O(\xi)),$$

with probability at least $1 - n^{-D}$.

**Conventions.** Throughout the rest of the paper we use $C$ to denote a generic large positive constant, which may depend on some fixed parameters and whose value may change from one expression to the next. If $C$ depends on some parameter $k$, we sometimes emphasize this dependence by writing $C_k$ instead of $C$. The letters $d, i, j, k, l, m, n, r, s, N$ are always used to denote an element in $\mathbb{N} := \{0, 1, 2, \ldots\}$. From now on, we consistently use $\sigma$ for (oriented or non-oriented) $(d-1)$-cells, and $\tau$ for (oriented or non-oriented) $d$-cells.

## 3 Norm bounds for the unsigned adjacency matrix

In this section we introduce two useful bounds, having a significant role in the proof of Theorem 2.1.

Let $r \geq d + 1$ and $p_0 \in (0, 1)$ a fixed number which does not depend on $r$. Denote by $Y_{r, \xi}^{d, q}$ the matrix obtained from (2.1) by taking Ber($p_0$) distribution, that is, $Y$ is the unoriented normalized adjacency matrix arising from $X(d, r, p_0)$, given by

$$Y_{\sigma\sigma'} = \begin{cases} \frac{X_{\sigma\sigma'} - p_0}{\sqrt{q_0}} & \text{if } \sigma \cup \sigma' \in X_d^d, \\ 0 & \text{otherwise} \end{cases}, \quad \forall \sigma, \sigma' \in X_d^{d-1},$$

where $q_0 := p_0 (1 - p_0)$ and $(\chi_\tau)_{\tau \in X^d}$ are i.i.d. Ber($p_0$) random variables. With a slight abuse of notation, we use $\| \cdot \|_2$ to denote both the Euclidean norm when applied to a vector $v \in \mathbb{R}^m$, and the operator norm when applied to a real matrix.

### 3.1 Bounding the expected value of the norm of $Y$

**Proposition 3.1.** For every $p_0 \in (0, 1)$ there exists a constant $C = C_{d, q_0} \in (0, \infty)$ such that for all $r \geq d + 1$

$$\mathbb{E} [\|Y\|_2^2] \leq 2\sqrt{dr} + C_{d, q_0} r^{1/3} \log^{2/3} r.
$$

**Proof.** We first prove the inequality holds for all sufficiently large $r$ (depending only on $d$ and $q_0$). Using the CDF formula for calculating expectation gives for every $\alpha > 0$
\[ E[\|Y\|_2] = \int_0^\infty \mathbb{P}(\|Y\|_2 > t) \, dt \]
\[ \leq 2\sqrt{d_\varepsilon} + \alpha r^{1/3} \log^{2/3} r + \sqrt{r} \int_{\alpha r^{-1/6} \log^{2/3} r}^\infty \mathbb{P}(\|Y\|_2 > 2\sqrt{d_\varepsilon} + u\sqrt{r}) \, du. \quad (3.1) \]

By [KR17, Theorem 5.1], assuming \( r_{q_0} \geq 2 \), for every \( u > 0 \)
\[ \mathbb{P}(\|Y\|_2 > 2\sqrt{d_\varepsilon} + u\sqrt{r}) \leq \frac{2}{(d - 1)!} \xi(d, r, u) \]
\[ := \frac{2 \left(1 + \frac{u}{2\sqrt{d}}\right)^2}{(d - 1)!} \exp\left( d \log (r) - \left(\frac{2}{3} \log \left(1 + \frac{u}{2\sqrt{d}}\right)\right)^{3/2} \left(\frac{r_{q_0}}{d}\right)^{1/4}\right), \]
and thus
\[ E[\|Y\|_2] \leq 2\sqrt{d_\varepsilon} + \alpha r^{1/3} \log^{2/3} r + \frac{2\sqrt{r}}{(d - 1)!} \int_{\alpha r^{-1/6} \log^{2/3} r}^\infty \xi(d, r, u) \, du. \quad (3.2) \]

Given \( \varepsilon > 0 \), by choosing \( \alpha > 2d^{1/3} q_0^{-1/6} \varepsilon^{-2/3} \), one can verify that for all \( u \geq \alpha r^{-1/6} \log^{2/3} r \) and all sufficiently large \( r \) (depending only on \( d \) and \( q_0 \))
\[ \frac{d \log (r)}{\log^{3/2} \left(1 + \frac{u}{2\sqrt{d}}\right) \left(\frac{r_{q_0}}{d}\right)^{1/4}} \leq \varepsilon. \]

In particular, taking \( \varepsilon = \left(\frac{3}{5}\right)^{3/2} - \left(\frac{1}{5}\right)^{3/2} \) and choosing an appropriate \( \alpha \), for all sufficiently large \( r \) (depending only on \( d \) and \( q_0 \))
\[ \xi(d, r, u) \leq \left(1 + \frac{u}{2\sqrt{d}}\right)^2 \exp\left( -\left(\frac{1}{3} \left(\frac{r_{q_0}}{d}\right)^{1/6} \log \left(1 + \frac{u}{2\sqrt{d}}\right)\right)^{3/2}\right). \]

Consequently, for all \( r \) satisfying \( \frac{1}{3^{3/2}} \left(\frac{r_{q_0}}{d}\right)^{1/4} \geq 1 \)
\[ \int_{\alpha r^{-1/6} \log^{2/3} r}^\infty \xi(d, r, u) \, du \leq \int_{1 + \frac{1}{3^{3/2}} \alpha d^{-1/2} r^{-1/6} \log^{2/3} r}^\infty s^2 \exp\left(-\left(\frac{1}{3} \left(\frac{r_{q_0}}{d}\right)^{1/6} \log s\right)^{3/2}\right) \, ds \]
\[ \leq \int_{1 + \frac{1}{3^{3/2}} \alpha d^{-1/2} r^{-1/6} \log^{2/3} r}^\infty s^2 \exp\left(-\frac{1}{3} \left(\frac{r_{q_0}}{d}\right)^{1/6} \log s\right) \, ds \]
\[ \leq \int_1^\infty s^2 \exp\left(-\frac{1}{3} \left(\frac{r_{q_0}}{d}\right)^{1/6} \log s\right) \, ds \]
\[ = \int_1^\infty s^{2 - \frac{1}{3} \left(\frac{r_{q_0}}{d}\right)^{1/6}} \, ds = \frac{1}{3} \left(\frac{r_{q_0}}{d}\right)^{1/6} - 3, \]
where in the second inequality we used the fact that \( \frac{1}{3} \left(\frac{r_{q_0}}{d}\right)^{1/6} \log \left(1 + \frac{u}{2\sqrt{d}}\right) \geq 1 \) for all \( u \geq 1 + \frac{1}{2} \alpha d^{-1/2} r^{-1/6} \log^{2/3} r \) provided \( r \) is sufficiently large (depending only on \( d \) and \( q_0 \)). Combining the last estimation with (3.2) and (3.1), gives
\[ E[\|Y\|_2] \leq 2\sqrt{d_\varepsilon} + \alpha r^{1/3} \log^{2/3} r + \frac{2\sqrt{r}}{(d - 1)!} \frac{1}{3} \left(\frac{r_{q_0}}{d}\right)^{1/6} - 3 \leq 2\sqrt{d_\varepsilon} + C_{d,q_0} r^{1/3} \log^{2/3} r. \]

\(^1\) Note that in [KR17] the authors consider the oriented adjacency matrix of the complex \( X(d, n, p) \) (denoted by \( A \)), which takes into account the orientation of each \((d - 1)\)-cell. However, going over the proof of Theorem 5.1, one can verify that it remains valid for the matrix \( Y \).
In order to obtain the result for all \( r \geq d + 1 \), we note that by increasing the value of \( C_{d,q_0} \) even further it follows that the last inequality holds for any \( r \geq d + 1 \), thus concluding the proof of Proposition 3.1. 

\[ \square \]

### 3.2 Bounding the expected value of powers of the norm of \( Y \)

**Proposition 3.2.** For every \( p_0 \in (0,1) \), there exists a constant \( C_{d,q_0} \in (0,\infty) \) (depending only on \( d \) and \( q_0 \)), such that for all \( k \in \mathbb{N} \) and all \( r \geq d + 1 \)

\[
\left( \mathbb{E} \left[ \| Y \|_2^{2k} \right] \right)^{\frac{1}{2k}} \leq \mathbb{E} \left[ \| Y \|_2 \right] + C_{d,q_0} \sqrt{K}.
\]

The proof of Proposition 3.2 is based on the following concentration result.

**Lemma 3.3.** For every \( p_0 \in (0,1) \), there exists a constant \( c_{d,q_0} \in (0,\infty) \), depending only on \( d \) and \( q_0 \), such that for any \( t > 0 \) and \( r \geq d + 1 \)

\[
\mathbb{P} \left( \| Y \|_2 \geq \mathbb{E} \| Y \|_2 + t \right) \leq e^{-c_{d,q_0} t^2}.
\]

**Proof of Lemma 3.3.** The inequality follows from Talagrand’s concentration inequality [BLM13, Theorem 6.10] using the fact that the function \( f_{p_0,r} : [0,1]^{K^d} \to \mathbb{R} \), defined by

\[
f_{p_0,r}(x_\tau)_{\tau \in K^d}) = \sqrt{\frac{q_0}{d(d+1)}} \| A((x_\tau)_{\tau \in K^d}) \|_2,
\]

where \( A((x_\tau)_{\tau \in K^d}) \) is a \( |X_+^{d-1}| \times |X_+^{d-1}| \) matrix defined by

\[
A_{\sigma\sigma'}(x_\tau)_{\tau \in K^d}) = \begin{cases} 0 & \text{if } \sigma \cup \sigma' \notin K^d \\ \frac{\|	au - p_0\|_2}{\sqrt{2}q_0} & \text{if } \sigma \cup \sigma' = \tau \in K^d \end{cases}, \quad \forall \sigma, \sigma' \in X_+^{d-1}
\]

is a convex 1-Lipschitz function, and therefore, for any \( t > 0 \)

\[
\mathbb{P} \left( \| Y \|_2 \geq \mathbb{E} \| Y \|_2 + t \right) = \mathbb{P} \left( f_{p_0,r}(x_\tau)_{\tau \in K^d}) \geq \mathbb{E} [f_{p_0,r}(x_\tau)_{\tau \in K^d})] + \sqrt{\frac{q_0}{d(d+1)} t} \right) \leq e^{-c_{d,q_0} t^2}, \tag{3.3}
\]

where \( c_{d,q_0} := \frac{q_0}{2d(d+1)} \).

**Proof of Proposition 3.2.** We strive towards estimating \( \mathbb{E} \left[ \| Y \|_2^{2k} \right] \). Using the CDF formula for expectation gives

\[
\mathbb{E} \left[ \| Y \|_2^{2k} \right] = \int_0^\infty \mathbb{P} \left( \| Y \|_2^{2k} > t \right) \, dt \\
= \int_0^{\mathbb{E} \left[ \| Y \|_2^{2k} \right]} \mathbb{P} \left( \| Y \|_2^{2k} > t \right) \, dt + \int_0^\infty \mathbb{P} \left( \| Y \|_2^{2k} > t \right) \, dt \\
\leq \left( \mathbb{E} \left[ \| Y \|_2 \right] \right)^{2k} + 2k \int_0^\infty \left( \mathbb{E} \left[ \| Y \|_2 \right] + \eta \right)^{2k-1} e^{-c_{d,q_0} \eta^2} \, d\eta, \tag{3.4}
\]

where in the second integral we used the change of variable \( t = (\mathbb{E} \left[ \| Y \|_2 \right] + \eta)^{2k} \) together with Lemma 3.3. Using
the binomial formula, the integral in (3.4) gives

\[
\mathbb{E}[\|Y\|_{2}^{2k}] \leq \left(\mathbb{E}[\|Y\|_{2}]^{2k} + 2k \sum_{j=0}^{2k-1} (\mathbb{E}[\|Y\|_{2}])^{j} \int_{0}^{\infty} \eta^{2k-1-j} e^{-c_{d,q_{0}} \eta^{2}} d\eta \right) \\
\overset{(1)}{=} \left(\mathbb{E}[\|Y\|_{2}]^{2k} + \sum_{j=0}^{2k-1} (2k - j) \binom{2k}{j} (\mathbb{E}[\|Y\|_{2}])^{j} \int_{0}^{\infty} \frac{1}{(2c_{d,q_{0}})^{2k-j}} \eta^{2k-1-j} e^{-\frac{\eta^{2}}{2}} d\eta \right) \\
\overset{(2)}{=} \left(\mathbb{E}[\|Y\|_{2}]^{2k} + \sum_{j=0}^{2k-1} (2k - j) \binom{2k}{j} (\mathbb{E}[\|Y\|_{2}])^{j} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} \sqrt{2\pi} e^{-\frac{t^{2}}{2}} e^{-\frac{t^{2}}{2}} dt \right) \\
\overset{(3)}{\leq} \left(\mathbb{E}[\|Y\|_{2}]^{2k} + \sum_{j=0}^{2k-1} (2k - j) \binom{2k}{j} (\mathbb{E}[\|Y\|_{2}])^{j} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} \sqrt{2\pi} e^{-\frac{t^{2}}{2}} (2k - 1)!! \right) \\
\leq (\mathbb{E}[\|Y\|_{2}])^{2k} + \sqrt{\frac{\pi}{c_{d,q_{0}}}} k (\mathbb{E}[\|Y\|_{2}])^{2k-1} + \sum_{j=0}^{2k-2} (2k - j) \binom{2k}{j} (\mathbb{E}[\|Y\|_{2}])^{j} \frac{2}{(2c_{d,q_{0}})^{2k-j}} e^{\frac{2k-j}{2} \log((2k-1-j))},
\]

where in (1) we used the change of variables \( \eta = (2c_{d,q_{0}})^{-1/2} t \), (2) holds since the integrand is an even function and (3) is due to the central absolute moment formula of a standard normal random variable.

We wish to show that the expression in (3.5) is bounded from above by \( \left(\mathbb{E}[\|Y\|_{2}] + C_{d,q_{0}} \sqrt{K} \right)^{2k} \), for an appropriate choice of positive constant \( C_{d,q_{0}} \), which depends only on \( d \) and \( q_{0} \). We will show this for \( C_{d,q_{0}} = \sqrt{\frac{\pi}{c_{d,q_{0}}}} k \) by showing that each term in (3.5) is bounded from above by the corresponding term in \( \sum_{j=0}^{2k} (2k) (\mathbb{E}[\|Y\|_{2}])^{j} \left( C_{d,q_{0}} \sqrt{K} \right)^{2k-j} \) (which by the binomial formula equals \( (\mathbb{E}[\|Y\|_{2}] + C_{d,q_{0}} \sqrt{K})^{2k} \)). For \( j = 2k \) both summands are equal. As for \( j = 2k - 1 \) note that in (3.5) we obtain \( \sqrt{\frac{\pi}{c_{d,q_{0}}}} k (\mathbb{E}[\|Y\|_{2}])^{2k-1} \), while in the Binomial formula we obtain \( 2k (\mathbb{E}[\|Y\|_{2}])^{2k-1} C_{d,q_{0}} \sqrt{K} \). Thus, the result trivially holds by taking \( C_{d,q_{0}} \geq 1 \sqrt{\frac{\pi}{c_{d,q_{0}}}} \). Finally for \( 0 \leq j \leq 2k - 2 \), we observe the following equivalent statements:

\[
(2k - j) \binom{2k}{j} (\mathbb{E}[\|Y\|_{2}])^{j} \frac{2}{(2c_{d,q_{0}})^{2k-j}} e^{\frac{2k-j}{2} \log((2k-1-j))} \leq (2k) (\mathbb{E}[\|Y\|_{2}])^{j} \left( C_{d,q_{0}} \sqrt{K} \right)^{2k-j} \\
\Leftrightarrow (2k - j) \frac{2}{(2c_{d,q_{0}})^{2k-j}} e^{\frac{2k-j}{2} \log((2k-1-j))} \leq \left( C_{d,q_{0}} \sqrt{K} \right)^{2k-j} \\
\Leftrightarrow \frac{2}{2k - j} \log (4k - 2j) + \log \left( \frac{2k - 1 - j}{2c_{d,q_{0}}} \right) \leq \log \left( C_{d,q_{0}}^{2} k \right)
\]

The LHS of (3.6) is bounded from above by

\[
\frac{2}{2k - j} \log (4k - 2j) + \log \left( \frac{k}{c_{d,q_{0}}} \right) \leq \log \left( \frac{k}{c_{d,q_{0}}} \right) + 4 = \log \left( \frac{e^{4} k}{c_{d,q_{0}}} \right),
\]

which is the expression on the right hand side of (3.6). Together with (3.4) and (3.5) we obtain

\[
\mathbb{E}[\|Y\|_{2}^{2k}] \leq \sum_{j=0}^{2k} (2k) (\mathbb{E}[\|Y\|_{2}])^{j} \left( C_{d,q_{0}} \sqrt{K} \right)^{2k-j} \\
= \left( \mathbb{E}[\|Y\|_{2}] + C_{d,q_{0}} \sqrt{K} \right)^{2k},
\]

which concludes the proof of Proposition 3.2.
4 Bounding the $2k$-Schatten norm of $H$

4.1 Proof of Theorem 2.1

Let us start with several definitions that are used throughout the proof. See Example 4.4 for an illustration.

Definition 4.1. (Word) A letter is an element of $X^{d-1}$. A word of length $m \in \mathbb{N}$, is a finite sequence $\sigma_1 \sigma_2 \ldots \sigma_m$ of letters, at least one letter long, such that $\sigma_i \cup \sigma_{i+1} \in X^d$ for all $1 \leq i \leq m - 1$. A word is called closed if its first and last letters are the same, namely $\sigma_1 = \sigma_m$. Two words of the same length $w = \sigma_1 \ldots \sigma_m$ and $w' = \sigma'_1 \ldots \sigma'_m$ are called equivalent, denoted as $w \sim w'$, if there exists a permutation $\pi$ on $V = X^0 = [n]$ such that $\pi(\sigma_i) = \sigma'_i$ for every $1 \leq i \leq m$, where for $\sigma = [\sigma^0, \sigma^1, \ldots, \sigma^{d-1}] \in X^{d-1}$ we write $\pi(\sigma) = [\pi(\sigma^0), \pi(\sigma^1), \ldots, \pi(\sigma^{d-1})]$.

Definition 4.2. (Support) For a word $w = \sigma_1 \ldots \sigma_m$, we define its support by $\text{supp}_0(w) = \bigcup_{i=1}^m \sigma_i \subseteq V$, and its $d$–cell support by $\text{supp}_d(w) = \{\sigma_i \cup \sigma_{i+1}; 1 \leq i \leq m - 1\} \subseteq K^d$.

Definition 4.3. (Graph of a word). Given a word $w = \sigma_1 \ldots \sigma_m$, define $G_w = (V_w, E_w)$ to be the graph with vertex set $V_w = \{\sigma_i; 1 \leq i \leq m\} \subseteq X^{d-1}$ and edge set $E_w = \{\{\sigma_i, \sigma_{i+1}\}; 1 \leq i \leq m - 1\} \subseteq K^d$. Let $\mathcal{G}$ denote the collection of all labeled, undirected graphs induced from words. Namely, $\mathcal{G} := \{G_w : w \text{ is a word}\}$. The graph $G_w$ comes with a path, given by the word $w$, that goes through all of its vertices and edges. We call each step along the path, i.e., $\sigma_i \sigma_{i+1}$ for some $1 \leq i \leq m - 1$, a crossing of the edge $\{\sigma_i, \sigma_{i+1}\}$ and a crossing of the $d$-cell $\sigma_i \cup \sigma_{i+1}$. For an edge $e \in E_w$, define $N_w(e)$ to be the number of times the edge $e$ is crossed along the path generated by $w$ in the graph $G_w$. For a $d$–cell $\tau \in \text{supp}_d(w)$, let $E_w(\tau) := \{\{\sigma, \sigma'\} \in E_w; \sigma \cup \sigma' = \tau\}$ and define

$$N_w(\tau) = \sum_{e \in E_w(\tau)} N_w(e)$$

to be the total number of times the $d$–cell is crossed along the path generated by the word $w$.

Example 4.4. In the case $d = 2$, for $w_1 = [6, 5] [6, 7] [6, 5]$ and $w_2 = [2, 1] [3, 1] [2, 1]$, we have $w_1 \sim w_2$ via any permutation on $[n]$ satisfying $6 \leftrightarrow 1, 5 \leftrightarrow 2, 7 \leftrightarrow 3$ (see Figure 4.1). Furthermore, the support of the word

$$w = [5, 6] [6, 7] [5, 6][5, 8]$$
is given by $\text{supp}_0(w) = \{5, 6, 7, 8\}$ and its 2-cell support by $\text{supp}_2(w) = \{\{5, 6, 7\}, \{6, 5, 8\}\}$.

Figure 4.1: Left: The path generated from the word $w_1$. Right: The path generated from the word $w_2$ which is equivalent to $w_1$. 

$w = [5, 6] [6, 7] [5, 6][5, 8]$ is given by $\text{supp}_0(w) = \{5, 6, 7, 8\}$ and its 2-cell support by $\text{supp}_2(w) = \{\{5, 6, 7\}, \{6, 5, 8\}\}$. 
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Let $B := \sqrt{n \text{Var} (Z) H}$. Since $H$ is symmetric, for every $k \in \mathbb{N}$,

$$
E[\|H\|^2_{S_{2k}}] = E \left[ \text{Tr} \left( H^{2k} \right) \right] = \frac{1}{(n \text{Var} (Z))^k} E \left[ \text{Tr} \left( \left( (n \text{Var} (Z))^{-1/2} B \right)^{2k} \right) \right]
$$

$$
= \frac{1}{(n \text{Var} (Z))^k} E \left[ \text{Tr} \left( B^{2k} \right) \right] = \frac{1}{(n \text{Var} (Z))^k} \sum_{\sigma_1, \ldots, \sigma_{2k} \in X_+^k} E \left[ B_{\sigma_1 \sigma_2 \sigma_3 \cdots \sigma_{2k} \sigma_1} \right].
$$

(4.1)

Each term in the sum, $B_{\sigma_1 \sigma_2 \sigma_3 \cdots \sigma_{2k} \sigma_1}$, can be associated with a string of letters $\sigma_1 \sigma_2 \ldots \sigma_{2k}$. Since $B_{\sigma \sigma'} = 0$ whenever $\sigma \varnot\sim \sigma'$, it follows that the list of letters which contribute to the sum in (4.1) are the set of closed words of length $2k + 1$. Using the independent structure of $H$ for different $d-$cells and the definition of $N_w (\tau)$ we then have

$$
E[\|H\|^2_{S_{2k}}] = \frac{1}{(n \text{Var} (Z))^k} \sum_{w \text{ a closed word of length } 2k + 1} \prod_{\tau \in K^d} E \left[ B_{\tau}^{N_w (\tau)} \right]
$$

$$
\leq \frac{1}{(n \text{Var} (Z))^k} \sum_{w \text{ a closed word of length } 2k + 1} \prod_{\tau \in K^d} E \left[ B_{\tau}^{N_w (\tau)} \right],
$$

where $B_{\tau} := B_{\sigma \sigma'}$ for some $\sigma, \sigma' \in X_+^{d-1}$ with $\sigma \varnot\sim \sigma'$ (observe that the value of $E \left[ B_{\tau}^{N_w (\tau)} \right]$ for any pair $(\sigma, \sigma') \in X_+^{d-1}$ with $\sigma \varnot\sim \sigma'$, is the same, hence the last expression is well defined).

Note that if $N_w (\tau) = 1$, then

$$
E \left[ B_{\tau}^{N_w (\tau)} \right] = E \left[ B_{\tau} \right] = E \left[ Z_{\tau} - E \left[ Z \right] \right] = 0,
$$

and hence we only need to address closed words of length $2k + 1$ such that

$$
N_w (\tau) \geq 2, \quad \forall \tau \in \text{supp}_d (w).
$$

(4.2)

Denote by $W_{2k+1}$ a set of representatives for the equivalence classes of closed words of length $2k + 1$ with $N_w (\tau) \geq 2$ for all $\tau \in \text{supp}_d (w)$. As a consequence of the above remark we obtain

$$
E \left[ \|H\|^2_{S_{2k}} \right] \leq \frac{1}{(n \text{Var} (Z))^k} \sum_{w \in W_{2k+1}} \sum_{u \sim w} \prod_{\tau \in \text{supp}_d (u)} E \left[ B_{\tau}^{N_w (\tau)} \right].
$$

For $\tau \in K^d$ and $m \in \mathbb{N}$, define

$$
b_{\tau}^{(m)} := E \left[ |B_{\tau}|^m \right],
$$

(4.3)

and note that despite the notation $b_{\tau}^{(m)}$ is independent of $\tau$, since all none zero entries of $B$ have the same distribution. Moreover, $|\text{supp}_d (u)| = |\text{supp}_d (w)|$ for any two equivalent words $u$ and $w$. Consequently

$$
E \left[ \|H\|^2_{S_{2k}} \right] \leq \frac{1}{(n \text{Var} (Z))^k} \sum_{w \in W_{2k+1}} \sum_{u \sim w} \prod_{\tau \in \text{supp}_d (w)} b_{\tau}^{(N_w (\tau))}
$$

$$
= \frac{1}{(n \text{Var} (Z))^k} \sum_{w \in W_{2k+1}} \prod_{\tau \in \text{supp}_d (w)} b_{\tau}^{(N_w (\tau))} |\{ u : u \text{ is a word such that } u \sim w \}|,
$$
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Throughout the rest of the argument we work with the following set of representatives: Each equivalence class [w] contains a unique word u with supp0(u) = \{1, 2, \ldots, |\text{supp}_0(u)|\} and such that the appearance of the 0-cells along the word u, is in increasing order. We choose this word as the unique representative of the equivalence class.

Note that given such a representative u for the equivalence class, the remaining elements in the equivalence class are given via a permutation v \in [n]|\text{supp}_0(u)|, taking the word u to the word v(u) = v(u_1)v(u_2) \cdots v(u|\text{supp}_0(u)|), where we recall that for a cell \sigma = [\sigma^0, \sigma^1, \ldots, \sigma^{d-1}] in \text{X}^{d-1}, we define v(\sigma) = [v(\sigma^0), v(\sigma^1), \ldots, v(\sigma^{d-1})]. With a slight abuse of notation, we use [n]m, for m \in \mathbb{N}, to denote all vectors of length m, whose components are distinct and belong to the set [n].

**Example 4.5.** For d = 2 and n = 8, consider the word w = [5, 6][6, 7][5, 6][6, 1][1, 2]. The unique representative in the equivalence class of w is u = [1, 2][2, 3][1, 2][2, 4][4, 5]. Taking the permutation v = (6, 4, 8, 1, 5) \in [8]^5, gives the equivalent word v(u) = [6, 4][8][6, 4][4, 1][1, 5].

Let w be a representative of an equivalence class. Observe that each closed word u satisfying u \sim w, arises from a unique permutation v^u \in [n]|\text{supp}_0(w)|. Hence,

\[ |\{u : u \text{ a closed word such that } u \sim w\}| \leq |[n]|\text{supp}_0(w)||.

Consequently,

\[
\mathbb{E} \left[ \|H\|_{S_{2k}}^2 \right] \leq \frac{1}{(n \text{Var}(Z))^k} \sum_{w \in W_{2k+1}} \prod_{\tau \in \text{supp}_d(w)} b^{(\text{N}_w(\tau))}_{\tau} \left|[n]|\text{supp}_0(w)|\right|
\]

\[= \frac{1}{(n \text{Var}(Z))^k} \sum_{w \in W_{2k+1}} \sum_{v \in [n]|\text{supp}_0(w)|} \prod_{\tau \in \text{supp}_d(w)} b^{(\text{N}_w(\tau))}_{\tau},
\]

(4.4)

where in the last equality we used the fact that |B_{v(\tau)}| \overset{\text{law}}{=} |B_{\tau}|, and thus \( b^{(\text{N}_w(\tau))}_{\tau} = b^{(\text{N}_v(\tau))}_{v(\tau)} \).

**Notation 4.6.** Given \( G = (V_G, E_G) \in \mathcal{G} \) we define

\[ S_d (G) := \{ \tau \in \text{X}^d : \exists \{\sigma, \sigma'\} \in E_G \text{ such that } \sigma \cup \sigma' = \tau \}, \]

and

\[ S_0 (G) = \{ i \in [n] : \exists \sigma \in V_G \text{ such that } i \in \sigma \}. \]

Note that for a word u, \( S_d (G_u) = \text{supp}_d(u) \) and \( S_0 (G_u) = \text{supp}_0(u) \). Denote by \( N_G = (N_G(\epsilon))_{\epsilon \in E_G} \) a family of positive weights for the edges in G. For \( \tau \in S_d(G) \) define \( N_G(\tau) := \sum_{\{\sigma, \sigma'\} \in E_G} N_G(\{\sigma, \sigma'\}) \).

**Notation 4.7.** For a graph \( G \in \mathcal{G} \) and weights \( N_G = (N_G(\tau))_{\tau \in S_d(G)} \), denote

\[ \mathcal{G}(G; N_G) = \sum_{v \in [n]|S_0(G)|} \prod_{\tau \in S_d(G)} b^{(N_G(\tau))}_{v(\tau)}. \]

Note that \( \mathcal{G}(G; N_G) \) equals |S_0(G)|! (|S_0(G)|) \prod_{\tau \in S_d(G)} b^{(N_G(\tau))}_{\tau}, \) as \( b^{(N_G(\tau))}_{\tau} \) does not depend on the choice of v. Nevertheless, we keep the original notation including the sum in order to apply later on Hölder’s inequality on it.
Using Notations 4.6 and 4.7, we can write inequality (4.4) as follows

$$
\mathbb{E} \left[ \| H \|_{2k}^{2k} \right] \leq \frac{1}{(n \text{Var}(Z))^{k}} \sum_{e \in W_{2k+1}} \mathcal{G}(G_w; N_{G_w}),
$$

(4.5)

where the weights $N_{G_w} = (N_w(\tau))_{\tau \in \text{supp}_d(w)}$, are taken to be the crossing numbers.

### 4.1.1 Reduction to the case of trees

The following result is a generalization of [LVHY18, Lemma 2.9], showing that among all graphs $G \in \mathcal{G}$, the value $\mathcal{G}(G; N_G)$ is maximized by trees. This will enable us to restrict attention to trees in the rest of the proof. The main difference is that for $d \geq 2$, there is more than one way that a cycle in the induced graph can traversed a $d$-cell (see Figures 4.2, 4.3 and 4.4), whereas for $d = 1$ such a crossing is unique. In particular, the number of $d$–cells which are crossed by a cycle of length $\ell$ in $d = 1$ is always $\ell$, while for $d \geq 2$ it is only bounded from above by $\ell$, and in many cases it is strictly smaller. The analysis corresponding to the only available situation in the graph case, namely Figure 4.4, is similar to that in [LVHY18, Lemma 2.9]. However, new arguments are needed in order to deal with the new cases that do not exist in the one-dimensional case.

**Lemma 4.8.** For every word $w \in W_{2k+1}$ and every family of labelings $N_{G_w} = (N_{G_w}(e))_{e \in E(G_w)}$ for the associated graph $G_w$, there exist a graph $T \in \mathcal{G}$ and labelings $N_T = (N_T(\tau))_{\tau \in \text{supp}_d(T)}$ (depending on $N_{G_w}$), such that the following holds:

1. $T$ is a tree.
2. $S_d(T) \subseteq S_d(G_w)$.
3. $S_0(T) = S_0(G_w)$.
4. $N_T(\tau) \geq N_{G_w}(\tau), \forall \tau \in S_d(T)$.
5. $\sum_{\tau \in S_d(G_w)} N_{G_w}(\tau) = \sum_{\tau \in S_d(T)} N_T(\tau)$.
6. $\mathcal{G}(G_w; N_{G_w}) \leq \mathcal{G}(T; N_T)$.

**Proof.** If $G_w$ is a tree, then by setting $T := G_w$ and $N_T(\tau) = N_{G_w}(\tau)$ for every $\tau \in S_d(G_w)$ we are done. Next, assume $G_w$ is not a tree, namely it contains a cycle. Denote such a cycle by $e_1e_2 \ldots e_je_1$, where $e_i \in E_{G_w}$ for all $1 \leq i \leq j$. There are three possible cases:

- **Case 1.1:** The cycle is contained inside a $d$-cell. In this case, we define a new graph, induced from $G_w$, by omitting the edge $e_1$, and defining its new labeling via

$$
N_{\text{new}}(e) = \begin{cases} 
N_{G_w}(e) & e \notin \{e_1, e_j\} \\
N_{G_w}(e_1) + N_{G_w}(e_j) & e = e_j 
\end{cases}.
$$

See Figure 4.2 for an illustration in the case $d = 2$.

- **Case 1.2:** The cycle is not contained in a $d$-cell. We observe two possible sub-cases:

  - **Case 1.2.1:** $\exists \tau \in S_d(G_w)$ and $\exists i_1, i_2 \in [j]$ distinct such that $e_{i_1}, e_{i_2}$ cross $\tau$. We define a new graph, induced from $G_w$, by omitting the edge $e_{i_1}$, and defining its new labeling via

$$
N_{\text{new}}(e) = \begin{cases} 
N_{G_w}(e) & e \notin \{e_{i_1}, e_{i_2}\} \\
N_{G_w}(e_{i_1}) + N_{G_w}(e_{i_2}) & e = e_{i_2} 
\end{cases},
$$
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Figure 4.2: Left: A cycle inside a $2$–cell in the initial graph $G_w$. Right: The transition of $G_w$ into a new graph, with its new labelings, which does not contain the cycle

see Figure 4.3 for an illustration in the case $d = 2$.

Figure 4.3: Left: A $2$–cell crossed by two edges of a cycle in $G_w$. Right: The transition of $G_w$ into a new graph, with its new labelings, which does not contain the cycle.

Remark: Note that for $d \geq 3$, $e_{i_1}$ and $e_{i_2}$ not necessarily have a common vertex, but this does not alter the proof.

– **Case 1.2.2:** For any $d$–cell $\tau \in S_d(G_w)$, crossed by the cycle, there exists a unique $i_\tau \in [j]$, such that $e_{i_\tau}$ crosses $\tau$. Let $\tau_1, \tau_2$ be two distinct $d$–cells that are both traversed by the cycle (the existence of such cells is guaranteed by the above assumption), with a common $(d-1)$–cell. Denote by $e_{i_{\tau_1}}$ and $e_{i_{\tau_2}}$, with $i_{\tau_1}, i_{\tau_2} \subset [j]$, the unique edges of the cycle, crossing $\tau_1$ and $\tau_2$ respectively. Then by Jensen’s inequality

\[
G(G_w; N_{G_w}) = \sum_{\nu \in [n]\setminus S_0(w)} \prod_{i=1}^{2} \left( \frac{\sum_{j=1}^{m} N_{G_w}(\tau_j)}{\sum_{j=1}^{m} N_{G_w}(\tau_j)} \right) \prod_{\tau \in S_d(G_w) \setminus \{\tau_1, \tau_2\}} b_{\nu(\tau)}(N_{G_w}(\tau))
\]

\[
\leq \sum_{\nu \in [n]\setminus S_0(w)} \prod_{i=1}^{2} \left( \frac{\sum_{j=1}^{m} N_{G_w}(\tau_j)}{\sum_{j=1}^{m} N_{G_w}(\tau_j)} \right) \prod_{\tau \in S_d(G_w) \setminus \{\tau_1, \tau_2\}} b_{\nu(\tau)}(N_{G_w}(\tau))
\]

\[
= \sum_{\nu \in [n]\setminus S_0(w)} \prod_{i=1}^{2} \left( \frac{\sum_{j=1}^{m} N_{G_w}(\tau_j)}{\sum_{j=1}^{m} N_{G_w}(\tau_j)} \right) \prod_{\tau \in S_d(G_w) \setminus \{\tau_1, \tau_2\}} b_{\nu(\tau)}(N_{G_w}(\tau))
\]
Since $b_{\tau}^{(a)} = b_{\tau'}^{(a)}$ for all $\tau, \tau' \in K^d$, it follows from Hölder's inequality that

$$G(G_w; N_{G_w}) \leq \prod_{i=1}^{2} \left( \sum_{v \in [n]} b_{v}^{(N_{G_w}(\tau_i))} \prod_{\tau \in S_d(G_w) \setminus \{\tau_1, \tau_2\}} b_{\tau}^{(N_{G_w}(\tau))} \right)^{N_{G_w}(\tau_i) \sum_{j=1}^{N_{G_w}(\tau_i)}}$$

$$= \prod_{i=1}^{2} \left( \sum_{v \in [n]} b_{v}^{(N_{G_w}(\tau_i))} \prod_{\tau \in S_d(G_w) \setminus \{\tau_1, \tau_2\}} b_{\tau}^{(N_{G_w}(\tau))} \right)$$

Therefore we can define a new graph $G^{(new)}$ by omitting the unique edge which crosses $\tau_2$, namely $e_{i_{\tau_2}}$, and define the graph labelings via

$$N_{new}(e) := \begin{cases} N_{G_w}(e) & e \notin \{e_{i_{\tau_1}}, e_{i_{\tau_2}}\} \\ N_{G_w}(e_{i_{\tau_1}}) + N_{G_w}(e_{i_{\tau_2}}) & e = e_{i_{\tau_1}} \end{cases}$$

The above computation shows that the new graph together with its new labeling, satisfies all the requirements described in Lemma 4.8. See Figure 4.4 for an illustration in the case $d = 2$.

![Figure 4.4](image-url)

**Figure 4.4:** Left: A cycle in $G_w$ whose traversed $d$--cells are crossed by exactly one edge. Right: The transition of $G_w$ into a new graph, with its new labelings, which does not contain the cycle.

Note that in all cases, the new graph attained has the same set of vertices as $G_w$, and so $S_0(G_w) = S_0(G^{(new)})$. Moreover, since we merely omit edges which are part of a cycle, the new graph remains connected. Yet, the new graph contains one less cycles than the original graph.

We repeat the above procedure on the graph $G^{(new)}$ repeatedly until there are no cycles left. Denote by $T$ a graph attained via this process, and by $N_T := (N_T(\tau))_{\tau \in S_d(T)}$ the resulting labelings of $S_d(T)$.

Since $T$ is connected and does not contain any cycle, it is a tree and belongs to $G$: denote $V_T := \{\sigma_i\}_{i=1}^{N}$. Since $T$ is connected, between any $i \neq j$ there is a path, and thus a word which generates it, denoted by $w_{i,j}$. Assigning all words $w_{1,2}w_{2,3} \ldots w_{N-1,N}$ gives a new word which induces the graph $T$. Furthermore, it is clear from the construction of $T$ that condition $(2) - (6)$ are satisfied, thus concluding the proof.

The following lemma is a generalization of [LVHY18, Lemma 2.10]. As in [LVHY18, Lemma 2.10], we address the leaves of the tree, and use similar ideas in order to apply Hölder's inequality recursively. The main difference is that for $d = 1$, the authors in [LVHY18, Lemma 2.10] used the following property, which is no longer true for $d \geq 2$: A crossing of a 1-cell is in bijection with the pair of vertices in its boundary. Namely, given a tree $T$, and
a leaf $\sigma = \{i\}$, there exists a unique 1-cell $\tau = \{i, j\}$ that contains $i$ and the only possible crossing from $i$ to the remainder of the tree is the cross from $i$ to $j$. To overcome the new phenomena in the high-dimensional setting, we use additional combinatorial arguments which allow us to complete the argument similarly to [LVHY18, Lemma 2.10].

**Lemma 4.9.** For any word $u$ such that $G_u$ is a tree and every labelings of its edges $N_{G_u} = (N_{G_u}(e))_{e \in E(G_u)}$, there exists $S \subseteq S_d(G_u)$ and $(M(\tau))_{\tau \in S}$ such that the following holds:

1. $|S| = |S_0(G_u)| - d$.
2. $M(\tau) \geq N_{G_u}(\tau)$ for all $\tau \in S$.
3. $\sum_{\tau \in S} M(\tau) = \sum_{\tau \in S_d(G_u)} N_{G_u}(\tau)$.

Furthermore, given any $(p_\tau)_{\tau \in S} \subset (0, 1]$ such that $\sum_{\tau \in S} \frac{1}{p_\tau} = 1$

$$\mathcal{G}(G_u; N_{G_u}) \leq d! \prod_{\tau \in S} \left( \sum_{\sigma \in X^{d-1}_{+}} \left( \sum_{i \in [n], i \notin \sigma} b^{(M(\tau))}_{\sigma \omega^{(\sigma,i)}} \right) \right)^{p_\tau}, \quad (4.6)$$

where $\omega^{(\sigma,i)} \in \Sigma_{\sigma,i} := \{\sigma' \in X^{d-1}_{+} | i \in \sigma' \text{ and } \sigma \sim \sigma' \}$.

**Remark.** The expression on the right hand side of (4.6) is independent of the choice of $\omega^{(\sigma,i)}$, since $b^{(M(\tau))}_{\sigma \sigma'} = b^{(M(\tau))}_{\sigma \sigma''}$ for any $\sigma', \sigma'' \in \Sigma_{\sigma,i}$.

**Proof.** The proof proceeds by induction on $|S_0(G_u)|$. We operate a procedure on the graph $G_u$ in order to obtain a new graph which is still a tree, by omitting 0-cells from the original graph. This allows us to use the induction hypothesis on the smaller graph. We describe how the omitted 0-cell is chosen, and we show there is a 1-1 correspondence between an omitted 0-cell and an omitted $d$-cell. The set $S$ is the set of all omitted $d$-cells according to this correspondence. We simultaneously prove inequality (4.6), by an additional induction, where in each step we have an omitted $d$-cell $\tau$, and we attach to it a number $p_\tau \in (0, 1]$. Observe that the set $S$, which is determined using the mentioned procedure, is independent with the proof of inequality (4.6), and we do it together for the sake of simplicity and coherence.

For the initial case, if $|S_0(G_u)| = d + 1$, then $|S_d(G_u)| = 1$, namely $S_d(G_u) = \{\tau_0\}$ for some $\tau_0 \in X^d$, and the result follows readily by setting $S = \{\tau_0\}$ and $M(\tau_0) := N_{G_u}(\tau_0)$. Indeed, it is clear that conditions (1) – (3) are satisfied. Furthermore, given $p_\tau > 0$ with $\sum_{\tau \in S} \frac{1}{p_\tau} = 1$, since $S = \{\tau_0\}$ it follows that $p_{\tau_0} = 1$, and therefore

$$\mathcal{G}(G_u; N_{G_u}) = \sum_{v \in [n]^{S_0(G_u)}} \prod_{\tau \in S_d(G_u)} b^{(N_{G_u}(\tau))}_{v(\tau)} = \sum_{v \in [n]^{d+1}} b^{(M(\tau_0))}_{v(\tau_0)}$$

$$= \sum_{v \in [n]^d} \sum_{i \in [n], v(\sigma_0)} b^{(M(\tau_0))}_{v(\sigma_0)} \left( \sum_{\sigma \in X^{d-1}_{+}} \left( \sum_{i \in [n], i \notin \sigma} b^{(M(\tau_0))}_{\sigma \omega^{(\sigma,i)}} \right) \right), \quad (1)$$

where (1) follows because each $\sigma \in X^{d-1}_{+}$ is attained by $d!$ different $v \in [n]^d$ (up to reordering of its entries). This concludes the proof in the case $|S_0(G_u)| = d + 1$.

Let us now describe the induction step. Suppose we have shown that for some $r \in \mathbb{N}$, whenever $G_u$ is a tree with $|S_0(G_u)| > d + r$, one can find $S = \{\tau_s\}_{s=1}^r \subseteq S_d(G_u)$, weights $(M(\tau_s))_{s=1}^r$, a graph $G \in \mathcal{G}$ and weights
\((N_G(\tau))\) for all \(\tau \in S_d(G)\), such that
\[
G(G_u;N_{G_u}) \leq \prod_{s=1}^{\lfloor |S| \rfloor} \left[ \sum_{\nu \in [u]^{S_0(G)}} \left( \sum_{i \notin \nu(\sigma)} b^{(M(\tau_i))}_{i(\nu)} \right) \prod_{\tau \in S_d(G)} b^{(N_G(\tau))}_{i(\nu)} \right]^{\frac{1}{\nu}},
\] where

1. \(G\) is a tree with
   - (a) \(\sigma_1 \in X^{d-1}_+\) satisfies \(\sigma_1 \in E(G)\).
   - (b) \(S_d(G) \subseteq S_d(G_u)\).
   - (c) \(S_0(G) \subseteq S_0(G_u)\) with \(|S_0(G)| = |S_0(G_u)| - r\).

2. The weights satisfy
   - (a) \(M(\tau) \geq N_{G_u}(\tau)\) for all \(\tau \in S\).
   - (b) \(\sum_{\tau \in S} M(\tau) = \sum_{\tau \in S_d(G_u)} N_{G_u}(\tau)\).
   - (c) \(N_G(\tau) \geq N_{G_u}(\tau)\) for any \(\tau \in S_d(G)\).
   - (d) \(\sum_{\tau \in S_d(G_u)} N_{G_u}(\tau) = \sum_{s=1}^{r} M(\tau_s) + \sum_{\tau \in S_d(G)} N_G(\tau)\).

3. The numbers \(q_s\) satisfy
   - (a) \(q_s = \sum_{j=1}^{r} p_{s_j} \) for all \(1 \leq s \leq r\), where \((p_{\tau})_{\tau \in S} \subset (0, 1]\).

4. The right-hand side of (4.7) is 1-homogeneous in all variables \(\{b^{(N)}(\tau)\}\) which determine the value of \(\alpha_s\).

By the induction hypothesis \(G\) is a tree and thus must contain a leaf, i.e., vertex of degree one. Denote by \(\sigma_\ell\) such a leaf and by \(\sigma'_\ell\) the unique \((d-1)\)-cell such that \(\{\sigma_\ell, \sigma'_\ell\}\) is an edge. Set \(\tau_\ell := \sigma_\ell \cup \sigma'_\ell\) and let \(i_\ell \in S_0(G)\) be the unique vertex \((0\text{-cell})\) in \(G\) such that \(\tau_\ell = \sigma'_\ell \cup \{i_\ell\}\). Denote by \(\widehat{G}\) a subset of \(G\) which contains merely elements from \(G\) which are trees, and
\[
\Psi = \bigcup_{k=1}^{\lfloor \frac{n}{d} \rfloor} \left\{ (m_j)_{j \in I} : |I| = k, \ m_j \in \mathbb{N} \right\},
\]
and define the function \(f: \widehat{G} \times \Psi \to \widehat{G} \times \Psi\) (corresponds to a tree \(G\) and the labelings of its edges \(N_G(e)_{e \in E(G)}\)) according to the following three possible cases

- **Case 2.1:** \(\tau_\ell\) is traversed only by the edge \(\{\sigma_\ell, i_\ell\}\) and \(\{\tau \in S_d(G_u) : i_\ell \in \tau\} = \{\tau_\ell\}\) (namely, the 0-cell \(i_\ell\) is contained only in \(\tau_\ell\)). In this case \(f((G, N_G)) = (G, N_{G_1})\) (namely no changes are done in \(G\) and its labelings). See Figure 4.5 for an illustration in the case \(d = 2\).

- **Case 2.2:** \(\tau_\ell\) is traversed by an edge, \(\{\sigma_j, \sigma_m\}\), distinct from \(\{\sigma_\ell, i_\ell\}\). In this case \(f((G, N_G)) = (G_1, N_{G_1})\), where \(G_1\) is the graph obtained from \(G\) by omitting the edge \(\{\sigma_\ell, i_\ell\}\), and labelings for its edges \(N_{G_1} = (N_{G_1}(e))_{e \in E(G)}\), defined via:
\[
N_{G_1}(e) := \begin{cases} N_G(e) & e \notin \{\sigma_j, \sigma_m\}, \{\sigma_\ell, i_\ell\} \\ N_G(\{\sigma_\ell, i_\ell\}) + N_G(\{\sigma_j, \sigma_m\}) & e = \{\sigma_j, \sigma_m\} \end{cases}
\]
See Figure 4.6 for an illustration in the case \(d = 2\).
Figure 4.5: A leaf $\sigma_\ell$, in a $2 -$cell $\tau_\ell$, such that $i_\ell$ is contained only in the $2 -$cell $\tau_\ell$ and $\{\sigma_\ell, \sigma_i\}$ is the unique edge which crosses $\tau_\ell$.

Figure 4.6: Left: A leaf $\sigma_\ell$, in a $2 -$cell $\tau_\ell$, such that $\tau_\ell$ is crossed by more than one edge ($\{\sigma_\ell, \sigma_i\}$ and $\{\sigma_j, \sigma_m\}$ where $m = i_\ell$). Right: The transition of $G$ under $f$ into a new graph, $G_1$, with new labelings for its edges.

- **Case 2.3:** $\tau_\ell$ is traversed only by the edge $\{\sigma_\ell, \sigma_i\}$, and $i_\ell$ is contained in a $d -$cell, $\tau \in S_d (G_u)$, distinct from $\tau_\ell$. This case guarantees the existence of a $\sigma \in X_d^{-1}$, such that $\{\sigma_\ell, \sigma\} \in E (G_u)$ and $\sigma_i \cup \sigma = \tau' \in X^d$, where $\tau' \neq \tau_\ell$ (otherwise $G$ would have at least two connected components, in contradiction to its connectivity). If there is more then one $\sigma \in X_d^{-1}$ satisfying this condition, we choose one in a deterministic way and define $f ((G, N_G)) = (G_2, N_{G_2})$, where $G_2$ is the graph obtained from $G$ by omitting the edge $\{\sigma_\ell, \sigma_i\}$, and we equip $G_2$ with new labelings for its edges, $N_{G_2} = (N_{G_2} (e))_{e \in E (G) \setminus \{\sigma_\ell, \sigma_i\}}$, defined via:

$$N_{G_2} (e) := \begin{cases} N_G (e) & e \notin \{\sigma, \sigma_i\}, \{\sigma_\ell, \sigma_i\} \\ N_G (\{\sigma, \sigma_i\}) + N_G (\{\sigma, \sigma_i\}) & e = \{\sigma, \sigma_i\} \end{cases}$$

See Figure 4.7 for illustration in the case $d = 2$.

It is clear that $G (G; N_G) = G (G_1; N_{G_1})$ since $S_0 (G) = S_0 (G_1)$, $S_d (G) = S_d (G_1)$ and the labelings of each $\tau \in S_d (G)$ are the same as those of $G_1$. The inequality $G (G; N_G) \leq G (G_2; N_{G_2})$ follows from the same arguments which were introduced in Lemma (4.8), Case 1.2.2. Observe that for $i \in \{1, 2\}$, $S_0 (G) = S_0 (G_i)$
Figure 4.7: Left: A leaf $\sigma_l$ in a 2-cell $\tau_l$ such that $\tau_l$ is crossed uniquely by the edge $\{\sigma_l, \sigma_i\}$, and $i_l$ is contained in $\tau \in S_d(G_u)$ such that $\tau \neq \tau_l$. Right: The transition of $G$ under $f$ into a new graph, $G_2$, with the new labelings for its edges.

and $G_i$ is itself a tree since it is obtained by omitting a leaf from a tree. Thus $G_i \in \mathbb{G}$ for $i \in \{1, 2, \ldots, q\}$ and $f$ is well defined. We may therefore apply $f$ repeatedly. Since $|G| < \infty$, there exists $m_0 > \ell_0 \in \mathbb{N} \cup \{0\}$ for which $f^{m_0} ((G, N_G)) = f^{\ell_0} ((G, N_G))$. Denote $(G_{\text{new}}, N_{G_{\text{new}}}) := f^{\ell_0} ((G, N_G)) \in \mathbb{G} \times \Psi$, then $f^{m_0-\ell_0} ((G_{\text{new}}, N_{G_{\text{new}}})) = (G_{\text{new}}, N_{G_{\text{new}}})$ which means that $G_{\text{new}}$ is a tree with a leaf as in Case 2.1, which we denote again by $\sigma_l$. As we have already explained

$$G (G; N_G) \leq G (G_{\text{new}}; N_{G_{\text{new}}}),$$

and $S_0 (G) = S_0 (G_{\text{new}})$. Inequality (4.8) together with the induction hypothesis (4.7) yields the following bound

$$G (G_u; N_{G_u}) \leq \prod_{s=1}^{S'} \left[ \sum_{v \in [n] \setminus S_0 (G_{\text{new}})} \left( \sum_{i \notin \mathcal{N}(v; \sigma)} b^{(M_{\tau})}_{iL_{\mathcal{N}(v; \sigma)}} \right)^{q_s} \prod_{\tau \in S_d(G_{\text{new}})} b^{(N_{G_{\text{new}}}(\tau))}_{v(\tau)} \right]^{\frac{1}{q_s}},$$

where $S'$ is the set of $d$-cells removed so far.

We are now turning to bound from above each term in the above multiplication. Fix $1 \leq s \leq |S'|$

$$= \sum_{v \in [n] \setminus S_0 (G_{\text{new}})} \left( \sum_{i \notin \mathcal{N}(v; \sigma)} b^{(M_{\tau})}_{iL_{\mathcal{N}(v; \sigma)}} \right)^{q_s} \prod_{\tau \in S_d(G_{\text{new}})} b^{(N_{G_{\text{new}}}(\tau))}_{v(\tau)} \Bigg|_{\tau \in S_d(G_{\text{new}}) \setminus \{\tau_l\}}$$

$$\leq \sum_{v \in [n] \setminus S_0 (G_{\text{new}})} \left( \sum_{i \notin \mathcal{N}(v; \sigma)} b^{(M_{\tau})}_{iL_{\mathcal{N}(v; \sigma)}} \right)^{q_s} \prod_{\tau \in S_d(G_{\text{new}}) \setminus \{\tau_l\}} b^{(N_{G_{\text{new}}}(\tau))}_{v(\tau)},$$

where (1) follows since $b^{(M_{\tau})}_{v(\tau)}$ does not depend on the $d$-cell $\tau$.

We define a new graph induced from $G_{\text{new}}$, denoted as $G'$, by omitting the 0-cell $i_l$. Thus $S_0 (G') =$
For any $n \geq m > d$

$$
|n|^m = \frac{n!}{(n-m)!} = (n-m+1) \frac{n!}{(n-m+1)!} = (n-m+1) |n|^{m-1}
< (n-d) |n|^{m-1}.
$$

(4.11)

By the induction hypothesis $|S_0(G_{\text{new}})| = |S_0(G)| \geq d+1$ and $|S_0(G')| = |S_0(G_{\text{new}})| - 1$, thus we may conclude from (4.11) and (4.9) that $\mathcal{G}(G_u; \mathcal{N}_{G_\omega})$ is bounded from above by

$$
\sum_{v \in [n]|S_0(G')} \left( \sum_{i \in \mathcal{V}(\sigma_i)} b^{(\mathcal{M}(\tau_i))}_{i\in\mathcal{V}(\sigma_i)} \prod_{\tau \in S_\delta(G')} b^{(\mathcal{N}_{G_{\text{new}}}(\tau))}_{\tau \in S_\delta(G')} \right)^{\frac{q_v}{q_v'}} \prod_{\tau \in S_\delta(G')} b^{(\mathcal{N}_{G'}(\tau))}_{\tau \in S_\delta(G')} \right)^{\frac{1}{q_v'}}
$$

(4.12)

where $v(\sigma_i)$ is well defined since $i \notin \sigma_i \subseteq S_0(G')$. Since,

$$
(4.12) = \sum_{v \in [n]|S_0(G')} \left( \sum_{i \in \mathcal{V}(\sigma_i)} \prod_{\tau \in S_\delta(G')} b^{(\mathcal{N}_{G_{\text{new}}}(\tau))}_{\tau \in S_\delta(G')} \right)^{\frac{q_v}{q_v'}} \prod_{\tau \in S_\delta(G')} b^{(\mathcal{N}_{G'}(\tau))}_{\tau \in S_\delta(G')}
$$

(4.13)

with the same degree of homogeneity in each variable $\{b(\mathcal{N}(\tau))\}$ as of those in term (4.12).

Denoting $\tau_{r+1} := \tau_r$ and $S = S' \cup \{\tau_{r+1}\}$, and replacing every term in the induction hypothesis (4.7) by the upper bound in (4.13), gives

$$
\mathcal{G}(G_u; \mathcal{N}_{G_\omega}) \leq \prod_{s=1}^{S} \left[ \sum_{v \in [n]|S_0(G')} \left( \sum_{i \in \mathcal{V}(\sigma_i)} \prod_{\tau \in S_\delta(G')} b^{(\mathcal{N}_{G_{\text{new}}}(\tau))}_{\tau \in S_\delta(G')} \right)^{\frac{q_v}{q_v'}} \prod_{\tau \in S_\delta(G')} b^{(\mathcal{N}_{G'}(\tau))}_{\tau \in S_\delta(G')} \right]^{\frac{1}{q_v'}}
$$

(4.14)

where

$$
\tilde{q}_s := \begin{cases} 
q'_s & \text{for } 1 \leq s \leq r, \\
q_{s+1} & \text{for } s = r+1
\end{cases}, \quad \mathcal{M}(\tau_s) := \begin{cases} 
\mathcal{M}(\tau_s) & \text{for } 1 \leq s \leq r, \\
\mathcal{N}_{G_{\text{new}}}(\tau_{r+1}) & \text{for } s = r+1
\end{cases}, \quad \tilde{a}_s := \frac{a_s q'_s}{\sum_{j=1}^{s} a_j q'_j} \text{ for } 1 \leq s \leq r.
$$

Following the above construction, it is clear that all conditions besides 2(d) are satisfied by the relative
where (1) follows by the construction of \(G\) and the above induction guarantees the validity of the induction hypothesis for \(r(4.10)\). This proves the induction step, (2) follows from the same arguments which were stated in the initial step and (2) follows from our definition in (4.10). This proves the induction step, \(r \rightarrow r + 1\).

The above induction guarantees the validity of the induction hypothesis for \(r = |S_0(G_u)| - d\), that is, we have proved the following bound

\[
\mathcal{G}(G_u; N_{G_u}) \leq \prod_{s=1}^{d} \left[ \sum_{v \in [n]^d} \left( \sum_{i \in \mathcal{V}(\sigma_0)} b^{(M(\tau_s))}_{i.,\mathcal{V}(\sigma_0)} \right) \right]^{\frac{1}{p_{\tau_s}}},
\]

where \(\sigma_0 = [1, 2, \ldots, d] \in X_d^{d-1}\) and \(S \subseteq S_d(G_u)\) with \(|S| = |S_0(G_u)| - d\) is the set of \(d\)-cells removed in the process. Recall that we assume \(\sum_{\tau \in S} \frac{1}{p_{\tau}} = 1\), hence we conclude that \(\mathcal{G}(G_u; N_{G_u})\) is bounded from above by

\[
\prod_{s=1}^{d} \left[ \sum_{v \in [n]^d} \left( \sum_{i \in \mathcal{V}(\sigma_0)} b^{(M(\tau_s))}_{i.,\mathcal{V}(\sigma_0)} \right) \right]^{\frac{1}{p_{\tau_s}}}.
\]

The induction argument guarantees that the term in equation (4.15) is 1-homogeneous in all variables \(b^{(M(\tau_s))}\). It must therefore necessarily be the case that \(\alpha_s = p_{\tau_s}\). Consequently

\[
\mathcal{G}(G_u; N_{G_u}) \leq \prod_{s=1}^{d} \left[ \sum_{v \in [n]^d} \left( \sum_{i \in \mathcal{V}(\sigma_0)} b^{(M(\tau_s))}_{i.,\mathcal{V}(\sigma_0)} \right) \right]^{\frac{1}{p_{\tau_s}}},
\]

where \(\omega^{(\sigma, i)} \in \Sigma_{\sigma, i}\), (1) follows from the same arguments which were stated in the initial step and (2) follows because \(\sum_{\tau \in S} \frac{1}{p_{\tau}} = 1\). This concludes the proof of Lemma 4.9.
4.1.2 Back to the proof of Theorem 2.1

Let \( w \in W_{2k+1} \) and \( N_{G_w} = (N_w(e))_{e \in E_w} \). This choice of labeling implies that \( N_{G_w}(\tau) = N_w(\tau) \) for all \( \tau \in \text{supp}_d(w) \). Let \( T \) be the graph obtained from Lemma 4.8, and apply Lemma 4.9 to it and its labeling \((N_T(\tau))_{\tau \in S_T}\), using \( p_\tau = \frac{2k}{M(\tau)} \) for \( \tau \in S \), where \( (M(\tau))_{\tau \in S} \) is the vector from Lemma 4.9. Note that this is a valid choice for \((p_\tau)_{\tau \in S}\) since:

\[
\sum_{\tau \in S_T} \frac{1}{p_\tau} = \frac{\sum_{\tau \in S} M(\tau)}{2k} \frac{1}{p_\tau} = \frac{\sum_{\tau \in S} M(\tau)}{2k} \frac{1}{\sum_{\tau \in S} M(\tau)} = \frac{2k}{2k} = 1,
\]

where (1) follows from Lemma 4.9, (2) follows from Lemma 4.8, (3) follows since \( w \in W_{2k+1} \).

Hence, by Lemma 4.9

\[
2^k \prod_{\tau \in S} \left[ \sum_{\sigma \in X_{d-1}^+} \left( \sum_{i \in [n], i \notin \sigma} b_{\sigma,\omega(\tau)}(\sigma) \right)^2 \right]^{\frac{1}{M(\tau)}} \leq d! \prod_{\tau \in S} \left[ \sum_{\sigma \in X_{d-1}^+} \left( \sum_{i \in [n], i \notin \sigma} b_{\sigma,\omega(\tau)}(\sigma) \right)^2 \right]^{\frac{1}{M(\tau)}} .
\]

Recall that for \( k \in \mathbb{N} \), we defined

\[
\theta_k := \sqrt{\frac{n - d}{n}} \left( \frac{n}{d} \right)^{\frac{k}{2}}, \quad \theta_k^* := \|Z - E[Z]\|_\infty \left( \frac{n}{d}, \frac{d(n - d)}{n\text{Var}(Z)} \right)^{\frac{1}{2}},
\]

which one can verify equal to

\[
\theta_k := \left( \sum_{\sigma \in X_{d-1}^+} \left( \sum_{i \in [n], i \notin \sigma} \mathbb{E} \left[ |H_{\sigma,\omega(\tau)}|^2 \right] \right)^k \right)^{\frac{1}{2k}} \text{ and } \theta_k^* := \left( \sum_{\sigma, \sigma' \in X_{d-1}^+} \|H_{\sigma,\sigma'}\|^{2k} \right)^{\frac{1}{2k}} ,
\]

where \( \omega(\tau) \in \Sigma_{\tau,\sigma} \) is arbitrary. Observe the product term on (4.16) and note that

\[
\sum_{\sigma \in X_{d-1}^+} \left( \sum_{i \in [n], i \notin \sigma} b_{\sigma,\omega(\tau)}(\sigma) \right)^2 \leq \sum_{\sigma \in X_{d-1}^+} \left( \sum_{i \in [n], i \notin \sigma} \mathbb{E} \left[ B_{\sigma,\omega(\tau)}(\sigma) \right] \right)^2 \leq \sum_{\sigma \in X_{d-1}^+} \left( \sum_{i \in [n], i \notin \sigma} \mathbb{E} \left[ B_{\sigma,\omega(\tau)}(\sigma) \right] \right)^2 \leq \sum_{\sigma \in X_{d-1}^+} \left( \sum_{i \in [n], i \notin \sigma} \mathbb{E} \left[ B_{\sigma,\omega(\tau)}(\sigma) \right] \right)^2 \leq \theta_k^* \cdot \max_{\sigma' \in X_{d-1}^+} \|B_{\sigma,\sigma'}\|_{\infty}^{2k} .
\]

Since Lemma 4.9, Lemma 4.8 and the choice of \( N_{G_w} \) together with (4.2) implies

\[
M(\tau) \geq N_T(\tau) \geq N_{G_w}(\tau) = N_w(\tau) \geq 2,
\]

it follows that

\[
\text{LHS of (4.17)} = \sum_{\sigma \in X_{d-1}^+} \left( \sum_{i \in [n], i \notin \sigma} \mathbb{E} \left[ |B_{\sigma,\omega(\tau)}(\sigma)|^2 \right] \right)^{\frac{2k}{M(\tau)}} \leq \sum_{\sigma \in X_{d-1}^+} \left( \sum_{i \in [n], i \notin \sigma} \mathbb{E} \left[ |B_{\sigma,\omega(\tau)}(\sigma)|^2 \right] \right)^{\frac{2k}{M(\tau)}} \cdot \max_{\sigma' \in X_{d-1}^+} \|B_{\sigma,\sigma'}\|_{\infty}^{2k} .
\]
Applying Hölder’s inequality with \( \frac{2}{M(\tau)} + \frac{M(\tau)^{-2}}{M(\tau)} = 1 \), the last expression is bounded from above by

\[
\left( \sum_{\sigma \in \mathcal{X}_+^{d-1}} \left( \sum_{i \in [n], i \in \sigma} \mathbb{E} \left[ |B_{\sigma \omega(\cdot, t)}|^2 \right] \right)^{1/2} \right)^{M(\tau)^{-2}} \cdot \left( \sum_{\sigma \in \mathcal{X}_+^{d-1}} \max_{\sigma' \in \mathcal{X}_+^{d-1}} \|B_{\sigma \sigma'}\|_{\infty}^{2k} \right) \]

\[
\leq \left( \sum_{\sigma \in \mathcal{X}_+^{d-1}} \left( \sum_{i \in [n], i \notin \sigma} \mathbb{E} \left[ |B_{\sigma \omega(\cdot, t)}|^2 \right] \right)^{1/2} \right)^{M(\tau)^{-2}} \cdot \left( \sum_{\sigma, \sigma' \in \mathcal{X}_+^{d-1}} \|B_{\sigma \sigma'}\|_{\infty}^{2k} \right) \]

\[
= (n \text{Var}(Z))^k \theta_k^{\frac{2k}{M(\tau)}} \cdot (\theta_k^*)^\frac{2k(M(\tau)-2)}{M(\tau)}. \]

Combining all of the above gives

\[
\mathcal{G}(T; N_T) \leq d! \prod_{\tau \in S} \left( (n \text{Var}(Z))^k \theta_k^{\frac{2k}{M(\tau)}} \cdot (\theta_k^*)^\frac{2k(M(\tau)-2)}{M(\tau)} \right) \sum_{\tau \in S} N_T(\tau) = d! \cdot (n \text{Var}(Z))^k \cdot (\theta_k^*)^\frac{2k}{M(\tau)} \cdot \sum_{\tau \in S} N_T(\tau) \cdot (\theta_k^*)^\frac{2k(M(\tau)-2)}{M(\tau)}. \]

(4.18)

We turn to estimate the powers in (4.18). Using once more Lemma 4.9, Lemma 4.8, the choice of \( N_{G_w} \) and that \( w \in \mathcal{W}_{2k+1} \) gives

\[
\sum_{\tau \in S} M(\tau) = \sum_{\tau \in S(u)(T)} N_T(\tau) = \sum_{\tau \in S(u)(G_w)} N_{G_w}(\tau) = \sum_{\tau \in \text{supp}_u(w)} N_w(\tau) = 2k
\]

and

\[
|S| = |S_0(T)| - d = |S_0(G_w)| - d.
\]

Hence, by Lemma 4.8

\[
\mathcal{G}(G_w; N_{G_w}) \leq \mathcal{G}(T; N_T) \leq d! \cdot (n \text{Var}(Z))^k \cdot (\theta_k^*)^\frac{2k}{M(\tau)} \cdot (\theta_k^*)^\frac{2k(M(\tau)-2)}{M(\tau)} \cdot (\theta_k^*)^\frac{2k}{M(\tau)} \cdot \sum_{\tau \in S} N_T(\tau).
\]

Using (4.5), we conclude

\[
\mathbb{E} \left[ \|H\|_{S_{2k}}^{2k} \right] \leq d! \cdot \sum_{w \in \mathcal{W}_{2k+1}} (\theta_k^*)^\frac{2k(|S_0(G_w)| - d)}{M(\tau)} \cdot (\theta_k^*)^\frac{2k(M(\tau)-2)}{M(\tau)} \cdot (\theta_k^*)^\frac{2k}{M(\tau)} \cdot \sum_{\tau \in S} N_T(\tau).
\]

By rescaling the matrix \( H \), we may assume without loss of generality that \( \theta_k^* = 1 \). Consequently,

\[
\mathbb{E} \left[ \|H\|_{S_{2k}}^{2k} \right] \leq d! \cdot \sum_{w \in \mathcal{W}_{2k+1}} (\theta_k^*)^\frac{2k(|S_0(G_w)| - d)}{M(\tau)} = d! \sum_{w \in \mathcal{W}_{2k+1}} (\theta_k^*)^\frac{2k(|S_0(G_w)| - d)}{M(\tau)}
\]

(4.19)

We will now show that the right hand side of (4.19) is bounded from above by a function depending on
\[ \mathbb{E} \left[ \|Y\|_{S_{2k}}^{2k} \right] , \text{ where } Y \text{ is the matrix from Section 3 with } p_0 = \frac{1}{2}. \text{ As we have already shown} \]

\[
\mathbb{E} \left[ \|Y\|_{S_{2k}}^{2k} \right] = \sum_{w \in \mathcal{W}_{2k+1}} \sum_{u \sim w} \prod_{r \in \text{supp}_d(u)} \mathbb{E} \left[ Y_{\tau}^{N_u(r)} \right] \\
\geq \sum_{w \in \mathcal{W}_{2k+1}} \sum_{u \sim w} 1 \\
= \sum_{w \in \mathcal{W}_{2k+1}} \# \{ u \mid u \text{ is a word with } u \sim w \}, \quad (4.20)
\]

where (1) follows since \( \mathbb{E}[Y_r^m] \geq 1 \) for all \( m \geq 2 \), and \( \mathbb{E}[Y_r^m] = 0 \) for \( m = 1 \). We turn to estimate the sum in (4.20) showing that

\[ \# \{ u \mid u \sim w \} \geq \frac{(r - d + 1)!}{(r - |\text{supp}_0(w)|)!}. \]

Indeed, fix \( w \in \mathcal{W}_{2k+1} \), with \( w = \sigma_1 \cdots \sigma_{2k} \sigma_1 \), and \( \sigma_1 = [\alpha_0^1, \ldots, \alpha_1^{d-1}] \). Define a set of permutations on \( [r] \), denoted \( \Psi \), for which each permutation \( \pi \) fixes \( (\sigma_1)^{d-1}_j \), takes \( \sigma_1^0 \) to some number in the set \( [r] \setminus \{ \sigma_1^0 \}_{j=1}^{d-1} \), and each new appearance of 0-cell, takes to some number in \([r]\) which did not appear earlier. Each permutation in the above set, induces a new word which is equivalent to \( w \). Observe that each choice on the image of \( \sigma_1^0 \) defines a different word, since the image of \( \sigma_1 \) would be different (because \( (\sigma_1)^{d-1}_j \) are fixed). Consequently,

\[ \# \{ u \mid u \sim w \} \geq |\Psi| = (r - (d - 1)) (r - d) \cdots (r - |\text{supp}_0(w)| - 1) = \frac{(r - d + 1)!}{(r - |\text{supp}_0(w)|)!}. \]

Using the above estimation in (4.20) gives

\[ \mathbb{E} \left[ \|Y\|_{S_{2k}}^{2k} \right] \geq \sum_{w \in \mathcal{W}_{2k+1}} \frac{(r - d + 1)!}{(r - |\text{supp}_0(w)|)!}, \quad (4.21) \]

From (4.2) we know that \( |\text{supp}_d(w)| < k + 1 \) and since \( |\text{supp}_0(w)| \leq |\text{supp}_d(w)| + d \), we obtain \( |\text{supp}_0(w)| < k + 1 + d \). Set \( r = \lfloor \theta_k^2 \rfloor + k + d + 1 \). For \( \ell_0 := r - d + 1 \) and \( m_0 := |\text{supp}_0(w)| - d + 1 \), we observe that \( |\text{supp}_0(w)| < k + d + 1 \leq r \) implies \( m_0 < \ell_0 \). As \( \frac{(r - 1)!}{(r - m)!} \geq \ell_0 - m + 1 \) \( m \geq m_0 \) for any \( \ell \geq m \) and thus

\[ \frac{(r - d)!}{(r - |\text{supp}_0(w)|)!} \geq (r - |\text{supp}_0(w)| + 1)^{|\text{supp}_0(w)| - d} \]
\[ = (\lfloor \theta_k^2 \rfloor + k + d + 1 - |\text{supp}_0(w)|)^{|\text{supp}_0(w)| - d} \]
\[ \geq (\lfloor \theta_k^2 \rfloor + 1)^{|\text{supp}_0(w)| - d} \]
\[ \geq \theta_k^2(|\text{supp}_0(w)| - d). \]

The last bound, when applied to (4.21) yields

\[ \mathbb{E} \left[ \|Y\|_{S_{2k}}^{2k} \right] \geq (r - d + 1) \sum_{w \in \mathcal{W}_{2k+1}} \theta_k^{2(|\text{supp}_0(w)| - d)}, \]

which then by (4.19) gives

\[ \frac{1}{d!} \mathbb{E} \left[ \|H\|_{S_{2k}}^{2k} \right] \leq \frac{1}{(r - d + 1)} \mathbb{E} \left[ \|Y\|_{S_{2k}}^{2k} \right], \]

and hence

\[ \mathbb{E} \left[ \|H\|_{S_{2k}}^{2k} \right] \leq \frac{d!}{r - d + 1} \mathbb{E} \left[ \|Y\|_{S_{2k}}^{2k} \right] \leq \frac{(r - 1)! d!}{r - d + 1} \mathbb{E} \left[ \|Y\|_{2k}^{2k} \right]. \]
Applying Proposition (3.1) and Proposition (3.2) to the matrix \(Y\), we conclude that
\[
2^{k} \mathbb{E} \left[ \|H\|_{S_{2k}}^{2k} \right] \leq 2^{k} \sqrt{\frac{d!}{r - d + 1}} \left( 2 \sqrt{d} r + C_{d} r^{1/3} \log^{2/3} r + c_{d} \sqrt{k} \right)
\[
\leq 2^{k} \sqrt{\frac{d!}{1 - d - 1}} \left( 2 \sqrt{d} (\sqrt{r})^{1 + \frac{d - 1}{2}} + C_{d} (\sqrt{r})^{\frac{2}{3} + \frac{d - 1}{2}} \log^{2/3} r + c_{d} (\sqrt{r})^{\frac{d - 1}{2}} \sqrt{k} \right),
\]
where \(C_{d}\) and \(c_{d}\) are positive constants depending only on \(d\).

Because \(r = \left[\frac{\theta_{k}^{2}}{k}\right] + k + d + 1\), it follows that \(\sqrt{r} \leq \theta_{k} + \sqrt{k + d}\), which together with the assumption \(k \geq d\) and the choice of normalization \(\theta_{k} = 1\) gives
\[
2^{k} \mathbb{E} \left[ \|H\|_{S_{2k}}^{2k} \right] \leq \Phi (\theta_{k}, \theta_{k}^{*}).
\]
(4.22)

This concludes the proof of Theorem (2.1).

\[\square\]

5 The asymptotic behavior of the norm of \(H\)

5.1 Proof of Corollary 2.2

For every \(C > 0\) and \(k = k(n) \geq C \log (n)\), one can readily verify that for all \(n\) large enough (depending only on \(C\) and \(d\)) \(\theta_{k} \leq \sqrt{k}\). Thus, using (4.22) we obtain that for any \(C > 0\), all large enough \(n\) and any integer \(k = k(n)\) such that \(k \geq C \log (n)\)
\[
2^{k} \mathbb{E} \left[ \|H\|_{S_{2k}}^{2k} \right] \leq 2^{k} \sqrt{d} \left( 2 \theta_{k}^{*} \theta_{k} + 2 \sqrt{k} \right) \left( \frac{\theta_{k}^{*}}{\theta_{k}} + 2 \sqrt{k} \right)^{1 + \frac{d - 1}{2}} + C_{d} \theta_{k}^{*} \left( \sqrt{k} \right)^{1 + \frac{d - 1}{2}}.
\]
(5.1)

We now turn to show that for an appropriate choice of \(k := k(n)\) growing to infinity with \(n\)
\[
\lim_{n \to \infty} \sup_{\theta_{k}^{*}} \left( \frac{\theta_{k}^{*}}{\theta_{k}^{*}} + 2 \sqrt{k} \right)^{1 + \frac{d - 1}{2}} \leq 1 \quad \text{and} \quad \lim_{n \to \infty} \theta_{k}^{*} \left( \sqrt{k} \right)^{1 + \frac{d - 1}{2}} = 0,
\]
thus proving that
\[
\lim_{n \to \infty} \sup_{\theta_{k}^{*}} 2^{k} \mathbb{E} \left[ \|H\|_{S_{2k}}^{2k} \right] \leq 2 \sqrt{d}.
\]
(5.2)

From the definition of \(\theta_{k}\) and \(\theta_{k}^{*}\)
\[
\theta_{k} = \sqrt{\frac{n - d}{n}} \cdot \frac{1}{\|Z_{\tau} - \mathbb{E} [Z]\|_{\infty}} \left( \frac{n \text{Var} (Z)}{d (n - d)} \right)^{\frac{1}{d}}.
\]

As for the first limit, observe that
\[
\theta_{k}^{*} \left( \frac{\theta_{k}^{*}}{\theta_{k}^{*}} + 2 \sqrt{k} \right)^{1 + \frac{d - 1}{2}} \leq n^{\frac{d}{n}} \left( 1 - \frac{d}{n} \right)^{\frac{1}{d}} \left( 1 - \frac{d}{n} \right)^{\frac{1}{d}} + 2 (dn)^{\frac{1}{d}} \|Z_{\tau} - \mathbb{E} [Z]\|_{\infty} \sqrt{\frac{k}{n \text{Var} (Z)}} \left( \frac{k}{n \text{Var} (Z)} \right)^{1 + \frac{d - 1}{2}}.
\]
(5.3)

As for the second limit, note that
\[
\theta_{k}^{*} \left( \sqrt{k} \right)^{1 + \frac{d - 1}{2}} \leq n^{\frac{d}{n}} \|Z_{\tau} - \mathbb{E} [Z]\|_{\infty} \sqrt{\frac{k}{n \text{Var} (Z)}} \left( \frac{k}{n \text{Var} (Z)} \right)^{\frac{1}{d}} \frac{d}{n}^{\frac{d - 1}{2}}.
\]
(5.4)
Choose $k_0 := k_0(n) = \left\lceil \sqrt{n \Var(Z) \log(n)} \right\rceil$. Observe that $k_0 \geq C \log(n)$ and thus (5.1) holds for all large enough $n$. Under the restriction $n \Var(Z) \gg \log(n)$, taking $n \to \infty$ we derive from (5.3) $\limsup_{n \to \infty} \theta_k^* \left( \frac{\theta_k}{n} + 2\sqrt{k} \right)^{1 + \frac{d}{4d+1}} \leq 1$, and from (5.4) $\lim_{n \to \infty} \theta_k^* \left( \sqrt{k} \right)^{1 + \frac{d}{d+1}} = 0$.

In order to complete the proof, we further note that $\|H\|_2 \leq \|H\|_{S_{2k}}$ and thus by Jensen’s inequality

$$
\mathbb{E} \left[ \|H\|_2 \right] \leq \mathbb{E} \left[ \|H\|_2^{2k} \right]^\frac{1}{2k} \leq \mathbb{E} \left[ \|H\|_{S_{2k}}^{2k} \right]^\frac{1}{2k}.
$$

By taking $k_0$ as above we conclude that

$$
\limsup_{n \to \infty} \mathbb{E} \left[ \|H\|_2 \right] \leq \limsup_{n \to \infty} \left( \frac{\theta_k}{n} + 2\sqrt{k} \right)^{1 + \frac{d}{4d+1}} \leq 2\sqrt{d}.
$$

(5.5)

Note that under the assumption $n \Var(Z) \gg \log(n)$ we have $n \Var(Z) \to \infty$, hence by [KR17, Remark 5.2] we have $\liminf_{n \to \infty} \|H\|_2 \geq 2\sqrt{d}$, $\mathbb{P}$–almost surely. Using Fatou’s lemma we deduce

$$
\liminf_{n \to \infty} \mathbb{E} \left[ \|H\|_2 \right] \geq 2\sqrt{d}.
$$

(5.6)

By (5.5) and (5.6) we obtain that under the assumption $n \Var(Z) \gg \log(n)$, we have

$$
\lim_{n \to \infty} \mathbb{E} \left[ \|H\|_2 \right] = 2\sqrt{d},
$$

which concludes the proof of Corollary 2.2.

\[\square\]

### 5.2 Proof of Corollary 2.3

For a fixed $C \in (0, \infty)$ and for an integer $k \geq C \log(n)$, we define the function $g_{k,n,Z}(x) : [0,1]^{|K^d|} \to \mathbb{R}$ via

$$
g_{k,n,Z}(x) = \sqrt{n \Var(Z)} \frac{\|B((x)_{\tau \in K^d})\|_{S_{2k}}}{e^\frac{d}{2} (d+1)}
$$

where $B((x)_{\tau \in K^d})$ is a $|K_+^{d-1}| \times |K_+^{d-1}|$ matrix defined by

$$
B((x)_{\tau \in K^d})_{\sigma,\sigma'}_{\tau \in K_+^{d-1}} \equiv \begin{cases} 
\frac{x_{\sigma'} - \mathbb{E}[Z]}{\sqrt{n \Var(Z)}} & \text{if } \sigma \sim \sigma' \text{ and } \sigma \cup \sigma' = \tau, \\
\frac{x_{\sigma'} - \mathbb{E}[Z]}{\sqrt{n \Var(Z)}} & \text{if } \sigma \sim \sigma' \text{ and } \sigma \cup \sigma' = \tau, \\
0 & \text{otherwise}
\end{cases}
$$

Note that $H = B((Z)_{\tau \in K^d})$. The inequality follows from Talagrand’s concentration inequality, c.f. [BLM13, Theorem 6.10], using the fact that the function $g_{k,n,Z}$ is convex and 1-Lipschitz, and thus for any $t > 0$

$$
\mathbb{P} \left( \|H\|_{S_{2k}} \geq \mathbb{E} \left[ \|H\|_{S_{2k}} \right] + t \right) = \mathbb{P} \left( g_{k,n,Z}((Z)_{\tau \in X^d}) \geq \mathbb{E} \left[ g_{k,n,Z}((Z)_{\tau \in X^d}) \right] + \frac{\sqrt{n \Var(Z)}}{e^\frac{d}{2} (d+1)} t \right) \leq e^{-\beta_d n \Var(Z) t^2},
$$

(5.7)

where $\beta_d$ is a positive constant depending only on $d$ and $C$.

---

2 This remark relates to [KR17, Theorem 3.1], which is stated for the matrix $A$ and not $H$. However, the generalization of Theorem 3.1 for the matrix $H$ follows readily from the proof presented in [KR17], and we will not present it here.
We infer that for all $C > 0$, all $n$ large enough (depending on $d$ and $C$) and any integer function $k(n)$ satisfying $k(n) \geq C \log(n)$

$$
P \left( \|H\|_{S_{2k(n)}} \geq \Phi \left( \sigma_{k(n)}, \sigma_{k(n)}^* \right) + t \right) \leq P \left( \|H\|_{S_{2k(n)}} \geq 2^{k(n)} \sqrt{E \left[ \|H\|^2 \right]} + t \right) \quad (1)
$$
$$
\leq P \left( \|H\|_{S_{2k(n)}} \geq E \left[ \|H\|_{S_{2k(n)}} \right] + t \right) \quad (2)
$$
$$
\leq e^{-\beta_d n \Var(\epsilon)^2}, \quad (3)
$$

where (1) follows from equation (4.22), (2) follows from Jensen’s inequality and (3) follows from equation (5.7).

Fix $\epsilon > 0$. The proof of Corollary 2.2, along with the assumption $n \Var(Z) \gg \log(n)$ imply $\limsup_{n \to \infty} \Phi \left( \theta_{k_0}, \theta_{k_0}^* \right) \leq 2\sqrt{d}$, for $k_0 := k_0(n) = \sqrt{n \Var(Z) \log(n)}$. Therefore there exists $N_\epsilon \in \mathbb{N}$ such that $\Phi \left( \theta_{k_0}, \theta_{k_0}^* \right) < 2\sqrt{d} + \frac{1}{2} \epsilon$, for all $n > N_\epsilon$. The last bound, together with the upper bound in (5.8) and the fact that $\|H\|_2 \leq \|H\|_{S_{2k}}$ for any $k \in \mathbb{N}$, imply that for all large enough $n$ (depending on $\epsilon$ and $d$) we have

$$
P \left( \|H\|_2 \geq 2\sqrt{d} + \epsilon \right) \leq P \left( \|H\|_{S_{2k_0}} \geq 2\sqrt{d} + \epsilon \right) \leq P \left( \|H\|_{S_{2k_0}} \geq \Phi \left( \theta_{k_0}, \theta_{k_0}^* \right) + \frac{1}{2} \epsilon \right) \leq e^{-\frac{1}{4} \beta_d \epsilon \Var(Z)} \epsilon^2. \quad (5.9)
$$

Our postulation $n \Var(Z) \gg \log(n)$ implies that all large enough $n$ (depending on $\beta_d$ and $\epsilon$) obeys

$$
\frac{8}{\beta_d \epsilon^2} \log(n) < n \Var(Z),
$$

and hence

$$
P \left( \|H\|_2 \geq 2\sqrt{d} + \epsilon \right) \leq n^{-2}.
$$

By the Borel-Cantelli we have almost surely $\limsup_{n \to \infty} \|H\|_2 \leq 2\sqrt{d}$. Since $\epsilon$ was arbitrary, we conclude that $\limsup_{n \to \infty} \|H\|_2 \leq 2\sqrt{d}$ almost surely. Since $\liminf_{n \to \infty} \|H\| \geq 2\sqrt{d}$ almost surely (see [KR17, Remark 5.2]) it thus follows that $\lim_{n \to \infty} \|H\|_2 = 2\sqrt{d}$ almost surely, which concludes the proof of Corollary 2.3.

5.3 Proof of Theorem 2.4

One can observe in the proof of [KR17, Theorem 6.1], that the result is valid whenever one replaces the function $\mathcal{E}(\xi)$ with any upper bound on $P \left( \|H\| > 2\sqrt{d} + \xi \right)$. Using Corollary 2.3 together with the last observation, we infer

**Corollary 5.1.** Assume $d \geq 2$ and $nq \gg \log(n)$, then for all large enough $n$ (depending on $d$)

1. For every $\xi > 0$, the $(d-n)$ smallest eigenvalues of the matrix $A$ are within the interval $-pd + \sqrt{nq} \left[ -2\sqrt{d} - \xi, 2\sqrt{d} + \xi \right]$ with probability at least $1 - e^{-\frac{1}{4} \beta_d nq \xi^2}$.

2. For every $\xi > 0$ and $\xi' > 0$, if $nq \geq \frac{d(2d + 2\xi') \log(n)}{n}$, then the remaining $(d-n)$ eigenvalues of $A$ are inside the interval $nq + \left[ -\Gamma(\xi, \xi', n), \Gamma(\xi, \xi', n) \right]$ with probability at least $1 - e^{-\frac{1}{4} \beta_d nq \xi^2} - \mathcal{E}(\xi')$, where

$$
\Gamma(\xi, \xi', n) = pd + \frac{(2\sqrt{d} + \xi)^2}{\sqrt{nq} - 4(2\sqrt{d} + \xi)} + 100d^2 (d + \xi')^3 \sqrt{\log^3(n)},
$$
and
\[ \mathcal{E} (\xi) = \frac{4e^3d^2}{(d-1)!} \exp \left( 5 \log (2d + 2\xi) + 5 \log (\log (n)) - \xi \log (n) \right). \]

Note that if \( nq \gg \log (n) \) then for all \( D > 0 \) and all \( \xi > 0 \) we have for all large enough \( n \) (depending only on \( D \), \( \xi \) and \( d \))
\[ nq \geq \frac{4D}{C_d} \left( \frac{\sqrt{d}^{\xi}}{2} \right)^2 \log (n), \tag{5.10} \]
Moreover, since \( nq \gg \log (n) \) we have for all large enough \( n \) (depending on \( d \) and \( \xi \))
\[ pd \leq \frac{1}{4} n (1 - p) \xi^2, \]
thus
\[ -pd + \sqrt{dnq} \left[ -2 - \frac{\xi}{2}, 2 + \frac{\xi}{2} \right] \subseteq \sqrt{dnq} \left[ -2 - \xi, 2 + \xi \right]. \tag{5.11} \]
Using the first part of the following Corollary, together with (5.10) and (5.11), we infer that for every \( D > 0 \), every \( \xi > 0 \) and all large enough \( n \) (depending on \( D \), \( \xi \) and \( d \)), the \( \left( \binom{n-1}{d} \right) \) smallest eigenvalues of the matrix \( A \) are within the interval \( \sqrt{dnq} \left[ -2 - \xi, 2 + \xi \right] \) with probability at least \( 1 - n^{-D} \).

Turning to confine the remaining eigenvalues, using [KR17, Theorem 6.1], it follows that \( \mathcal{E} (\xi_D) \leq \frac{n-D}{2} \) for an appropriate choice of \( \xi_D = C' (D + 1) > 0 \), with \( C' \) depending only on \( d \). Recalling our assumption \( nq \gg \log (n) \), which implies \( nq \geq \log (n) \) for all large enough \( n \), it follows that for all large enough \( n \) (depending on \( D \) and \( d \)), \( nq \geq \frac{d(2d+2\xi_D)k \log^k (n)}{n} \). We may therefore apply part (2) of Corollary 5.1, which together with (5.10), shows that for all large enough \( n \) (depending on \( D \), \( \xi \) and \( d \)), the remaining \( \left( \binom{n-1}{d-1} \right) \) eigenvalues of \( A \) are inside the interval \( nq + \left[ -\Gamma (\xi, \xi_D, n), \Gamma (\xi, \xi_D, n) \right] \) with probability at least \( 1 - n^{-D} \).

Taking \( \xi_0 := \left( \sqrt{5} - 2 \right) \sqrt{d} \) and \( \xi' = \xi_D \), and can verify that
\[ \Gamma (\xi_0, \xi_D, n) \leq \frac{13}{2} d + 100d^2 \left( d + C' (D + 1) \right)^3 \sqrt{q} \log^3 (n). \]
We may therefore conclude that for any \( D > 0 \) and all large enough \( n \) (depending on \( d \)), the remaining \( \left( \binom{n-1}{d-1} \right) \) eigenvalues of \( A \) are inside the interval
\[ nq + \left[ \frac{13}{2} d + 100d^2 \left( d + C' (D + 1) \right)^3 \sqrt{q} \log^3 (n) \right] \cdot [-1, 1] \]
with probability at least \( 1 - n^{-D} \). Since by assumption \( q \log^6 (n) \leq \frac{1}{C(1+D)^3} \), it follows that the eigenvalues are within the interval
\[ nq + 7d \cdot [-1, 1], \]
provided \( C > 0 \) is chosen large enough (depending only on \( d \)).

\section{Discussion and open questions}

The study of spectrum and in particular the spectral gap raises many open questions.

- Theorem 2.1 and Corollary 2.5 provides bounds on the spectral gap in the regime \( nq \gg \log n \). In [BGBK20, BGBK19] it was shown that for the Erdős–Rényi model, namely the case \( d = 1 \), this is the optimal regime. Can one prove a similar result in the case \( d \geq 2 \)?
- An interesting question that can be asked is regarding the asymptotic behavior of \( \| H \|_{S_{2k}} \) and \( \| H \|_2 \) in the
regime where $d := d(n)$. Namely, to consider the random simplicial complex $X(d, n, p)$, under the assumption that $\dim(X)$ is a function of $n$.

- The tail bound obtained in Corollary 2.3 is not likely to be optimal in the power of $\epsilon$. One can wonder what is the best power of $\epsilon$ that can be achieved. A more difficult question is to prove the existence of a limiting distribution $\Psi(t) = \lim_{n \to \infty} \mathbb{P}(|H|_2 \geq 2\sqrt{d} + t)$ and calculate it.

- Our work focuses on a specific model of random simplicial complexes, namely the Linial-Meshulam model. One can consider different models of random simplicial complexes, and perhaps use similar tools in order to establish analogous results. One example of such model is the multi-parameter random simplicial complex model [CF16, Fow19]. Another interesting model to study is the high dimensional analogue of random regular graph called random Steiner systems, see [LLR19, RT20].
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