Multimodal markers for technology-independent integration of augmented reality devices and surgical navigation systems
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Abstract
Augmented reality (AR) permits the visualization of pre-operative data in the surgical field of view of the surgeon. This requires the alignment of the AR device’s coordinate system with the used navigation/tracking system. We propose a multimodal marker approach to align an AR device with a tracking system: in our implementation, an electromagnetic tracking system (EMTS). The solution makes use of a calibration method which determines the relationship between a 2D pattern detected by an RGB camera and an electromagnetic sensor of the EMTS. This allowed the projection of a 3D skull model on its physical counterpart. This projection was evaluated using a monocular camera and an optical see-through device (HoloLens 2) (https://www.microsoft.com/en-us/hololens/) achieving an accuracy of less than 2.5 mm in the image plane of the HoloLens 2 (HL2). Additionally, 10 volunteers participated in a user study consisting of an alignment task of a pointer with 25 projections viewed through the HL2. The participants achieved a mean error of 2.7 ± 1.3 mm and 2.9 ± 2.9° in positional and orientation error. This study showcases the feasibility of the approach, provides an evaluation of the alignment, and finally, discusses its advantages and limitations.
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1 Introduction
In the last decade, the usage of surgical navigation systems for cranial (Eggers et al. 2009), neurosurgical (Hara et al. 2020; Li et al. 2018) or liver surgery (Banz et al. 2016) has grown considerably. Navigation systems guide the surgeon intraoperatively by aligning patient-specific data (CT-scan, MRI-scan) to the patient, and by visualizing relevant information on the screen. The use of accurate tracking systems and software tools that control and visualize patient-specific models and plannings, improved surgical outcomes when compared to conventional freehand techniques (Chotanaphuti et al. 2008).

Based on the tracking technology used, surgical navigation systems can be divided in two groups: those based on optical tracking systems (OTS) and those based on electromagnetic tracking systems (EMTS) (Cleary et al. 2010). For systems using optical tracking, cameras (RGB or infrared) capture landmarks, such as natural feature patterns or reflective markers, in their field of view. These landmarks are arranged in a known geometry allowing the system to compute the 6 degrees-of-freedom (6 DoF) pose of the sensor, and subsequently, of the object to which the sensor is attached. For systems using electromagnetic tracking, a field generator generates an electromagnetic field within a specific spatial volume. Sensors (coils) that are positioned inside this space can be localized accurately.
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Three limitations have been reported in the literature regarding the use of navigation systems (Mezger et al. 2013). The first limitation is the hand-eye coordination: For instance, it is not uncommon that when a surgeon moves his drill in a vertical direction, the drill on screen appears as moving in a horizontal direction. The second limitation is the need to continuously switch focus between looking at the screen, and the surgical site on the body. The third limitation is the depth perception: Visualizing 3D anatomical structures on a 2D screen requires the operator to mentally reconstruct the 3D shapes based on flat 2D images. All of these issues lead to cognitive overload which makes the use of navigation systems difficult for surgeons, especially those in training. Augmented reality (AR) has been used previously to support in various applications, such as assisting with assembly tasks (Westerfield et al. 2015; Khenak et al. 2020), to address the aforementioned limitations. It allows the integration of virtual objects, such as surgical plannings or critical structures, in the field of view of the user. In the medical field, the application of AR intraoperatively is still a research topic. This is due to ergonomics and accuracy requirements in surgical procedures. Furthermore, even though substantial progress has been made in the field of AR in the past decade, some challenges still need to be addressed. The most important one is the registration or alignment challenge. It consists of accurately superimposing a 3D model on its corresponding physical one. In the past, two types of systems have been developed for medical AR: standalone AR systems and navigation-systems-based AR systems (Benmahdjoub et al. 2020). In the first category, the AR device (e.g., headset) is responsible for acquiring the scene, through which it computes the 6 DoF pose of the objects to augment, subsequently providing an adequate visualization. For pose computation and registration, three approaches have been described: marker based (Badiali et al. 2014; Zhu et al. 2018; Gsaxner Christina et al. 2019), where recognizable fiducials are attached to the physical phantom; markerless (Wang et al. 2014), where feature extraction from the image is required to determine the pose; or manual in some cases where the 3D model is manually placed in its intended position (Incekara et al. 2018).

In the second category, a combination of navigation systems and AR devices is used. Here, the navigation system is responsible for tracking the patient and the instruments involved in the operating room (OR), whereas the AR device is used for projecting and visualizing the required anatomical structures (Zinser et al. 2013; Gavaghan et al. 2012; Meulstee et al. 2019; Kuzhagaliev et al. 2018; Chen et al. 2015). In this category, the integration of AR within a navigation system requires the AR device’s coordinate system $D$ to be aligned with the navigation system’s coordinate systems $N$. The common way to achieve this alignment is by attaching the navigation system’s markers/sensors to the AR device. This way, the navigation system can compute the position and orientation of the AR device. Afterward, by performing a calibration procedure, $D$ can be aligned on $N$ (Gavaghan et al. 2012; Chen et al. 2015; Meulstee et al. 2019). This approach does not work if the navigation system is based on electromagnetic (EM) tracking. In EMTS, sensors are generally wired, and the tracking volume of commonly used systems is too small (around 50cm$^3$). Furthermore, AR devices, instruments and the OR equipment may distort the EM field.

Compared to both camera and smartphone, optical see-through (OST) devices require an additional calibration regardless of the method of AR integration. Eye calibration is crucial for AR applications requiring model alignment. It is defined as the procedure that allows to compute the transformation between the device’s tracking system (e.g., RGB camera) and the user’s eyes. Multiple methods have been presented in the literature (Itoh et al. 2014; Genc et al. 2002; Makibuchi et al. 2013; Azimi et al. 2017). This procedure in general requires the user to align virtual elements, seen through the headset, with real locations in the world’s coordinate system, to estimate the required transformation (Tuceryan et al. 2000). Because of this fundamental difference between OST-based AR and video-based AR, the evaluation of the projected models’ placements in the real world is different; since only users perceive the final output, traditional error measurements on 2D images are not enough. Generally, a user study is conducted to assess OST-based AR systems (Azimi et al. 2020).

Currently, the combination of AR and conventional navigation systems has predominantly been implemented for optical tracking systems. The state-of-the-art approach requires adapting the AR device by calibrating it with the tracking system after rigidly attaching sensors to it. The purpose of this study is to develop and assess a generic approach which aligns an AR device, such as the HoloLens 2 (HL2), with existing navigation systems. This approach relies on an assembled multimodal marker which consists of a 2D pattern and a sensor attached to it. The alignment method’s feasibility is demonstrated using an EMTS and a smartphone and then evaluated using a monocular (RGB) camera, and an OST device HL2.

The approach is explained, technically evaluated, and discussed.

## 2 Methods and materials

The proposed solution integrates an AR device in a navigation system without being tracked by the latter. Rather, instead of tracking the AR device with the navigation system, a reference object is introduced trackable by both the camera of the AR device and the navigation system. The different sensor modalities (camera of the AR device and
an OTS/EMTS) imply that the features tracked by the two modalities differ and thus require two different types of markers which leads to our multimodal marker solution (Fig. 1). In the following section, the concept of the multimodal marker is presented which is independent of the underlying tracking technology of the navigation system.

2.1 Multimodal marker

The multimodal marker is composed of two markers: a marker with features trackable by the navigation system (reflective spheres, coils,...) through their respective tracking device, and a marker containing features trackable by the AR-device (2D pattern) through its RGB camera. Figure 1 presents an example of such a multimodal marker. The AR marker (2D pattern) defines a local reference coordinate system $Q$, which can be detected by the AR-device, and thus also implicitly defines the AR device’s coordinate system. The sensor of the navigation system defines a local coordinate system $S$, which is related to the navigation system’s coordinate system $N$. If the spatial relationship between $Q$ and $S$ is known, the coordinate system of the AR device can be linked to the coordinate system of the navigation system. This allows the display of the 3D models from the navigation system in the AR device.

Therefore, a calibration procedure needs to be performed to determine the rigid transformation $C$ between the two coordinate systems (Fig. 1). In the following sections, we will describe this calibration procedure, and also how it facilitates augmentation of the instruments and the patient.

2.2 Calibration

The calibration process determines the rigid transformation $C$ from the local coordinate system of the 2D pattern $Q$ to the local coordinate system of the sensor $S$ defined in its field generator’s coordinate system $N$ (Fig. 1). The steps for this procedure are as follows (see also 1 for the annotations):

1. Define by construction $n$ virtual points $L_V = \{v_1, v_2, ..., v_n\}$ in $Q$ (Fig. 1).
2. Define the equivalent physical points $L_P = \{p_1, p_2, ..., p_n\}$ which can be acquired using a pointer localized in $N$ by the tracking system of the navigation system (Fig. 1). Each point $p_i$ represents the position given by a $4 \times 4$ transformation matrix of the pointer $T_{N}^{O}$ in the tracking system’s coordinate system.
3. Compute $L_S = \{s_1, s_2, ..., s_n\}$ obtained by transforming $L_P$ to the sensor’s local coordinate system $S$:
   \begin{equation}
   p_{i,S} = T_{S}^{N^{-1}} p_{i}
   \end{equation}
   where $p_{i,S}$ is $p_i$ defined in $S$ and $T_{S}^{N}$ is the sensor’s pose in $N$.
4. Use a point-based registration method to compute the landmark rigid transformation $C$ which transforms $L_S$ to $L_V$ (Horn and Berthold 1987).

2.3 Instruments augmentation

Navigation with AR is possible when the multimodal marker is added to the scene and puts in the proximity of the target object to augment. The multimodal marker needs to be visible by both the tracking system (sensor inside the tracking volume) and the AR device (pattern) simultaneously.

In this scenario, the following equation represents the set of transformations to align any sensor defined in $N$ into the local coordinate system of the marker $Q$:

\begin{equation}
T_{I}^{Q} = C_{Q}^{S} T_{S}^{N^{-1}} T_{I}^{N},
\end{equation}

where $T_{I}^{N}$ is the instrument’s pose (i.e., pointer) in $N$, $T_{S}^{N}$ is the sensor’s pose in $N$, and $T_{I}^{Q}$ is the final transformation attributed to the virtual model in the local coordinate system $Q$ of the 2D pattern.

If the AR device uses a monocular RGB camera, the necessary projection needs to be applied to go from the 3D space to the 2D image by applying the following equation:

\begin{equation}
T_{I}^{RGB} = K_{RGB} A_{Camera}^{Q} T_{I}^{Q},
\end{equation}

where $A_{Camera}^{Q}$ is the camera pose estimation based on the 2D pattern, and $K_{RGB}$ is the intrinsic parameters matrix of the
camera (which can be obtained through a calibration procedure).

### 2.4 Patient augmentation

The augmentation of the patient by a 3D model of the anatomical structures requires an initial image-to-patient registration to align the patient model with the patient, and the subsequent update of this alignment according to the patient’s movements. To achieve the latter, a sensor is attached to the patient after which an image-to-patient registration is performed. To this end, the registration points are determined in the patient sensor’s coordinate system $P$ as follows:

$$p_i^P = T_P^{-1}t_i,$$

where $T_P$ is the patient sensor’s pose in $N$, $t_i$ the registration point $i$ in $N$, and $p_i^P$ the physical registration point $i$ defined in $P$. Subsequently, the transformation $R$ between the image registration points and the ones defined in $P$ is computed.

The patient augmentation positions the patient 3D model at the right location with respect to the 2D pattern’s coordinate system $Q$:

$$R_Q = C_P^{-1}T_P^{-1}T_P^N R_P^S,$$

where $R_P^S$ is the registration matrix from the patient model to $P$, $T_P$ is the pose estimation of the sensor which is attached to the patient in $N$, $T_P^N$ is the pose estimation of the multimodal marker’s sensor in $N$, and $C_P^Q$ is the computed calibration matrix between the multimodal marker’s sensor and its pattern. $R_Q$ can then replace $T_Q$ in Eq. 3 for the projection of the image-based model.

The complete set of transformations is illustrated in Fig. 3.

### 3 Experiments

#### 3.1 System overview and implementation

The multimodal marker setup was implemented in C# and Unity (including the communication protocol between the PC and the tracking system) and can be found in [https://gitlab.com/radiology/igit/ar/ar-em]. In the experiments, we used:

1. An Aurora V2 electromagnetic navigation system (Northern Digital Inc., Canada) comprising of a field generator, a control unit, one electromagnetic pointer and two coils (sensors) $S$ and $P$.

2. A 2D pattern engraved on a plate of $80 \times 80$ mm (Fig. 1). In addition, 49 divot points were drilled on it (10 mm distance between adjacent points) to be used as points for calibration and assessment. All the divots have known coordinates with respect to the local coordinate system $Q$.

3. A calibration board of $400 \times 400$ mm size with divots each 20 mm (Fig. 3). It is used for calibration and/or accuracy measurements. The divot drilling on both the calibration board and the 2D pattern was performed using the submillimeter numerically controlled drilling machine Fehlmann Picomax 60M (Weissach-Flacht, Switzerland).

4. A skull phantom (3B Scientific, Hamburg, Germany) with pinpoint markers (PinPoint #128, Beekley Medical, Bristol, USA).

5. An RGB camera Logitech Brio (Lausanne, Switzerland) with a resolution of 1080p and a field of view of 65° to capture the scene.

6. Microsoft HoloLens 2.

7. (Vuforia 2020) as a pose estimation tool and a 2D pattern tracking module.

8. (MevisLab 2020) for manual annotation of the registration points on the CT data, and the extraction of the 3D model (.obj) file of the skull.

A sensor $S$ is attached to the 2D pattern plate, and the resulting multimodal marker is rigidly attached to the board, rigidly for reproducible calibration, whereas another sensor $P$ is attached to the 3D printed model to track the position of the skull. Figure 3 illustrates the experimental setup.

The setup’s architecture while running is presented in Fig. 2. To demonstrate this architecture (Sect. 3.6), the following components were used: a desktop computer connected to an EMTS and a monocular RGB camera, functioning as an AR device and as a server for the secondary device; a smartphone Oneplus 7 pro (Shenzhen, China)/Microsoft HL2 as a secondary AR device; a serial communication
protocol (from the navigation system to the desktop); and a TCP/IP connection from the desktop to the secondary AR device.

### 3.2 Pointer pose

To assess the pointer pose, the board on which the divots were drilled was used. The distances between the divots are known and used as ground truth for the measurement. Pairs of divots (100 mm apart) were touched with the pointer tip, and their intra-distances were compared with the reference standard. This was done for twelve pairs of points (18 divots were acquired). The mean error was computed as follows:

\[
E_p = \frac{1}{m} \sum_{i=1}^{n} \left| gd - d(p_i, p_{i+1}) \right|
\]

where \( p_i \) is the estimated position using the pointer, \( p_{i+1} \) is the next adjacent divot estimated by the pointer, \( d \) is the Euclidean distance, \( m \) is the number of measurements (12) and \( gd \) is the known distance, by construction, of the board (100 mm).

### 3.3 Calibration assessment

The accuracy of several calibrations was assessed. For each calibration, the distances between positions determined with the pointer and transformed by the calibration, and the same points determined on the ground truth divots (virtual points on the multimodal marker and the board) were computed. To this end, the marker with the divots was rigidly fixed to the calibration board in a reproducible manner with an accurately known position. As a consequence, the positions of the divots in the board were known with respect to the multimodal marker. For each scenario, the calibration matrix was computed. Next, a pattern of divots on the board was pinpointed and transformed using the calibration matrix to convert these divots to the multimodal marker’s coordinate system \( Q \) (see Eq. 2). The error was computed as the distance between the transformed measured position, and the reference position in the ground truth divots (defined in \( Q \) by construction). Measurements were acquired for nine scenarios. For each of the following calibration surfaces \( 60 \times 60 \) mm, \( 200 \times 200 \) mm and \( 400 \times 400 \) mm, a calibration based on 4, 12 and 24 points was performed and assessed. Each of the nine calibration scenarios was performed five times.

### 3.4 Marker tracking and instrument augmentation

The HL2 was used for the overlay assessment on the board based on marker tracking only (no navigation system or calibration included). In addition, based on calibration C3 (Table 3), the pointer accuracy was evaluated (calibration included).

The overlay on the calibration board using marker tracking only was performed as follows:

1. Capturing an image B1 of the evaluation board scene.
2. Capturing a second image B2 of the augmented evaluation board (given the known position of divots w.r.t. the multimodal marker by construction).

![Fig. 3 Overview of the setup: The field generator (N), a white board on top of it, the black pointer, a 3D printed skull with a sensor attached on top (P), a multimodal marker and a Camera (Q and S). The arrows represent the transformations between the coordinate systems (Table 1).](image)
3. Annotating the divots $D$ (used for calibration assessment) on B1.
4. Annotating the directly adjacent divots (to the evaluation divots used) $A_d$ on B1.
5. Annotate the projected divots $P_d$ on B1.
6. Computing the shift on each evaluation divot in mm as follows:

$$\beta_i = \frac{gd \times d(D_i, Pd_i)}{d(D_i, A_d)}$$

(7)

where $\beta_i$ is the shift in millimeter between the divot $i$ and its projected representation. $gd$ is the known, by construction, ground truth distance between a divot and its closest adjacent divot (20mm), $d$ is the Euclidean distance, $D_i$ is the divot $i$, $Pd_i$ is the projected divot $i$, $A_d$ is the adjacent divot $i$.

Similarly, the pointer augmentation is assessed by following the previous steps and replacing $P_d$ in 5 with an annotation of the pointer’s projected tip (Fig. 3).

3.5 Overlay accuracy assessment

In the next set of experiments, the overlay accuracy was assessed. To this end, the 3D model of the skull (obtained from a CT-scan) was registered using the attached markers and subsequently projected on top of the physical printed skull. The following scenarios were considered:

1. Three calibrations (out of 45 calibrations):
   (a) C1: 60 × 60 mm - 4 calibration points,
   (b) C2: 400 × 400 mm - 24 calibration points,
   (c) C3: 400 × 400 mm - 24 calibration points.

   These calibrations were chosen based on their RMSE (2.64 mm, 1.60 mm and 1.20 mm, respectively) to investigate the impact of calibration accuracy on the final overlay.

2. Three camera poses with respect to the multimodal marker at 90°, 45° and 20°.

In these experiments, the distance of the camera to the 2D marker was about 50-60cm, which is representative for a clinical navigation setup.

Ten pairs of images were acquired for each camera pose-calibration combination (Fig. 4). Each pair had a different skull pose. The poses were kept the same for the three calibrations. One pair consisted of a non-augmented picture P1, and one augmented picture P2 containing the projected centers of the pinpoint markers (yellow) which were manually annotated on the CT image (Fig. 5). The error metric was defined as the distance (annotation based) between projected and physical centers of the pinpoint spots using P1 and P2.

For this metric, P2 images were used: knowing the diameter of the registration spots (15 mm), the pixel size in mm in each image was computed (locally for each spot). To locate the target projection points, four registration spots were selected in each image based on the easiness with which they can be annotated, as well as their distribution over the skull (centered).

The registration points were located at the center of each spot’s base. Consequently, eight contour points were annotated manually around the base of each torus (spot). An ellipse was fitted to the contour points. The maximum of the width and the height of each ellipse was considered the spot’s real diameter in pixels (Fig. 5), whereas the center of the ellipse was considered the target (expected) projection point (Fig. 5). The error $e$, i.e. the distance from the projected point to the ellipse’s center was computed as follows:

$$e = \left| e_c - p_c \right| \times s / e_d$$

(8)

where $e_c$ is the ellipse’s center, $p_c$ is the projected center (both in pixels), $s$ is the registration spot size in mm (15), and $e_d$ is the fitted ellipse’s largest diameter.

---

Fig. 4 The components and their connections in the setup. PTM: pattern tracking module (in our experiments Vuforia). Black circles (ellipses): electromagnetic sensors which are tracked by the EMTS and their pose is sent to the desktop via a serial communication protocol. The complete chain of transformations (Eq. 2), including calibration C and registration R, is computed by the desktop and sent wirelessly (red dashed arrows) to the AR devices. Each AR device is responsible for tracking the pattern, rendering, and projecting the 3D model.
The mean over each set of ten pictures representing a calibration (C1, C2, or C3) in a given camera pose was computed for both the webcam and the HL2 (3).

An intra-observer evaluation was performed for the ellipse annotation-based assessment to observe the observer-dependency in this metric. Three operators were asked to annotate four registration spots on a set of 30 images.

### 3.6 System output assessment

The system’s output (Sect. 3.1) as shown in Fig. 2 was assessed in two different setups: The first setup consisted of a desktop connected to the EMTS and a webcam; while the second made use of an AR device (smartphone and HL2) containing a camera to locate the 3D skull and the instrument wirelessly. The desktop configuration demonstrates the feasibility of the approach in general, whereas the smartphone/HL2 device implementation demonstrates that the approach is independent of the AR devices used (no device-based calibration). It also demonstrates the multi-device collaboration which can be relevant for surgical or training ends where multiple users can join the session. In both setups, the desktop and the AR devices used contained a tracking pattern module: Each device is responsible for detecting and tracking the 2D pattern in addition to rendering the model.

The following scenarios were considered: (1) moving instrument (i.e., pointer); (2) moving phantom skull; (3) moving marker; moving (1) and (2); moving (1), (2) and (3); in addition to the moving camera for the smartphone and HL2 setups.

### 3.7 User evaluation

A user evaluation was conducted to assess the final end-to-end output as experienced by different users using the OTS device (HL2).

#### 3.7.1 Task

To this end, 25 positions defined in the EMTS coordinate system were acquired and projected over the ground truth board. The acquisition included random slight rotations of the pointer. The calibration board was covered to hide any references of the divot points. Participants in this study had to align the pointer with the target augmentation (same rotation and position) using the HL2. The projection of position was represented by a cross section, whereas the orientation was represented by the yellow axis coming out toward the top of the board (Fig. 6).

#### 3.7.2 Volunteers

Ten volunteers were included in this user evaluation (6 males, 4 females) with different backgrounds (8 technical, 2 non-technical). The task involved aligning the pointer with the target augmentation using the HL2, while the acquisition included random slight rotations of the pointer. The calibration board was covered to hide any references of the divot points. Participants in this study had to align the pointer with the target augmentation (same rotation and position) using the HL2. The projection of position was represented by a cross section, whereas the orientation was represented by the yellow axis coming out toward the top of the board (Fig. 6).
1 medical, 1 technical medicine). Their ages ranged between [20 – 29](n = 6) and [30 – 39](n = 4). Five participants reported that they were familiar with the use of the HL2.

### 3.7.3 Procedure

At the beginning of the experiment, volunteers were requested to fill a consent form which contains a description of the task. Standard eye calibration of the HL2 (Lewis et al. 2011) was performed by each participant, and a short explanation was provided. The goal of the eye calibration is to account for any display misalignment caused by the variance of inter-pupillary distance between the participants. Subsequently, the volunteers had to stand facing the multimodal marker in order to perform the alignment task as described in Sect. 3.7.1. Participants validated the correct alignment verbally by saying "Next" allowing the system to collect positional and orientation data. The system then showed the next adequate projection until the end of the experiment.

### 4 Results

#### 4.1 Pointer pose

The pointer’s pose accuracy based on 18 distance measurements (100 mm ground truth intra-distances) had a mean average error of 0.28 mm 0.17 mm. The minimum error is equal to 0.06 mm, and the maximum one is equal to 0.60 mm.

#### 4.2 Calibration assessment

The calibration error distribution for each scenario on the board, based on five calibrations for each one of them, is presented in Fig. 7. For each scenario, we notice a persistent error at the bottom right corner of the board, which we attribute to the tracking system’s accuracy in that region. The images show a better accuracy around the multimodal marker, but the accuracy drops slightly on top of the marker (middle top of each heatmap for the middle and bottom row). Additionally, incrementing the number of calibration points and/or calibrating on a larger surface can improve the calibration accuracy. The latter observation can be confirmed by looking at each row of Fig. 7.

The average root mean square error (RMSE) over the five calibrations for each scenario is listed in Table 2. For the smallest surface area (60 × 60), the number of points used may have improved the calibration accuracy. For the larger surface areas (200 × 200 and 400 × 400), this effect is hardly present. Thus, increasing calibration area as well as increasing

| Surface (mm) | number of points | RMSE (mm) |
|--------------|-----------------|-----------|
| 60 × 60      | 4               | 2.03      |
|              | 12              | 1.54      |
|              | 24              | 1.41      |
| 200 × 200    | 4               | 1.16      |
|              | 12              | 1.16      |
|              | 24              | 1.28      |
| 400 × 400    | 4               | 1.21      |
|              | 12              | 1.14      |
|              | 24              | 1.10      |

Fig. 7 A pair of image before (left) and after (right) manual annotation

![Fig. 7](image-url)
the number of points may improve calibration accuracy. However, there is a limit to the improvement: For large areas, annotation (pointing out divots) errors have a smaller effect in estimating the orientation, while more points allow to average out the random errors in the annotations.

Figure 8 shows the mean RMSE for each of the individual calibrations. Each circle represents the error obtained from one of the five calibrations for a given surface, and their mean RMSEs are linked with a line. For the small surface area ($60 \times 60$), we notice a larger variation between the five calibrations (std=0.45 mm) compared to calibration with large surface areas ($200 \times 200$ and $400 \times 400$ mm with std=0.19 mm and 0.24 mm, respectively) when using four points for calibration. Figure 8 suggests that the use of 12 calibration points for the larger surface areas, or 24 points for all surface areas would guarantee a calibration error below 1.5 mm in similar conditions.

The calibration time, acquired while performing the calibrations, was 33 seconds for four points, 90 seconds for 12 points and finally, 195 seconds for 24 calibration point.

### 4.3 Marker tracking and instrument augmentation

The error distribution from the marker pose estimation and the multimodal-marker-calibration board assembly (no tracking system) had a mean error of $1.70 \pm 0.50 [0.70-2.66]$ mm, whereas the pointer overlay error had a mean error of $2.50 \pm 1.30 [0.80-6.26]$ mm.

Including the pointer in this assessment (thus including: calibration, tracking and pointer calibration) resulted in a mean error of $1.24 \pm 1.05 [0.04-4.00]$ mm. The visualization of this contribution (Fig. 9 - difference) highlights the fact that compared to other regions of the calibration board, the central area yielded the smallest error contribution ($<2$mm). A large error contribution is noticed on the borders of the board and more specifically the lower right corner.

### 4.4 Overlay accuracy assessment

Before overlaying the 3D model, the point-based image to patient registration (Horn and Berthold 1987) was performed five times on 22 registration spots to assess its variation. The image-to-patient registration had a mean fiducial registration error (FRE) of $2.16 \pm 0.07$ mm. The registration matrix used for the following experiments had a FRE of $1.60$ mm.

The projection error estimated in mm based on the known diameter of the registration spots is shown in Table 3. For the monocular RGB camera, it is clear that the individual calibrations hardly affect the final accuracy, and thus that the calibration does not seem to be the major source of error. However, the projection angle is a quite relevant factor: The best results are obtained for $45^\circ$ ($2.37$ mm for C3), and worse results were obtained for the $90^\circ$ cases. ($\sim10.5$ mm).

For the HL2, in contrast to the RGB camera, a difference between the calibrations can be observed: $\epsilon$ values improved significantly (t-test $p$ value < 0.05) from C1 (2.94 mm) to C2 (2.38 mm). However, no statistically significant improvement ($p$-value > 0.05) was obtained from C2 to C3 (2.16 mm). The standard deviations were less sensitive to the angle $\alpha$ of the device compared to the RGB results. In
addition, the angle does not significantly affect the accuracy of the overlay for the HL2.

The results from the evaluation of the annotation-based overlay assessment are presented in Fig. 10. This figure shows that the annotators obtained similar trends (smaller error when using better calibrations). The mean shift in pixels obtained between the three annotators over a 120 annotated registration spot was 1.6 ± 0.8 pixel which in average equals to 0.5 ± 0.43 mm.

### 4.5 System output assessment

The configurations testing the visual output (Sect. 3.6) demonstrated the approach successfully. For all three configurations (desktop AR smartphone AR, HL2), the phantom skull and the instrument could be augmented. The augmentations followed the objects in real-time for all the configurations. This demonstrates that with one calibration, devices that are capable of tracking the same multimodal marker, using the pattern tracking module (Fig. 2), can visualize the augmentations in multi-device AR collaboration. Figure 13 provides the visualizations obtained by both configurations simultaneously (smartphone and desktop), whereas Fig. 12 shows the projection of the skull, brain vessels, a tumour, and the pointer which is placed behind the skull from the HL2’s point of view; One video demonstrating all the scenarios using the different devices (Sect. 3.6) in addition to some annotated pictures are enclosed in the supplementary material. In the HL2 part of the video, the recording mode and the automatic hand detection reduce the framerate. During regular use, without recording, the framerate is higher.

### 4.6 User evaluation

In total, 250 alignments (25 × 10) were performed. The results for the user evaluation are presented in Fig. 11. The volunteers achieved a mean positional error of 2.70 ± 1.28 mm, and a mean orientation error of 2.92 ± 2.90°.

| Calibration | A   | e (mm) RGB | e (mm) HL2 |
|-------------|-----|-----------|-----------|
| C1          | 20  | 2.77      | 0.36      | 2.91      | 0.62      |
|             | 45  | 2.97      | 0.16      | 3.25      | 0.62      |
|             | 90  | 10.06     | 1.33      | 2.67      | 0.13      |
| C2          | 20  | 2.66      | 0.90      | 2.27      | 0.38      |
|             | 45  | 2.69      | 1.21      | 2.55      | 0.43      |
|             | 90  | 10.90     | 4.1       | 2.32      | 0.11      |
| C3          | 20  | 2.54      | 0.80      | 2.20      | 0.50      |
|             | 45  | 2.37      | 1.17      | 2.07      | 0.41      |
|             | 90  | 10.40     | 3.94      | 2.21      | 0.17      |
5 Discussion

In this manuscript, an approach to align a device, such as a headset, smartphone, or tablet, containing an RGB camera with a surgical navigation system was proposed. This approach is generic and can be implemented both with electromagnetic and optical tracking systems. In our implementation, an EMTS was used. The approach was assessed in a cranio-maxillofacial context. The described method could align the AR devices with the tracking system successfully, resulting in an augmented reality view where 3D models of the skull and the instrument (pointer) were projected on their physical counterparts.

Compared to previous methods (Zhu et al. 2017, 2018; Jiang et al. 2019), the approach presented in our study combines the technique which exclusively uses 2D patterns and the one where markers are attached to the device. The multimodal marker does not have to be fixated to an anatomical structure but can be moved around freely, as long as the 2D pattern is in the camera’s view, and the attached sensor can be tracked by the tracking system. In contrast to earlier works (Kuzhagaliyev et al. 2018; Meulstee et al. 2019), the approach does not depend on a specific AR device or a navigation system’s tracking technology. An example of a multimodal marker making use of an optical navigation system is shown in Fig. 14. To the best of our knowledge, no implementation aligning an electromagnetic tracking system with an AR device such as the HL has been explored before.

The calibration method proposed is to be performed only once: This means that our approach of integrating an AR device with a navigation system could facilitate collaborative augmented reality in the OR. Whether for learning purposes or (pre)intraoperative collaborations, any device that is equipped with a 2D pattern tracking module in addition to communication means such as Wi-Fi can receive the pose of the OR objects or the anatomical structures of interest. Moreover, only the headset and the multimodal marker, which can be prepared preoperatively, are added to the EM navigation setup; no changes were brought to the typical workflows when using electromagnetic navigation systems intraoperatively (Berger et al. 2015). This might help integrating AR into the OR smoothly (Figs. 15).

To summarize, the presented approach offers the following advantages over existing solutions: (1) AR-device independent; (2) one time calibration; (3) tracking system technology-independent (Fig. 16); (4) movable fiducial marker (detachable from patient anatomy); (5) capability of multi-device collaboration.

The calibration procedure is a prerequisite for the augmentation. We did not investigate the effect of marker size or shape on the final output in this study. The size of the 2D pattern was decided based on surgical space and a good

![Fig. 14](image1.png)  Augmented view using the HoloLens 2

![Fig. 15](image2.png)  Augmented images of the phantom skull and the pointer. The pictures show a collaborative augmented reality scenario where the blue skull is the desktop’s view and the green skull is from the smartphone point of view. The left image showcases the instrument augmentation in both devices, while the right one represents the projections after moving the multimodal marker and the skull.

![Fig. 16](image3.png)  Multimodal marker using reflective spheres for an optical navigation system
initial pose estimation of the pattern. Assuming an $80 \times 80$ mm pattern was too small for an accurate calibration, the calibration board was built as the pattern’s extension. Its size was decided based on the necessary surgical volume and the tracking volume capabilities of the EMTS. The initial hypothesis assumed that a larger surface for calibration may lead to a smaller angular error. The results confirmed this hypothesis to some extent. Obviously, this claim is limited: For four points-based calibration, the alignment using the largest surfaces ($200 \times 200$ and $400 \times 400$ mm) performed best. However, when calibrating on a larger surface beyond $200 \times 200$ mm, no substantial improvement is noticed. Additionally, adding more points to the largest surface area allowed a better representation of the calibration board when including inner divots; consequently, it led to a slightly better RMSE compared to the medium size calibration ($200 \times 200$ mm). The accuracy cannot be improved beyond a certain point. It is limited by the pointer localization accuracy and the multi-modal marker’s fixation to the calibration board.

To assess the calibration accuracy’s impact on the overlay, a point-based distance metric (in mm) was used for the 2D augmented images. There is a small difference in the overlay accuracy between the three calibrations. Specifically, for the camera-based solution, the accuracy changes are noticed on the $20^\circ$ and $45^\circ$ camera poses: The mean error for these poses slightly improved from C1 to C3. However, large errors were noticed for the $90^\circ$ case. The reason behind this large shift is the missing RGB camera intrinsics from the Vuforia engine solution. This estimation is under-determined in case the marker is positioned at $90^\circ$, i.e., aligned with the camera viewing plane (as marker distance and camera viewing angle both determine marker size in that case). For the HL2-based solution, the standard deviations were similar for the different angles and much smaller compared to the results from the monocular camera case. The reason is that the camera intrinsics for HL2 are known to the Vuforia engine. It is important to mention that a better RMSE (TRE) on the calibration does not necessarily improve the overlay accuracy when the mean RMSE is less than a certain threshold. Even though C3 has a better RMSE compared to C2, the improvement in the overlay is not statistically significant.

The error heatmaps in Fig. 9 demonstrate that the contribution of the tracking error is generally small compared to Vuforia-only overlay except for the bottom right region of the calibration board, which consistently shows a larger error (even in the calibration heatmaps Fig. 7). This large error is attributed to the tracking system accuracy.

To measure the final output accuracy of the HL2, which includes the eye calibration error, a user evaluation was conducted. The positional error (2.7 mm) was slightly larger than the annotation-based assessment of the skull projection (2.1 mm) (Table 3). However, orientation errors of the pointer were slightly higher and with more outliers. This may relate to how users perceive the alignment target when using OST devices to reach or match virtual objects (Singh et al. 2010; Swan et al. 2015). Many parameters such as color, opacity (Do et al. 2020; Ping et al. 2020), shape, size and pointer augmentation (Benmahdjoub et al. 2021) can impact the depth perception to improve or worsen the performance. To account for this, virtual mirrors have been suggested in the literature to view the target from different angles (Martin-Gomez et al. 2020, Alejandro et al. 2020). Traditionally, volunteers could also look at the target from various sides to perceive the spatial relationships better, and position the pointer at the right location. However, in our study, we did not enforce this on the participants.

The mean final output accuracy is 2.70 mm. It could be argued that such an error would not be tolerated for some surgical procedures which require a high accuracy. For instance, in mandibular-split osteotomy, a safe distance to the alveolar nerve could be as low as 2 mm. However, the system can still provide some benefits to surgeries like spring-assisted craniectomy, where the free-hand traditional techniques can reach an error up to 1 cm of suture detection.

The current study presents a technical assessment including a user evaluation where an alignment task was performed. Clinical conditions need to be considered when integrating this system in a clinical scenario. Therefore, phantom studies will be conducted in the near future in order to determine strong and weak points of such an approach. Data on surgery outcome, the time taken during surgery and visualization efficiency for a specific application will be relevant for this goal.

6 Conclusion

In conclusion, we proposed and assessed an approach to align a surgical navigation system with an AR device which contains an RGB camera. The approach is demonstrated using an EMTS, a monocular RGB camera, a smartphone and Microsoft HL2. We successfully projected the 3D image of the skull on top of the physical one and evaluated the overall solution. The mean projection error on the image plane under three viewing angles using the best calibration was around 2.1 mm. Additionally, the user
evaluation performed by 10 users yielded a mean positional error of 2.7 mm using the HL2.
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