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Abstract

In this paper, we study a new entity linking problem where both the entity mentions and the target entities are within a same social media platform. Compared with traditional entity linking problems that link mentions to a knowledge base, this new problem have less information about the target entities. However, if we can successfully link mentions to entities within a social media platform, we can improve a lot of applications such as comparative study in business intelligence and opinion leader finding. To study this problem, we constructed a dataset called Yelp-EL, where the business mentions in Yelp reviews are linked to their corresponding businesses on the platform. We conducted comprehensive experiments and analysis on this dataset with a learning to rank model that takes different types of features as input, as well as a few state-of-the-art entity linking approaches. Our experimental results show that two types of features that are not available in traditional entity linking: social features and location features, can be very helpful for this task.

1 Introduction

Entity linking is the task of determining the identities of entities mentioned in texts. Most existing studies on entity linking have focused on linking entity mentions to their referred entities in a knowledge base (Cucerzan, 2007; Liu et al., 2013; Ling et al., 2015). However, on social media platforms such as Twitter, Instagram, Yelp, Facebook, etc., the texts produced on them may often mention entities that cannot be found in a knowledge base, but can be found on the platform itself. For example, consider Yelp, a platform where users can write reviews about businesses such as restaurants, hotels, etc., a restaurant review on Yelp may mention another restaurant to compare, which is also likely to be on Yelp but cannot be found in a knowledge base such as Wikipedia. As another example, when people post a photo on a social media platform, their friends may be mentioned in this post if they are also in the photo. Usually, their friends are not included in a knowledge base but may also have accounts on the same platform. Thus for such entity mentions, linking them to an account that is also on the platform is more practical than linking them to a knowledge base.

Performing this kind of entity linking can benefit many applications. For example, on Yelp, we can perform analysis on the comparative sentences in reviews after linking the business mentions in them. The results can be directly used to either provide recommendations for users or suggestions for business owners.

Thus, in this paper, we focus on a new entity linking problem where both the entity mentions and the target entities are within a social media platform. Specifically, the entity mentions are from the texts (which we will refer to as mention texts) produced by users on a social media platform; and these mentions are linked to the accounts on this platform.

It is not straightforward to apply existing entity linking systems that link to a knowledge base to this problem, because they usually take advantage of the rich information knowledge bases provide for the entities. For example, they can use detailed text descriptions, varies kinds of attributes, etc., as features (Francis-Landau et al., 2016; Gupta et al., 2017; Tan et al., 2017), or even additional signals such as the anchor texts in Wikipedia articles (Guo and Barbosa, 2014; Globerson et al., 2016; Ganea et al., 2016). However, on social media platforms, most of these resources or information are either unavailable or of poor quality.

On the other hand, social media platforms also have some unique resources that can be exploited. One that commonly exists on all of them is social
information, which can be intuitively used in our problem where mention texts and target entities may be directly connected by users and their social activities. Other than this, for location-based social media platforms such as Yelp and Foursquare, location information can also be helpful since people are more likely to mention and compare places close to each other. To study this problem, we construct a dataset based on Yelp, which we name as Yelp-EL. As shown in Figure 1, on Yelp, users can write reviews for businesses and friend other users, and the reviews they write may mention businesses other than the reviewed ones. Thus, reviews, users, and businesses are connected and form a network through users’ activities on the platform. In Yelp-EL, we link the business mentions in reviews to their corresponding businesses on the platform. We choose Yelp because other social media platforms such as Facebook and Instagram do not provide open dataset and there can be privacy issues related.

We then study the roles of three types of features in our entity linking problem: social features, location features, as well as conventional features that are also frequently used in traditional entity linking problems. We implemented a learning to rank model that takes the above features as input. We conducted comprehensive experiments and analysis on Yelp-EL with this model and also a few state-of-the-art entity linking approaches that we tailored to meet the requirements of Yelp-EL. Experimental results show that both social and location features can improve performance significantly.

Our contributions are summarized as follows.

- We are the first attempt to study the new entity linking problem where both entity mentions and target entities are within a same social media platform.

- We created a dataset based on Yelp to illustrate the usefulness of this problem and use it as a benchmark to compare different approaches.

- We studied both traditional entity linking features and social/location based features that are available from the social media platform, and show that they are indeed helpful for improving the entity linking performance.

The code and data are available at https://github.com/HKUST-KnowComp/ELWSMP.

2 Yelp-EL Dataset Construction

In this section we introduce how we create the dataset Yelp-EL based on the Yelp social media platform. We used the Round 9 version of the Yelp challenge dataset1 to build Yelp-EL. There are 4,153,150 reviews, 144,072 businesses, and 1,029,432 users in this dataset. In order to build Yelp-EL, we first find possible entity mentions in Yelp reviews, and then ask people to manually link these mentions to Yelp businesses if possible.

Ideally, the mentions we need to extract from the reviews should be only those that refer the businesses in Yelp. Unfortunately, there is no existing method or tool that can accomplish this task. In fact, this problem itself is worth studying. Nonetheless, since we focus on entity linking in this paper, we only try to find as many mentions that may refer to Yelp businesses as we can, and then let the annotators decide whether to link this mention to a business. Thus, we use the following two ways to find mentions and then merge their results.

1https://www.yelp.com/dataset/challenge
(1) We use the Standford NER tool (Finkel et al., 2005) to find ordinary entity mentions and filter those that are unlikely to refer to businesses. To do the filtering, we first construct a dictionary which contains entity names that may occur in Yelp reviews frequently but are unlikely to refer to businesses, e.g., city names, country names, etc. Then we run through the mentions found with the NER tool and remove those whose mention strings matches one of the names in the dictionary.

(2) We find all the words/multi-word expressions in reviews that match the name of a business, and output them as mentions.

After extracting the mentions, we obtain the ground-truth by asking annotators to label them. Each time, we show the annotator one review with the mentions in this review highlighted, the annotator then needs to label each of the highlighted mentions. For each mention, we show several candidate businesses whose names match the mention string well. The annotator can also search the business by querying its name and/or location, in case the referred business is not included in the given candidates. We also ask the annotators to label the mention as “unlinkable” when its referred entity is not a Yelp business or it is not an entity mention.

An important issue to note is franchises. There are some mentions that refer to a franchise as a whole, e.g., the mention “Panda Express” in the sentence “If you want something different than the usual Panda Express this is the place to come.” There are also some mentions that refer to a specific location of a franchise. For example, the mention “Best Buy” in “Every store you could possibly need is no further than 3 miles from here, which at that distance is Best Buy” refers to a specific “Best Buy” shop. As a location based social network platform, Yelp only contains businesses for different locations of franchises, not franchises themselves. Thus in these cases, we ask the annotators to link the mentions when they refer to a specific location of a franchise, but label them as “unlinkable” when they refer to a franchise as a whole.

We asked 14 annotators who are all undergraduates or graduate students in an English environment university to perform the annotation. They were given a tutorial before starting to annotate, and the annotation supervisor answered questions during the procedure to ensure the annotation quality. Each review is assigned to two annotators.

The statistics of the annotation results are shown in Table 1. The total agree rate, calculated as \((\#\text{Linked} + \#\text{NIL})/#\text{Mentions}\), is 88.8%. Most disagreements are on whether to link a mention or not. We checked the data and find that this happens mostly when: they disagree on whether the mention refers to a franchise as a whole or just one specific location; one of the annotators fails to find the referred business. However, when both annotators think the mention should be linked to a business, the disagree rate, calculated as \(\#\text{Disagreement2}/(\#\text{Linked} + \#\text{Disagreement2})\), is very low (only 1.3%).

We only use the mentions that both annotators give the same labeling results to build the dataset. As a result, we obtain 1,749 mentions that are linked to a business. These mentions refer to 1,134 different businesses (mentioned businesses) and are from 1,110 reviews. The reviews that contain these mentions are for 967 different businesses (reviewed businesses).

The reviewed businesses are located in 96 different cities and belong to 419 different categories. Note that a business can only locate in one city but may have several different categories. The mentioned businesses are located in 98 different cities and belong to 425 different categories. Figure 2 shows the numbers of reviewed businesses and mentioned businesses in the most popular cities and categories, from where we can see that these mentions have an acceptable level of diversity.

The mentions that can be linked are our focus, but we also include the 5,117 unlinkable mentions in our dataset since they can be helpful for building a complete entity discovery and linking system (Ji et al., 2016).
3 Entity Linking Algorithm

In this section, we introduce LinkYelp, an entity linking approach we design for Yelp-EL to investigate the new proposed problem. LinkYelp contains two main steps: candidate generation and candidate ranking. The candidate generation step finds a set of businesses that are plausible to be the target of a mention based on the mention string. Afterwards, the candidate ranking step ranks all the candidates and chooses the top ranked one as the target business.

3.1 Candidate Generation

For the first step, candidate generation, we score each business $b$ with $g(m, b) = g_c(m, b) \cdot g_n(s_m, s_b)$ for a mention $m$, where $s_m$ is the mention string of $m$, $s_b$ is the name of $b$. $g_c(m, b)$ equals to a constant value that is larger than 1 (it is set to 1.3 in practice) when the review that contains $m$ is for a business that is located in the same city with $b$; Otherwise, it equals to 0. $g_n$ is defined as

$$g_n(s_m, s_b) = \begin{cases} 1 & \text{if } s_m \in A(s_b) \\ \text{sim}(s_m, s_b) & \text{Otherwise} \end{cases}$$

where $A(s_b)$ is the set of possible acronyms for $s_b$, $\text{sim}(s_m, s_b)$ is the cosine similarity between the TF-IDF representations of $s_m$ and $s_b$. In practice, $A(s_b)$ is empty when $s_b$ contains less than two words; Otherwise, it contains one string: the concatenation of the first letter of each word in $s_b$. Then, we find the top 30 highest scored businesses as candidates. This approach has a recall of 0.955 on Yelp-EL.

3.2 Candidate Ranking

Let $m$ be a mention and $b$ be a candidate business of $m$. We use the following function to score how likely $b$ is the correct business that $m$ refers to:

$$f(m, b) = w \cdot \phi(m, b),$$

where $\phi(m, b)$ is the feature vector for mention-candidate pair $m$ and $b$, Section 4 describes how to obtain it in detail; $w$ is a parameter vector.

We use a max-margin based loss function to train $w$:

$$J = \frac{1}{|T|} \sum_{<m, b_t, b_c> \in T} \max[0, 1 - f(m, b_t) + f(m, b_c)] + \lambda \|w\|^2,$$

where $b_t$ is the true business mention $m$ refers to; $b_c \neq b_t$ is a corrupted business sample randomly picked from the candidates of $m$; $T$ is the set of training samples; $\| \cdot \|$ is the $l_2$-norm; $\lambda$ is a hyperparameter that controls the regularization strength. We use stochastic gradient descent to train this model.

4 Feature Engineering

We study the effectiveness of three types of features: conventional features, social features, and location features. Among them, conventional features are those that can also be use in traditional entity linking tasks; social features and location features are unique in our problem.
4.1 Conventional Features

Lots of information used in traditional entity linking cannot be found for Yelp businesses, but we try our best to include all such features that can be used in our problem.

For Yelp-EL, we use the following conventional features for a mention $m$ and its candidate business $b$:

- $u_1$: The cosine similarity between the TF-IDF representations of the mention string of $m$ and the name of $b$.
- $u_2$: Whether the mention string of $m$ is a possible acronym of $b$’s name (i.e., whether it is an element of the set $A(s_b)$ in Equation 1).
- $u_3$: The popularity of $b$. Let the number of reviews received by $b$ be $n$. Then this feature value equals to $n/C$ if $n$ is smaller than a parameter $C$ that’s used for normalization, otherwise it equals to 1.
- $u_4$: The cosine similarity between the TF-IDF representations of the review that contains $m$ and combination of all reviews of $b$. This feature evaluates how well $b$ fits $m$ semantically.
- $u_5$: Whether $b$ is the same as the reviewed business. This feature is actually not available in traditional EL, and it is usually not available on other social media platforms either. But it is obviously useful on Yelp-EL. Including it here helps us to see how beneficial social features and location features truly are.

4.2 Social Features

Through the activities of the users on the platform, the users, mentions, reviews and businesses in Yelp-EL form a network where there are different types of nodes and edges. Thus we use Heterogeneous Information Networks (HIN) to model it, and then design meta-path based features to capture the relations between mentions and their candidate businesses. We skip the formal definitions of HIN and meta-path here, readers can refer to (Sun et al., 2011) for detailed introduction. The HIN schema for Yelp-EL is shown in Figure 3.

The following meta-paths are used:

- $P1: M \rightarrow R \rightarrow U \rightarrow R \rightarrow B$
- $P2: M \rightarrow R \rightarrow U \rightarrow U \rightarrow R \rightarrow B$
- $P3: M \rightarrow R \rightarrow U \rightarrow B \rightarrow R \rightarrow U \rightarrow R \rightarrow B$

where we denote $M$ for mention, $R$ for Review, $U$ for user, and $B$ for business.

Different meta-paths above capture different kinds of relations between a mention and its candidate entities that are induced by users’ social activities. For example, if an instance of $P1$ exists between a mention $m$ and a business $b$, then $m$ is contained in a review that is written by a user who also reviewed business $b$. If many such instances of $P1$ exist, then we may assume that $m$ and $b$ are related, which makes it more possible for $m$ to be referring to $b$.

With the meta-paths above, we use the Path Count feature defined in (Sun et al., 2011) to feed into the entity linking model described in Section 3. Given a meta-path $P$, for mention $m$ and business $b$, Path Count is the number of path instances of $P$ that start from $m$ and end with $b$. In practice, we normalize this value based on global statistics before feeding it to a model.

4.3 Location Features

Location information commonly exists in location-based social media platforms such as Yelp and Foursquare. Users on platforms such as Twitter and Instagram may also be willing to provide their locations.

Here, we use the following two features for a mention $m$ and its candidate business $b$:

- $v_1$: Whether the reviewed business is in the same city as $b$.
- $v_2$: The geographical distance between the reviewed business and $b$. This value is calculated based on the longitude and latitude coordinates of the businesses.

There are still some other location features that can be designed. For example, we can also consider the locations of the other businesses that are
reviewed by the user. We only use the above two since we find in our experiments that including them already provides high performance boost.

5 Experiments

5.1 Compared Methods

We compare with a baseline method we name as DirectLink, as well as two existing entity linking methods including the method proposed by (Liu et al., 2013) (which we refer to as ELT) and SSRegu proposed by (Huang et al., 2014).

DirectLink simply links each mention to the corresponding reviewed business. Many business mentions in Yelp reviews actually refer to the business that is being reviewed. This baseline method tells us how many of these mentions there are in Yelp-EL.

ELT collectively links a set of mentions with an objective to maximize local compatibility and global consistence. It achieves this by integrating three types of similarities: mention-entity similarity, entity-entity similarity, and mention-mention similarity. To apply ELT to Yelp-EL, we use the conventional features introduced in Section 4.1 for mention-entity similarities. The path count feature of meta-path B–R–M–B is used as entity-entity similarity. For mention-mention similarity, we use two features that are both TF-IDF based cosine similarities, with one between the two mention strings and the other between the reviews that the two mentions belong to.

SSRegu is also a collective approach. It is a graph regularization model that incorporates both local and global evidence through three principals: local compatibility, coreference, and semantic relatedness. SSRegu computes a weight matrix for each of these three principals, and then forms a graph based on the weight matrices and performs graph regularization to rank candidate entities. To apply SSRegu, we need to compute three weight matrices. The weight matrix for local compatibility is based on features extracted from the mention and the candidate entity. In our case, the conventional features are used for computing this matrix. Computing the coreference weight matrix requires to determine whether two corresponding mentions are coreferential. Huang et al. (2014) assume two mentions to be coreferential if their mention strings are the same and there exists at least one meta-path instance of specific patterns between them. In our case, the meta-paths used are M–R–M and M–R–U–R–M. To compute the semantic relatedness weight matrix, we apply the entity-entity similarity used for ELT. Note that SSRegu is a semi-supervised approach and is capable of using unsupervised data, but for fair comparison we do not use this feature here.

ELT and SSRegu are originally proposed to tackle the problem of entity linking for tweets, but their linking target is Wikipedia. Evaluating the performance of these two methods on Yelp-EL shows the difference between their problem and ours.

5.2 Experimental Settings

Throughout our experiments, the hyperparameter \( \lambda \) in Equation (3) is set to 0.001. For each mention, three corrupted samples are random selected for the training with Equation (3). For ELT and SSRegu, the hyperparameters are tuned on the validation set with grid search. The candidate businesses for ELT and SSRegu are also obtained with the method describe in Section 3.1. We run five trials of random split of the linked mentions in the dataset, where each trail uses 60% of the linked mentions as training data and 40% as test data. In each of the training set, we further select 20% as validation set.

Note that we only use linked mentions to evaluate different methods since NIL detection is not our focus, but NIL mentions are utilized in Section 5.6 to build a complete entity linking system.

5.3 Comparison Results

Table 2 shows the entity linking performance of different methods on Yelp-EL. Here, all three types of features described in Section 4 are fed into LinkYelp. Within the compared methods, LinkYelp performs substantially better. This shows that methods carefully designed for traditional entity linking problems may not work so well when applied to entity linking within a social media platform, and this new problem we pro-

| Method     | Accuracy (mean±std) |
|------------|---------------------|
| DirectLink | 0.6684±0.008        |
| ELT        | 0.8451±0.012        |
| SSRegu     | 0.7970±0.013        |
| LinkYelp   | 0.9034±0.014        |
Table 3: Entity linking accuracy (%) on different categories of businesses with different types of features as input.
On the “Features” column, “C,” “S,” and “L” means conventional, social, and location features respectively. “All” means all the categories combined, i.e., the whole test set; “A & E” means Arts & Entertainment; “E & S” means Event Planning & Services; “H & T” means Hotels & Travel.

| Features | All | Restaurants | Nightlife | Shopping | Food | A & E | Bars | E & S | H & T |
|----------|-----|-------------|-----------|----------|------|-------|------|-------|-------|
| C        | 84.05 | 86.80 | 79.18 | 83.15 | 81.15 | 71.67 | 83.49 | 68.79 | 63.70 |
| S        | 79.65 | 82.92 | 75.09 | 82.05 | 77.69 | 66.95 | 80.66 | 72.25 | 67.41 |
| L        | 80.05 | 85.71 | 72.70 | 81.32 | 85.77 | 50.21 | 82.55 | 49.13 | 37.78 |
| C+S      | 86.45 | 89.29 | 84.98 | 85.71 | 85.00 | 78.54 | 87.26 | 77.46 | 71.85 |
| C+L      | 89.42 | 93.32 | 84.98 | 90.48 | 88.46 | 76.39 | 88.21 | 72.83 | 66.67 |
| S+L      | 85.19 | 89.29 | 79.86 | 87.91 | 87.31 | 72.10 | 85.38 | 72.25 | 67.41 |
| C+S+L    | 90.34 | 93.79 | 85.67 | 91.94 | 90.00 | 78.97 | 88.68 | 76.30 | 71.11 |

Table 3 also shows that on the categories Event Planning & Services and Hotels & Travel, incorporating location features is not that helpful as it does on other categories. We manually checked the mentions under these two categories that are linked correctly by C+S but incorrectly by C+L. We find that the reasons why incorporating location features fails on these mentions vary from case to case. Two possible reasons are: location information is not helpful to disambiguate a hotel and the shops in this hotel; it also does not work well in disambiguating different locations of a hotel chain that are all not far away from the reviewed business.

5.5 Error Examples

We also manually checked some of the errors made by LinkYelp with all the three types of features as input. A few examples are shown in Table 4. In the first case, since the reviewed business “Jean Philippe Patisserie” is a restaurant, our system tends to find a similar business instead of a hotel. Location features do not help here because Cafe Bellagio has the same location as Bellagio Hotel. The system is also incapable of identifying that “stay at” should be probably followed by a hotel instead of a Cafe. In the second case, the algorithm outputs the reviewed business because it is unable to understand what “the other Second Sole in Rock River” means. The above two examples show that there are still some errors caused by the failure of natural language understanding.
Table 4: Examples of errors made by LinkYelp. Business mentions are underlined.

| Reviewed Biz | Name: Jean Philippe Patisserie  Addr.: 3600 S Las Vegas Blvd, Las Vegas |
| Review: | ... Even if you are not staying at the Bellagio, you have to stop by anyway to ... |
| True Referent: | Name: Bellagio Hotel  Addr.: 3600 S Las Vegas Blvd, Las Vegas |
| System Prediction: | Name: Cafe Bellagio  Addr.: 3600 S Las Vegas Blvd, Las Vegas |

| Reviewed Biz: | Name: Second Sole Athletic Footwear  Addr.: 5114 Mayfield Rd, Cleveland |
| Review: | I did a review of the other Second Sole in Rocky River. This one is in Lyndhurst... |
| True Referent: | Name: Second Sole  Addr.: 19341 Detroit Rd, Rocky River |
| System Prediction: | Name: Second Sole Athletic Footwear  Addr.: 5114 Mayfield Rd, Cleveland |

| Reviewed Biz: | Name: Hoot Owl  Addr.: 4361 W Bell Rd, Phoenix |
| Review: | This place is a really fun neighborhood bar ... Its tucked away in the Frys parking lot... |
| True Referent: | Name: Fry's Food and Drug  Addr.: 4315 W Bell Road, Phoenix |
| System Prediction: | Name: Fry  Addr.: 2626 S 83rd Ave, Phoenix |

Table 5: Examples of comparative sentences and linked mentions.

| Name | City | Stars | #Better |
|------|------|-------|---------|
| Bacchanal Buffet | Las Vegas | 4.0 | 33 |
| Wicked Spoon | Las Vegas | 3.5 | 24 |
| Cibo | Phoenix | 4.5 | 9 |
| Pizzeria Bianco | Phoenix | 4.0 | 2 |
| XS Nightclub | Las Vegas | 4.0 | 8 |
| Marquee | Las Vegas | 3.5 | 1 |

Table 6: Comparative study using texts and average ratings. Each row is a pair of two frequently compared businesses. #Better means the number of sentences that claim the corresponding business to be better than the other one.

In the third case, “Fry’s Food and Drug” is located at “4315 W Bell Road, Phoenix” which is nearer to the reviewed business “Hoot Owl” located at “4361 W Bell Rd, Phoenix.” However, although location information favors the correct business, the others features may contribute more for the system output “Frys” since “Frys” has an exact match of the candidate mention name.

5.6 Comparative Study

In this study, we provide some insight on the possible applications of our task by checking the comparative sentences in Yelp reviews.

First, we find comparative sentences from the whole Yelp review dataset with a simple pattern matching method: we retrieve the sentences that contain one of eight predefined comparison phrases such as “is better,” “not as good as,” etc. Then we extract the named entity mentions within these sentences and link them to Yelp businesses. A threshold based approach is used to detect NIL mentions (Dalton and Dietz, 2013).

As a result, we get 12,149 comparative sentences from the total 4,153,150 reviews that contains at least one linked mention. Some of the results are shown in Table 5. We can successfully identify both the entity names and their locations on Yelp. We also selected the top three frequently compared pairs and compare with the stars provided by Yelp dataset. From Table 6 we can see that the text comparison is consistent with star ratings.

6 Related Work

The traditional entity linking task of mapping mentions in articles to their corresponding entities in a knowledge base has been studied extensively (Shen et al., 2015; Ling et al., 2015). Various kinds of methods have been studied, e.g., neural network models (Sun et al., 2015; He et al., 2013), generative models (Li et al., 2013), etc. A large group of the existing entity linking approaches are called collective approaches, which are based on the observation that the entities mentioned in a same context are usually related with each other. Thus they usually form entity linking as an optimization problem that tries to maximizes both local mention-entity compatibility and global entity-entity coherence (Han et al., 2011; Nguyen et al., 2016). LinkYelp does not consider global
The prevalence of on-line social networks has also motivated researchers to study entity linking in such environments. (Huang et al., 2014; Shen et al., 2013; Liu et al., 2013) proposed methods that are specially designed for linking named entities in tweets. They mainly address the problem that tweets are usually short and informal, while taking advantage of some of the extra information that tweets may provide. For example, (Shen et al., 2013) assumed that each user’s tweets have an underlying interest distribution and proposed a graph-based interest propagation algorithm to rank the entities. (Huang et al., 2014) also used meta-path on HIN in their entity linking approach, but they only used it to get an indication of whether two mentions are related. Finally, although these studies focused on entity linking for tweets, they still use entities in knowledge bases as the target.

There are a few entity linking studies that do not link mentions to knowledge bases. (Shen et al., 2017) proposed to link entity mentions to an HIN such as DBLP and IMDB. However, their articles are collected from the Internet through searching and thus are not related to the target entities. They also used an HIN based method, but their use is restricted to get the relatedness between different entities. (Lin et al., 2017) studied the entity linking problem where the entities are included in different lists and entities of the same type belong to the same list. They only used this information along with the name of each entity to perform entity linking. Thus their focus is very different from ours.

7 Conclusions

In this paper, we propose a new entity linking problem where both entity mentions and target entities are in a same social media platform. To study this problem, we first create a dataset called Yelp-EL, and then conduct extensive experiments and analysis on it with a learning to rank model that takes three different types of features as input. Through the experimental results, we find that traditional entity linking approaches may not work so well on our problem. The two types of features that are usually not available for traditional entity linking tasks – social features and location features – can both improve the performance significantly on Yelp-EL. Our work can also motivate and enable a lot of downstream applications such as comparative analysis of location based businesses. In the future, we plan to extract more patterns to obtain more comparative sentences, so that we may more accurately demonstrate how useful performing comparative analysis after linking the business mentions can be.
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