Intermittent rearrangements accompanying thermal fluctuations distinguish glasses from crystals

Hideyuki Mizuno,1 Hua Tong,2,3 Atsushi Ikeda,1,4 and Stefano Mossa5,6

1Graduate School of Arts and Sciences, The University of Tokyo, Tokyo 153-8902, Japan
2Department of Fundamental Engineering, Institute of Industrial Science, The University of Tokyo, Tokyo 153-8505, Japan
3School of Physics and Astronomy, Shanghai Jiao Tong University, Shanghai 200240, China
4Research Center for Complex Systems Biology, Universal Biology Institute, The University of Tokyo, Tokyo 153-8902, Japan
5Univ. Grenoble Alpes, CEA, IRIG-MEM, 38000 Grenoble, France
6Institut Laue-Langevin, BP 156, F-38042 Grenoble Cedex 9, France

(Dated: June 29, 2020)

It is a persistent problem in condensed matter physics that glasses exhibit vibrational and thermal properties that are markedly different from those of crystals. While recent works have advanced our understanding of vibrational excitations in glasses at the harmonic approximation limit, efforts in understanding finite-temperature anharmonic processes have been limited. It is well known that phonons in crystals couple through phonon-phonon interactions, an extremely efficient mechanism for anharmonic decay that is also important in glasses. Here, however, we show that an additional anharmonic channel of different origin emerges in the case of glasses, which induces intermittent rearrangements of particles. We have found that thermal vibrations in glasses trigger transitions among numerous different local minima of the energy landscape, which, however, are located within the same wide (meta)basin. These processes generate motions that are different from both diffusive and out-of-equilibrium aging dynamics. We suggest that the intermittent rearrangements accompanying thermal fluctuations are crucial features distinguishing glasses from crystals.

I. INTRODUCTION

The low-temperature thermal properties of glasses are markedly different from those of crystals, which is a persistent fundamental problem in condensed matter physics. For instance, as observed in many experiments (see, among others, [1, 3]), the specific heat in glasses shows a linear temperature dependence at low temperatures, $C \propto T$, which is different from the Debye prediction for crystals, $C \propto T^3$ [4, 5]. A similar anomaly is observed in the heat conductivity, where $\kappa \propto T^2$ is different from $\kappa \propto T^3$ predicted for crystals. Because thermal behavior is determined by vibrational entities, these peculiar features have been rationalized at cryogenic temperatures by resorting to quite elusive localized excitations, the two-level systems [6, 8], whose actual existence and true nature are not yet fully understood [9, 12].

Recent advances have established a satisfactory understanding of the vibrational modes (eigenmodes) in glasses in the harmonic approximation. In this view, atoms undergo infinitesimal displacements around a stable configuration, the inherent structure, corresponding to a minimum of the associated potential energy landscape (PEL). It has been shown that quasi-localized vibrational (QLV) modes emerge in the low-frequency part of the spectrum [13, 16], in addition to the phonon-like (acoustic) modes. At higher frequencies, however, disordered and extended vibrational modes are present [14, 17, 18], which are observed as excess modes over the Debye prediction for the vibrational density of states (vDOS), the so-called Boson peak [19–21]. The manner in which anharmonicities modify the above situation, possibly removing the system from the inherent structure, and the details regarding the role that they play in determining thermal properties are currently at the center of a lively debate.

In crystals at finite temperatures, phonons [4, 5] excited by thermal fluctuations couple through phonon-phonon interactions [22, 24], a mechanism well described by perturbation theories [25, 26]. In three-phonon interactions, one phonon splits into two different ones, or conversely, two phonons combine into a single excitation. In all cases, both energy and momentum are conserved.

Similarly, in glasses, vibrational eigenmodes also show anharmonic decay due to mode-mode interactions [27–31]. In contrast to crystals, however, it has been suggested that a different kind of anharmonicity can emerge, inducing additional rearrangements of particles [31]. Recently, we have shown that these rearrangements can be triggered by excitations of the lower-frequency modes, regardless of their phonon-like or QLV nature [32]. Several experiments [33, 35] have indeed suggested the occurrence of fast dynamics of atoms in deep glass states, distinct from out-of-equilibrium aging dynamics. Numerical simulations [30, 54] have also highlighted the presence of localized rearrangements in randomly pinned systems. All of the aforementioned works point to the existence of an anharmonic channel that induces additional particle rearrangements in disordered systems, which is absent in the corresponding crystals.
Here, we address the issue of how these anharmonic processes arise in glasses at finite temperatures by performing extensive molecular dynamics (MD) simulation of model atomic systems well below the glass transition temperature. First, we fully characterized the anharmonic decay due to the mode-mode interactions in terms of the lifetime of vibrational modes. We show that the numerical results can be closely reproduced by a theory with a third-order perturbation term, demonstrating that decaying processes involving three modes are dominant over other many-body processes. Second, we demonstrate unambiguously that thermal vibrations are superimposed upon thermal vibrations. This situation that is markedly different from that observed in crystals.

In contrast to crystals, which are formed through a genuine thermodynamic transition from the liquid state, glasses form from the freezing of liquids because the dynamics become exceedingly slow on experimental timescales. In this sense, liquid-like features must remain in the glass. What we show here is that, indeed, remnants of the liquid state survive even far below the glass transition temperature in the form of unconventional dynamics superimposed upon thermal vibrations.

II. METHODS

A. Model and MD simulation

We employ a numerical atomistic model in three dimensions, which we have extensively studied in previous works [20, 33, 39]. Two point-like particles, \( i \) and \( j \), of type \( \alpha \) and \( \beta \), respectively, interact through a 12-inverse power-law potential,

\[
\frac{v_{ij}(r)}{\epsilon} = \left( \frac{\sigma_{\alpha\beta}}{r} \right)^{12} + \left( \frac{\sigma_{\alpha\beta}}{r_c} \right)^{12} \left[ 12 \frac{(r)}{r_c} - 13 \right],
\]

where \( r = r_{ij} \) is the particle distance and \( \sigma_{\alpha\beta} = (\sigma_{\alpha} + \sigma_{\beta})/2 \), with \( \sigma_{\alpha,\beta} \) as the particle diameters. The potential cut-off is \( r_c = r_{c,\alpha\beta} = 2.5\sigma_{\alpha\beta} \), and the form of Eq. (1) ensures that both potential and derived forces vanish continuously at \( r = r_c \), avoiding artificial anharmonicities induced by discontinuities at \( r_c \) [40]. The mass, \( m \), is identical for all particles.

We have considered both glassy (amorphous solid) and crystalline (completely ordered) states for comparison. For the latter cases, the particle diameter is \( \sigma \) for all particles (monodisperse systems). In the glassy cases, to avoid crystallization, the samples are bidispersed, with \( \sigma_1/\sigma_2 = 0.7 \) and equivalent composition of two species, \( x_{1,2} = N_{1,2}/N = 1/2 \) (with \( N = N_1 + N_2 \) the total number of particles), where we fix an effective diameter \( \sigma_{\text{eff}} \equiv (\sum_{\alpha,\beta=1,2} x_\alpha x_\beta \sigma_{\alpha\beta}^3)^{1/3} \) as \( \sigma_{\text{eff}} = \sigma \). Additionally, we choose a (number) density \( \rho = N/V = 1.015 \), with the volume \( V \) of the cubic simulation box. In the following, we employ \( \sigma_{\text{eff}} = \sigma, m, \) and \( \epsilon \) as the units of distance, mass, and energy, respectively. Temperatures \( T \) and frequencies \( \omega \) are expressed in units of \( \epsilon/\hbar \) (\( \hbar \) is the Boltzmann constant) and \( \sqrt{\epsilon/(m\sigma^2)} \), respectively. The melting and glass-transition temperatures at the considered density are \( T_m \approx 0.6 \) and \( T_g \approx 0.2 \), respectively [41].

Crystalline phases are prepared by building a face-centered-cubic (FCC) perfect crystal, followed by equilibration in the \((NVT)\)-ensemble, at the target value of \( T \). For the glassy phases, we first equilibrate the system in the normal liquid state at \( T = 1.0 \). We then instantaneously quench the system to the target temperature \( T \) and equilibrate in the achieved (metastable) state by performing an extended \((NVT)\)-ensemble run. In both cases, following the above equilibration procedures, we switch to the \((NVE)\)-ensemble, regularly dumping the atomic coordinates, \( \mathbf{r}(t) \equiv \{ \mathbf{r}_i(t) \}_{i=1}^{N} \).

We have used the velocity Verlet algorithm for the numerical integration of the equations of motion with a time step \( \delta t = 5 \times 10^{-3} \). We have performed all simulations by using the high-performance-computing MD tool LAMMPS [42].

B. Trajectories and inherent structures

From the trajectory \( \mathbf{r}(t) \), we can extract the time evolution of important thermodynamic quantities, including temperature and potential energy,

\[
T(t) \equiv \frac{1}{3N} \sum_{i=1}^{N} \left[ \frac{d\mathbf{r}_i(t)}{dt} \right]^2, \quad \Phi(t) \equiv \sum_{i<j} v_{ij}(\mathbf{r}_{ij}(t)),
\]

where \( \mathbf{r}_{ij}(t) = |\mathbf{r}_i(t) - \mathbf{r}_j(t)| \), as well as the mean-squared displacements (MSD),

\[
\left\langle |\mathbf{r}_i(t) - \mathbf{r}_i(0)|^2 \right\rangle_0 \equiv \left\langle \frac{1}{N} \sum_{i=1}^{N} |\mathbf{r}_i(t) - \mathbf{r}_i(0)|^2 \right\rangle_0,
\]

which indicates with \( \langle \rangle_0 \) the ensemble average over the initial time \( t = 0 \).

From \( \mathbf{r}(t) \), which corresponds to \( T > 0 \) system configurations, we can also extract the time series of the closest PEL minima \((T = 0)\) configurations, the inherent structures \( \mathbf{r}_{\text{IS}}(t) \equiv \{ \mathbf{r}_{\text{IS},i}(t) \}_{i=1}^{N} \), by minimizing the potential energy of the instantaneous configurations at time \( t \). We have employed the fast inertial relaxation engine (FIRE) minimization algorithm [43], but we have verified that other choices, such as the steepest descent method [44], provide analogous results. From \( \mathbf{r}_{\text{IS}}(t) \), we have calculated the potential energy in the inherent struc-
Hessian matrix \([30, 38]\).

The localized/extended nature of the eigenvectors of the vibrational ratio, which provides useful information about the lifetime \(\tau_k\), arises from the mode-mode interactions. This possibility is, however, meaningless in cases where rearrangements occur, and both the inherent structure and the associated eigenmodes are therefore time dependent.

In the cases where rearrangements do not occur, we can characterize the anharmonic decay due to mode-mode interactions in terms of the relevant lifetime as follows. We first diagonalize the dynamical (Hessian) matrix corresponding to the fixed inherent structure coordinates \(r_{\text{IS}}\), extracting the set of eigenfrequencies \(\omega_k\) together with the corresponding eigenvectors \(e^k = \{e^{k}_{ri}\}_{i=1,...,N}\). Here, the index \(k\) denotes the mode number, with \(k = 1, 2, \ldots, 3N-3\), where the three translational modes are not considered.

We next measure the lifetime \(\tau_k\) of each mode \(k\) by following \([30]\) and evaluating the time series of the vibrational energies associated with eigenmode \(k\),

\[
E_k(t) = \frac{1}{2} \omega_k^2 A_k(t)^2 + \frac{1}{2} \left[ \frac{dA_k(t)}{dt} \right]^2.
\]

Here, \(A_k(t) = [r(t) - r_{\text{IS}}] \cdot e^k\) is the projection of the displacement vector from the inherent structure along the eigenvector of mode \(k\), i.e., the vibrational amplitude along the mode \(k\) \([10]\). The first and second terms in Eq. (8) correspond to the potential and kinetic energies, respectively. Due to the equipartition theorem, the time average \(\langle E_k(t) \rangle\) coincides with \(T\) (see Fig. S5 in the Supporting Information (SI)). The normalized time correlation function of the energy fluctuations, \(\delta E_k(t) = E_k(t) - \langle E_k(t) \rangle\), is then calculated as

\[
C_k(t) = \frac{\langle \delta E_k(t) \delta E_k(0) \rangle_0}{\langle \delta E_k(0)^2 \rangle_0}.
\]

As demonstrated in \([31]\) (see also Fig. S6 in SI), \(C_k(t)\) decays exponentially with time, and one can therefore extract the lifetime \(\tau_k\) of eigenmode \(k\) by imposing \(C_k(t = \tau_k) = e^{-1} \to 22, 24\).

### E. Theoretical prediction for the lifetimes

The above lifetime can be expressed as \(\tau_k = 1/\Gamma_k\), where \(\Gamma_k\) is the decay rate that can be evaluated analytically via a perturbation theory \([25, 27, 29]\). By considering a third-order perturbation term, one obtains

\[
\Gamma_k = \frac{\hbar^2}{4} \sum_{i=1}^{3N-3} \sum_{m=1}^{3N-3} \frac{|V_{kim}|^2}{\omega_k \omega_l \omega_m} \times \left[ \frac{1}{2} (1 + n_k + n_l) \delta(\omega_k - \omega_l - \omega_m) \right. \\
+ \left. (n_k - n_l) \delta(\omega_k + \omega_l - \omega_m) \right],
\]

where \(n_k = \exp(\hbar \omega_k/kT) - 1\) is the Bose-Einstein occupation factor, \(\delta(x)\) is the Dirac delta function, and

\[
N_{\text{rearr}} = \sum_{i=1}^{N} \left( \sum_{j=1}^{N} (r_{\text{IS},ij} - \Delta r_{\text{IS},ij}) \right)^2 \sum_{i=1}^{N} \left( \Delta r_{\text{IS},i} \cdot \Delta r_{\text{IS},j} \right)^2^{-1}.
\]
\(h = \hbar/2\pi\), with \(\hbar\) representing the Planck constant. \(V_{kln}\) is related to the third-order derivative of the potential \(\Phi_{IS}\) evaluated in the inherent structure and can be written as

\[V_{kln} = \sum_{i_1=1}^{N} \sum_{i_2=1}^{N} \sum_{i_3=1}^{N} \frac{\partial^3 \Phi_{IS}}{\partial \mathbf{r}_{i_1} \partial \mathbf{r}_{i_2} \partial \mathbf{r}_{i_3}} e^{k}_{i_1} e^{l}_{i_2} e^{m}_{i_3},\]

\[= \sum_{i<j} A_{ij} \left( (\mathbf{e}^{k}_{ij} \cdot \mathbf{e}^{l}_{ij}) (\mathbf{e}^{l}_{ij} \cdot \mathbf{e}^{m}_{ij}) (\mathbf{e}^{m}_{ij} \cdot \mathbf{e}^{n}_{ij}) \right)\]

\[+ \sum_{i<j} B_{ij} \left[ \left( (\mathbf{e}^{l}_{ij} \cdot \mathbf{e}^{m}_{ij}) (\mathbf{e}^{n}_{ij} \cdot \mathbf{e}^{p}_{ij}) \right) + \left( (\mathbf{e}^{l}_{ij} \cdot \mathbf{e}^{m}_{ij}) (\mathbf{e}^{n}_{ij} \cdot \mathbf{e}^{p}_{ij}) \right) \right],\]

with

\[A_{ij} = \frac{1}{2} \frac{d^3 v_{ij}}{dr_{ij}^3} - \frac{3}{2} \frac{d^2 v_{ij}}{dr_{ij}^2} + \frac{3}{2} \frac{dv_{ij}}{dr_{ij}},\]

\[B_{ij} = \frac{1}{2} \frac{d^2 v_{ij}}{dr_{ij}^2} - \frac{1}{2} \frac{dv_{ij}}{dr_{ij}}.\]

Here, \(\mathbf{e}^{k}_{ij} \equiv \mathbf{e}^{k}_{i} - \mathbf{e}^{k}_{j}\), \(\mathbf{r}_{ij} = (\mathbf{r}_i - \mathbf{r}_j)/|\mathbf{r}_i - \mathbf{r}_j|\) is the unit vector joining particles \(i\) and \(j\), and \(\mathbf{r}_i\) (\(i = 1, \ldots, N\)) represents the atom positions in the inherent structure, \(\mathbf{r}_{IS,i}\).

In this work, we are interested in the classical limit that we can recover by considering \(h \to 0\) in Eq. (10), thus obtaining

\[\Gamma_k = \frac{\pi k_B T}{4} \sum_{l=1}^{3N-3} \sum_{m=1}^{3N-3} \frac{|V_{kln}|^2}{\omega_l^2 \omega_m^2} \times \left[ \frac{1}{2} \delta (\omega_k - \omega_l - \omega_m) + \delta (\omega_k + \omega_l - \omega_m) \right].\]

Note that the first term in the r.h.s. of Eqs. (10) and (11) corresponds to a process where a mode \(k\) splits into two modes \(l\) and \(m\), while the second term corresponds to the case where two modes \(k\) and \(l\) combine to create mode \(m\).

Related to the expression of \(\Gamma_k\), we also consider the joint two-mode density of the states \([27, 29]\),

\[j(\omega_k) = \frac{1}{(3N-3)^2} \sum_{l=1}^{3N-3} \sum_{m=1}^{3N-3} \left[ \frac{1}{2} \delta (\omega_k - \omega_l - \omega_m) + \delta (\omega_k + \omega_l - \omega_m) \right],\]

\[= \int \frac{1}{2} g(\omega) g(\omega_k - \omega) d\omega + \int g(\omega) g(\omega_k + \omega) d\omega,\]

\[\equiv j_{spl}(\omega_k) + j_{com}(\omega_k),\]

where \(g(\omega)\) is the vDOS \([30, 38]\). The term \(j(\omega_k)\) accounts for the total number of combinations for the mode \(k\) entering the three-mode couplings. The term \(j_{spl}(\omega_k)\) describes processes where \(k\) splits into two excitations, while \(j_{com}(\omega_k)\) describes those where \(k\) combines with another mode to create an additional mode. Note that \(V_{kln}\) needs to be nonzero for the three-mode process to be active (see Eqs. (10) and (13)). Since \(g(\omega)\) assumes nonzero values only in the range \(0 \leq \omega \leq \omega_{\text{max}}\), where \(\omega_{\text{max}}\) is the maximum eigenfrequency, \(j_{spl}(\omega_k)\) and \(j_{com}(\omega_k)\) vanish for \(\omega_k \to 0\) and \(\omega_k \to \omega_{\text{max}}\), respectively. Combining and splitting processes thus appear to dominate at low and high frequencies, respectively, as shown in Fig. 4.

### III. RESULTS

In the following section, we discuss the MD simulation results for the glassy and crystalline states in three dimensions and the accompanying analyses (see Sec. II). We report system details in Table I. We have mainly studied two sample sizes, \(N = 4000\) and \(32000\), for both glasses and crystals at temperatures ranging from \(T = 10^{-4}\) to \(5 \times 10^{-2}\) for the glass and \(T = 10^{-3}\) to \(10^{-1}\) for the crystal, all well below the glass-transition \((T_g \simeq 0.2)\) and melting \((T_m \simeq 0.6)\) temperatures, respectively. A larger glassy instance, of size \(N = 256000\), has also been investigated to complement the analyses. For each investigated state, we have generated three independent system samples. Although data pertaining to one sample only are presented below, we have verified that our conclusions hold for the entire set of data.

We emphasize that in all cases of Table I, the system evolves in a (meta)stable equilibrium state in the simulation time window. In Fig. 1, we show the MSD of Eq. (3) at the indicated values of \(T\), which assumes a constant value in all cases, without any indication of time dependence. Note that at the same value of \(T\), the MSD in the glass (a) is larger than that in the crystal (b), indicating that particle displacements are larger on average in the glass. The temperature \(T(t)\) and potential energy \(\Phi(t)\) (Eq. (4)) also are time independent, as we show in Figs. S1 and S2 of the SI. In particular, we do not observe any signal of diffusive or out-of-equilibrium aging dynamics in the glass, and can therefore conclude that the data are valid for extremely long-lived quasi-

| TABLE I. MD simulation cases. We study glass and crystal of different system sizes \(N\) and temperatures \(T\). Simulation cases are denoted by “Yes” or “No”, which indicate that re-arrangements occur or do not occur, respectively, in the simulation time window. |

|              |     | 10^{-4} | 10^{-3} | 10^{-2} | 5 \times 10^{-2} | 10^{-1} |
|--------------|-----|---------|---------|---------|------------------|---------|
| Glass        |     |         |         |         |                  |         |
| \(N = 4000\) | No  | No      | No      | Yes     | Yes              | No      |
| \(N = 32000\)| No  | No      | No      | Yes     | Yes              | No      |
| Crystal      |     |         |         |         |                  |         |
| \(N = 4000\) | No  | No      | No      | No      | No               | Yes     |
| \(N = 32000\)| No  | No      | No      | No      | No               | No      |
equilibrium states.

From the systems trajectories \( \mathbf{r}(t) \) (at \( T > 0 \)), we extract the corresponding time series of the inherent structure, \( \mathbf{r}_{IS}(t) \) (see Sec. II B). In crystals, the inherent structure is always identical, with particles vibrating around a perfect lattice structure [4, 5]. In glasses, however, the inherent structure can change over time, and as a consequence, particle rearrangements can occur, as we discuss below. In Table I, we use “Yes” for the cases where rearrangements were observed and “No” for the cases where rearrangements were not observed.

### A. Decay due to mode-mode interactions

We first characterize the anharmonic decay due to mode-mode interactions by focusing on the “No” cases of Table I (with \( N = 4000 \)), where rearrangements never happen during the simulation time, and measuring the lifetime \( \tau_k \) of each eigenmode \( k \) [22, 24, 30] (see Sec. II D).

In Fig. 2 (and Fig. S3 of the SI), we show (open symbols) \( \tau_k \) as a function of the corresponding eigenfrequency \( \omega_k \) at the indicated values of \( T \) for the glass (a) and the crystal (b). Glasses show a very mild \( \omega_k \)-dependence, whereas a much steeper variation is observed in crystals. These different features are partially related to the peculiar structures of the corresponding vDOS, as we discuss below. Temperature dependence is also worth noting, with \( \tau_k \propto 1/T \) at fixed \( \omega_k \) for both the glass and the crystal, as demonstrated directly in Fig. 3 at the indicated values of frequencies.

In addition, for the crystals shown in Fig. 2(b), we observe \( \tau_k \propto \omega_k^{-2} \) in the low-frequency regime, as expected in the continuum (hydrodynamic) limit [26, 45]. (In Fig. S3 of the SI, we plot additional sampling of the lower-frequency modes pertaining to the system with
results demonstrate that three-mode couplings, including processes where one mode splits into two modes and processes where two single modes combine into one, are dominant over other many-mode processes, for both glasses and crystals. (Note that in the crystal at the highest considered $T = 10^{-1}$, the simulation values are lower than the theoretical predictions, indicating that other many-mode processes are active in this high-temperature case.)

On this basis, we can understand the $T$- and $\omega_k$-dependencies of $\tau_k$ as follows. On one hand, the observation $\tau_k \propto 1/T$ originates from the Bose-Einstein occupation factor in the classical limit, $n_k \simeq k_B T/(\hbar \omega_k)$ \cite{4,5}. Therefore, as $T$ increases, the excitation of all eigenmodes grows, which increases the anharmonic decay and reduces their lifetimes. On the other hand, to investigate the eigenfrequency dependence, we plot the joint two-mode density of states $j(\omega_k)$ (Eq. \ref{eq:14}) for the glass and the crystal in Figs. \ref{fig:4}(a) and (b), respectively. If there are more (fewer) combinations that allow the mode $k$ to participate in the three-mode processes, its lifetime is ob-

$N = 32000$, where this behavior is even more evident.) Of course, we expect the continuum limit to also hold for the phonon-like vibrational modes in the low-frequency regime in our glasses \cite{14,16}. A closer inspection of the data (Fig. S3(a) of the SI) reveals that $\tau_k$ at low $\omega_k$ starts to separate into two branches, corresponding to phonon-like modes with higher $\tau_k$ and QLV modes with lower $\tau_k$. We need a more comprehensive investigation to confirm this conclusion.

The lifetimes can also be obtained as the inverse of the decay rate $\Gamma_k$, expressed analytically by means of the perturbation theory \cite{22,27,24} of Eqs. \ref{eq:10} and \ref{eq:13}, where we consider a third-order perturbation term. In Fig. \ref{fig:2}, we plot (with black circles and solid lines) the perturbation theory data $\tau_k = 1/\Gamma_k$ in the classical limit of Eq. \ref{eq:13}, finding a very good agreement between the two sets of data. Note that the relationship $\Gamma_k \propto T$ in Eq. \ref{eq:13} directly implies $\tau_k \propto T^{-1}$, which is in agreement with the simulation data in Fig. \ref{fig:3} Overall, these
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FIG. 3. Temperature dependence of the lifetime of eigen-modes. Lifetime $\tau_k$ as a function of temperature $T$, averaged over frequency bins of width $\delta \omega_k = 0.5$ centered at the indicated values of $\omega_k$ for the glass (a) and the crystal (b). The data are the same as those in Fig. \ref{fig:2}. The dotted line indicates the $\propto T^{-1}$ dependence, expected from the perturbation theory of Eq. (13).
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FIG. 4. Joint two-mode density of states. $j(\omega_k)$ as a function of the eigenfrequency $\omega_k$ for the glass (a) and the crystal (b), with $N = 4000$. We plot the total density of the state as well as the first (split) and second (combined) terms of the r.h.s. of Eq. \ref{eq:14}.
viously reduced (increased). This behavior is observed around $\omega_k \simeq 10$ in the crystal, where $j_k$ and $\tau_k$ are noticeably anti-correlated.

We cannot, however, fully explain the $\omega_k$-dependence of the anharmonic decay only in terms of the joint density of the states; the vertexes $V_{klm}$, which are particularly important for crystals, must also be considered (see Eq. (13)). In this case, $V_{klm}$ are nonzero only when the conservation of crystal momentum is satisfied by the involved modes $k$, $l$, and $m$, and vanish otherwise due to the periodicity of the crystalline lattice [25, 26]. Momentum conservation is thus necessary for the mode-mode interaction to activate in the crystal, which has an important implication. Indeed, from the data in Fig. 2 we observe that at a given $T$, the $\tau_k$ of the crystal is greater overall (even an order of magnitude higher) than that of the glass. This observation is simply because the number of allowed three-mode combinations for the mode-mode interaction to become active in the crystal is lower than that in the glass, which is due to the much harder symmetry constraints imposed by the momentum conservation.

B. Atomic rearrangements in glasses

We now turn to the cases where rearrangements of particles occur in the investigated time window, indicated in Table II with “Yes”. While rearrangements never take place in crystals, rearrangements of particles are observed in the glassy samples for all considered sizes, even at the very low indicated values of $T$. This effect is noticeably system-size dependent; the $N = 256000$ system indicates rearrangements at $T = 10^{-3}$, while $N = 4000$ and 32000 do not, and similarly, the $N = 32000$ system indicates rearrangements at $T = 10^{-2}$, while $N = 4000$ does not.

This observation is in agreement with previous works [31, 32] and can be explained by observing that larger values of $N$ (at constant $\rho$) correspond with larger simulation box sizes, therefore including larger numbers of low-frequency modes that, in turn, trigger the observed rearrangements. As discussed in [32], we expect that in the $N \to \infty$ thermodynamic limit, rearrangements would manifest even at infinitesimally small temperature values. In the following section, we show data mainly pertaining to $N = 32000$ and 4000 and discuss the $T$- and $N$-dependence of the observed rearrangements in glasses. We have confirmed, however, that our conclusions are also valid for $N = 256000$, and an additional detailed analysis of this case will be reported elsewhere.

1. Intermittent rearrangements

In Fig. 5, we show the data pertaining to the rearrangements in the glassy samples at $T = 10^{-2}$ and $5 \times 10^{-2}$, both approximately one order of magnitude lower than $T_g \simeq 0.2$. Specifically, we plot the time series of $|\Delta r_{IS}(t)|$ versus the corresponding $|\Phi_{IS}(t)|$ (see Eq. (6)) at the indicated values of $N$ and $T$, where each point corresponds to an observed rearrangement event. In addition to the observation that a larger rearrangement means a larger energy variation, as expected, two remarks regarding the $T$- and $N$-dependences are in order.

First, at the lower $T = 10^{-2}$ and $N = 32000$ in Fig. 5(a), $|\Delta r_{IS}(t)|$ can have values as small $10^{-1}$ (in units of the particle size $\sigma$). As already demonstrated in [32, 17], this value corresponds to the minimum possible global displacement associated with the transition between adjacent inherent structures, while the transition paths to farther states are hindered on the short time scale $\Delta t = 10^{-1}$. At the higher $T = 5 \times 10^{-2}$ ($N = 32000$, Fig. 5(b)), in contrast, larger rearrangements with $|\Delta r_{IS}(t)|$ of order $\sigma$ are also activated frequently. Note that the frequency of the rearrangements
also increases with $T$, therefore substantially increasing the probability of long-range transitions.

Second, comparing the data at the same $T$ but different system sizes $N = 32000$ and 4000 (in Figs. 5(b) and (c), respectively), we observe that $|\Delta r_{\text{IS}}(t)|$, which is not normalized by $N$, assumes very similar values in the two cases. The values for the $|\Delta \Phi_{\text{IS}}(t)|$ of Fig. 6(a) are also very similar. Together, these observations imply a localized nature of the rearrangements, i.e., an $N$-independent fraction of atoms corresponds with the rearrangements, as we will discuss in the next section. We finally note that the frequency of the rearrangements is enhanced in larger systems due to the presence of a higher number of low-frequency modes [14–16], as mentioned above.

In summary, our conclusion is that a temperature increase induces more frequent and larger rearrangements of particles, whereas an increase in the system size enhances the frequency of rearrangements but does not change their magnitudes (see also Fig. 6(a)).

C. Quasi-localized nature of the displacement field

In Fig. 7(a) we show an instance of the displacement field $\Delta r_{\text{IS}}$ associated with a typical rearrangement (again with $\Delta t = 10^{-1}$). The localized nature of the field is clear, with only a limited fraction of the particles undergoing large displacements. More quantitatively, we can measure the number of particles involved in the rearrangement, $N_{\text{rearr}}$ (see Eq. (7)). In Fig. 7(b), we show a parametric plot of $|\Delta r_{\text{IS}}|$ versus $N_{\text{rearr}}$ for the rearrangements observed in our simulations.

The data at different system sizes (at the same temperature) overlap systematically, as is the case for $|\Delta \Phi_{\text{IS}}|$, which confirms a strict localization of the rearrangements.
with only tens to hundreds of particles involved (also discussed in Ref. [32]). Note that smaller rearrangements are less localized, now involving hundreds of particles, which is contrary to the observation of [32]. This discrepancy may have arisen because the method we used to induce eigenmodes excitations was intrinsically different in [32] than in this study. Indeed, in that work, only one target vibrational mode was excited selectively, while in the present work, all of the eigenmodes are equally excited by thermal fluctuations imposed by the coupling to the thermal bath with \( T > 0 \). Further analysis is necessary to elucidate the mechanisms behind this disagreement.

The quasi-localized nature of the rearrangements can be seen in Fig. 8(b), where we plot the displacement of particle \( i \), \( |\Delta r_{\text{IS},i}|/|\Delta r_{\text{IS},1}| \), normalized to the observed maximum value \( |\Delta r_{\text{IS},1}| \) of particle 1 as a function of the distance \( r = r_i \). The localized region is surrounded by a power-law tail, \( |\Delta r_{\text{IS},i}| \sim r^{-a} \), with an exponent \( a \approx 2.5 \) to 3, distinct from the case of elastic deformation with \( a = 2 \). Similar profiles for the displacements are observed in the elastic response to local forcing, as demonstrated in [43, 49], and for QLV modes [13], which, however, experience elastic-deformation behavior with \( a = 2 \). We can attribute the steeper decay of the present far-field in the rearrangements to the nonlinear [50] or plastic [51] nature of the observed rearrangements.

We conclude with an observation. It was expected that correlations of the \( \Delta r_{\text{IS}} \) with the eigenmodes in the inherent structure \( e^k \). However, although some correlations with the low-frequency modes are found, they are generally very small. As pointed out in [32], excitations of the eigenmodes act as the trigger to induce the rearrangements, whereas the overall rearrangement patterns are determined by the rather involved global shape of the energy landscape [3, 52, 53], which emerges due to the extremely complex disorder-related, structural properties of amorphous systems [54, 55].

1. Inherent structure transitions within one wide basin

We now focus on the long-time evolution of the inherent structures, \( r_{\text{IS}}(t) \), and discuss it in terms of the intermittent short-time rearrangement mechanism discussed above. In Fig. 8 we show \( |r_{\text{IS}}(t) - r_{\text{IS}}(0)| \) as a function of \( t \) for the same three cases as in Fig. 5. We immediately observe that \( |r_{\text{IS}}(t) - r_{\text{IS}}(0)| \) spans a range of values that does not change during our simulation. This is of particular interest because it was expected that on long time scales, the system would be able to transition to increasingly more inherent structures, which would be signaled by an increase in \( |r_{\text{IS}}(t) - r_{\text{IS}}(0)| \) with time. This observation therefore indicates that the system stays within one wide basin of the PEL [4, 52, 53].

We note that for the cases corresponding to a lower temperature or smaller system size (Figs. 8(a) and (c), respectively), the system evidently returns to the initial state, corresponding to a vanishing value of \( |r_{\text{IS}}(t) - r_{\text{IS}}(0)| \), even if the intermittent character is highly variable. Conversely, in cases where \( T \) or \( N \) are increased (Fig. 8(b)), the system never returns to the initial state, as indicated by the constantly finite values of \( |r_{\text{IS}}(t) - r_{\text{IS}}(0)| \). This result is due to the larger thermal fluctuations at higher temperatures and more abundant low-frequency modes in larger systems, both of which induce more active accumulating rearrangements, as shown in Fig. 5.

The \( |r_{\text{IS}}(t) - r_{\text{IS}}(0)| \) is a measure of the size of the explored basin. Since the system can explore a broader portion of the PEL at higher levels of thermal excitation, the size of the traversed basin increases with \( T \), as is clear by comparing Figs. 8(a) and (b). We also recognize that the size of the basin increases with \( N \) at constant \( T \), as seen by comparing Figs. 8(b) and (c). We may expect \( |r_{\text{IS}}(t) - r_{\text{IS}}(0)| \approx \sqrt{N} \) in the thermodynamic limit, which needs further investigation to be verified. Note that this square root dependence would only add a constant value to the MSD in all cases, thus generating no system size differences, as shown in Fig. 4. The above observations suggest that in some conditions, the sys-
tem explores a rugged energy landscape within the wide basin, as we discuss in the next section.

2. Rugged profile of the potential energy landscape

In Fig. 9 we plot the time evolution of the potential energy relative to the initial state, $\Delta \Phi_{IS}(t) = \Phi_{IS}(t) - \Phi_{IS}(0)$ (Eq. 4), for the shorter time scale (up to $t = 100$) in (a)-(c) and the longer time scale (up to $t = 10000$) in (d)-(f). In all cases, the system undergoes transitions between numerous inherent structures with different values of $\Phi_{IS}(t)$, suggesting a significantly rugged profile of the explored PEL. Of course, at higher values of $T$, the system can explore a broader portion of the PEL due to thermal excitation, as can be seen by comparing panels (a) and (b) or (d) and (e).

Considering Fig. 9, when comparing different system sizes ($N = 32000$ in (b) and $N = 4000$ in (c)) at constant $T$, fluctuations in the $\Phi_{IS}(t)$ clearly become more prominent at the larger $N$, indicating that larger systems have a more refined roughness structure. On the other hand, as shown in panels (e) and (f), the range that $\Phi_{IS}(t) - \Phi_{IS}(0)$ explores remains finite even in the long-time scale, which then becomes wider for the larger $N$. Since $|\Phi_{IS}(t) - \Phi_{IS}(0)|$ provides another indicator of the size of the explored basin, it was expected that $|\Phi_{IS}(t) - \Phi_{IS}(0)| \propto N$ in the $N \to \infty$ limit, which is consistent with $|r_{IS}(t) - r_{IS}(0)| \propto \sqrt{N}$. We therefore conclude that in the thermodynamic limit, the roughness of the energy landscape becomes infinitesimally small, for a specified wide metabasin.

Note that a mean-field theory based on the replica technique [57] predicts rugged (or hierarchical) structure of the free energy landscapes in the marginally stable phase of glasses. This has been confirmed by recent numerical [58–60] and experimental [61] works, which have directly connected these PEL features to replicas. Different from these approaches, the present work focuses on the time evolution of the inherent structures and establishes a clear connection between the system rugged energy landscape and the intermittent rearrangements of the particles. Also note that the systems investigated here are far from the jamming regime and have localized rearrangements, which is consistent with numerical observations [58]. We expect that the rearrangements become collective and extended if density is lowered towards the jamming regime [58, 60].

Finally, we observe that the marginally stable phase is also predicted theoretically [62] for disordered crystals [30, 38, 58, 63, 64], which are positionally ordered on the lattice structures but characterized by some form of disorder in the size of the particles (dispersion), or in the energy scales associated with the interparticle potential. It could be interesting to clarify whether intermittent rearrangements similar to those observed here for glasses also occur in those systems.

FIG. 9. Time evolution of potential energy in the inherent structure of the glass. The potential energy difference from the initial value, $\Phi_{IS}(t) - \Phi_{IS}(0)$, as a function of time $t$ during the shorter time scale (a-c) and the longer time scale (d-f). The system size and temperature are $N = 32000$ and $T = 10^{-2}$ in (a,d), $N = 32000$ and $T = 5 \times 10^{-2}$ in (b,e), and $N = 4000$ and $T = 5 \times 10^{-2}$ in (c,f).
IV. DISCUSSION AND CONCLUSIONS

In this paper we have shown that, contrary to crystals, glasses at finite temperatures undergo not only the decay of the vibrational excitations due to mode-mode interactions (I) but also the rearrangement of particles (II) in addition to the expected anharmonic displacements.

For crystals in all cases, or for glasses at very low temperatures, the representative point of the system on the PEL is trapped in a single inherent structure. In this situation, we have demonstrated that no additional atomic rearrangements can occur aside from the displacements associated with thermal fluctuations. We have also demonstrated that the excitations of the eigenmodes in glasses undergo anharmonic decay due to the mode-mode interactions (I), which is analogous to the well-understood behavior of phonons in crystals. We have numerically measured the lifetime associated with the entire spectrum of eigenmodes and have shown that they are well reproduced by a third-order perturbation theory for both glasses and crystals. This result clearly demonstrates that three-mode processes, where one mode splits into two excitations or two modes combine into a single excitation, are dominant over other possible many-mode processes. In the absence of rearrangements, as expected, anharmonic processes are therefore common to glasses and crystals, as well as any solid-state material.

In contrast, in case (II), we have demonstrated that rearrangements of particles, in addition to the anharmonic displacements, intermittently occur in glasses even at temperatures that are orders of magnitude lower than the glass-transition temperature. These rearrangements indicate the rugged profile of the underlying PEL, which is contrary to the case of crystals. We have also found that the additional rearrangements are quasi-localized in space. More specifically, tens to hundreds of particles undergo large displacements in a well-defined local region, surrounded by a far-field tail that is characterized by a power-law decay of displacements. Notably, the MSD and important thermodynamic quantities show no indications of diffusive or aging behavior, suggesting that intermittent rearrangements are distinct from these kinetic phenomena. The absence/presence of these additional entities is, as a consequence, a crucial distinction between ordered and disordered states of matter.

Remarkably, in the $N \rightarrow \infty$ thermodynamic limit, the particle rearrangements can be induced by infinitesimally small thermal fluctuations, as it was previously reported that infinitesimal mechanical strain can cause rearrangements of particles (i.e., plastic events). These extremely fragile properties can be explained by the concept of marginal stability, which suggests that when a system is quenched from the liquid state, it freezes to the glassy solid-state as soon as it acquires stability, such that the frozen phase is exactly on the verge of instability. Marginal stability has been predicted by theories based on the replica technique and the coherent potential or effective medium approximations.

Experiments on structural glasses have detected the fast dynamics of atoms distinct from aging dynamics. It is natural to speculate that these fast dynamics are due to anharmonicity-related intermittent rearrangements similar to those discussed in this work. In addition, localized rearrangements have been observed in simulations of randomly pinned systems. Due to pinning, these structures stay frozen even at temperatures orders of magnitude higher than those we considered here, but stronger thermal excitations lead to additional dynamics that are detected beyond the typical plateau in the MSD. Although the overall dynamics are very different in structural glasses and pinned systems, intermittent rearrangements and exploration of a rugged energy landscape therefore seem to be a common feature of disordered systems, likely including disordered crystals. This is an interesting direction to investigate in the future.

Other open issues include the characterization of effective vibrational eigenmodes at finite temperatures. Indeed, although rearrangements occur intermittently in glasses, we have shown that these systems always stay within one wide metabasin of the underlying PEL. It is therefore reasonable to consider effective or coarse-grained vibrations, which would also comprise the effects of the rearrangements, a program that could be probably realized exploiting covariance matrix methods. Clarifying this point would be extremely useful in view of very recent work, where an attempt was made to characterize effective eigenmodes as predictors of plastic instability at finite temperatures.

Another interesting point is the impact of rearrangements on material properties. For instance, an analytical formulation for the heat conductivity based on the Green-Kubo formulation has been proposed and recently developed. Although these formulations can be applied to both glasses and crystals, they rely, however, on a quasi-harmonic approximation. They therefore incorporate mode-mode interactions but neglect the particle rearrangements discovered here. In addition, in it was found that sound damping in glasses varies with temperature as $\propto \sqrt{T}$, in contrast with the expected $\propto T$ behavior, a discrepancy that cannot be explained in terms of mode-mode interactions only. We speculate that the rearrangements observed here could indeed contribute to this anomalous temperature dependence. We also note that the theory of elastic heterogeneities predicts the $\propto \sqrt{T}$ variation near the elastic instability. The effects of the rearrangements may therefore be implicitly included in the distributions of local elastic constants, the most important component of the theory.

Finally, we mention that our simulations are classical and, therefore, do not include any potentially important quantum mechanisms that are known to be needed for a deep understanding of the anomalies in the low-temperature properties of glasses. In the presence of quantum effects, vibrational states are populated ac-
cording to the Bose-Einstein distribution, suggesting that lower (higher)-frequency modes are more (less) excited than what considered in classical calculations. More importantly, we expect that rearrangements can also be induced by the quantum tunneling processes [10–12], which would establish a direct link with the two-level systems that have been used to explain some of the aforementioned anomalous glass properties [4–8]. All of these are open issues that should be addressed in the future.
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