Massive stars in massive clusters IV: Disruption of clouds by momentum–driven winds
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ABSTRACT
We examine the effect of momentum–driven OB–star stellar winds on a parameter space of simulated turbulent Giant Molecular Clouds using SPH hydrodynamical simulations. By comparison with identical simulations in which ionizing radiation was included instead of winds, we show that momentum–driven winds are considerably less effective in disrupting their host clouds than are HII regions. The wind bubbles produced are smaller and generally smoother than the corresponding ionization–driven bubbles. Winds are roughly as effective in destroying the very dense gas in which the O–stars are embedded, and thus shutting down the main regions of star–forming activity in the model clouds. However, their influence falls off rapidly with distance from the sources, so they are not as good at sweeping up dense gas and triggering star formation further out in the clouds. As a result, their effect on the star formation rate and efficiency is generally more negative than that of ionization, if they exert any effect at all.
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1 INTRODUCTION

The dispersal of molecular clouds and embedded clusters, and the triggering and suppression of star formation are still the subject of lively discussion and debate. Most clusters shed the remains of their natal gas clouds very early on, resulting in star formation efficiencies of the order of one percent (e.g Lada & Lada 2003). Several internal feedback mechanisms arising from stars have been invoked as means of destroying GMCs while they are still forming stars. On the scale of molecular clouds, the most important are likely to be HII regions, stellar winds and supernovae from OB–type stars, but the relative contributions of these mechanisms is still debated.

Early work by McKee et al. (1984) suggested that wind bubbles were likely to be confined by HII regions and more recent numerical simulations by Freyer et al. (2003, 2006) confirm that, except for very massive stars, wind bubble expansion driven by single stars is likely to stall inside the HII region where the pressure in the wind bubble becomes equal to the pressure in the ionized gas. The analysis of Matzner (2002) also concluded that expanding HII regions are much more important feedback agents than winds or supernovae.

From the numerical perspective, there have been numerous studies done on GMC–scales of the interaction of clouds with internally–driven HII regions. Much early work concentrated on the modelling of ionization–driven champagne flows (e.g. Tenorio-Tagle 1979; Bodenheimer et al. 1979; Whitworth 1979; Williams & McKee 1997) showed that photoevaporation could be an effective dispersal mechanism of uniform clouds on 10^7 yr timescales if the massive stars were located near the peripheries of the clouds. However, Mazurek (1980) and Yorke et al. (1983) showed that the dispersal efficiency was reduced by the action of gravity or by placing the stars deep inside the clouds. Williams & McKee (1997) and Matzner (2002) extended the work of Whitworth (1979). They noted that the ionizing feedback from a single OB–association typically operates for 3–4 Myr and that a single such association will not be able to destroy a GMC. Williams & McKee (1997) found that high mass clouds (M > 3 × 10^5 M_⊙) could be photoevaporated by the combined action of many blister HII regions driven by OB associations over ~30 Myr, but that small clouds were more likely to be disrupted, rather than ionized. Matzner (2002) obtained similar results, although they derived somewhat shorter destruction timescales from blister HII regions of 17–24
2 STELLAR WINDS

Winds inject mass, momentum and energy into GMCs. The mass they inject is dynamically unimportant, but the momentum and energy carried by the injected mass can have profound effects on the host clouds. While the momentum emitted by the massive stars is necessarily absorbed by the clouds (except along lines of sight on which the winds intercept no cloud material), the fate of the energy is much more difficult to determine.

We stress here that by ‘winds’, we mean line-driven spherically-symmetric (or nearly so) outflows originating from close to the surface of a given massive star once it has reached the main sequence, and suffering no intrinsic collimation by, e.g., circumstellar disks. We do not include the kind of feedback variously referred to as protostellar winds/jets/outflows, which are associated with disk accretion and are usually collimated to some degree by the circumstellar magnetic field. Feedback of this nature also injects large quantities of momentum into clouds, over shorter timescales than main-sequence winds, but at higher rates. Several authors have recently concluded that protostellar outflows are able to drive or maintain turbulence on ~pc scales in embedded clusters (Li & Nakamura 2006; Nakamura & Li 2007; Matzner 2007; Carroll et al. 2009; Wang et al. 2010) (although Banerjee et al. (2007) reached a different conclusion). It is also likely that the action of collimated outflows would modify the effects of other modes of feedback by, for example, punching low optical depth channels through the circumstellar material (e.g. Cunningham et al. 2011). We neglect collimated outflows in this work because, while they clearly affect the dynamics at size scales of pc, mass scales of \( \lesssim 10^6 \text{M}_\odot \) (Matzner 2007) and timescales of \( \lesssim 10^6 \) yr, their influence on clouds of the masses and sizes considered here over the timescales for which our simulations run are likely to be small compared to other forms of feedback, in particular HII regions and main-sequence winds. From a more technical point of view, it would be difficult for us to include such feedback in our models anyway since, in many of our simulations, we do not resolve individual stars, so that the direction and strength of the outflows would have to be set rather arbitrarily. Additionally, since collimated outflows from all stellar masses, and not just the massive stars, would probably need to be included, the simulations would likely be prohibitively expensive to run over the ~3Myr pre-supernova timespan of interest here. The effect of collimated outflows on other forms of feedback does, however, need to be examined, but is outside the remit of this paper.

The interaction of spherically-symmetric main-sequence O-star winds with clouds was first studied in detail by Weaver et al. (1977). The kinetic energy contained in the wind is rapidly thermalized when the wind collides with colder, denser material at the edge of the wind bubble (either the inner face of an HII region, or sometimes cold molecular gas). The very hot (> 10^6 K) shocked wind may then cool by thermal conduction or mixing across the contact–discontinuity (cooling can also occur in the bubble interior if surviving clumps are able to mass–load the wind, Pittard et al. (2003)). The behaviour of the wind bubble then depends on the cooling timescale set by these process compared with the expansion timescale of the bubble (see Capriotti & Kozinski (2001) for a detailed discussion of this issue). The extremal assumptions that can be made are that the cooling is slow, so that the wind bubble behaves adiabatically and its expansion is driven by the thermal pressure in the shocked wind (and its radius evolves with time as \( R(t) \propto t^{1/5} \) in a uniform medium), or that the cooling is very fast, so that the bubble behaves isothermally and is driven by simple ram pressure (\( R(t) \propto t^{1/2} \) in a uniform medium).

Koo & McKee (1992a) and Koo & McKee (1992b) discuss in detail the intermediate case of partially radiative bubbles (PRBs), where most of the wind has cooled and collapsed into a thin shell lining the shell of swept–up ambient medium, but the most recently emitted wind has
not yet cooled and fills most of the bubble volume. For a main-sequence O-star wind blowing in a uniform medium, this phase is never achieved before the bubble comes into pressure equilibrium with the external medium, so the bubble always behaves adiabatically in this case, unless there is additional mass injected inside the bubble by, for example, evaporating clumps. However, in the case of medium whose density falls off as $r^{-2}$, which is the case in our simulated clouds, the expansion of an adiabatic bubble should accelerate. This would make the bubble Rayleigh–Taylor unstable, which would likely lead to mixing at the interface between the cool swept-up material and the wind, resulting in cooling of the wind.

It might be supposed that the issue of the temperatures inside wind bubbles could be easily solved observationally, since the temperatures generated by thermalizing the kinetic energy transported by $10^3$ km s$^{-1}$ flows should result in X-ray-emitting diffuse gas. However, observing such emission is very difficult because the young star-forming regions in which it would be found are teeming with low-mass YSOs. These objects are also X-ray sources and extracting them from images is very difficult (e.g. Townsley et al. 2006). Even when diffuse X-ray emission can be detected, it is also not always possible to establish whether its origin is winds or supernovae.

Diffuse X-ray emission likely produced by wind thermalization is detected in M17 and in the Rosette Nebula (e.g. Townsley et al. 2003). However, Harper-Clark & Murray (2009) compared the Weaver et al. (1977) model to the Carina nebula and concluded that the observed X-ray luminosity is two orders of magnitude lower than the model predicts and that the high filling factor of photoionized gas implies that the dynamics of the bubbles are controlled by HII regions and not winds.

Given the theoretical and observational uncertainties, we choose to model winds in a very simple way, by treating the O-stars as sources of momentum only, so that we are effectively modelling a lower limit to how much damage winds can do to GMCs by ignoring wind thermal pressure and ablation. As we show later, this assumption is likely to be reasonable in the highly inhomogeneous ambient environments of interest here. Recent work by Fierlinger et al. (2012) and Rogers & Pittard (2013) using Eulerian numerical schemes, found that the very hot wind gas rapidly escapes from clumpy molecular clouds and that the cold gas is able to resist ablation for several Myr.

### 3 NUMERICAL METHODS

We use very similar numerical techniques and identical initial conditions to those presented in our earlier studies of the effects of photoionizing feedback on a parameter space of turbulent molecular clouds (Dale et al. 2012). We use a well-known variant of the Benz (1990) Smoothed Particle Hydrodynamics (Monaghan 1992) code, which is ideal for studying the evolution of molecular clouds and embedded clusters. In all our simulations, we begin with $10^6$ gas particles. We use the standard artificial viscosity prescription, with $\alpha = 1$, $\beta = 2$. Particles are evolved on individual timesteps. The code is a hybrid N-body SPH code in which star formation is modeled using point–mass sink particles (Bate et al. 1995). Self-gravitational forces between gas particles are calculated using a binary tree, whereas gravitational forces involving sink–particles are computed by direct summation. Sink particles are formed dynamically and may accrete gas particles and grow in mass. In our simulations of $10^5$ and $10^6 M_\odot$ clouds, the sink particles represent stellar clusters, since the mass resolution is not sufficient to capture individual stars. Clusters approaching each other to within their accretion radii are merged if they are mutually gravitationally bound. In our $10^4 M_\odot$ simulations, sink particles represent individual stars. Their accretion radii are
set to 0.005pc (\( \sim 10^3 \) AU) and mergers are not permitted. In all simulations gravitational interactions of sink particles with other sink particles are smoothed within their accretion radii.

For consistency with our earlier work, we treat the thermodynamics of the neutral gas using a piecewise barotropic equation of state from [Larson (2003)], defined so that \( P = k \rho \gamma \), where

\[
\begin{align*}
\gamma &= 0.75; \quad \rho \leq \rho_1 \\
\gamma &= 1.0; \quad \rho_1 \leq \rho \leq \rho_2 \\
\gamma &= 1.4; \quad \rho_2 \leq \rho \leq \rho_3 \\
\gamma &= 1.0; \quad \rho \geq \rho_3,
\end{align*}
\]

and \( \rho_1 = 5.5 \times 10^{-19}\text{g cm}^{-3}, \rho_2 = 5.5 \times 10^{-15}\text{gcm}^{-3}, \rho_3 = 2 \times 10^{-13}\text{g cm}^{-3} \). At low densities, \( \gamma \) is less than unity, implicitly ensuring that the gas at low densities is warmer than the canonical temperature of \( \sim 10\text{K} \). The isothermal \( \gamma = 1.0 \) segment at moderate densities approximates the effect of dust cooling and the \( \gamma = 1.4 \) segment represents the regime where dense collapsing cores become optically thick and behave adiabatically. The final isothermal phase of the equation of state is simply in order to allow sink-particle formation to occur. Once the minimum gas temperature, which we set to 7.5K, is specified, the relation between \( \rho \) and \( T \) is fixed. All our simulated clouds have initial average densities \( < \rho_1 \), so that they lie in the line–cooling regime with temperatures in excess of 10K.

Our model clouds initially have a Gaussian three–dimensional density profile with the ratio of the maximum and minimum gas densities being approximately three. This is done simply to ensure that the clouds remain centrally condensed in the early stages of their evolution while the dynamics is dominated by turbulence. We seed the gas with a Kolmogorov turbulent velocity field such that the clouds are allowed to evolve and convert gas into stellar material until a few stars have masses \( > 10\text{M}_\odot \), where individual stars can be resolved or a few clusters sufficiently massive to host an O–star (in simulations of more massive clouds). At this point, which different clouds take very different times to reach (from \( \sim 2\text{Myr} \) for Run UP to \( \geq 20\text{Myr} \) for Run A), winds are enabled for these sources and any other sink particles that grow to be sufficiently massive. The simulations are then continued for as near as possible to 3Myr. The intent is to model the action of winds from the time when the first few massive stars form to the time when the first of them is likely to explode as a supernova. For convenience, Table 4 gives the most important parameters of all simulations from Papers I and II, including Runs A, B, D, E, UB, and UU, but in these calculations, the dynamical effects of winds on the cloud evolution was essentially negligible, particularly for the high mass clouds. This result is discussed in detail in Section 5.

In Figures 3 and 4, we show column density plots as viewed along the z-axis of a selection of simulations in which there is no feedback at all (left panels), ionizing feedback only (centre panels) or wind feedback only (right panels). We selected the six simulations in which winds have the strongest influence on the dynamics of the clouds. We also simulated the effects of winds on most of the other clouds from Papers I and II, including Runs A, B, D, E, UB, and UU, but in these calculations, the dynamical effects of winds on the cloud evolution was essentially negligible, particularly for the high mass clouds. This result is discussed in detail in Section 5.

4 RESULTS

4.1 Changes in the gas structure

In Figures 3 and 4 we show column density plots as viewed along the z-axis of a selection of simulations in which there is either no feedback at all (left panels), ionizing feedback only (centre panels) or wind feedback only (right panels). We selected the six simulations in which winds have the strongest influence on the dynamics of the clouds. We also simulated the effects of winds on most of the other clouds from Papers I and II, including Runs A, B, D, E, UB, and UU, but in these calculations, the dynamical effects of winds on the cloud evolution was essentially negligible, particularly for the high mass clouds. This result is discussed in detail in Section 5.

Figures 3 and 4 clearly show that the effects of photoionization and winds differ in both manner and degree. The windblown bubbles are smoother and tend to be rounder than those generated by ionization, and there are also several smooth shell-like structures present in the wind simulations which do not occur in the ionized runs. In addition, the ionized bubbles plainly occupy much larger volumes of the clouds and many have in fact broken out of the clouds entirely, which is less often the case for the wind bubbles. It therefore appears that, in a given time period, winds are able to do considerably less damage to the clouds than ionization can.

The windblown bubbles are smoother and tend to be rounder than those generated by ionization, and there are also several smooth shell-like structures present in the wind simulations which do not occur in the ionized runs. In addition, the ionized bubbles plainly occupy much larger volumes of the clouds and many have in fact broken out of the clouds entirely, which is less often the case for the wind bubbles. It therefore appears that, in a given time period, winds are able to do considerably less damage to the clouds than ionization can.

The windblown bubbles are smoother and tend to be rounder than those generated by ionization, and there are also several smooth shell-like structures present in the wind simulations which do not occur in the ionized runs. In addition, the ionized bubbles plainly occupy much larger volumes of the clouds and many have in fact broken out of the clouds entirely, which is less often the case for the wind bubbles. It therefore appears that, in a given time period, winds are able to do considerably less damage to the clouds than ionization can.

The windblown bubbles are smoother and tend to be rounder than those generated by ionization, and there are also several smooth shell-like structures present in the wind simulations which do not occur in the ionized runs. In addition, the ionized bubbles plainly occupy much larger volumes of the clouds and many have in fact broken out of the clouds entirely, which is less often the case for the wind bubbles. It therefore appears that, in a given time period, winds are able to do considerably less damage to the clouds than ionization can.
Figure 3. Column density plot viewed along the z-axis of the control (left panel), ionized (centre panel) and windblown (right panel) simulations I, J and UP.
Figure 4. Column density plot viewed along the z-axis of the control (left panel), ionized (centre panel) and windblown (right panel) unbound-cloud simulations UV, UF and UQ.
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Table 1. Initial properties (mass, radius, initial turbulent velocity dispersion, escape velocity, mean initial molecular number density, freefall time, and initial virial ratio) of the runs from Papers I and II for which we have simulated the effects of winds.

| Run | Mass (M☉) | Radius (pc) | vRMS (km s⁻¹) | vESC (km s⁻¹) | ⟨n(H₂)⟩ (cm⁻³) | tff (Myr) | Ekin/|Epot|
|-----|-----------|-------------|---------------|---------------|----------------|-----------|--------|
| A   | 10⁶       | 180         | 6.9           | 6.9           | 2.9            | 19.6      | 0.7    |
| B   | 10⁶       | 95          | 6.9           | 6.9           | 2.9            | 16        | 0.7    |
| D   | 10⁵       | 210         | 5.0           | 5.0           | 2.5            | 136       | 0.7    |
| E   | 10⁵       | 21          | 4.6           | 4.6           | 2.4            | 147       | 0.7    |
| I   | 10⁴       | 10          | 2.1           | 2.1           | 2.0            | 136       | 0.7    |
| J   | 10⁴       | 5           | 3.0           | 3.0           | 2.8            | 1135      | 0.7    |
| UB  | 3 x 10⁵   | 45          | 10.0          | 10.0          | 6.0            | 1135      | 0.7    |
| UV  | 10⁵       | 21          | 8.4           | 8.4           | 3.3            | 148       | 2.3    |
| UU  | 10⁵       | 10          | 12.3          | 12.3          | 1.1            | 1371      | 2.3    |
| UF  | 3 x 10⁴   | 10          | 6.7           | 6.7           | 2.0            | 410       | 2.3    |
| UP  | 10⁴       | 2.5         | 7.6           | 7.6           | 0.4            | 9096      | 2.3    |
| UQ  | 10⁴       | 5.0         | 5.4           | 5.4           | 1.2            | 1137      | 2.3    |

Figure 5. Time variation of the unbound mass fractions in the ionized (blue solid lines) and wind (blue dashed lines) and of the ionization fractions from the ionized simulations (green solid lines) in simulations I, J and UP (top row), and UV, UQ and UF (bottom row).

4.2 Relative ability of HII regions and winds to disrupt clouds

At all epochs, the unbound gas fraction in the ionized calculations is higher than in the corresponding winds runs. In all cases, photoionization unbinds material very quickly in the early phases of the simulations, but the rate at which it unbinds gas tails off rather quickly. This tailing off is, however, not caused by any decreased ability of the ionizing sources to ionize the gas, since the global ionization fractions continue to rise, and in some clouds, the increase in ionization fraction even accelerates somewhat. In some cases, e.g. Run UQ, ionization begins to unbind gas at a faster rate towards the end of the simulations. This is...
due to the formation of second–generation ionizing sources embedded in the dense bubble walls. The reduced rate at which photoionization expels gas at later stages of the simulations is due to the HII regions bursting out of the clouds and the $10^4$K ionized gas leaking out, reducing the pressure inside the bubbles. This is discussed in more detail later in the paper.

By contrast, the winds unbind material at much slower but nearly constant rates. The fractional difference between the quantities of mass unbound by winds and ionization therefore deceases in the later stages of the simulations as the winds begin to catch up.

### 4.3 Effects of winds on star–formation efficiencies

In Figure 6 we plot the variations with time of the numbers of stellar objects and star formation efficiencies in the six selected runs. We compare the ionized (solid lines) and windblown (dashed lines) simulations to the control runs (dotted lines).

Photoionization always reduces the star formation efficiency overall relative to the control simulations. In most of the simulations shown here, winds reduce the SFE even further. Except in the case of Run UQ, the difference is rather small however, and these six simulations are those in which winds have the greatest dynamical influence on the clouds. In other runs, e.g. Run E or UB, the effect of winds is very small, so that the windblown runs differs little from the control runs. Winds also generally reduce the total numbers of stellar objects born over the timescales under study here relative to both the relevant ionized and control simulations.

We used the techniques described in [Dale et al. 2012a] to assess the degree of triggered star formation occurring in the wind–influenced clouds and we found that it was very low, with no more than a few triggered objects being formed in even runs such as I or UQ in which the winds have a substantial influence on the cloud’s structure. Momentum–driven winds are evidently much less efficient at inducing star formation than is photoionization.

In Figure 7, we show the gas–density probability density function (PDF) for Run I from the time when feedback in the ionized and windblown runs was initiated as a magenta line. The bump at very high densities is a result of a small amount of strongly self–gravitating material which is likely to form one or more sink particles shortly. In general, the PDF extends towards high densities because of self–gravity and towards low densities because of expansion of the cloud, particularly of the very outermost layers.

Overplotted are the density PDFs from the windblown run (green line), and two lines from the ionized run showing the PDF of all the gas (red line) and just the ionized gas (cyan line), all from the ends of the simulations after feedback has been acting for $\sim 2.2 \text{Myr}$. The corresponding PDF from the control run after evolving for the same time period without feedback is shown as a blue line.

Comparing the evolved control run with the initial conditions, we see that the peak of the PDF has moved to slightly lower densities, due to a small global expansion of the cloud, but that the high–density self–gravitating tail has become much more prominent.

The PDF from the ionized run has two peaks. The low–density peak corresponds to the HII region, as shown by the separate cyan line. The peak corresponding to the cold gas ($\sim 90\%$ by mass) appears at higher densities than in the control run and there is more gas at intermediate densities ($\sim 10^{-21} - 10^{-19} \text{ g cm}^{-3}$) in the ionized calculation. However, there is less material at very high densities ($> 10^{-19} \text{ g cm}^{-3}$) in the ionized run than the control run. These observations are due to the twin effects of ionization discussed in Papers I and II, namely that it destroys the very dense gas in which the O–stars are embedded, but sweeps up lower–density material elsewhere into dense shells. However, because the density profile in the clouds falls off steeply with radius, these dense shells often do not accumulate enough mass to become self–gravitating, and therefore do not attain the extreme densities required to form stars. Hence, the sweeping up of low–density material is not ultimately able to offset or overwhelm the destruction of the high–density star–forming gas. Although there is some triggered star formation in the ionized calculations, the effect on the star formation efficiency is thus uniformly negative.

In the windblown clouds, the outcome is similar to that in the ionized clouds, but more extreme. Whereas newly–photoionized gas initially exerts an enormous pressure on its surroundings wherever it may be in the cloud, the ram pressure exerted by the winds falls off very steeply with distance from the massive stars. The winds are thus efficient at destroying the very dense material very close to the sources, or in which the sources are embedded, but they are not as effective as ionization in sweeping up gas elsewhere in the cloud into shells, as shown in Figures 3 and 4.

This point can be further illustrated by considering how the densities of each gas particle change during each simulation. In Figure 8, we plot two–dimensional PDFs for the control, ionized and windblown Run I. The x–axis is the gas density at the epoch when feedback is initiated in
the two feedback runs. The y–axis is the final density after
2.2Myr of further evolution. The dashed lines show the
location of gas whose density remains unchanged.

In the case of the control run, the morphology of the
plot is quite straightforward. Substantial quantities of gas
initially at moderate to high densities becomes denser under
the combined influence of self–gravity acting on small scales
and continued collision of turbulent flows on larger scales.
Meanwhile, most of the gas has changed its density little,
since the cloud still enjoys large–scale turbulent support
and is not therefore globally collapsing. The low–density
tail of the distribution has decreased in density somewhat
due to evaporation from the cloud surface, and intermediate
and high–density material has also become slightly more
rarefied due to gentle global expansion of the cloud.

The ionized run is considerably more complex. Again,
a significant fraction of the gas has increased in density,
partly due to turbulent dissipation and self gravity, as in
the control run. However, there is considerably more gas
present in this region of the diagram, much of it coming
from gas initially at lower densities. This is gas swept up
by the expanding HII regions. There are two prominent
regions of gas below the y=x line. The lower–final–density
and brighter region corresponds to the HII region. The
higher–initial–density region is material that was originally
in the high–density and potentially star–forming central
regions of the cloud that was dispersed (but not ionized) by
photoionization.

Turning to the windblown calculation, we see some-
thing intermediate between the two other runs, but closer
in form to the ionized run. There is again an enhancement
of material raised above the y=x contour, extending to
very low initial gas densities, but there is not as much of
this material as in the ionized run. This indicates that
the winds are less efficient at sweeping up initially low–
and intermediate–density material into dense shells, which
in turn explains why triggering is less prevalent in the
windblown clouds, even when winds have done substantial
damage to them.

While there is nothing equivalent to the HII region in
the windblown PDF, there is clearly substantially more
initially intermediate– and high–density material whose
final density is lower. This demonstrates that the winds are
more effective at dispersing the initially–dense material near
the feedback sources than are the HII regions. This outcome
follows closely the predictions of Capriotti & Kozminski
(2001), who infer that gas number densities must exceed
10^5 cm^{-3} (i.e. mass densities of \sim 10^{-19} g cm^{-3}) for winds
to be more destructive than HII regions. We illustrate this
quantitatively in Figure 6 where we plot the radius with
time of expanding momentum–driven wind bubbles (solid
lines) and HII regions (dashed lines) in uniform media over
a range of densities. We take the wind mass loss rate and
terminal velocity to be 10^{-6}M_{\odot} yr^{-1} and 2 000 km s^{-1}
respectively, and the ionizing photon flux to be 10^{49} s^{-1}.
At lower densities, the HII region radius is always larger,
whereas for the highest densities, the wind bubbles are
larger, at least at earlier times. Thus, the densest parts of
the clouds in which the O–stars are embedded and where
most of the star formation is occurring are more susceptible
to wind damage than HII region expansion. This raises the
intriguing possibility that, if both winds and ionization
were active, the winds may assist the expansion of the HII
regions by destroying dense gas very close to the massive
stars. We will explore this possibility in a subsequent paper.

In Figure 6(h) we plot the masses as a function of time of
all sinks formed in the control (left panel), ionized (centre
panel) and windblown (right panel) Run I calculations.
In the latter two plots, spontaneously-formed objects are rendered in green and triggered objects in red. In the feedback runs, many sinks have accretion onto them abruptly terminated, particularly the higher mass objects which are feedback sources, and HII regions and winds are comparable in terms of their ability to halt accretion onto stars. This is of course not the case on the control run where most objects accrete fairly steadily for the duration of the simulation. The figure also shows that the ionized calculation experiences a later burst of star formation beginning at approximately 6 Myr and involving a substantial number of triggered objects. This burst is absent in the windblown calculation, which forms stars quite smoothly and contains very few triggered objects.

We also plot in Figure 11 the corresponding mass functions at the end points of all three simulations. The spontaneously-formed and triggered sinks in the feedback-affected runs are again shown in green and red respectively. The mass resolution of these simulations is \( \sim 0.5 - 1.0 \, M_\odot \), so that the low-mass end of the IMF cannot be resolved. However, it can be seen by comparison of these plots that the control and ionized runs produce very similar mass functions whose slopes are roughly consistent with a Salpeter-like power law above \( 1 M_\odot \). Conversely, the windblown calculation produces a much flatter mass function. This is a result of the termination of accretion and star formation in the dense filamentary gas, but without the burst of triggered star formation in the outer regions of the cloud, which produces a substantial fraction of the low-mass stars in the ionized calculation.

In summary, winds exert less dynamical influence on a given cloud than HII regions do, and their influence is extremely small for the more massive clouds we have studied. However, when winds are able to strongly influence a given cloud, they are as good as or better than photoionization in dispersing the densest star-forming gas, but much less effective in triggering star formation elsewhere. The influence is essentially confined to smaller spatial scales than that of the HII regions. Their effect on the star formation efficiency, if they are able to influence the clouds’ behaviour at all, is thus generally more negative.

5 DISCUSSION

5.1 Unbinding of gas by winds

As we saw in Figure 6 above, the fraction of material unbound as a function of time by the winds in any given simulation is always considerably lower than the corresponding unbound masses produced by ionization in the same clouds from Dale et al. (2012b) and Dale et al. (2012c). However, there are two interesting features of these plots, namely that this deficit often decreases with time and that the rate at which the winds are able to unbind material is approximately linear in time, which we here explain.

The radius as a function of time of a wind bubble expanding in a power-law density profile \( \rho(r) = \rho_0(r/r_0)^{-\alpha} \) may be estimated by equating the rate of change of momentum of the swept-up shell with either the rate of momentum input by the source, or with the force exerted on the shell by the very hot wind gas inside it. These two assumptions are both crude and bracket the true behaviour of the bubble.

Using the assumption of momentum conservation,

\[
\frac{d}{dt}(M_v v) = M_v \dot{v},
\]

where \( M_v \) and \( v \) are the mass and radial velocity of the swept-up shell and \( M_v \) and \( \dot{v} \) are the mass loss rate and terminal velocity of the wind driving the shell’s expansion. For simplicity, we will here take the latter two quantities to be constants.

If the shell has a radius \( R \), we may assume that all the cloud material formerly inside that radius is now contained in the shell and write

\[
M_v = \int_0^R 4\pi r^2 \rho(r) dr = \left[ \frac{4\pi \rho_0}{(3+\alpha)\hat{r}_0^\alpha} R^{3+\alpha} \right]_0^R.
\]

For values of \( \alpha \geq -2 \), the integral does not diverge at \( r = 0 \) and we obtain

\[
M_v = \frac{4\pi \rho_0}{(3+\alpha)\hat{r}_0^\alpha} R^{3+\alpha}.
\]

If we insert this into Equation 4 and make the standard ansatz (e.g. Lamers & Cassinelli 1999) that \( R_{\text{MOM}}(t) = k_{\text{MOM}} \hat{v}_{\text{MOM}}^3 \), where \( k_{\text{MOM}} \) is a constant and we have added subscripts to the variables to indicate that they refer to the momentum-conserving solution, we find that \( \hat{v}_{\text{MOM}} = 2/(4+\alpha) \)

and that

\[
k_{\text{MOM}} = \frac{(4+\alpha)(3+\alpha)\hat{r}_0^\alpha M_v \hat{v}_{\text{MOM}}}{8\pi \rho_0}.
\]

If we instead assume that the bubble expansion is driven by thermal pressure, the rate of change of momentum of the swept-up shell is equal to the total pressure force acting upon it and

\[
\frac{d}{dt}(M_v v) = 4\pi R^2 P_v = 4\pi R^2 \left( \frac{3L_w \dot{t}}{4\pi R^3} \right) = \frac{3M_v \hat{v}_{\text{MOM}}}{2R},
\]

where \( P_v \) is the pressure of the > 10^8 K wind gas (assumed to fill the bubble interior) and \( L_w \) is the mechanical luminosity of the wind, related to the mass loss rate and terminal wind velocity by \( L_w = (1/2) M_v \hat{v}_{\text{MOM}}^2 \).

Making the same assumptions as before, we get

\[
\hat{v}_{\text{PR}} = 3/(5+\alpha)
\]

and that

\[
k_{\text{PR}} = \frac{3(4+\alpha)(3+\alpha)\hat{r}_0^\alpha M_v \hat{v}_{\text{MOM}}^2}{16\pi \rho_0}.
\]

These results can also be found in Ostriker & McKee (1988). We see that if \( \alpha = 0 \), these expressions reduce to the standard expansion laws for a uniform medium. Otherwise, the expressions necessarily contain the two arbitrary parameters \( \rho_0 \) and \( \hat{r}_0 \).

Accretion onto a point mass results in a density profile with \( \alpha = -3/2 \) at small radii (Hunter 1977), giving \( \hat{v}_{\text{MOM}} = \hat{v} \) and \( \hat{v}_{\text{PR}} = \hat{v} \), so that in such a steep density profile, the expansion power-law indices for the two different wind models are much more similar than they are in a uniform medium.
windblown runs, and the y–axis is the gas density at the ends of the simulations after 2.2 Myr of evolution. The black dashed lines indicate the location of gas whose density is unchanged.

Figure 8. Two–dimensional density probability distribution functions for the control (left panel), ionized (centre panel) and windblown (right panel) ionized Runs I. The x–axis in each plot is the gas density at the epoch when feedback was initiated in the ionized and windblown runs, and the y–axis is the gas density at the ends of the simulations after 2.2 Myr of evolution. The black dashed lines indicate the location of gas whose density is unchanged.

Figure 9. Plots of the radius versus time for momentum–driven wind bubbles (dashed lines) and HII regions (solid lines) expanding in uniform media at a range of densities. A wind mass loss rate of $10^{-6} M_\odot$ yr$^{-1}$ and terminal velocity of 2 000 km s$^{-1}$, and an ionizing photon flux of $10^{49}$ s$^{-1}$ have been assumed as representative values.

On larger scales and when smoothed over all solid angles, our clouds are well approximated by $\alpha = -2$, as one would expect for an approximately isothermal system. This results in $n_{\text{MOM}} = n_{\text{PR}} = 1$ and the expansion velocities of bubbles driven by the two mechanisms being constant in time (note that $\alpha = -2$ is the only 3D density profile for which this is the case). The time evolution of momentum– and pressure–driven wind bubbles in such a density profile are therefore expected to be rather similar.

In Figure 13 we plot the mean radial gas velocities at the inner edges of the wind bubbles in the six simulations presented here as functions of time. The bound clouds are shown as solid lines and the unbound clouds as dashed lines. With the exception of Run I, the simulations do indeed exhibit wind bubble expansion velocities that are roughly constant with time as suggested by the above analysis. This is in strong contrast to the behaviour expected in uniform background densities, where the expansion velocity should decline as $t^{-1/2}$. In the case of Run I, the acceleration of the wind bubble is likely due to the fact that this is the cloud most strongly affected by winds and that, in some directions, the bubble rapidly exits the cloud and therefore runs out of braking material to sweep up.

Further, if we evaluate $k_{\text{PR}}/k_{\text{MOM}}$, neglecting small numerical factors, we find that

$$\frac{k_{\text{PR}}}{k_{\text{MOM}}} \approx \left(\frac{\rho_0 v_\infty}{M}\right)^{\frac{1}{3}} r_G^{\frac{1}{3}}. \quad (12)$$

It is immediately clear that this ratio is very weakly dependent on the relevant variables, but most dependent on the parameter $r_0$. Since $n_{\text{MOM}} = n_{\text{PR}} = 1$, we may write

$$\frac{k_{\text{PR}}}{k_{\text{MOM}}} = \frac{R_{\text{PR}}(t)}{R_{\text{MOM}}(t)} = \frac{V_{\text{PR}}(t)}{V_{\text{MOM}}(t)} \approx \left(\frac{v_{\infty}}{V_{\text{MOM}}(t)}\right)^{\frac{1}{3}}. \quad (13)$$

From Figure 13 we see that $V_{\text{MOM}}(t) \approx 7$ km s$^{-1}$, so taking $v_{\infty} \approx 10^3$ km s$^{-1}$ gives $k_{\text{PR}}/k_{\text{MOM}} \approx 5$. The difference in normalization of the velocities is therefore significant, but not very large. We explore this issue further in Section 5.4.

A consequence of the constant expansion velocity of the wind bubble and the density profile falling as $r^{-2}$ is that the swept–up mass $M_i(t) \propto t$, explaining the linear increase with time of the unbound gas masses seen in Figure 5.

In deriving the expressions for $n_{\text{PR}}$ and $k_{\text{PR}}$ we have assumed that the wind bubble is adiabatic but this is not likely to be true except in the earliest stages of the expansion. Since any loss of energy by radiation or by leakage of the very hot shocked wind gas through holes in the bubble will lead to a decrease in the driving pressure, the expansion of the pressure–driven bubble is actually likely to be slower than linear for most of its evolution. The difference between $k_{\text{PR}}$ and $k_{\text{MOM}}$ would also be reduced. However, momentum cannot leak or be radiated away, so
Figure 10. Stellar mass versus time for all stars in the control (left panel), ionized (centre panel) and windblown (right panel) Run I. In the feedback–influenced runs, spontaneously–formed objects are shown in green and triggered objects in red. Note that feedback in these latter runs is initiated at 5.36 Myr.

Figure 11. Stellar mass functions at the ends of the control (left panel), ionized (centre panel) and windblown (right panel) Run I. In the feedback–influenced runs, spontaneously–formed objects are shown in green and triggered objects in red. The red line in each plot represents a mass function with a Salpeter slope.

5.2 Dependence of wind damage on cloud properties

We first note that modelling the winds by injecting momentum only provides a strict lower limit on the dynamical effects of winds. Nevertheless, it seems likely to us that a combination of cooling and the escape of the shocked wind through cavities in the cold gas will greatly lessen the thermal effects of winds. Modelling winds by injecting momentum alone is therefore a reasonable approximation for the time being.

In Dale et al. (2012c) we showed that the fraction of material in clouds which could be unbound by photoionization in a fixed common time interval $t_{SN}$ is strongly dependent on the cloud escape velocity. In part this strong correlation was due to the fact that the global ionization fraction of the clouds does not vary very much with cloud properties, and that ionized gas has a fixed sound speed, which regulates its ability to accelerate cold gas by thermal pressure.

It is not at all clear that such a simple explanation should hold here. The agent of feedback considered here is the momentum injected by the massive stars. The rate of momentum injection by an individual star is given by the product of the mass–loss rate and the wind terminal velocity, both of which are functions of stellar mass as shown in Figures 1 and 2. However, the total rate of momentum input from a population of stars must be computed from an integration over the stellar IMF. If the simplifying assumption is made that all systems have the same IMF, the wind momentum flux is just proportional to the total stellar mass:

$$\dot{P} \propto M_{TOT} v_{\infty}$$

assuming a typical value for $v_{\infty}$. We may then evaluate approximately the ability of winds to disrupt clouds by comparing the work done by the winds over the $t_{SN}$ time interval before supernovae detonate to the clouds’ binding energies.

If the wind bubble expands at a constant velocity $v_w$ (note that this is not the same as the wind terminal velocity $v_{\infty}$), the linear expansion law of the momentum–driven bubble should be robust. This implies that, in such a density profile, except in the earliest stages of bubble expansion, the bulk of the impulse imparted to the swept–up shell may in fact come from the wind’s ram pressure, and not its thermal pressure.
$v_\infty$, the work done by the expansion in the time interval $t_{SN}$ is

$$E_w = \dot{M}_{TOT}v_\infty v_w t_{SN}. \quad (15)$$

The cloud binding energy may be written in terms of the escape velocity approximately as $E_{bind} \approx M_{cloud}v_{ESC}^2$, so that the ratio of input wind energy to the cloud binding energy, which we take as an estimate of the unbound mass fraction, is

$$f_u = \left( \frac{\dot{M}_{TOT}t_{SN}}{M_{cloud}} \right) \left( \frac{v_w v_\infty}{v_{ESC}} \right). \quad (16)$$

We have assumed here that the cloud binding energy does not change intrinsically over the timescales upon which the winds are active. Contraction of the clouds is indeed insignificant over these timescales. Although some clouds have freefall times comparable to or shorter than the 3Myr feedback timescale, they are not actually in free fall because they still enjoy substantial turbulent support. We examined the evolution of the control runs and found that, in the absence of any kinds of perturbation, the change in gravitational binding energy of the clouds during the duration of the simulations was less than 20%. The exception was Run UP, which has the shortest freefall time. Even for this run, the change in gravitational binding energy in the control run was less than a factor of two. In any case, given the simplicity of the argument presented above, we think it is reasonable to neglect intrinsic changes in the clouds’ binding energies.

We again recover a strong dependence on the cloud escape velocity, but note that it must be compared with two other velocities — $v_\infty$ which is a property intrinsic to OB stars and is therefore known in advance, and $v_w$, the expansion rate of the wind bubble, which depends on the properties of individual clouds. The first term in the equation, the fraction of mass returned to the clouds by the winds, can be estimated as $10^{-4}$–$10^{-3}$, since a $10^4M_\odot$ cloud is likely to host a few O-stars with wind fluxes of $\sim 10^{-6}M_\odot$ yr$^{-1}$.

In Figure 12 we plot the fractions of gas unbound in all the windblown simulations presented here as a function of the clouds’ escape velocities. The red line is a least-squares fit to the data with a logarithmic slope of -2.5. The black lines express Equation 14 assuming returned mass fractions of $10^{-4}$ and $10^{-3}$ and assuming a value of 6 km s$^{-1}$ for $v_w$, a typical value from Figure 13 above. There is clearly a great deal of scatter about the fit. Although most of the points lie between the black lines described by Equation 14 the most that can be said is that the results are not inconsistent with the analysis presented above, and that the unbound gas fractions drop very steeply as the cloud mass and escape velocity increase. Comparison with Figure 8 in Dale et al 2012c shows that the largest unbound gas fractions achieved by winds are comparable to, albeit lower than, those reached in the ionized models.

### 5.3 Inability of winds to trigger star formation

Winds appear to have little ability to trigger star formation in our calculations. To check that this is not a resolution effect, we repeated Runs A, B and UB with ten times more particles (that is, $10^7$ instead of $10^6$). This was achieved...
by taking the simulation output dump at the onset of feedback and, for each active SPH particle, adding nine new particles at random locations within its smoothing kernel with the same velocities as the parent particle, then renormalizing the particle masses. This makes the simulations time-consuming, so we were not able to run them for the canonical 3Myr. We show in Figure 14 where we compare the unbound mass fraction and star formation efficiency as functions of time between the original and higher-resolution runs UB. We plot the values for the high-resolution calculation divided by the values for the standard calculation. The maximum deviation in the star formation efficiency over the ~1 Myr period observed is less than 1.5%, and in the unbound mass fraction is less than 0.5%. These figures are representative of the other high-resolution comparison runs. Figure 15 shows snapshots, this time from the Run A comparison, after ~0.7 Myr of evolution, which are very nearly indistinguishable. We conclude, therefore, that this result is not a resolution issue.

There are two widely-used scenarios for the triggering of star formation – the collect-and-collapse model (e.g. Elmegreen & Elmegreen [1978]) and the cloud-crushing model (e.g. Sandford et al. [1982]). It seems that neither operates efficiently in our simulations.

The cloud-crushing model relies on the over-running by shocks of stable or quasi-stable globules of material which are significantly denser than the background and has been extensively studied by many authors (e.g. Sandford et al. 1982, 1984, Lefloch & Lazareff 1994, Nakamura et al. 2006). This model is a strong example of triggered star formation, since the initial conditions are stable by construction and it is only the external influence of radiation or shocks which initiates star formation. However, it is difficult to see how the model can be applied in the clouds studied here because most of the inhomogeneities in the gas are linear or filamentary structures. There are no isolated rounded structures which are likely to suffer shock-driven implosion. The massive stars are almost exclusively born inside these filaments, often at junctions where several meet (as observed by Schneider et al. [2012]).

From the perspective of the feedback sources, the dense filaments are mostly accretion flows and the ability of feedback to affect their evolution depends on the ram pressure in the flows compared with the ram pressure exerted on them by the wind sources. The typical gas densities in the filamentary structures observed in our calculations have typical values of $10^3 - 10^4 \text{cm}^{-3}$, with the less massive clouds tending to have the lower density filaments. The flow velocities inside the filaments in the $10^4 M_\odot$ clouds are $1 - 2 \text{ km s}^{-1}$, whereas they are $3 - 5 \text{ km s}^{-1}$ in the more massive clouds due to their higher turbulent velocities and also to their deeper potentials. Ram pressures in the filamentary flows are substantially higher in the more massive clouds. Individual clusters in the low- and high-mass clouds tend to have similar total momentum fluxes however – typical mass fluxes are $\dot{M}_{\text{cluster}} \sim 10^{-5} M_\odot \text{yr}^{-1}$ and wind velocities are $2000 \text{ km s}^{-1}$. The outward ram pressure from the cluster winds drops with radius $r_{\text{clus}}$ from each cluster as $r_{\text{clus}}^{-2}$ so the value of $r_{\text{clus}}$ at which the wind ram pressures and the accretion flow ram pressures become equal can be estimated, yielding several pc in the low-mass clouds, but less than one pc in the higher-mass clouds.

This implies that winds are able to disrupt and reverse the accretion flows before they penetrate the clusters in the lower-mass clouds, but not in the high-mass clouds (typical cluster radii in the low-mass calculations are ~1pc and we have assumed that the clusters in the high-mass runs, which are represented by single sink particles, have similar sizes). Figures 14 and 15 confirm this picture and show clearly that most of the structures generated by the winds are perpendicular to the filaments and expanding into the lower-density ambient gas. In any case, the ability to disrupt the accretion flows results in less star formation and not more, since preventing the accretion flows from entering the clusters outweighs any triggering affects in the eroded tips of the flows.

Turning to the collect-and-collapse model, Elmegreen (1994) presented a straightforward technique for computing the growth rate of instabilities in expanding shells. If, instead of a uniform background medium, a medium characterised by $\rho(r) = \rho_0(r/r_0)^{-2}$ is assumed, the dispersion relation for perturbations on a spherical shell with angular
wavenumber $\eta$ is

$$\omega(\eta) = \frac{-2V(t)}{R(t)} + \left( \frac{2\pi G \rho_0 r_0^2}{R(t)^2} - \frac{c_s^2 \eta^2}{R(t)} \right)^{\frac{1}{2}} \quad (17)$$

If $V(t) = \text{constant} V_0$ (which we take to be 7 km s$^{-1}$ once again), $R(t) = V_0 t$ and $\omega(\eta)$ can be evaluated if $\rho_0 r_0^2$ is known. Since our model clouds have roughly constant column–density, $\rho_0$ is known. Since our model clouds have roughly constant column–density, $M \propto R^2$ and $\rho_0 r_0^2$ therefore scales with $R$, so the first term inside the square root in Equation (17) should be largest for the largest clouds, all else being equal. To measure the total degree of fragmentation expected as a function of $\eta$, we may compute the fragmentation integral \cite{Dale2009}:

$$I_1(\eta, t_1) = \int_{t_0}^{t_1} \omega(\eta, t) dt \quad (18)$$

Evidently, $t_0$ cannot be set to zero because all the terms in the dispersion relation diverge at this point. Additionally, at very early times when $R(t)$ is small, $\omega$ may well be negative, leading to a negative fragmentation integral. This is not physical, so we set any values of $\omega$ less than zero to zero to obtain an upper limit on the fragmentation integral. We set $t_0$ to a small value of $10^5$ yr and $t_1$ to 3Myr. We then evaluated the fragmentation integrals for the simulations discussed here, measuring values of $\rho_0$ and $r_0$ from the density profiles of the clouds. We found that, for all except a few of the largest clouds (e.g. A and UV), the fragmentation integral was zero for all wavenumbers, and even for the largest clouds, had a maximum value of only $\approx 2$.

The reasons for the lack of instability in shells expanding into an $r^{-2}$ density profile are twofold. The first term in the dispersion relation is a stabilizing term which results from the transverse spreading of perturbations by the expansion of the shell, against which the self-gravity of the perturbations must fight. A shell expanding into a density profile shallower than $r^{-2}$ decelerates, so that the stabilizing term decreases both due to $V(t)$ becoming smaller and $R(t)$ becoming larger. As detailed above, in the clouds studied here, $V(t)$ is constant, so the stabilizing term shrinks more slowly. Secondly, the first term inside the brackets in the dispersion relation derives from the self-gravity of perturbations on the shell. The form of this term is very different to that obtaining in a uniform background medium, being proportional to $R^{-2}$ instead of being constant for a given wavenumber. This in turn is due to the different evolution of the shell surface density. In a uniform background medium, the surface density of an expanding shell increases with time as $R^2$, but in a $r^{-2}$ density profile, the surface density decreases as $R^{-1}$. It is indeed unlikely that the collect–and-collapse process would operate in our model clouds.

5.4 Relative effects of HII regions and winds

A similar but more sophisticated analysis to that outlined above was performed for the case of HII regions expanding in smooth power–law density profiles by \cite{Franco1990}. They showed that, if $\alpha < -3/2$, such an expansion is in fact unstable because the rate at which the expanding ionized bubble sweeps up mass is insufficient to prevent the swept–up shell itself being eventually ionized, at which point the HII region bursts through it into the cloud beyond. This implies that, since our model clouds have average density profiles steeper than this, ionization would have rapidly and completely ionized them if they were smooth. That this does not occur is due to several factors. The strong inhomogeneities in the gas resulting from the combined effects of turbulence and gravity protect the clouds by ensuring that the radiation from a given source is not able to overrun the entire cloud. In addition, the accretion flows onto the ionizing sources and the clouds’ gravitational fields (which were neglected by \cite{Franco1990}) both retard the ability of the HII regions to expand, at least in some directions.

However, from a given source, it is likely that there will be at least some directions in which the radial density profile is smooth and steep. As the HII regions expand in these directions, the material they sweep up will be unable to keep pace with the the ionizing flux and the HII regions will therefore break out of the clouds in those directions, even if they are confined in others. This process accounts in part for the very different structures of the wind bubbles as compared to their ionized counterparts. As well as being fundamentally better at blowing bubbles than the winds, there are almost always some vectors in each cloud in which this instability in the ionization front expansion is able to operate, so that the HII regions burst out along these vectors, ultimately exiting the clouds. This explains the more irregular appearance of the ionization–driven bubbles, and the fact that the HII regions seem to be able to penetrate further into the clouds than can the winds. The relative smoothness of the wind bubbles is then a consequence of the fact that, in clouds with an average density profile described by $\alpha = -2$, wind bubbles are stable (since their expansion is not accelerating) but HII regions are not.

The corollary of this process is, however, that the HII regions almost inevitably rupture and begin venting their ionized gas outside the clouds, becoming, in effect, champagne flows. This in turn causes them to become flaccid, so that the main mechanism by which they are able to unbind the clouds – accelerating cold gas beyond the system escape velocities by thermal pressure – quickly begins to lose its effectiveness. It is highly likely that the same process will substantially decrease the effectiveness of pressure–driven winds as well.

We show this qualitatively in Figure 18 where we compare the measured mean pressure in the HII regions in Run I as a function of time with the expected fall–off in pressure in an HII region expanding in a uniform medium. The measured pressure is computed by averaging the pressure in the fifty percent of the ionized gas closest to the most massive ionized source. This is intended to exclude the very low density ionized gas which has escaped from the cloud. Note that we cannot compare to an HII region expanding in the correct density profile, since no such solution exists for the $\alpha = -2$ profile present here. This comparison is therefore somewhat artificial, but it does demonstrate that the pressure in the HII regions simulated here drops off abruptly and extremely quickly as the ionized gas bursts out from the confines of the cold gas. This in turn explains the observation that the rate at which the HII regions are able to unbind the clouds drops off soon after their expansion begins.
The effect of winds on star formation is generally more negative than that of HII regions. The destructive effects of winds at small distances from the sources is high, which allows them to efficiently destroy the dense material in the main star-forming regions of the clouds and shut down star formation in these volumes. However, the ram pressure exerted by winds falls off rapidly with distance from the massive stars so that, as shown in Figure 7, the winds are not able to generate large quantities of dense gas elsewhere in the clouds by sweeping up otherwise quiescent material. They are therefore not as good at triggering star formation as photoionization is, so the compensatory effects of induced star formation are very small in the case of winds acting alone, and the effect on the star formation rate and efficiency is overwhelmingly negative, if there is any effect at all.

It is possible that these conclusions may be altered by the inclusion of pressure-driven, instead of momentum-driven winds. We crudely test this by taking advantage of the fact that the bubble expansion laws for momentum- and pressure-driven winds are the same in clouds with \( r^{-2} \) density profiles. We showed in Section 5.1 that the difference between the normalisation of the expansion laws between the two cases was roughly a factor of five. Since the normalizing factor in the momentum-driven case depends on \( (\dot{M} v_{\infty})^{1/2} \), increasing the momentum flux by a factor of 25 approximates the affects of the fully adiabatic wind solution in the case of clouds with these density profiles. We therefore repeated Runs A, B and UB, on which momentum-driven winds have very little effect, including momentum fluxes enhanced by this factor. In Figure 14 we plot the star formation efficiencies and unbound gas fractions as functions of time in the enhanced momentum flux UB calculation and the corresponding ionized calculation, compared to the fiducial wind calculation. Figure 17 depicts column-density projections of the same three calculations after 1.2 Myr of evolution.

The unbound mass fraction in the enhanced momentum flux case grows at a rate comparable to, and even somewhat faster than, the same quantity in the ionized calculation, and much faster than in the fiducial calculation. The star formation efficiency is less affected, but drops by a few percent relative to the fiducial simulation, also slightly lower than in the ionized run. The snapshots show that the reason for these changes is that the bubbles blown by the enhanced-momentum winds are somewhat larger and smoother than those generated by ionization in the same density field. The higher momentum-fluxes have also been more effective at destroying the filamentary gas in which most of the star formation is occurring. The results for the Runs A and B calculation with enhanced momentum flux were very similar.

At first sight, this suggests that winds may be able to inflict damage on clouds comparable to that done by HII regions. However, we stress that the high momentum fluxes used in these calculations approximate fully adiabatic winds, which are unlikely to be realistic. The wind bubbles visible in the centre panel of Figure 17 quickly burst out from the confines of the cold gas and, in reality, the \( > 10^6 K \) hot gas they would contain would very rapidly vent from the cloud, as the HII gas does in the corresponding ionized calculation (only much faster). This would in turn lead the wind bubbles to become severely under-pressured with respect to the simple approximation made here, again in common with the HII regions. Although the effect of winds on such clouds cannot be definitively settled until the dynamics of the hot gas can be modelled accurately, it is unlikely to be as great as that of ionization.

6 CONCLUSIONS

We have simulated the effects of O-star winds on a range of turbulent GMCs, making the simplifying assumption that the winds inject momentum only into the clouds. This simplification is reasonable in the geometries studied here for two reasons. Firstly, because very hot shocked wind gas would easily leak out of the highly non-uniform gas structures produced by turbulence, as does the ionized gas in our previous simulations, greatly reducing the influence of the wind pressure and facilitating cooling. Secondly, the expan-
sion laws of momentum– and pressure–driven wind bubbles in the $\rho \propto r^{-2}$ density profiles exhibited by our clouds are both linear in time, so that even if the wind bubbles were confined by the cold gas, which assumption is made about their driving agent should not greatly affect their behaviour.

Our conclusions may be summarized as follows.

(i) In a given cloud and over a given time period of a few Myr, momentum–driven stellar winds acting alone have a considerably smaller influence than expanding HII regions on both the appearance and the dynamics of the cloud. In particular, winds unbind mass at a substantially slower rate than photoionization, since they are effective only in very dense gas at small size scales. Enhancing the wind momentum fluxes to simulate the action of adiabatic pressure–driven winds produces effects comparable to those of HII regions, but this is unlikely to be physical, since the winds should leak from the clouds in reality.

(ii) The bubbles produced by momentum–driven winds in realistic cloud environments are smaller and smoother than those produced by photoionization, largely owing to the instability of HII region expansion in steep density gradients, such as the $\rho \propto r^{-2}$ profiles which well–characterize the clouds studied here.

(iii) The effects of winds on the star formation process are almost always negative, in the sense of reducing the star formation efficiency, sometimes by factors approaching two. In clouds where winds are able to exert a significant dynamical influence, they are in general more effective in shutting down star formation than are HII regions because they are roughly as good at stopping accretion onto the main star–forming parts of the cloud, but are not as proficient at triggering star formation elsewhere.

(iv) In common with HII regions, the influence of winds is strongly affected by the escape velocity of the host clouds, with the higher–mass and higher–escape velocity clouds being largely immune to the effects of winds.
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