Breaking of Ginzburg-Landau description in the temperature dependence of the anisotropy in the nematic superconductor
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Nematic superconductors are characterized by an apparent crystal symmetry breaking that results in the anisotropy of the in-plane upper critical magnetic field \( H_{c2} \). The symmetry breaking is usually attributed to the strain of the crystal lattice. The nature and the value of the strain are debatable. We perform systematic measurements of the \( H_{c2} \) anisotropy in the high-quality \( \text{Sr}_2\text{Bi}_2\text{Se}_3 \) single crystals in the temperature range \( 1.8 \text{ K} < T < T_c \approx 2.7 \text{ K} \) using temperature stabilization with an accuracy of 0.0001 K. We observe that in all tested samples the anisotropy is weakly temperature dependent when \( T < 0.8T_c \) and smoothly decreases at higher temperatures without any sign of singularity when \( T \to T_c \). Such a behavior is in a drastic contradiction with the prediction of the Ginzburg-Landau theory for the nematic superconductors. We discuss possible reasons for this discrepancy.

PACS numbers: 71.10.Pm, 03.67.Lx, 74.45.+c

Nematic superconductivity has been recently explored in different systems such as doped 3D topological insulators \( \text{Bi}_2\text{Se}_3 \), \( \text{PbTeS}_2 \), (\( \text{PbSe} \),\( \text{Bi}_2\text{Se}_3 \))\( \text{Bi}_2\text{Se}_3 \), few-layer \( \text{NbSe}_2 \), Kagome metal \( \text{Cs}_3\text{VSe}_5 \), \( \text{Bi}_2\text{Te}_3/\text{FeTe}_{0.55}\text{Se}_{0.45} \) heterostructures, and magic-angle twisted bilayer graphene. In the nematic state the three-fold crystalline symmetry of the material is spontaneously broken and a single anisotropy axis arises. Along this axis the in-plane critical magnetic field \( H_{c2} \) has a maximum while in the perpendicular direction \( H_{c2} \) is minimal. The nematicity is experimentally observed not only in the transport and magnetic properties but also in specific heat measurements, nuclear magnetic resonance, scanning-tunneling spectroscopy, and thermal expansion. From the theoretical point of view, the nematic superconductivity is a consequence of the vector nature of order parameter, that can be aligned in a definite direction by some symmetry-breaking field. The origin of the nematicity is now intensively debated in literature.

For archetypical nematic superconductors of doped \( \text{Bi}_2\text{Se}_3 \) family different mechanisms are suggested to explain the nematicity. One possibility is either an initial lattice distortion acquired during the crystal growth or a structural stripeness in distribution of dopant atoms. The distortions arising due to such reasons exist in the sample in a wide temperature range up to room temperature and will be further referred to as external one. Small deviations from the trigonal symmetry observed by high-resolution X-ray diffraction and nematic normal-state magnetoresistance well above \( T_c \) could be considered as confirmations of these mechanisms. The second possibility is a spontaneous formation of the nematicity. In Ref. the existence of the spontaneous uniaxial strain in the superconducting state of the nematic superconductors due to coupling of the superconducting order parameter with elastic deformation was predicted theoretically. This strain turns to zero near \( T = T_c \). The existence of the spontaneous strain is consistent with the recent observations of the rotational symmetry breaking of the specific heat in the in-plane magnetic field in \( \text{Sr}_2\text{Bi}_2\text{Se}_3 \) in the superconducting state and just above the \( T_c \) (possibly due to superconducting fluctuations). Similar observation of the nematicity in the thermal expansion was reported in Ref. Note that neutron scattering experiments did not find any signature of a structural phase transition between 295 and 2 K in \( \text{Cu}_2\text{Bi}_2\text{Se}_3 \) but only small distortions of Bi atoms. We discuss only single-domain crystals since in the multi-domain ones the applied uniaxial strain does not drive the nematicity direction but mainly affects the degree of the nematic anisotropy and aligns different nematic domains.

In this paper we report the results of measurements of the anisotropy of the in-plane upper critical magnetic field \( H_{c2} \) in the temperature range from \( T = 1.8 \text{ K} \) to \( T_c \approx 2.7 \text{ K} \) for several high-quality (single-domain) single crystals of doped topological insulator \( \text{Sr}_2\text{Bi}_2\text{Se}_3 \). We approach the critical temperature with the high accuracy of the temperature stabilization. We observe that the anisotropy of the upper critical field \( H_{c2} \) is weakly temperature-dependent for \( T < 0.8T_c \) and decreases monotonically at higher temperatures. The drop of the anisotropy of \( H_{c2} \) with \( T \) is smooth without any sign of a singularity at \( T \to T_c \) and the anisotropy remains significant (about 2–4) when \( T = T_c \).
The obtained experimental results on the temperature dependence of the anisotropy is inconsistent with predictions of the conventional Ginzburg-Landau (GL) theory for nematic superconductors with two-component vector order parameter [20]. We can not explain them in the framework of the GL theory taking into account either external or spontaneous strain. Our results raise a question on the limits of applicability of the GL approach for a quantitative description of the nematic superconductivity in doped topological insulators.

Samples. In the superconductive doped bismuth selenides family, the Sr$_2$Bi$_2$Se$_3$ is of the highest structural quality, uniformity, and temporal stability. We have grown high-quality crystals of Sr$_2$Bi$_2$Se$_3$ with $x = 0.06$–0.15 using Bridgeman method [16]. Superconducting properties of these materials are weakly dependent on doping level $x$ [17, 21–23]. Our crystals have a perfect morphology, high crystalline quality [16, 17], and almost 100 % superconducting volume fraction [22]. The crystals of doped Bi$_2$Se$_3$ usually consist of several single-crystal domains [12, 14, 16, 24]. In the superconducting state such domains may have different nematicity orientation and even slightly different critical temperature. An accurate study of the effects near $T_c$ requires a pure single-domain selection. We cleaved such single blocks of typical sizes 1–2 mm in the ab crystal plane and 0.1 mm along the c-axis from the same crystals that were used in our previous work [17].

Experimental. The samples have been placed on the insert to the cryostat so that the c-axis of the crystal was perpendicular to the plane of rotation of the magnetic field with $2^\circ$ precision. It was checked previously that such inclination does not affect nematic superconducting properties in Sr$_2$Bi$_2$Se$_3$ [14, 16]. We denote the angle between the current flow direction and the applied magnetic field as $\theta$. Several contacts were glued to the samples from different sides to perform the measurements using standard lock-in technique. The presence of several contacts allows us to vary the direction of the in-basal-plane transport current with respect to the crystal axes. We observe that the angular behavior of the in-plane upper critical magnetic field $H_{c2}$ is independent of the direction of the transport current, in agreement with the previous experiments [16, 17, 25, 26].

We extract the field $H_{c2}$ from the value of the magnetoresistance $R(H)$ measured at fixed temperature. Rotating the sample, we obtain the angular dependence of the magnetoresistance and $H_{c2}(\theta)$. The anisotropy $A_n$ is determined as the ratio of the highest value of $H_{c2}(\theta)$ to the lowest one. Near $T_c$ the upper critical field becomes small and measuring anisotropy with high precision requires a high stabilization of temperature, which was of the order of a few mK or less in our experiments.

Conventional cryogenic experimental systems provide a fast and convenient way to perform magnetotransport measurements at low temperatures with in-situ sample rotation. In such systems the sample is usually cooled by the vaporised $^4$He flow at low pressure. The thermal contact between the sample and the temperature sensor is usually far from perfect. The platform holding the sample rotates with respect to the field and not vice versa. In different positions the platform and the sam-
ple are subject to different configurations of the helium flow. The rotation of the platform may generate additional heat. All these factors contribute to uncertainties in the sample temperature.

In order to achieve the necessary accuracy of the anisotropy measurements in the limit $T \rightarrow T_c$, besides the ordinary PPMS-9 cryostat with rotating sample platform, we implement a home-made system devoid of the above mentioned disadvantages as shown and explained in Section I of Supplemental Material. In this system magnetic field is rotated while the sample is placed in liquid helium. The temperature is stabilized with 0.1 mK precision. The magnetic field was varied from positive to zero field to correct the Hall probe offset.

In order to ensure the selection of the single block sample, we used two indicators (see Fig. 1 a and b): (i) a perfect figure-eight curve of the resistivity versus polar angle in a wide range of temperatures and magnetic fields and (ii) a narrow superconducting transition width (0.1-0.15 K). We choose two directions of the in-plane magnetic field corresponding to minimum ($\theta = 0$) and maximum ($\theta = \pi/2$) values of $H_c2$ and measure the dependence $R(H)$ at different temperatures (see Fig. 1 c and d). We calculate $H_{c2}$ using different criteria $R(H_{c2}) = \beta \cdot R_n$, where $0 < \beta < 1$ and $R_n$ is the resistivity in the normal state, as shown in Figs. 1c and d.

Our main result, the dependence of the anisotropy of the in-plane upper critical field $A_n = H_{c2}(\theta = \pi/2)/H_{c2}(\theta = 0)$ on $T$, is shown in Fig. 1 e. The anisotropy decreases monotonically as the temperature approaches $T_c$. This result is the same for different criteria of the calculation of $H_{c2}$ and is reproduced in different samples, see Fig. 2. Importantly, using $\beta = 0.02$ criterion, that should be close to thermodynamical one, although much increases the noise of $A_n$ data, nevertheless reproduces the decrease of $A_n$ with temperature. We see that the anisotropy of the in-plane critical magnetic field is practically independent of $T$ below 0.8$T_c$. Although we did not perform measurements below 1.8K, the results of Ref. [2] (Fig. 3d) clearly indicate that the anisotropy remains almost constant from 0.3K to 2K. At higher temperatures $A_n(T)$ systematically decreases, e.g. for sample 317c $A_n$ drops from $\approx 5$ at $T = 2.3$ K to $\approx 3.5$ at $T = T_c \approx 2.7$ K (see dashed lines in Fig. 2). The anisotropy does not show any signatures of a singularity or critical behavior.

**Discussion.** The value of $H_{c2}$ can be calculated using a standard GL approach generalized in Ref. [20] for the case of the vector structure of the superconducting order parameter $\eta = (\eta_1, \eta_2)$. The anisotropy of the in-plane critical field $H_{c2}$ results from a rotational symmetry breaking. It is commonly accepted that in the case of doped Bi$_2$Se$_3$ this breaking occurs due to the strain of the crystals [17, 20]. The strain can arise either in the process of the crystal growth or spontaneously [16, 18]. In the GL approach the effect of the strain is characterized by the value $\delta = g_N(u_{xx} - u_{yy})$, where $g_N$ is a proper GL coefficient and $u_{ik}$ are the components of the strain tensor (see Section II of Supplemental Material for more details). The sign of $\delta$ depends on the choice of the axis and further we assume that $\delta > 0$.

For each component of the order parameter we can formally define the upper critical field $H_{c2}^i$ that corresponds to vanishing $\eta_i$, $i = 1, 2$. Following the procedure developed in Ref. [20] we derive

$$
\frac{H_{c2}^2}{H_{c2}^1}(\theta = 0) = \frac{A_\delta}{A_J}, \quad \frac{H_{c2}^2}{H_{c2}^1}(\theta = \pi/2) = A_\delta A_J,
$$

$$
A_J = \sqrt{J_1 + J_4} J_1 - J_4, \quad A_\delta = \frac{A - \delta}{A + \delta}
$$

The parameters $A_J > 1$ and $A_\delta > 1$ since $\delta > 0$. Thus, we can write the final formula for the anisotropy of the upper critical field in the form

$$
A_n = \frac{H_{c2}^2(\theta = \pi/2)}{\max(H_{c2}^1, H_{c2}^2)(\theta = 0)} = \min(A_J, A_\delta).
$$

The obtained formula for $A_n(T)$ is illustrated in Fig. 3. Here we assume that $J_{1,4}$ are independent of $T$. The anisotropy rapidly increases with the approach of temperature to $T^* = T_c [1 - |\delta/A(0)|]$ when $A(0) > 0$, and $A_n(T)$ becomes constant $A_J$ at $T > T^*$.

The experimentally obtained dependence of $A_n$ on $T$, Figs. 1 and 2, evidently differs from the GL prediction, Fig. 3. In derivation of Eq. (2) we assume that the strain is external. If the strain is spontaneous, then $\delta \propto 1 - T/T_c$ [18] and $A_n$ is independent of $T$, which also contradicts the experiment. In general, the coupling
We see that the GL theory cannot describe the drop of the anisotropy of the upper critical field with temperature above $0.8T_c$, shown by dashed lines in Fig. 2. One could suppose that the GL coefficients $J_{1,4}$ depend on $T_c$. In the case $A_\nu = A_\mu$, Eq. (1), the increase of difference $J_1 - J_4$ by the factor four is enough for the decrease of $A_\nu$ from 5 to 2.5. However, such a strong variation of the GL coefficients in the temperature range about 0.4 K below $T_c$ does not seem to have any physical reason and does not arise in a direct calculations of the gradient GL coefficients [28]. The second mechanism of the anisotropy drop near $T_c$ could be a weak non-uniformity of the sample, which becomes important close to $T_c$. The width of the superconducting transition for our samples is about 0.1 K at zero magnetic field and increases with the increase of the applied magnetic field, see Fig. 1 b and c. The resistance near the transition is mainly controlled by the volume fraction $p_n$ of the material in the normal state, which increases with the increase of the magnetic field. However, in the first approximation, this value scales as $p_n = p_n [H/H_{c2}(\theta)]$ which means that the non-uniformity does not strongly affect the anisotropy of $H_{c2}$ in the framework of the GL approach.

Note that the drop of $H_{c2}$ anisotropy with approach to $T_c$ had been observed in the two-band superconductor MgB$_2$ [29]. In Refs. [30, 31] it had been shown that the anisotropy drop occurs due to different scattering of the quasi-particles by impurities in different bands that results in different coherence lengths. In this case, the GL theory is applicable for a quantitative description of the two-band superconductors only in a narrow vicinity of $T_c$. A more detailed study is necessary to confirm or deny this explanation in case of the nematic superconductors.

Another possible explanation of the $A_\nu(T)$ decrease with $T$ could be an influence of the superconducting fluctuations on the resistance near $T_c$. It has been shown in Ref. [32] that the fluctuation contribution to the conductivity is different for different in-plane magnetic field orientations. The fluctuations reduce the resistance along the direction of the maximal critical field stronger than along the perpendicular direction. This effect could be a reason for the decrease of the anisotropy near the critical temperature and fall of the GL calculations. $\Delta T(T_c)$ dependence given in Section III of the Supplemental Material [27] rules out the possible decrease of the anisotropy for $T > 0.8T_c$ due to the broadening of superconducting transition.

Conclusions. We study experimentally the temperature dependence of the anisotropy $A_\nu$ of the in-plane upper critical magnetic field in a typical topological superconductor Sr$_2$Bi$_2$Se$_3$. We observe that $A_\nu(T)$ is practically independent of $T$ below $T \approx 0.8T_c$ and decreases significantly when $T$ approaches $T_c$. Such a behavior can not be understood in the framework of the Ginzburg-Landau theory for nematic superconductivity in doped topological insulators. A revision of the applicability limits of the GL theory for description of the superconductivity in these materials is necessary.

Acknowledgements. The work is supported by the Russian Science Foundation (Grant No. 17-12-01544). R.S.A. acknowledges partial support from the Basic foundation. A.Y.K. and M.I.B. acknowledge partial support from the Basic research program of HSE.
[8] M. Chen, X. Chen, H. Yang, Z. Du, and H.-H. Wen, Science Advances 4, aat1084 (2018).

[9] Y. Cao, D. Rodan-Legrain, J. Park, F. Yuan, K. Watanabe, T. Taniguchi, R. Fernandes, L. Fu, and P. Jarillo-Herrero, Science 372, 264 (2021).

[10] S. Yonezawa, K. Tajiri, S. Nakata, Y. Nagai, Z. Wang, K. Segawa, Y. Ando, and Y. Maeno, Nature Physics 13, 123 (2016).

[11] Y. Sun, S. Kittaka, T. Sakakibara, K. Machida, J. Wang, J. Wen, X.-Z. Xing, Z. Shi, and T. Tamegai, Phys. Rev. Lett. 123, 027002 (2019).

[12] R. Tao, Y.-J. Yan, X. Liu, Z.-W. Wang, Y. Ando, Q.-H. Wang, T. Zhang, and D.-L. Feng, Phys. Rev. X 8, 041024 (2018).

[13] C.-w. Cho, J. Shen, J. Lu, O. Atanov, Q. C. Chen, S. H. Lee, Y. S. Hor, D. J. Gawryluk, E. Pomjakushina, M. Bartkowiak, M. Hecker, J. Schmalian, and R. Lortz, Nat. Comm. 11, 3056 (2020).

[14] I. Kostylev, S. Yonezawa, Z. Wang, Y. Ando, and Y. Maeno, Nat. Comm. 11, 4152 (2020).

[15] T. Kawai, C. G. Wang, Y. Kandori, Y. Honoki, K. Matano, T. Kambe, and G.-q. Zheng, Nat. Comm. 11, 235 (2020).

[16] A. Y. Kuntsevich, M. A. Bryzgalov, V. A. Prudkoglyad, V. P. Martovitskii, Y. G. Selivanov, and E. G. Chizhevskii, New Journal of Physics 20, 103022 (2018).

[17] A. Y. Kuntsevich, M. A. Bryzgalov, R. S. Akzyanov, V. P. Martovitskii, A. L. Rakhanov, and Y. G. Selivanov, Physical Review B 100, 224509 (2019).

[18] R. S. Akzyanov, A. V. Kapranov, and A. L. Rakhanov, Phys. Rev. B 102, 100505(R) (2020).

[19] T. Fröhlich, Z. Wang, M. Bagchi, A. Stunault, Y. Ando, and M. Braden, Phys. Rev. Materials 4, 054802 (2020).

[20] J. W. F. Venderbos, V. Kozii, and L. Fu, Phys. Rev. B 94, 094522 (2016).

[21] Z. Liu, X. Yao, J. Shao, Z. Ming, L. Pi, S. Tan, C. Zhang, and Y. Zhang, Journ. Amer. Chem. Soc 137, 10512 (2015).

[22] A. Almoalem, I. Silber, S. Sandik, M. Lotem, A. Ribak, Y. Nitzav, A. Y. Kuntsevich, O. A. Sobolevskiy, Y. G. Selivanov, V. A. Prudkoglyad, M. Shi, L. Petaccia, M. Goldstein, Y. Dagan, and A. Kanigel, Phys. Rev. B 103, 174518 (2021).

[23] A. Y. Kuntsevich, V. P. Martovitskii, G. V. Rybachenko, Y. G. Selivanov, O. A. Sobolevskiy, and E. G. Chizhevskii, Materials 12, 3899 (2019).

[24] G. Du, Y. Li, J. Schneeloch, R. D. Zhong, G. Gu, H. Yang, H. Lin, and H.-H. Wen, Science China Physics, Mechanics & Astronomy 60, 037411 (2017).

[25] S. Yonezawa, Condensed Matter 4, 2 (2019).

[26] M. P. Smylie, K. Willa, H. Claus, A. E. Koshelev, K. W. Song, W.-K. Kwok, Z. Islam, G. D. Gu, J. A. Schneeloch, R. D. Zhong, and U. Welp, Scientific Reports 8, 7666 (2018).

[27] Supplemental Materials on pages 6-8 of this document

[28] A. A. Zyuzin, J. Garaud, and E. Babaev, Phys. Rev. Lett. 119, 167001 (2017).

[29] V. Braccini, A. Gurevich, J. E. Giencke, M. C. Jewell, C. B. Eom, D. C. Larbalestier, A. Pogrebnyakov, Y. Cui, B. T. Liu, Y. F. Hu, J. M. Redwing, Q. Li, X. X. Xi, R. K. Singh, R. Gandikota, J. Kim, B. Wilkens, N. Newman, J. Rowell, B. Moekly, V. Ferrando, C. Tarantini, D. Marré, M. Putti, C. Ferdeghini, R. Vaglio, and E. Haanappel, Phys. Rev. B 71, 012504 (2005).

[30] A. A. Golubov and A. E. Koshelev, Phys. Rev. B 68, 104503 (2003).

[31] A. Gurevich, Physica C: Superconductivity 456, 160 (2007).

[32] M. Hecker and J. Schmalian, npj Quantum Mater. 3, 26 (2017).
Supplemental materials

In this Supplemental materials we show the experimental setup to measure the anisotropy of the upper critical field with high precision (section I), derive the formula for the anisotropy of the upper critical field within Ginzburg-Landau approach (section II) and analyse the possible effect of superconducting transition broadening with temperature on anisotropy of the upper critical field (section III).

I. HOME-MADE EXPERIMENTAL SETUP

The scheme of the home-made setup is shown in Fig. 4. The sample and thermometer are glued to a small platform at the end of the insert and are positioned inside the glass helium dewar. Highly stable (with the accuracy about 0.1 mK) liquid helium temperature is achieved by continuous pumping of it’s vapor through a controllable pressure valve with a feedback from the Baratron™ capacitance manometer. The magnetic field up to 0.5 T is produced by an electromagnet mounted on a rotating platform. Hall sensor is located outside the outer nitrogen dewar thus it’s readings are independent of He temperature.

II. GINZBURG-LANDAU EQUATIONS

The GL free energy of the nematic superconductor of Bi$_2$Se$_3$ family includes three terms [20]

$$f_{\text{GL}} = f_{\text{hom}} + f_D + f_{SB}. \quad (3)$$

The first term corresponding to a homogeneous state is

$$f_{\text{hom}} = A \left( |\eta_1|^2 + |\eta_2|^2 \right) + B_1 \left( |\eta_1|^2 + |\eta_2|^2 \right)^2 + B_2 |\eta_1 \eta_2 - \eta_1^* \eta_2^*|^2, \quad (4)$$

where $\eta = (\eta_1, \eta_2)$ is a two-component superconducting order parameter, $A = a(T - T_c0) < 0$, $B_1 > 0$, and $B_2 > 0$ are phenomenological GL coefficients. Here $T_{c0}$ is the critical temperature in absence of the strain.

The gradient part of the free energy $f_D$ can be written as [20]

$$f_D = J_1(D_i \eta_\alpha)^* D_i \eta_\alpha + J_2(D_x \eta_\alpha)^* D_x \eta_\alpha + J_4 [ |D_x \eta_1|^2 + |D_y \eta_2|^2 - |D_x \eta_2|^2 - |D_y \eta_1|^2 + (D_x \eta_1)^* D_y \eta_2 \quad (5) + (D_y \eta_1)^* D_x \eta_2 + (D_x \eta_2)^* D_y \eta_1 + (D_y \eta_2)^* D_x \eta_1],$$

where $D_i = -i \partial_i - (2e/c) A_i$ is the gauge-invariant gradient ($\hbar = 1$), $A$ is the vector potential, $J_i$ are the GL phenomenological coefficients, and summation over repeated indices $i = x, y$ and $\alpha = 1, 2$ is assumed. The GL theory with the free energy $f_{\text{GL}} = f_{\text{hom}} + f_D$ describes a superconductivity with a nematic order parameter $Q = (|\eta_1|^2 - |\eta_2|^2, \eta_1^* \eta_2 + \eta_2^* \eta_1)$. All possible directions of the nematicity $n = (\cos \theta, \sin \theta)$ are equally favorable and the value of the upper critical field $H_{c2}$ is independent of the angle $\theta$ between applied magnetic field $H$ and the crystal axis.

Strain is responsible for the third term $f_{SB}$. We assume here for simplicity that the strain is a uni-axial. In this case we have [20]

$$f_{SB} = \delta \left( |\eta_1|^2 - |\eta_2|^2 \right). \quad (6)$$

Here $\delta = g_N (u_{xx} - u_{yy})$, $g_N$ is the coupling constant, and $u_{ik}$ are corresponding components of the deformation tensor. As a result, the degeneracy of the nematicity direction is omitted and the in-plane critical magnetic field acquires the angle dependence, $H_{c2}(\theta)$.

Critical temperature is determined as $T_c = \max(T_+, T_-)$ where $a(T - T_{c0}) \pm \delta(T_{\pm}) = 0$. If $\delta(T_{\pm})$ is finite at the transition temperature then deformation increases critical temperature $T_c = T_{c0} + |\delta/a|$ and changes type of the transition from the second to the first order. If $\delta(T_c) = 0$ vanishes at the critical temperature then there is no effect of the deformation on the critical temperature and the type of the transition.

FIG. 4. Schematics of the cryostat with room-temperature electromagnet. 1 – Helium and nitrogen glass dewars, 2 – electromagnet, 4 – Hall sensor, 5 – angle-measuring potentiometer, 6 – probe stick. Zoom-in shows the sample cell. 7 – copper shield, 8 – sample, 9 – RuO$_2$ thermometer. Smaller zoom-in shows the schematic view of the sample with several silver paste contacts.
A. Calculations

To calculate the upper critical magnetic field \( H_{c2} \) we minimize the free energy and use corresponding linearized GL equations for components of the order parameter. We choose the Landau calibration of the vector-potential, \( \mathbf{A} = (0, 0, A_z) \), in which \( A_z = H(-x \sin \theta + y \cos \theta) \), where \( \mathbf{H} = H(\cos \theta, \sin \theta) \) is the in-plane applied magnetic field. In addition, we should take into account that \( \eta \) is constant in the direction along the magnetic field. After straightforward algebra we obtain

\[
[A + J_1 \partial_{\tau_x}^2 + J_2 D_x D_x^* - J_4 \delta \partial_{\tau_z}^2](\cos 2\theta \tau_x + \sin 2\theta \tau_x) + \delta \tau_x] \eta = 0,
\]

where \( \tau_i \) are the Pauli matrices and \( \partial_{\tau_i} \) is the component of differential operator in the \((x, y)\) plane transverse to the magnetic field direction. The function \( H_{c2}(\theta) \) achieves its maximum or minimum value when \( \theta = 0 \) or \( \pi/2 \) depending on the sign of the magnetic field. Below we consider only these two cases, when Eqs. \((7)\) are decoupled since \( \sin 2\theta = 0 \) for both \( \theta = 0 \) and \( \theta = \pi/2 \).

We introduce position \( \hat{X} = l_b D_{\perp} \) and momentum \( \hat{P} = l_b D_{\perp} \) operators with commutation rule \( [\hat{X}, \hat{P}] = i \) \( \theta = 0 \) or \( [\hat{X}, \hat{P}] = -i \) \( \theta = \pi/2 \), where \( l_b^2 = c/2eH \) is the magnetic length. We rewrite Eq. \((7)\) in the form

\[
(\hat{P}^2 + \omega_1^2 \hat{X}^2)\eta_i = \epsilon_i \eta_i,
\]

\[
\omega_1^2 = \frac{J_1 - J_2 \alpha(\theta)}{J_3}, \quad \omega_2^2 = \frac{J_1 + J_2 \alpha(\theta)}{J_3},
\]

\[
\epsilon_1 = -i l_b^2 \frac{A_{\perp} + \delta}{J_3}, \quad \epsilon_2 = -i l_b^2 \frac{A_{\perp} - \delta}{J_3}.
\]

Here \( \alpha(\theta) = 1 \) if \( \theta = 0 \) and \( \alpha(\theta) = -1 \) if \( \theta = \pi/2 \). Thus, in the considered cases, the linearized GL equations are decoupled and the components of the nematic order parameter \( \eta_1 \) and \( \eta_2 \) are independent. For each component we can formally define the upper critical field \( H_{c2} \) that corresponds to the vanishing component \( \eta_i \). Following a standard procedure \cite{20}, we derive

\[
H_{c2}^1 = \frac{-c(A + \delta)}{2e \sqrt{J_3[1 - J_4 \alpha(\theta)]}}, \quad H_{c2}^2 = \frac{-c(A - \delta)}{2e \sqrt{J_3[1 + J_4 \alpha(\theta)]}}.
\]

Note that \( A < 0, J_1, J_3, J_4 > 0 \), and we suppose that \( \delta > 0 \). We obtain from Eqs. \((11)\)

\[
\frac{H_{c2}^2}{H_{c2}^1}(\theta = 0) = \frac{A_4}{A_J}, \quad \frac{H_{c2}^2}{H_{c2}^1}(\theta = \pi/2) = \frac{A_4 A_J}{H_{c2}^1},
\]

\[
A_J = \frac{J_1 + J_4}{J_1 - J_4}, \quad A_4 = \frac{A - \delta}{A + \delta}.
\]

The parameters \( A_J > 1 \) and \( A_4 > 1 \) since we choose \( \delta > 0 \). Thus, we can write equation for the anisotropy of the upper critical field in the form

\[
A n = \frac{H_{c2}^2(\theta = \pi/2)}{\text{max}(H_{c2}^1, H_{c2}^2)(\theta = 0)} = \min(A_J, A_4).
\]

The dependence of the anisotropy of \( H_{c2} \) on temperature arises due to the temperature dependence of the ratio \( J_4/J_1 \) and of the normalized strain \( \delta/A \). In general, the temperature dependence of the ratio \( J_4/J_1 \) is smooth near \( T_{c0} \), while \( A = a(T - T_{c0}) \) vanishes at \( T_{c0} \) and if \( \delta(T_{c0}) \neq 0 \), then, the normalized strain diverges at \( T = T_{c0} \), \( \delta/A \propto (T - T_{c0})^{-1} \). As a result, the anisotropy increases and reaches the value \( A n = A_J \) at some temperature \( T^* \) below \( T_{c0} \), \( T^* = T_{c0} - |\delta/a| \). However, the normalized strain may be finite at \( T = T_{c0} \) if the coupling constant between the superconducting order parameter and strain becomes zero in the normal state. In this case the temperature dependence of \( A n \) is smooth near the superconducting to normal transition. Therefore, we can extract information about the coupling constant between \( \eta \) and the strain from the dependence of the anisotropy of \( H_{c2} \) on temperature.

III. SUPERCONDUCTING TRANSITION BROADENING

To make sure that the decrease of the anisotropy for \( T > 0.8T_c \) is not caused by the broadening of \( \Delta T \) in the raw data we have performed a 2d-interpolation of resistivity as a function of temperature and magnetic field for max- \( \{\text{fig.5(a)}\} \) and min- \( \{\text{fig.5(b)}\} \) directions, respectively.

![Fig. 5](image-url)

(a) max-\( H_c (\varphi = -90^\circ) \)
(b) min-\( H_c (\varphi = -187^\circ) \)
(c) \( T_c \) vs \( H \) \( (\beta = 0.3) \)
(d) \( \Delta T \) vs \( T_c \)

First we extract from this data \( T_c \) as a function of \( H \) for three different criteria: 10%, 50%, 90% and designate...
those dependencies as $T_c^{(1)}(H)$, $T_c(H)$ and $T_c^{(2)}(H)$, i. e.

\[ R \left( T_c^{(1)}(H), H \right) = 0.1 R_n; \]
\[ R \left( T_c(H), H \right) = 0.5 R_n; \]
\[ R \left( T_c^{(2)}(H), H \right) = 0.9 R_n, \]

where $R_n$ is the resistivity of normal state. $T_c(H)$ dependencies are shown on fig.5(c). We define $\Delta T$ as $T_c^{(2)} - T_c^{(1)}$ and plot $\Delta T$ vs $T_c$ graphs for max- and min-$H_{c2}$ directions on fig.5(d).

It is clearly seen from our data that the transition narrows (i. e. $\Delta T$ decreases) with the increase of the temperature. Moreover, $\Delta T$ for max- and min-$H_{c2}$ directions is almost identical for $T_c(H) > 0.85 T_c(0)$. Therefore, we do not believe that broadening of the transition could affect the anisotropy of the upper critical field.