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Axions and axion-like particles are compelling candidates for the missing dark matter of the universe. As they undergo gravitational collapse, they can form compact objects such as axion stars or even black holes. In this paper, we study the formation and distribution of such objects. First, we simulate the formation of compact axion stars using numerical relativity with aspherical initial conditions that could represent the final stages of axion dark matter structure formation. We show that the final states of such collapse closely follow the known relationship of initial mass and axion decay constant $f_a$. Second, we demonstrate with a toy model how this information can be used to scan a model density field to predict the number densities and masses of such compact objects. In addition to being detectable by the LIGO/VIRGO gravitational wave interferometer network for axion mass of $10^{-9} < m_a < 10^{-11}$ eV, we show using peak statistics that for $f_a < 0.2 M_{\text{pl}}$, there exists a “mass gap” between the masses of axion stars and black holes formed from collapse.

I. INTRODUCTION

The Advanced Laser Interferometry Gravitational wave Observatory (LIGO) has made historic measurements of gravitational waves (GW) from the binary coalescence of black holes \textsuperscript{[1]} and neutron stars \textsuperscript{[2]}. This paves the way for searches for signals from “exotic compact objects” (ECO; see e.g. \textsuperscript{[3–9]}). Axions and axion-like particles \textsuperscript{[10–23]} (which we refer to collectively as simply “axions”) can form such ECO, known as axion stars, which are related to a family of compact scalar field (pseudo)-solitons including Wheeler’s “geons”, boson stars, and oscillatons \textsuperscript{[24–28]}. To have a strong GW signal in LIGO, the ECO must have mass and compactness,

$$C \equiv \frac{GM_\star}{R}, \quad (1)$$

where $M_\star$ is the mass of the object, in a particular range \textsuperscript{[4]}. Simulations have shown that there are known environments in dark matter halos in which non-relativistic axion stars form \textsuperscript{[29–33]}. Any source of large (possibly primordial) density perturbations, or rapid merging and accretion could potentially grow such stars into the range of mass and compactness accessible to LIGO, and even beyond as they collapse to BH or disperse as novae \textsuperscript{[34]}. However, there have not been simulations of the final stages of axion star formation in the full relativistic regime and beyond spherical symmetry, which are required to determine the fate of large axion densities.

In the following we simulate the formation of compact axion stars and BH from some pseudo-random initial conditions using full (3+1) dimensional numerical relativity simulations with GRChombo \textsuperscript{[35]}. Our results can be used to assess axion star formation given some input realisation of the axion density field. We demonstrate this for a toy model density field, using peak statistics to label compact axion stars and BH in the LIGO frequency band.

We remain agnostic about the amount of dark matter (DM) that might be contained in compact axion stars, noting only that it must be relatively small, of order a few percent (see e.g. the compilations of primordial BH constraints in Ref. \textsuperscript{[36–38]}). Given the theoretical uncertainties in formation mechanisms for compact axion stars from axion dark matter, such bounds can easily be consistent with all the dark matter being axions.

We use units $\hbar = c = 1$ and $M_{\text{pl}} = 1/\sqrt{8\pi G}$ is the reduced Planck mass.

II. GRAVITATIONAL WAVES FROM ECOs

In the following we review the description of GWs from ECOs given in Ref. \textsuperscript{[4]}. An ECO is described by two parameters, the mass, $M_\star$, and the compactness, $C$, which together determine the frequency and amplitude of GWs produced in a binary inspiral (the merger and ringdown phase contain more information requiring direct simulation). The orbital period, $P$, is related to the total binary mass, $M_{\text{tot}}$ and semi-major axis, $l$, by Kepler’s third law

$$P^2 = \frac{4\pi^2 l^3}{GM_{\text{tot}}}. \quad (2)$$
FIG. 1. LIGO frequency band for axion stars. The frequency is given by the ISCO frequency, Eq. (6). The compactness $C(M)$ is for non-interacting oscillatons, which is a good description of stable axion stars. Assigning a luminosity distance to binaries, the minimum compactness is found from the results of Ref. [4]. Axion stars detectable by LIGO must have $C \gtrsim 0.02$ and axion mass $m_a \approx 10^{-10} \text{eV}$.

The frequency, $f$, of gravitational wave emission is twice the orbital frequency, $\nu = 1/P$, and hence is given by

$$f = \sqrt{\frac{GM_{\text{tot}}}{\pi^2 l^3}}. \quad (3)$$

The innermost stable circular orbit, ISCO, determines the end of the inspiral phase, and the beginning of the merger phase. For a blackhole binary, the ISCO is given by

$$R_{\text{ISCO}}^{\text{BH}} = 6GM_{\text{tot}}. \quad (4)$$

For an ECO, the ISCO is modified by the variable compactness:

$$R_{\text{ISCO}}^{\text{ECO}} = \frac{3GM_{\text{tot}}}{C}. \quad (5)$$

Hence the typical frequency, $f_{\text{ISCO}}^{\text{ECO}}$, of two merging ECO is

$$f_{\text{ISCO}}^{\text{ECO}} = \frac{C^2}{3^2 \pi GM_{\text{tot}}}. \quad (6)$$

For blackholes, the maximum frequency for gravitational wave emission at the end of the inspiral is given by numerical relativity, and is defined as $f = (1 + \Delta)f_{\text{ISCO}}^{\text{BH}}$. $\Delta$ is a correction term computed in post-Newtonian approximation [39], and is dependant of the mass ratio and spins of the blackholes. In the parameter range where the post-Newtonian approximation is valid, it was found that $\Delta = O(1)$, although we only expect this to hold for relatively compact objects with $C$ within a factor of a few of BH. With this knowledge, for the discussion we deem it adequate to take Eqn. (6) as the typical frequency of gravitational wave emission.

The LIGO noise-power spectral density is minimized between 50 Hz and 1000 Hz. Placing the frequency in Eq. (6) in the LIGO band gives the range of $M$ and $C$. For BH we find the benchmark mass for LIGO of $M_{\star} \approx 10M_\odot$ stellar mass BH, while for LISA one finds sensitivity to supermassive BHs, $M_{\star} \approx 10^3 - 10^7M_\odot$. Ref. [4] considered the signal to noise for ECO binary mergers in the LIGO band, and found that for events within a given luminosity distance $D_L$ there is a minimum value of $C$ at any given mass to give an event with large signal to noise.

Fig. 1 shows the results of Ref. [4] for the minimum compactness for different luminosity distances together with the $C(M)$ relation for axion stars determined from spherically symmetric numerical GR [34, 40]. Axion stars detectable by LIGO must have $C \gtrsim 0.02$ and axion mass $m_a \approx 10^{-10} \text{eV}$, implying that the axion stars are of approximately solar mass.

III. AXION STAR FORMATION

Axion stars giving rise to potential GW inspiral signals in LIGO have high compactness, and are thus relativistic objects. If axion stars can reach such high compactness, they could also surpass their maximum stable mass, entering the unstable region in the “phase diagram” [34, 11, 12], either collapsing to a BH or dispersing in a nova, depending on the axion “decay constant”, $f_a$.

A. Initial Conditions

We consider an initial state of energy density in the axion field characterised by a single momentum scale, $k_\star$, in a superposition of waves in $(x, y, z)$:

$$\phi = \varphi \left[ \cos k_\star x + \cos k_\star y + \cos k_\star z \right]. \quad (7)$$

The waves have initially zero velocity, $\dot{\phi} = 0$. We impose periodic boundary conditions on our computational domain, and hence the initial condition is that of a superposition of waves that is not spherically symmetric, but possesses a 6-fold discrete permutation symmetry. This breaks spherical symmetry for the density peak, allowing us to investigate the effects of anisotropy while keeping the parameter space sufficiently small so that we can scan through them with available computational resources. This initial condition represents a locally overdense region dominated by the axion energy density, and hence is decoupled from the Hubble flow.
\[ \bar{\rho} = \frac{M}{L^3} , \]  

By a choice of units, the axion mass \( m_a \) can be scaled out of all our simulations; units can be easily restored to set the physical mass of the compact objects formed. To achieve this scaling, we chose  
\[ M = 0.27 \dot{M} \left( \frac{10^{-10} \text{eV}}{m_a} \right) M_\odot \]  

where \( M_\odot \) is the solar mass. Meanwhile, for small \( \tilde{L} < (\phi/f_a) \) the gradient term dominates. Fig. 2 shows the initial conditions for the smallest \( \tilde{L} \) we simulated and for \( f_a = 0.5 M_{pl} \). All of our numerical simulations had initial conditions where potential energy dominated.

Finally, we can compute the average energy density of the simulation domain via

\[ \bar{\rho} = \frac{M}{L^3} , \]  

and hence the “local” Hubble constant \( H_{\text{local}}^2 = \frac{1}{2M^2_{pl}} \bar{\rho} \) which is \( H_{\text{local}} \sim m_a \). We emphasise that this is not related to the “global” Hubble constant, since we are simulating a local overdense region.

Our simulations begin at an arbitrary dimensionless time, and we should ask how this is related to the cosmic time. In our simulations, we are evolving an axion dominated overdense local patch that is much smaller than the current Hubble radius, thus it is assumed that the expansion of the Universe and the presence of any fluctuation in energy density of non-axion components can be neglected. Thus, a fluctuation of any amplitude in our simulations will collapse, and cosmologically we cannot relate this to the collapse threshold for a given redshift.

A perturbation mode of co-moving wave number \( k \) with frequency \( \omega^2(a) = (k/a)^2 + m_a^2 \) will begin to evolve when \( \omega(a) > H(a) \). Consider a co-moving mode \( k_{\text{cm}} \) which re-enters the horizon at time \( a_{\text{ret}} \), \( k_{\text{cm}} = a_{\text{ret}} H(a_{\text{ret}}) \). Furthermore, if \( H(a_{\text{ret}}) < m_a \), then the mode will collapse only at time \( a_{\text{osc}} > a_{\text{ret}} \) where \( H(a_{\text{osc}}) \approx m_a \), i.e. when the mode is subhorizon. In our simulations, our box size is set to \( L = 2 \pi m_a / k_s \) where \( k_s \) is a physical scale and related to the co-moving wave vector \( k_{\text{cm}} \) by an arbitrary scale factor \( a \).

From our choice of dimensionless units, this means that the physical length \( k_s^{-1} = (L/2\pi)m_a^{-1} \). As will be described in section 11B, we take \( \tilde{L} = O(16 \sim 128) \) in our simulations, and hence \( k_s < m_a \), which satisfies the condition for subhorizon collapse above.

### B. Numerical Simulations

We simulated collapse of a massive scalar field, \( \phi \), with an axion potential in numerical relativity, using GRCHONMO 43. Details of the numerical scheme can be found in App. 13. We probed a three dimensional “phase diagram”, summarised in Fig. 3, to investigate how collapse differed whilst varying initial mass \( M \), length scale of the axion waves \( \tilde{L} \), and decay constant \( f_a \). In the
following sections we will explore the different types of structure that can be formed according to the parameters of the “phase diagram”, as well as commenting on the technical limitations that we faced.

To explore the possible “phase diagram” of initial conditions for axion star collapse, we choose three length scales of the axion waves $\tilde{L} = 16, 64, 128 \, m_\text{a}^{-1}$, two decay constants $f_a = 5.0, 0.5 \, M_\odot$ and four initial total box masses $M = 2.14, 1.34, 1.07, 0.80 \, M_\odot \, (10^{-10} \, \text{eV} \, m_\text{a}^{-1})$. These initial conditions were chosen so that we can form a range of final structures: axion stars and black holes, like those found in Ref. [34, 41]. We fix our boundary conditions to be periodic.

We used varying adaptive mesh refinement (AMR) conditions based on the length scale, $\tilde{L}$, of the axion wave (discussed in App. B 3 in more detail). Each AMR level had a refinement ratio of two, with the coarsest grid set at a resolution of 64$^3$. Convergence and stability of the simulations is discussed in App. B 4.

App. B 4 has a complete discussion on the initial conditions used. To summarise we calculate the initial value of trace of the extrinsic curvature, $K$, using

$$K = -\sqrt{24\pi G \langle \rho \rangle}, \quad (14)$$

where $\langle \rho \rangle$ average initial energy density. The conformal factor, $\chi$, was calculated using a relaxation procedure until we reached a relative Hamiltonian constraint violation, $H$

$$H \equiv \frac{H_{\text{center}}}{16\pi G \rho_{\text{center}}}, \quad (15)$$

of $\mathcal{O}(0.1\%)^3$. The larger the length scale of the axion waves, the more numerically expensive the simulations were to perform due to an increase in the time scale of collapse, and a need for more refinement layers to track formation and the evolution of the resulting structure.

Blackhole formation is identified using a spherical horizon finder and the formation of an axion star was identified using an “axion star location” script, which is detailed in App. B 7.

C. Axion Star Formation and Evolution

Our simulations with initial conditions $M \leq 1.34 \, M_\odot \, 10^{-10} \, \text{eV} \, m_\text{a}^{-1}$ resulted in axion star formation (see Fig. 3). To compute the mass, $M_*$, of the axion stars, we use Eqn. (8), with the radius $R$ computed to be such that $\rho(R) = 0.05 \rho_{\text{max}}$ — this is a good approximation since the axion star spheroidizes rapidly.

During the course of the evolution the axion stars were found to be stable (i.e. they do not disperse nor collapse into a BH), sphalerizing rapidly leaving only a dominant radially perturbative mode (see Fig. 4). Fig. 5 shows the variation of the radius of axion stars over time generated from spherically symmetric initial data [34, 40]. The radial variation in the spherically symmetric case is long lived, and the computational cost of evolving the stars to their final end-state (presumably an an unexcited star) is prohibitive. For $f_a = 5.0 \, M_\odot$ the radial variation presented in Fig. 4 is negligible for both masses shown. When lowering $f_a$ to $0.5 \, M_\odot$ it can be seen that the most massive axion star collapses to a blackhole, however for the less massive axion star a radial variation with a period of $300 \, m_\text{a}^{-1}$ develops. The radial variation shown here has a longer period compared to the most massive case for $\tilde{L} = 16$, and shorter compared to $\tilde{L} = 64$. We conclude that the variation in radius of the stars from our formation process comes dominantly from decaying radially perturbative modes.

As has been shown in Ref. [3], ground state axion stars span a family parameterized by the compactness parameter $C$. When studying the compactness of axion stars formed by our collapse process vs this family, it can be seen that these formed stars oscillate around this family, hence represents stable stars. This can be seen in Fig. 4.

Finally, we compute the efficiency of the axion star formation process, which is defined as

$$\text{Efficiency} = \frac{\text{Total Initial Mass}}{\text{Mass captured in AS}} \quad (16)$$

This is measured to range from 0.5 for $\tilde{L} = 128$ to 0.8 for $\tilde{L} = 16$. In other words, a large fraction of the initial mass forms the axion star. Since our simulation domain is periodic, and hence “free scalar field energy” has no place to disperse, we might worry that this may be due to a significant reabsorption. We observed that the axion star formed in $\mathcal{O}(10)$ “box crossing” times and if reabsorption of the scalar field was big, we should see a modulation in $\phi$ at 10 times that frequency, which we do not. Hence we surmise that reabsorption is small and expect that while in a dispersive environment the efficiency will be lower, it will not be significantly lower.

D. Black Hole Formation

Meanwhile, our simulations show that initial conditions with $M = 2.14 \, M_\odot \, 10^{-10} \, \text{eV} \, m_\text{a}^{-1}$ resulted in black hole formation (see Fig. 3). This is consistent with the “phase diagram” presented in Ref. [34, 41]. Similar to the axion star formation process, we found that the efficiency of black hole formation was $\mathcal{O}(1)$.

E. Dispersion Regime

As shown in the phase diagram constructed in Ref. [34, 41], there exists “dispersal regions” where the axion star

\footnote{During the relaxation routine the value of $H$ and $\rho$ at the centre of the simulation was also the max value of those variables}
is not stable and disperses into scalar radiation. This occurs in regions with sufficiently low $f_a$ and $M$. Due to the periodic domain, dispersed scalar fields will eventually fall back into a (possibly dispersing axion star), and hence we cannot probe this possibility. Instead we use the phase diagram constructed in Ref. [34, 41] for the analysis that follows.

IV. AxiON STARS AND GRAVITATIONAL WAVES

Relativistic axion stars with high compactness can emit sufficiently strong GW signals which makes them possible targets of gravitational wave detectors. In this section, we will explore this possibility.

The phase diagram of Ref. [34] suggests that, for each value of $f_a$ below the “triple point”, $f_{TP} \approx 0.2 M_{pl}$, there are three phases of axion star: low mass stars are stable; those above a first critical mass, $M_{disp}$, are unstable to emission of relativistic axion waves; those above a second critical mass, $M_{BH}$, collapse to BHs. Above the triple point, the dispersal phase no longer exists, and compact objects form for all masses. Our numerical simulations have verified that this same picture applies to the “cosmological” initial conditions of Eqn. (7).

A. Cosmological Formation of Axion Stars

Axion stars are the (quasi-)stable end point of gravitational collapse of the axion field, and in simulations of dark matter structure formation have been observed to form in diverse conditions [33, 46, 47].

Non-relativistic axion stars are observed to form in simulations with coherent initial conditions, where they condense via monolithic collapse as the first generation of axion DM halos, with a population expected to inhabit the centres of all halos [32, 46, 48]. These axion stars form from the small ($\sim 10^{-5}$) amplitude adiabatic curvature fluctuations which dominate the Universe on large scales, with the coherent initial conditions provided if Peccei-Quinn symmetry is broken during inflation. Cosmological simulations of this formation mechanism have only been performed for ultralight axions with $m_a \approx 10^{-22}$ eV. The corresponding axion stars in dwarf galaxies are too heavy to be relevant for LIGO. The formation mechanism, however, is expected to be operative for all axion masses in all dark matter halos [49], potentially leading to relativistic cores in some region of parameter space.

Recently, axion stars were also shown to condense from highly incoherent initial conditions [33]. This mechanism is expected to be active in axion “miniclusters” [50–53], and indeed throughout any axion dark matter halo, potentially leading to spontaneous axion star formation. Ref. [33] proposes a growth rate that could make these axion stars reach relativistic masses if it does not quench. Mergers of such axion stars could also lead to mass increase.

Non-relativistic simulations like these provide realisations of the axion field with axion star locations. Dense peaks of this field will require individual relativistic simulations, and the evolution should resemble the cases that we have studied in the present work. In this model, the axion star population builds up over time in an astro-
FIG. 4. Evolution of the mass-radius relation of all simulations whose end state was identified as an axion star. The reference line in the plots is the mass radius relation for an unexcited axion star, and the points on top indicate the evolution of the observed star forming. The evolution in time of the mass-radius relation is indicated by the colour of the point, with the darkest points being the earliest in the evolution and the lightest points being the end of the evolution. Additionally the start point of the evolution is indicated by an 'S'. The mass radius relation fluctuates significantly over time, varying in a decaying way around the unexcited star value. This process is attributed to the formed stars having radial perturbative modes. Outliers on these graphs are due to the axion star finder, outlined in App. [37].
FIG. 5. Variation of the axion star radius over time for spherically symmetric initial data Ref. [34, 40]. For \( f_a = 5.0\,M_{\text{pl}} \) the radial variation is negligible for both masses shown. When lowering \( f_a \) to \( 0.5\,M_{\text{pl}} \) it can be seen that the more massive axion star collapses to a blackhole, however for the less massive axion star a radial variation with a period of \( 300\,m_a^{-1} \) develops. The radial variation shown here has a longer period compared to the most massive case for \( \tilde{L} = 16 \), and shorter compared to \( \tilde{L} = 64 \).

like this toy example (e.g. density field and axion star location inside a DM halo), we can calculate the mass distribution of axion stars and BH formed by the extreme peaks by analogy to the theory of critical collapse for BHs, and to the Press-Schechter theory of cosmological structure formation.

The peak statistics are determined by thresholding the field, and are classified using a two pass connected component clustering algorithm, see App. A. We partition the distribution for \( \tilde{M}_\star(\tilde{f}_a) \) according to the critical masses \( M_{\text{disp}} \) and \( M_{\text{BH}} \) in the phase diagram [34]. In our numerical simulations, due to the construction with periodic boundary conditions and an isolated fluctuation, fluctuations of all amplitudes leading to axion stars with radius smaller than the box size will eventually collapse under self-gravity. Thus we cannot determine the critical threshold for axion star collapse. However, we are only interested phenomenologically in the densest, and thus most massive stars, and so we threshold our field for a minimum compactness of the final axion star assuming that at least these most compact objects successfully collapse.

Fig. 7 and Fig. 8 apply such a thresholding and labelling to a statistically representative realisation of the toy model field of Fig. 6, taking only the one percent densest peaks. The labelled peaks span from axion stars, to a mix of axion stars and blackholes, to primarily blackholes depending on the field variance. Lowering \( f_a \) below \( f_{\text{TP}} \) results in the formation of a mass gap of objects. In particular, as \( f_a \) dips below the triple point at \( f_{\text{TP}} = 0.2\,M_{\text{pl}} \), a mass gap appears between the masses of formed axion stars and black holes. This mass gap is a characteristic feature of axion stars, hence the observation of a mass gap in the power spectrum of compact objects is a clear method of identifying the existence of axions in the universe.

We can also estimate the frequency of gravitational
FIG. 7. Left panel: Peaks of the toy model density field are assigned masses as axion stars and black holes according to the location on the phase diagram with \( f_a = 0.5 \, M_{\text{pl}} \). Right panel: Using Eqn. (6) and the \( C(M) \) relation for axion stars, we calculate the gravitational wave frequencies for axion star and BH equal mass binary mergers.

FIG. 8. Peaks of the toy model density as Fig. 7 with \( f_a = 0.5 \, M_{\text{pl}} \) (left panel) and \( f_a = 0.1 \, M_{\text{pl}} \) (right panel). Note that as \( f_a \) dips below the triple point Ref. [34], a dispersal gap appears between the formation of black holes and axion stars.

waves emitted by an axion star-axion star or BH-BH binary merger using Eq. (6). Assuming binary mergers from the density field simply takes the field statistics as representative: no merger rate is calculated. Fig. 7 shows the frequencies with an axion mass of \( m_a \approx 10^{-10} \text{ eV} \). We observe that, for this distribution of peaks, axion star binary coalescence, as well as BH-BH binary coalescence from collapsed axion stars fall in the LIGO band.

V. DISCUSSION

It is important to note that only a small fraction of the DM density should be contained in axion stars and primordial BH. It is still an intriguing possibility that some GW events detectable by LIGO might be due to primordial BH, and the the distribution of GW events could be used to confirm this [54]. Similarly, GW events and their distribution could confirm the existence of a fraction of DM in axion stars and BH formed from their collapse [55, 56].

Recent work with scalar compact objects head on mergers [5, 7, 40, 57] indicates distinctions in the gravitational wave signal with respect to blackholes. If these distinctions also exist in binary coalescence (see [58] for boson star inspirals), a single GW event could be a smoking gun for the existence of axion stars. The end state mass spectrum from a number of such events could be used to determine the axion decay constant.

One possible mechanism to form compact axions stars in the early Universe is to enhance the axion power spectrum, \( \langle \delta \phi(k) \delta \phi(k') \rangle \), on small scales, similarly to pro-
duction methods for primordial black holes (see Ref. [61] and references therein). Such enhanced axion fluctuations on small scales arise generically in models of inflation in which the radial mode of the Peccei-Quinn field evolves as a spectator, leading to a strongly blue axion spectrum [62, 63].

Unfortunately, under standard cosmological assumptions such a power spectrum cannot form compact axion stars. A fluctuation in the axion field at early times is isocurvature (since the axions are subdominant compared to the radiation). During the radiation epoch, the linear transfer function of isocurvature overdensities is close to unity [64]. This implies that, between the time the axion field becomes non-relativistic, \( H(\alpha_{osc}) \approx m_a \), and matter-radiation equality, \( a_{eq} \), the field fluctuation is redshifted as \( \delta \phi \sim a^{-3/2} \). For the axion masses of interest, \( m_a \approx 10^{-10} \text{ eV} \) \( \Rightarrow \alpha_{osc}/a_{eq} \approx 10^{-14} \), giving huge redshift factors.

Collapse of primordial fluctuations could occur during a putative early matter dominated phase [65, 66] (as expected in supersymmetric models, e.g. Refs. [67, 68]), or during reheating if the equation of state is in the correct regime. Study of collapse of axion stars during such a period, or from primordial curvature perturbations in the radiation era, requires additional simulations that account for the background fluid in addition to the axion scalar field. This interesting possibility, incorporating fluids into GRChombo, will be the subject of future study.

An axion star in the LIGO band requires \( m_a \approx 10^{-10} \text{ eV} \). The QCD axion with this mass has \( f_a \approx 10^{16} \text{ GeV} \), which could possibly be detected directly by ABRACADABRA [69] or CASPEr [70]. However, with this low value of \( f_a \), axion stars cannot reach the required high compactness before becoming unstable. This leads to the interesting conclusion that any future observation of GWs from axion stars would imply the existence of contributions to the axion spectrum beyond QCD, and could thus lend support to the idea of a “String Universe” [71] or other non-standard axion scenarios [72].
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Appendix A: Two Pass Connected Component Labelling

The connected component labelling (CCL) procedure assigns a unique label to a set of connected target pixels in a binary image [76]. We can construct a binary image from an 2D array, in our case the energy density of the \( \phi \) field generated by our toy power spectrum, by assigning a 0 to all elements in the array that are below a cutoff threshold, and a 1 to all those that are above. A subset of the binary image is called connected if for any two points \( P \) and \( Q \) of the subset there exists a sequence of points \( P = P_0, P_1, P_2, \ldots, P_n = Q \) such that \( P_i \) is a neighbour of \( P_{i-1} \). The definition of a connection relies on that of a pixel's neighbourhood, if this includes 4 neighbours it is said to be 4-connected, and if it includes 8 neighbours it is said to be 8-connected Ref. [78].

We use a specific group of CCL, known as two-pass algorithms, to label peaks. Two pass complete labelling in two scans: during the first scan they assign provisional labels to pixels and record label equivalencies. Label equivalencies are the resolved during or after the first scan. During the second scan, all equivalent labels are replaced by their representative label [79, 80]. We use a two-pass algorithm that use 4-connected to define a connection. Algorithmically, we did the following:

```
loop p
  if p > 0 then
    if p above !=0 and p left =0 then
      pl = pl above
    else if p above =0 and p left !=0 then
      pl = pl left
    else if p above !=0 and p left !=0 then
      pl = min(pl above, pl left)
    record pl dependancy
  else
    pl = new label
```

where \( p \) is a pixel, \( pl \) is a pixel label, and \( \text{min} \) is a function that chooses the minimum of two values. The label equivalencies were then processed such that consecutive labels where generated, and then a second pass would the replace all equivalent labels. This algorithm provides a description of how the peaks where labelled. The Numpy [75] CCL algorithm was used for the analysis presented in this paper.

Appendix B: GRChombo code

This appendix summarises the key features of the numerical relativity code GRCHOMBO. For a more full discussion see Ref. [45], and the GRCHOMBO website at [http://grchombo.org](http://grchombo.org), which includes links to movies of simulations using the code.
1. Numerical implementation

GRChombo is a multi-purpose numerical relativity code, which is built on top of the open source Chombo framework. Chombo is a set of tools developed by Lawrence Berkeley National Laboratory for implementing block-structured AMR in order to solve partial differential equations [81]. The key features of Chombo are:

- **C++ class structure**: Chombo is primarily written in the C++ language, using the class structure inherent in that language to separate the various evolution and update processes.

- **Adaptive Mesh Refinement**: Chombo provides Berger-Oliger style [82] [83] AMR with Berger-Rigoutsos [84] block-structured grid generation. Chombo supports full non-trivial mesh topology – i.e. many-boxes-in-many-boxes. The user is required to specify regridding criteria, which is usually based on setting a maximum threshold for the change in a variable across a gridpoint.

- **MPI scalability**: Chombo contains parallel infrastructure which gives it the ability to scale efficiently to several thousand CPU-cores per run. It uses an inbuilt load balancing algorithm, with Morton ordering to map grid responsibility to neighbouring processors in order to optimize processor number scaling.

- **Standardized Output and Visualization**: Chombo uses the HDF5 output format, which is supported by many popular visualization tools such as VisIt. In addition, the output files can be used as input files if one chooses to continue a previously stopped run – i.e. the output files are also checkpoint files.

The key features of GRChombo are:

- **BSSN formalism with moving puncture**: GRChombo evolves the Einstein equation in the BSSN formalism with scalar matter. Singularities of black holes are managed using the moving puncture gauge conditions [85] [86]. These evolution equations and gauge conditions are detailed further below. There is an option to turn on CCZ4 constraint damping terms if required, but this was not used in this work.

- **4th order discretisation in space and time**: We use the method of lines with 4th order spatial stencils and a 4th order Runge-Kutta time update. We use symmetric stencils for spatial derivatives, except for the advection derivatives (of the form $\beta^i \partial_i F$) for which we use one-sided/upwinded stencils. In Ref. [85] it was shown that the convergence is approximately 4th order without regridding, but reduces to 3rd order convergence with regridding effects.

- **Kreiss-Oliger dissipation**: Kreiss-Oliger dissipation is used to control errors, from both truncation and the interpolation associated with regridding.

- **Boundary conditions**: We use either periodic boundaries or Sommerfeld boundary conditions [87], which allow outgoing waves to exit the grid with minimal reflections. For many simulations, the AMR ability allows us to set the boundaries far enough away so that reflections do not affect the results during simulation time. In this work only periodic boundary conditions were used.

- **Initial Conditions**: In principle any initial conditions can be used, for example, where solutions to the constraints have been found numerically, these can be read into the grid using a simple first order interpolation. Note that GRChombo itself does not currently solve the constraints for the initial conditions, although it can be used to relax the Hamiltonian constraint for the value of the conformal factor $\chi$ where the other variables are assumed to solve the momentum constraint and admit solutions consistent with the boundary conditions.

- **Diagnostics**: GRChombo permits the user to monitor the Hamiltonian and momentum constraint violation, find spherically symmetric apparent horizons, extract gravitational waves and calculate ADM mass and momenta values.

2. Gauge choice

GRChombo uses the BSSN formalism [88][90] of the Einstein equation in 3+1 dimensions. This is similar to the more well known ADM decomposition [91], but is more stable numerically. The 4 dimensional spacetime metric is decomposed into a spatial metric on a 3 dimensional spatial hypersurface, $\gamma_{ij}$, and an extrinsic curvature $K_{ij}$, which are both evolved along a chosen local time coordinate $t$. Since one is free to choose what is space and what is time, the gauge choice must also be specified. The line element of the decomposition is

$$ds^2 = -\alpha^2 dt^2 + \gamma_{ij}(dx^i + \beta^i dt)(dx^j + \beta^j dt),$$

where $\alpha$ and $\beta^i$ are the lapse and shift, the gauge parameters. These parameters are specified on the initial hypersurface (see below) and then allowed to evolve using gauge-driver equations, in accordance with the puncture gauge [85] [86], for which the evolution equations are

$$\partial_t \alpha = -\mu \alpha K + \beta^i \partial_i \alpha,$$

$$\partial_t \beta^i = B^i,$$

$$\partial_t B^i = \frac{3}{4} \partial_i \Gamma^i - \eta B^i,$$

where the constants $\eta$, of order $1/M_{ADM}$, and $\mu$, of order 1, may be varied by the user to improve stability. The
asymptote to a fixed radius within the event horizon, the effect of the moving puncture gauge is to avoid resolving the central singularity of any black hole that may form. It was shown that in this gauge the central gridpoints asymptote to a fixed radius within the event horizon, the so-called “trumpet” solution described in Ref. [2]. Thus explicit numerical excision of the central singularity is not required. While constraint violation may occur at the central point due to taking gradients across the puncture, these remain within the horizon and do not propagate into the outside spacetime.

3. Evolution equations

In GRChombo the induced metric is decomposed as

$$\gamma_{ij} = \frac{1}{\chi} \tilde{\gamma}_{ij}, \quad \det \tilde{\gamma}_{ij} = 1 \quad \chi = (\det \gamma_{ij})^{-\frac{1}{3}}. \quad (B5)$$

The extrinsic curvature is decomposed into its trace, $K = \gamma^{ij} K_{ij}$, and its traceless part $\tilde{\gamma}^{ij} \tilde{A}_{ij} = 0$ as

$$K_{ij} = \frac{1}{\chi} \left( \tilde{A}_{ij} + \frac{1}{3} K \tilde{\gamma}_{ij} \right). \quad (B6)$$

The conformal connections $\tilde{\Gamma}^i = \tilde{\gamma}^{jk} \tilde{\Gamma}_{ij}^k$, where $\tilde{\Gamma}_{ij}^k$ are the Christoffel symbols associated with the conformal metric $\tilde{\gamma}_{ij}$. The evolution equations for BSSN are then

$$\partial_t \chi = \frac{2}{3} \alpha \chi K - \frac{2}{3} \chi \partial_k \beta^k + \beta^k \partial_k \chi, \quad (B7)$$

$$\partial_t \tilde{\gamma}_{ij} = -2 \alpha \tilde{A}_{ij} + \gamma_{ij} \partial_k \beta^k + \tilde{\gamma}_{ij} \partial_i \partial_j \beta^k - \frac{2}{3} \gamma_{ij} \partial_k \beta^k + \beta^k \partial_k \tilde{\gamma}_{ij}, \quad (B8)$$

$$\partial_t K = -\gamma^{ij} D_i D_j \alpha + \alpha \left( \tilde{A}_{ij} \tilde{A}^{ij} + \frac{1}{3} K^2 \right) + \beta^i \partial_i K + 4\pi G \alpha (\rho + S), \quad (B9)$$

$$\partial_t \tilde{A}_{ij} = \left[ -D_i D_j \alpha + \chi \alpha (R_{ij} - 8\pi G \alpha S_{ij}) \right]^{TF} + \alpha (K \tilde{A}_{ij} - 2 \tilde{A}_{i k} \tilde{A}^{kj}) + \tilde{A}_{ik} \partial_j \beta^k + \tilde{A}_{kj} \partial_i \beta^k - \frac{2}{3} \tilde{A}_{ij} \partial_k \beta^k + \beta^k \partial_k \tilde{A}_{ij}, \quad (B10)$$

$$\partial_t \tilde{\Gamma}^i = 2 \alpha \left( \tilde{\gamma}^{jk} \tilde{A}^{ik} - \frac{2}{3} \tilde{\gamma}^{ij} \partial_k K - \frac{2}{3} \tilde{A}^{ij} \partial_i \chi \right),$$

$$-2 \tilde{A}^{ij} \partial_j \alpha + \beta^k \partial_k \tilde{\Gamma}^i + \tilde{\gamma}^{ij} \partial_i \partial_j \beta^k + \frac{1}{3} \tilde{\gamma}^{ij} \partial_j \partial_i \beta^k + \frac{2}{3} \tilde{\Gamma}^i \partial_k \beta^k - \tilde{\Gamma}_{ij} \partial_k \beta^j - 16\pi G \alpha \tilde{\gamma}^{ij} S_{ij}. \quad (B11)$$

The scalar field matter evolution equations are

$$\partial_t \phi = \alpha \Pi_{M} + \beta^i \partial_i \phi, \quad (B12)$$

$$\partial_t \Pi_{M} = \beta^i \partial_i \Pi_{M} + \alpha \partial_i \partial_j \phi + \partial_i \phi \partial^i \alpha \quad (B13)$$

$$+ \alpha \left( K \Pi_{M} - \gamma^{ij} \tilde{\Gamma}_{ij}^k \partial_k \phi + \frac{dV}{d\phi} \right), \quad (B14)$$

where the second order Klein Gordon equation has been decomposed into two first order equations as is usual.

The stress energy tensor for a single scalar field is

$$T_{ab} = \nabla_a \phi \nabla_b \phi - \frac{1}{2} g_{ab} (\nabla_c \phi \nabla^c \phi + 2V), \quad (B15)$$

and the various components of the matter stress tensor are calculated from this as

$$\rho = n_{a} n_{b} T^{ab}, \quad S_i = -\gamma_{ia} n_{b} T^{ab}, \quad$$

$$S_{ij} = \gamma_{ia} \gamma_{jb} T^{ab}, \quad S = \gamma^{ij} S_{ij}. \quad (B16)$$

The Hamiltonian constraint is

$$\mathcal{H} = R + K^2 - K_{ij} K^{ij} - 16\pi G \rho. \quad (B17)$$

The momentum constraint is

$$\mathcal{M}_i = D^j (K_{ij} - \gamma_{ij} K) - 8\pi G S_i. \quad (B18)$$

4. Constructing Initial data

We construct our initial data in the same was as in Ref. [23], however the key details of the method are reproduced here for convenience. We choose $\alpha = 1$ and $\beta_i = 0$ and hence on the initial hypersurface the initial gradient energy is

$$\rho_{\text{grad}} = \frac{1}{2} \gamma^{ij} \partial_i \phi \partial_j \phi \quad (B19)$$

We also introduce the notation for the kinetic term

$$\eta = \frac{1}{\alpha} (\partial_i \phi - \beta^i) \quad (B20)$$

Which is zero on our initial hypersurface. Hence initially

$$\rho = \frac{1}{2} \gamma^{ij} \partial_i \phi \partial_j \phi + V \quad (B21)$$

Our constraint equations become

$$\tilde{D}^2 \chi - \frac{5}{4\chi} \tilde{z}^{ij} \tilde{D}_i \chi \tilde{D}_j \chi$$

$$+ \frac{\chi \tilde{R}}{2} - \frac{K^2}{3} - \frac{1}{3} \tilde{A}_{ij} \tilde{A}^{ij} = 8\pi G \rho, \quad (B22)$$

and

$$\tilde{D}_j \tilde{A}^{ij} - \frac{3}{2\chi} \tilde{A}^{ij} \tilde{D}_j \chi - \frac{3}{2} \tilde{z}^{ij} \tilde{D}_j K = 8\pi G \eta \tilde{z}^{ij} \partial_j \phi. \quad (B23)$$
Next we want to specify the initial conditions for the metric $\tilde{\gamma}_{ij}$ and the extrinsic curvature $K_{ij}$. We can make the simplifying assumption that the metric is conformally flat and the traceless part of the extrinsic curvature $K_{ij}$ is zero everywhere on the initial hyperslice

$$\tilde{\gamma}_{ij} = \delta_{ij}, \quad (B24)$$

and

$$\tilde{A}_{ij} = 0. \quad (B25)$$

We now need to specify the values of $K$ and $\chi$ on the initial hyperslice. Eqn. (B23) is trivially satisfied for $K = const$, however, in order to satisfy Eqn. (B22), and the periodic boundary conditions for $\chi$, $K^2/24\pi$ needs to lie close to the average initial energy density for the hypersurface. Therefore for simplicity we choose it equal to the average initial energy density, approximating the metric to be Euclidean

$$K = -\sqrt{24\pi G \langle \rho \rangle}, \quad (B26)$$

with

$$\rho = \frac{1}{2} (\partial_i \phi)^2 + V(\phi), \quad (B27)$$

where $\langle X \rangle = V^{-1} \int_X dV$ indicates the average over the spatial volume $V$ of the quantity $X$. Once $K$ is chosen, the initial field profile and the Hamiltonian constraint then fully determine the conformal factor $\chi$ (which we solve for using numerical relaxation).

5. AMR Condition

All simulations shared a coarsest grid of $64^3$. Locally, the expansion of our spacetime is roughly

$$a \equiv \frac{1}{\sqrt{\chi}}. \quad (B28)$$

Since the timescale of formation of objects varies, this means that the physical length scales of the problem do not necessarily track the grid, and hence requires a rescale regridding threshold. We set our threshold to be triggered by high gradients in $K$ and a scaled version of the gradients of $\rho$. These conditions track gravitational collapse in our simulations. For $\tilde{L} = 16$ we scaled our regridding of the gradients of $\rho$ as

$$\rho_a \nabla^2 \frac{\rho}{\sqrt{\chi}}$$

where $\rho_a$ is a numerical regridding threshold set at the beginning of the simulation. It was set to a value of $20 \rho_{\text{max}}^{\text{star}}$, where $\rho_{\text{max}}^{\text{star}}$ is the maximum value of $\rho$ that a star of half total box mass would have. If half the total box mass was greater then the most stable axion star, then $\rho_{\text{max}}^{\text{star}}$ was chosen to be $10 \rho_{\text{box}}^{\text{max}}$, where $\rho_{\text{box}}^{\text{max}}$ is the maximum value

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Axion_Star_Formed}
\caption{The plot shows the $L^2$ norm Eqn. (B29) of the Hamiltonian constraint violation over time for a simulation that forms an axion star, with an initial total mass of $M = 1.34 \times 10^{-10} \text{eV}^{-1} m_a^{-1}$, $f_a = 5.0 \times M_{\text{pl}}$, and $\tilde{L} = 16 m_a^{-1}$. The spikes in the plot are due to the regridding in the simulation and are rapidly damped.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Convergence_Test}
\caption{Convergence test for $\phi_{\text{center}}$ showing a convergence between 3rd and 4th order. The convergence test is done with a fixed grid with three different resolutions of $0.25 m_a^{-1}$, $0.125 m_a^{-1}$ and $0.0625 m_a^{-1}$. Our evolution scheme is 4th order and the variation in the convergence is due to $\phi$ passing through 0 during the evolution.}
\end{figure}
of $\rho$ in the simulation at $t = 0$. Once the correct thresholds where chosen, these regrid conditions would effectively follow the gravitational collapse in the simulations.

6. Convergence and Stability

We use the following to measure the volume averaged Hamiltonian constraint violation:

$$L^2(\mathcal{H}) = \frac{1}{V} \int_V |\mathcal{H}|^2 dV,$$

where $V$ is the box volume with the interior of the apparent horizon excised. As can be seen in Fig. 9, we have good control over the constraint violation throughout the simulation.

We test the convergence of our simulations with the formation of an Axion Star with initial total mass of $M = 1.34 M_\odot 10^{-10} eV m_a^{-1}$, $f_a = 5.0 M_{pl}$ and $L = 16 m_a^{-1}$. We use a fixed grid for the convergence test with resolutions of $0.25 m_a^{-1}$, $0.125 m_a^{-1}$ and $0.0625 m_a^{-1}$. The results are shown in Fig. 10, where we obtain an order of convergence between 3rd and 4th order on average. The variation of the in the convergence test is due to the methodology, where we extract values of $\phi$ at the centre of the grid. $\phi$ passes through 0 during the evolution, that causes the spikes present in the convergence test.

7. Axion Star Location

To confirm the that a resulting object was an axion star, and to track its subsequent evolution, an “axion star finder” script was written, and ran in post-processing. The finder would look at the central density in the simulation, and locate the value and location of it’s maximum, $\rho_{max}$. The radius in which the value of $\rho$ had dropped to 5% of $\rho_{max}$ was calculated, and then the total mass was defined as the integrated density within a sphere of that radius. The radius of the object was adjusted for expansion.

In Fig. 4, there are some points that can be considered to be outliers. When the script looks for the maximum value and location of $\rho$, if at that point in time there are two maximum points in the central region, it causes the script to not return the true radius of the object, and hence the calculated mass will also not be correct. This was not a frequent occurrence, and the cause of it is easily confirmed.