Inner-shell excitation in the YbF molecule and its impact on laser cooling
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The YbF molecule is a sensitive system for measuring the electron’s electric dipole moment. The precision of this measurement can be improved by direct laser cooling of the molecules to ultracold temperature. Molecules containing heavy atoms can be sensitive probes of physics beyond the Standard Model [1]. For example, they can be used to measure the electron’s electric dipole moment and to probe hadronic CP violating phenomena. Some of the molecules that have high sensitivity to new physics are currently being constructed [5]. Cryogenic sources can produce beams of these molecules with speeds typically in the range 100–200 m/s [6]. They can then be decelerated to rest using radiation pressure and captured in a magneto-optical trap [7–10], provided leaks out of the cooling cycle. In this paper, we study these complications for the YbF molecule, which is an important molecule for measuring the electron’s electric dipole moment [11]. Although we focus on YbF, the issues addressed here are likely to be common to many laser-coolable molecules containing heavy atoms.

I. INTRODUCTION

Molecules containing heavy atoms can be sensitive probes of physics beyond the Standard Model [1]. For example, they can be used to measure the electron’s electric dipole moment and to probe hadronic CP violating phenomena. Some of the molecules that have high sensitivity to new physics are currently being constructed [5]. Cryogenic sources can produce beams of these molecules with speeds typically in the range 100–200 m/s [6]. They can then be decelerated to rest using radiation pressure and captured in a magneto-optical trap [7–10], provided leaks out of the cooling cycle. In this paper, we study these complications for the YbF molecule, which is an important molecule for measuring the electron’s electric dipole moment [11]. Although we focus on YbF, the issues addressed here are likely to be common to many laser-coolable molecules containing heavy atoms.

Figure 1 illustrates the laser cooling scheme used for YbF [2] [3] [12]. The main laser cooling transition is the $A^2\Pi_{1/2} \leftrightarrow X^2\Sigma^+$ transition. The figure shows the vibrational branching ratios from $A^2\Pi_{1/2}(v = 0)$ and the laser transitions that are driven in order to address the $v = 0, 1, 2, 3$ vibrational levels of the ground state. In discussing the states shown in the figure, it is helpful to consider their long range character. The states $X^2\Sigma^+$ and $A^2\Pi$ correlate respectively to the $4f^{14}6s$ and $4f^{14}5d$ states of Yb$^+$. The dashed lines in the figure show levels arising from inner-shell excitation, correlating at long range to the $4f^{14}6s^2$ configuration of Yb$^+$. There are two groups of states due to a very large spin-orbit interaction, one correlating to $J = 7/2$ and the other to $J = 5/2$, with the former lying lower in energy. This spin-orbit splitting is about 10,000 cm$^{-1}$ in Yb$^+$. The electric field of the F$^-$ ion splits the $J = 7/2$ state into four components with $|\Omega| = 1/2, 3/2, 5/2, 7/2$, and the $J = 5/2$ state into three components with $|\Omega| = 1/2, 3/2, 5/2$. Because they arise from a hole in the 4f shell, we label these states using the notation $4f^{-1}_{L}(\Omega)$. There are currently no spectroscopic studies of these states, so their energies are uncertain and the positions indicated in Fig. 1 are only approximate. As we will see later, the state $4f^{-1}_{5/2, 1/2}(v = 0)$ lies close to $A^2\Pi_{1/2}(v = 1)$ and the interaction between these states leads to eigenstates of mixed character which
levels of the ground state are calculated in Sect. [III] using the derived potential energy curves and couplings, and compared with experimental values to verify the accuracy of the deperturbation procedure. \textit{Ab initio} electronic and vibrational structure calculations are then presented in Sect. [IV] to provide an estimate of the level positions for the $4f_1^{-1} J_1$ states and of the transition intensities for the $A^2\Pi_{1/2} \rightarrow 4f_7^{-1} J_2/2,1/2$ transitions and the $4f_7^{-1} J_2/2,1/2 \rightarrow X^2\Sigma^+$ transitions. The implications for laser cooling of YbF are discussed in Sect. [V].

II. DE-PERTURBATION OF $A^2\Pi_{1/2}$ AND $4f_5^{-1} J_2/2,1/2$

Spectroscopic studies [13–15] have established the energies of a set of vibrational levels between 18000 and 210000 cm$^{-1}$ above the ground state. These are shown in Fig. 2. The separations of the vibrational levels indicate that the first and second vibrationally excited states of $A^2\Pi_{1/2}$ are strongly perturbed. Theoretical [16–18] and spectroscopic [15, 19, 20] studies suggest that this is due to the interaction of the $A^2\Pi_{1/2}$ and $4f_5^{-1} J_2/2,1/2$ states, which are close in energy and interact through a component of the electron-electron repulsion. This perturbation only mixes states of the same $\Omega$, so we do not need to consider mixing with the $4f_5^{-1} J_2/2,3/2$ and $4f_5^{-1} J_2/2,5/2$ states [21]. In the following analysis we use the shorthand notation $|X\rangle$ for the $X^2\Sigma^+$ state, $|A\rangle$ for the $A^2\Pi_{1/2}$ state and $|4f\rangle$ for the $4f_5^{-1} J_2/1/2$ state, and $H'$ for the perturbation. Vibrational levels are labelled $v_s$ with $s \in \{X, A, 4f\}$.

Our aim is to find the de-perturbed potential energy curves for the $|A\rangle$ and $|4f\rangle$ states. The energy of state $|s, v_s\rangle$ is described by $E_s(v) = T_{e,s} + \omega_{e,s}(v + 1/2) - \omega_{e,s}x_{e,s}(v + 1/2)^2$, where $T_{e,s}$ is the term energy, $\omega_{e,s}$ is the harmonic vibrational frequency, and $x_{e,s}$ accounts for the deviation from a harmonic oscillator potential. Their values for $|X\rangle$ are $T_{e,X} = 0$, $\omega_{e,X} = 506.67$ cm$^{-1}$ and $\omega_{e,X}x_{e,X} = 2.25$ cm$^{-1}$ [15], which puts the energy of the lowest vibrational level of $|X\rangle$ at $E_X(0) = 252.77$ cm$^{-1}$. In our model, $T_{e,A}$, $T_{e,4f}$, $\omega_{e,A}$, $\omega_{e,4f}$, $x_{e,A}$ and $x_{e,4f}$ are all free parameters. In addition, we introduce a parameter $\Delta R$ which is the difference in the equilibrium internuclear separation for the two potentials, and the parameter $\Omega = \langle A|H'|4f\rangle$ which is the coupling strength between the electronic states. This gives us 8 free parameters. We assume a separation of the electronic and vibrational degrees of freedom so that we can write $\langle A, v_A|H'|4f, v'_4f\rangle = \langle A|H'|4f\rangle\langle v_A|v'_4f\rangle = \Omega F_{v_A}$. Here, $F_{v_A}$ is the overlap integral between vibrational wavefunctions. Because we expect $x_e$ to be small, we use harmonic oscillator wavefunctions to approximate the low-lying vibrational wavefunctions so that $F_{v_A}$ can be calculated analytically. The effective Hamiltonian of

\begin{enumerate}
\item This notation specifies the energy above the ground state in THz.
\end{enumerate}
We find $\Delta R$ two are already estimated, so the calculation gives $\Delta R$.

The ratio of overlap harmonic oscillator wavefunctions, this ratio of overlap $\langle \psi | \phi \rangle \approx \langle \phi | \psi \rangle |A|^2$.

Next, for our initial estimates, we suppose that the main contribution to the shifts of each vibrational state of $X^2\Sigma^+$ comes from interaction with the closest subsystem we observe.

The root mean square deviation between all calculated eigenenergies and the experimental data is 0.26 cm$^{-1}$, more than three orders of magnitude smaller than the typical vibrational level spacing and approximately equal to the uncertainties in the experimental data.
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III. BRANCHING RATIOS TO THE VIBRATIONAL LEVELS OF $X^2\Sigma^+$

Next, we calculate the vibrational branching ratios from each of the states $|n\rangle$ to each of the ground states $|X,v\rangle$. The transition dipole moments $\langle n|d|X,v\rangle$ can be expressed in terms of $\langle A|d|X \rangle$, $\langle 4f|d|X \rangle$ and the Franck-Condon factors of the $|A\rangle \leftrightarrow |X\rangle$ and $|4f\rangle \leftrightarrow |X\rangle$ transitions. Since $|\langle 4f|d|X \rangle| \ll |\langle A|d|X \rangle|$ (see later, especially Table VII), the contribution of $|4f\rangle$ to the transition dipole moments can be neglected and all decay rates $|n\rangle \rightarrow |X,v\rangle$ are proportional to $|\langle A|d|X \rangle|^2$. As...
a consequence, the radiative branching ratios can be determined exclusively from the Franck-Condon factors of the \(|A⟩ ↔ |X⟩\) transitions, which can be calculated using the harmonic oscillator wavefunctions with a separation of 2.1 pm. The calculated branching ratios are listed in Table III and compared with experimental data from ref. [22].

In most cases, our calculated branching ratios are consistent with the experimental measurements. This good agreement supports our descriptions of the perturbed states. In particular, we note that our model correctly predicts most of the branching ratios from [557], [561], [574] and [578]; these values were not understood prior to this work. It is worth noting that the interference between different vibrational states can alter the branching ratios significantly. For instance, as can be seen from Table II [557] and [561] states have very similar \(|1_A⟩\) probabilities (52% for [557], 47% for [561]), and less than 1% probability for any other \(|v_A ≠ 1⟩\) state. The state \(|1_A⟩\) decays mainly to \(|1_X⟩\), and yet the branching ratio to \(|1_X⟩\) from [561] is about 20% higher than that from [557]. This may be understood as constructive or destructive interferences between different decay processes, depending on the relative phase of different vibrational components, or equivalently, that the main vibrational wavefunction \(|1_A⟩\) is dressed differently by other vibrational components depending on their phases.

The small differences between our calculated branching ratios and the measured values might be due to deviations from harmonic oscillator wavefunctions (though we note that a calculation using Rydberg–Klein–Rees (RKR) potentials makes very little difference), or could be the influence of other perturbing states that are not included in our model.

### IV. ELECTRONIC AND VIBRATIONAL STRUCTURE CALCULATIONS

The \textit{ab initio} calculations carried out here aim to estimate the energy levels of the \(4f_{J_{[1]}}^{-1}\) states and the intensities of the \(A^2\Pi_{1/2} ↔ 4f_{J_{[1]}}^{-1}\) and \(4f_{J_{[1]}}^{-1} ↔ X^2\Sigma^+\) transitions. In general it is a formidable task to compute relative energies of molecular states to an accuracy within 100 cm\(^{-1}\) [23, 24]. In the present calculations, in addition to intrinsic errors of approximate electron-correlation methods, a challenge in accurate calculations of the term energies for the \(4f_{J_{[1]}}^{-1}\) states lies in the sensitivity of computed results to basis-set effects. Since a \(4f_{J_{[1]}}^{-1}\) state differs from the \(X^2\Sigma^+\) state by an excitation from a Yb 4f orbital to a Yb 6s orbital, i.e., an excitation involving two orbitals with very different angular momenta, the computed energies exhibit large differential basis-set effects. We address this challenge using the synergy between experimental analysis and computations; we obtained the relative energies between the \(4f_{J_{[1]}}^{-1}\) states from electronic-structure calculations and then used the experimental term energy of the \(4f_{5/2,1/2}^{-1}\) state obtained in Sec. I to derive the term energies for the other \(4f_{J_{[1]}}^{-1}\) states.

To account for relativistic and electron-correlation effects in YbF, we have performed relativistic exact two-component (X2C) [25, 27] coupled-cluster singles and doubles (CCSD) [28, 29] calculations for the \(X^2\Sigma^+\) state and equation-of-motion CCSD (EOM-CCSD) [30, 31] calculations for the excited states. Scalar-relativistic effects and spin-orbit coupling have been included in the orbitals non-perturbatively using an X2C Hamiltonian.

### TABLE I. Best fit parameters obtained from the de-perturbation procedure

| parameter | \(T_{e,A}\) | \(\omega_{e,A}\) | \(\omega_{e,A} A X\) | \(T_{e,Af}\) | \(\omega_{e,Af}\) | \(\omega_{e,Af} A X\) | \(\Omega\) | \(\Delta R\) |
|-----------|-------------|-------------|-----------------|-------------|-------------|-----------------|--------|--------|
| value     | 18109.4 cm\(^{-1}\) | 528.7 cm\(^{-1}\) | 2.27 cm\(^{-1}\) | 18585.7 cm\(^{-1}\) | 618.9 cm\(^{-1}\) | 2.91 cm\(^{-1}\) | 108.3 cm\(^{-1}\) | 7.79 pm |

### TABLE II. Eigenstates of the full Hamiltonian in the \(|\{A, v_A\}, |4f, v_{4f}\}\) basis. The shading highlights coefficients with significant amplitudes.

| \(|A, 0_A⟩\) | \(|A, 1_A⟩\) | \(|A, 2_A⟩\) | \(|A, 3_A⟩\) | \(|A, 4_A⟩\) | \(|A, 5_A⟩\) | \(|4f, 0_{4f}⟩\) | \(|4f, 1_{4f}⟩\) | \(|4f, 2_{4f}⟩\) | \(|4f, 3_{4f}⟩\) | \(|4f, 4_{4f}⟩\) |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0 | -0.089 | 0.011 | -0.003 | 0.0 | 0.0 | 0.0 | 0.130 | 0.058 | 0.024 | 0.008 | 0.002 |
| 1 | -0.095 | -0.723 | 0.052 | -0.016 | 0.006 | -0.002 | -0.679 | 0.023 | 0.035 | 0.021 | 0.008 |
| 2 | 0.087 | -0.687 | -0.071 | 0.022 | -0.008 | 0.003 | 0.716 | -0.009 | 0.030 | 0.023 | 0.011 |
| 3 | 0.032 | -0.006 | 0.916 | -0.031 | 0.011 | -0.004 | 0.087 | 0.384 | 0.029 | -0.025 | -0.027 |
| 4 | 0.052 | 0.012 | -0.385 | -0.112 | 0.041 | -0.018 | -0.016 | 0.912 | -0.030 | 0.006 | 0.014 |
| 5 | -0.007 | -0.011 | 0.015 | 0.986 | -0.0 | 0.0 | 0.026 | -0.117 | -0.103 | -0.050 | 0.008 |
| 6 | -0.024 | -0.046 | 0.038 | 0.105 | 0.126 | -0.051 | 0.002 | -0.008 | -0.983 | 0.012 | 0.004 |
| 7 | -0.002 | -0.004 | -0.001 | 0.007 | -0.990 | -0.012 | -0.009 | 0.041 | -0.126 | 0.014 | -0.047 |
| 8 | -0.008 | -0.031 | -0.027 | 0.051 | -0.013 | 0.120 | -0.001 | 0.005 | -0.014 | -0.990 | -0.002 |
| 9 | 0.0 | 0.0 | 0.0 | -0.003 | -0.0 | 0.990 | -0.004 | 0.017 | -0.050 | 0.120 | -0.056 |
| 10 | 0.002 | 0.014 | 0.031 | 0.009 | -0.047 | 0.055 | -0.0 | 0.001 | -0.004 | 0.005 | 0.997 |
with atomic mean-field spin-orbit integrals (X2CAMF) [32]. The Breit term has been included in the AMF scheme. We have used the CFOUR program package [33, 35] for all calculations presented here.

Since we would like to calculate transition dipole moments for the $A^2\Pi_{1/2} \leftrightarrow 4f_{J,[\Omega]}$ transitions, the $A^2\Pi_{1/2}$ and $4f_{J,[\Omega]}$ states need to be treated on the same footing in X2CAMF-EOM-CCSD calculations. We used an electronic ground state $X^2\Sigma^+, \Omega = 1/2$ of YbF as the reference state in EOM-CCSD calculations and obtained the targeted electronically excited states by applying excitation operators on this ground-state wave function. As shown in Table IV, the $A^2\Pi_{1/2}$ states are obtained by exciting an unpaired electron from a Yb 6s orbital into a Yb $6p_{1/2}$ orbital. The $4f_{J,[\Omega]}$ states are obtained by exciting a Yb 4f electron into the unoccupied Yb 6s orbital. In this way, the excitation operators to obtain the $A^2\Pi_{1/2}$ and $4f_{J,[\Omega]}$ states are all dominated by single excitations that can be accurately calculated using the EOM-CCSD method.

We have used two basis sets for Yb in our calculations. One is the uncontracted version of the ANO-RCC (ANO-RCC-unc) basis set of triple-ζ (TZ) quality [36]. The combination of the Yb ANO-RCC-unc set with the F uncontracted aug-cc-pVTZ basis set [37, 38] will be denoted as “TZ” in the following discussions. We have also augmented the Yb ANO-RCC-unc set with g-, h-, and l-type functions from the correlation-consistent quadruple-ζ (QZ) quality. The combination between this Yb basis set and the uncontracted aug-cc-pVTZ for F will be denoted as “QZ”. All CC calculations have kept frozen 48 core electrons and virtual orbitals higher than 100 Hartree.

We have computed local potential energy curves for $X^2\Sigma^+$, $A^2\Pi_{1/2}$, and $4f_{J,[\Omega]}$ states in the range of 1.84 Å to 2.18 Å with an interval of 0.02 Å. We have fit seven data points on the surface for each state around the corresponding equilibrium bond length, i.e., the data points ranging from 1.96 Å to 2.08 Å for the $X^2\Sigma^+$ state, 1.94 Å to 2.06 Å for the $A^2\Pi_{1/2}$ state, and 1.88 Å to 2.00 Å for the $4f_{J,[\Omega]}$ states, to fourth-order polynomial functions, and extracted Morse potential functions from the equilibrium bond lengths, equilibrium electronic energies, and force constants obtained in the fitting procedure. The spectroscopic constants were then obtained using these potentials and vibrational second-order perturbation (VPT2) [40] theory. We have fit the computed electronic transition dipole moments to quadratic functions with respect to bond lengths and have carried out discrete variable representation (DVR) [41] calculations for vibrational wave functions using X2CAMF-EOM-CCSD/TZ Morse potential functions. We have then computed transition dipole moments for vibronic wave functions using these transition dipole functions and vibrational wave functions.

### A. Spectroscopic constants for the $4f_{J,[\Omega]}$ states

Table V gives the spectroscopic constants obtained from the calculations. The computed bond lengths of the $4f_{J,[\Omega]}$ states amount to 1.93-1.94 Å, substantially shorter than those of 2.00 Å for the $A^2\Pi_{1/2}$ state and 2.03 Å for the $X^2\Sigma^+$ state. This might be attributed partly to the attraction between the Yb 4f core hole and the partially negatively charged fluorine site and partly to having one more electron in a back-polarized Yb 6s orbital reducing the electrostatic repulsion with the electrophilic fluorine center. The computed harmonic vibrational frequencies of 600-620 cm$^{-1}$ for the $4f_{J,[\Omega]}$ states are larger than the values of 528 cm$^{-1}$ for the $A^2\Pi_{1/2}$ state and 502 cm$^{-1}$

| State | $v_X = 0$ | $v_X = 1$ | $v_X = 2$ | $v_X = 3$ | $v_X = 4$ | $v_X = 5$ | $v_X = 6$ | $v_X = 7$ |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| $[0] \approx [A^2\Pi_{1/2}, v_A = 0]$ | 93.6 | 6.0 | 0.4 | 0.02 | 0.001 | $< 10^{-3}$ | $< 10^{-3}$ | $< 10^{-3}$ |
| $[1] \equiv [557]$ | 15.1 | 70.2 | 12.8 | 1.6 | 0.2 | 0.02 | 0.003 | $< 10^{-3}$ |
| $[2] \equiv [561]$ | 1.9 | 91.6 | 6.4 | 0.1 | 0.005 | 0.009 | 0.002 | $< 10^{-3}$ |
| $[3] \equiv [574]$ | 0.5 | 12.0 | 69.4 | 15.7 | 2.1 | 0.2 | 0.02 | 0.002 |
| $[4] \equiv [578]$ | 1.2 | 13.0 | 81.4 | 3.5 | 0.1 | 0.6 | 0.15 | 0.02 |
| $[5]$ | 0.01 | 0.4 | 17.4 | 62.2 | 17.2 | 2.4 | 0.2 | 0.01 |
| $[7]$ | $< 10^{-3}$ | 0.003 | 0.6 | 23.5 | 53.6 | 18.8 | 3.2 | 0.3 |
| $[9]$ | $< 10^{-3}$ | $< 10^{-3}$ | $< 10^{-3}$ | 1.1 | 28.8 | 44.6 | 21.1 | 4.4 |

TABLE III. Radiative branching ratios to $|X^2\Sigma^+, v_X\rangle$. Where there are two entries, the first gives our calculated value and the second gives the experimental values from Refs. 12 and 22. The values for states $|6\rangle$, $|8\rangle$ and $|10\rangle$ are not given because these are mainly of $|4f\rangle$ character and their branching ratios may be significantly influenced by even a small (non-zero) value of $\langle 4f|d|X\rangle$. 

| State | $v_X = 0$ | $v_X = 1$ | $v_X = 2$ | $v_X = 3$ | $v_X = 4$ | $v_X = 5$ | $v_X = 6$ | $v_X = 7$ |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
TABLE IV. Excitations from an electronic ground state $X^2\Sigma_{1/2}, \Omega = 1/2$ wave function to obtain the targeted $A^2\Pi_{1/2}$ and $4f_{J=1}[\Omega]$ states.

| Nominal Excitations | Excited States |
|---------------------|----------------|
| Yb $6s_{1/2}$, $j_s = 1/2$ → Yb $6p_{1/2}$, $j_s = \pm 1/2$ | $A^2\Pi_{1/2}$, $\Omega = \pm 1/2$ |
| Yb $4f_{J=1/2}$, $j_s = \pm 1/2$ → Yb $6s_{1/2}$, $j_s = -1/2$ | $4f_{J=1/2}[\Omega]$, $\Omega = \mp 1/2$ |
| Yb $4f_{J=3/2}$, $j_s = \pm 3/2$ → Yb $6s_{1/2}$, $j_s = -1/2$ | $4f_{J=3/2}[\Omega]$, $\Omega = \mp 3/2$ |
| Yb $4f_{J=5/2}$, $j_s = \pm 5/2$ → Yb $6s_{1/2}$, $j_s = -1/2$ | $4f_{J=5/2}[\Omega]$, $\Omega = \mp 5/2$ |
| Yb $4f_{J=7/2}$, $j_s = \pm 7/2$ → Yb $6s_{1/2}$, $j_s = -1/2$ | $4f_{J=7/2}[\Omega]$, $\Omega = \mp 7/2$ |
| Yb $4f_{J=9/2}$, $j_s = \pm 9/2$ → Yb $6s_{1/2}$, $j_s = -1/2$ | $4f_{J=9/2}[\Omega]$, $\Omega = \mp 9/2$ |
| Yb $4f_{J=11/2}$, $j_s = \pm 11/2$ → Yb $6s_{1/2}$, $j_s = -1/2$ | $4f_{J=11/2}[\Omega]$, $\Omega = \mp 11/2$ |

TABLE V. Spectroscopic constants for the $X^2\Sigma^+$ state obtained from X2CAMF-CCSD calculations and those for $4f_{J=1}[\Omega]$ states and the $A^2\Pi_{1/2}$ state from X2CAMF-EOM-CCSD calculations.

| TZ       | $4f_{J=1/2}[\Omega]$ | $4f_{J=3/2}[\Omega]$ | $4f_{J=5/2}[\Omega]$ | $4f_{J=7/2}[\Omega]$ | $4f_{J=9/2}[\Omega]$ | $4f_{J=11/2}[\Omega]$ | $A^2\Pi_{1/2}$ | $X^2\Sigma_{1/2}$ |
|----------|----------------------|-----------------------|-----------------------|-----------------------|-----------------------|-----------------------|----------------|------------------|
|         | $R_e$ (Å)            | $\omega_e$ (cm$^{-1}$) | $\omega_e\sigma_e$ (cm$^{-1}$) | $T_e$ (cm$^{-1}$)      | computed             | combined$^c$         |                |                  |
| TZ       | 1.936               | 603.4                 | 2.7                   | 6054                  | 8551                  | 0                     | 0               | 0               |
| QZ       | 1.936               | 602.8                 | 2.7                   | 6054                  | 8551                  | 0                     | 0               | 0               |

for the $X^2\Sigma^+$ state. The harmonic frequencies within the $4f_{J=1}[\Omega]$ manifold tend to decrease slightly with increasing $|\Omega|$. For example, the harmonic frequencies of the $4f_{J=1/2}[\Omega]$, $4f_{J=3/2}[\Omega]$, $4f_{J=5/2}[\Omega]$, and $4f_{J=7/2}[\Omega]$ states take the values of 619 cm$^{-1}$, 610 cm$^{-1}$, 605 cm$^{-1}$, and 600 cm$^{-1}$, respectively. This is consistent with the observation that the bond lengths tend to increase slightly along this series. The computed properties for the ground state and the $A^2\Pi_{1/2}$ state compare favorably with the experimental data.

As shown in Table[V], the differences between the TZ and QZ results for the computed term energies for the $4f_{J=1}[\Omega]$ states amount to more than 700 cm$^{-1}$. In contrast, the relative shifts of energies between two $4f_{J=1}[\Omega]$ states are relatively insensitive to basis-set effects. Using the EOM-CCSD/QZ relative energies among the $4f_{J=1}[\Omega]$ states together with the “experimental” value of 18586 cm$^{-1}$ for the term energy of the $4f_{J=1}[\Omega]$ state derived in Sect. we estimate the term energies of the other $4f_{J=1}[\Omega]$ states. These are the values given in the last column of Table[V] labelled “combined”. For example, the equilibrium term energies for the $4f_{J=1}[\Omega]$ state and the $4f_{J=3/2}[\Omega]$ state are estimated to be 8551 cm$^{-1}$.
and 9061 cm\(^{-1}\), respectively.

The computed spectroscopic constants for the \(4f_{5/2,1/2}\) and \(A^2\Pi_{1/2}\) states agree remarkably well with those derived for the diabatic electronic states in Sect. \[\text{[III]}\] For both states, the computed bond lengths and harmonic frequencies are all within 1% of the values found from the deperurbation analysis. Note that the electronic-structure calculations solve the electronic eigenvalue equation and produce wave functions and energies for adiabatic electronic states. In principle the calculations should capture the electronic couplings between the \(4f_{5/2,1/2}\) and \(A^2\Pi_{1/2}\) states discussed in the Sect. \[\text{[III]}\]. However, because of the differential basis-set effects, our X2CAMF-EOM-CCSD/TZ calculations underestimate the electronic energies of the \(4f_{5/2,1/2}\) states relative to the \(A^2\Pi_{1/2}\) states by around 2500 cm\(^{-1}\). Consequently, these calculations do not reproduce the near-degeneracy between the \(A^2\Pi_{1/2}\), \(v = 1\) state and the \(4f_{5/2,1/2}\), \(v = 0\) state. Instead, the computed local potential energy curves for the \(4f_{5/2,1/2}\) and \(A^2\Pi_{1/2}\) states agree well with those derived for the diabatic electronic states. The X2CAMF-EOM-CCSD/QZ results exhibit an underestimation of electronic energies of the \(4f_{5/2,1/2}\) state relative to \(A^2\Pi_{1/2}\) by around 1800 cm\(^{-1}\). For this reason, instead of having a crossing around 1.91 Å as shown in Fig. \[\text{[IV]}\], the crossing in the calculation lies around 2.05 Å. The corresponding \(A^2\Pi_{1/2}\) curve thus shows small discontinuities and could not be fit to obtain spectroscopic constants to high accuracy. This is also confirmed in the calculations of \(A^2\Pi_{1/2} \leftrightarrow X^2\Sigma^+\) transition dipole moments; as shown in Table \[\text{[VI]}\] the computed \(A^2\Pi_{1/2} \leftrightarrow X^2\Sigma^+\) transition dipole moment takes significantly smaller values at 2.04 Å and 2.06 Å than the neighbouring bond lengths due to mixing of the \(4f_{5/2,1/2}\) state.

An alternative excitation scheme to obtain the \(X^2\Sigma^+\) and \(A^2\Pi_{1/2}\) states is to use the closed-shell cationic state that corresponds to Yb atomic configuration \(4f^{14}6s^66p^0\) as the reference state and then attach one electron to the 6s or 6p\(_{1/2}\) orbital. Since the cationic state is a well-defined single-reference state, this scheme can provide an accurate description for the \(X^2\Sigma^+\) and \(A^2\Pi_{1/2}\) states. Our present results agree well with the EOM-CCSD results in Ref. \[\text{[I]}\] obtained using this scheme. On the other hand, within this excitation scheme the \(4f_{J=1}^{1/2}\) states have to be obtained using a “double excitation” involving an electron attachment to one 6s orbital together with an excitation from a 4f orbital to the other 6s orbital. Since in general EOM-CCSD cannot provide accurate treatments for doubly excited states, this scheme in combination with EOM-CCSD cannot provide accurate treatments for the \(4f_{J=1}^{1/2}\) states. Another possible excitation scheme is to use the anionic state that corresponds to Yb atomic configuration \(4f^{14}6s^2\) as the reference state and to obtain the ground state by removing one 6s electron and a \(4f_{J=1}^{1/2}\) state by removing a 4f electron. However, the anionic state exhibits large double amplitudes in CCSD calculations; it is not a well-defined single reference state. EOM-CCSD calculations using the anionic state as the reference thus exhibit relatively large errors, e.g., we have found that EOM-CCSD and EOM-CCSDT energies for the \(4f_{J=1}^{1/2}\) states obtained using this scheme differ by more than 0.5 eV. While the EOM-CCSD results in Ref. \[\text{[I]}\] obtained using this scheme show significant overestimation of the energies for the \(4f_{J=1}^{1/2}\) states, the relative energies within the \(4f_{J=1}^{1/2}\) manifold agree well with our present calculations. Nevertheless, the present excitation scheme as summarized in Table \[\text{[V]}\] treats \(4f_{5/2,1/2}\) and \(A^2\Pi_{1/2}\) states using single excitations on the same reference state and thus enables accurate EOM-CCSD calculations of transition moments between these states. This is an ability that the other excitation schemes cannot offer and renders the present scheme the method of choice.

The use of an open-shell reference function in the present EOM-CCSD calculations leads to time-reversal symmetry breaking. For example, the absolute electronic energies for the \(4f_{7/2,1/2}\), \(\Omega = 1/2\) state and the \(4f_{7/2,1/2}\), \(\Omega = -1/2\) state obtained in our calculations differ by around 50 cm\(^{-1}\). The computed energies for the \(A^2\Pi_{1/2}, \Omega = -1/2\) states are about 600 cm\(^{-1}\) lower than those of the \(A^2\Pi_{1/2}, \Omega = 1/2\) states. Interestingly, since the computed term energy of the \(A^2\Pi_{1/2}, \Omega = 1/2\) state as shown in Table \[\text{[V]}\] is around 200 cm\(^{-1}\) higher than the experimental value, the average of the computed term energies of the \(A^2\Pi_{1/2}, \Omega = \pm 1/2\) states are close to the experimental value. The time-reversal symmetry breaking is a non-trivial issue for EOM calculations using open-shell reference functions, although such calculations have been shown to be accurate as long as the reference state is single reference \[\text{[II,III]}\]. In the present study, this issue does not affect the main conclusion but merits further investigation.

### B. Branching ratios for the \(A^2\Pi_{1/2} \rightarrow 4f_{7/2,1/2}\) transitions and lifetime of the \(4f_{7/2,1/2}\) state

The spontaneous decay rates for the \(A^2\Pi_{1/2} \rightarrow 4f_{7/2,1/2}\) transitions relative to those of the \(A^2\Pi_{1/2} \rightarrow X^2\Sigma^+\) transitions determine the loss of population to the \(4f_{7/2,1/2}\) states during laser cooling on the \(A^2\Pi_{1/2} \leftrightarrow X^2\Sigma^+\) optical cycling transition. We have calculated the transition dipole moments for these transitions using the X2CAMF-EOM-CCSD wave functions of the \(X^2\Sigma^+\), \(A^2\Pi_{1/2}\), and \(4f_{7/2,1/2}\) states. The values for the square of transition dipole moments in the range of the Yb-F bond length of 1.88-2.08 Å are summarized in Table \[\text{[VI]}\]. The \(A^2\Pi_{1/2} \leftrightarrow 4f_{7/2,1/2}\) transition dipole moments amount to a few to ten percent those of the \(A^2\Pi_{1/2} \leftrightarrow X^2\Sigma^+\) transitions. For example, for a Yb-F bond length of 2.00...
TABLE VI. The square of transition dipole moments (in units of \((\text{e}a_0)^2\)) obtained from X2CAMF-CCSD/QZ calculations.

| \(R_e\) | \(A^2\Pi_{1/2} \leftrightarrow 4f_{7/2,1/2}^{-1}\) | \(A^2\Pi_{1/2} \leftrightarrow X^2\Sigma^+\) | \(4f_{7/2,1/2}^{-1} \leftrightarrow X^2\Sigma^+\) |
|---|---|---|---|
| 1.88 | 0.0418 | 3.48 | 1.00E-3 |
| 1.90 | 0.0359 | 3.60 | 6.90E-4 |
| 1.92 | 0.0296 | 3.68 | 4.66E-4 |
| 1.94 | 0.0254 | 3.74 | 3.05E-4 |
| 1.96 | 0.0212 | 3.77 | 1.92E-4 |
| 1.98 | 0.0170 | 3.79 | 1.13E-4 |
| 2.00 | 0.0149 | 3.80 | 0.58E-4 |
| 2.02 | 0.0118 | 3.77 | 0.21E-4 |
| 2.04 | 0.0100 | 3.56 | 0.02E-4 |
| 2.06 | 0.0082 | 3.49 | 0.16E-4 |
| 2.08 | 0.0072 | 3.80 | 0.24E-4 |

Å, the \(A^2\Pi_{1/2} \leftrightarrow 4f_{7/2,1/2}^{-1}\) transition dipole moment is around 6\% of the \(A^2\Pi_{1/2} \leftrightarrow X^2\Sigma^+\) transition dipole moment. We note that the computed value of \(1.96e_0\) for the \(A^2\Pi_{1/2} \leftrightarrow X^2\Sigma^+\) transition dipole moment at the equilibrium \(R_e\) is within 13\% of the measured value of \((1.73 \pm 0.06)e_0\) [22].

The \(A^2\Pi_{1/2} \leftrightarrow 4f_{7/2,1/2}^{-1}\) transitions are nominally two-electron processes. A close inspection of the EOM-CCSD wave functions reveals that the dominating mechanism for borrowing transition strength for these nominally forbidden transitions is the mixing of the \(X^2\Sigma^+\) configuration into the wave function of the \(4f_{7/2,1/2}^{-1}\) states. For example, at a Yb-F bond length of 2.00 Å, the coefficient of the ground-state determinant in the X2CAMF-EOM-CCSD/QZ wave function for the \(4f_{7/2,1/2}^{-1}\) states is around 0.054. Based on simple perturbation theory, the mixing coefficient should be roughly inverse proportional to the energy difference between the \(4f_{7/2,1/2}^{-1}\) and \(X^2\Sigma^+\) state. The X2CAMF-EOM-CCSD/TZ value of around 5500 cm\(^{-1}\) for the energy difference and 0.062 for the mixing coefficient are consistent with the QZ value of around 6200 cm\(^{-1}\) for the energy difference and 0.054 for the coefficient. As shown in Table VI, the estimated energy difference is around 1800 cm\(^{-1}\), higher than the QZ value. If we use a value of around 8000 cm\(^{-1}\) for this energy difference at the Yb-F bond length of 2.00 Å, the mixing coefficient is estimated to be around 0.042. The transition intensities obtained using X2CAMF-EOM-CCSD/QZ transition dipole moments thus are qualitatively correct with perhaps an overestimation of around 40\%. Note that shorter bond lengths exhibit smaller gaps between \(4f_{7/2,1/2}^{-1}\) and \(X^2\Sigma^+\) states and hence larger \(A^2\Pi_{1/2} \leftrightarrow 4f_{7/2,1/2}^{-1}\) transition dipole moments. We also mention that the \(A^2\Pi_{1/2} \leftrightarrow 4f_{7/2,3/2}^{-1}\) transition dipole moments are one order of magnitude smaller than those of \(A^2\Pi_{1/2} \leftrightarrow 4f_{7/2,1/2}^{-1}\) transitions, since the \(4f_{7/2,3/2}^{-1}\) states do not have contributions from the ground-state configuration. The transition intensities of the \(A^2\Pi_{1/2} \leftrightarrow 4f_{7/2,3/2}^{-1}\) transitions are thus two orders of magnitude lower and do not play a significant role in the present discussions. We also find that the transition dipole moments for the \(4f_{5/2,1/2}^{-1} \rightarrow 4f_{7/2,1/2}^{-1}\) transitions are two orders of magnitude smaller than those of the \(A^2\Pi_{1/2} \rightarrow X^2\Sigma^+\) transitions. Consequently, mixing of the \(A^2\Pi_{1/2}\) and \(4f_{5/2,1/2}^{-1}\) states, together with \(4f_{5/2,1/2}^{-1} \rightarrow 4f_{7/2,1/2}^{-1}\) transitions, do not play an important role.

Based on the computed transition dipole moments and the energy level positions derived in Table VI, the \(A^2\Pi_{1/2}\) to \(4f_{7/2,1/2}^{-1}\) spontaneous decay pathways have branching ratios of around 0.05% compared with the \(A^2\Pi_{1/2} \rightarrow X^2\Sigma^+\) decay pathways and thus become relevant when scattering around 1,000-2,000 photons. We have also performed DVR calculations for vibronic branching ratios and summarized the results in Table VII. The branching ratios for the \(A^2\Pi_{1/2}(v = 0) \rightarrow 4f_{7/2,1/2}^{-1}(v = 0)\) and \(A^2\Pi_{1/2}(v = 0) \rightarrow 4f_{7/2,1/2}^{-1}(v = 1)\) transitions amount to 0.042% and 0.010%, respectively. They are comparable to that for the \(A^2\Pi_{1/2}(v = 0) \rightarrow X^2\Sigma^+(v = 3)\) transition.

Using the transition dipole moment near the equilibrium bond length for the \(4f_{7/2,1/2}^{-1} \leftrightarrow X^2\Sigma^+\) transition presented in Table VI and the corresponding transition frequency given in Table VI, we estimate the lifetime of the \(4f_{7/2,1/2}^{-1}\) state to be approximately 8 ms.

V. SUMMARY AND DISCUSSION

In this paper, we have carried out a de-perturbation analysis of spectroscopic data and \textit{ab initio} electronic structure calculations to obtain useful information about low-lying electronic states of YbF arising from excitation of an inner-shell, 4f electron. The de-perturbation analysis determines the energy, bond length and vibrational constants (\(\omega_v\) and \(\omega_e x_e\)) of the \(4f_{5/2,1/2}^{-1}\) state to high precision. The bond lengths and vibrational constants are in very good agreement with those obtained from our
TABLE VII. The $A^2\Pi_{1/2} \rightarrow 4f_{7/2,1/2}^{-1}$ and $A^2\Pi_{1/2} \rightarrow X^2\Sigma_{1/2}^+$ vibrational transitions with computed branching ratios greater than 0.001%. Morse potentials defined using TZ spectroscopic constants in Table V and transition dipole strengths in Table VI were used in the DVR calculations.

| Transitions | Branching ratios | Closure |
|-------------|------------------|---------|
| $A^2\Pi_{1/2}(v = 0) \rightarrow X^2\Sigma_{1/2}^+(v = 0)$ | 93.17% | 93.17% |
| $A^2\Pi_{1/2}(v = 0) \rightarrow X^2\Sigma_{1/2}^+(v = 1)$ | 6.47% | 99.65% |
| $A^2\Pi_{1/2}(v = 0) \rightarrow X^2\Sigma_{1/2}^+(v = 2)$ | 0.28% | 99.93% |
| $A^2\Pi_{1/2}(v = 0) \rightarrow 4f_{7/2,1/2}^{-1}(v = 0)$ | 0.04% | 99.97% |
| $A^2\Pi_{1/2}(v = 0) \rightarrow X^2\Sigma_{1/2}^+(v = 3)$ | 0.01% | 99.98% |
| $A^2\Pi_{1/2}(v = 0) \rightarrow 4f_{7/2,1/2}^{-1}(v = 1)$ | 0.01% | 99.99% |
| $A^2\Pi_{1/2}(v = 0) \rightarrow 4f_{7/2,1/2}^{-1}(v = 2)$ | 0.00% | > 99.99% |

electronic structure calculations, validating the accuracy of those calculations. A coupling of 108.3 cm$^{-1}$ between the $A^2\Pi_{1/2}$ and $4f_{5/2,1/2}^{-1}$ states results in a set of vibrational eigenstates of mixed character. Even the lowest vibrational level of the set, previously considered to be a pure $A^2\Pi_{1/2}(v = 0)$ state, contains a significant admixture of $4f_{5/2,1/2}^{-1}$. These mixed states are used in the scheme designed for laser cooling of YbF, so establishing their exact nature is important. Notably, our analysis establishes the radiative branching ratios from the mixed states to the vibrational levels of $X^2\Sigma^+$. These branching ratios agree well with measurements, and the analysis explains why they take the values they do, which was not previously understood. The electronic structure calculations determine the energies and spectroscopic constants of all 7 of the $4f_{5/2}^{-1}$ and $4f_{7/2}^{-1}$ states, the branching ratios for the $A^2\Pi_{1/2} \rightarrow 4f_{7/2,1/2}^{-1}$ transitions and the lifetime of the $4f_{7/2,1/2}^{-1}$ state.

Decay from $A^2\Pi_{1/2}$ to $4f_{7/2,1/2}^{-1}$ is a concern for laser cooling, even at the $10^{-9}$ or $10^{-5}$ level, because it represents a leak out of the cooling cycle. We were initially concerned that such a leak would open up due to the very strong mixing of $A^2\Pi_{1/2}(v = 1)$ with $4f_{5/2,1/2}^{-1}(v = 0)$, together with a small, but not insignificant, strength of $4f_{5/2,1/2}^{-1} \rightarrow 4f_{7/2,1/2}^{-1}$ transitions. However, since $f$-$f$ transitions are nominally dipole forbidden, our calculations find the electronic transition dipole moment of $4f_{5/2,1/2}^{-1} \rightarrow 4f_{7/2,1/2}^{-1}$ transitions to be two orders of magnitude smaller than those of $A^2\Pi_{1/2} \rightarrow X^2\Sigma^+$ transitions, and thus too weak to be of concern. Instead, a leak is opened up by a non-negligible mixing of $4f_{7/2,1/2}^{-1}$ with the leading configuration of the ground $X^2\Sigma^+$ state together with the very strong $A^2\Pi_{1/2} \leftrightarrow X^2\Sigma^+$ transition dipole moment. In other words, dynamic correlation effects that introduce the $4f^{14}6s^5$ configuration into the many-electron wave function of the $4f_{7/2,1/2}$ state is responsible for this mechanism. The leak to the $4f_{7/2,1/2}^{-1}$ states has a branching ratio of about 0.05%, which limits the number of photons that can be scattered to roughly 2000. This is insufficient for laser slowing and magneto-optical trapping. For example, 2000 photons scattered from counter-propagating laser light only reduces the velocity of a YbF molecule by 7.4 m/s.

One option to address this problem is simply to wait for the $4f_{7/2,1/2}^{-1}$ states to spontaneously decay to the $X^2\Sigma^+$ states. This takes the molecules to rotational states of the wrong parity for laser cooling, but the population in these states can be returned to the cooling cycle by coupling the rotational states together using a microwave field. Such microwave re-mixing has been applied previously to YO molecules to eliminate a leak out of the cooling cycle arising from a weak decay to an intermediate $^2\Delta_{3/2}$ state, leading to successful laser slowing and trapping of these molecules [10, 45]. In the case of YO, the leak is approximately the same size as found here for YbF. However, in YO the lifetime of the intermediate $^2\Delta_{3/2}$ state is $23 \pm 2 \mu$s [10], so population returns rapidly to the ground state. The much longer lifetime of about 8 ms that we find here for the $4f_{7/2,1/2}^{-1}$ state would limit the time-averaged scattering rate to about $2 \times 10^5$ photons per second, which is an order of magnitude slower than could otherwise be achieved. For this reason, microwave re-mixing is not a good solution to the problem of the leak.

A second option is to pump the population that reaches the $4f_{7/2,1/2}^{-1}$ states back to $A^2\Pi_{1/2}$, or to a higher-lying state with a strong decay channel to $X^2\Sigma^+$. Fortunately, the leak only populates a few vibrational states. We see from Table VII that by addressing just the two lowest vibrational states of $4f_{7/2,1/2}^{-1}$ the number of scattered photons can be increased above $10^4$. This does not add too much extra complexity in terms of the number of lasers needed. To avoid stimulating significant population into these states, the repump lasers should not connect to $A^2\Pi_{1/2}(v = 0)$, but instead to one of the higher lying vibrational states such as the mixed states [557] or [561]. The wavelength is close to 1 µm, a very convenient wavelength for laser technology. At present, the main hindrance to developing a suitable repumping scheme is the large uncertainty (approx 200 cm$^{-1}$) in the energies of the $4f_{7/2,1/2}^{-1}$ states and the lack of any spectroscopic data on these levels. Thus, a spectroscopic characteriza-
scattering events to be effective and has already been demonstrated in one and two dimensions for YbF [2, 3].
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