ciDATGAN: Conditional inputs for tabular GANs

Abstract

Conditionality has become a core component for Generative Adversarial Networks (GANs) for generating synthetic images. GANs are usually using latent conditionality to control the generation process. However, tabular data only contains manifest variables. Thus, latent conditionality either restricts the generated data or does not produce sufficiently good results. Therefore, we propose a new methodology to include conditionality in tabular GANs inspired by image completion methods. This article presents ciDATGAN, an evolution of the Directed Acyclic Tabular GAN (DATGAN) that has already been shown to outperform state-of-the-art tabular GAN models. First, we show that the addition of conditional inputs does hinder the model’s performance compared to its predecessor. Then, we demonstrate that ciDATGAN can be used to unbias datasets with the help of well-chosen conditional inputs. Finally, it shows that ciDATGAN can learn the logic behind the data and, thus, be used to complete large synthetic datasets using data from a smaller feeder dataset.
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1 Introduction

Synthetic data presents new opportunities for modeling complex systems with recent advances in deep generative learning methodologies. GANs (Goodfellow et al., 2014) are considered the most advanced state-of-the-art models to generate such synthetic data. While there is a large body of work on generating synthetic images (Shin, 2022; Hindupur, 2022), there is still a gap in the research for generating tabular data. Multiple iterations of GANs for tabular data (Xu and Veeramachaneni, 2018; Park et al., 2018; Lederrey et al., 2022) have been proposed. However, only a few examples of conditional GANs for tabular data exist (Xu et al., 2019; Zhao et al., 2021), and they lack the advances made for GANs specialized in images. Conditionality in GANs consists in feeding latent information about the desired synthetic data to control the generation process. For example, this can be used when one wants to generate images of a specific subject or generate images matching a descriptive sentence.

However, the concept of latent information in tabular data is less obvious. For example, for socio-economic data, much of the information that would be considered latent for an image (such as the individual’s age, gender, or nationality) is typically included in the data as manifest variables. In this context, the conditionality of tabular data based on high-level descriptive details can be considered more similar to tasks such as image completion, where GANs attempt to recover the masked part of an image using the information from the neighboring pixels. In this chapter, we propose a new type of conditionality based on "conditional inputs" that is a mix between latent conditionality and data completion. The idea is to feed some original data variables to the generator as conditional inputs and let the GAN learn the correlations with the other variables during the training process. Then, we can feed it some unknown values for the conditional inputs for the sampling. This does not break the principle of GANs since the generator never sees any original data it is trying to generate. This type of conditionality, thus, has two main use-cases:

1. Removing the bias in a dataset, e.g. correcting a non-representative sample in a survey data (e.g. older individuals in a web-based survey)
2. Combining information from two datasets, e.g. combining representative aggregate data (e.g. aggregate control totals from census) with detailed small-sample data (e.g. household travel surveys) to create representative and fully disaggregate synthetic populations.

The conditional inputs methodology is directly implemented in the DATGAN (Lederrey et al., 2022). For ease of comprehension, we name this model ciDATGAN. The code for the model itself is available on Github at https://github.com/glederrey/DATGAN. In addition, a PyPI library is also available at https://pypi.org/project/datgan/. Finally, the code that has been used to generate the results for this chapter is also available on Github at https://github.com/glederrey/ciDATGAN.

2 Literature review

GANs (Goodfellow et al., 2014) are considered the state-of-the-art generative models for creating synthetic datasets. While the fundamental concepts remain unchanged, many different approaches have been used depending on the research context and application. For this literature review, we investigate three types of GANs: conditional GANs (Section 2.1), image completion GANs (Section 2.2), and tabular GANs (Section 2.3).

2.1 Conditional GANs

GANs are built to generate highly representative synthetic data. However, it is usually impossible to control the generation process once the model has been trained. Therefore, the concept of conditionality has been introduced to overcome this limitation. It consists in feeding latent information about the desired synthetic data, such as the label of an image or a description, to both the generator and the discriminator during the training process. Thus, once the model has been trained, this information can be fed to the generator to control its sampling procedure. In the literature, we find four main types of conditionality: (i) **Conditionality by concatenation** (Mirza and Osindero, 2014; Reed et al., 2016) which consists of concatenating a vector of conditionals with the noise input for the generator and with the input values for the discriminator; (ii) **Conditionality using an auxiliary classifier** (Odena et al., 2017) which consists of using an auxiliary neural network to classify the synthetic data and add the results to the loss function; (iii) **Conditionality with projection** (Miyato and Koyama, 2018) which consists of including a projection between the conditionality and the features extracted from the images in the discriminator, thus allowing the discriminator to compute the similarity between the conditionality and the image; and finally (iv) **Conditional Batch Normalization (CBN)** (Dumoulin et al., 2017; de Vries et al., 2017) which consists of using the conditional vectors to modulate the activation functions in the generator. Zhang et al. (2019); Brock et al. (2019) used this idea in recent GAN architecture by replacing the Batch Normalization layers in the generator with CBN layers.
While all these methods have shown different levels of success until now, they have always been developed around the generation of synthetic images. The conditionality is defined relative to either: (i) the subject of the image; (ii) a sentence describing an image; or (iii) another image in a different style. Thus, conditionality in GANs corresponds to latent conditionality, i.e. it is not directly part of an image. The complement to latent conditionality in GANs is image completion.

2.2 Image completion GANs

Image completion GANs consist in generating part of an image that has been hidden with specific or random masks. Yeh et al. (2017) proposed a DCGAN for semantic inpainting (Pathak et al., 2016). This model aims at inferring large missing parts of an image based on its semantics. Building on this work, Nazeri et al. (2019) propose the EdgeConnect GAN that uses information about edges in the image to complete it. Zheng et al. (2019) extended the methodology to produce multiple possible completion for incomplete images. Chen et al. (2020) proposed the iGPT model based on the well-known GPT3 (Brown et al., 2020) model for language. Their model translates the idea of semantics for text to images.

2.3 Tabular GANs

Since tabular data fundamentally differs from images, specific GANs have been developed to generate such data. Multiple architectures have been used for tabular GANs, including those based on: (i) LSTM cells (Xu and Veeramachaneni, 2018; Lederrey et al., 2022); (ii) FCNNs (Xu et al., 2019); or (iii) CNNs (Zhao et al., 2021). While these different architectures provide different strengths for each model, Lederrey et al. (2022) shows that their model, the DATGAN, outperforms the state-of-the-art models for generating representative synthetic data (without conditionality).

CTGAN (Xu et al., 2019) introduces conditionality for tabular GANs using concatenation. While they show that the conditional vector is critical for imbalanced datasets, they do not provide specific results on the conditionality. Zhao et al. (2021) also implement conditionality in their CTAB-GAN. However, they use conditionality with an auxiliary classifier and, thus, have to restrict the conditionality on a single variable. Nonetheless, they show that in the context of ML classification, such conditionality improves the performance of resulting models by a significant margin.

Both methods for conditionality in tabular GANs cited here implement conditionality based on latent variables, which has been applied in image generation. As such, they either highly restrict the use of the model (conditionality using an auxiliary classifier) or fail to generate accurate synthetic data (conditionality by concatenation). Typically for tabular data, the types of variables that are latent in images are instead included explicitly in a dataset as manifest variables. For instance, a survey will typically contain the respondent’s age, gender, and socio-demographic details. As such, we identify a gap in the literature for conditionality of tabular data generation based on manifest variables, which could be used in applications such as synthetic populations and data combinations. For example, to create a large and complete synthetic population, one would need to combine information from multiple datasets, e.g. census data, activity timelines, and/or travel diaries. In this chapter, we address this gap by creating a methodology that allows the user to be flexible on its use of conditionality and the generation process of the model by taking inspiration from image completion methods.

3 Methodology

This section describes our proposed methodology for generating synthetic tabular data based on conditional inputs. First, we introduce the concept of conditional inputs. It takes inspiration from image completion, in contrast to latent conditionality. The overall approach is to train a model using complete data to generate synthetic observations conditional on one or more manifest variables. This type of conditionality can, thus, be used for either removing the bias in a dataset using unbiased variables as conditional inputs or combining information from two datasets using variables from a second dataset as conditional inputs for the sampling phase.

For example, datasets may be either high-detail small samples (with many variables and few rows) or low-detail large samples (with few rows but many variables). For example, in the case of population synthesis, one could have access to census data covering the whole population with high-level socio-economic characteristics and a more detailed dataset describing detailed mobility characteristics for a much smaller population sample. Thus, a model which learns how to generate the detailed mobility variables conditional on the high-level socio-economic census variables could be used to enrich the census population with these variables, thus creating a detailed synthetic dataset covering the whole of the population. We illustrate this example in Figure 1. The dataset with many variables and fewer rows is named the feeder data ($T_F$), and the dataset with low details but a large number of rows is named the distributor dataset ($T_D$).
As shown in Figure 1, this methodology aims to learn part of the feeder dataset and generate synthetic data to complete the distributor dataset. It is done using common variables between the two datasets that we call conditional inputs.

Figure 1: Representation of dataset completion in tabular data.

Formally, the feeder dataset $\mathbf{T}_F$ contains $N_F$ variables ($v_i^F$ for $i = 1, \ldots, N_F$) and the distributor dataset $\mathbf{T}_D$ contains $N_D$ columns with $N_F > N_D$. To complete the distributor dataset with the information from the feeder dataset, we ensure that they contain $N_c \leq N_F$ common variables. We designate these subsets as $\mathbf{T}^c_F$ for the feeder dataset and $\mathbf{T}^c_D$ for the distributor dataset. These common variables are the variables used as conditional inputs. The model has to learn the logic to generate the complementary variables in the feeder dataset $\mathbf{T}^c_F = \mathbf{T}_F \setminus \mathbf{T}^c_F$. In the sampling phase, it can complete the distributor dataset by generating the complementary variables of the feeder dataset $\mathbf{T}^c_F$ using the values of the common variables in the distributor dataset $\mathbf{T}^c_D$ as conditional inputs. The final dataset is thus comprised of the distributor dataset $\mathbf{T}_D$ and the generated data $\mathbf{T}^c_F \rightarrow \mathbf{D}$.

### 3.1 ciDATGAN

ciDATGAN is a direct extension of DATGAN (Lederrey et al., 2022). The core methodology is the same for both models. Therefore, we give here a summary. The reader will find all the details in Lederrey et al. (2022).

ciDATGAN uses LSTM cells (Hochreiter and Schmidhuber, 1997) in the generator to generate each variable, with a network structure based on a DAG provided by the user which specifies the causal links between variables in the feeder dataset. The variables in the data are encoded at discriminator input (and generator input for the conditional inputs) and decoded at generator output, with different encoding/decoding used for continuous and categorical variables.

Figure 2 shows how the different elements are combined to train ciDATGAN. First, the DAG is modified based on the selected variables in $\mathbf{T}^c_D$. This modified DAG is then used to form the generator structure in an automated process. As for any GAN, the generator uses Gaussian noise as input. However, in ciDATGAN, we also include as input the conditional inputs $\mathbf{T}^c_F$. Ultimately, the complementary variables $\mathbf{T}^c_F$ are used to train the discriminator against the generated data $\mathbf{T}^c_F \rightarrow \mathbf{D}$. Thus, the training process remains similar to any existing GAN.

Between DATGAN and ciDATGAN, there are two primary modifications to integrate the conditional inputs. First, the variables selected as conditional inputs must be considered as the generator’s inputs. We, thus, impose each variable in $\mathbf{T}^c_D$ to be a source node in the DAG. This modified DAG can be obtained through automated modification of an existing DAG.

Secondly, the conditional inputs can not be treated the same way as the generator’s variables in $\mathbf{T}^c_F$. Indeed, these variables are generated using LSTM cells, similarly to DATGAN. We give here a summary of how these variables are generated. The LSTM cells follow an order provided by the linearization of the DAG. The cell $\text{LSTM}_i$ is associated with the variable $v_i^F$, in which the indices are ordered based on the DAG. Each cell takes as input the cell state of
the previous variable in the DAG $C_{t-1}$ and the input tensor $i_t$. The input tensor is a concatenation of the following tensors:

- $z_t$: a tensor of Gaussian noise
- $f_{t-1}$: the transformed output of the previous LSTM cell in the DAG.
- $a_t$: the attention vector used to retain information from previous ancestors that are not directly linked to the current cell in the DAG. It is defined as:

\[
    a_t = \sum_{k \in A(t) \setminus P(t)} \frac{\exp(\alpha_k)}{\sum_{j=1}^{\alpha(t)} \exp(\alpha_j)} f_k
\]

where $A(t) \setminus P(t)$ is the set of ancestors of the variable $v^F_t$ in the DAG in which we removed the direct predecessor(s), $\alpha(t)$ is a learned attention weight vector, and $f_k$ is the final output of the LSTM cell $\text{LSTM}_k$.

Each cell outputs two tensors: the new cell state $C_t$ and the output of the cell $h_t$. This output is then passed through a set of fully connected layers to get the synthetic values $v^F_{t,\text{synth}}$. Finally, since this synthetic tensor can have different dimensions depending on the encoding of the original columns $v^F_t$, it is passed through an input transformer to resize it to a common size between all variables. Figure 3 shows the schematic representation of the generation of these synthetic variables.

We only have access to the values themselves for the variables in $\mathbf{T}^c_F$. However, the generator needs to have the two following values for each variable: the transformed output $f_{t-1}$ of the direct ancestor and the direct output $h_k$ of all the ancestors. Therefore, the variables in $\mathbf{T}^c_F$ must be transformed accordingly. First, we use the same type of input transformer to get $f_t$. However, we cannot get access to the LSTM output $h_t$ for the variables in the conditional inputs $\mathbf{T}^c_F$ since we do not use LSTM cells for these variables. Therefore, we transform the original value $v_t$ using a Dense layer. The parameters in this additional dense layer are learned during the training process. This allows the model to use the conditional inputs in the attention vector. Figure 3 shows how the variables $v_t$ are transformed when they are considered as conditional inputs.

The model needs to receive two inputs for the sampling phase: the Gaussian noise and the conditional inputs. The conditional inputs can either come from the feeder dataset $\mathbf{T}^c_F$ or from a distributor dataset $\mathbf{T}^c_D$. The generator will, thus, sample the complementary set of variables $\mathbf{T}^c_{F \rightarrow D,\text{synth}}$ based on the conditional inputs. Finally, it combines the conditional inputs and the synthetic data to deliver the final dataset. Figure 4 shows a schematic representation of the sampling process.
Figure 3: Schematic representation of the variables in the generator. On the left, we show how the variables in $T^c$ are generated using LSTM cells. On the right, we show how the variables in $T^{el}$ are transformed to match the elements on the left.

Figure 4: Schema of the sampling process of ciDATGAN.
4 Results

In this section, we investigate three questions:

- Does ciDATGAN generate data well?, *i.e.* are the generated data representative, and do they correspond to the original data?
- Can ciDATGAN correct bias?, *i.e.* can the model use unbiased conditional inputs to correct the bias in the original data?
- Can ciDATGAN be used to generate large synthetic populations?, *i.e.* can the model learn from a feeder dataset and efficiently generate a population using a large sample for the conditional inputs?

The first two questions are answered in Section 4.1, the third question in Section 4.2.

4.1 ciDATGAN vs DATGAN

This section answers the first two questions by comparing DATGAN and ciDATGAN. We first present the case study and the results assessments in the next section. Then, we answer the first two questions in order.

4.1.1 Case study and results assessments

To evaluate the performance of ciDATGAN, we use a modified version of the LPMC dataset (Hillel et al., 2018) as the feeder dataset. A description of the variables included in this modified dataset is given in the appendix; see Table 1. It consists of 18 variables and 16'904 trips. In the appendix, we also provide the DAG used in ciDATGAN for this dataset in Figure 15. The conditional inputs are the variables age, female, and hh_region. We trained both ciDATGAN and DATGAN on the LPMC dataset five times. Then, we generated five different synthetic datasets for each of these models, thus giving 25 synthetic datasets per model. To assess the results, we use the same methodology as Lederrey et al. (2022)

- We compute frequency lists for each variable in the synthetic dataset and compare it to similar lists computed on the original dataset.
- We compute and compare frequency lists for each combination of two variables for the synthetic and original datasets.
- Finally, we train a LightGBM (Ke et al., 2017) model on all but one column and use the resulting model to predict the corresponding column in the original data. We do this for each column. We can then compare the results between the models trained on the synthetic datasets and those trained on the original dataset.

Details of this methodology are given by Lederrey et al. (2022). For conciseness, in this chapter, we present only the results for the SRMSE (Müller and Axhausen, 2011). This metric has been used thoroughly while investigating methods to generate synthetic populations. It consists in computing the RMSE on two frequency lists and dividing the value by the average value of the frequency list for the original data. Then, for each of the 25 datasets, we compute the average value for the given metric, and we can use boxplots to show the results over multiple generated datasets.

4.1.2 Data generation

As shown by Lederrey et al. (2022), DATGAN achieves state-of-the-art performance when generating synthetic tabular data regarding the generated data’s quality and representativity. As such, if ciDATGAN can match or better DATGAN’s performance, we demonstrate a positive answer to the first research question. To test this, we apply the results assessments on all the generated variables, *i.e.* we discard the conditional inputs in the assessments since ciDATGAN uses the original values directly and would have an unfair advantage.

Results for the statistical assessments are given in Figure 5. Figure 5a shows the results when comparing each variable independently, and Figure 5b shows the results when comparing each combination of two variables. We can see that, in both cases, ciDATGAN performs better than DATGAN. This difference comes from two different factors: (i) ciDATGAN has fewer variables to generate, thus, making it smaller and simpler to train; and (ii) ciDATGAN has direct access to true values from the datasets, thus, making the learning process easier.

Results for the ML efficacy are given in Figure 6. For categorical and continuous variables, ciDATGAN performs slightly better than DATGAN. This confirms the results obtained on the statistical metrics. Therefore, we can conclude that ciDATGAN better DATGAN’s performances on similar datasets.
4.1.3 Correcting bias

We have shown that ciDATGAN can generate data of equivalent or better quality to that generated by DATGAN. Thus, adding conditional inputs does not hinder the model’s performance. This section investigates the use of ciDATGAN to remove bias from datasets using unbiased conditional inputs. Thus, we use the available LPMC dataset and bias it manually by removing: (i) 70% of males; (ii) 70% of individuals 20 years old and younger; and (iii) 70% of the households in the region “Central London”. This gives us a biased LPMC dataset of 8,437 individuals. The goal is to train both DATGAN and ciDATGAN on this biased dataset. Then, we generate data from these models such that the final dataset has the same size as the unbiased LPMC dataset. For ciDATGAN, we use the values from the unbiased LPMC dataset as the conditional inputs for the sampling phase. Finally, we test the generated data against the unbiased LPMC dataset. The assessments are done on a subset of the LPMC variables with higher correlations to the age, gender, and household region variables.

Figure 5: Boxplots of SRMSE values for all the generated datasets from DATGAN and ciDATGAN. The white dot corresponds to the average value. Lower is better.

Figure 6: Boxplot of the ML efficacy metrics for all the generated datasets from DATGAN and ciDATGAN. The white dot corresponds to the average value. Lower is better.

Figure 7: Boxplots of SRMSE values for all the generated datasets from DATGAN and ciDATGAN. The two models on the left have been trained on the biased LPMC dataset. The model on the right has been trained on the unbiased LPMC dataset. The black dashed line corresponds to the comparison between the biased and the unbiased LPMC datasets. The white dot corresponds to the average value. Lower is better.
Results for the statistical assessments are given in Figure 7. On average, we see that the data generated by ciDATGAN is equivalent to that generated by DATGAN trained on the unbiased LPMC dataset. Both models outperform DATGAN trained on the biased LPMC dataset as the latter cannot correct for the bias introduced in the dataset.

Results for the ML efficacy are given in Figure 8. For the categorical variables, we observed that ciDATGAN and DATGAN trained on the unbiased LPMC dataset are performing well (Figure 8a). However, this is not the case for the continuous variables (Figure 8b). This result is explained because it is more difficult to generate representative continuous variables.

4.2 Population synthesis

We need to compare the generated synthetic data with real data to answer the final question: Can ciDATGAN be used to generate large synthetic populations? However, getting access to real micro-data is difficult due to privacy issues. Thus, we use aggregated data from the UK Census 2011, available on the nomis website as the ground truth. Nomis is a service provided by the Office for National Statistics (ONS), UK’s largest independent producer of official statistics. The feeder dataset is a modified version of the LTDS dataset (Hillel et al., 2018) that only consists of variables for the individuals and their households. We selected a total of 10 (out of the 33) boroughs such that it gives a good representation of the London population. The feeder dataset, thus, consists of 8 variables and 29,158 individuals. The complete description of the dataset is given in Table 2 in the appendix. In addition, the DAG used for this dataset is provided in Figure 16, in the appendix.

The distributor data has been created by drawing samples from the aggregate breakdowns of age and gender at the level of London boroughs from the nomis data. It contains a total of 2.7 million individuals for ten boroughs. Once the final synthetic dataset is generated, we aggregate the results and compare them against four overlapping variables, contained in both the LTDS and nomis control totals at the borough level: family composition, number of people per household, number of cars/vans per household, and ethnicity.

Both the feeder and distributor datasets are defined on an individual level, i.e. each row of the dataset corresponds to an individual. However, three of the four selected control totals are at the household level. Thus, directly comparing the synthetic population with the aggregated distributions is impossible. In the generated population, each individual is generated with a corresponding household size and several household level statistics, e.g. number of vehicles in the household. To obtain unbiased aggregate household level statistics, we divide the household values by the number of household members. For example, to calculate the total number of vehicles in a borough, we would divide the number of vehicles in the household for each individual by the corresponding household size and sum over all individuals.

To validate the results, we compare ciDATGAN with DATGAN and an oversampled version of the LTDS dataset. The latter is generated by oversampling the original LTDS dataset. For each selected borough, we oversample with replacement individuals from the same borough in the LTDS until the sample size is equal to the borough population, as recorded in the nomis data. We do not recommend doing this to augment the data since it introduces much redundancy. However, it will help understand if the synthetic data is on the same level of details and representativity as the original data in the feeder dataset. DATGAN is trained on the same feeder dataset as ciDATGAN. During the sampling phase, we randomly generate individuals until the sample size equals the borough population found in the nomis dataset. In

---

https://www.nomisweb.co.uk/census/2011/data_finder
the end, it gives us a total of three synthetic populations generated using three different methodologies such that each population reflects the nomis population for each borough.

We proposed systematic methods based on statistical assessments and ML efficacy methods to compare synthetic data in the previous chapter. However, we compare generated tabular data with aggregate data in this section. Thus, it is not possible to use the same assessment methods. However, all the overlapping variables are categorical, see Table 2. Thus, the aggregate distributions are all discrete, and we can use the Jensen-Shannon (JS) distance (Lin, 1991) to measure the distance between these aggregate distributions. We define the JS distance, the square root of the JS divergence, between two probability arrays $P$ and $Q$ by:

$$JS(P, Q) = \sqrt{\frac{KL(P, M) + KL(Q, M)}{2}}$$  \hspace{1cm} (2)

where $M$ is the pointwise mean of $P$ and $Q$, and $KL(\cdot, \cdot)$ is the KL divergence defined by

$$KL(P, Q) = (P, Q) = \sum_{x \in X} P(x) \log \left( \frac{P(x)}{Q(x)} \right).$$  \hspace{1cm} (3)

The results are given in Figure 9. It shows that the three methodologies generate roughly equivalent synthetic populations compared to the aggregate control totals in the nomis data. Thus, it shows that the addition of the conditional inputs in ciDATGAN does not hinder its performance compared to DATGAN. However, it is interesting to note that the oversampled LTDS dataset generates slightly more representative data for the family composition and ethnicity.

This behavior is not surprising due to the collection process of the LTDS dataset. Indeed, it is intended to use as representative a sample as possible. Thus, LTDS is a good sample of the true population, as it is given in the nomis data. In addition, since the feeder dataset does not contain any bias, the distributor dataset follows the same distributions. Thus, it does not improve the final synthetic population generated by ciDATGAN. We show this similarity between the aggregated nomis data and the LTDS data in Figures 10 and 11.

Figure 10 shows the ethnicity distribution for these two datasets on an aggregated level for each selected borough. The same trends are found in both datasets. For example, we can see that Brent has fewer White people and more Asian people than the other boroughs in both datasets. Figure 11 shows similar distributions for the number of cars/vans per household. We see that, in both datasets, the boroughs close to the center of London (Camden and Westminster) have fewer cars in their household than the others. However, we can see that the LTDS data tends to have more
households with one vehicle and fewer without vehicles. This will skew the results of the synthetic data since the models tend to generate more households with one vehicle instead of zero. However, since we are comparing the generated data against the LTDS data, both data should suffer equally from this. However, DATGAN has already shown its capabilities of generating representative synthetic data. Thus, we want to investigate how the conditionality of ciDATGAN can improve the generation process when the model is dealing with poorly designed data.

![Figure 10: Distributions of the individuals’ ethnicity for each borough.](image)

![Figure 11: Distributions of the number of cars/vans per household for each borough.](image)
In Section 4.1.3, we have shown that ciDATGAN outperforms DATGAN when correcting for bias. Thus, we investigate if ciDATGAN provides similar results on a larger synthetic population. First, we need to bias the LTDS dataset. However, since we compare the synthetic population aggregated at the borough level, we do not bias the sample by boroughs alone. In addition, gender has a low correlation with the other variables, as shown in Figure 13. Thus, we bias the dataset on age. For each borough, we randomly select one of the three age categories: young (below 25 y.o.), middle (between 25 and 55 y.o.), and old (above 55 y.o.). We remove 95% of the individuals from the other age categories. The final biased LTDS dataset contains a total of 10'009 individuals. Similar to the previous experiment, we train DATGAN and ciDATGAN on this biased dataset without changing the DAG in Figure 16 in the appendix. ciDATGAN is generating the new synthetic population using the previously defined distributor dataset, while the other two methodologies use the same sampling process. Results are given in Figure 12.

Results show that the synthetic population generated using ciDATGAN is generally more representative than the one generated using DATGAN. For the number of individuals per household and the household composition, ciDATGAN performs the best. This can be explained by the correlation between the individual’s age and these two variables. Indeed, Figure 13 shows a high negative correlation between age and the number of individuals per household. Thus, ciDATGAN learns this stronger correlation. Then, when we use the actual age distribution for the sampling phase, ciDATGAN can generate more representative individuals. For the other two variables, ciDATGAN performs similarly to the other two methodologies. Ethnicity is not linked to age in the DAG. Thus, correcting for the age, in this case, does not influence the ethnicity. Therefore, it explains that the results for the ethnicity did not improve between DATGAN and ciDATGAN. This link has been omitted deliberately as a control correlation to study the effect of the DAG in this process. Indeed, as shown in Figure 13, there is a positive correlation between age and ethnicity. It makes sense since migrant populations are more likely to be of working age. Thus, adding this link in the DAG, in Figure 16, should improve the results as shown with the other variables. Finally, we cannot see any improvements in the number of cars/vans per household. It is expected since the correlation between age and the number of cars/vans per household is weak. It has, thus, been omitted in the DAG. Since the oversampled LTDS synthetic population shows similar results, adding this link would not improve the results of ciDATGAN.

Lastly, we examine some distributions in more detail. Figure 14 shows the distribution of individuals per household for each dataset. We see that the LTDS data (Figure 14b) shows similar trends to the nomis data (Figure 14a). This similarity was already shown in Figures 10 and 11. On the other hand, the biased LTDS data (Figure 14c) shows different distributions with fewer households with a single individual. DATGAN can correct some boroughs as shown...
Figure 13: Pearson’s correlation matrix of the LTDS dataset.

in Figure 14d. However, depending on the borough, it mainly assigns one or two individuals per household. Finally, Figure 14e shows that ciDATGAN is the best model for correcting the bias. Despite these results, we see that ciDATGAN cannot retrieve some of the trends, e.g. boroughs near the center of London (Camden and Westminster) have more households with a single individual. This shows one of the limitations of ciDATGAN, i.e. the model can only learn the logic in the original data. Thus, it will not be able to generate data that was never seen. Nonetheless, these results indicate that ciDATGAN has been able to address some of the bias in the LTDS dataset by using aggregate borough level control totals from the UK census.

This final section shows that both DATGAN and ciDATGAN can generate large disaggregate synthetic populations. On an RTX 2080, both models were trained on the original LTDS dataset in around 25 minutes (1’000 epochs), and the sampling process took less than 10 minutes. This means that these models can generate a sizeable synthetic population in a short time. As shown in Figure 14, ciDATGAN can correct for possible biases in the feeder dataset using an unbiased distributor dataset. As the census data is fully aggregated at the borough level, there is no direct one-to-one correspondence between any individual in the synthetic population and the actual London population, maintaining privacy. However, the synthetic population, on an aggregate level, is representative of the London population.

Creating synthetic populations for agent-based simulations can be laborious and imprecise, limiting their practical applications. However, ciDATGAN shows that one can create closely tailored and representative populations with limited human input in a short time.

5 Conclusion

This chapter presents the ciDATGAN model, an evolution of DATGAN that uses a novel type of conditionality for tabular data inspired by image completion. It consists of completing a large dataset with few variables (distributor dataset) using synthetic data learned from a smaller dataset with more variables (feeder dataset). We test this model on a trip-based dataset against DATGAN. First, we show that ciDATGAN provides equal or better quality data than the state-of-the-art DATGAN model. Then, we show that ciDATGAN, trained on a highly biased dataset, can perform as well as DATGAN trained on an unbiased dataset. It, thus, shows that ciDATGAN can be used to unbias a dataset if one has access to unbiased values for the conditional inputs. Finally, we show that ciDATGAN can learn the logic of
Figure 14: Distributions of the number of individuals per household for each borough.
the feeder dataset and can, therefore, be used to generate a large, detailed, and representative dataset using an external distributor dataset.

While ciDATGAN can generate unbiased and unknown datasets if good conditional inputs are provided, many research directions are still available. For example, ciDATGAN can only be used to generate independent rows, i.e. cross-sectional data. A natural progression is, therefore, to allow for hierarchical data structures as in Aemmer and MacKenzie (2022), such as several individuals with correlated individual level attributes belonging to a single household with matching household level attributes. Complementary to generating hierarchical data, ciDATGAN could be upgraded to generate sequential data, such as activity patterns. However, the current architecture of the model cannot generate such data. Thus, one could combine ciDATGAN with another GAN designed to generate sequential data. For example, Badu-Marfo et al. (2020) developed a composite GAN that is composed of two different models: the first GAN generates the socioeconomic characteristics of the individuals and the second one generates sequential mobility data. However, in this case, the challenge is combining the methodology using the DAG with a new architecture that generates activity patterns.
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6 Appendix

In the appendix, we present the two case studies presented in this article.

6.1 London Passenger Mode Choice (LPMC) dataset

The LPMC (Hillel et al., 2018) dataset combines the LTDS records with matched trip trajectories and corresponding mode alternatives. The survey way conducted between April 2012 and March 2015 and records trips made by individuals residing and traveling within Greater London. The trip trajectories are extrapolated from Google Maps API. We selected a single trip per individual per household to avoid data leakage. The final dataset contains a total of 17’616 trips with 27 variables. The reader can contact the authors of (Hillel et al., 2018) to get access to this dataset. The description of the variables is given in Table 1 and the associated DAG is given in Figure 15.

Figure 15: DAG used for the LPMC case study. Colors correspond to the category of variables: blue for households, orange for individuals, gray for alternatives, and red for trips. The conditional inputs are the variables age, gender, and hh_region.

Table 1: Details of the variables in the LPMC dataset. Colors correspond to the category of variables (in order): blue for households, orange for individuals, gray for alternatives, and red for trips. More details about these variables are given in Hillel et al. (2018).

| Variables     | Type       | Description                                           |
|---------------|------------|-------------------------------------------------------|
| hh_income     | Categorical| Income of the household (10 categories)               |
| hh_people     | Categorical| Number of people in the household (11 values)        |
| hh_region     | Categorical| London region associated to the household (5 regions) |
| hh_vehicles   | Categorical| Number of vehicles in the household (9 values)        |
| age           | Continuous | Age of individual in years                            |
| female        | Categorical| Gender of the individual (0=male, 1=female)           |
| driving_license| Categorical| Whether the traveller has a driving licence (0=no, 1=yes)|
Table 1 – continued from previous page

| Variables     | Type      | Description                                                                 |
|---------------|-----------|-----------------------------------------------------------------------------|
| fare_type     | Categorical | Public transport fare type of individual (5 categories)                     |
| dur_walking   | Continuous | Duration of walking route                                                   |
| dur_cycling   | Continuous | Duration of cycling route                                                   |
| dur_pt        | Continuous | Duration of public transport route                                           |
| dur_driving   | Continuous | Duration of driving route                                                   |
| traffic_percent | Continuous | Traffic variability                                                         |
| start_time    | Continuous | Start time of trip (in decimal hours)                                       |
| day_of_week   | Categorical | Day of the week of travel (7 days)                                          |
| distance      | Continuous | Straight line trip distance                                                 |
| purpose       | Categorical | Journey purpose for trip (5 categories)                                     |
| travel_mode   | Categorical | Mode of travel chosen by LTDS trip (4 categories)                           |

6.2 London Travel Data Survey (LTDS) dataset

The LTDS dataset contains unprocessed variables from the LPMC dataset. We only selected variables related to individuals and households. Some variables are available in the original LPMC dataset while other have been added from the collected surveys. The final dataset contains a total of 29’158 individuals and 8 variables. The description of the variables is given in Table 2 and the associated DAG is given in Figure 16.

![DAG](image.png)

Figure 16: DAG used for the LTDS case study. Colors correspond to the category of variables: blue for households and orange for individuals. The conditional inputs are the variables age, gender, and hh_borough.
Table 2: Details of the variables in the LTDS dataset. Colors correspond to the category of variables (in order): blue for households and orange for individuals.

| Variables   | Type            | Description                                                      |
|-------------|-----------------|------------------------------------------------------------------|
| hh_income   | Categorical     | Income of the household (10 categories)                          |
| hh_people   | Categorical     | Number of people in the household (11 values)                    |
| hh_borough  | Categorical     | London borough associated to the household (10 boroughs)         |
| hh_carvan   | Categorical     | Number of cars/vans in the household (8 values)                  |
| hh_comp     | Categorical     | Family composition in the household (4 categories)               |
| age         | Continuous      | Age of individual in years                                       |
| gender      | Categorical     | Gender of the individual (Male or Female)                        |
| ethnicity   | Categorical     | Ethnicity of the individual (5 categories)                       |