Fast & rigorous predictions for $A = 6$ nuclei with Bayesian posterior sampling
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We make ab initio predictions for the $A = 6$ nuclear level scheme based on two- and three-nucleon interactions up to next-to-next-to-leading order in chiral effective field theory ($\chi$EFT). We utilize eigenvector continuation and Bayesian methods to quantify uncertainties stemming from the many-body method, the $\chi$EFT truncation, and the low-energy constants of the nuclear interaction. The construction and validation of emulators is made possible via the development of \textsc{JupiterNCSM}—a new $M$-scheme no-core shell model code that uses on-the-fly Hamiltonian matrix construction for efficient, single-node computations up to $N_{\text{max}} = 10$ for $^6\text{Li}$. We find a slight underbinding of $^4\text{He}$ and $^6\text{Li}$, although consistent with experimental data given our theoretical error bars. As a result of incorporating a correlated $\chi$EFT-truncation errors we find more precise predictions (smaller error bars) for separation energies: $S_d (^6\text{Li}) = 0.89 \pm 0.44$ MeV, $S_{2n} (^6\text{He}) = 0.20 \pm 0.60$ MeV, and for the beta decay $Q$-value: $Q_{\beta^-} (^6\text{He}) = 3.71 \pm 0.65$ MeV. We conclude that our error bars can potentially be reduced further by extending the model space used by \textsc{JupiterNCSM}.

I. INTRODUCTION

The use of ab initio many-body solvers and effective field theory (EFT) descriptions of nuclear interactions promises to deliver rigorous uncertainty quantification in the theoretical modeling of low-energy nuclear observables. The key advantage is that this combination makes it possible to systematically quantify the magnitude of errors made when approximating the solution of the many-body problem and when modeling the nuclear interaction to a finite EFT order.

A Bayesian framework is propitious for carrying out such an uncertainty quantification program. Best practices for using Bayesian methods in the context of EFT descriptions have been presented in, e.g., Refs. \cite{Ref1,Ref2}. Recently, such methods have also been applied in the context of many-nucleon systems from posterior sampling in the few-body sector \cite{Ref3,Ref4}, to estimates of EFT truncation errors in light nuclei \cite{Ref5} and infinite nuclear matter \cite{Ref6,Ref7}. However, the full incorporation of pertinent sources of uncertainties in computationally expensive many-body predictions is challenging. In this paper we present both new computational technology and well-motivated statistical models for relevant error terms to take first steps towards a comprehensive analysis of uncertainties in ab initio nuclear structure theory.

The goals of this paper can be summarized as follows:

1. Use Bayesian methods to demonstrate the propagation of parametric (statistical) uncertainties of the three-nucleon force ($3NF$) low-energy constants (LECs) $c_D$ and $c_E$ to $A = 6$-body systems using a newly developed no-core shell model (NCSM) many-body solver.

2. Construct and sample statistical models for both (many-body) method and (EFT) model uncertainties to obtain the posterior predictive distribution (PPD) for a set of many-body observables.

3. Introduce a new open-source, NCSM computer code—\textsc{JupiterNCSM} \cite{Ref11}—that is designed to solve relatively large many-body problems on single compute nodes such that it becomes possible to efficiently explore a large set of Hamiltonian parametrizations.

4. Construct and demonstrate the accuracy of eigenvector continuation (EC) emulators \cite{Ref12,Ref13} for $A = 6$ NCSM observables.

We start in Sec. \ref{sec:1} with a description of a recent Bayesian inference analysis \cite{Ref8} of nuclear interaction parameters conditioned on calibration data in the two- and few-nucleon sector. The many-body calculations are presented in Sec. \ref{sec:2} where we also introduce the \textsc{JupiterNCSM} code and construct EC emulators. Our uncertainty quantification for nuclear observables is summarized in PPDs as discussed in Sec. \ref{sec:3}. Here we also develop statistical models to link our theoretical models with reality in order to make final predictions. We conclude in Sec. \ref{sec:4} with a summary and outlook.

II. INTERACTION MODEL WITH STATISTICAL CONSTRAINTS

Wesolowski et al. \cite{Ref8} recently inferred posterior probability density functions (PDFs) for the interaction LECs in chiral effective field theory ($\chi$EFT) at leading order (LO), next-to-leading order (NLO), and next-to-next-to-leading order (N2LO) of the chiral expansion. In particular, they analyzed the constraints on the leading 3NF that appears at N2LO from several few-nucleon observables: the $^3\text{He}$ and $^4\text{He}$ binding energies, the $^4\text{He}$ charge radius and the Gamow-Teller matrix element extracted from tritium $\beta$-decay. Henceforth we label this set of
model calibration observables as \( D \). The parameter estimation considered both experimental and computational uncertainties as well as the model discrepancy that originates in the truncation of the \( \chi \)EFT Hamiltonian. The latter was included using a statistical error model \( [3, 14] \) that relies on two parameters: the EFT expansion parameter \( \mathcal{Q} \) and the scale \( \bar{c} \) of observable coefficients. The latter governs the magnitude of relative corrections at each \( \chi \)EFT order to a single observable according to

\[
y_{\text{th}} = y_{\text{ref}} \sum_{n} c_n \mathcal{Q}^n,
\]

where it is also assumed that all coefficients \( c_n \) are independent and identically distributed (i.i.d.) random variables following a normal distribution with zero mean and variance \( \bar{c}^2 : c_n \sim \mathcal{N}(0, \bar{c}^2) \). We will revisit this error model in Sec. \( \text{V B} \) where we incorporate correlated truncation errors for a vector of observable predictions.

The vector of LEC parameters is collectively denoted \( \vec{a} \). It includes a subset of elements \( \vec{a}_{NN} \) that governs the strengths of the two-nucleon force (2NF) contact interactions and a subset \( \vec{a}_{3N} \) that parametrize the strengths of the shorter-range diagrams of the leading 3NF appearing at N2LO in Weinberg power counting. At this order \( \vec{a}_{NN} \) consists of \( c_D \) and \( c_E \), the uncertainties of which are a main focus of this paper. Starting at N2LO, the \( \chi \)EFT interaction also includes longer-range pion-nucleon (\( \pi \)N) interactions parametrized by \( \vec{a}_{3N} \). In this work, we fix the corresponding LECs at mean values determined in a Roy-Steiner analysis of \( \pi \)N scattering data \( [15] \).

The analysis by Wesolowski et al. \( [6] \) was performed with a non-local momentum-space regulator function as in Eqs. (5) and (6) of Ref. \( [16] \) with a single cutoff \( \Lambda = 450 \) MeV and \( n = 3 \). The \( \vec{a}_{NN} \) LECs were optimized to reproduce NN scattering data, while the \( \pi \)N LECs were fixed. The mean values of the NN and \( \pi \)N LECs are listed in Appendix B of Ref. \( [6] \), while the narrow Gaussian distribution of the NN LECs (\( \vec{a}_{NN} \)) is shown in Fig. 2 of the same paper. In the present analysis we will assume that both \( \vec{a}_{NN} \) and \( \vec{a}_{3N} \) are fixed at their respective mean values from the analysis in Ref. \( [6] \).

The output from the parameter estimation performed in Ref. \( [6] \) was a multi-dimensional posterior PDF that was sampled using Markov Chain Monte Carlo (MCMC) methods. Such parameter posteriors can be used to identify correlations between LECs and to propagate uncertainties to nuclear observables.

Marginalizing the the posterior \( \text{pr}(\vec{a}, \bar{c}^2, Q | \mathcal{D}, I) \) of Ref. \( [6] \) over all parameters except \( c_D \) and \( c_E \) we obtain the PDF

\[
\text{pr}_{\text{full}}(c_D, c_E) = \int d\vec{a}_{NN} d\bar{c}^2 dQ \text{pr}(\vec{a}, \bar{c}^2, Q | \mathcal{D}, I),
\]

shown in Fig. 1(a).

The proposition \( I \) is used to implicitly subsume other known information, such as the convergence pattern \( [11] \) and the natural scale of the LECs. Although Bayesian probability theory only deals with conditional probabilities we sometimes suppress this notation in favor of notational convenience.

We will also consider two alternative parameter estimation analyses that were performed in Ref. \( [6] \). The first one, denoted \( \text{pr}_{\text{fix}}^{c_{\text{D}}}(c_D, c_E) \), is shown in Fig. 1(b) and involved fixing \( \bar{c} \), \( Q \) and \( \vec{a}_{NN} \) during sampling of \( c_D \) and \( c_E \). It results in a more narrow distribution for \( c_D \) and \( c_E \). The second one, denoted \( \text{pr}_{\text{fix}}^{E_{3A}}(c_D, c_E) \), is shown in Fig. 1(c) and was obtained with a much reduced set of calibration data, using only the binding energies of \( ^3\text{He} \) and \( ^3\text{H} \). It is obvious, from visual inspection of the PDF in Fig. 1(c), that these two observables are strongly cor-

![Fig. 1. Posterior pdf for \( c_D \) and \( c_E \) from Wesolowski et al. \( [6] \). The main results in this work are obtained with the samples from the full posterior shown in panel (a). For comparison we also made predictions with a posterior where NN LECs and truncation error parameters were kept fixed, panels (b) and (c). The posterior shown in panel (c) was obtained with \( ^3\text{He} \) binding energies as the only calibration data, and reveals an effective constraint in a single direction. The solid (dashed) iso-probability level encloses 68 (95)% probability mass. The yellow dark (light) ellipses correspond to Gaussian approximations of the sampled PDFs and show the 68 (95)% probability mass region. Note that the Gaussian approximation is too narrow to describe the full posterior in panel (a). Instead, a student t distribution provides a much better fit \( [6] \) as shown by the dotted level curves. Green crosses (blue stars) correspond to training (validation) points for the emulators described in Sec. \( \text{III C} \).]
related such that they do not provide two independent constraints on $c_D$ and $c_E$. Also here, $\vec{c}$, $Q$ and $\vec{a}_{NN}$ were fixed during sampling. In this work we will use $2.5 \cdot 10^6$ ($c_D$, $c_E$) samples from $\text{pr}_{\text{full}}(c_D,c_E)$ to make predictions for the $A = 6$ level scheme. For comparison we will also make predictions with the other two parameter PDFs for which we use $1.0 \cdot 10^6$ samples from the Gaussian approximations shown in Fig. 1, panels (b) and (c), respectively.

III. MANY-BODY CALCULATIONS

It is a specific goal of this work to solve the many-body Schrödinger equation (MBSE)

$$H(\vec{a}) |\Psi\rangle = E(\vec{a}) |\Psi\rangle ,$$

(3)

for different target nuclei and with several realistic interaction parametrizations constructed for various truncations (up to N2LO) of the χEFT expansion. As indicated, each specific many-body Hamiltonian depends on a vector of LECs $\vec{a}$.

The problem of solving Eq. (3) becomes significantly more challenging at N2LO with the inclusion of 3NFs. The 3NF part of our Hamiltonian is parametrized by $c_D$ and $c_E$, whose values are given by inferred probability distributions $\text{pr}(c_D,c_E)$ as described in Sec. II.

Specifically, the N2LO Hamiltonian consists of the intrinsic kinetic energy plus 2NF and 3NF terms,

$$H(c_D, c_E) = T_{\text{int}} + V_{\text{2NF}} + V_{\text{3NF}}(c_D, c_E),$$

(4)

with

$$V_{\text{3NF}}(c_D, c_E) = V_{\text{3NF},2\pi} + c_D V_{\text{3NF},1\pi\cdot ct} + c_E V_{\text{3NF,ct}},$$

(5)

where the three terms in the 3NF correspond to two-pion exchange (3NF, 2π), one-pion exchange plus contact (3NF, 1π·ct), and three-nucleon contact (3NF, ct) diagrams. Note that the $V_{\text{3NF},2\pi}$-term is completely determined by the fixed LEC values in $\vec{a}_{NN}$. For future reference we group all terms that will remain fixed in the Hamiltonian into a constant operator $H_0$, while the $c_D$ and $c_E$ dependence enter linearly with operators $H_1$ and $H_2$. That is, the full Hamiltonian is written

$$H(c_D, c_E) = H_0 + c_D H_1 + c_E H_2,$$

(6)

with

$$H_0 = T_{\text{int}} + V_{\text{2NF}} + V_{\text{3NF},2\pi},$$

$$H_1 = V_{\text{3NF},1\pi\cdot ct},$$

$$H_2 = V_{\text{3NF,ct}}.$$  

A. The JupiterNCSM code

To solve the MBSE (3) with full 3NF (4) for many different values of $c_D$ and $c_E$. However, much of the precomputed data is interaction independent and can be generated once for each nucleus and model space and then reused. In particular, this applies to the generation of transition index lists and to the transformation of the Hamiltonian terms $H_0$, $H_1$ and $H_2$ from $J$- to $M$-scheme. We restrict the calculations to model spaces with $N_{\text{max}} \leq 10$ for $^6\text{He}$. In this case the generation of index lists takes 48 h, the $J$- to $M$-scheme transformation takes 16 h and each converged Lanczos diagonalization (100 iterations) takes $\lesssim 25$ h using a single compute node with two Intel Xeon Gold 6130 having 16 CPU cores each and 384 GiB RAM memory. The $^6\text{He}$ calculations could only be performed up to $N_{\text{max}} = 8$ due to large memory consumption when computing the three-neutron transitions.

In this work we solve the MBSE (3) with full 3NF (4) for many different values of $c_D$ and $c_E$. However, much of the precomputed data is interaction independent and can be generated once for each nucleus and model space and then reused. In particular, this applies to the generation of transition index lists and to the transformation of the Hamiltonian terms $H_0$, $H_1$ and $H_2$ from $J$- to $M$-scheme. We restrict the calculations to model spaces with $N_{\text{max}} \leq 10$ for $^6\text{Li}$. In this case the generation of index lists takes 48 h, the $J$- to $M$-scheme transformation takes 16 h and each converged Lanczos diagonalization (100 iterations) takes $\lesssim 25$ h using a single compute node with two Intel Xeon Gold 6130 having 16 CPU cores each and 384 GiB RAM memory. The $^6\text{He}$ calculations could only be performed up to $N_{\text{max}} = 8$ due to large memory consumption when computing the three-neutron transitions.

When running JupiterNCSM we have the choice between two different stopping criteria for the Lanczos algorithm. Option (1) terminates the algorithm when the dif-
ference between two subsequent iterations of the desired eigenvalue is less than a specified tolerance \( \epsilon_1 \). Option (2) terminates when the difference between two eigenvectors from subsequent Lanczos iterations (measured as the 2-norm) reaches below a specific tolerance \( \epsilon_2 \). This second option was used in this study when seeking high-precision eigenvectors for the construction of EC emulators (see Sec. IVB).

### B. Exact diagonalization results

The NCSM convergence for \(^4\)He and \(^6\)Li is shown in Fig. 2 as a function of the basis frequency, and in Fig. 3 as a function of basis truncation \( N_{\text{max}} \) for fixed basis frequency \( \hbar \Omega = 20 \text{ MeV} \). In all calculations we use a fixed NN force as described in Sec. II. For \(^4\)He we also show results including the 3NF with a maximum a posteriori (MAP) point estimate for the parameters \( c_D = -0.03 \) and \( c_E = -0.20 \) obtained from \( \text{pr}_{\text{full}}(c_D, c_E) \).

The thick solid lines in Fig. 2 correspond to the largest truncation used with the JUPITER NCSM code, namely \( N_{\text{max}} = 10 \) for \(^4\)He and \(^6\)Li, and \( N_{\text{max}} = 8 \) for \(^6\)He. Up to this truncation we have been able to validate the ground-state energy results from different NCSM codes: NSOPT [19] (for \( A = 4 \)), PANTOINE [20] (for \( A = 4, 6 \); with 2NF only) and JUPITER NCSM (all nuclei; including full 3NF). In addition, results for \( A = 4, 6 \) nuclei using the N2LOeq interaction [21] (with full 3NF) have been validated by finding \( \approx 1 \text{ keV} \) differences in ground-state energies from JUPITER NCSM and the no-core shell-model Slater determinant (NCSM) code [22].

We conclude from these convergence studies that \( \hbar \Omega = 20 \text{ MeV} \) is the optimal basis frequency to use for this range of isotopes with these interactions. This basis frequency will therefore be used for the construction of emulators.

The fact that we use the \textit{ab initio} NCSM implies that we make controlled approximations when solving the many-body problem. This provides an opportunity to quantify the magnitude of our method errors, which is a prerequisite when aiming for predictive power. We express the fully converged prediction from the many-body problem as

\[
y_{\text{NCSM}}(\vec{a}) = y_{\text{NCSM}}(\vec{a}) + \delta y_{\text{NCSM}}(\vec{a}),
\]

where \( y_{\text{NCSM}} \) is the result of our (basis truncated) \textit{ab initio} many-body solver and \( \delta y_{\text{NCSM}} \) is the corresponding method error. In this work we will adopt a statistical model for this error term. The convergence formula that forms the foundation for our error model is presented in the following, while further details will be given in Sec. IVB.

In the case of HO basis expansion methods, such as the NCSM, it has been shown that analyses in terms of ultraviolet and infrared length scales offer much insight into errors resulting from finite basis truncations [20, 23–25]. In this work, however, we restrict ourselves to a simpler analysis of the convergence using an exponential form

\[
E(N_{\text{max}}) = E_{\infty} + a \exp(-b N_{\text{max}}),
\]

which is fitted at a fixed frequency and with the parameter \( E_{\infty} \) being an estimator of the converged result \( y_{\text{NCSM,}\infty} \). We note that the convergence distance

\[
\Delta E_{\infty}(N_{\text{max}}) \equiv E_{\infty} - E(N_{\text{max}})
\]

must be negative since the NCSM is a variational method. We will return to this extrapolation formula in Sec. IVB when we introduce the statistical model for the method error.

The convergence of the ground-state energy as a function of the basis truncation is shown in Fig. 3. The validation results at large \( N_{\text{max}} \) with 2NF-only interactions indicate that the exponential extrapolation slightly underestimates the convergence distance for \( A = 6 \) nuclei.
We will later incorporate this finding into our model of the method error. Furthermore, the observed convergence with respect to $N_{\text{max}}$ with a full Hamiltonian including 3NFs is somewhat slower than the one with 2NF only.

We have used the LEC values from Wesolowski et al. \cite{6} to study the order-by-order convergence of $A=4,6$ binding energies. These point estimates correspond to a maximum likelihood estimation (MLE) for the LO and NLO Hamiltonians, and a MAP for the N2LO Hamiltonian. The results from our NCSM exact diagonalizations are shown in Table II. Here we also show extrapolated results with inclusion of the estimated mean method error, $\delta_E$, see Sec. IVB. We note in particular that our LO estimate corresponds to underbinding of these systems, which is in stark contrast with many other studies that give strong overbinding at LO \cite{8,20}. This difference can be traced to the fit to low-energy scattering data in \cite{6} where the $\chi$EFT expansion parameter $Q = m_\pi/\Lambda_b$ was employed in that domain—with $m_\pi$ the pion mass and $\Lambda_b$ the $\chi$EFT breakdown scale. As a result, the deuteron energy is $E_d = -0.6$ MeV at LO, and this underbinding prevails for $A=4,6$ systems.

C. Eigenvector continuation emulators

The specific aim in this work is the computation of a PPD for the ground-state energies of several many-body systems. This requires the ability to solve the MBSE repeatedly for different nuclear systems and for many samples from the Hamiltonian parameter PDF. In this work we will solve for $^4$He, $^6$Li, and $^6$He with $\sim 2.5 \cdot 10^6$ samples from $\text{pr}_{\text{full}}(c_D,c_E)$. This is achieved by exploiting the method of EC \cite{29,31} to mimic the solution of the full problem with high accuracy at a fraction of the computational cost.

Given a Hermitian matrix that depends smoothly on some continuous parameters—in our case $H(c_D,c_E)$—this method can be used to construct an emulator that performs very well in a large parameter domain. The training of such an emulator requires a small set of training vectors obtained by solving the full problem for a corresponding set of training points in $(c_D,c_E)$ space.

For each nucleus ($^4,6$He, $^6$Li) and model space ($N_{\text{max}} \in \{4,6,8,10\}$), we compute the ground state by solving Eq. (3) using JUPITERNCSM for a total of 16 training points $\{c_{D,k},c_{E,k}\}_{k=1}^{16}$. Eight of these training points correspond to random draws from the posterior $\text{pr}_{\text{full}}(c_D,c_E)$ that is shown in Fig. 3(a), while the remaining eight were drawn from a large square: $c_D,c_E \sim \mathcal{U}(-2.5,2.5)$. After performing diagonalizations—using the eigenvector convergence criterion with $\epsilon_2 = 10^{-6}$—this results in 16 training vectors for each nucleus and model space, i.e.

$$\Phi_k = |\Psi(c_{D,k},c_{E,k})\rangle, \ k = 1,2,\ldots,16 \quad (12)$$

When using EC, the Hamiltonian is projected onto the subspace that is spanned by the training vectors. We denote our subspace-projected Hamiltonian as $M(c_D,c_E)$ and its matrix elements are computed as

$$(M(c_D,c_E))_{i,j} = \langle \Phi_i | H_0 | \Phi_j \rangle + c_D \langle \Phi_i | H_1 | \Phi_j \rangle + c_E \langle \Phi_i | H_2 | \Phi_j \rangle = (M_0)_{i,j} + c_D (M_1)_{i,j} + c_E (M_2)_{i,j}, \quad (13)$$

where we note that $M_0,M_1$ and $M_2$ are $16 \times 16$ matrices that can be computed once per nucleus and model space.

There is no guarantee that the training vectors are orthogonal. Therefore, we also construct the norm matrix
\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|c|c|}
\hline
 & \multicolumn{2}{c|}{LO MLE} & \multicolumn{2}{c|}{NLO MLE} & \multicolumn{2}{c|}{N2LO MAP} \\
 & \(E_{\text{NCM}}\) & \(E_{\text{NCM}} + \mu_{\text{SE}}\) & \(E_{\text{NCM}}\) & \(E_{\text{NCM}} + \mu_{\text{SE}}\) & \(E_{\text{NCM}}\) & \(E_{\text{NCM}} + \mu_{\text{SE}}\) \\
\hline
\(E(^3\text{He})\) [MeV] & -24.08 & -24.09 & -30.21 & -30.21 & -28.16 & -28.16 \\
\(E(^6\text{He})\) [MeV] & -19.23 & -20.34 & -28.49 & -28.79 & -25.40 & -28.16 \\
\(E(^6\text{Li})\) [MeV] & -19.83 & -21.32 & -31.54 & -31.78 & -29.52 & -31.13 \\
\hline
\end{tabular}
\caption{Results at LO, NLO, and N2LO for the \(A = 4, 6\) binding energies. For LO and NLO, these correspond to the MLE from \cite{6}. The N2LO computations use \(\pi\) and NN LECs from \cite{6, 15} and the MAP point estimate is obtained with \(c_D = -0.03\) and \(c_E = -0.20\). The variational minimum obtained in the largest model space is shown in the \(E_{\text{NCM}}\) column for each order, while the extrapolated result with error estimates are shown in the \(E_{\text{NCM}} + \mu_{\text{SE}}\) column, where \(\mu_{\text{SE}} \equiv \mathbb{E}[\delta y_{\text{NCSM}}]\). Experimental data are from \cite{27, 28} and have uncertainties that are negligible in this context.}
\end{table}

\section{IV. Posterior Predictive Distributions}

In this section we will compute and study the NCSM PPD which we define as

\[ \text{PPD}_{\text{NCSM}} = \{ \mathbf{y}_{\text{NCSM}}(\bar{a}) : \bar{a} \sim \text{pr}(\bar{a} | D, I) \} \]  

This PPD is the set of all model predictions computed over likely values of the LECs, i.e., drawing from the posterior PDF for the \(\bar{a}\). Such results are shown in Figs. 3 and 6 and discussed below. They illustrate the parametric uncertainty. Note, however, that this NCSM PPD does not include the uncertainties that stem from the truncation of our many-body solver (method uncertainty) or the truncation of our EFT (model uncertainty).

Such additional sources of uncertainty are rather consolidated in the full PPD, where we incorporate our knowledge of the model discrepancy, method uncertainty, and emulator error terms. The full PPD is then defined, in analogy with Eq. (16), as the set evaluation of \(\mathbf{y}(\bar{a})\) which is the sum

\[ \mathbf{y}(\bar{a}) = \mathbf{y}_{\text{NCSM}}(\bar{a}) + \delta \mathbf{y}_{\text{NCSM}}(\bar{a}) + \delta \mathbf{y}_{\text{EFT}} + \delta \mathbf{y}_{\text{em}}. \]

We will consider each of the error terms \(\delta \mathbf{y}_i\) in Eq. (17) as random variables with distributions that we will discuss in detail in Sec. IV B. It should be noted that we explicitly assume that the method error might depend on the LECs and that the emulator error is negligible compared to the other uncertainties, as shown in Sec. III C such that the last term will be disregarded in the following. The final predictions, considering relevant uncertainties, are discussed in Sec. IV B and displayed in Figs. 8 and 9.

\subsection{A. NCSM posterior predictive distribution}

The relevant question on the magnitude of parametric uncertainties in predictions made with our nuclear \textit{ab initio} approach can be addressed with the NCSM PPD \cite{16}. For this purpose we utilize the few-body-constrained LEC posterior \cite{6} discussed in Sec. \textbf{I} together with our EC emulators for \(A = 4, 6\) binding energies (see Sec. \textbf{III C}). These fast and accurate emulators

\begin{equation}
(N)_{i,j} = \langle \Phi_i | \Phi_j \rangle .
\end{equation}
make it possible for us to predict the $^4,^6$He and $^6$Li binding energies for $\sim 2.5 \cdot 10^6$ samples from $\text{pr}_{\text{full}}(c_D, c_E)$.

The resulting marginal distributions are shown in Fig. 5 together with the medians and the 68% Bayesian credible intervals (obtained as the smallest region that contains 68% of the probability mass). Numerical values for these summary statistics are presented in Table I.

The shape of the $^4$He distribution can be compared with the results shown in the diagonal panel (second row) of Fig. 3 in Ref. [6]. However, it should be noted that while our $^4$He emulator was constructed with $N_{\text{max}} = 10$ in the $M$-scheme NCSM, those of Wesolowski et al. [6] were based on a Jacobi-coordinate NCSM implementation and used $N_{\text{max}} = 18$. This gap in model space results in $\sim 100$ keV energy difference.

Accurate emulators might not always be available for the observable of interest. For that reason we demonstrate a low-statistics representation of the same results by open histograms in Fig. 5. These results are based on merely 25 samples from $\text{pr}_{\text{full}}(c_D, c_E)$. Both the median and the standard deviation of the predictions made with the low-statistics representation agrees to within 10 keV with the summary statistics obtained from the full list of samples. Although small statistics might not allow a very precise quantification of credible intervals, it is clear that valuable parametric uncertainty estimates can still be extracted.

The bivariate distributions from PPD$_{\text{NCSM}}$ are shown in Fig. 6. We observe very strong correlations between the predicted binding energies, as could be expected. This means that the uncertainties in relative energies will be much smaller, as we will discuss in more detail below. For comparison we also show the bivariate distributions that are obtained when using samples from the alternative parameter posteriors $\text{pr}_{\text{fix}}(c_D, c_E)$ and
FIG. 6. Bivariate distributions from PPD$_{\text{NCSM}}$ (16) illustrating the parametric uncertainties from the posterior distribution $p_{\text{fix}}(E_D, c_E)$ propagated to ground-state energies of $^4\text{He}$, $^6\text{Li}$ computed with $N_{\text{max}} = 10$ and $^4\text{He}$ with $N_{\text{max}} = 8$. The 68% and 95% probability mass regions are shown by the level curves. For comparison, the 95% regions for the posteriors $p_{\text{fix}}(E_D, c_E)$ and $p_{\text{full}}(E_D, c_E)$ are shown with green dashed and blue dotted curves, respectively.

Even more interesting is the behavior of the NCSM PPD from $p_{\text{fix}}(E_D, c_E)$. As shown in Fig. 1(c), the use of highly correlated calibration observables, $E(\text{^4H})$ and $E(\text{^4He})$, gives an effective parameter constraint in a single direction which leads to a very broad range of allowed $(c_D, c_E)$-values. The propagation of that parametric uncertainty to predictions of the $A = 6$ binding energies reveals if those new observables would be able to provide additional, independent constraints. We actually find that the bulk region of the NCSM PPD obtained from $p_{\text{fix}}(E_D, c_E)$ does largely overlap with the ones from $p_{\text{full}}(E_D, c_E)$ and $p_{\text{fix}}(E_D, c_E)$ that are informed by a larger set of few-body observables. This indicates that their propagated predictions for $A = 6$ binding energies are very similar. However, the most extreme samples from $p_{\text{fix}}(E_D, c_E)$, i.e., $c_D \sim -5$ and $c_D \sim +5$, correspond respectively to the upper and lower “legs” of the green, dashed 95% confidence regions shown in the left column of Fig. 6.

### TABLE II. Median predictions and 68% (95%) Bayesian credible intervals shown in the first (second) row for each observable. All values are in MeV and the intervals are presented as differences from the median. The NCSM PPD is obtained by using the raw output from our emulators ($^4\text{He}$, $^6\text{Li}$ computed with $N_{\text{max}} = 10$ and $^4\text{He}$ with $N_{\text{max}} = 8$). The full PPD, however, includes also statistical models for the method and model errors (see text for details). Experimental energies are listed in Table I and result in the energy differences: $S_d(\text{^6Li}) = 1.473$ MeV, $S_{2n}(\text{^4He}) = 0.975$ MeV, and $Q_{\beta^-}(\text{^6He}) = 3.505$ MeV.

| Observable | NCSM PPD | Full PPD |
|------------|----------|----------|
|            | median CI (68/95%) | median CI (68/95%) |
| $E(^4\text{He})$ | $-28.21$ [-0.46,+0.39] | $-28.23$ [-0.80,+0.75] |
| $E(^6\text{Li})$ | $-29.63$ [-0.50,+0.44] | $-31.34$ [-0.92,+0.89] |
| $E(^4\text{He})$ | $-25.51$ [-1.09,+1.35] | $-28.42$ [-1.84,+1.92] |
| $S_d(^6\text{Li})$ | $-0.71$ [-0.08,+0.08] | $0.89$ [-0.04,+0.44] |
| $S_{2n}(^4\text{He})$ | $-2.61$ [-0.08,+0.07] | $0.19$ [-0.04,+0.58] |
| $Q_{\beta^-}(^6\text{He})$ | $4.90$ [-0.01,+0.00] | $3.71$ [-0.06,+0.64] |

We will now discuss our statistical models for the two final terms in this expression.

#### 1. Method errors

The method error is estimated from the observed convergence behavior and our previous experience with the NCSM using also other interaction models. In particular, we know that the NCSM is a variational approach such that results obtained at truncated model spaces represent upper bounds. This implies that the expectation value for the method error of the total energy observable $i$ is negative

$$
\mathbb{E} [\delta y_{\text{NCSM},i}(\vec{a})] \equiv \mu_{4E,i}(\vec{a}) < 0.
$$

#### B. Full posterior predictive distribution

The NCSM PPD does not reflect uncertainties associated with the truncation of the many-body model space, nor with the truncation of the EFT expansion. Let us therefore incorporate models for these additional, relevant errors into our final predictions. We start from Eq. (17) that sums up the assumed link between model and reality. As previously mentioned we will neglect emulator errors ($\delta y_{\text{em}} \approx 0$) and we will assume that the EFT error is independent on the LEC parameters such that we have

$$
y(\vec{a}) = y_{\text{NCSM}}(\vec{a}) + \delta y_{\text{NCSM}}(\vec{a}) + \delta y_{\text{EFT}}.
$$

We will now discuss our statistical models for the two final terms in this expression.

#### 1. Method errors

The method error is estimated from the observed convergence behavior and our previous experience with the NCSM using also other interaction models. In particular, we know that the NCSM is a variational approach such that results obtained at truncated model spaces represent upper bounds. This implies that the expectation value for the method error of the total energy observable $i$ is negative

$$
\mathbb{E} [\delta y_{\text{NCSM},i}(\vec{a})] \equiv \mu_{4E,i}(\vec{a}) < 0.
$$
Since we have constructed emulators for different model spaces, $N_{\text{max}} \in \{4, 6, 8, 10\}$, we can perform the extrapolation for each set of LECs and extract an $\tilde{a}$-dependent convergence distance $\Delta E_{\infty,i}(\tilde{a})$ in Eq. (11). However, the convergence tests in Sec. III B together with previous experience tells us that this simple extrapolation tends to underestimate the convergence distance by a few ten percent. To incorporate this knowledge we estimate the mean value of the method error as

$$\mu_{\delta E,i}(\tilde{a}) = \Delta E_{\infty,i}(\tilde{a}) + \sigma_{\text{NCSM},i},$$

with $\sigma_{\text{NCSM},i}(\tilde{a}) = 0.2 \Delta E_{\infty,i}(\tilde{a})$. (20)

The mean value for $\Delta E_{\infty}$ for the LEC samples from $p_{\text{full}}(c_D, c_E)$ is found to be $-1.46 \times (-2.46)$ MeV for $^6\text{Li}$ ($^6\text{He}$). The standard deviation for $\Delta E_{\infty}$ is very small at 50(120) keV and we therefore simplify the assignment of the covariance matrix expressed in terms of its diagonal elements and a simple correlation matrix

$$\Sigma = \sigma R \sigma,$$

where $\sigma_{ij} = \begin{cases} \bar{c} & \text{for } i = j, \\ 0 & \text{for } i \neq j, \end{cases}$

and $R_{ij} = \begin{cases} 1 & \text{for } i = j, \\ \rho & \text{for } i \neq j. \end{cases}$

A straightforward MLE, with the likelihood based on the data shown in Fig. 7 gives $\bar{c} = 1.7$ and $\rho = 0.9$. We will use those as fixed parameters in the following.

For this given model of the EFT observable coefficients, all neglected terms beyond $O(Q^4)$ in Eq. (1) can be summed to give a distribution for the model error $\delta y_{\text{EFT}}$. Specifically, with $c_n \sim N(0, \Sigma)$, this sum can be performed analytically and we find

$$\delta y_{\text{EFT}} \sim N(0, \Sigma_{\text{th}}),$$

with $\Sigma_{\text{th},ij} = e^2 y_{\text{ref},i} y_{\text{ref},j} / (1 - Q_i k^{Q_i Q_j}) R_{ij}$. (23)

Note that we use the same $Q_i = 0.33$ for all $A = 4, 6$ observables.

### 3. Full sampling of the PPD

Results from sampling of the full PPD are shown in Fig. 8. In practice, we construct this full PPD with about $2.5 \times 10^6$ samples from the NCSM PPD with the addition of the random variables $\delta y_{\text{NCSM}}$ and $\delta y_{\text{EFT}}$ sampled from the distributions (21) and (23), respectively. The sampling from the error distributions is simplified by the fact that the only LEC-dependence sits in the mean value of the method error via the $\Delta E_{\infty}(\tilde{a})$ term in Eq. (20). We are able to compute this extrapolation term for any set of $\tilde{a}$ since we have created accurate emulators for $N_{\text{max}} \in \{4, 6, 8, 10\}$. 

![Fig. 7. Observable coefficients, $c_n$, for $A = 4, 6$ binding energies up to N2LO obtained using a chiral expansion parameter $Q = 1/3$ for all three observables.](image)
The separation energies, $S_d$ for $^6$Li and $S_{2n}$ for $^6$He, and the $^6$He$_{gs} \rightarrow ^4$Li$_{gs}$ beta-decay $Q$-value are also included. Predictions for these relative observables will now make sense since we have incorporated both method errors and correlated model discrepancies. The former contains information on the convergence of the many-body solver, while the latter embodies the EFT truncation error and makes sure that we do not overestimate its effect when propagated to differences of correlated observables. The final predictions for $A = 6$ total energies, shown in the second and third column of Fig. 8, provides hints for systematic underbinding. We speculate that
FIG. 9. $A = 6$ level scheme. Dashed lines show experimental thresholds for $^4\text{He} + 2n$($^4\text{He} + d$) relative $^6\text{He}(^6\text{Li})$ while the blue line and band show the median and 68% credible interval from the full PPD. The red distributions, from left to right, show the evolution of the PPD as we go from the NCSM prediction, PPD$_{\text{NCSM}}$, to the inclusion of method errors, and finally including the EFT truncation error—with thick (thin) vertical lines indicating the 68%(95%) credible interval. Note that the NCSM prediction for each threshold has been shifted by the mean values of the relevant method errors. The uncertainty in the $\beta^-$-decay $Q$-value is dominated by the method ($N_{\text{max}}$-extrapolation) uncertainty.

There is a possibility that nuclear interactions that are constructed using more relaxed low-energy constraints (causing the deuteron energy to be less accurately reproduced) can lead to systematic underbinding in larger systems. However, the statistical evidence for this proposition is not very significant.

We also employed a low-statistics set of samples with the resulting full PPD shown by the open, grey histograms in the diagonal panels of Fig. 8. Here we start from just 25 samples from $p_{\text{full}}(c_D, c_E)$ and the corresponding NCSM predictions. We then resample 25,000 times from these 25 predictions and add samples from the method and model errors. The close resemblance of the resulting marginal PPD distributions with the high-statistics version shows that in this case it is indeed possible to propagate errors and extract relevant uncertainty quantification estimates also with a relatively small number of model predictions.

Finally, we show the $A = 6$ level scheme in Fig. 9 with relevant uncertainties. This result demonstrates the precision that can be expected in our ab initio approach. The sequences of PPD distributions show that it is in fact the uncertainty in the many-body solver, and the process of extrapolating to infinite model space, that is responsible for the main fraction of the total error budget. This situation might be different for other many-body systems and using other many-body methods. We expect that already an extension to $N_{\text{max}} = 10, 12$ for $^6\text{He}$ and $N_{\text{max}} = 12$ for $^6\text{Li}$ would significantly reduce these method errors.

V. SUMMARY AND OUTLOOK

The main findings and conclusions of this study are:

- **This work introduces JupiterNCSM** —a new $M$-scheme NCSM code that uses on-the-fly Hamiltonian matrix construction in a SD basis with full inclusion of 3NFs. This code performs computationally efficient diagonalization using the Lanczos algorithm and can employ various convergence criteria. In particular, we perform single-node computations up to $N_{\text{max}} = 10$ for $^6\text{Li}$ focusing on obtaining well-converged eigenvectors.

- **EC emulators are constructed for $A = 4, 6$ systems using $M$-scheme NCSM eigenstates as training data.** We construct emulators for $^4,^6\text{He}$ and $^6\text{Li}$ in different model spaces from $N_{\text{max}} = 4$ up to $N_{\text{max}} = 10$. After the training phase, the emulators provide a computational speedup reaching seven orders of magnitude with very high output accuracy. In fact, we demonstrate that emulated binding energies are accurate to within $\lesssim 10^{-7}$ relative error in a large $c_D - c_E$ parameter domain with only 8–16 training points.

- **This work demonstrates a Bayesian approach for handling all relevant sources of uncertainty in many-body nuclear structure calculations.** We consider uncertainties in (i) the parametrization of the nuclear interaction, (ii) the model discrepancy arising from the truncation of the $\chi$EFT expansion, and (iii) the solution of the many-body problem. This study is made possible by employing Bayesian methods and using EC emulator technology and the newly developed and efficient JUPITERNCSM many-body solver.

- **Realistic and statistically rigorous constraints from few-nucleon observables lead to quantifiable propagated uncertainties in $A = 6$ systems.** We employ Bayesian constraints on chiral three-nucleon forces from few-body observables as quantified by Wesolowski et al. [6]. The parameter posterior PDF from that study is characterized by a strong correlation and rather heavy tails as a result of a full treatment of EFT truncation uncertainties. These features are also reflected in the propagated parameter uncertainty for $A = 6$ observables. Although our study of parameter uncertainty is limited to $c_D$ and $c_E$—parameters of the leading three-nucleon force—we have hints in $^4\text{He}$ that propagated uncertainties from $\pi N$ and NN LECs are small in comparison.

- **A possible separation of modes in the posterior predictive distribution for finite nuclei is observed when using an alternative force calibration.** It is well known that correlated calibration observables lead to insufficient constraints
on model parameters. Using, e.g., binding energies of $^3$H and $^4$He to calibrate the $c_D$, $c_E$ parameters of the 3NF gives an effective constraint in just a single direction. We find that binding energies of $A = 6$ systems are also correlated—such that they would not offer a strong complimentary constraint—but there are indications for a separation into two modes implying that effects in heavier nuclei might be large.

- The inclusion of an EFT model discrepancy term is important for proper uncertainty quantification. Observed order-by-order predictions corroborates a view of converging nuclear structure observables and allows to construct a statistical model for the discrepancy originating from the truncation of the EFT expansion. Some inferred hyperparameters of this statistical model—the expansion parameter $Q$ and the magnitude of observable coefficients $\tilde{c}$—are consistent with previous works. In the end we employ a simplified model with fixed hyperparameters and recommend further statistical analysis to learn about the EFT convergence pattern.

- The treatment of correlated errors is needed for proper estimates of uncertainties in separation energies. We find compelling evidence that order-by-order contributions to the binding energies in $A = 4, 6$ nuclei are strongly correlated. Assuming a single correlation coefficient to describe the observed convergence pattern we infer the most likely value $\rho = 0.9$ which is then used in the uncertainty analysis. As a result, the final uncertainty in separation energies is better estimated. The uncertainties of these observables would have been severely overestimated without accounting for correlated errors.

- Method errors are the dominating source of uncertainty in this study. The uncertainty of the many-body solution could be reduced by extending the model space beyond $N_{\text{max}} = 10(8)$ for $^6$Li($^6$He). We note that computations up to $N_{\text{max}} = 22$ have been performed for $^6$Li resulting in energy convergence at the level of 10 keV [20]. However, three-body force approximation schemes (with proper uncertainty quantification) will be needed to reach such large model spaces.

- Our study provides hints for systematic underbinding in $A = 6$ systems. The observed underbinding is just at the edge of the 68% credible regions for both $^4$Li and $^6$He implying very weak evidence for possible physics interpretations of this finding. Furthermore, the $N_{\text{max}}$-extrapolations that are employed in this work systematically overestimate the energy convergence rate—an observation that we have tried to take into account in our statistical error model. Still, it might be relevant to use infrared extrapolation techniques [20, 23–25] to achieve a more systematic treatment and better understanding of method uncertainties.
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