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Abstract—Opinion mining and demographic attribute inference have many applications in social science. In this paper, we propose models to infer daily joint probabilities of multiple latent attributes from Twitter data, such as political sentiment and demographic attributes. Since it is costly and time-consuming to annotate data for traditional supervised classification, we instead propose scalable Learning from Label Proportions (LLP) models for demographic and opinion inference using U.S. Census, national and state political polls, and Cook partisan voting index as population level data. In LLP classification settings, the training data is divided into a set of unlabeled bags, where only the label distribution in of each bag is known, removing the requirement of instance-level annotations. Our proposed LLP model, Weighted Label Regularization (WLR), provides a scalable generalization of prior work on label regularization to support weights for samples inside bags, which is applicable in this setting where bags are arranged hierarchically (e.g., county-level bags are nested inside of state-level bags). We apply our model to Twitter data collected in the year leading up to the 2016 U.S. presidential election, producing estimates of the relationships among political sentiment and demographics over time and place. We find that our approach closely tracks traditional polling data stratified by demographic category, resulting in error reductions of 28-44% over baseline approaches. We also provide descriptive evaluations showing how the model may be used to estimate interactions among many variables and to identify linguistic temporal variation, capabilities which are typically not feasible using traditional polling methods.

I. INTRODUCTION

Recent research has demonstrated the feasibility of estimating quantities of public interest from online social network data, with applications to health [1], politics [2] and marketing [3]. However, practitioners are often more interested in investigating the interactions among sets of variables, rather than estimating the trend of a single variable. For example, health researchers may want to know not only what the influenza rate is, but also how it is distributed among demographic groups. Similarly, in politics observers may want to know not only which candidate has stronger support from the electorate, but also how that support varies by geography, income, and race/ethnicity.

This type of analysis poses significant challenges to internet-based systems because many of the variables of interest (e.g., demographics) are not publicly observable. Thus, one must build a separate classification model for each variable, for example classifying the demographics of a social media user based on linguistic and social evidence. Traditional supervised approaches to this problem suffer from two primary limitations: (1) it is costly and time-consuming to annotate data for each variable of interest for training and validation; and (2) in streaming settings models quickly becoming outdated due to rapidly changing linguistic patterns. For example, Figure 1 shows the association of the term “#hillary2016” on Twitter with various class labels (described in more detail below). We can see that this term was highly indicative of some demographic classes (e.g. college graduates) for almost five months and faded after that. Thus, models need to be robust to rapidly shifting distributions in the data.

To address these challenges, in this paper we propose an approach based on Learning from Label Proportions (LLP) [4]–[7]. Unlike traditional supervised learning, LLP models do not require instance-level annotations for training. Instead, in LLP the training data consist of bags of instances annotated with label proportions – e.g., a collection of 1,000 users, of which 80% are expected to be male. LLP models are appealing in this domain because there are many pre-existing data sources that can provide approximate label proportions. For example, by combining county-level demographics with geolocated tweets, we can associate bags of users with expected demographic distributions. To deal with data drift, we retrain the LLP models daily, which is possible because no additional labeled data is required.

In this paper, we develop an LLP approach to estimate the relationship between political sentiment and demographics during the 2016 U.S. presidential election. We collect 88M geo-tagged tweets posted in the year leading up to election day and group them into 424 counties per day. We use U.S. Census county population data as the expected demographic label proportions. We also use national and state polls (Clin-
We also provide some qualitative analysis of how linguistic patterns change over time with respect to political sentiment.

The paper is organized as follows. In Section II we review related work on internet-based tracking methods and demographic inference, and in Section III we describe the data collected for the experiments. Section IV provides background on LLP models and introduces our proposed approach. In Section V we present our experimental results; Section VI concludes and provides discussion of limitations and future work.

II. RELATED WORK

Analyzing temporal dynamic of social media is investigated in many recent works. Abel et al. (2010) study temporal dynamic in Twitter for personalized recommendation. For example, their model can detect new users who become interested in a new topic. Yang et al. (2011) develop a spectral clustering algorithm to address how some hashtag’s popularity grows and fades over time. Traditional supervised learning is widely being used in previous works; however, annotations can be costly to obtain in a timely fashion. Also, many attributes such as political affiliation are hard to interpret, and in a temporal environment such as Twitter, the annotated users became outdated soon. Other work has jointly modeled demographic variables in social networks, though again this relies on user-level annotations.

One possible approach to resolving old annotated data is domain adaption. Li et al. (2015) propose the Naive Bayes approach with Expectation Maximization (EM) to predict a new disaster based on labeled data available from Twitter for past catastrophes. The advantage of their model is that they do not need to annotate labeled data for the current disaster with unsupervised domain adaptation. Imran et al. (2016) propose a domain adaptation model for disaster classification. They show that the labels from the previous crisis are useful when the source and the target events are the same types (e.g. earthquakes). They also indicate that cross-language domain adaptation works better when two languages are similar (e.g. Italian and Spanish). However, these methods still base on labeled data on source domain.

Domain adaptation also can be applied to Learning from Label Proportions (LLP). In this approach, the model trained on the domain of origin is used to transfer to the new domain. For social media with temporal dynamic, the model that was fitted previously (e.g. last month), can be transferred to another time (e.g. now) with self-training. The main problem of self-training is scalability and sensitivity to hyperparameters, and it can degrade adaptation to the temporal dynamic of social media.

An attractive alternative is training LLP classifiers with a sliding temporal window. In this case, we do not need domain adaptation, and we can smooth the output of the classifier with moving average to make it more robust to noise. While LLP has a satisfactory result for many classification applications in social science, fraud detection, and computer vision.
to the best of our knowledge, it has not been applied to time series tasks.

The main challenges to using LLP on time series are scalability and robustness to noisy environment of social media (e.g. Twitter). Prior work has proposed an exhaustive greedy bag selection algorithm to deal with noise [25]. While this method has accurate result on some domains, it is not scalable and cannot apply to time series environments. Therefore, a scalable model is required to use in this area.

In this work, we develop a scalable LLP model by using a sliding window for training and estimate the conditional probability between different latent attributes. To improve robustness against inherent noise in social media, we apply moving average instead of using exhaustive bag selection algorithms.

In this paper, we propose the Weighted Label Regularization (WLR) model with several key differences from Label Regularization (LR) for LLP settings. With these contributions, WLR can efficiently be applied to time series data over Twitter with millions of samples. The differences between the two models are as following:

1) LR uses softmax, but WLR uses logistic function (because we need only binary classification).
2) LR assumes all unlabeled samples have the same weight, while WLR supports weighted samples.
3) In WLR model, feature vectors are the average of features of sub bags, and as a result, training is significantly faster than LR, making it feasible to apply to big data.

III. DATA

For purposes of this study, we collect both individual level data (from social media) and population level data. These data are used to train the LLP models and to make inferences for different social media activity. This section describes the detail of our data collection*

A. Twitter data

To understand temporal dynamics in social media, we use the Twitter Streaming API to collect a random sample of geolocated tweets in the United States for roughly one year (Oct 20, 2015, to Nov 7, 2016). We use reverse geocoding to find the originating U.S. county based on the geo-tagged attribute of tweets, and remove tweets which reverse geocoding is failed. After this process, 88M tweets remains with 1.3B tokens and 9M terms. To reduce model complexity, we use only the top 17.5K of the most common unique unigrams that roughly appear in at least 5K tweets.

Then, we create daily bags for each county. Since less populous counties usually lean toward the Republican Party and removing them can introduce bias towards the Democratic Party, to reduce variance, we collapse counties with fewer than 40 tweets per day in each state together. As a result, we totally create 424 county bags (including collapsed bags) per day.

B. Population-level data

We do not have any Twitter labeled data, and the aim of LLP is to use population-level data as a light supervision to predict individual level data. As a result, we need to collect aggregated data as described in this section. Even though it is generally accepted that social media users are not a representative sample of population, an advantage of LLP algorithms is that they are often robust to slight misspecifications of bag proportions [21].

1) US Census: For demographic attributes, we collect the latest (2014) county statistics from the U.S. Census. For purposes of this study, we only considered binary classification for 6 attributes: race (white or non-white), education (college graduate or non-college graduate), income (under $50K household income or $50K or more), gender (male or female), nativity (native or foreign born), and health insurance (insured or uninsured).

2) Polis: To estimate temporal dynamics of political sentiment, we use averaged poll data from the “Real Clear Politics” website. This site reports the moving average of polls from highly graded pollsters for both national and state level, and we use their daily average estimates for Clinton vs. Trump as population-level data for political sentiment classification.

3) Cook partisan voting index (PVI): Cook Political Report periodically reports this index as an estimate of how strongly a state leans toward major parties. For example, the PVI of Florida is “R+2” for 2014, that means Florida tipped 2% more than national average toward Republican Party. We use the latest index (2014) as an additional aggregation level estimate (described in more detail below).

C. Data quality

The advantage of the above data is that we can easily associate bags of tweets with label proportions obtained from pre-existing census and polling data. Of course, this data, while convenient, is far from perfect. First, there is selection bias from the fact that Twitter users are not representative of the overall population. Second, census statistics and polling data are themselves only approximations, and so any errors in them will propagate to the trained model. Third, relying on geolocated data presents further challenges to sample size and quality. Despite these challenges, there is considerable evidence in prior work that LLP models are quite robust to noisy label proportions and biased data [8], [9], [21]. This is in part due to the “softness” of the training objective, which accommodates mislabeled instances, and in part due to the fact that the model contains intercept terms that can account for some of the selection bias. (E.g., if younger users are overrepresented in Twitter, the intercept for the age classifier adjusts for this.)

http://www.realclearpolitics.com/
https://en.wikipedia.org/wiki/Cook_partisan_voting_index
IV. MODELS

In this section, we investigate a linear model and propose a non-linear model for learning from label proportion (LLP). Both of these models are scalable and robust for big data settings.

A. Linear model

We begin with a baseline model that uses ridge regression for LLP. Let $T_i \in T$ indicate a set of tweets assigned to bag $i$, where tweet $j$ is represented by a $d$-dimensional term frequency vector $x_{ij} \in \mathbb{R}^d$. The linear model averages the feature vectors for each user in bag $i$, and minimizes the mean squared error between the true and predicted label proportions.

Let $X_i = \frac{\sum_j x_{ij}}{|T_i|}$ be the average feature vector for each user in bag $i$, and let $\tilde{y}_i$ be the known label proportion for bag $i$ (e.g., the proportion of males in county $i$). The linear model is simply the dot product between the average feature vector and the model parameters $\theta \in \mathbb{R}^d$:

$$h_i = X_i^T \theta$$

The $\theta$ parameters are optimized to minimize mean-squared error with L2 regularization:

$$\theta^* \leftarrow \arg\min_{\theta} \frac{1}{|T|} \sum_i (\tilde{y}_i - h_i)^2 + \frac{\lambda}{2} ||\theta||^2$$

where $\lambda$ controls the regularization strength.

While this linear model is conceptually simple, recent research has found that it produces accuracy comparable to traditional supervised models on social media tasks [26]. The main advantage of ridge regression for LLP is that it only needs term frequency per bag, without using individual features of samples. This can significantly speed up the training time with accuracy competitive with supervised models such as logistic regression. As a result, it can apply for big data or streaming data, and only the average of features per bag need to be stored in memory.

We use this model for demographic attribute prediction as follows. For each day, we use the mean of features for the prior week’s tweets per bag to create feature matrix $X$ (each row is the average term frequency of one county), and our target variable ($\tilde{y}$) is the normalized population for the corresponding demographic attribute. Since all our demographic attributes are binary, we just need to train ridge regression for one of the classes. For example, for gender classification we compute the proportion of men in each county as the $\tilde{y}$ vector, and train ridge regression for ($X$, $y$) to optimize $\theta$.

To predict the class label for an individual tweet with feature vector $x$, we estimate the probability that sample $x$ is Male as $x^T \theta$ (truncated between 0 and 1). As a result, if $x^T \theta > .5$, we classify this sample as a male, otherwise as female. Also, we use same L2 regularization strength $\lambda$ for our all experiments, and we find that the results are not very sensitive to this parameter.

Because of reported high accuracy and scalability of ridge regression [26], we use it as a state of the art baseline model. However, because our population level data for political sentiment classification is at the state level, and our bags are at the county level, we use the label proportion of a state as the corresponding county-level label proportion. Also, we use the sample rate for each county based on the number of samples in that county. We combine polls and PVI index as described in Section [IV-B1] to assign label proportions to bags. We call the resulting model Ridge-NP.

B. Non-linear model

Label regularization [8] is a semi-supervised non-linear model (with logistic hypothesis) and is similar to logistic regression for the supervised part. For the semi-supervised part, the model tries to minimize the cross-entropy between the given label proportion and posterior probability estimate of unlabeled data. The original experiments using label regularization assumed that there is a set of labeled data and only one bag of unlabeled data with known label proportion. However, subsequent work has extended the model to multiple unlabeled bags and without any labeled data (i.e., LLP settings) [25].

Scaling label regularization is challenging because at training time it must iterate over each individual instance (tweet) to compute the gradient. Therefore, its training time is much slower than the ridge regression model in the previous section, which only considers a single average feature vectors per bag. We omit label regularization from our experiments below because it is not scalable and requires prohibitively long training time for the millions of training instances in our data; it is also quite sensitive to hyper-parameters. This is the motivation for the present work. We propose a lightweight generalization of label regularization that can use term frequency of county bags. Thus, the training time is much faster than label regularization, allowing us to scale to the current problem domain. We named this scalable model weighted label regularization (WLR).

Let $X_{u,i}$, $w_{u,i}$, and $h_{u,i}$ be the term frequency vector, number of tweets, and the hypothesis for county $u$ in state $i$, and $\tilde{y}_i$ be the known label proportion for state $i$. We define $h_{u,i}$ same as logistic regression, i.e.

$$h_{u,i} = \sigma(X_{u,i}^T \theta)$$

where $\theta$ is the model parameter and $\sigma$ is the logistic function. We define $\overline{h}_i$ as weighted average of $h_{u,i}$:

$$\overline{h}_i = \frac{\sum_u w_{u,i} h_{u,i}}{\sum_u w_{u,i}}$$

Thus, in weighted label regularization, we estimate the state-level proportions as a weighted average of the predicted county-level proportions. Similar to label regularization, we use cross-entropy ($H$) as the error function:

$$J(\theta) = \sum_i H(\tilde{y}_i, \overline{h}_i) + \frac{\lambda}{2} ||\theta||^2$$

$$= -\sum_i (\tilde{y}_i \log \overline{h}_i + (1 - \tilde{y}_i) \log(1 - \overline{h}_i)) + \frac{\lambda}{2} ||\theta||^2$$

(3)
where $\lambda$ is the L2 regularization strength. Our experimental results (Table IV) show that the model is not very sensitive to $\lambda$. We set $\lambda = .01$ for all our other experiments.

We also need the gradient of the cost function to apply the gradient descent algorithm. To do that, we use the gradient of logistic function, i.e.,

$$
\frac{\partial}{\partial \theta} \sigma(f) = \sigma(f)(1-\sigma(f)) \frac{\partial}{\partial \theta} f
$$

(4)

Now, the gradient of the cross-entropy part of the cost function is:

$$
\begin{align*}
&= -\sum_i \left( y_i \frac{\partial}{\partial \theta} \log \tilde{h}_i + (1 - y_i) \frac{\partial}{\partial \theta} \log(1 - \tilde{h}_i) \right) \\
&= -\sum_i \left( y_i \frac{\partial}{\partial \theta} \tilde{h}_i - (1 - y_i) \frac{\partial}{\partial \theta} \tilde{h}_i \right) \\
&= \sum_i \left( \tilde{h}_i - y_i \right) \frac{\partial}{\partial \theta} \tilde{h}_i \\
&= \sum_i \left( \tilde{h}_i - y_i \right) \frac{\partial}{\partial \theta} \sum_u w_{u,i} h_{u,i} \\
&= \sum_i \left( \tilde{h}_i - y_i \right) \frac{\partial}{\partial \theta} \sum_u w_{u,i} h_{u,i} \sum_u w_{u,i} (1 - h_{u,i}) X_{u,i} \\
&= \sum_{u,i} w_{u,i} h_{u,i} \left( \tilde{h}_i - y_i \right) \frac{\partial}{\partial \theta} X_{u,i}
\end{align*}
$$

(5)

Finally, any gradient descent algorithm can be used to find parameters. (Although the objective is non-convex, convex optimization has been shown to work well in prior LLP studies [27].) In this study, we use the L-BFGS algorithm [28] to find coefficient $\theta$ that minimizes the cost function.

To apply WLR for political sentiment training, same as demographic training, we use the average of features for last week per county, and group counties together to create state bags. We also need state label proportions ($\tilde{y}_i$). Because some states are polled more frequently than others, we consider three strategies to assign the label proportion for each state bag for training, summarized in Table III and described below.

1) WLR-NP: In this approach, we use the average national poll plus PVI index for all states to assign a label proportion to each state. For example, on Nov 1, 2016, according to the Real Clear Politics site, Clinton polled at 47.5%, and Trump polled at 45.3%. Since we use binary classification, we do not consider third-party candidates. As a result, we estimate the proportion of positive Democratic sentiment as $47.5(47.5 + 45.3) = 51.2\%$ at the national level. We use PVI to generate label proportions for each state. For example, Florida has PVI ‘R+2’, so we assign the label proportion for positive Democratic sentiment in Florida on Nov 1, 2016 as $51.2\% - 2\% = 49.2\%$.

2) WLR-SN: In this method, rather than using PVI, we restrict the training data to the normalized state polls for states with a poll available on the corresponding day, removing states without polls from the training data for that day.

3) WLR-SNR: Similar to the prior method, we use normalized state polls when available. We additionally augment this data using the PVI method above for other states that do not have a poll available on a given day.

C. Training steps

To apply the proposed models, several preprocessing steps are required. For higher performance, these actions can be sped up by pre-computing steps (such as reverse geocoding and storing the daily average of features for county bags). The primary steps of training at day $d$ are as follows:

- Add tweets from last week to the training set. Formally, we select all tweets in $[d-7, d]$ to create the training set.
- Use reverse geocoding to create county bags for training data.
- Tokenize tweets; we remove mentions and URLs and maintain hashtags and description field.
- Compute the average feature vector for each county bag.
- Finally, train LLP models to find model parameters. We use the same hyper-parameters (i.e., random initialization, number of BFGS iterations, and L2 regularization strength) for all experiments.

The reason we retrain every day is to ensure that the model coefficients best reflect the most recent data distribution. While census demographics do not change much, those who participate in political discussions on Twitter on a given day can change rapidly over time, as do the topics that they discuss. Retraining allows the model to capture these latest trends.

D. Estimating conditional probabilities

In this section, we describe how to infer joint probability (and therefore conditional probability) distributions for different classes for day $d$, using our trained models. Let $B$ be a boundary (e.g. state, county, city) that we are interested in (in
In this study we use only state boundaries), and \(T_{B,d}\) is the set of all sampled tweets originating from this boundary at day \(d\). This set can be quickly populated by reverse geocoding. For the sake of simplicity, suppose we are interested in estimating \(P(\text{Democratic}, \text{male}|B,d)\). We propose two methods for this estimation.

**Hard-voting:** In this approach, we compute the number of tweets classified as both ‘Democratic’ and ‘Male’ in \(T_{B,d}\), and divide that by the number of total tweets in \(T_{B,d}\). More formally, let \(\theta_D\) and \(\theta_M\) be model parameters for ‘Democratic’ and ‘Male’ class. We estimate the joint probability \(P(D,M|B,d)\) as follows:

\[
\left\{ \frac{x \in T_{B,d}}{|T_{B,d}|} | P(D|x,\theta_D) > 0.5 \wedge P(M|x,\theta_M) > 0.5 \right\}
\]

**Soft-voting:** In this method, instead of computing the majority vote for both classes, we compute the average of \(P(D,M|x,\theta_D,\theta_M)\) assuming ‘Democratic’ and ‘Male’ classes are independent (since they are computed independently). More formally, we estimate \(P(D,M|B,d)\) as:

\[
\frac{1}{|T_{B,d}|} \sum_{x \in T_{B,d}} P(D|x,\theta_D)P(M|x,\theta_M)
\]

In practice, according to Figure 3, we find that for regional attributes (e.g., ‘Midwest’, ‘Florida’) soft-voting works better, and for demographic attributes (e.g., ‘White’) using the weighted average of soft-voting and hard-voting (75% soft, 25% hard) has the best result, and we use this method for our experiments in the next section. Once we have computed the joint probability, we then use the chain rule of probability to compute the desired conditionals; e.g., \(P(D \mid M,B,d) = \frac{P(D,M,B,d)}{P(M,B,d)}\).

### V. Results

We compare the estimates produced by our models both with tracking polls in the year prior to the election and also with exit polls the day of the election. We investigate three research questions:

- **RQ1** Can a model trained on population level data produce accurate estimates of the political sentiment of demographic groups over time?

- **RQ2** What is the relative impact of the different methods of assigning label proportions to bags (i.e., methods WLR-NP, WLR-SN, and WLR-SNP above)?

- **RQ3** How do certain terms change over time with respect to their association with demographics and political sentiment?

In the first experiment, we estimate conditional probabilities of political sentiment given demographic classes at the national level by computing the weighted average of the state-level estimates. We compare these estimates with the demographic breakdown of polls from CNN/ORC. There were 11 CNN/ORC polls conducted during this time, with five regions (US, Midwest, Northeast, South, and West), and ten demographic breakdown attributes. Table III shows the mean absolute error (MAE) between model prediction and CNN/ORC result. The last column in this table shows the average margin of error (MOE) of polls. For all but four demographic classes, WLR-NP has an error rate less than the margin of error. The largest error belongs to race classes, which is in line with previous work [26]. According to this table, WLR-NP is more accurate than WLR-SNP. Also, WLR-SN and Ridge-NP have an error rate above the margin of error.

The lowest error in Table II belongs to ‘College grad’ and ‘Under $50K’ for demographic breakdowns. Figure 2a plots the daily probability of being Democratic (smoothed with 14 days moving average) given college graduate, compared to CNN/ORC lowest and highest margin of error. According to this plot, WLR-NP is close to the WLR-SNP method, and except for one poll, it is within the margin of CNN/ORC poll error. Furthermore, it shows that WLR-SN has the highest error. Figure 2b plots the same pattern for ‘Under $50K’ class and shows that WLR-NP has the lowest error; except for one poll, it is in the margin of CNN/ORC poll error. Finally, Figure 2c shows the probability of voting Democratic given both education and income level. Here, we do not have access to polls reporting this combination of variables, in part because small sample sizes make these difficult to estimate using traditional polling methods. However, we note a significant drop in Democratic support among people with low income and low education levels in late August/early September prior to the election.

In the next experiment, we use the exit poll results and compare them with our model predictions generated one day before the election date. Table III compares our models with exit polls. Again, WLR-NP has the lowest error rate, and ‘Non-white’ class has the highest error. According to this table, ‘$50K or more’, ‘White non-college graduate’, and ‘Native’ classes have the lowest error.

To show the sensitivity of model parameters, we run our best model (WLR-NP) with different L2 regularization strength (\(\lambda\)). Table IV shows the error rate of WLR-NP with various model parameters. According to this table, the error rate is stable for small values of \(\lambda\). This result shows that the model is not very sensitive to L2 regularization.

While our primary goal is not to predict election results,
as an additional validation measure we also compare our predictions (at one day before election day) to election results. Figure 3 plots the effect of weighted average between soft-voting and hard-voting. This plot shows the error (MAE) of WLR-NP using different weighted averages between soft-voting and hard-voting. The leftmost of this plot shows using only hard-voting (0% soft-voting), and the rightmost illustrates the error of using only (100%) soft-voting. In this plot we divide CNN/ORC polls to regional (e.g. ‘Midwest’, ‘Florida’) and demographic (e.g. ‘White’) attributes, and according to this plot for regional attributes (i.e. CNN/ORC regional and election result) soft-voting works better. However, for demographic attributes (i.e. CNN/ORC demographics and exit polls) using the weighted average of soft-voting and hard-voting (75% soft, 25% hard) has the best result.

These results answer our first research question by indicating that the joint probability (and therefore conditional probability) of different latent attributes can be estimated by models trained on population-level data, and we evaluate our models with CNN/ORC polls, exit polls, and election result. Our models show that while some demographic attributes (such as race) are hard to predict, some characteristics such as income and college graduation are easier to predict, and as a result, it affects the accuracy of the conditional probabilities.

To answer our second research question, we present evidence that WLR-NP by using national polls and PVI index has the best result, and WLR-SN has the worst result due to overfitting state polls. We believe that is because of noise in state polls in some regions. Further studies are required to investigate the source of inaccuracy in these states.

Table IV Effect of L2 regularization strength on error.

| Lambda | CNN/ORC | Exit poll |
|--------|---------|-----------|
| .0001  | 4.9     | 4.8       |
| .001   | 4.9     | 4.8       |
| .01    | 4.9     | 4.9       |
| .1     | 5.1     | 5         |
| 1      | 5.6     | 5.6       |

Table V Likelihood of being Democratic for battleground states compare to election results.

| State | Truth | WLR-NP | WLR-SN | WLR-SNP |
|-------|-------|--------|--------|---------|
| AZ    | 47.7  | 45.5   | 49.4   | 44.4    |
| CO    | 51.1  | 49.3   | 49.7   | 49.3    |
| FL    | 49.3  | 49.8   | 50     | 51.4    |
| GA    | 47.1  | 48.1   | 47.6   | 50.8    |
| IA    | 44.9  | 50.1   | 49     | 50.6    |
| MI    | 49.8  | 51.5   | 52.2   | 50.9    |
| MN    | 50.8  | 51.4   | 53.4   | 52.7    |
| NC    | 48    | 47.1   | 48.4   | 49.1    |
| NH    | 50.1  | 52.6   | 48.9   | 51.9    |
| NV    | 51.3  | 52.3   | 48.1   | 51.4    |
| OH    | 45.5  | 45.9   | 48.4   | 46.3    |
| PA    | 49.4  | 51.6   | 50.9   | 52.6    |
| VA    | 52.6  | 48.2   | 51.6   | 49.8    |
| WI    | 49.5  | 49.9   | 52.8   | 50.5    |
| Error | 0     | 1.9    | 1.9    | 2.2     |
NP as the best model for political affiliation prediction and report how using a term can change over time. Figure 4 reports changes of weights (normalized to unit vector) for term ‘Hillary’ for different classes (smoothed by 30 days moving average). According to this plot, except January, the unigram ‘Hillary’ has a growing indication for ‘Democratic’ class. But, for demographic attributes, its sign changes over time. For example, the term is a weak indicator of ‘native born’ class before July, and after that becomes indicative of the ‘foreign born’ class. In addition, according to this plot all demographic weights converge to near zero at nomination time, that can be in part because all classes use this term at that point.

On the other hand, according to Figure 5 the term ‘#trump’ has stable indication over one year. Before April, it is almost neutral for all demographic classes and a weak indicator for ‘Democratic’ class. After April, its indication grows over time to become strongly indicative of ‘Republican’, ‘Non-college graduate’ and ‘under $50k’ classes. Mildly positive coefficients are found for ‘White’, ‘Uninsured’, ‘Native’, and ‘Male’ classes.

Finally, Figure 6 plots weights of some terms for both race and political sentiment classes to show how the unigram indication changes over time (all weights are smoothed with 30 days moving average). For each term, its weight starts from ‘x’ mark (on Nov 1, 2015) to ‘o’ mark (on Nov 7, 2016). There are four quartiles in this plot. We select unigrams with the highest indication changes, and some terms (i.e. ‘drinking’, ‘#healthcare’, ‘God’, and ‘check’) keep in one quartile for entire year. For example, the term ‘drinking’ is an indicator for both ‘Democratic’ and ‘White’ classes for the whole year. That is in part because according to 2013 national survey on drug use and health from U.S. Department of Health and Human Services, white Americans use more alcohol than other races/ethnicities, and the rate of alcohol consumption increases with increasing levels of education (which correlates with Democratic political affiliation).

Finally, some terms (i.e. ‘international’ and ‘university’) have a solid indication for race classes, but multiple indications for political classes. That is in part because of more temporal dynamics for political classes in election season. Also, the term ‘#trump’ starts from almost neutral and leads to ‘Republican’ class over time, and becomes a weak indicator for ‘White’ class.

VI. CONCLUSIONS AND FUTURE WORK

In conclusion, we found that the population-level data can be used to mine conditional probability of demographic and opinion attributes from Twitter. Our first contribution is scalability compared to previous works. Our proposed model, weighted label regularization, is a scalable generalization of label regularization that can apply to domains where bags of users are grouped into smaller sub bags. The training time of this model is significantly faster than label regularization because it does not require individual features of users in sub

7 http://www.samhsa.gov/data/sites/default/files/NSDUHresults2013.pdf
bags, relying instead on the average of feature values and the number of samples in each sub bag. This difference makes weighted label regularization applicable to the data size in this domain.

Our second contribution is to investigate one step beyond the classification task by estimating joint and conditional probabilities between different latent attributes. This process benefits social scientist to understand the opinion of different demographic populations.

Finally, our experimental results show that using national polls with PVI has the lowest error and some state polls appear to be inaccurate. This method, in turn, can be utilized as a supplement to polls to discover public opinion for election candidates.

In the future, we will investigate new models to track opinion and public health in domains with high temporal dynamics and propose more scalable and accurate models to adapt to these dynamics.
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