Abstract: Sound localization is a field of signal processing that deals with identifying the origin of a detected sound signal. This involves determining the direction and distance of the source of the sound. Some useful applications of this phenomenon exist in speech enhancement, communication, radars, and in the medical field as well. The experimental arrangement requires the use of microphone arrays which record the sound signal. Some methods involve using ad-hoc arrays of microphones because of their demonstrated advantages over other arrays. In this research project, the existing sound localization methods have been explored to analyze the advantages and disadvantages of each method. A novel sound localization routine has been formulated which uses both the direction of arrival (DOA) of the sound signal along with the location estimation in three-dimensional space to precisely locate a sound source. The experimental arrangement consists of four microphones and a single sound source. Previously, sound source has been localized using six or more microphones. The precision of sound localization has been demonstrated to increase with the use of more microphones. In this research, however, we minimized the use of microphones to reduce the complexity of the algorithm and the computation time as well. The method results in novelty in the field of sound source localization by using less resources and providing results that are at par with the more complex methods requiring more microphones and additional tools to locate the sound source. The average accuracy of the system is found to be 96.77% with an error factor of 3.8%.
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1. Introduction

Sound source localization deals with determination of the location from where a sound signal is originated with respect to an array of microphones [1]. Sound localization is an important and useful research field which has been used in many different applications in the past decades [2]. This method has been measured by using time difference of arrival since the World War 1 [3]. Even today, many of the speech and voice recognition systems utilize the knowledge of sound source location [2]. With the wide use of cameras and microphones in every other application, a lot of research is conducted within this industry [4].

Many different signal processing algorithms that have been proved to be efficient and that consumes less energy are used extensively. One of these algorithms is sound localization, which is an example of collaborative signal processing [5]. Widely used sound localization methods work by determining the direction of sound waves coming from the
source and finding the distances between sensors and source [6]. Incoming sound waves provide the horizontal and vertical angles for the direction, which assists in source location. For sound localization, sounds are divided into three coordinate systems. The first is the azimuthal or horizontal coordinate system, which include the sounds that are either to the right or left side of the sensor and are detected by the time or level difference of sounds on each sensor node. The second coordinate system is the elevation or vertical coordinate system, which tells whether the incoming sound is present above or below the sensor and these waves are detected by the use of the difference in the frequency of sound as the waves bounce causing the difference in frequency. The third system is the use of distance measurement which still requires much research because different distance cues are used. In the case of ears, which are sound sensors for humans, four different distance cues are used which include reflection, sound frequency, movement parallax and sound level [7].

Microphones are arranged in an array to further increase the sound quality. Sound localization microphone arrays utilize multiple microphones that are used to perform different types of signal processing by utilizing the concept of phase difference of sound waves [8]. These arrays assume that the placement of microphones is regular and the channels are synchronized with multichannel analog to digital converter. All microphones in the array are time synchronized and are arranged in a particular geometry for the correct determination of location. This process of sound source localization is based on time delay [4]. Sound source localization has many advantages in robotics which assists the robots in detecting sound source by using only sound; this helped in enhancing the human-robot interactions.

The advancements made in this field gave rise to various type of microphone arrays which assisted in improving quality and precision. One such type of microphone arrays is the ad-hoc microphone array. Such arrays include one or more microphones which cannot communicate with each other [9]. This type of microphone arrays can be best explained by the example of different laptops in a meeting [10]. Every laptop has set of built in microphones of its own along with the Wireless Fidelity (Wi-Fi) enabling feature. This set of arrangement in an ad-hoc fashion can form a network [4]. Ad-hoc microphone arrays are closer to other participants and are spatially distributed which further improves sound quality. Placement of ad-hoc microphones is also closer to the speakers which helps in obtaining more accurate source localization. Bearing the advantages of ad-hoc microphones in mind, there also exists certain issues in this fashion out of which synchronization is a major problem. All the microphones that belong to different persons are not synched. Different microphones may have different gains that are sometimes unknown. Connected microphones also have different signal to noise ratios [4].

The synchronization issue is solved through many different techniques. One of which is by the use of dedicated links. All the individual microphones send the special synchronized signal over to this dedicated link. To overcome the issues of geometry of microphones, a coded chirp is produced by each loudspeaker [11].

Microphone arrays are used extensively in many devices such as teleconferencing and hearing aids. There still exists some constraints of power, space and processing which hinders the performance of these arrays [12]. Currently, much attention is given to the ad-hoc microphones because they use multiple recording devices for multichannel processing. Ad-hoc arrays are considered better than simple microphone arrays because they do not require large scale recording devices and provide freedom in the choice of recording devices [13]. However, in this project we demonstrate the use of a predetermined arrangement of microphones with the source to resolve the problem of how the experimental arrangement should be conducted to localize source in case of four microphones.

In this study, the method DOA is used to estimate the position and constraints of the source location. This method has been used by a numerous number of nodes and it is required to be modified on two separate nodes such that there are two microphones arranged in each node. This technique provides the same location accuracy and precision [14].
This system forms its basis from the fact that, in reality, we have two ears which act as the sensor nodes and provide us with the knowledge of sound source location. Utilizing the same concept, implementing it on microphones is a crucial task and is of great importance as the stability of the desired system will result in many useful products, such as hearing aids for the disabled.

Localization of sound mainly involves two steps which are:
(i) Direction of arrival estimates;
(ii) Distance estimates.

Both of these estimates are carried out separately and different mapping procedures are used for the correct knowledge of this information [15]. For a better and concise understanding of this document, Figure 1 illustrates the steps taken in order to develop a framework for the project and presents an overview of the whole study.

![Figure 1. Overview of the proposed approach.](image)

The basic aim of this project is to localize a single sound source and retrieve data from it by using a novel arrangement of microphone arrays. Sound localization using four microphones is performed using different methods. Localizing a sound source by using a lesser number of nodes (two or three) is the prime objective of the project. Stability of the system using two or three nodes is crucial. The proposed system addresses the existing problems identified in the research and thus makes the following contributions:

1. To test a configuration of sensors with a source that requires a minimum number of microphones, to reduce the complexity of the system and to decrease the resource consumption. Previously, this task has been accomplished using six microphones [16]. This study further reduces the number of microphones to four in order to minimize the resource consumption.

2. To localize a source accurately by using both DOA and 3D localization. The study proposes novel methods to calculate these.

3. To develop a sound localization system possessing only two nodes so that it could be compact and be ready to be integrated in devices such as hearing aids.

4. The system is particularly developed to work in reverberant environments where there is excessive noise content. The purpose is achieved by adding noise to the input signals and calculating the error factor.
This paper is organized as follows: The following section explains the process of sound localization by the method of DOA along with the advancement for implementation of this system on a lesser number of nodes. It also discusses the approach of using lesser nodes for the localization and proposal for the implementation of a stable two node system which works as efficiently as a four node system. Section 3 presents the results of the implemented source localization routine. Section 4 presents the conclusion of the study and summarizes the results and achievements. Section 5 discusses the overall study, contribution and results. Section 6 presents future work indicating possible future directions and potential improvements.

2. Related Work

According to the recent literature, sound source can be located by finding time delays between the signals arriving at the microphones [17–19]. In a method called bi-channel sound source localization, only a single pair of microphones is used as discussed in [20–23]. This method calculates the inter-aural time difference between signals to find the azimuth angle. The techniques proposed in such studies are based on the assumption that the source of sound is located parallel to the microphone on the horizontal axis. However, these approaches are inherently restricted to localizing sound in only one dimension. Some techniques have been developed to determine both azimuth and height [24,25], while tracking of source signals have been performed in [26,27]. In these approaches, an impulse response function has been estimated. This function integrates both room-impulse-response (RIR) and a head-related-transfer-function (HRTF) [28]. To ensure that the system is adaptable, the inherent characteristics of the microphone used in the HRTF should be calculated independently from the auditory characteristics of the environment that has been exhibited by RIR. Another limitation is that these methods are computationally extensive, as the sound localizing approaches used in them do not deliver closed-form expressions. Furthermore, the location of the source have a highly complicated reliance on HRTF and RIR. Hence, it is hard to determine the measure of this dependency. It can be concluded that there are two major limitations of these methods. First, they require huge datasets for training and intricate processes for learning. Second, the determined factors are relevant to a specific mixture of location of the microphones, their angles and the characteristics of the environment where they are used. For all viable combinations, the determination of these factors is not realistic. This render these methods difficult to be adapted and incorporated in new environments.

Another group of techniques known as multilatration performs sound source localization using Time Delay Estimation (TDE) by leveraging two or more microphones. In these methods, TDE factors are calculated pair-wise and the source is finally localized using these factors. TDE does not depend on the position of microphones or source. This implies that the two stages of calculating TDE and localizing sound source are independent of one another. In addition to that, the geometry of the array of microphones is not incorporated by the TDEs. This means that the TDE factors are calculated independent of the location of the microphones. However, this property is challenging as it is not certain that a source coordinate exists that is stable with all TDEs. This probable limitation can be demonstrated by an example where a set of three microphones are used which form a linear array. In this experiment, $t_i$ is the time of arrival (TOA) at the $i$th microphone and $t_{ij} = t_j - t_i$ represents the time delay related to the pair of microphones ($i,j$). In the specific case of a linear array comprised if three microphones, the conditions $t_{1,2} > 0$ and $t_{2,3} > 0$ do not hold true. Hence, it can be inferred that the sound signals arrive at the first and third microphones before arriving at the middle microphone. This is not consistent with the path of transmission of the sound signal. To solve this problem, the Maximum Likelihood (ML) method has been designed to achieve multilatration in [29–35]. In these studies [36–41], this method is proposed in the form of least squares. In [42–45], this concept has been implemented as global coherence fields (GCF). Various TDE and sound source localization methods have been evaluated using the multilatration approach. This has paved the path
for understanding the relationship among sound source localization and TDE in a better manner. If the outliers of TDE have been eliminated by the above mentioned methods, the occurrence of these outliers cannot be entirely prevented or reduced. Furthermore, in the environments having high noise content the performances of these methods are greatly reduced [46].

Multichannel sound source localization is another class of methods that determines all of the time delays simultaneously, which means that the common stability of the system is ensured. This category is divided into two subcategories. In the first subcategory, the impulse responses of sound waves are used to calculate TDEs in order to localize the sound source [47–51]. The limitation of these techniques is that it is very difficult to estimate the impulse responses using unprocessed data since raw data has been used to calculate the responses.

Sound source localization problems in a shallow water environment have been tackled in [52]. In this study, a convolutional neural network (CNN) has been used to localize sound sources of noise radiating on the sea floor. According to results, CNN, while working with ceprogram, is capable of accurately localizing sound signals and estimating their range. An et al. proposed a reflection based technique to perform sound source localization in three-dimensional environment [53]. Both direct and indirect sound waves arriving at the microphones are considered in the experiments. The indirect signals are those, which are reflected by matters such as ceilings or walls. Monte Carlo localization technique has been used to perform sound source localization. The paths of sound signals have been determined using the sound beams tracing approach. A 40% increase in the accuracy of the sound localization method has been recorded by using indirect sound waves along with the direct ones. An approach using thin resolution networks have been proposed in [54]. The authors developed a microphone model based on directivity to determine the invalid microphones and to minimize the number of directions. A 3D Kalman method was modified to perform 3D localization of sound sources. Learning based sound source localization has been explored by Opochinsky [55]. First, sound attributes are first taken as input from the captured signals. These features are inputted to a system that locates them with respect to the location of the sources. A deep learning model is used, which uses a small amount of data samples that are labelled according to their positions, and another set of unlabeled data is utilized in which only the relative location is known [56]. The deep learning model associates sound features to the source’s angle of azimuth. Evers et al. worked on dynamic sound source localization. In such an environment, the sound source and microphone pairs may be in a state of motion. The changes in the source and sensor orientation also further affect these signals. To minimize errors and false detection in such scenarios, a Localization and Tracking (LOCATA) framework has been developed [57].

In order to calculate the sound field at various locations of microphones and assess the properties of the noise sources, acoustic imaging algorithms have been widely used [58]. Relative to the techniques belonging to this domain, the data is collected using the sound propagation model by the array of microphones [59]. This data is then used to assess the properties of the sound source. The beamforming technique is one of the fundamental methods for the sound data captured by the microphones [58,60]. However, this method, in normal circumstances, does not give good results for real-world programs. The geometry of the microphone array limits the quantification of the sources of sound. The majority of acoustic imaging techniques can be termed as exhaustive search methods. In these approaches, a specific grid is scanned to identify the location of the sound source. One limitation of such methods is the high cost of computation since they are relatively more sophisticated [61–74]. Recently Munawar et al. has worked on acoustic imaging in [75–79]. His method involves generating imageries of the inner structure of an object using ultrasound [80–84].

In the recent literature, the approaches for sound quantification is related with measurement of sound properties such as intensity, frequency, sensitivity, spectrum and pitch [85]. In [86], noise quantification of aircraft parts has been conducted using moving
microphone arrays. The microphones are arranged in the form of concentric rings. A modified beamforming method using delay and sum strategy has been used, which includes finding the microphone correlations. In [87], a fly over microphone array has been used for the sound measurement of a flying aircraft. Beamforming methods based on phased arrays have been proposed to locate sound sources. The problem of sound estimation from distributed sources has been addressed in [88]. An extension of the Source Power Integration (SPI) method called SPIL has been used along with sensitivity analysis to locate line source emitting trailing edge noises.

3. Materials and Methods

3.1. Materials

The experiments were conducted in a laboratory environment. The experimental arrangement consisted of four microphones and a sound source. An HP Envy x360 laptop with Intel Core i7-7200U CPU, clock speed of 2.70 GHz and 8 Gigabytes RAM was used. A LABView 2020 application was run on the Windows 10 operating system. This program captures sound signals from the microphones and saves them in an Excel spreadsheet. The saved sound signals are then used by the sound source localization routine developed in MATLAB programming language in the MATLAB R2013b framework.

3.2. Assumptions

Before performing the sound source localization experiment, we made the following assumptions:
1. Only one omni-directional and little sound source is present.
2. Reflection of sound waves take place between the plane where the source and the neighboring items are located.
3. There are no noise elements in the environment. The sound signal contains the level of noise deemed acceptable for the experiment.
4. All microphones have matching phase and amplitudes.
5. There are no self-producing noises in any of the microphones.
6. The locations of audio sensing devices are predetermined.
7. The difference in the velocity of sound caused by fluctuations in physical characteristics such as pressure and temperature are ignored.
8. Sound velocity in the air is considered to be 330 m per second.
9. The sound signals arriving at the sensors will be considered as planar rather than spherical in the case where the distance between the source and the sensors surpasses the gap between the microphones.

3.3. Background

The basic idea of sound localization works in a simple method of receiving the sound from the source and then extracting the useful information which assists in the detection of the target. These features differ depending on the model, which is used in particular applications. Performing different estimations, accordingly, provide the localization results. Basic steps, which are taken in the whole process, are given in Figure 2.

![Figure 2](image_url)  
*Figure 2. Basic concept of sound localization.*
Considering the advantages of DOA in reference, it is the best suited method for the sound localization task since it is bandwidth efficient and can work with unsynchronized input unless the motion is relatively slow. There are many methods present in the literature for implementing DOA, which includes Independent Component Analysis, ESPRIT algorithm and MUSIC algorithm to name a few. For our application we chose to implement DOA estimation using the grid-based method [62].

3.3.1. Direction of Arrival Estimation

The classical techniques for finding the DOA fall into two categories, which are (1) beamforming and (2) high resolution-based procedure. The high-resolution method has limitations in terms of complex computations and lacks consistent results [63]. Due to such shortcomings, the beam forming is given preference for DOA estimation in many applications. In time and frequency fields, the beam-forming based method provides a more accurate calculation of DOA. Another noteworthy method using beamforming is the distribution method of spatial time-frequency, which has been used in the literature [64]. In the frequency field, the DOA calculation utilizing beamforming requires double estimation of Fast Fourier Transform (FFT). First, FFT is applied to achieve the frequency spectrum of the input sound wave. During the second time, FFT is applied to obtain the estimated value of DOA. The length of data determines the frequency resolution of FFT. Due to this, the estimation of DOA depends on the array size or the amount of elements in the array. If the data lengths are small, the accuracy of the computed DOA value will decline. This paper targets this problem of DOA estimation using beamforming that exists in the literature. In the frequency field, a method to calculate the phase difference is presented for the determination of the DOA of a signal. Using such a technique, the limitation involving the array size in the method based on space-frequency is reduced. In our experiments, this method showed a more precise resolution of DOA.

3.3.2. Model of a Signal

Consider an arrangement where a total of $n$ microphone arrays record $m$ narrow band sound signals where ($n > m$). Here the elements of these arrays are microphones, which are placed at a distance of $r$ from one another. The wavelength of the signal is denoted by $\lambda_j$, where $j = 1, 2, 3, \ldots, m$. Its DOA will be $\theta_j$ ($j = 1, 2, 3, \ldots, m$). Using this information, the phase difference is mathematically represented using the following equation:

$$\omega_j = \frac{2\pi}{\lambda_j} r \sin \theta_j$$

(1)

and high-resolution and the direction vector will be given as follows.

$$d(\omega)_j = \begin{bmatrix} e^{-i\omega_1} & e^{-i(2\omega_1)} & \cdots & e^{-i(n-1)\omega_1} \end{bmatrix}^T$$

(2)

The received signal will be given as follows.

$$a(t) = X(\omega_j) s(t) + p(t)$$

(3)

From the above equation, $X(\omega_j)$ represents the following.

$$X(\omega_j) = [a(\omega_1), a(\omega_2), \ldots, a(\omega_m)]$$

(4)

The value $s(t)$ represents the source signal, which is represented by the following.

$$s(t) = [s_1(t), s_2(t), \ldots, s_m(t)]^T$$

(5)

The value $p(t)$ denotes white noise which will be represented as follows.

$$p(t) = [p_1(t), p_2(t), \ldots, p_m(t)]$$

(6)
3.3.3. Spatial Frequency Distribution for the Estimation of DOA

The function of a spatial filter can be achieved by a beam shaper. The spatial frequency of the source signal can be represented by the direction of the source signal in 3D space. The frequency response of the filter can be considered as the direction of the wave beam. The center frequency of the spatial filter will be represented by the highest value of the wave beam.

In order to form the spatial signal, we use M wave beams. The spatial frequency of the signal will correspond to the mth wave beam if the mth wave beam’s output is the highest. This indicates that the FFT of the output of the array elements taken simultaneously will create a spatial filter, that is, spatial multi-beam. In the frequency domain, the execution of the beam forming process requires a double application of FFT. For the first time, a FFT is applied to the output of the array elements in the time domain. This will give the frequency range of the signal element. On the second application of FFT, the spatial FFT of the Fourier coefficients of the array elements is then calculated to an equal frequency, which enables the output to form a spatial multi-beam. We consider the example of two signals as represented below.

\[
x_1(t) = \cos(2\pi f_1 t) \tag{7}
\]

\[
x_2(t) = \cos(2\pi f_2 t) \tag{8}
\]

The values of \( f_1 \) and \( f_2 \) are taken as 150 Hz and 200 Hz, respectively. The DOAs of the signals are measured as 30 degrees and 60 degrees, respectively. There is a total of 10 array elements, indicating that \( n = 10 \), for receiving the signals placed with a distance of 0.45 m between them. The noise element \( p_i(t) \) of each element of the array is white noise. The signal to noise ratio (SNR) is 7 db. We applied FFT to the output of the first element of the array. The resulting waveform is shown in Figure 3.

![Figure 3. Results for the application of FFT on the output of first element in the array [12].](image)

From Figure 3, the frequencies of the two signals can be obtained, which will be used to calculate their wavelengths. Each array element’s peak value will be used to construct a new series given as: \( F_1, F_2, F_3, \ldots, F_n \). Then, FFT will be applied to the new series. The resultant frequency distribution is shown in Figure 4.

From the above figure it is evident that DOA has a large error factor. In this figure, the value of \( \sin \theta_2 \) is greater than one, which is certainly false. By increasing the number of array elements, a more precise value of DOA is obtained. Hence, we can see that the precision of the calculated DOA value is directly proportional to the number of array elements. However, in real life applications the number is usually limited and it is not practical to increase the array elements to a large value. This implies that in order to calculate the DOA value in the frequency domain, a more precise and less complex method is required. In order to solve this problem, we proposed the concept of using phase differences to calculate DOA in the frequency domain.
3.3.4. DOA Calculation Using Phase Differences

As the conventional phase difference method used for DOA estimation depends too much on the array size and requires a large number of elements in the arrays for accuracy, we used an alternative method for DOA calculation. This method is simpler, requires fewer resources and takes less computational time than the traditional approach. The experimental setup involves three nodes or arrays of microphones, where there are three microphones in each array. The sound waves recorded by these microphones are saved and the phases among each sequence of signals are determined. This implies that the phase between the signals recorded by each element of the array are computed. The MATLAB formula for computation of phases is given as:

$$\text{phase} = \cos(\text{dot}(v1,v2)/(\text{norm}(v1)\text{*norm}(v2)))$$

(9)

where v1 and v2 are vectors representing the two recorded signals. The dot product of these vectors is divided by the products of their normalized forms and results in the estimated phase value. The phases are further used to calculate phase differences. The phase differences are used to calculate the angle of arrival or DOA using the following equation.

$$\theta = \frac{\text{asin}(p\lambda)}{2\pi}$$

(10)

In this equation, $p$ represents the phase difference between the sound waves. As there are multiple values of the calculated phase differences, there were two values of the angle $\theta$. The final value of DOA was calculated by taking an average of these two angles.

3.3.5. Source Localization in 3D Space

Previously sound localization has been implemented in 3D space using an XYZO microphone array [74]. The microphone array used in this research was based on both bidirectional and omni-direction microphones. This arrangement was referred to as the world’s smallest array of microphones in the air for the localization of sound in 3D space. The configuration of this microphone array has been performed and the array is calibrated for the 3D modeling of source. Hence, this microphone array possesses a significantly reduced size compared with other systems. The implementation involved computing the widely used DOA and searching the source in 3D space as well. A GPU platform has been used to speed up the computations in parallel. A multi-threaded CPU implementation was
performed with 130X speed up. The system was programmed in CUDA programming. This system was experimented by using different levels of mixtures in noise and signals. This research incorporates another microphone array to this configuration in order to improve results as well as to render the system compatible for use in hearing aids and to render sound source localization possible to be used with the two human ears.

The sound localization routine proposed in this research is based on two microphone arrays, with two microphones in each array. The total number of microphones in the configuration is four. The microphones are arranged in the shape of a tetrahedron. A sound source is formed by mixing sound signals from two different sources. These sources are speech sound waves from two different speakers. The resultant sound wave is then mixed with some noise. This procedure is performed to mimic the practical environment where multiple people are speaking with moderate noise levels present at the background. The coordinates of microphones in 3D space are hardcoded in the program. The MATLAB implementation of code then uses the time delay of the arrival of the source sound signals at the microphones to determine the source location. The working of this system under varying circumstances is performed to test its robustness.

3.4. Proposed Method

The proposed research extends this microphone configuration for 3D sound localization by adding another node to the apparatus. This node consists of an array of two microphones. This renders the total number of microphones in the system to four. There are two nodes of microphones. In each node there is an array of two microphones. Such a configuration adds to the precision of the sound localization routine. It also renders it compatible to be used in hearing assistance devices such as hearing aids, which are worn on two ears. The source sound wave is formed by mixing sound from two sources. Each source contains a recorded speech of a person. The resultant sound signal has been mixed with noise to mimic the sound signals produced in real time scenarios where multiple people are speaking with some levels of noise in the background. The process followed for source localization has been summarized in Figure 5.

![Figure 5. Proposed method for source localization in 3D Space.](image)

3.4.1. Geometry of the Problem

The geometry of the arrangement of microphones with the source must be carefully chosen due to the issues discussed in this section. Some confusion regarding the location of the source may arise because of aliases. This situation occurs when the number of microphones in the system is too low or when they are arranged in a manner that leads to redundancy. This issue can be resolved by adding more microphones to the system. The geometry must be considered to minimize the number of microphones in the system. This would allow us to add more microphones economically. In order to use an even smaller number of microphones, the number of source signals can also be reduced to one. Evidently, source localization cannot be achieved by using one microphone as the comparison between arrived signals at different locations cannot be carried out in this case. The use of multiple microphones require a well justified geometrical arrangement with the source. The experimental arrangement is chosen by examining the possible solutions to
limit the sound source. Here, we first assumed a possible arrangement where only two microphones were present in the experiment.

In case of an arrangement of two microphones only, the source must be located on the same line where the two microphones are present. If this condition is not met, the performance of the system will decrease. In Figure 6, the scenario where the source is located on the same line that is passing through microphones A and B is demonstrated. The black line represents the plane where the two microphones and the source are placed and the points A and B represent the aliases.

In order to improve the results of the system, some constraints must be imposed on the source. In order to extend these constraints, another microphone is added to the system, which results in the total number of microphones being three. If this microphone is added to the same line that is passing through the first two microphones and the source, this arrangement would lead to redundancy. Hence, all three microphones must not be placed on the same line. We consider a case where the microphones are arranged in the shape of a triangle. The 3D coordinates of the point will then be determined where the three hyperbolas intersect. A solution to such a system may be indefinite and may not be possible to determine. Some inherent inaccuracies are associated with the source localization system, which is present due to some limitations in the sampling performed by the data acquiring system and some imprecisions in measuring the exact location of the microphones. This would lead to a case where the system will become overdetermined and inconsistent. This is demonstrated in the Figure 7. In this figure, each pair of microphones will make its own assumption about the source location. For example, according to the microphones one and three, the location of the source lies on a line that is bisecting the line segment connecting them at right angles. According to the remaining pairs of microphones, the source lies on the two hyperbolas as depicted in the figure. Hence, some optimization methods are required to be applied to the system to reach to a consistent solution. After optimization, the system will locate the source on a closed curve resembling an ellipse.

In the case of four microphones and a source, we would have a scenario identical to the one depicted in Figure 7 except for the fact that the system would be complex in terms of dimensions. The line would be replaced by a plane and, in place of hyperbolas, there will be hyperboloids. In order to avoid microphone redundancy and increased resource consumption, the microphones must be placed at the corner points of a tetrahedral. The precision of the system will be reduced if all the microphones are placed on the same plane. Hence, the best configuration of microphones is the one where all the microphones are placed at the tips of a tetrahedral shape.
3.4.2. Cross Correlation for Detection of Delays

The difference between the times at which the signal has arrived at the two microphones is referred to as the time delay of the signal. While designing the geometrical arrangement of the microphones, we made an assumption that this time delay between any pair of microphones in the system is known. This time delay can be computed using a signal processing technique referred to as cross correlation. This method takes input of the two copies of the signal received at a pair of microphones. The outputs of this function are some coefficients referred to as cross correlation coefficients, which correspond to the value of each calculated time delay. The cross-correlation coefficients are computed by taking a sum of product of the corresponding portion of the signals when they intersect with one another [65]. The value of each cross correlation coefficient represents a specific time delay of a signal in reaching the two microphones [66]. The input signals recorded at the two microphones are represented by “a” and “b” respectively. The symbol \( n \) denotes their mean, while the subscripts show the input signals. Row vectors are used to store the signals and indices are used to refer to their elements.

3.4.3. Sound Localization

The sound localization routine makes use of the geometry of the system. It also runs the cross-correlation function, which is discussed above. The routine is designed such that it can work with both real experimental data and simulated data, which is hardcoded into the system. In the simulation mode, the source sound is produced by mixing sound signals from two sources. The sound signals are two speech sounds which are combined in MATLAB by using vector additions. The features that are complex and intrusive and show the differences between real and simulated results are neglected.

The source localization function is able to take as input any amount of signals. In this case, there are four signals which are recorded in the lab through the microphone configuration. These signals can also be simulated using the MATLAB code where the predefined geometry of the system is hardcoded in the function. Each signal pair recorded by the pair of microphones is cross correlated to find the time delays between them. The product of the speed of sound, with the time delay values, represents the perceived position of the source corresponding to the microphone’s arrangement where the location of each microphone is predetermined. The major aim of the sound source localization routine is to find the 3D location (X, Y and Z) of the source with respect to this arrangement. The difference in path length has been calculated as the sound signal is received by the microphone pairs after being released by the source. The location coordinates of the source, which are to be computed, and the predetermined 3D locations of the microphones are used to express this difference. This system possesses an overdetermined nature. An inherent imprecision lies in measuring the locations of the various components of the system. Due to these factors, the variables which show the exact location coordinates may be indefinite.
or non-existing. This indicates the need to perform a 1D optimization in order to locate the source coordinates. This is achieved by minimization of the difference among the following two factors: (a) path length difference expressing the source coordinates and (b) a numerical value achieved as a cross correlation coefficient. In MATLAB, this optimization was performed using the Simplex scheme which is one of the standard methods being used for optimization. Other methods for optimization can also be carried out for this purpose.

4. Results

4.1. Experimental Set Up

In order to test the source localization program, experiments were conducted in a laboratory. Figure 8 displays the experimental setup to record the sound signals. The experiments were based on various sound recording procedures. A fixed 3D coordinate system was established in the laboratory to carefully measure the locations of microphones in 3D space so that they can be provided as input to the program. A tetrahedral was visualized for which the length of each side measured around 2.5 m. Each of the four microphones was arranged at the corners of this tetrahedral shape. Each microphone was then connected to a laptop executing the LabView application [67]. The four signals received by the microphones were saved into an excel spreadsheet to be used by the MATLAB function for source localization. The locations of microphones in 3D were provided as input to the program. The location of the source was carefully measured so that it can be compared with the 3D location that is calculated by our source localization routine. Multiple experiments were conducted in the laboratory using this configuration of microphones, where the sound source was placed at different positions in the lab area.

![Figure 8. Experimental setup.](image)

The experimental arrangement consists of two separate nodes. Each node consists of an array of two microphones. Sound signals from two sources are combined and mixed with noise to imitate the practical scenario of the sound localization problem accurately. The icaDemo() function utilizes Independent Component Analysis (ICA) to extract the source signals [68]. ICA reproduces the source signals with amplitude and order indeterminacy. This function divides a complex sound signal into separate non-Gaussian signals. As in our case, the source signal consists of the combination of multiple signals at each time component t. The result is a multivariate signal. Hence, there is a need to isolate the original or the target sound from this mixture of signals and to remove other noise or irrelevant data. Using an assumption of independence based on statistics, separation of signals using blind ICA shows good performance. Another example of the application of
ICA is a problem referred to as the “cocktail party problem”. In this problem, people are talking in the room at the same time and there is a need to separate the speech signals from the recorded sound. No time delay or echoes are considered to simplify the problem.

The localization routine uses the recorded signals, the location of microphones and the sound source location to calculate the time delays between the arrival of the signals, as described in the previous section.

4.2. Implementation

In the MATLAB code implementation, the signals from the microphones were received as input to the program to visualize them and to compare the various versions of the same signal that was received by the microphones placed at different locations. An application called LabView was used to save real values from a lab experiment to an excel file which can be provided for the program. In that configuration, microphones should be hooked up to a computer, which ran a Lab View program. The program will save signals from the microphones into a spreadsheet for later processing by the MATLAB source localization routine. In that case, the arguments to localize1() MATLAB function will be the following.

\[
\text{localize1}(0, [1 2 3], \text{address})
\]

In this command, 0 indicates that real values will be provided to the program, [1 2 3] is the source matrix and the address is the location of the excel file containing the source signals recorded from microphone. To simulate the results from the signal values that are already hardcoded in the program, the following command will be used.

\[
\text{localize1}(1, [1 2 3])
\]

Here, 1 signifies that simulation is required so we do not need the address of another data file. The source matrix is [1 2 3]. The source matrix given is given as input in the command and indicates the location of the source. It is used to calculate the delay in the transmission of the signal relative to the microphone configuration.

The function simDelay calculates time delay between all pairs of microphones using the distance function. It uses the locations of the microphones and the source and passes them onto the distance function to calculate a numerical value, which is used by simDelay to calculate a final delay value. This function determined the difference in path length as sound travels from the source to any pairs of microphones.

The delay value is used by localize1() to localize the sound source. It passes on this value to the ellipseMerit function, which finally localizes the sound source in 3D. These are the coordinates of the location of the source relative to this microphones configuration. This time delay information is multiplied by the speed of sound to give information that encapsulates the conceived constellation of the source with respect to the arrays of microphones, for which the location is already known.

4.2.1. Developing Source Signal

The code snippet shown in Figure 9, loads a noise and two speech sound signals. These sounds are reshaped and combined into a single vector.
4.2.2. Error Factor

In order to measure the error factor corresponding to the estimated source location, we use a “condition number”. This factor is calculated by using both forward and backward errors. Forward error represents the accuracy of the determined source location. Backward error assesses how accurately the values of delay and the microphone location are known. The condition number is calculated by dividing the forward error by the backward error. The lower this number is, the lower the error factor will be in source localization. The code segment shown in Figure 10 shows how condition number is calculated.

4.3. Results

In order to test the source localization function, a geometrical arrangement of microphones was set up where each of the microphones was placed at the corners of a tetrahedral and a source could be located at any place in the 3D space. The recorded signals were saved into a spreadsheet file where they could be accessed and taken as input to the source localization program. The results of the experiments clearly depicted the robustness of the source localization program. A condition number was calculated for each of the computed 3D coordinates of the source. The results showed that when the sound source was near the center of the tetrahedral, the value of this condition number was in the order of one. This indicates that if there exists a percent error in the positions of the microphones, it will be enhanced to a value possessing a magnitude of 1. This error will also affect and
show up in the location coordinates of the source determined by the routine. It must be noted that there was an uncertain variation in the value of this condition number when the source was placed far from the middle of the tetrahedral. Due to the geometrical nature of the problem, the robustness of the results depend on the area where the source is located. Even a little miscalculation in the position coordinates of the microphones result in the situation where a larger area is occupied by the wider portion of the hyperbolic strips and the narrow portion sweeps a smaller area. This implies that when the source is not placed near the center of the constellation of the microphones, a little misspecification in the source position would result in the miscalculation in the location of the sound source. Another prospect for future research is the uncertain behavior of the condition number during the source localization.

The use of a minimum amount of microphones in the experiments is justified by the area specific robustness of the system. Most applications do not require the small advantage of having more microphones in the system where the source is at a region, which maintains the robustness of the system. The minimum number of microphones can only be used in the condition where the source is located within the tetrahedral shape of the microphones arrangement. This routine was tested on the data gathered from laboratory experiments and was also further tested using simulations. For lab data, condition number was in the order of ten. This error figure can be attributed to the sound disturbances in the lab such as echo and noise. These discrepancies can result in an inaccuracy in the calculation of time delay data by the cross correlation function. These issues can be resolved through the use of better tools for acquiring data and conducting the experiments in an environment where there is less reverberations. A configuration of five microphones can also be used to improve the results. However, that would result in increased resource usage, while achieving the marginal benefits. The four microphone configuration has yielded satisfactory performance in terms of robustness in our experiments.

Figure 9 shows the DOA of the source sound signal as determined through the method described previously. This angle is calculated to be approximately 75.4 degrees using this method. This angle represents the direction from which the sound wave has arrived to the microphone arrays. The direction is relative to the array of sensors. It depends on the position of the source and the microphones in the 3D space.

Figure 10 shows the original input signal reaching to the microphones. Figure 11 shows the input signals received by each of the four microphones when sample rate was set to 10,000. The amplitude vs. time graphs of the input sound signals at each microphone have been plotted. By the comparison of the graphs shown in Figure 11, we can observe that M1 has recorded a sound signal that is closest to the original one. This shows that each of the microphones has received some portion of the input sound signal. However, there are differences in the sound waves recorded by each microphone due to their individual locations and distances from the source. Due to the distance from the source and their position, each microphone receives a slightly different signal in terms of intensity, which has been depicted in these graphs. All microphones were able to receive a signal that was similar to the source sound. However, some of them received exaggerated or degraded versions of the signal due to echo, noise and related disturbances present in the laboratory environment.

In order to run the source localization routine, we typed the following command into the MATLAB command prompt: localize1(1, [30 100 10]). Here localize1 is the name of the source localization routine. The argument, 1, passed to this routine indicates that a simulation is required using the already hardcoded data in the program. The actual coordinates of the source measured in the lab are (30, 100, 10) which are passed to the routine. The calculated coordinates were (30.0132, 100.4015, 10.0345). Similarly, the sound source locations were found at (−2, 3, 1) and (−30, −10, −100). The 3D models were generated when source was at (30, 100, 10), (−2, 3, 1) and (−30, −10, −100). Figures 12–14 shows the 3D model generated by the systems at (30, 100, 10), (−2, 3, 1) and (−30, −10, −100), respectively. The plot shown in these figures compares the original source location
with the calculated one. These results show that the determined location of the source is precise and has only a slight deviation from the actual source coordinates.

Figure 11. Sound signal copies received at the four microphones—Sample Rate = 10,000.

Figure 12. 3D model with source at (30, 100, 10).
Table 1 summarizes the results obtained by the series of experiments performed by taking the input of signals at different sampling rates. As shown in the results, there are little differences between the real and the calculated values of the location of the sound source at all sampling rates. The DOA is also calculated for each of the input. For each input, the corresponding condition number is also calculated by utilizing the forward and the backward error. Using the differences in actual and calculated values, the measured accuracy of sound source localization of the proposed system is found to be 96.77%. The average condition number calculated as the error factor of this system is found to be 3.8%.
Table 1. Experimental results.

| No. | Sampling Rate | Original Source Location | Calculated Source Location | DOA (Degrees) | Condition Number |
|-----|--------------|--------------------------|---------------------------|---------------|-----------------|
| 1   | 100          | (30, 100, 10)            | (30.0132, 100.4015, 10.0345) | 75.4          | 1.2557          |
| 2   | 5000         | (−2, 3, 1)               | (−2.1378, 3.6586, 1.1087)  | 50            | 0.999           |
| 3   | 10,000       | (−30, −10, −100)        | (−29.7702, −9.3940, −100.8523) | 45.6          | 0.3350          |
| 4   | 50,000       | (0, 1, 2)                | (0.0010, 1.2150, 2.0050)   | 26.1          | 1.24            |

4.4. Comparison of Results

In order to compare the results of this study, we review some state-of-the-art methods that have recently been proposed for the sound source localization. In order to gather such studies from recent literature, we used a set of keywords related to sound source localization. This initial set of keywords include the words: “sound localization”, “DOA”, “microphone” and “arrays”. More keywords found in the recent literature relevant to these keywords were found using the VOS Viewer software package. The obtained keywords were used to design search phrases, which are to be used in the search engine of Google Scholar. Research articles published over the past ten years were retrieved and reviewed. The state-of-the-art methods found in these articles are discussed below.

Risoud et al. worked on finding the source of sound in 3D: azimuth, height and distance. Different measures such as time difference and level difference along with a head-transfer function were utilized. The accuracy of this system highly depends on the azimuthal position of the source. For example, the uncertainty of localization is 3–4 degrees when azimuth is equal to zeros degrees [69]. Pavlidi et al. presented a source localization method for multiple sound sources. The method applies some sparsity limitations on the source sound signals. A circular arrangement is used for microphones to overcome the limitations faced by linear arrays. This method relies on computing time frequency areas for each source. The method has been proven to perform better than some other standard DOA estimations while simultaneously reducing the complexity of computation [70]. Yalta et al. used deep neural networks for sound source localization by using an array of microphones in a noise-prone environment. The accuracy of this system outperforms that of linear models. This was achieved by applying general pre-processing steps to the signals and training the model for a short period of time [71]. Tuma et al. proposed a sound source localization system based on beamforming that measures the angles of the source sound signals and the distance between them. Experimental results showed a slight difference between the calculated and actual DOA which can be attributed to sampling frequency and rounding off [72]. An extension to the Steered Response Power-Phase Transform (SRP-PHAT) method was proposed by Cobos et al. [73]. In this approach, a generalized cross correlation (GCC) was used with each microphone pair. The system was tested under varying noise and sound conditions to verify the effectiveness of the proposed method. Table 2 compares the results of these approaches with the method proposed in this study. The comparative analysis show that the results of the proposed method are better or comparable to the state-of-the-art methods.

Table 2. Results comparison.

| No. | Method | Measured Factors | No. of Microphones | Results | Ref  |
|-----|--------|------------------|--------------------|---------|-----|
| 1   | Interaural time and level difference, head transfer function | Azimuth, elevation, Distance | 0 | Uncertainty = 3–4 degrees | [69] |
| 2   | Time frequency | DOA | 3 | Success Score = 61.62% | [70] |
| 3   | Deep learning | DOA | 7 | Accuracy = 71.46% | [71] |
| 4   | Beamforming | TDOA, Distance | 3 | Error = 0.11% | [72] |
| 5   | GCC SRC-PHAT | DOA | 4 | RMSE = 0.31 | [73] |
| 6   | Proposed | DOA, 3D Coordinates | 4 | Accuracy = 96.77%, Error factor = 3.8% | - |
5. Discussion

Sound localization is a field of signal processing that deals with identifying the origin of a detected sound signal [74–79]. This involves determining the direction and distance of the source of the sound. Some useful applications of this phenomenon exist in speech enhancement, communication, radars and in the medical field as well. The experimental arrangement requires the use of microphone arrays, which records the sound signal. Some methods involve using ad-hoc arrays of microphones because of their demonstrated advantages over other arrays. In this research project, the existing sound localization methods have been explored to analyze the pros and cons of each method [80–84,89–92]. A novel sound localization routine has been formulated, which uses both DOA of sound signals along with location estimation in three-dimensional space to precisely locate a sound source as mentioned in Appendix A. The experimental arrangement consists of four microphones and a single sound source. Previously, sound source has been localized using six or more microphones. The precision of sound localization has been demonstrated to increase with the use of more microphones. In this research, however, we minimized the use of microphones to reduce the complexity of the algorithm and the computation time. The method brings novelty in the field of sound source localization by utilizing less resources and by providing results that are on par with the more complex methods that require more microphones and additional tools to locate the sound source.

Sound localization for microphones provide a great potential for the future advancements in this field. Many different methods have been used for this purpose that rendered many useful applications. This document presents a brief overview of some already used method for the sound localization process along with a comparison of their features, which present their strengths and weaknesses in a better manner. After studying different methods of SSL, DOA is selected for the task of sound source localization using microphone arrays. DOA has some useful features such as the elimination of the need for synchronization and low bandwidth usage, which renders it better than other methods for localization. Methods of DOA can be implemented by many different algorithms depending on the application. These algorithms are also studied and, out of them, a phase difference based method is chosen.

Detailed explanation of the DOA by using the phase difference based method is given in the document. The concept of sound localization with the DOA technique using a lesser number of nodes is the basic part of the project. In order to extend the method of DOA to utilizing two or three number of nodes, the method is first studied on four nodes. Discussions of some of the problems which can occur during the implementation of the same concept on a different number of nodes are examined. Framework for the process of using only two nodes was presented, which does not compromise on the accuracy and efficiency of the result. Each node has two microphones, which renders the total number of microphones as four. The system has demonstrated an accuracy of 96.77% with an error factor of 3.8%.

6. Conclusions

This study presents novel methods for determining DOA of the source signal and its 3D coordinates. The 3D coordinates of the source are determined using phase differences between input signals recorded by the microphones. The system reduces the number of microphones used in the system by limiting the number of microphones to four. The microphones are arranged such that they form two separate nodes. This arrangement is beneficial in that the resulting sound source localization method can be used in hearing aids and related devices. The system is also designed to work under reverberant environments. The results show that the system generates an accuracy of 96.77% with a recorded error rate of 3.8%.

In the future, the sound source localization system can be made more compact by further reducing the number of microphones. The existing error factor in the results can be reduced by decreasing the noise content mixed with the source signal. Further
improvement can be performed by devising a novel geometrical arrangement for the microphones, which can yield better accuracy. More challenges in the domain of sound source localization can be tackled by exploring deep learning methods, which requires training data but can also offer promising results in terms of accuracy. Further work can be performed in classifying the localized sound sources.
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Appendix A

function [answer, condition] = localize1(simu, source, dataFile)
% Returns the estimated location of a single source from the delay.
% Information calculated using the cross correlation function AND;
% Works on any number of microphones used to collect the data.
% The locations of the microphones should be hardcoded.
% simu -> simulation? :: 1=simulation 0=real data.
% source -> location [x, y, z]. This is crucial during simulation.
% UNITS: Distance:- meters Time:- seconds.
c = 340; % Speed of sound.
% Microphone Positions. This is experiment specific.
% [x1 y1 z1;
%  x2 y2 z2;
%  x3 y3 z3; . . .
%  xn yn zn]
%%%% Modify as needed.
% MicLoc = [0.0, 0.0, 0.0; 1.0, 0.0, 0.0; 0.0, 1.0, 0.0; 1.0, 1.0,1.0];
MicLoc = [262, 0, 0; 85, -145, 0; 0, 0, 0; 0, -145, -74];
% The following is an off value for the microphone locations. It helps
% us estimate the condition number of the routine during simulations.
OffMicLoc = [262.5, 0.5, 0.5; 85, -145, 0; 0, 0, 0; 0, -145, -74];
% Make a good estimation for the location of the source.
Guess = mean(MicLoc, 1);
%%% Comment out one of these two as necessary.
% *1. Work on real data.
if (simu==0)
delays = generateDelays(dataFile, size(MicLoc,1))
% *2. Work on simulated data for testing purposes.
%% Specify the location of the source to get.
% The delays in this microphone configuration.
elseif (simu==1)
%%% Put source here for simulation
delays = simDelay(MicLoc, source);%%% Modify as needed.
end
%%% Comment out one of these two as necessary.
% If the system is not over-determined, we have two ways of solving it.
% *1. Solve a system of non-linear equations using Newton’s method.
% % % answer = newtonMethod(ellipseFun', Guess, MicLoc, delays);
% *2. The above approach may fail if there are more than 3 microphones, due
% to overdetermination. Here is a more general approach.
% Find the ArgMin of this function.
global BUSHMicLoc;
global BUSHDelays;
if (simu == 0)
BUSHMicLoc = MicLoc; % If this is not a simulation, use the values.
elseif (simu == 1)
% During simulation, use microphone values, which are slightly off.
BUSHMicLoc = OffMicLoc;
end
BUSHDelays = delays;
answer = fminsearch(@ellipseMerit, Guess);
%%% Assess the accuracy of the answer. (we should know where the source is.)
forwardError = (norm(answer - source))./(norm(source));
% Estimate the backward error, which describes how accurately we know.
% The location of the microphone and the delay. (Sometimes, the accuracy
% of the speed of sound can be a factor too.)
% During real experiments Microphone locations are known to within 2 cm.
% During simulation the uncertainty introduced should be entered here.
if (simu == 0)
backwardError = (2)./100;
elseif (simu == 1)
backwardError = (norm(MicLoc-OffMicLoc))./(norm(MicLoc));
end
% Evaluate the condition number of the problem.
condition = forwardError./backwardError;
%%% Suggested testing (based on simulation):
% % % % Plot Merit vs. z, constraining x and y to the exact source coordinate.
% % % % Expect to see a minima where z coincides with the source z coordinate.
meritVal = [];
for zValue = ((-10.*abs(source(3)))+source(3)):((10.*abs(source(3)))+source(3))
meritVal(end+1) = ellipseMerit([source(1), source(2), zValue]);
end
zValues = ((-10.*abs(source(3)))+source(3)):((10.*abs(source(3)))+source(3));
%figure(2); plot(zValues, meritVal); title(’TEST: Merit vs. z’);
figure(3);
plot3(x1,x2,x3,'o','LineWidth', 2,'DisplayName', 'M1')
grid on
xlabel('x')
ylabel('y')
zlabel('z')
hold on
plot3(x4,x5,x6,'o','Color','k','LineWidth', 2,'DisplayName', 'M2')
hold on
plot3(answer(1),answer(2),answer(3),'o','Color','r','LineWidth',2,'DisplayName', 'Source','MarkerSize', 10)
legend([{'M1'},{'M2'},{'Source'}])
title('Source and M1, M2 Coordinates in 3D Space')
hold off
figure(4);
plot3(x7,x8,x9,'o','Color',[255, 153, 51] / 255,'LineWidth', 2,'DisplayName', 'M3')
grid on
xlabel('x')
ylabel('y')
zlabel('z')
hold on
plot3(x10,x11,x12,'o','Color','g','LineWidth', 2,'DisplayName', 'M4')
hold on
plot3(answer(1),answer(2),answer(3),'o','Color','r','LineWidth',2,'DisplayName', 'Source','MarkerSize', 10)
legend([{'M3'},{'M4'},{'Source'}])
title('Source and M3, M4 Coordinates in 3D Space')
hold off
end
function answer = generateDelays(dataFile, nMic)
% This automates the use of crossCorrN to find delays
% between pairs of signals.
% It returns an array of delays.
% dataFile -> EXCEL file by the LabView data acquisition program.
% nMic -> number of microphones used.
data = load(dataFile);
delays = [];
for k = 1:nMic
for j = k+1:nMic
delays(end+1) = crossCorrN( data(:,k), data(:,j) );
end
end
answer = delays;
function delays = simDelay(mPos, sPos)
% It computes the delay b/n signals recorded at different microphones.
% It takes locations of microphones and the source.
% SPos -> [x y z]
% mPos -> [x1 y1 z1; x2 y2 z2; ... ; xn yn zn]
% Works for any number of microphones and a single source.
% Speed of sound.
c = 300;
nMics = size(mPos, 1);
delays = [];
%micPairs = []; We probably do not need this suggested labeling.

% Get the delay b/n all pairs of microphones.
for k = 1:nMics
disToK = distance(sPos, mPos(k,:));
for j = k+1: nMics
disToJ = distance(sPos, mPos(j,:));
delays(end+1) = (disToK - disToJ). / c;
end
end
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