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Abstract

This work frames the problem of constructing non-oscillatory entropy stable fluxes as a least square optimization problem. A flux sign stability condition is defined for a pair of entropy conservative flux \((F^*)\) and a non-oscillatory flux \((F^s)\). This novel approach paves a way to construct non-oscillatory entropy stable flux \((\hat{F})\) as a simple combination of \((F^*\) and \(F^s)\) which inherently optimize the numerical diffusion in the entropy stable flux \((\hat{F})\) such that it reduces to the underlying non-oscillatory flux \((F^s)\) in the flux sign stable region. This robust approach is (i) agnostic to the choice of flux pair \((F^*, F^s)\), (ii) does not require the computation of costly dissipation operator and high order reconstruction of scaled entropy variable to construct the diffusion term. Various non-oscillatory entropy stable fluxes are constructed and exhaustive computational results for standard test problems are given which show that these entropy stable schemes completely remove spurious oscillations in approximating the discontinuities compared to the non-oscillatory schemes using underlying fluxes \((F^s)\) only. Moreover, these entropy stable schemes maintain the formal order of accuracy of the lower order flux in the pair.
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1 Introduction

One of the topics of paramount interest in the area of numerical solution of partial differential equations is to design schemes for non-linear hyperbolic systems of conservation laws. These equations are natural models for many physical problems in areas of engineering and scientific studies like gas dynamics, fluid flow problems, astrophysical flow etc. Generic one dimensional system of conservation laws can be written in the form,

\[
\frac{\partial u}{\partial t} + \frac{\partial f(u)}{\partial x} = 0, \quad \forall (x, t) \in \mathbb{R} \times \mathbb{R}^+, \quad (1)
\]

\[
u(x, 0) = u_0(x), \forall x \in \mathbb{R}, \quad (2)
\]

where vector \(f(u) : \mathbb{R}^m \to \mathbb{R}^m\) is a smooth flux function of conserved vector quantity \(u(x, t) : \mathbb{R} \times \mathbb{R}^+ \to \mathbb{R}^m\). It is well known that (1) admits discontinuities like shock and rarefaction in its solution which pose further problems like non-unique weak solutions, crisp and efficient numerical resolution of these discontinuities. Some of the well known classical schemes converge to physically incorrect weak
solution [34]. On one hand low order schemes yield smeared approximation of discontinuities whereas on other hand uniformly high order schemes exhibit spurious oscillations around such discontinuities. Therefore, it is required to device robust and efficient high order schemes which crisply capture these discontinuities without introducing spurious oscillations. Moreover, one core requirement is that such numerical schemes should yield solution which converges to viscosity solution of (1) [13].

Notably the viscosity solution shows two intrinsic properties (i) it satisfies a maximum principle [64] and (ii) it uniquely satisfies entropy stability inequality [56]. These characteristics of the viscosity solution paved the way for devising modern shock capturing schemes. There is a vast literature on numerical schemes which are designed based on above characteristics of physically acceptable solution. We mention a few foundational as well recent significant work which fall inline with the theme of this paper.

Non-Oscillatory schemes which are designed following the maximum principle are monotone schemes [10], high resolution total variation diminishing (TVD) schemes [23,30,53,58,63,64]. Schemes that weakly satisfy maximum principle are arbitrary high order accurate Essentially non-oscillatory (ENO) [51], weighted ENO [49] schemes and their modified improved versions in [2,4,14,25,28,29,43,47] etc. Schemes satisfying the maximum principle ensure non-oscillatory approximation of discontinuous solution but do not guarantee for its convergence to viscosity solution. It is important to note that there are schemes which are entropy stable as well as strictly satisfy maximum principle e.g., monotone and TVD schemes [6,7,12,27,45], however they are at most first order accurate at solution extrema [39,40,55].

Entropy stable fluxes for hyperbolic conservation laws can be obtained by adding numerical diffusion into entropy conservative fluxes [54]. Some of the entropy stable schemes designed following this approach are [1,8,9,11,12,15,16,27,54,60,62]. Note that, entropy stable schemes guarantee for convergence to viscosity solution but they do not ensure for non-occurrence of oscillations in the vicinity of discontinuities particularly higher order schemes due to the absence of suitable numerical diffusion [1]. Note that deducing the suitable amount of this additive numerical diffusion such that resulting entropy stable scheme maintains formal high order of accuracy and yet yields non-oscillatory approximate solution is non-trivial and has been a topic of wide interest and research. The existing approach for constructing high order non-oscillatory entropy stable flux using high order numerical diffusion operator demands for (i) sign stability of the reconstructed scaled entropy variable which is very restrictive requirement (ii) explicit computation of dissipation operator which is often costly and problem dependent.

The aim of this work is to construct robust and efficient arbitrary high order non-oscillatory entropy stable scheme for hyperbolic conservation laws (1). The idea is to design non-oscillatory entropy stable fluxes such that additive numerical diffusion (i) is implicitly defined (ii) is robust in the sense that it does not depend on sign property of the high order reconstructions of scaled entropy variable (iii) is optimized in such a way that the non-oscillatory property of entropy stable flux is governed by some established underlying non-oscillatory flux.

The rest of the paper is as follows: For motivation and completeness of the presentation a brief introduction and challenges in the construction of high order non-oscillatory entropy stable fluxes are highlighted in section 2. In 3, a quick introduction on non-oscillatory fluxes like TVD and ENO/WENO is given. The main contribution of this work is given in section 4 where task of constructing non-oscillatory entropy stable flux is posed as least square optimization problem and required numerical diffusion is deduced using first order optimality condition. In section 5, a flux sign stability lemma for entropy stability of any flux is given and used to retrospectively analyze some well known entropy stable fluxes. In section 6, numerical results by various constructed entropy stable schemes are given and compared. Conclusions are given in section 7.

2 Entropy stable scheme

This section briefly present theory and development of entropy stable schemes; and comprehensive details can be found in [56,57]. We assume that system (1) is equipped with entropy pair \((\eta(\mathbf{u}), q(\mathbf{u}))\) which symmetrizes the system (1). Then it can be shown that a physical weak solution of (1) uniquely
satisfies following entropy inequality
\[ \frac{\partial}{\partial t} \eta(u) + \frac{\partial}{\partial x} q(u) \leq 0, \]
where entropy function \( \eta \equiv \eta(u) : \mathbb{R}^m \rightarrow \mathbb{R} \) is convex and entropy flux function \( q(u) : \mathbb{R}^m \rightarrow \mathbb{R} \) satisfies the following compatibility relation with entropy variable \( \mathbf{v} = \eta_u(u) \)
\[ \mathbf{v}^T \mathbf{f}_u = q^T_u. \]  
By virtue of the convexity of \( \eta \), the mapping \( \mathbf{v} \rightarrow \mathbf{u} \) is one-to-one and change of variable \( \mathbf{u} = \mathbf{u}(\mathbf{v}) \) transforms the system (1) into an equivalent symmetric form
\[ \frac{\partial}{\partial t} \mathbf{u}(\mathbf{v}) + \frac{\partial}{\partial x} \mathbf{g}(\mathbf{u}) = 0, \quad \mathbf{g}(\mathbf{v}) = \mathbf{f}(\mathbf{u}(\mathbf{v})). \]
Moreover, under (4), the Hessian of an entropy function symmetrizes the system (1) as follows
\[ H(\mathbf{v}) = \mathbf{u}(\mathbf{v}) = H^T(\mathbf{v}) > 0, \quad B(\mathbf{v}) = \mathbf{v}^T \mathbf{g}(\mathbf{v}) = B^T(\mathbf{v}). \]
In order to numerically approximate the solution of (1), discretize the spatial domain into intervals \( I_i = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \) using Cartesian mesh \( \{x_i\}_{i \in \mathbb{Z}} \) with mesh size \( \Delta x = x_{i+1} - x_i \) such that \( x_i = (x_{i+\frac{1}{2}} + x_{i-\frac{1}{2}})/2 \).
Then the semi-discrete finite difference (or finite volume) conservative scheme to compute the updated solution of (1) is given by
\[ \frac{d}{dt} \mathbf{u}_i(t) = -\frac{1}{\Delta x_i} \left( \mathbf{F}_{i+\frac{1}{2}} - \mathbf{F}_{i-\frac{1}{2}} \right), \]
where \( \mathbf{u}_i(t) = \mathbf{u}(x_{i}, t) \) and numerical flux function \( \mathbf{F}_{i+\frac{1}{2}} \) satisfies the consistency condition, that is \( \mathbf{F}(\mathbf{u}, \mathbf{u}, ..., \mathbf{u}) = \mathbf{f}(\mathbf{u}) \).
The scheme (8) is said to be entropy conservative if the computed solution satisfies the following discrete entropy criterion,
\[ \frac{d}{dt} \eta(u_i(t)) + \frac{1}{\Delta x_i} \left( q_{i+\frac{1}{2}} - q_{i-\frac{1}{2}} \right) = 0, \]
where discrete entropy flux function \( q_{i+\frac{1}{2}} = q(\mathbf{u}_{i-1}, ..., \mathbf{u}_{i+1}) \) is consistent with entropy flux function \( q \) such that
\[ q(\mathbf{u}, \mathbf{u}, ..., \mathbf{u}) = q(\mathbf{u}). \]
Define the notations for jump and average of a discrete quantity \( z_i, \ i \in \mathbb{Z} \) by \( \lceil z \rceil = z_{i+\frac{1}{2}} - z_{i-\frac{1}{2}} \) and \( z_{i+\frac{1}{2}} := \frac{1}{2}(z_{i+1} + z_i) \) respectively. Then a foundational approach to construct entropy conservative numerical flux in [54] is as follows.

**Theorem 1** Let a consistent numerical flux \( \mathbf{F}_{i+\frac{1}{2}} = \mathbf{F}_{i+\frac{1}{2}}^* \) satisfies
\[ \lceil \mathbf{v} \rceil_{i+\frac{1}{2}}^T \mathbf{F}_{i+\frac{1}{2}}^* = [\lceil \psi \rceil]_{i+\frac{1}{2}}, \]
where \( \psi \) is entropy potential given by
\[ \psi(\mathbf{v}) = \mathbf{v} \cdot \mathbf{g}(\mathbf{v}) - q(\mathbf{u}(\mathbf{v})). \]
Then the scheme (8) with numerical flux \( \mathbf{F}^* \) is second order accurate and entropy conservative i.e., solution computed by scheme satisfies the discrete entropy equality (9) with numerical entropy flux
\[ q_{i+\frac{1}{2}} = q_{i+\frac{1}{2}}^*(\mathbf{u}_i, \mathbf{u}_{i+1}) = \mathbf{v}^T_{i+\frac{1}{2}} \mathbf{F}^*_{i+\frac{1}{2}} - \bar{\psi}_{i+\frac{1}{2}}. \]
The entropy conservative flux \( \mathbf{F}^* \) obtained from (11) for scalar problem is unique, though suffers from non uniqueness in case of the system of conservation laws. However, this non-uniqueness does not severely impact the development of entropy conservative fluxes. Various second as well arbitrary high order entropy conservative fluxes can be found in [5,16,27,33,56,60]. A detailed comparison of various entropy conservative fluxes for Euler equation is given in [42].
2.1 Entropy Stable fluxes and numerical diffusion

The entropy of the solution of hyperbolic conservation law (1) remains conserved for smooth solution and dissipates only across shocks [1]. Therefore, schemes using entropy conservative fluxes work well for smooth solutions however allow non-physical oscillations near shock due to the absence of numerical diffusion which ensures that computed solution exhibits entropy dissipation. A standard procedure to obtain such dissipative fluxes is to add numerical diffusion explicitly in to the entropy conservative flux [54, 56]. We state the result therein as follows,

**Theorem 2** Let \( D_{i+1/2} \in \mathbb{R}^{m \times m} \) be symmetric positive semi-definite i.e., \( D_{i+1/2} \geq 0 \) and \( F^* : \mathbb{R}^m \rightarrow \mathbb{R}^m \) be entropy conservative flux, then the solution computed by scheme (8) using numerical flux of the form

\[
\hat{F}_{i+1/2} = F^* \left( \frac{1}{2} D_{i+1/2} \right) \left[ \mathbf{v} \right]_{i+1/2},
\]

satisfies the following discrete analog of the entropy inequality (3),

\[
\frac{d}{dt} \eta(u_i(t)) + \frac{1}{\Delta x_i} \left[ \hat{q}_{i+1/2} - \hat{q}_{i-1/2} \right] \leq 0,
\]

where numerical entropy flux \( \hat{q}_{i+1/2} = q^*_{i+1/2} - \frac{1}{2} D_{i+1/2} \left[ \mathbf{v} \right]_{i+1/2} \).

The defined flux \( \hat{F}_{i+1/2} \) is called entropy stable flux and the term \( \frac{1}{2} D_{i+1/2} \left[ \mathbf{v} \right]_{i+1/2} \) in (14) represents numerical diffusion term. The numerical diffusion term in (14) is constituted by a symmetric positive semi-definite dissipation operator \( D_{i+1/2} \) and the jump in discrete entropy variable \( \mathbf{v}_i \). Note that, "A conservative scheme which contain more numerical viscosity than that present in the entropy conservative one is also entropy stable" [54]. Thus, constructing flux \( \hat{F}_{i+1/2} \) which achieve entropy stability can trivially be done using any symmetric positive semi-definite dissipation operator \( D_{i+1/2} \) and the jump in discrete entropy variable \( \mathbf{v}_i \). Note that, "A conservative scheme which contain more numerical viscosity than that present in the entropy conservative one is also entropy stable" [54]. Thus, constructing flux \( \hat{F}_{i+1/2} \) which achieve entropy stability can trivially be done using any symmetric positive semi-definite dissipation operator \( D_{i+1/2} \) and the jump in discrete entropy variable \( \mathbf{v}_i \). Note that, "A conservative scheme which contain more numerical viscosity than that present in the entropy conservative one is also entropy stable" [54]. Thus, constructing flux \( \hat{F}_{i+1/2} \) which achieve entropy stability can trivially be done using any symmetric positive semi-definite dissipation operator \( D_{i+1/2} \) and the jump in discrete entropy variable \( \mathbf{v}_i \). Note that, "A conservative scheme which contain more numerical viscosity than that present in the entropy conservative one is also entropy stable" [54]. Thus, constructing flux \( \hat{F}_{i+1/2} \) which achieve entropy stability can trivially be done using any symmetric positive semi-definite dissipation operator \( D_{i+1/2} \) and the jump in discrete entropy variable \( \mathbf{v}_i \). Note that, "A conservative scheme which contain more numerical viscosity than that present in the entropy conservative one is also entropy stable" [54]. Thus, constructing flux \( \hat{F}_{i+1/2} \) which achieve entropy stability can trivially be done using any symmetric positive semi-definite dissipation operator \( D_{i+1/2} \) and the jump in discrete entropy variable \( \mathbf{v}_i \). Note that, "A conservative scheme which contain more numerical viscosity than that present in the entropy conservative one is also entropy stable" [54]. Thus, constructing flux \( \hat{F}_{i+1/2} \) which achieve entropy stability can trivially be done using any symmetric positive semi-definite dissipation operator \( D_{i+1/2} \) and the jump in discrete entropy variable \( \mathbf{v}_i \). Note that, "A conservative scheme which contain more numerical viscosity than that present in the entropy conservative one is also entropy stable" [54].

2.1.1 Quest for suitable dissipation operator

The dissipation of the numerical entropy determines the discontinuity capturing ability of the underlying scheme. Thus just the positiveness property of dissipation operator \( D_{i+1/2} \) alone is not enough to ensure for truly oscillation free entropy stable scheme. Further, excessive dissipation causes smeared approximation of the discontinuity whereas in the absence of sufficient diffusion, spurious oscillations may occur in the vicinity of discontinuities. Thus the problem is to determine a suitable diffusion operator \( D_{i+1/2} \) which enables the scheme to yield a crisp and non-oscillatory resolution of discontinuities.

Let \( \Lambda = \partial_u f(u) \) be the Jacobian matrix with complete set of independent eigen vectors such that \( \Lambda = \mathbf{R} \Lambda \mathbf{R}^{-1} \), where \( \Lambda \) is a non-negative diagonal matrix depending on eigenvalues of Jacobian \( \Lambda \) and \( \mathbf{R} \) is matrix of associated eigenvectors. Some examples of diffusion operator used in [16] are

\[
D_{i+1/2} = \bar{R}_{i+1/2} \Lambda_{i+1/2} \bar{R}_{i+1/2}^T,
\]

where \( \bar{R} \) is a scaling of \( \mathbf{R} \) such that \( u_{\mathbf{v}} = \bar{R} \bar{R}^T \) and \( \Lambda = \bar{R} \Lambda \bar{R}^T \). The subscript \( i+1/2 \) of \( \bar{R} \) and \( \Lambda \) denotes an average state at cell interface \( x_{i+1/2} \). Two of the choices used for \( \Lambda \) therein are Roe type dissipation operator \( \Lambda = diag(|\lambda_1|, |\lambda_2|, \ldots, |\lambda_m|) \) and Rusanov type dissipation operator \( \Lambda = \max(|\lambda_1|, |\lambda_2|, \ldots, |\lambda_m|) I_{m \times m} \). In [27], entropy consistent diffusion operator \( EC1 \) is proposed using a second and third-order differential terms for Euler equation and it is given as,

\[
\Lambda^{EC1} = |\Lambda| + \frac{1}{6} |[[\Lambda u_{\pm 0}]]|,
\]

where \( |[[\Lambda]]| = diag(|[u - a]|, 0, |[u + a]|) \). However, extension of (16) for general hyperbolic systems is not clear and its non-oscillatory nature depends on the choice of entropy function [12]. A total variation diminishing condition is deduced on \( D \) such that the resulting entropy stable flux (14) ensures for the complete removal of spurious oscillations in [12]. For systems it is defined as,

\[
D_{i+1/2} \geq \max \left( \bar{R}_\Lambda |\bar{R}\bar{R}^T + |Q^*|, 0 \right),
\]

where \( D_{i+1/2} \) is symmetric positive semi-definite.
where the entropy viscosity matrix $Q^*$ in terms of Jacobian $B(v)$ in (6) is given by,

$$Q^* = \int_{-\frac{1}{2}}^{\frac{1}{2}} 2\xi B \left( v_{i+\frac{1}{2}} \right), \quad v_{i+\frac{1}{2}} = v_{i+\frac{1}{2}} + \xi \left[ [v] \right]_{i+\frac{1}{2}}.$$  \hspace{1cm} (18)

Clearly, to obtain diffusion operator in (17), one needs to explicitly calculate entropy viscosity which often may not be efficiently computable. Apart from above, the diffusion operator $D$ in the context of Shallow water hydrodynamics is given by using Cholesky decomposition of matrix $\frac{\partial u}{\partial v}$ in [11]. Thus it can be observed that for general system (1), defining and computing a suitable diffusion term therein again based on the WENO reconstruction of the scaled entropy variable only across the locally significantly jumps and hence can work with other high order reconstructions e.g., third order WENO and high order TVD reconstruction. In [11], high-order accurate well-balanced semi-discrete entropy stable schemes are developed for shallow water magneto hydrodynamics by adding diffusion using a switch function proposed in [1]. The construction of suitable dissipation term therein again based on the WENO reconstruction of the scaled entropy variables. Recently in [36], the third order WENO reconstruction of scaled entropy variable is proposed to construct entropy stable schemes for shallow water equations.

### 2.1.2 Need for sign stable high order reconstruction

Note that irrespective of order of accuracy of flux $F^*$, entropy stable schemes with numerical diffusion term $\frac{1}{2}D_{i+\frac{1}{2}} [[v]]_{i+\frac{1}{2}}$ are only first order accurate as the jump $[[v]]_{i+\frac{1}{2}}$ in entropy variable across cell interface $x_{i+\frac{1}{2}}$ is of order $\Delta x$. Thus in order to achieve high order entropy stable flux, a high order reconstruction of the jump in the entropy variable $v$ is needed as shown in TECNO schemes [16]. More precisely, let $v^\pm_i$ be $(2k - 1)^{th}$ order reconstruction of entropy variable $v$, then $(2k - 1)^{th}$ order entropy stable flux is obtained by adding $(2k - 1)^{th}$ order diffusion term to $2k^{th}$ order entropy conservative flux in the form

$$\tilde{F}_{i+\frac{1}{2}} = F^*_{i+\frac{1}{2}} - \frac{1}{2} \tilde{R}_{i+\frac{1}{2}} \hat{A}_{i+\frac{1}{2}} \langle \langle \tilde{w} \rangle \rangle_{i+\frac{1}{2}},$$  \hspace{1cm} (19)

where $\langle \langle \tilde{w} \rangle \rangle_{i+\frac{1}{2}} = \tilde{w}^+_i - \tilde{w}^-_i$ is the jump in the reconstructed values of scaled entropy variable $w^\pm_i = \tilde{R}^T_{i+\frac{1}{2}} v_i$ defined as $\tilde{w}^\pm_i = \tilde{R}^T_{i+\frac{1}{2}} v^\pm_i$. It is shown in [16] that flux (19) is entropy stable provided reconstruction of scaled entropy variable satisfies the following component wise sign property at each interface $x_{i+\frac{1}{2}},$

$$\text{sign} \left( \langle \langle \tilde{w} \rangle \rangle_{i+\frac{1}{2}} \right) = \text{sign} \left( \langle \langle v \rangle \rangle_{i+\frac{1}{2}} \right),$$ \hspace{1cm} (20)

which in scalar case reduces to

$$\text{sign} \left( \langle \langle v \rangle \rangle_{i+\frac{1}{2}} \right) = \text{sign} \left( [v]_{i+\frac{1}{2}} \right).$$ \hspace{1cm} (21)

where

$$\langle \langle \tilde{w} \rangle \rangle_{i+\frac{1}{2}} = \tilde{w}^+_i - \tilde{w}^-_i = \tilde{R}^T_{i+\frac{1}{2}} v^-_i + \tilde{R}^T_{i+\frac{1}{2}} v^+_i,$$

$$\langle \langle v \rangle \rangle_{i+\frac{1}{2}} = v^+_i - v^-_i = \tilde{R}^T_{i+\frac{1}{2}} v_i + \tilde{R}^T_{i+\frac{1}{2}} v^-_i = \tilde{R}^T_{i+\frac{1}{2}} [v]_{i+\frac{1}{2}}.$$ \hspace{1cm} (22)

It is needed to state here that, this scaling involve expansive matrix-vector multiplication between scaled matrix $\tilde{R}$ and entropy vector $v$ at each cell interface. For each component $l$, (20) is defined as

$$\langle \langle w^l \rangle \rangle_{i+\frac{1}{2}} > 0, \quad \text{then} \quad \langle \langle \tilde{w}^l \rangle \rangle_{i+\frac{1}{2}} \geq 0,$$

$$\langle \langle w^l \rangle \rangle_{i+\frac{1}{2}} < 0, \quad \text{then} \quad \langle \langle \tilde{w}^l \rangle \rangle_{i+\frac{1}{2}} \leq 0,$$

$$\langle \langle w^l \rangle \rangle_{i+\frac{1}{2}} = 0, \quad \text{then} \quad \langle \langle \tilde{w}^l \rangle \rangle_{i+\frac{1}{2}} = 0.$$ \hspace{1cm} (24)

Further, note that TeCNO framework [16] for constructing high order non-oscillatory schemes demands for sign stability property (20) in the high order reconstruction and therefore, only ENO reconstruction could be used therein. Authors in [1] modified the TECNO framework which demands sign stability of scaled entropy variable only across the locally significantly jumps and hence can work with other high order reconstructions e.g., third order WENO and high order TVD reconstruction. In [11], high-order accurate well-balanced semi-discrete entropy stable schemes are developed for shallow water magneto hydrodynamics by adding diffusion using a switch function proposed in [1]. The construction of suitable dissipation term therein again based on the WENO reconstruction of the scaled entropy variables. Recently in [36], the third order WENO reconstruction of scaled entropy variable is proposed to construct entropy stable schemes for shallow water equations.
3 Non-Oscillatory Schemes

This section presents a quick review of class of prevailing non-oscillatory schemes. Note that, oscillatory approximations for discontinuous solution of (1) can not be considered as admissible solution since it violates the following global maximum principle MP satisfied by the its physically admissible solution. In scalar case MP is given as,

$$\min_x(u_0(x)) \leq u(x, t) \leq \max_x(u_0(x)), \forall (x, t) \in \mathbb{R} \times \mathbb{R}^+.$$  \hspace{1cm} (25)

As mentioned earlier, examples of Maximum principle (25) satisfying schemes are monotone schemes [10], total variation diminishing (TVD) schemes [19, 23, 53, 63]. Apart from these schemes, other non-oscillatory schemes which do not strictly follow maximum principle but practically give excellent non-oscillatory numerical results are uniformly non-oscillatory scheme [24], essentially non-oscillatory (ENO) and weighted ENO schemes [49–51] and references therein. Among these non-oscillatory schemes, ENO and WENO schemes are very attractive as they preserve formal higher order of accuracy unlike monotone and TVD schemes and are well developed now [2–4, 21, 25, 28, 41, 43].

3.1 High order non-oscillatory fluxes

The fluxes corresponding to ENO/WENO schemes rely on high order reconstruction/interpolation of the conserved quantity at cell interface $x_{i+\frac{1}{2}}$. Let $v(x)$, $x \in \Sigma \subset \mathbb{R}$ be a piece-wise continuous function and the domain $\Sigma$ be partitioned with the grids $\{x_i\}$, $i \in \mathbb{Z}$, and the point values be given by $v_i = v(x_i)$. Then the $k$-th order ENO interpolation procedure in an arbitrary interval $I_i := [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}]$ utilizes $(2k - 1)$ grid point stencil and consists of two steps. The first step chooses smoothest stencil among $k$ consecutive points $S_{pref} = \{x_{i-r}, \ldots, x_i, \ldots, x_{i+r+k-1}\}$, where $r \in \{0, 1, \ldots, (k - 1)\}$. Then, a unique $(k - 1)$-th degree polynomial $p_i(x)$ passing through such $S_{pref}$ is used to interpolate conserved variable at cell interfaces $x_{i+\frac{1}{2}}$ as,

$$v^-_{i+\frac{1}{2}} = p_i(x_{i+\frac{1}{2}}),$$

$$v^+_{i-\frac{1}{2}} = p_i(x_{i-\frac{1}{2}}).$$

Compared to ENO, with WENO reconstruction one can achieve improved $(2k - 1)^{th}$ order accuracy using same $(2k - 1)$ point stencil for smooth data. The idea in WENO reconstruction is to consider a convex combination of reconstructed values at cell interfaces $x_{i+\frac{1}{2}}$ using all $(k - 1)^{th}$ order unique polynomials $p^r_i(x)$ which reconstruct function $v(x)$ over sub stencil $S_{r}(i) = \{x_{i+r-k+1}, \ldots, x_{i+r}\}$, $r = 0, \ldots, k - 1$ [50]. Such $(2k - 1)^{th}$ order accurate reconstructed values are given by

$$v^-_{i+\frac{1}{2}} = \sum_{r=0}^{k-1} \omega_r p^r_i(x_{i+\frac{1}{2}}),$$

$$v^+_{i-\frac{1}{2}} = \sum_{r=0}^{k-1} \bar{\omega}_r p^r_i(x_{i-\frac{1}{2}}),$$

where non-linear weights $\omega_r, \bar{\omega}_r$ are given by

$$\omega_r = \frac{\alpha_r}{\sum_{p=0}^{k} \alpha_p},$$

$$\bar{\omega}_r = \frac{\tilde{\alpha}_r}{\sum_{p=0}^{k} \tilde{\alpha}_p},$$

with

$$\alpha_r = \frac{\gamma_r}{(\epsilon + \beta_r)^2},$$

$$\tilde{\alpha}_r = \frac{\tilde{\gamma}_r}{(\epsilon + \beta_r)^2}.$$  \hspace{1cm} (27a)

The constants $\gamma_r$ and $\tilde{\gamma}_r$ are such that

$$\sum_{r=0}^{k-1} \gamma_r p^r_i(x_{i+\frac{1}{2}}) - v(x_{i+\frac{1}{2}}) = O(h^{2k-1}),$$

$$\sum_{r=0}^{k-1} \tilde{\gamma}_r p^r_i(x_{i+\frac{1}{2}}) - v(x_{i+\frac{1}{2}}) = O(h^{2k-1}).$$
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and
\[ \sum_{r=0}^{k-1} \tilde{z}_r p_i^r(x_{i-\frac{1}{2}}) - v(x_{i-\frac{1}{2}}) = O(k^{2k-1}). \]

The parameters \( \beta_r \)'s in (27b) measure the smoothness and are given by
\[ \beta_r = \sum_{l=1}^{k} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \Delta x^{2l-1} \left( \frac{d}{dx} p_i^l(x) \right)^2 dx, \quad (j = 0, 1, \ldots, k - 1). \quad (28) \]

A good detail on ENO/WENO reconstruction and interpolation procedure can be found in [17,49]. In scalar case, the ENO/WENO flux \( F_{i+\frac{1}{2}}^s \) in the finite difference semi-discrete conservative approximation (8) is reconstructed by point values \( f(u_i) \). More precisely, use \( f^+(u_i) \) to reconstruct the positive cell interface numerical flux \( F_{i+\frac{1}{2}}^+ = v_{i+\frac{1}{2}}^+ \) and use \( f^-(u_i) \) to reconstruct the negative cell interface numerical flux \( F_{i+\frac{1}{2}}^- = v_{i+\frac{1}{2}}^- \). The positive and negative flux \( f^\pm \) satisfy \( f(u) = f(u)^+ + f(u)^- \) which can be obtained by any suitable flux splitting such that \( \frac{f(u)^+}{du} \geq 0, \quad \frac{f(u)^-}{du} \leq 0 \) [49]. For example, following simple Lax-Friedrichs splitting,
\[ f^\pm(u) = \frac{1}{2}(f(u) \pm \sigma u), \quad (29) \]

where \( \sigma = \max_u |f'(u)| \) over the relevant range of \( u \). Finally, the non-oscillatory ENO/WENO numerical flux can be obtained by \( F_{i+\frac{1}{2}} = F_{i+\frac{1}{2}}^+ + F_{i+\frac{1}{2}}^- \). We conclude this section by stating that despite of active efforts to develop high order entropy stable schemes, entropy stable fluxes are never designed to explicitly mimic properties of established aforementioned high order non-oscillatory fluxes.

4 Least square Problem Optimization

Throughout in the paper, vector functions \( \hat{\mathbf{F}} \) and \( \mathbf{F}^s \) denote generic numerical entropy stable flux and entropy conservative flux respectively whereas \( \mathbf{F}^s \) denotes non-oscillatory numerical flux function of any stable scheme like monotone, TVD or ENO, WENO schemes etc. More precisely, let \( \mathbf{F}^s \) be any \( n^{th} \) order consistent non-oscillatory numerical flux for (8) of a non-oscillatory finite difference scheme such that
\[ \frac{1}{\Delta x} (\mathbf{F}^s_{i+\frac{1}{2}} - \mathbf{F}^s_{i-\frac{1}{2}}) = \frac{\partial f(u)}{\partial x} \bigg|_{x=x_i} + O(\Delta x^n). \quad (30) \]

Also, let \( \mathbf{F}^s \) be a \( m^{th} \) order consistent entropy conservative flux for (14) such that
\[ \frac{1}{\Delta x} (\mathbf{F}^s_{i+\frac{1}{2}} - \mathbf{F}^s_{i-\frac{1}{2}}) = \frac{\partial f(u)}{\partial x} \bigg|_{x=x_i} + O(\Delta x^m). \quad (31) \]

Further, the scheme with flux \( \mathbf{F}^s \) satisfies the discrete entropy equality (9) with some appropriate numerical entropy function \( q \). For example, in \( m = 2p^{th}, \quad p \in \mathbb{N} \) order entropy conservative schemes [33] the numerical entropy function is
\[ q_{i+\frac{1}{2}} = \sum_{k=1}^{p} \alpha_k^p \sum_{l=1}^{k-1} q_{i+\frac{1}{2}}^l(u_{i-l}, u_{i-l+k}), \]
where \( q^* \) is second order numerical entropy flux function (13) and \( \alpha_k^p \)'s solve the linear system
\[ \sum_{k=1}^{p} k \alpha_k^p = 1, \quad \sum_{i=1}^{p} t^{2j-1} \alpha_k^p = 0, \quad (j = 2, 3, \ldots p). \quad (32) \]

Note that for the problem (1), these numerical fluxes are discrete vector functions such as \( \hat{\mathbf{F}}_{i+\frac{1}{2}} : \mathbb{R}^m \to \mathbb{R}^m, \quad F^s_{i+\frac{1}{2}} : \mathbb{R}^m \to \mathbb{R}^m, \) and \( F^s_{i+\frac{1}{2}} : \mathbb{R}^m \to \mathbb{R}^m. \) Denote by \( \mathbb{P} \) the set of symmetric positive
definite matrices $P \in \mathbb{R}^{n \times m}$ s.t. $x^T P x \geq 0, \forall x \in \mathbb{R}^m$ and $M_{i,j}$ represents $(i,j)^{th}$ element of a matrix $M$. Further, denote by $\nabla_D$ the matrix differentiation operator with respect to matrix $D_{i+\frac{1}{2}}$ defined either in $\omega$ or $\alpha$-derivative sense [38]. We prefer to use $\omega$-derivative sense, however the arguments used in the following part of this section hold true for $\alpha$-derivative definition too. On dropping out the sub-script $i + \frac{1}{2}$ in $D$, the $\omega$-derivative of any $n \times q$ matrix function $G$ w.r.t. $m \times m$ matrix $D$ is defined as

$$\nabla_D G(D) = \begin{pmatrix} \frac{\partial G(D)}{\partial D_{1,1}} & \frac{\partial G(D)}{\partial D_{1,2}} & \cdots & \frac{\partial G(D)}{\partial D_{1,m}} \\ \frac{\partial G(D)}{\partial D_{2,1}} & \frac{\partial G(D)}{\partial D_{2,2}} & \cdots & \frac{\partial G(D)}{\partial D_{2,m}} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial G(D)}{\partial D_{m,1}} & \frac{\partial G(D)}{\partial D_{m,2}} & \cdots & \frac{\partial G(D)}{\partial D_{m,m}} \end{pmatrix}_{mn \times q}$$

where

$$\frac{\partial G(D)}{\partial D_{i,j}} = \begin{pmatrix} \frac{\partial G_{1,1}}{\partial D_{i,j}} & \frac{\partial G_{1,2}}{\partial D_{i,j}} & \cdots & \frac{\partial G_{1,q}}{\partial D_{i,j}} \\ \frac{\partial G_{2,1}}{\partial D_{i,j}} & \frac{\partial G_{2,2}}{\partial D_{i,j}} & \cdots & \frac{\partial G_{2,q}}{\partial D_{i,j}} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial G_{n,1}}{\partial D_{i,j}} & \frac{\partial G_{n,2}}{\partial D_{i,j}} & \cdots & \frac{\partial G_{n,q}}{\partial D_{i,j}} \end{pmatrix}_{n \times q}$$

In this setting, using (14) the problem of constructing entropy stable flux $\hat{F}_{i+\frac{1}{2}}$ which can imitate non-oscillatory property of $F_{i+\frac{1}{2}}^s$ be posed as following modified least square problem i.e.,

$$\mathcal{P}1 : \text{Given } [v]_{i+\frac{1}{2}} \in \mathbb{R}^m, \text{find matrix } D_{i+\frac{1}{2}} \in \mathcal{P} \subset \mathbb{R}^{m \times m} \text{ s.t. } \frac{1}{2} D_{i+\frac{1}{2}} \cdot [v]_{i+\frac{1}{2}} = F_{i+\frac{1}{2}}^s - F_{i+\frac{1}{2}}^s.$$ 

Using (14), $\mathcal{P}1$ can be written as: find matrix $D_{i+\frac{1}{2}} \in \mathcal{P} \subset \mathbb{R}^{m \times m} \text{ s.t. } \hat{F}_{i+\frac{1}{2}} = F_{i+\frac{1}{2}}^s.$ This least square problem can be reformulated as following equivalent minimization problem

$$\mathcal{P}2 : \min_{D \in \mathcal{P}} \|\hat{F}_{i+\frac{1}{2}} - F_{i+\frac{1}{2}}^s\| \iff \min_{D \in \mathcal{P}} \langle \hat{F}_{i+\frac{1}{2}} - F_{i+\frac{1}{2}}^s \rangle^2$$

The problem of deducing such minimizing $D$ can equivalently be written as optimization problem

$$\mathcal{P}3 : \quad D = \arg \min_{D_{i+\frac{1}{2}} \in \mathcal{P}} J(D_{i+\frac{1}{2}}) \text{ where } J(D_{i+\frac{1}{2}}) = \frac{1}{2} \left( F_{i+\frac{1}{2}}^s - \frac{1}{2} D_{i+\frac{1}{2}} \cdot [v]_{i+\frac{1}{2}} - F_{i+\frac{1}{2}}^s \right)^2,$$ 

where $J(D_{i+\frac{1}{2}})$ is the cost or penalty function. Thanks to convexity of $J(D_{i+\frac{1}{2}})$ a unique minimizer $D_{i+\frac{1}{2}}$ exists and can be determined by using the first order optimality condition. Differentiating $J(D)$ w.r.t. matrix $D$ in $\omega$-derivative sense, we have,

$$\nabla D_{i+\frac{1}{2}} J(D) = \left( F_{i+\frac{1}{2}}^s - \frac{1}{2} D_{i+\frac{1}{2}} \cdot [v]_{i+\frac{1}{2}} - F_{i+\frac{1}{2}}^s \right) \left( -\frac{1}{2} \nabla D_{i+\frac{1}{2}} (D_{i+\frac{1}{2}} \cdot [v]_{i+\frac{1}{2}}) \right)$$

Consider the first order sufficient optimality condition i.e., $\nabla D_{i+\frac{1}{2}} J(D) = 0$ to deduce the minimizing optimizer $D^\circ$. Following two cases arise

- Let $[v]_{i+\frac{1}{2}} = 0$, then the tensor $\nabla D_{i+\frac{1}{2}} \left( D_{i+\frac{1}{2}} \cdot [v]_{i+\frac{1}{2}} \right) \equiv 0$ identically. This case corresponds a non-shock solution region where entropy remains conservative and entropy stability is trivially achieved by $F_{i+\frac{1}{2}}^s$ (irrespective of the choice of $D$ in (14)). In fact, in this case from minimization problem it follows that, $F_{i+\frac{1}{2}}^s = F_{i+\frac{1}{2}}^s$. It also explains the well behaved numerical approximation by entropy conservative schemes in the case of smooth solution.

- Let $[v]_{i+\frac{1}{2}} \neq 0$, then the tensor $\nabla D_{i+\frac{1}{2}} \left( D_{i+\frac{1}{2}} \cdot [v]_{i+\frac{1}{2}} \right) \neq 0$ identically. Then (38) imposes the following condition on minimizing optimizer $D^\circ$

$$\frac{1}{2} D_{i+\frac{1}{2}}^\circ \cdot [v]_{i+\frac{1}{2}} = F_{i+\frac{1}{2}}^s - F_{i+\frac{1}{2}}^s.$$
Now on multiplying the scheme (14) the good thing to be observed from (14) is that, to construct entropy stable flux $\hat{F}_{i+\frac{1}{2}}$ the explicit computation of minimizing $D^o$ is not needed and diffusion term $\frac{1}{2}D^o_{i+\frac{1}{2}}[v]_{i+\frac{1}{2}}$ can be directly replaced by right hand side expression of (39). In addition, for entropy stability of the flux $\hat{F}$, the positivity condition $D^o \geq 0$ must hold (refer Theorem 2).

Note that positivity condition $D^o \geq 0$, naturally follows under the following flux sign stability property,

$$\text{sign} \left( F^s_{i+\frac{1}{2}} - F^s_{i+\frac{1}{2}} \right) = \text{sign} \left( \|v\|_{i+\frac{1}{2}} \right).$$

Finally, using property (40) the optimized non-oscillatory numerical diffusion for constructing entropy stable flux (14) is defined as

$$\frac{1}{2}D^o_{i+\frac{1}{2}} [v]_{i+\frac{1}{2}} = \begin{cases} F^s_{i+\frac{1}{2}} - F^s_{i+\frac{1}{2}} & \text{if sign} \left( F^s_{i+\frac{1}{2}} - F^s_{i+\frac{1}{2}} \right) = \text{sign} \left( \|v\|_{i+\frac{1}{2}} \right), \\ 0 & \text{else.} \end{cases}$$

Alternatively, the entropy stable flux $\hat{F}_{i+\frac{1}{2}}$ can be expressed as the following convex combination

$$\hat{F}_{i+\frac{1}{2}} = F^s_{i+\frac{1}{2}} - \chi_{i+\frac{1}{2}} \left( F^s_{i+\frac{1}{2}} - F^s_{i+\frac{1}{2}} \right),$$

where

$$\chi_{i+\frac{1}{2}} = \begin{cases} 1 & \text{if sign} \left( F^s_{i+\frac{1}{2}} - F^s_{i+\frac{1}{2}} \right) = \text{sign} \left( \|v\|_{i+\frac{1}{2}} \right), \\ 0 & \text{else.} \end{cases}$$

**Theorem 3** The numerical scheme with flux (14) and numerical diffusion (41) is entropy stable and its solution satisfies

$$\frac{d}{dt} \eta(u(t)) + \frac{1}{\Delta x_i} \left( \hat{q}_{i+\frac{1}{2}} - \hat{q}_{i-\frac{1}{2}} \right) \leq 0,$$

where discrete entropy function $\hat{q}_{i+\frac{1}{2}} = q^s_{i+\frac{1}{2}} - \frac{1}{2} v^T_{i+\frac{1}{2}} D^o_{i+\frac{1}{2}} [v]_{i+\frac{1}{2}}$ and $q^s_{i+\frac{1}{2}}$ is the numerical entropy flux associated with the entropy conservative flux $F^s_{i+\frac{1}{2}}$.

**Proof:** It follows from (41) that

$$\left( [v]_{i+\frac{1}{2}}^T D^o_{i+\frac{1}{2}} [v]_{i+\frac{1}{2}} \right) \geq 0.$$

Now on multiplying the scheme (8) with $v^T$ and following the steps as in [54] we get

$$\frac{d}{dt} \eta(u(t)) + \frac{1}{\Delta x_i} \left( \hat{q}_{i+\frac{1}{2}} - \hat{q}_{i-\frac{1}{2}} \right) = -\frac{1}{4\Delta x} \left( [v]_{i+\frac{1}{2}}^T D^o_{i+\frac{1}{2}} [v]_{i+\frac{1}{2}} + [v]_{i-\frac{1}{2}}^T D^o_{i-\frac{1}{2}} [v]_{i-\frac{1}{2}} \right) \leq 0.$$

\[\square\]

5 Non-oscillatory Entropy stable flux

In scalar case, on applying Mean value theorem on entropy variable $v(u)$ we get ,

$$\left( [v]_{i+\frac{1}{2}} = u_{\xi} [u]_{i+\frac{1}{2}} \right),$$

where $\xi \in [u_i, u_{i+1}]$. Since $\eta(u)$ is convex, $v_u(\xi) = \eta_u(\xi) \geq 0$ and it follows

$$\text{sign} \left( [v]_{i+\frac{1}{2}} \right) = \text{sign} \left( [u]_{i+\frac{1}{2}} \right).$$
For systems, the component-wise non-oscillatory entropy stable flux can be defined using (42) in the following simple form

$$\mathbf{\hat{F}}_{i+\frac{1}{2}} = \begin{cases} \mathbf{F}_{i+\frac{1}{2}}^* & \text{if } \text{sign} \left( \left[\mathbf{v}\right]_{i+\frac{1}{2}} \right) = \text{sign} \left( \mathbf{F}_{i+\frac{1}{2}}^* - \mathbf{F}_{i+\frac{1}{2}} \right), \\ \mathbf{F}_{i+\frac{1}{2}} & \text{else.} \end{cases} \quad (47)$$

The following Lemma trivially follows for system (1) which is equipped with symmetrizing entropy pair \((\eta(\mathbf{u}), q(\mathbf{u}))\) and provides an entropy stability condition for a given flux using flux sign stability property (40).

**Lemma 4** Let \(\mathbf{F}\) be any consistent numerical flux for system (1) and if there exists a consistent entropy conservative flux \(\mathbf{F}^*\) for (1) such that

$$\mathbf{F}_{i+\frac{1}{2}} = \mathbf{F}_{i+\frac{1}{2}}^* - \frac{1}{2} \hat{\mathbf{D}}_{i+\frac{1}{2}} \left[\mathbf{v}\right]_{i+\frac{1}{2}}, \quad (48)$$

where \(\hat{\mathbf{D}}_{i+\frac{1}{2}}\) is any unknown scaling factor, then \(\mathbf{F}\) is entropy stable provided it satisfies the following component-wise flux sign stability property

$$\text{sign} \left( \mathbf{F}_{i+\frac{1}{2}}^* - \mathbf{F}_{i+\frac{1}{2}} \right) = \text{sign} \left( \left[\mathbf{v}\right]_{i+\frac{1}{2}} \right). \quad (49)$$

**Proof:** Rewrite (48) as

$$\mathbf{F}_{i+\frac{1}{2}}^* - \mathbf{F}_{i+\frac{1}{2}} = \frac{1}{2} \hat{\mathbf{D}}_{i+\frac{1}{2}} \left[\mathbf{v}\right]_{i+\frac{1}{2}}, \quad (50)$$

Clearly, under the flux sign stability conditions (49), scaling factor \(\hat{\mathbf{D}}_{i+\frac{1}{2}} \geq 0\). Thus from Theorem 2 the flux (48) is entropy stable.

In the following, Lemma 4 is tested for some well known non-oscillatory entropy stable fluxes including high order TeCNO fluxes, which shows that they also satisfy the flux sign stability property (49).

**5.1 First order Entropy stable flux**

We remark that the first order entropy stable fluxes in [12, 27], are of the form (48) and under (46) naturally satisfy flux sign stability condition (49) for the dissipation operators characterizes by (16) or (17). We further consider the following flux of a generic three point conservative scheme,

$$\mathbf{F}_{i+\frac{1}{2}} = \mathbf{F}_{i+\frac{1}{2}}^* - \frac{1}{2} \alpha_{i+\frac{1}{2}} \left[\mathbf{u}\right]_{i+\frac{1}{2}}. \quad (51)$$

On writing the second order entropy conservative flux (11) in viscosity form [56],

$$\mathbf{F}_{i+\frac{1}{2}}^* = \mathbf{F}_{i+\frac{1}{2}}^* - \frac{1}{2} Q_{i+\frac{1}{2}}^* \left[\mathbf{v}\right]_{i+\frac{1}{2}}, \quad (52)$$

where \(Q^*\) is defined in (18). Note from (6) that

$$\left[\mathbf{u}\right]_{i+\frac{1}{2}} = \int_{\xi=-1/2}^{1/2} \frac{d}{d\xi} u(v(\xi))_{i+\frac{1}{2}} d\xi = \int_{\xi=-1/2}^{1/2} H(v_{i+\frac{1}{2}}(\xi)) d\xi. \quad (53)$$

Thus using \(\alpha_{i+\frac{1}{2}} \left[\mathbf{u}\right]_{i+\frac{1}{2}} = Q_{i+\frac{1}{2}} \left[\mathbf{v}\right]_{i+\frac{1}{2}}\), flux (51) can be written in terms of entropy variable,

$$\mathbf{F} = \mathbf{F}_{i+\frac{1}{2}}^* - \frac{1}{2} Q_{i+\frac{1}{2}} \left[\mathbf{v}\right]_{i+\frac{1}{2}}, \quad (54)$$

where

$$Q_{i+\frac{1}{2}} = \alpha_{i+\frac{1}{2}} \int_{\xi=-1/2}^{1/2} H(v_{i+\frac{1}{2}}(\xi)) d\xi. \quad (55)$$
In [56] using comparison, it is shown that flux (51) is entropy stable provided

\[ \alpha_{i+\frac{1}{2}} \geq \max_{\lambda, |\xi| \leq 1/2} \left[ \lambda \left[ A(u(v_{i+\frac{1}{2}}(\xi))) \right] \right]. \]  

(56)

Moreover note that, under (56), inequality \( Q_{i+\frac{1}{2}} \geq Q_{i+\frac{1}{2}}^* \) holds [56]. From (52) and (54) we have

\[ F_{i+\frac{1}{2}}^* - F_{i+\frac{1}{2}} = \frac{1}{2}(Q - Q^*)[v]_{i+\frac{1}{2}}. \]

Clearly, under the condition (56) and from (46), the flux sign stability property (49) holds. Therefore, the flux (51) is entropy stable. Examples of viscosity coefficient of such entropy stable fluxes are,

- \( \alpha_{i+\frac{1}{2}} = \max_{\lambda, |\xi| \leq 1/2} \left[ \lambda \left[ A(u(v_{i+\frac{1}{2}}(\xi))) \right] \right] \) viz Rusanov viscosity [44].
- \( \alpha_{i+\frac{1}{2}} = \max_{\lambda, u} |\lambda [A(u)]| \) viz Lax-Friedrichs viscosity [18].

\( \square \)

5.2 High order entropy stable TeCNO flux

The high order numerical fluxes in [1, 11, 16, 36] etc can be written as

\[ F_{i+\frac{1}{2}} = F_{i+\frac{1}{2}}^* - \frac{1}{2} \tilde{R}_{i+\frac{1}{2}} \tilde{A}_{i+\frac{1}{2}} \left\langle \left\langle \tilde{w} \right\rangle \right\rangle_{i+\frac{1}{2}}. \]

(57)

Flux (57) is entropy stable provided

\[ \text{sign} \left( \tilde{R}_{i+\frac{1}{2}}^T \left\langle \left\langle v \right\rangle \right\rangle_{i+\frac{1}{2}} \right) = \text{sign} \left( \tilde{R}_{i+\frac{1}{2}}^T [v]_{i+\frac{1}{2}} \right). \]

(58)

On using scaled entropy variable relation (22), equation (57) can be written as

\[ F_{i+\frac{1}{2}}^* - F_{i+\frac{1}{2}} = \frac{1}{2} \tilde{R}_{i+\frac{1}{2}} \tilde{A}_{i+\frac{1}{2}} \tilde{R}_{i+\frac{1}{2}}^T \left\langle \left\langle v \right\rangle \right\rangle_{i+\frac{1}{2}}. \]

(59)

where \( \tilde{R}_{i+\frac{1}{2}} \tilde{A}_{i+\frac{1}{2}} \tilde{R}_{i+\frac{1}{2}}^T \geq 0 \) [16]. Thus on using equality \( \text{sign}(Mx) = \text{sign}(M) \text{sign}(x) = \text{sign}(x), \forall 0 \leq M \in \mathbb{P}, \text{ and } \forall x \in \mathbb{R}^n \), we have

\[ \text{sign} \left( F_{i+\frac{1}{2}}^* - F_{i+\frac{1}{2}} \right) = \text{sign} \left( \left\langle \left\langle v \right\rangle \right\rangle_{i+\frac{1}{2}} \right) = \text{sign} \left( [v]_{i+\frac{1}{2}} \right) \]

i.e., flux sign stability property (49) holds.

\( \square \)

5.3 Example of a flux sign stable pair \( (F^{*,4}, F^{*,3}) \)

We show that forth order entropy conservative and and third non-oscillatory WENO flux pair satisfies the flux sign stability property across discontinuities. Note that the flux sign stability property is defined component wise therefore following proof in scalar setting suffice. We note that discontinuities in the solution can be characterized by locally significant jump (LSJ) [1]. More precisely, let \( \{u_i\} \) denotes the set of discrete data values of a function \( u(x) \) at \( x_i \) then the discrete set \( \{u_i\} \) has a locally significant jump in the interval \( [x_i, x_{i+1}] \) if

\[ |u_{i+1} - u_i| > \max(|u_i - u_{i-1}|, |u_{i+2} - u_{i+1}|). \]

(60)

i.e., jump in the interval \( [x_i, x_{i+1}] \) is bigger than the jumps on immediate left and right intervals. Let \( r^+_i = \frac{|u_i - u_{i+1}|}{|u_i - u_{i+1}|} \) and \( r^-_i = \frac{|u_i - u_{i-1}|}{|u_{i+2} - u_{i+1}|} \), where \( |\ast|_{i+\frac{1}{2}} = (\ast)_{i+1} - (\ast)_{i} \). It follows from (60) that for a discontinuity present in cell \( [x_i, x_{i+1}] \), conditions \( |\ast|_{i-1/2} < |\ast|_{i+1/2} < |\ast|_{i+3/2} < |\ast|_{i+1/2} \) hold which in turn implies that at discontinuity

\[ |r^+_i| < 1 \text{ and } |r^-_{i+1}| < 1. \]

(61)
Theorem 5 Let $F^{*,4}$ be the forth order entropy conservative flux and $F^{*,3}$ be third WENO flux then for the linear problem
\[ u_t + u_x = 0, u(x, 0) = u_0(x), \] (62)
the condition
\[ \text{sign}(F^{*,4}_{i+\frac{1}{2}} - F^{*,3}_{i+\frac{1}{2}}) = \text{sign}([[v]]_{i+1/2}) \] (63)
is satisfied at solution discontinuities.

Proof: For scalar problem (62) $v = u$ and
\[ F^{*,4} = \frac{4}{3} \left( \frac{u_i + u_{i+1}}{2} \right) - \frac{1}{6} \left( \frac{u_{i-1} + u_{i+1}}{2} + \frac{u_i + u_{i+2}}{2} \right) \] (64)
\[ F^{*,3} = w_0 \left( \frac{3}{2} u_i - \frac{1}{2} u_{i-1} \right) + w_1 \left( \frac{1}{2} (u_i + u_{i+1}) \right) \] (65)
where $w_0, w_1$ are non-linear WENO weights satisfying $w_0 + w_1 = 1, w_0 \geq 0, w_1 \geq 0$. Then we have
\[ F^{*,4} - F^{*,3} = \frac{w_0}{2} (u_{i+1} - u_i) + \left( \frac{1}{12} - \frac{w_0}{2} \right) (u_i - u_{i-1}) - \frac{1}{12} (u_{i+2} - u_{i+1}) \]
\[ \quad = \left( \frac{w_0}{2} (1 - r_i^+) + \frac{1}{12} r_i^+ - \frac{1}{12} r_{i+1}^- \right) [[u]]_{i+\frac{1}{2}} \]
\[ \quad = D[[u]]_{i+\frac{1}{2}} \] (66)
where $D = \frac{w_0}{2} (1 - r_i^+) + \frac{1}{12} r_i^+ - \frac{1}{12} r_{i+1}^-$. Clearly at solution discontinuity, condition (63) will satisfy provided $D \geq 0$ i.e.,
\[ (1 - r_i^+) \geq \frac{1}{6w_0} (r_{i+1}^- - r_i^+) \] (67)
We refer [41], where third order WENO weights $w_0$ for non-oscillatory approximation is characterized as a function of $r_i^+$. It is shown therein that $w_0(r_i^+) \geq 1/3$ for $|r_i^+| < 1$. Thus the above inequality (69) satisfies at discontinuity if
\[ (1 - r_i^+) \geq \frac{1}{2} (r_{i+1}^- - r_i^+) \] (68)
Or
\[ (1 - r_i^+) \geq (r_{i+1}^- - r_i^+) \Rightarrow r_{i+1}^- \leq 1, \] (69)
which is indeed the case at LSJ or discontinuities. Therefore, at discontinuities the entropy stable flux $\tilde{F}$ in (14) reduces to non-oscillatory $F^{*,3}$ flux i.e., formulation (47) yields a non-oscillatory entropy stable scheme.

6 Numerical Result

The approach to construct entropy stable flux (47) is generic and robust as it can work with richly available any entropy conservative $F^*$ and any non-oscillatory $F^*$ fluxes. Entropy conservative fluxes for large class of hyperbolic systems can be found in [5, 11, 16, 27, 33, 60] whereas non-oscillatory fluxes can be chosen from [2, 3, 22, 28, 37, 41, 49, 63, 64]. In the following, several numerical tests are presented to demonstrate the accuracy and non-oscillatory capability of entropy stable schemes using various combinations. Precisely, we choose following setting to construct entropy stable non-oscillatory fluxes and numerical computations:

**Entropy conservative fluxes:** We choose entropy conservative flux $F^*$ given in [33, 54]. In particular, we use following second, fourth and sixth order entropy conservative fluxes
\[ F^{*,4}_{i+\frac{1}{2}} = \frac{4}{3} F^*_{i+\frac{1}{2}}(u_i, u_{i+1}) - \frac{1}{6} (F^*_{i+\frac{1}{2}}(u_{i-1}, u_{i+1}) + F^*_{i+\frac{1}{2}}(u_i, u_{i+2})) \] (70)
\[ F_{i+\frac{1}{2}}^{*,6} = \frac{3}{2} F_{i+\frac{1}{2}}^{*} (u_i, u_{i+1}) - \frac{3}{10} (F_{i+\frac{1}{2}}^{*} (u_{i-1}, u_{i+1}) + F_{i+\frac{1}{2}}^{*} (u_i, u_{i+2})) + \frac{1}{30} (F_{i+\frac{1}{2}}^{*} (u_{i-2}, u_{i+1}) + F_{i+\frac{1}{2}}^{*} (u_{i-1}, u_{i+2}) + F_{i+\frac{1}{2}}^{*} (u_i, u_{i+3})) \]

(71)

where \( F_{i+\frac{1}{2}}^{*} (a, b) \) is second order entropy conservative fluxes satisfying (11) [11, 16, 27, 56, 57].

**Non-oscillatory fluxes:** The used non-oscillatory fluxes \( F^{s} \) are first order Local Lax-Friedrichs or Rusanov flux (51), second and third order ENO fluxes [49], third and fifth order WENO-JS fluxes with Jiang-Shu weights [28, 41]. For comparison of results in Figure 3 WENO-Z fluxes with weight [3] is also used. In the \( m \)-system case (1), a straightforward and computationally efficient component-wise reconstruction [50] is used as follows:

1. Split the physical flux \( f(u) \) in (1) as,
   \[ f(u) = f(u)^+ + f(u)^- \]
   such that \( \frac{df(u)^+}{du} \geq 0 \) and \( \frac{df(u)^-}{du} \leq 0 \).

2. The \( m \)th component of discrete numerical flux \( F_{i+\frac{1}{2}}^{(m)} \) using ENO/WENO reconstructions is defined as,
   \[ F_{i+\frac{1}{2}}^{(m)} = \bar{v}_i^{(m)} \]
   where \( \bar{v}_i = f_{i+\frac{1}{2}}^{(m)} \) is taken as input.

3. Then the non-oscillatory ENO/WENO numerical flux is obtained by,
   \[ F_{i+\frac{1}{2}} = F_{i+\frac{1}{2}}^{+} + F_{i+\frac{1}{2}}^{-} \]
   (74)

**Time integration:** For time marching in (8), following explicit third order strong stability preserving(SSP) Runge-Kutta methods is used [20, 48].

\[ u^{(1)} = u^n + \Delta t \mathcal{L}(u^n), \]
\[ u^{(2)} = \frac{3}{4} u^{(n)} + \frac{1}{4} \left( u^{(1)} + \Delta t \mathcal{L}(u^{(1)}) \right), \]
\[ u^{(n+1)} = \frac{1}{3} + \frac{2}{3} u^{(2)} + \frac{2}{3} \Delta t \mathcal{L}(u^{(2)}), \]

(76)

where \( \mathcal{L}(u) = -\frac{1}{\Delta x} \left[ [\hat{F}] \right]_i \). The extension of the schemes for multi-dimensional test problems on regular mesh is done by dimension by dimension or tensorial approach [16, 49] is utilized.

**Name Convention:** The following name convention is used to annotate the results: legend \( EC-m-F^{w-n} \) denotes the numerical result using entropy stable scheme constructed by combination of \( m \)th order accurate entropy conservative flux \( F^{*} \) and \( n \)th order non-oscillatory flux \( F^{s} \). For example, EC-6-WENOJS-5 represents entropy stable flux obtained by combining 6th order entropy conservative flux (71) with the fifth order non-oscillatory WENOJS flux [3].

### 6.1 Scalar conservation law

We consider scalar problems to analyze the accuracy and non-oscillatory nature of various entropy stable schemes obtained by different combinations of entropy conservative fluxes \( F^{*} \) and non-oscillatory fluxes \( F^{s} \).
6.1.1 Linear transport equation:

Consider the following linear equation

\[ u_t + u_x = 0, \quad (77) \]

along with the following initial conditions.

- **IC1**: To test accuracy of schemes:
  \[ u(x, 0) = -\sin(\pi x), \quad x \in [-1, 1]. \quad (78) \]

In Table 1 to 4, the \( L^\infty \) and \( L^1 \) convergence rate of different non-oscillatory entropy stable schemes is given and compared with the corresponding non-oscillatory scheme with respect to initial condition (78). It can be seen that the entropy stable scheme using \( m^{th} \) order entropy conservative flux and \( n^{th} \) order non-oscillatory flux \( EC-m-F^w-n \) maintains the \( k^{th} \) order convergence rate, where \( k = \min(m, n) \).

- **IC2**: To test non-oscillatory property of schemes:
  \[ u(x, 0) = \begin{cases} 1 & |x| \leq \frac{1}{m} \\ 0 & \text{else} \end{cases}, \quad x \in [-1, 1]. \quad (79) \]

In figures 1, 2 and 3, computed solutions corresponding to initial condition (79) by various entropy stable schemes are given and compared. It can be observed that these entropy stable schemes do not produce any spurious oscillations in the vicinity of discontinuities. From Figures 1 and 2 it can be observed that the resolution of discontinuities by entropy stable schemes is characterized by underlying \( k^{th} \) order flux \( F^* \) or \( F^s \). In figure 3, results are compared between entropy stable schemes using WENO-JS weights [28] and their modified version improved WENO-Z weights [3] to achieve optimal third-order accuracy regardless of the critical point. This improvement between third order WENO-JS and WENO-Z fluxes also reflects clearly in the computational results in Figure 3 (Left).

6.1.2 Burgers equation

Consider the Burger’s equation

\[ u_t + \left( \frac{u^2}{2} \right)_x = 0, \quad x \in [-1, 1], \quad (80) \]

with periodic boundary condition. The following initial conditions are chosen

- **IC3**: To test accuracy of schemes:
  \[ u(x, 0) = 1 + \frac{1}{2} \sin(\pi x). \quad (81) \]

The solution of Burgers equation corresponding to (81) remains smooth until pre-shock time \( T = Tb \). In Table 6.1.2, the \( L^\infty \) and \( L^1 \) convergence rate of different non-oscillatory entropy stable schemes is given and compared with the corresponding non-oscillatory scheme with respect to the initial condition (78). Similar to linear case, entropy stable schemes \( EC-m-F^w-n \) maintains the \( k^{th} \) order convergence rate, where \( k = \min(m, n) \).

- **IC4**: To test non-oscillatory property:
  \[
  u(x, 0) = \begin{cases} 
  \sin(\pi x), & |x| > 4, \\
  3, & -1 \leq x \leq -0.5, \\
  1.0, & -0.5 \leq x \leq 0, \quad x \in [-4, 4]. \\
  3.0, & 0.0 \leq x < 0.5, \\
  1.0, & \text{else}.
  \end{cases} \quad (82)
  \]
Figure 1: Linear transport equation for non-oscillatory property: Each sub figure corresponds to the fixed EC flux $F^*$ with different $F^*$ fluxes.
Figure 2: *Linear transport equation for non-oscillatory property.* Each sub figure corresponds to different EC flux with fixed $F^s$ flux.

Figure 3: *Linear transport equation for non-oscillatory property.* Different EC fluxes with WENOJS and WENOZ fluxes.
Table 1: Linear transport equation: Convergence rate of base non-oscillatory schemes and corresponding entropy stable schemes \( EC-m-F^w-n \) for initial condition (78), \( \Delta t = \Delta x^5 \), \( Tf = 0.5 \).

The initial condition (82) contains smooth and discontinuous data regions which eventually develops a complex solution containing stationary shock at \( x = \pm 3 \), rarefaction waves and moving shocks of varied intensities. In Figure 4, numerical solution computed by different high order entropy stable schemes is given and compared. It can be observed from results in sub-figures 4(a) and 4(b) that entropy stable non-oscillatory \( TeCNO \) schemes proposed in [16] and low dissipative \( TeC-WENOJS3 \) scheme in [1] respectively exhibits oscillations at discontinuities. However, the proposed entropy stable schemes \( EC-m-F^w-n \) in this work give non-oscillatory solution as shown in sub-figures 4(c) and 4(d). Moreover, the resolution of discontinuities is characterized by the base non-oscillatory flux used in the construction of entropy stable scheme.
Figure 4: Non-oscillatory solution of Burgers equation by EC-\textit{m}-\textit{Fw}-\textit{n} schemes corresponding to (82) at $T = 0.5$, $CFL = 0.8$, $N = 80$. Small spurious oscillations can be observed in solution by the TECNO [16] and TeC-WENOJS3 [1] schemes.

Figure 5: Entropy decay corresponding to the computed solution in Figure 4 by EC-\textit{m}-\textit{Fw}-\textit{n} schemes.
Table 2: Linear transport equation case: Convergence rate of non-oscillatory schemes and corresponding entropy stable schemes $EC-m-F^s-n$, for initial condition (78), $\Delta t = \Delta x^3$, $T_f = 0.5$.

6.2 Systems of Conservation Laws

Like scalar case, in system case also various proposed entropy stable schemes $EC-m-F^w-n$ are used to compute the numerical solution of hyperbolic systems. However to restrict the length of the presentation, in one dimensional tests, results are reported only for third and fifth order entropy stable $ES-4-ENO-3$ and $ES-6-WENOJS-5$ schemes. Also results are compared with the result by base non-oscillatory $ENO-3$ and $WENOJS-5$ schemes. In two dimensional test cases, computational results by fifth order non-oscillatory entropy stable scheme $EC6-WENOJS-5$ are given and compared with the result of non-oscillatory WENO $WENOJS-5$ schemes.

6.2.1 The 1D Euler system

The one dimensional system of Euler equations is given by

$$\begin{pmatrix} \rho \\ \rho u \\ E \end{pmatrix}_t + \begin{pmatrix} \rho u \\ \rho u^2 + p \\ u(E + p) \end{pmatrix}_x = 0,$$  \tag{83}

where following relationship holds between density ($\rho$), pressure($p$) and energy($E$)

$$p = (\gamma - 1) \left( E - \frac{1}{2} \rho u^2 \right),$$  \tag{84}
Table 3:  Linear transport equation: Convergence rate of non-oscillatory schemes and corresponding entropy stable schemes $EC_m-F^s-n$, for initial condition (78), $CFL = 0.8$, $\Delta t = \Delta x^\frac{5}{3}$, $Tf = 0.5$

where $\gamma$ is the ratio of specific heat coefficient. Computational results are obtained for various Riemann problem of the form [59]

\[
    u(x, 0) = \begin{cases} 
    u_l, & \text{if } x < x_0, \\
    u_r, & \text{if } x \geq x_0,
    \end{cases}
\]

(85)

where $u_l = (\rho_l, u_l, p_l)$ and $u_r = (\rho_r, u_r, p_r)$.

Sod shock tube test:

The sod problem is defined in [52] is given by following initial condition

\[
    u(x, 0) = \begin{cases} 
    (1, 0, 1), & \text{if } -5 < x < 0, \\
    (0.125, 0, 0.1), & \text{if } 0 \leq x \leq 5.
    \end{cases}
\]

(86)

For this initial condition the evolved solution consists of a rarefaction wave followed by a contact discontinuity and the shock discontinuity. The numerical solution for this test is given in Figure 6.
Table 4: **Linear transport equation:** Convergence rate of non-oscillatory schemes and corresponding entropy stable schemes \( EC-m-F^n-n, \) \( m > n \), for initial condition (78), \( CFL = 0.8, \Delta t = \Delta x^{5/3}, T_f = 0.5 \)

**Laney Shock tube Test**

A more complicated shock tube test problem to check the non-oscillatory property of any numerical scheme is govern by the initial Riemann data

\[
u(x, 0) = \begin{cases} 
(1.0, 0, 100000), & \text{if } -10 \leq x < 0, \\
(0.01, 0, 1000), & \text{if } 0 \leq x \leq 10.
\end{cases} \tag{87}
\]

In this test, the ratio of left and right states of density and pressure across initial discontinuity is very high and right initial state of density is close to zero. Therefore, computationally, even small oscillations can lead to negative density or pressure, which results into nonphysical imaginary speed of sound \( c = \sqrt{\frac{\gamma p}{\rho}} \). The numerical solution for this test case is given in Figure 7.

**Lax tube test:**

We consider the Lax tube problem discussed in [32] with the initial condition given by

\[
u(x, 0) = \begin{cases} 
(0.445, 0.698, 3.528), & \text{if } -5 < x < 0, \\
(0.5, 0, 0.571), & \text{if } 0 \leq x \leq 5.
\end{cases} \tag{88}
\]

Solution corresponding this initial condition contains a right traveling strong shock wave, a contact surface, and a left rarefaction wave. The numerical solutions for this test case is given in Figure 8 which clearly show that the underlying entropy stable scheme completely removes the small oscillations exhibited by non-oscillatory scheme WENOJS-5 in this test case.
Figure 6: Sod Shock tube solution (a) & (b) at $N = 100$, $CFL = 0.25$, $T = 1.3$. Corresponding entropy $\eta(u)$ decay (c) & (d) respectively where $\eta(u) = \frac{\rho (\log(p) - \gamma \log(\rho))}{\gamma - 1}$ as defined in [27].

Figure 7: Density plot for Laney test with $N = 200$, $CFL = 0.25$, $T = 0.01$. 
| N  | \( L^\infty \) error | Rate | \( L^1 \) error |
|----|----------------|------|----------------|
| 20 | 0.001585602535748 | -Inf | 0.000868966169066 | -Inf |
| 40 | 0.000040536940062 | 5.29 | 0.000025150570223 | 5.11 |
| 80 | 0.000001917646443 | 4.40 | 0.000000750072897 | 5.07 |
| 160| 0.000000150942973 | 3.67 | 0.00000023675030 | 4.99 |
| 320| 0.00000003900132 | 5.27 | 0.0000000587218 | 5.33 |

| N  | \( L^\infty \) error | Rate | \( L^1 \) error |
|----|----------------|------|----------------|
| 20 | 0.001503755255236 | -Inf | 0.000839061370388 | -Inf |
| 40 | 0.00004093613295 | 5.20 | 0.00002422796621 | 5.10 |
| 80 | 0.000001973978420 | 4.37 | 0.000000736081852 | 5.05 |
| 160| 0.000000153479630 | 3.68 | 0.00000023303174 | 4.98 |
| 320| 0.00000004094550 | 5.23 | 0.00000000572338 | 5.35 |

Table 5: Burgers equation: Convergence rate of base non-oscillatory schemes and corresponding entropy stable schemes for initial condition (81), \( CFL = 0.4, \Delta t = \Delta x^2, Tf = \frac{1}{2\pi} \).

Shock-entropy wave interaction

[51] This Shu-Osher problem is governed by the following initial condition

\[
 u(x, 0) = \begin{cases} 
 (3.857143, 2.629369, 2.629369), & \text{if } -5 < x < 0, \\
 (1 + \epsilon \sin(kx), 0, 1), & \text{if } 0 \leq x \leq 5. 
\end{cases} \quad \epsilon = 0.2, k = 5, \tag{89}
\]

which simulates shock-turbulence interaction in which a strong shock wave propagates into density field with artificial fluctuations with amplitude \( \epsilon = 0.2 \) and wave number \( k = 5 \). This problem tests the capability of any scheme to accurately capture a shock wave, its interaction with an unsteady
Two interacting blast wave

Woodward-Colella blast wave [61] is another interesting problem to test the shock capturing ability of numerical scheme given by the following initial condition.

$$u(x, 0) = \begin{cases} 
(1.0, 0.0, 1000.0), & \text{if } 0.0 < x < 0.1, \\
(1.0, 0.0, 0.01), & \text{if } 0.1 \leq x \leq 0.9, \\
(1.0, 0.0, 100.0), & \text{if } 0.9 \leq x \leq 1.0.
\end{cases}$$

This problem involves the multiple interactions of shock, contact, and rarefaction wave. A reflecting boundary condition is applied at the boundaries $x = 0$ and $x = 1$ of the domain. The numerical solution for this test case is given in Figure 10.
It can be concluded from the numerical results for 1D shock tube problems in figures 6-10, that high order entropy stable schemes EC-4-ENO-3 and EC-6-WENOJS-5 yield non-oscillatory solutions even for complex flow and results are comparable with ENO/WENO schemes.

### 6.3 2D Euler equation

In this section the proposed scheme is applied to 2D Euler equations

\[
\begin{align*}
\frac{\partial}{\partial t} \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ E \end{pmatrix} + \frac{\partial}{\partial x} \begin{pmatrix} \rho u^2 + p \\ \rho u \rho v \\ u(E + p) \end{pmatrix} + \frac{\partial}{\partial y} \begin{pmatrix} \rho v^2 + p \\ \rho u \rho v \\ v(E + p) \end{pmatrix} &= 0, \\
\end{align*}
\]

(91)

where \(\rho\) is density and \(u, v\) are component of velocity along \(x\) and \(y\) direction respectively. The pressure and energy are related by the following

\[
E = \frac{p}{\gamma - 1} + \frac{\rho(u^2 + v^2)}{2},
\]

(92)

and \(\gamma\) is the ratio of specific heat. The following test problems are considered for testing the performance of the scheme for equation (91). In all the tests numerical solution using fifth order non-oscillatory entropy stable scheme EC6-WENOJS-5 is compared with the base non-oscillatory schemes WENOJS-5. Solution plots are given in the figure side by side.

**2D Riemann problem** [31, 46] Consider 2D Euler equations (91) with Riemann data defined in the following way,

\[
(p, \rho, u, v) = \begin{cases} 
(1.5000, 1.5000, 0.0000, 0.0000), & \text{if } x > 0.5 \text{ and } y > 0.5, \\
(0.3000, 0.5323, 1.2060, 0.0000), & \text{if } x < 0.9 \text{ and } y \geq 0.5, \\
(0.0290, 0.1380, 1.2060, 1.2060), & \text{if } x < 0.5 \text{ and } y < 0.5, \\
(0.3000, 0.5323, 0.0000, 1.2060), & \text{if } x > 0.5 \text{ and } y < 0.5. 
\end{cases}
\]

(93)

Solution for this initial condition is computed at time \(t = 0.5\) and corresponding filled contour plots are given in figure 11.

**Explosion problem** [35] The explosion test problem is setup in a square domain \([-3, 3] \times [-3, 3]\) in x-y plane. The initial Riemann data is separated in the domain by a circle with center \((0, 0)\) and radius 0.4. The initial density and pressure are defined in the following way.

\[
\begin{align*}
\rho(x, y) &= 1, \quad p(x, y) = 1, & \text{if } x^2 + y^2 < (0.4)^2, \\
\rho(x, y) &= 0.125, \quad p(x, y) = 0.1, & \text{otherwise.}
\end{align*}
\]

(94)
Figure 11: Contour solution plot with 31 of contour lines corresponding to configuration (93) by WENOJS-5 in (a) and by EC6-WENOJS-5 in (b), CFL = 0.25, t = 0.5, N = 400 × 400.

Figure 12: Contour solution plot with 31 contour lines corresponding to explosion problem (94). Solution by WENOJS-5 in (a) and by EC6-WENOJS-5 in (b), CFL = 0.45, t = 3.2, N = 400 × 400.

**Implosion** [26] Consider the implosion problem modeled inside a square domain $[-0.3, 0.3] \times [-0.3, 0.3]$ in $x - y$ plane. Initial Density and pressure distribution of the gas are following,

\[
\begin{align*}
\rho(x, y) &= 0.125, p(x, y) = 0.14, & \text{if } |x| + |y| < 0.15, \\
\rho(x, y) &= 1, p(x, y) = 1, & \text{otherwise}.
\end{align*}
\]

Initially the velocities are kept zero in the computational domain $[0, 0.3] \times [0, 0.3]$ with reflecting boundary. Computation is done only for the upper right quadrant $(x, y) \in (0, 0.3) \times (0, 0.3)$ as in [2,35]. The numerical results are shown and compared in Figure 13. From the numerical results for 2D Euler tests in figures 11-13 it is clear that EC6-WENOJS-5 captures feature of the flow and results are comparable to WENO5JS scheme.

7 Conclusion

In this work, problem of constructing non-oscillatory arbitrary order entropy stable flux is solved by framing it as least square optimization problem. Based on optimization, entropy stable flux is proposed which utilizes a flux sign stability property. Some of the existing entropy stable fluxes are
Figure 13: Contour solution plot with 31 contour lines corresponding to implosion problem (95). Solution by WENOJS-5 is in (a) and by EC6-WENOJS-5 in (b). CFL = 0.25, $t = 2.5, N = 400 \times 400$ retrospectively shown to satisfy this flux sign stability property. The proposed approach is robust and works well with any entropy conservative and non-oscillatory flux. Numerical results also established that such constructed entropy stable schemes give excellent non-oscillatory results even for complex problems with slightly more diffusion compared to underlying non-oscillatory scheme. Moreover, the non-oscillatory nature of the resulting entropy stable schemes is characterized by the non-oscillatory flux $F^s$ and for smooth solution region these schemes retain formal order of accuracy of lower order flux used in the construction.
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