Stallings automata for free-times-abelian groups: intersections and index

Jordi Delgado* and Enric Ventura†

*Dedicated to the memory of our late colleague and friend Paul Schupp (1937–2022)

*Departamento de Matemáticas, Universidad del País Vasco
†Departament de Matemàtiques, Universitat Politècnica de Catalunya

June 13, 2022

Abstract

We extend the classical Stallings theory (describing subgroups of free groups as automata) to direct products of free and abelian groups: after introducing enriched automata (i.e., automata with extra abelian labels), we obtain an explicit bijection between subgroups and a certain type of such enriched automata, which — as it happens in the free group — is computable in the finitely generated case.

This approach provides a neat geometric description of (even non finitely generated) intersections of finitely generated subgroups within this non-Howson family. In particular, we give a geometric solution to the subgroup intersection problem and the finite index problem, providing recursive bases and transversals, respectively.
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1 Introduction

Stallings automata constitute the main modern tool to understand and work with the lattice of subgroups of a free group \( \mathbb{F}_X \) (usually assumed to have finite rank \( n = \#X \), denoted by \( \mathbb{F}_n \)). In the seminal paper [36], J. R. Stallings used a topological approach to construct a natural and algorithmic-friendly bijection \( H \leftrightarrow \text{St}(H, X) \) between subgroups of \( \mathbb{F}_X \) and certain kind of \( X \)-automata; see [1, 10, 22] for a more combinatorial approach closer to ours. This bijection has proved to be very useful to obtain modern solutions to both classical and new problems regarding subgroups of the free group. First easy applications are computability of bases of finitely generated subgroups, the solution to the membership problem in \( \mathbb{F}_n \), and description of finite index subgroups. Specially relevant to us is the product (or pull-back) technique, which makes it possible to construct \( \text{St}(H \cap K, X) \) from \( \text{St}(H, X) \) and \( \text{St}(K, X) \); this immediately implies that \( \mathbb{F}_n \) is Howson, and allows to describe (compute a basis of) \( H \cap K \) in terms of (bases of) \( H \) and \( K \). More recent
applications of this fruitful theory are included in [8, 25, 26, 29, 30, 35, 37]. See [10] for a recent survey on applications of Stallings automata.

This geometric approach constituted the seed for many successful attempts at generalization; see for example [13, 19, 20, 23, 24, 34]. In this paper, we present a generalization into another direction, namely to direct products of finitely generated free and abelian groups, i.e., groups of the form $G = F_n \times \mathbb{Z}^m$. This is part of a more ambitious project started in [5, Chapter 5], continued in [11], and aiming at the much more general class of semidirect extensions of free groups, i.e., groups of the form $F_n \rtimes_A G$. We restrict ourselves to free-times-abelian groups (i.e., $G$ finitely generated abelian and $A$ trivial). The more involved theory for the general semidirect scenario is in progress and will appear published in the near future; see [12]. The theory of intersections of free-times-abelian groups, in turn, have a natural continuation in [6] (where the possible configurations of multiple intersections are studied) and [7] (where the results in [6] are used to obtain groups which, in some sense, admit a structure of quotients as complicated as possible).

So, we revisit the family of free-times-abelian groups (already considered by the same authors in [9]) now from a geometric point of view. This approach provides new insight into the properties and behavior of subgroups that refines and clarifies some known results in the finitely generated realm, and extends into the non finitely generated one. The main idea is to suitably enrich classical Stallings automata with abelian labels to make them expressive enough to represent every subgroup of $G$, and flexible enough to make this representation unique (and algorithmic when restricted to finitely generated subgroups). With this bijection at hand, we interpret the notion of basis (for subgroups of $G$), and geometrically rephrase the solution to the membership problem $MP(G)$ given in [9]. Then, we go on to analyze intersections; note that this must be more complicated than just computing products (of the corresponding enriched automata) since $G$ is not a Howson group in general, whereas products of finite objects are again finite. Our approach makes it possible to geometrically understand arbitrary intersections of subgroups of $G$ as (a certain technical variation of) Cayley digraphs of abelian groups. Moreover, when the intersecting subgroups are finitely generated, the obtained description is fully algorithmic and leads to a clean alternative proof for the solvability of the subgroup intersection problem $SIP(G)$; see Definition 4.1.

In Section 2 we introduce the family of free-times-abelian groups ($G = F_n \times \mathbb{Z}^m$) together with some related terminology and notation. It turns out that this naive-looking family hides interesting features that translate into non-trivial problems; see [4, 6, 9, 14, 31, 32].

In Section 3 we start by briefly surveying the classical Stallings theory for subgroups of the free group, to then introduce and study enriched automata (restricted to the free-times-abelian case). This leads to the classification Theorem 3.7, which we use to derive first applications, such as the solvability of the membership problem and the computability of bases.

In Section 4 we consider intersections of subgroups. After reviewing the classical pullback technique for the free group, we develop the theory of enriched products to study intersections of subgroups in $G$. The first important result is Theorem 4.14 where we establish the relation between subgroup intersections and Cayley digraphs of abelian groups. Then, we focus on the algorithmic description of the intersection, which is
We shall be interested in direct products of finitely generated free and abelian groups, and use lowercase boldface Latin font to denote abelian elements $(a, b, c, \ldots)$.

According to a very well-known classification theorem, any finitely generated abelian group simply as $G = \langle x_1, \ldots, x_m \rangle$ can think the elements of such a group as integral vectors of length $m$ whose coordinates work modulo $d_i$, for $i = 1, \ldots, m$. For this reason, and assuming the list $d_1, \ldots, d_m$ of torsion orders fixed all along the paper, we shall denote this abelian group simply as $\mathbb{Z}^m$.

We shall slightly abuse language and call an abelian basis of $\mathbb{Z}^m$ any set of generators of the smallest possible cardinal, namely $m$.

Finally, in Section 5, we use these results to deduce a neat description of the cosets and index of a given finitely generated subgroup $H \leq G$, which turns out to be transparently encoded in the enriched Stallings automata for $H$; see Proposition 5.1. A geometric solution for the finite index problem $FIP(G)$ and a description of a recursive transversal set easily follow.

Finally, in Section 6, we provide some examples highlighting the most relevant aspects of our geometric construction.

We use lowercase boldface Latin font to denote abelian elements $(a, b, c, \ldots)$, and uppercase boldface Latin font to denote matrices with integer entries $(A, B, C, \ldots)$. Capitalized calligraphic font is used to denote subgroups $(\mathcal{H}, \mathcal{K}, \mathcal{L}, \ldots)$ and subsets $(\mathcal{S}, \mathcal{R}, \mathcal{I}, \ldots)$ of $G$, in contrast with the corresponding objects in the factors, denoted by $H, K, L, \ldots$ and $R, S, T, \ldots$ respectively. Furthermore, homomorphisms and matrices are assumed to act on the right; that is, we denote by $(x) \varphi$ (or simply $x \varphi$) the image of the element $x$ by the homomorphism $\varphi$, and we denote by $\varphi \psi$ the composition $A \xrightarrow{\varphi} B \xrightarrow{\psi} C$. Accordingly, the image of the homomorphism associated to a matrix $A$ is the row space $\mathcal{R}(A)$, denoted by $\langle A \rangle$. Finally, we shall use the symbol $\infty$ to denote the countable infinity.

## 2 Free-times-abelian groups

According to a very well-known classification theorem, any finitely generated abelian group is isomorphic to

$$\mathbb{Z}^{m'} \times (\mathbb{Z}/d_1 \mathbb{Z}) \times \cdots \times (\mathbb{Z}/d_m \mathbb{Z}),$$

where $m', m'', d_1, \ldots, d_m$ are non-negative integers satisfying $2 \leq d_1 | d_2 | \cdots | d_m$. We can think the elements of such a group as integral vectors of length $m = m' + m''$ whose $(m' + i)$-th coordinate works modulo $d_i$, for $i = 1, \ldots, m'$. For this reason, and assuming the list $d_1, \ldots, d_m$ of torsion orders fixed all along the paper, we shall denote this abelian group simply as $\mathbb{Z}^m$. We shall slightly abuse language and call an abelian basis of $\mathbb{Z}^m$ any set of generators of the smallest possible cardinal, namely $m$.

We shall be interested in direct products of finitely generated free and abelian groups, namely groups of the form $G = \mathbb{F}_n \times \mathbb{Z}^m$. The group $G$ being non-abelian, it will be convenient to admit both additive and multiplicative notation for the elements in $\mathbb{Z}^m \leq G$; to this end, consider the standard presentation

$$G = \mathbb{F}_n \times \mathbb{Z}^m = \left\langle x_1, \ldots, x_n \mid t_1 x_k = x_k t_i \quad \forall i \in [1, m], \forall k \in [1, n] \right.,$$

$$t_1 t_j = t_j t_i \quad \forall i, j \in [1, m],$$

$$(t_{m'+i}) d_i = 1 \quad \forall i \in [1, m''] \right\rangle,$$

and let us abbreviate their element normal forms $w(x) t_1^{a_1} t_2^{a_2} \cdots t_m^{a_m} = wt^a$, where $a = (a_1, \ldots, a_m) \in \mathbb{Z}^m$, and $t$ is a formal symbol serving only as a pillar to hold the
vector $a$ up in the exponent. This way, the operation in $G$ is given by $(ut^a)(vt^b) = uv t^{a+b}$ in multiplicative notation, while the abelian part works additively, as usual, up in the exponent. In particular, the trivial element is $t(0,...,0) = t^0$, and $t_i = t e_i$, where $e_i = (0,\ldots,1,\ldots,0)$, $i = 1,\ldots,m$, are the vectors in the canonical basis of $\mathbb{Z}^m$. We extend this notation to subsets $S \subseteq \mathbb{Z}^m \leq G$, which are denoted by $t^S$. For an element in normal form $wt^a$, $w \in \mathbb{F}_n$ is called its free part, and the vector $a \in \mathbb{Z}^m$ its abelian part.

Note that the group $G$ fits in the middle of the natural splitting short exact sequence

$$1 \longrightarrow \mathbb{Z}^m \overset{i}{\longrightarrow} G \overset{\pi}{\longrightarrow} \mathbb{F}_n \longrightarrow 1,$$

where $i$ is the inclusion map, and $\pi$ is the projection to the free part $wt^a \mapsto w$. The groups of this form are called free-times-abelian and are the main object of study in the present paper. It is straightforward to see that any subgroup $H \leq G$ is again free-times-abelian; concretely, the restriction of (1) to $H$ again gives a splitting (since $H\pi \leq \mathbb{F}_n$ is free) short exact sequence

$$1 \longrightarrow H \cap \mathbb{Z}^m \overset{i}{\longrightarrow} H \overset{\pi\vert_H}{\longrightarrow} H\pi \longrightarrow 1,$$

and it easily follows that

$$H = H\pi \sigma \times (H \cap \mathbb{Z}^m) \simeq H\pi \times (H \cap \mathbb{Z}^m),$$

where $\sigma$ is a (any) splitting of $\pi\vert_H$. Therefore, any subgroup $H \leq G$ is isomorphic to $\mathbb{F}_{n'} \times A$, where $n' \in \mathbb{N} \cup \{\infty\}$ and $A$ is a subgroup of $\mathbb{Z}^m$ (and so again finitely generated abelian, with a possibly different sequence of torsion orders). The claim below follows immediately and will become important in Section 4.

**Corollary 2.1.** A subgroup $H \leq \mathbb{F}_n \times \mathbb{Z}^m$ is finitely generated if and only if its projection $H\pi$ to the free part is finitely generated; otherwise, it is countably generated. \hfill \Box

It is also obvious from (2) that

$$\text{rk}(H) = \text{rk}(H\pi) + \text{rk}(H \cap \mathbb{Z}^m).$$

Taking respective basis for each factor we reach our notion of basis for a subgroup of $G$.

**Definition 2.2.** A basis of a subgroup $H \leq \mathbb{F}_n \times \mathbb{Z}^m$ is a set of generators of $H$ of the form $\{u_1 t^{a_1},\ldots,u_p t^{a_p}; t^{b_1},\ldots,t^{b_q}\}$, where $a_1,\ldots,a_p \in \mathbb{Z}^m$, $(u_1,\ldots,u_p)$ is a free basis of $H\pi$, and $\{b_1,\ldots,b_q\}$ is an abelian basis of $L_H = H \cap \mathbb{Z}^m$ (note that $H$ is finitely generated if and only if $p < \infty$). To avoid confusion, we reserve the word basis for $\mathbb{F}_n \times \mathbb{Z}^m$, in contrast with the terms abelian basis and free basis for the corresponding concepts in the abelian and free contexts, respectively.

**Definition 2.3.** Given a subgroup $H \leq G$ and an element $w \in \mathbb{F}_n$ we define the (abelian) completion of $w$ in $H$ to be $C_H(w) = \{a \in \mathbb{Z}^m : wt^a \in H\}$. We also say that $a$ is a completion of $w$ in $H$ if $a \in C_H(w)$.
Lemma 2.4. The completion $C_{\mathcal{H}}(u)$ is non-empty if and only if $u \in \mathcal{H}\pi$ and, in this case, it is a coset of $L_{\mathcal{H}} := \mathcal{H} \cap \mathbb{Z}^m$ in $\mathbb{Z}^m$. In particular, if $\{u_1 t^{a_1}, \ldots, u_p t^{a_p}, t^{b_1}, \ldots, t^{b_q}\}$ is a basis for $\mathcal{H} \leq G$ and $w \in F_n$, then

$$C_{\mathcal{H}}(w) = \begin{cases} \emptyset & \text{if } w \notin \mathcal{H}\pi \\ \omega A + L_{\mathcal{H}} & \text{if } w \in \mathcal{H}\pi, \end{cases}$$

where $A$ is the $p \times m$ matrix having $a_i$ as $i$-th row, $L_{\mathcal{H}} = \langle b_1, \ldots, b_q \rangle \leq \mathbb{Z}^m$, and $\omega = w\phi\rho$ is the abelianization of the expression of $w$ in base $\{u_1, \ldots, u_p\}$; that is, $\phi$ is the change of basis $H \ni w \mapsto \omega$, where $w = \omega(u_1, \ldots, u_p)$, and $\rho$ is the abelianization $F(u_1, \ldots, u_p) \simeq F_p \rightarrow \mathbb{Z}^p$; see Figure 1.

$$
\begin{array}{cccc}
\mathbb{F}_n & \rightarrow & \mathcal{H}\pi \rightarrow & \mathbb{F}_p \\
& \phi \rightarrow & \rho \\
\mathbb{Z}^m & \rightarrow & A \\
& \rightarrow & \mathbb{Z}^m/L_{\mathcal{H}} \\
w \mapsto \omega \mapsto \omega \mapsto \omega A \mapsto \omega A + L_{\mathcal{H}} = C_{\mathcal{H}}(w).
\end{array}
$$

Figure 1: Completion diagram

An immediate consequence of the above discussion is the following useful equivalence.

Remark 2.5. Let $w t^a \in G$ and $\mathcal{H} \leq G$ with basis $\{u_1 t^{a_1}, \ldots, u_p t^{a_p}, t^{b_1}, \ldots, t^{b_q}\}$, then

$$w t^a \in \mathcal{H} \iff w \in \mathcal{H}\pi \text{ and } a \in w\phi\rho A + L_{\mathcal{H}}$$

Remark 2.6. The natural extension of Lemma 2.4 works as well for non finitely generated subgroups $\mathcal{H} \leq F_n \times \mathbb{Z}^m$. In this case, $p = \infty$, a basis for $\mathcal{H}$ looks like $\{u_1 t^{a_1}, \ldots, t^{b_1}, \ldots, t^{b_q}\}$, and Eq. (3) is true as written, understanding that $A$ is an integral matrix with countably many rows and $m$ columns, and that $\mathbb{Z}^\infty$ means $\bigoplus_{i=1}^{\infty} \mathbb{Z}$. Note that, then, $\omega$ is a row vector with countably many coordinates, all but finitely many of them being 0; so, the product $\omega A$ still makes sense with the usual meaning.

3 Enriched automata

In this section we briefly survey the basics on the classical Stallings automata, to then develop our enriched theory (restricted to free-times-abelian groups $F_n \times \mathbb{Z}^m$, see [5, 12] for a more general and detailed account, including the case of semidirect products).

This geometric approach dates back to the 1980’s, with the ideas of Serre, Stallings and others (see [33, 36]) interpreting the subgroups of the free group $F_n = \langle X \mid \rangle$ as covering spaces of the bouquet of $n$ circles. This topological viewpoint was later reformulated in a more combinatorial way in terms of pointed $X$-automata — that is, digraphs labeled by letters in $X$ with a distinguished (initial and terminal) vertex — and can be summarized in Theorem 3.4; see [1, 22] for details and proofs. The precise notion of automaton used in this context is stated below.

The involutive closure of a set $X$ (usually understood as an alphabet) is the disjoint union $X^\pm := X \sqcup X^{-1}$, where $X^{-1} := \{x^{-1} : x \in X\}$ is the set of formal inverses of $X$. 

5
Definition 3.1. Let \( X \) be a set. By an \((\text{involutive and pointed})\) \( X \)-automaton \( \Gamma \) we mean a \( X^\pm \)-labeled digraph such that for every arc \( e \equiv p \xrightarrow{x} q \) (reading \( x \in X^\pm \)) there exists a unique (inverse) arc \( e^{-1} \equiv p \xleftarrow{x^{-1}} q \) (reading \( x^{-1} \)), with a distinguished vertex \( * \) called the basepoint of \( \Gamma \) (which acts as the unique initial and accepting vertex for \( \Gamma \)).

If \( e \equiv p \xrightarrow{x} q \) is an arc in \( \Gamma \), then we say that \( p \) and \( q \) are respectively the initial vertex or origin of \( e \) (denoted by \( \text{te} \)), and the terminal vertex or end of \( e \) (denoted by \( \text{re} \)); and that \( x \) is the label of \( e \), denoted by \( \ell_X(e) \). We also say that the vertices \( p, q \) are adjacent, and that the arc \( e \) is incident to both \( p \) and \( q \). The sets of vertices and arcs of \( \Gamma \) are denoted by \( V_\Gamma \) and \( E_\Gamma \) respectively. An involutive \( X \)-automaton is said to be saturated (or complete) if every vertex is the origin of an \( x \)-arc, for every \( x \in X^\pm \).

A walk in an automaton \( \Gamma \) is a finite alternating sequence \( \gamma = p_0e_1p_1 \cdots e_n p_n \) such that \( te_i = p_{i-1} \) and \( re_i = p_i \), for \( i \in [1, n] \). If \( p_0 = p_n \) we say that \( \gamma \) is a (closed) \( p_0 \)-walk. The length of a walk is the number of arcs in the sequence. Walks of length 0 correspond precisely to the vertices in \( \Gamma \). A walk is said to exhibit backtracking if it has two consecutive arcs which are inverses of each other, and is called reduced otherwise.

The label (resp., free label) of a walk \( \gamma \) is the element in \( (X^\pm)^* \) (resp., in \( F_X \)) given (resp., represented) by the sequence of labels in the arcs of \( \gamma \), assumed to be the empty string \( 1 \) (resp., the trivial element \( 1 \)) if the walk consists of just a vertex. It is easy to see that the set of free labels of \( * \)-walks in an involutive \( X \)-automaton \( \Gamma \) is a subgroup of \( F_X \).

It is called the subgroup recognized by \( \Gamma \), denoted by \( (\Gamma) \).

We denote by \( E^+(\Gamma) \) the subset of arcs in \( \Gamma \) labeled by elements in \( X \) (which we call the positive arcs of \( \Gamma \)). Note that we can represent involutive automata using only the positive arcs of \( \Gamma \) (this is called the positive part of \( \Gamma \)), with the convention that every \( x \)-arc \( e \) can also be crossed backwards, reading \( x^{-1} \) (corresponding to the hidden inverse arc \( e^{-1} \)). Unless stated otherwise, the automata appearing throughout the paper will be assumed to be pointed and involutive. We will refer to them simply as automata. Note that if, in an involutive automaton \( \Gamma \), we identify mutually inverse arcs and ignore the labeling and basepoint, then we obtain an undirected multigraph, which we call the underlying (undirected) graph of \( \Gamma \).

If a graph \( \Gamma \) can be obtained by identifying a vertex of some graph \( \Delta \) with a vertex of some disjoint non-trivial tree \( T \), then we say that \( T \) is a hanging tree of \( \Gamma \). A hanging tree is maximal if it is not contained in any other hanging tree. Both notions extend naturally to involutive automata via the corresponding underlying graphs.

Definition 3.2. An \( X \)-automaton is said to be deterministic if no two arcs with the same label depart from (or arrive at) the same vertex; and core if every vertex appears in some reduced \( * \)-walk. Note that being core is equivalent to being connected and having no hanging trees not containing the basepoint. The core of an automaton \( \Gamma \), denoted by \( \text{core}(\Gamma) \), is the maximum core subautomaton of \( \Gamma \), i.e., the automaton obtained after taking the basepoint component of \( \Gamma \) and removing from it all the hanging trees not containing the basepoint. Note that \( \langle \text{core}(\Gamma) \rangle = (\Gamma) \). Finally, an \( X \)-automaton is said to be reduced if it is both deterministic and core.

Important examples of pointed involutive automata are Schreier and Stallings automata, which we define below.
Definition 3.3. Let $F$ be a free group with basis $B$ and let $H$ be a subgroup of $F$. The (right) Schreier automaton of $H$ w.r.t. $B$, denoted by $\text{Sch}(H, B)$, is the automaton with set of vertices $H \backslash F$ (the set of right cosets of $H$); an arc $Hu \xrightarrow{v} Huv$ (from $Hu$ to $Huv$ labeled by $v$) for every coset $Hu \in H \backslash F$ and every element $v \in B$; and the coset $H$ as basepoint.

Note that Schreier automata are always connected, deterministic, and saturated, but not necessarily core. The core of $\text{Sch}(H, B)$ is a reduced (involutive and pointed) $B$-automaton, called the Stallings automaton of $H$ (w.r.t. $B$) and denoted by $\text{St}(H, B)$; that is, $\text{St}(H, B) = \text{core}(\text{Sch}(H, B))$. Clearly, $\langle \text{Sch}(H, B) \rangle = \langle \text{St}(H, B) \rangle = H$. Note that both Schreier and Stallings automata depend on the free basis chosen for the ambient group, and hence on the ambient group itself. (We alert the reader that, throughout the paper, Stallings automata depend on the free basis chosen for the ambient group, and hence on the ambient group itself.)

Theorem 3.4 (J. R. Stallings [36]). Let $F_X$ be a free group with basis $X$. Then, the map

$$
\text{St}: \{\text{subgroups of } F_X\} \leftrightarrow \{\text{(isomorphic classes of) reduced } X\text{-automata}\}
$$

$$
H \mapsto \text{St}(H, X) := \text{core}(\langle \text{Sch}(H, X) \rangle)
$$

(4)

is a bijection. Furthermore, finitely generated subgroups correspond precisely to finite automata and, in this case, the bijection is algorithmic.

To compute $\text{St}(H, X)$ (given a finite set of generators $S$ for $H$) we start by building the so-called flower automaton $F(S)$ of $S$, which is obtained after identifying the basepoints of the (involutive) petals spelling the generators in $S$, which we can assume to be reduced words. Note that, by construction, $F(S)$ is core and recognizes $H$, but may fail to be deterministic at the basepoint. To fix this, one can successively identify the possible arcs breaking determinism. It is clear that these identifications, called foldings, do not change the recognized subgroup. Of course, a folding can produce new nondeterministic situations to be fixed, but since the number of arcs in the graph is finite, and decreases with each folding, the process finishes after a finite number of steps, producing as a result a deterministic $X$-automaton recognizing $H$. Moreover, since the folding process can only produce hanging trees containing the basepoint, the final object is still core, and hence a reduced $X$-automaton recognizing $H$. Theorem 3.4 states that this resulting automaton must be precisely $\text{St}(H, X)$. Furthermore, the bijectivity of (4) implies that the result of the folding process depends neither on the order in which the foldings are performed, nor on the starting (finite) generating set taken for $H$, but only on the subgroup $H \leq F_X$ itself.

For the opposite direction, suppose we are given a finite reduced $X$-automaton $\Gamma$. Consider a spanning tree $T$ of $\Gamma$ and denote by $p \xrightarrow{e} q$ the unique reduced walk from a vertex $p$ to a vertex $q$ using only arcs in $T$; and by $\gamma_e^T$ the $\bullet$-walk $\xrightarrow{e} \ldots \xrightarrow{e} \bullet$ where $e \in E^T \setminus ET$. It is not difficult to see that the set $B_T := \{e | (\gamma_e^T) : e \in E^+T \setminus ET\}$ constitutes a free basis of the subgroup $\langle \Gamma \rangle \leq F_X$. We say that $B_T$ is the (positive) $T$-basis of $\langle \Gamma \rangle$, that the $\gamma_e^T$’s are the (positive) $T$-petals, and that the $e$’s are the (positive cyclomatic) $T$-arcs of $\Gamma$.

Since the Stallings automaton of any finitely generated subgroup $H \leq F_X$ is computable, we can immediately compute a basis for $H$ as described above, and decide membership
for $H$ simply by checking whether the candidate reduced word $w \in F_n$ labels a $\ast$-walk in $St(H,X)$. Other well-known algorithmic applications of Theorem 3.4 include the study of intersections (see Section 4), and the description of finite index subgroups (see Section 5). Also, the classical Nielsen-Schreier Theorem follows immediately: any subgroup $H \leq F_n$ is the fundamental group of the underlying graph of $St(H,X)$ and hence it is free.

In [5] we developed a broader generalization of Stallings’ techniques oriented towards extensions of the form $F_n \times \mathbb{Z}^m$, not yet available in published form. Below, we present this theory restricted to the case of free-times-abelian groups. Our fundamental object is an extension of the $X$-automata used in the free case: we shall also admit abelian labels at the end and origin of every arc, and a subgroup of $\mathbb{Z}^m$ labeling the basepoint of the automata. The precise definition follows.

**Definition 3.5.** A $\mathbb{Z}^m$-enriched $X$-automaton (enriched automaton for short) is a pointed involutive $(\mathbb{Z}^m \times X \times \mathbb{Z}^m)$-automaton, with a subgroup of $\mathbb{Z}^m$ attached to the basepoint. In more detail, an enriched automaton $\Gamma$ consists of:

(i) an involutive pointed digraph $\vec{\Gamma} = (V, E, e, \tau, \ast)$ (the underlying digraph of $\Gamma$);

(ii) an involute arc-labeling $\vec{\ell} = (\ell_1, \ell_X, \ell_2): E \rightarrow \mathbb{Z}^m \times X \times \mathbb{Z}^m$ (the enriched labeling of $\Gamma$); i.e., for every arc $e \equiv p \rightarrow q$ labeled by $(a, x, b)$ there exists a unique (inverse) arc $e^{-1} \equiv q \leftarrow p$ labeled by $(-b, x^{-1}, -a)$.

(iii) a subgroup $L_{\Gamma} \leq \mathbb{Z}^m$ attached to the basepoint $\ast$ of $\Gamma$ (the basepoint subgroup of $\Gamma$).

The body of an enriched automaton $\Gamma$, denoted by $\Gamma_b$, is the result of removing from $\Gamma$ the basepoint subgroup; whereas the skeleton of $\Gamma$, denoted by $sk(\Gamma)$, is the result of removing all the abelian information (i.e., the basepoint subgroup and all the abelian labels) from $\Gamma$. Note that $sk(\Gamma) = sk(\Gamma_b)$ is a standard $X$-automaton. An enriched $X$-automaton $\Gamma$ is said to be deterministic (resp., connected, core, reduced) if its skeleton $sk(\Gamma)$ is so, and we define the core of an enriched automaton accordingly.

If an arc $e \equiv p \rightarrow q$ is labeled by $(a, x, b)$ then we write $e \equiv p \xrightarrow{a, x, b} q$ (with the first and second abelian labels at the beginning and end of the enriched arc, and the free label in the middle). As in the free case, the idea is that the labeling (of the arcs) in an enriched automaton $\Gamma$ extends to a $G$-labeling on the walks (sequences of successively adjacent arcs) in $\Gamma$. For enriched automata the rules are the following:

1. Every arc $\xrightarrow{a, x, b}$ in $\Gamma$ is meant to be read $t^{-a}x_jt^b = x_jt^{b-a}$ when crossed forward (from left to right), and $t^{-b}x_j^{-1}t^a = x_j^{-1}t^{a-b} = (x_jt^{b-a})^{-1}$ when crossed backwards (from right to left).

2. Successive arcs in a walk read the product (in $G$) of the labels of the arcs.

3. Elements from $L_{\Gamma}$ are thought of as labeling “infinitesimal” commuting loops at $\ast$, that is, when at $\ast$ one can freely pick an element from $L_{\Gamma} \leq \mathbb{Z}^m \leq G$ as a label.

More precisely, the enriched label of a non-trivial walk $\gamma = e_1^{c_1} \cdots e_k^{c_k}$ in $\Gamma$, $k \geq 1$, is $\ell(\gamma) = \ell(e_1)^{c_1} \cdots \ell(e_k)^{c_k}$, where $\ell(e_i) = t^{-\ell(e_i)}t^{\ell(e_i)}x_i^{\ell(e_i)}t^{\ell(e_i)} \in G$; note that the label of $\gamma$ as a walk in the skeleton is just $\ell_X(\gamma) = \ell_X(e_1)^{c_1} \cdots \ell_X(e_k)^{c_k} \in F_n$. As a convention, we admit any element in $L_{\Gamma}$ as a possible label of the trivial $\ast$-walk.
Recall that a walk beginning and ending at the basepoint is called a \textit{walk}. An element (in \( G \)) labeling a \textit{walk} in an enriched automaton \( \Gamma \) is said to be \textit{recognized by} \( \Gamma \); for example, every \( I \in L_{\Gamma} \) is so. It is straightforward to check that the set of all the elements recognized by an enriched automaton \( \Gamma \) is a subgroup of \( G \): it is called the \textit{subgroup recognized by} \( \Gamma \), and denoted by \( \langle \Gamma \rangle \). Note that \( \langle \text{sk}(\Gamma) \rangle = (\langle \Gamma \rangle)_{\pi} \), and \( \langle \Gamma \rangle = \langle \text{core}(\Gamma) \rangle \).

It is clear that every subgroup in \( G \) is recognized by some enriched automata. This is obvious for subgroups inside \( \mathbb{Z}_m \leq G \) (which can be set as basepoint subgroups); on the other hand, given any element \( u \in G \) with \( u \neq 1 \), we can always consider the \textit{petal automaton} \( \text{Fl}(u) \); that is, the following directed \textit{walk}:

\[
\cdots \x_1 \x_2 \cdots x_k a = u t^a
\]

\[
\text{Figure 2: A petal automaton recognizing } x_1 x_2 \cdots x_k t^a = u t^a
\]

Note that the label of this cycle is \( u t^a \) and hence \( \langle \text{Fl}(u) \rangle = \langle u \rangle \). Then, given a finite subset \( S = \{ u_1 t^{a_1}, \ldots, u_p t^{a_p}, t^{b_1}, \ldots, t^{b_q} \} \subseteq G \), with \( u_1, \ldots, u_p \neq 1 \), we define the \textit{flower automaton} \( \text{Fl}(S) \) as the result of identifying the basepoints of the petals of the first \( p \) elements in \( S \), and declaring the basepoint subgroup to be \( L_{\Gamma} = \langle b_1, \ldots, b_q \rangle \); see Fig. 3.

\[
\begin{align*}
&u_1 \quad t^{a_1} \quad t^{b_1} \quad t^{a_2} \quad \cdots \\
&u_p \quad t^{a_p} \quad t^{b_q}
\end{align*}
\]

\[
\text{Figure 3: The flower automaton } \text{Fl}(S)
\]

Clearly, one can extend the definition of flower automata to infinite subsets in the obvious way, and, in any case, \( \langle \text{Fl}(S) \rangle = \langle S \rangle \), where the eventual purely abelian elements in \( S \) generate the basepoint subgroup \( L_{\Gamma} \). It is important to realize that although \( L_{\Gamma} \leq \mathcal{H} \cap \mathbb{Z}_m \), the opposite inclusion may not be true, due to possible non-trivial relations among the free parts \( u_1, \ldots, u_p \).

Of course, a given subgroup \( \mathcal{H} \leq G \) can be recognized by (infinitely) many enriched automata. Namely, (i) the skeleton of the flower automaton defined above depends on (the free parts of) the chosen set of generators \( S \) for \( \mathcal{H} \); and there is also a lot of freedom in the distribution of the abelian labeling since: (ii) for any petal, we could alternatively have put the \( a \) label at the end of any of the other arcs in the walk (among infinitely many other possible configurations reading the same element \( u t^a \)); and (iii) every abelian label in \( \Gamma \) works modulo the basepoint subgroup \( L_{\Gamma} \). So, the map \( \Gamma \mapsto \langle \Gamma \rangle \) from the set of enriched automata to the set of subgroups of \( G \) is onto but very far from injective. To make it bijective we have to distinguish one and only one geometric object recognizing each subgroup.

\textbf{Definition 3.6.} Let \( \Gamma \) be an enriched \( X \)-automaton, and let \( T \) be a spanning tree of \( \Gamma \). We say that \( \Gamma \) is \textit{T-normalized} if it is reduced, and the abelian labels of \( \Gamma \) are concentrated at the ends of the arcs outside \( T \) (i.e., \( \ell_1(e) = 0 \) for every \( e \in E_{\Gamma} \), and \( \ell_2(e) = 0 \) for every
e ∈ ET). It is easy to see that, if Γ is a T-normalized automaton recognizing H, then sk(Γ) = St(Hπ, X), and LΓ = H ∩ ℤm; see Proposition 3.9.

It is not difficult to see that, after taking the quotient modulo the basepoint subgroup LΓ (denoted by “mod”), we finally reach the desired unicity: for any given subgroup H ≤ G, and any given spanning tree T of St(Hπ, X), every two T-normalized enriched automata recognizing H are equal modulo LΓ. This uniquely determined object is called the T-Stallings automaton for H, denoted by StT(H, X). When the spanning tree T is clear from the context we will usually omit any reference to it and write St(H, X). Also, since unicity is usually not necessary for computational purposes, we will often abuse terminology and call any normalized automaton recognizing H a “Stallings automaton for H”.

Finally, in order to obtain the desired bijection, we need a uniform way of distinguishing spanning trees in all the enriched automata. This can be done by fixing a total order ≼ in the set X ∪ X−1: for any given Γ, declare that • is in T ≼ and then, recursively, add to T ≼ the edge (together with its other incident vertex) with smallest possible label incident to the oldest vertex present in T ≼ at that moment and not closing a path. This determines (even in the infinite case) a spanning tree in Γ denoted by T ≼(Γ); see [5, 11, 12] for details. We say that Γ is ≼-normalized if it is T ≼(Γ)-normalized, and we write St(Γ, X) := StT ≼(H, X).

The main result in this section is the following bijection between subgroups of G and (uniformly chosen) enriched Stallings automata, which are furthermore computable in the finitely generated case.

**Theorem 3.7.** Let F_X be a free group with finite basis X, let ℤm be a finitely generated abelian group, and let ≼ be a total order on X±. Then, the map

\[
\text{St}_{≼}: \{\text{subgroups of } F_X \times ℤm\} \leftrightarrow \{\text{(isomorphic classes of) } ≼\text{-normalized } ℤm\text{-enriched } X\text{-automata mod } \bullet\}
\]

\[
H \mapsto \text{St}_{≼}(H, X)
\]

\[
⟨Γ⟩ \leftrightarrow Γ
\]

(5)

is a bijection. Furthermore, finitely generated subgroups correspond precisely to finite automata and, in this case, the bijection is algorithmic.

Let us focus on the algorithmic behavior of bijection (5). Given a finite family of generators for a subgroup H ≤ G, we can algorithmically obtain a Stallings automaton recognizing H by constructing the corresponding (enriched) flower automaton and appropriately adapting the folding process to the enriched scenario. To this end, we introduce two new “abelian transformations” intended to move the abelian mass around the automaton without changing the recognized subgroup.

**Definition 3.8.** A vertex transformation consists in adding a vector c ∈ ℤm to every abelian label in the neighborhood of a vertex p:
An *arc transformation* consists on adding a vector \( c \in \mathbb{Z}^m \) to both the initial and final abelian labels of an arc:

![Figure 5: An arc transformation](image)

It is obvious that these two abelian transformations do not affect the skeleton of the automaton, and it is straightforward to check that they do not affect the recognized subgroup either. Note that a vertex transformation at the basepoint (say by a vector \( c \)) corresponds to a conjugation by \( t^c \), which in our case belongs to the center of \( F_n \times \mathbb{Z}^m \).

We claim that these two abelian transformations suffice to convert any folding situation in \( \text{sk}(\Gamma) \) into a folding situation in \( \Gamma \): suppose that \( e \) and \( f \) are two arcs in \( \Gamma \) with the same free label \( \ell_X(e) = \ell_X(f) \) departing from the same vertex, say \( p = \iota e = \iota f \). Distinguish two cases: the open case, when they are non-parallel (i.e., \( \tau e \neq \tau f \)), and the closed case when they are parallel (i.e., \( \tau e = \tau f \)).

In the open case, in order to fold \( e \) and \( f \), we have to make sure that both arcs have the same abelian labels: performing an appropriate arc transformation to \( f \) we can get \( \ell_1(e) = \ell_1(f) \); and then, after an appropriate vertex transformation at \( \tau f \) (and using the fact \( \tau f \neq \tau e \)), we can further obtain \( \ell_2(e) = \ell_2(f) \). After this preparation, all the labels in \( e \) and \( f \) coincide, and we can effectively perform the folding in \( \Gamma \).

Note that the above procedure does not work in the closed situation because the vertex transformation at \( \tau f \) also affects the label \( \ell_2(e) \) we want to match. In this case, instead, we just fully remove \( f \) and update the basepoint subgroup from \( L_{\tau} \) to \( L_{\tau} + \langle -\ell_2(e) + \ell_1(e) - \ell_1(f) + \ell_2(f) \rangle \) in order to take into account the purely abelian contribution of the closed walk around the folded cycle.

![Figure 6: Closed enriched folding](image)

It is straightforward to see that these two types of enriched foldings do not change the
recognized subgroup. Hence, interspersing the appropriate abelian transformations, we
can mimic the (any) folding procedure for the skeleton to obtain a reduced enriched
automaton recognizing \( \mathcal{H} \) which, after normalizing w.r.t. a chosen spanning tree \( T \),
will become a Stallings automaton \( \Gamma \) for \( \mathcal{H} \).

Note that then the basepoint subgroup of \( \Gamma \) is the original basepoint subgroup for \( \text{Fl}(\mathcal{H}) \)
possibly enlarged by the contributions of the eventual closed foldings in the reduction
process, whereas \( \text{sk}(\Gamma) = \text{sk}(\Gamma_0) = \text{St}(\mathcal{H} \pi, X) \). Therefore, calling \( B_T = \{ \ell(\gamma'_{\ell}) : e \in E^+ \Gamma \setminus ET \} \) (the set of enriched labels of the positive \( T \)-petals in \( \Gamma \)), we have \( (B_T)_{\pi} = B_T \)
(the positive \( T \)-basis of \( \mathcal{H}(\pi) \)). Indeed, besides providing the desired bijection (5), enriched
Stallings automata encode the internal structure (and, in particular, a basis) of the
subgroups of \( G \) in a very transparent way.

**Proposition 3.9.** Let \( \Gamma \) be a \( T \)-normalized automaton recognizing \( \mathcal{H} \subseteq \Gamma \times \mathbb{Z}^m \). Then,
\( \mathcal{H} = \langle \Gamma \rangle \times \text{L}_\Gamma \), where \( \langle \Gamma \rangle \) is the image of a splitting of \( \pi_{|\mathcal{H}} \), and \( \text{L}_\Gamma = \mathcal{H} \cap \mathbb{Z}^m \). Moreover, \( B_T \)
is a free basis for \( \langle \Gamma \rangle \) (called the (positive) \( T \)-basis of \( \langle \Gamma \rangle \)) which, joined to an abelian basis for
\( \text{L}_\Gamma \), constitutes a basis for \( \mathcal{H} \).

**Proof.** The inclusion \( \text{L}_\Gamma \subseteq \langle \Gamma \rangle \cap \mathbb{Z}^m \) is obvious by construction. For the opposite inclusion,
let \( B_T = \{ u_i t^a \}_{i, a} \), and suppose that \( t^a \in \langle \Gamma \rangle \cap \mathbb{Z}^m \). That is, \( t^a = w(u_i t^a) t^b \), where \( \Gamma \in \Gamma \),
and \( w(u_i t^a) \) denotes a reduced word on the \( u_i t^a \)'s. Since the free part of this element
is trivial, and \( \{ u_i \}_{i} \) is freely independent, then \( w \) must be the trivial word and thus
\( t^a = t^b \in \text{L}_\Gamma \), as we wanted to see. For the second claim, it is enough to consider the
homomorphism \( \mathcal{H} \pi \rightarrow \mathcal{H} \) given by \( \ell_X(\gamma'_{\ell}) \mapsto \ell(\gamma'_{\ell}) \), for each arc \( e \in \Gamma \setminus T \), and recall the decomposition (2).

**Definition 3.10.** If \( \Gamma \) is a \( T \)-normalized automaton recognizing \( \mathcal{H} \subseteq G \), then any \( B_T \)
defined as above is called an enriched \( T \)-basis of \( \langle \Gamma \rangle \). So, the union of an abelian basis of
\( \text{L}_\Gamma \), and an enriched \( T \)-basis of \( \langle \Gamma \rangle \) is a basis for \( \langle \Gamma \rangle \).

The above considerations, together with the algorithmic nature of bijection (5), allow
us to easily compute bases of finitely generated subgroups, and solve the subgroup
membership problem within free-times-abelian groups.

**Corollary 3.11.** There exists an algorithm which given a finite family of elements \( S \subseteq G \) outputs
a basis for the subgroup \( \langle S \rangle \subseteq G \).

**Proof.** It is enough to construct a Stallings automaton \( \Gamma \) for \( \langle S \rangle \) (normalized w.r.t. some
spanning tree \( T \)). Then, an abelian basis for \( \langle S \rangle \cap \mathbb{Z}^m = \langle \Gamma \rangle \cap \mathbb{Z}^m = \text{L}_\Gamma \) can be computed
from the generating set at hand, using linear algebra, whereas an enriched \( T \)-basis of \( \langle \Gamma \rangle \)
is obtained after reading the enriched labels of the \( T \)-petals in \( \Gamma \).

**Proposition 3.12.** The subgroup membership problem is solvable for free-times-abelian groups.

**Proof.** Given \( w = a \in G \) and a finite subset \( S \subseteq G \), compute a Stallings automaton \( \Gamma \) for
\( \mathcal{H} = \langle S \rangle \). Now, try to realize \( w \) as the free label of a \( * \)-walk in \( \text{sk}(\Gamma) \): if it is not
possible then \( w \notin \langle \text{sk}(\Gamma) \rangle = \mathcal{H} \pi \) and return \( \text{no} \); otherwise, the enriched label of this
\( * \)-walk provides a vector \( b \in \mathbb{Z}^m \) such that \( wt^a \in \mathcal{H} \). Finally, \( wt^a \in \mathcal{H} \) if and only if
\( t^a - b \in \text{L}_\Gamma = \mathcal{H} \cap \mathbb{Z}^m \), which is again easily decidable using linear algebra.
4 Intersection of subgroups

Intersections of subgroups is a research topic with a long and interesting history. For an arbitrary group $G$, we can consider the following concept and problem as natural starting points.

**Definition 4.1.** A group $G$ is said to satisfy the *Howson property* (or to be *Howson* for short) if the intersection of any pair of finitely generated subgroups of $G$ is again finitely generated.

**Subgroup intersection problem, SIP($G$).** Given two finite sets of words $R, S$ in the generators of $G$, decide whether the intersection $\langle R \rangle \cap \langle S \rangle$ is finitely generated; and, in the affirmative case, compute a generating set for the intersection.

It is well known that subgroups of (non-cyclic) finitely generated free groups are again free, but can have any (finite or countably infinite) rank. However, in 1954 A. G. Howson proved that the intersection of two finitely generated subgroups of the free group is always finitely generated; see [18]. The classical Stallings automata machinery provides a neat and algorithmic-friendly proof for this remarkable fact, and furthermore makes it possible to compute a basis for the intersection.

**Theorem 4.2** (Howson, [18]). Free groups are Howson and have solvable SIP.

The key concept needed for the geometric proof of this fact is that of product of automata.

**Definition 4.3.** Let $\Gamma_1, \Gamma_2$ be $X$-automata. The *(tensor or categorical)* product of $\Gamma_1$ and $\Gamma_2$, denoted by $\Gamma_1 \times \Gamma_2$, is the automaton with vertex set the Cartesian product $V_{\Gamma_1} \times V_{\Gamma_2}$, an arc $(p_1, p_2) \xrightarrow{x} (q_1, q_2)$ for every pair of arcs $p_1 \xrightarrow{x} q_1$ in $\Gamma_1$, and $p_2 \xrightarrow{x} q_2$ in $\Gamma_2$ with the same label $x \in X$, and basepoint $(1, 2)$.

The following easily checkable facts complete the link between intersections of subgroups of the free group and products of Stallings automata.

**Lemma 4.4.** If $\Gamma_1$ and $\Gamma_2$ are deterministic $X$-automata, then the product $\Gamma_1 \times \Gamma_2$ is again deterministic, and recognizes the intersection of the corresponding subgroups; that is, $\langle \Gamma_1 \times \Gamma_2 \rangle = \langle \Gamma_1 \rangle \cap \langle \Gamma_2 \rangle$.

However, in general, the product of two core automata is not necessarily core (not even connected); so we need to take the core to reach the Stallings automaton of the intersection.

**Corollary 4.5.** Let $H_1, H_2 \leq \mathbb{F}_X$, then $\text{St}(H_1 \cap H_2, X) = \text{core}(\text{St}(H_1, X) \times \text{St}(H_2, X))$.

So, if $H_1$ and $H_2$ are finitely generated, then (from Theorem 3.4) $\text{St}(H_1, X)$ and $\text{St}(H_2, X)$ are finite and computable; hence, $\text{St}(H_1 \cap H_2, X)$ is finite and computable too. This proves Theorem 4.2.

After Howson’s result, the quest for bounds for the rank of the intersection in terms of the ranks of the intersecting subgroups became a popular question in geometric group theory. Concretely, in 1956 H. Neumann proved that $\text{rk}(H_1 \cap H_2) - 1 \leq 2(\text{rk}(H_1) - 1)(\text{rk}(H_2) - 1)$.
for any pair of finitely generated subgroups $1 \neq H_1, H_2 \leq \mathbb{F}_X$, and conjectured that the factor ‘2’ can be removed; see [28]. After many unsuccessful attempts and partial results, two correct (and unrelated) proofs appeared almost simultaneously more than fifty years later (see [16, 27] and the remarkable unpublished simplification in [15]), and a third one shortly after (see [21]).

In [2], B. Baumslag extended Howson’s result by showing that the free product of Howson groups is again Howson. However, the same is not true for direct products: Moldavanski (see [3]) already showed that, in $\mathbb{F}_{\{x,y\}} \times \mathbb{Z}$, the intersection of the easy looking subgroups $\langle xt, y \rangle$ and $\langle x, y \rangle$ is the normal closure of $y$ in $\mathbb{F}_{\{x,y\}}$, which is not finitely generated; see Section 6.1 below for our geometric interpretation of this interesting example. Therefore, in this context the Subgroup Intersection Problem SIP$(G)$ emerges as a natural and interesting question, specially the decision part (which trivializes in the free case).

The purpose of the present section is to solve SIP$(G)$ using our enriched version of Stallings automata (Theorem 3.7). We approach the problem from a similar perspective to that used in the solution to SIP$(F_n)$: in particular, we shall adapt the definition of product of two finite automata to the enriched setting, and obtain an enriched version for Lemma 4.4. However, crucial differences must appear with respect to the free case because the situation is intrinsically different, now with $G$ not being Howson.

**Definition 4.6.** Let $\Gamma_1 = (\tilde{l}_1, \tilde{e}_1, \ast_1, L_1)$ and $\Gamma_2 = (\tilde{l}_2, \tilde{e}_2, \ast_2, L_2)$ be two enriched automata. Their product, denoted by $\Gamma_1 \times \Gamma_2$, consists of the product of their respective skeletons $\text{sk}(\Gamma_1) \times \text{sk}(\Gamma_2)$ doubly enriched with the abelian labeling coming from each factor. That is, for every arc $(e_1, e_2)$ in $\text{sk}(\Gamma_1) \times \text{sk}(\Gamma_2)$, and $i = 1, 2$, we define $\ell_i(e_1, e_2) = (\ell_i(e_1), \ell_i(e_2))$; and we attach the pair of subgroups $(L_1, L_2)$ to the basepoint $(\ast_1, \ast_2)$; see Figure 7.

![Figure 7: Scheme of the product (in blue) of two enriched automata (in black)](image)

So, technically, this product is a $(\mathbb{Z}^n \times \mathbb{Z}^m)$-enriched X-automaton with a pair of subgroups of $\mathbb{Z}^n$ (instead of a subgroup of $\mathbb{Z}^n \times \mathbb{Z}^m$) attached to the basepoint, a doubly-enriched automaton, for short. Walks, and labels of walks in doubly-enriched automata are defined in the natural way. As in the enriched case, the skeleton of a doubly-enriched X-automaton is the X-automaton obtained after removing from it all the (now double) abelian mass. The notions of connectedness, core, and normalization are extended accordingly.

**Remark 4.7.** If $\Gamma_1, \Gamma_2$ are Stallings automata recognizing respectively $\mathcal{H}_1, \mathcal{H}_2 \leq G$, then it is clear that $\text{core}(\text{sk}(\Gamma_1 \times \Gamma_2)) = \text{core}(\text{sk}(\Gamma_1) \times \text{sk}(\Gamma_2)) = \text{St} \left( \mathcal{H}_1 \pi \cap \mathcal{H}_2 \pi, X \right)$. A crucial detail
here is that the inclusion $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi \leq \mathcal{H}_1\pi \cap \mathcal{H}_2\pi$ (of subgroups of $\mathcal{F}_X$) is not necessarily an equality. Hence, core($\text{sk}(\Gamma_1 \times \Gamma_2)$) is not, in general, equal to St $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi, X$). So, further analysis is needed to construct this last automaton, and subsequently St $(\mathcal{H}_1 \cap \mathcal{H}_2, X)$. Observe also that, if $\mathcal{H}_1, \mathcal{H}_2$ are finitely generated, then $\mathcal{H}_1\pi$ and $\mathcal{H}_2\pi$ (and hence $\mathcal{H}_1\pi \cap \mathcal{H}_2\pi$) are so; but $\mathcal{H}_1 \cap \mathcal{H}_2\pi$ is a (possibly strict) subgroup of the latter, and may very well not be finitely generated. See the characterization in Proposition 4.18, and Examples 6.1 and 6.2 (Case 2).

As in the free case, the (core of the) product of enriched automata encodes all the information about the intersection. However, in this case, the resulting doubly-enriched automaton is not a genuine Stallings automaton. Below, we state the enriched version of Lemma 4.4, which is clear again by inspection.

**Lemma 4.8.** Let $\Gamma_1 = (\overline{F}_1, \overline{E}, L_1)$ and $\Gamma_2 = (\overline{F}_2, \overline{E}, L_2)$ be two enriched Stallings automata recognizing the subgroups $\mathcal{H}_1, \mathcal{H}_2 \leq \mathcal{F}_n \times \mathcal{Z}^m = G$, respectively. Then, the intersection $\mathcal{H}_1 \cap \mathcal{H}_2$ is precisely the set of elements in $G$ (with free part in $\mathcal{H}_1\pi \cap \mathcal{H}_2\pi$) that are component-wise readable in the product $\Gamma_1 \times \Gamma_2$ modulo the corresponding base subgroups $L_1, L_2$, respectively. More precisely, $ut^\theta$ belongs to $\mathcal{H}_1 \cap \mathcal{H}_2$ if and only if there is a $(s_1, s_2)$-walk in $\Gamma_1 \times \Gamma_2$ whose label $ut^{(b_1, b_2)}$ satisfies simultaneously $b_1 - a \in L_1$ and $b_2 - a \in L_2$. □

**Definition 4.9.** Let $\Gamma$ be a doubly enriched automaton with basepoint subgroups $(L_1, L_2)$. We say that $\Gamma$ is equalizable if the label $vt^{(a,b)}$ of any $*$-walk in $\Gamma$ satisfies $w \in L_1 \cap L_2 \neq \emptyset$. Observe that, when $\Gamma$ is finite, this can be algorithmically tested by normalizing w.r.t. some previously chosen spanning tree $T$ and, for every arc $e$ with terminal abelian label $(a, b) \neq (0, 0)$, checking whether $(a + L_1) \cap (b + L_2) \neq \emptyset$ (this is enough since, after normalization, $(a, b)$ is also the abelian label of the petal $\gamma^e$). If $\Gamma$ is equalizable, after normalizing w.r.t. some spanning tree $T$, we can compute a witness $c \in (a + L_1) \cap (b + L_2)$ for each arc outside $T$, and replace the double labeling $(a, b)$ with $c$; finally replace the pair of basepoint subgroups $(L_1, L_2)$ with its intersection $L_1 \cap L_2$. The resulting enriched automaton is called the *equality* of $\Gamma$ w.r.t. $T$ (or the $T$-equalization of $\Gamma$).

**Remark 4.10.** The product $\text{St}(\mathcal{H}_1) \times \text{St}(\mathcal{H}_2)$ of the Stallings automata of two subgroups $\mathcal{H}_1, \mathcal{H}_2 \leq G$ is equalizable if and only if every word in $\mathcal{H}_1\pi \cap \mathcal{H}_2\pi$ admits compatible completions in $\mathcal{H}_1$ and $\mathcal{H}_2$; i.e., if for every $w \in \mathcal{H}_1\pi \cap \mathcal{H}_2\pi$, $C_{\mathcal{H}_1}(w) \cap C_{\mathcal{H}_2}(w) \neq \emptyset$. That is, if and only if $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi = \mathcal{H}_1\pi \cap \mathcal{H}_2\pi$, which, as explained in Remark 4.7, is not always the case.

Let $\{u_1, u_2, \ldots, u_{p_1}, t^{a_1}_{p_1}; b_{1_1}, \ldots, b_{2_1} \}$ and $\{v_1, v_2, \ldots, v_{p_2}, t^{a_2}_{p_2}; b_{1_2}, \ldots, b_{2_2} \}$ be finite bases for $\mathcal{H}_1$ and $\mathcal{H}_2$, respectively, and let $B = \{w_1, \ldots, w_r\}$ be a finite set of elements in $\mathcal{H}_1\pi \cap \mathcal{H}_2\pi$ (all written in terms of the original generators $X, T$ for $G$). In general, this means that, for $i = 1, 2, L_i = \mathcal{H}_i \cap \mathcal{Z}^m = \{b_{1_i}, \ldots, b_{2_i}\}$, $\mathcal{H}_i\pi \simeq \mathcal{F}_{p_i} = \mathcal{F}_{(u_{1_i}, \ldots, u_{p_1})}$, $\mathcal{H}_2\pi \simeq \mathcal{F}_{p_2} = \mathcal{F}_{(v_1, \ldots, v_{p_2})}$, and $\mathcal{H}_1\pi \cap \mathcal{H}_2\pi \simeq \mathcal{F}_r = \mathcal{F}_{(w_1, \ldots, w_r)}$ (note that since both $p_1$ and $p_2$ are finite, $r$ is also finite).

Now, consider the following homomorphisms and matrices which compose the diagram in Figure 8:

- $\phi$ (resp., $\phi_1, \phi_2$) is the isomorphism sending each word in $\mathcal{H}_1\pi \cap \mathcal{H}_2\pi$ (resp., $\mathcal{H}_1\pi$, $\mathcal{H}_2\pi$) in the original basis $\{x_1, \ldots, x_n\}$ to its expression in the basis $\{w_1, \ldots, w_r\}$ (resp., $\{u_1, \ldots, u_{p_1}\}, \{v_1, \ldots, v_{p_2}\}$);
• $\rho$ (resp., $\rho_1, \rho_2$) is the abelianization map of $F_r$ (resp., $F_{p_1}, F_{p_2}$), not to be confused with the corresponding restrictions of the global abelianization map $F_n \to \mathbb{Z}^n$;

• $B_i$ is the abelianization of the inclusion map $H_1 \cap \pi H_2 \to H_1 \pi$ (after the change of bases $\phi$ and $\phi_i$), $i = 1, 2$; note that, although these inclusions are injective maps, the $B_i$’s need not be so;

• $A_i$ is the $p_i \times m$ integer matrix having as $j$-th row the vector $a_{i,j} \in \mathbb{Z}^m$, $i = 1, 2$;

• $C_i := B_i A_i$, $i = 1, 2$ (where every column of the result must be interpreted modulo the corresponding torsion), and $D := C_1 - C_2$ is the so-called difference matrix.

\[ F_n = F_{\{x_1, \ldots, x_n\}} \]
\[ H_1 \pi \leftarrow H_1 \cap H_2 \pi \leftarrow H_2 \pi \]
\[ \Phi_1 \leftarrow \Phi_\cap \Phi_2 \leftarrow \Phi_2 \]
\[ \rho_1 \leftarrow \rho \leftarrow \rho_2 \]
\[ \mathbb{Z}^m \leftarrow \mathbb{Z}^{r} \]
\[ \mathbb{Z}^{p_1} \leftarrow \mathbb{Z}^{p_2} \]
\[ \mathbb{Z}^{p_1} \leftarrow \mathbb{Z}^{p_2} \]
\[ L_1 \leq L_1 + L_2 \geq L_2 \]

Figure 8: Intersection diagram I

Remark 4.11. The above discussion includes the possibility $\pi = 0$ (corresponding to $H_1 \cap H_2 \pi = \{1\}$). In this case, $B = \emptyset$ and the maps $\rho$, $B_1$, $B_2$ and $D$ in Figure 8 are all trivial.

Proposition 4.12. Let $H_1, H_2$ be finitely generated subgroups of $F_n \times \mathbb{Z}^m$. With the above notation,
\[(H_1 \cap H_2) \pi \simeq (L_1 + L_2)D^{-1}\rho^{-1} \leq F_r, \tag{6}\]
where $D = B_1 A_1 - B_2 A_2$, and $\rho : F_r \to \mathbb{Z}^r$ is the abelianization map; see Figures 8 and 9.

Proof. By definition, $(H_1 \cap H_2) \pi$ consists exactly of the elements $w \in H_1 \pi \cap H_2 \pi$ admitting compatible abelian completions in $H_1$ and $H_2$, i.e., such that $C_{H_1}(w) \cap C_{H_2}(w) \neq \emptyset$. On the other side, from Lemma 2.4 and the commutativities in Figure 8 it is clear that the abelian completion of an element $w \in H_1 \pi \cap H_2 \pi$ in $H_1$ ($i = 1, 2$) is $C_{H_1}(w) =
We call

The key point in Equation (6) is that it allows to express \((\mathcal{H}_1 \cap \mathcal{H}_2)\pi \) (and so, its finitely generated character) in abelian terms. Now, we are ready to establish the claimed link between Stallings automata and Cayley digraphs of abelian groups. Recall that the normality of

Finally, the normality of \((L_1 + L_2)D^{-1} \rho^{-1}\) in \(\mathbb{F}_r\) follows immediately from the abelianity of \((L_1 + L_2)D^{-1}\) and the surjectivity of the abelianization \(\rho\).

The vertical inclusions between the two rows in Figure 9 are all normal (since \(\mathbb{Z}^m\) and \(\mathbb{Z}^r\) are abelian, and \(\rho\) is onto).

![Figure 9: Intersection diagram II](image)

Defining \(M = (L_1 + L_2)D^{-1} \leq \mathbb{Z}^r\), \(s := \text{rk}(M) \leq r\), and taking the respective quotient groups, we have

We call \(M\) the \(s \times r\) integer matrix having as rows the elements of some abelian basis for \(M\) (note that \(s \leq r\)). Then, the Smith normal form of \(M\) is an integral \(s \times r\) matrix \(S = \text{diag}(\delta_1, \ldots, \delta_s)\), where \(\delta_1, \ldots, \delta_s \in \mathbb{Z} \setminus \{0\}\), \(\delta_1 | \cdots | \delta_s\), and \(P\) and \(Q\) are invertible matrices (\(P \in \text{GL}_s(\mathbb{Z})\), \(Q \in \text{GL}_r(\mathbb{Z})\)) such that \(PMQ = S\). If we finally define \(\delta_i := 0\) for each \(i = s + 1, \ldots, r\) (in case they exist), then

Furthermore, the index of \((\mathcal{H}_1 \cap \mathcal{H}_2)\pi \) in \(\mathcal{H}_1 \pi \cap \mathcal{H}_2 \pi\) is

This allows us to interpret the Stallings automaton of \((\mathcal{H}_1 \cap \mathcal{H}_2)\pi \) as the Cayley multidigraph (a generalization of the classical Cayley digraph allowing repeated generators; see the precise definition below) of the finitely generated abelian group in Eq. (7); and ultimately, relate the rank of the intersection \(\mathcal{H}_1 \cap \mathcal{H}_2\) to the index of \(M\) in \(\mathbb{Z}^r\).
Theorem 4.14. Let $\mathcal{H}_1, \mathcal{H}_2$ be two finitely generated subgroups of $\mathbb{F}_n \times \mathbb{Z}^m$. Then, either $\langle \mathcal{H}_1 \cap \mathcal{H}_2 \rangle \pi$ is trivial, or (with the above notation)

$$\text{St}(\langle \mathcal{H}_1 \cap \mathcal{H}_2 \rangle \pi, B) \simeq \text{Cay}(\bigoplus_{i=1}^\infty \mathbb{Z}/\delta_i \mathbb{Z}, \langle e_i Q \rangle_i),$$

(10)

where $B = \{w_1, \ldots, w_r\}$ is a (finite) free basis for $\mathcal{H}_1 \pi \cap \mathcal{H}_2 \pi$, $\{e_1, \ldots, e_r\}$ is the canonical basis of $\mathbb{Z}^r$, and $\langle e_i Q \rangle_i$ is the multiset consisting of the rows of $Q$ (recall that $S = PMQ$) interpreted as elements of $\bigoplus_{i=1}^\infty \mathbb{Z}/\delta_i \mathbb{Z}$.

Remark 4.15. Note that the generators $e_i Q$ in (10) must be interpreted as elements in an ordered multiset (in order to keep track of the link between generators in the corresponding automata).

Remark 4.16. Most of (the non-algorithmic part of) the analysis started in Figure 8 is still valid for arbitrary (maybe non finitely generated) subgroups $\mathcal{H}_1, \mathcal{H}_2 \leq G$. Then $p_1, p_2$ and $r$ may be infinite, but Equations (6) and (7) are still valid (with the natural definition of $D$ as an $\infty \times m$ integer matrix), and we can rephrase Theorem 4.14 saying that $\text{St}(\langle \mathcal{H}_1 \cap \mathcal{H}_2 \rangle \pi, \{w_1, \ldots, w_r\})$ is isomorphic to the corresponding Cayley multidigraph of a countably generated abelian group.

Proof of Theorem 4.14. Assume $\langle \mathcal{H}_1 \cap \mathcal{H}_2 \rangle \pi \neq \{1\}$; in particular, $M \rho^{-1} \neq \{1\}$, $\mathcal{H}_1 \pi \cap \mathcal{H}_2 \pi \neq \{1\}$, and $r \neq 0$; put $I = \{1, \ldots, r\}$. The claimed result follows from the following chain of equalities and automata isomorphisms:

$$\text{St}(\langle \mathcal{H}_1 \cap \mathcal{H}_2 \rangle \pi, \{w_i\}_{i \in I}) \simeq \text{St}(M \rho^{-1}, \{w_i \phi\}_{i \in I})$$

(11)

$$= \text{Sch}(M \rho^{-1}, \{w_i \phi\}_{i \in I})$$

(12)

$$= \text{Cay}(\mathbb{F}_{\{w_i\}_{i \in I}}/M \rho^{-1}, \{w_i \phi \cdot (M \rho^{-1})\}_{i \in I})$$

(13)

$$= \text{Cay}(\mathbb{Z}^r/(M), \{e_i + \langle M \rangle\}_{i \in I})$$

(14)

$$= \text{Cay}(\mathbb{Z}^r/(S \ Q^{-1}), \{e_i + \langle M \rangle\}_{i \in I})$$

(15)

$$= \text{Cay}(\mathbb{Z}^r/S, \{e_i Q + \langle S \rangle\}_{i \in I})$$

(16)

$$= \text{Cay}(\bigoplus_{i=1}^\infty \mathbb{Z}/\delta_i \mathbb{Z}, \{e_i Q\}_{i \in I}).$$

(17)

The isomorphism (11) follows immediately from (6). The equalities (12) and (13) are consequences of the normality of $M \rho^{-1}$ in $\mathbb{F}_n$ (note that (12) also needs the assumed condition $M \rho^{-1} \neq \{1\}$). Observe that different $w_i$’s may result in the same coset modulo $M \rho^{-1}$; this is why $\{w_i \phi \cdot (M \rho^{-1})\}_{i \in I}$, and the subsequent ones in Equations (14) to (17) must be understood as multisets. The isomorphism (14) (where $e_i = w_i \phi \rho$) is clear from the (group) isomorphism $\bar{\nu}$ in (7).
Now compute a basis for $M = (L_1 + L_2)D^{-1}$ from the starting data, and write it in the rows of an $s \times r$ integral matrix $M$, where $0 \leq s = \text{rk}(M) \leq r$. Then, compute its Smith normal form $S = \text{diag}(\delta_1, \ldots, \delta_s)$ together with the invertible matrices $P$ and $Q$ such that $PMQ = S$. Since $P$ is invertible, it is clear that $M = (M) = (P^{-1}SQ^{-1}) = (SQ^{-1})$ and (15) follows. Finally, applying the automorphism $Q : \mathbb{Z}^r \rightarrow \mathbb{Z}^r$ to both the group elements and the arc labels, we obtain the isomorphism (16) which with the convention that $\delta_i = 0$ for $i = s + 1, \ldots, r$ takes the form (17).

Of course, the situation is special in the degenerate case $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi = \{1\}$. The following lemma clarifies the distinction between the two cases.

**Lemma 4.17.** Let $\mathcal{H}_1, \mathcal{H}_2$ be finitely generated subgroups of $\mathbb{F}_n \times \mathbb{Z}^m$, and let $r$ denote the (finite) rank of $\mathcal{H}_1\pi \cap \mathcal{H}_2\pi$.

(i) If $r = 0$, then $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi = \{1\}$.

(ii) If $r = 1$, then $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi = \{1\}$ if $\delta_1 = 0$, and $\text{rk}(\mathcal{H}_1 \cap \mathcal{H}_2)\pi) = 1$ otherwise.

(iii) If $r \geq 2$, then $[\mathcal{H}_1\pi \cap \mathcal{H}_2\pi, \mathcal{H}_1\pi \cap \mathcal{H}_2\pi] \leq [\mathcal{H}_1 \cap \mathcal{H}_2]\pi \neq (1)$, and

$$\text{rk}(\mathcal{H}_1 \cap \mathcal{H}_2)\pi) - 1 = \frac{\delta_1 \cdots \delta_s}{\delta_{s+1} \cdots \delta_r} (r - 1).$$

(18)

In particular, $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi = \{1\}$ if and only if either $r = 0$, or both $r = 1$ and $M = \{0\}$.

**Proof.** (i) The case $r = 0$ is trivial. (ii) If $r = 1$, then the (cyclic) subgroup $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi$ is trivial if and only if $M = \{0\}$ or, equivalently, $\delta_1 = 0$. (iii) Firstly note that $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi \simeq (L_1 + L_2)D^{-1} \rho^{-1} = M\rho^{-1} \geq [\mathbb{F}_r, \mathbb{F}_r]$, which is non-trivial when $r \geq 2$. Then, (18) follows easily from Equation (9): if the index $[\mathcal{H}_1\pi \cap \mathcal{H}_2\pi : (\mathcal{H}_1 \cap \mathcal{H}_2)\pi]$ is finite, then (18) corresponds precisely to the well-known Schreier index formula. Otherwise, $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi$ is a non-trivial normal subgroup of infinite index in $\mathcal{H}_1\pi \cap \mathcal{H}_2\pi$ and hence has infinite rank; and, on the other hand, $s < r$ and the right hand side of (18) is infinite as well. The last claim is obvious from the above discussion. \(\square\)

A neat characterization of when the intersection of two finitely generated subgroups of $G$ is again finitely generated follows easily from Theorem 4.14 and the previous considerations. Note that, since the parameters $r$ and $s$ in Proposition 4.18(c) are clearly computable, this immediately solves the decision part of SIP($G$).

**Proposition 4.18.** Let $\mathcal{H}_1, \mathcal{H}_2$ be finitely generated subgroups of $\mathbb{F}_n \times \mathbb{Z}^m$. Then, the following conditions are equivalent:

(a) the intersection $\mathcal{H}_1 \cap \mathcal{H}_2$ is finitely generated;

(b) the projection $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi$ is finitely generated;

(c) either $r = 0$, $r = 1$, or $2 \leq r = s$;

(d) the (normal) subgroup $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi$ is either trivial, or has finite index in $\mathcal{H}_1\pi \cap \mathcal{H}_2\pi$.

**Proof.** [(a) $\Leftrightarrow$ (b)] This is a particular instance of Corollary 2.1.
[b] ⇔ [c] If \( r = 0 \) or \( 1 \), then every subgroup of \( H_1 \pi \cap H_2 \pi \) is cyclic and hence finitely generated. Otherwise (since \( (H_1 \cap H_2) \pi \neq \{1\} \)), Equation (10) holds and thus \( (H_1 \cap H_2) \pi \) is finitely generated if and only if the group \( \bigoplus_{i=1}^{r} Z/\delta_i Z \) is finite, which happens if and only if \( s = \text{rk}(M) = r \).

[(c) ⇔ (d)] From Theorem 4.14 and Equation (7) (see Equation (13) in the proof), if \( (H_1 \cap H_2) \pi \neq \{1\} \) then \( (H_1 \cap H_2) \pi \) is finitely generated if and only if the index \( \text{rk}(H_1 \pi \cap H_2 \pi) : (H_1 \cap H_2) \pi \) is finite.

**Remark 4.19.** Suppose \( H_1, H_2 \leq G \) both have trivial abelian part, namely \( L_1 = H_1 \cap Z^m = \{0\} \) and \( L_2 = H_2 \cap Z^m = \{0\} \). In this case, \( M = (L_1 + L_2)D^{-1} = \{0\} \) is a direct summand of \( Z^r \). So, either \( M = Z^r \) (and so, \( (H_1 \cap H_2) \pi = H_1 \pi \cap H_2 \pi \)) or \( M \) is of infinite index in \( Z^r \). Hence, in this case, \( (H_1 \cap H_2) \pi \) is finitely generated if and only if it equals \( H_1 \pi \cap H_2 \pi \).

Finally, we can combine the developed machinery to compute an enriched Stallings automaton for \( H_1 \cap H_2 \).

**Theorem 4.20.** With the above notation, and after detecting that \( H_1 \cap H_2 \) is finitely generated, the following procedure outputs a Stallings automaton for \( H_1 \cap H_2 \):

1. Compute the Stallings automaton \( \Delta \) of \( (H_1 \cap H_2) \pi \) w.r.t. a free basis \( \{w_1, \ldots, w_r\} \) for \( H_1 \pi \cap H_2 \pi \).
2. Replace each \( w_i \)-arc in \( \Delta \) by a directed \( X \)-path spelling \( w_i = \pi(w_1(X) \neq 1) \), doubly-enriched with a pair of vectors \( \{a_i, b_i\} \in Z^m \times Z^m \) (attached, say, to the end of the last arc) such that \( w_i a_i \in H_1 \) and \( w_i b_i \in H_2 \) and attach the pair of subgroups \( (L_1, L_2) \) to the basepoint.
3. Reduce the resulting automaton until a reduced doubly-enriched automaton is obtained.
4. Equalize the automaton obtained w.r.t. a chosen spanning tree.

**Proof.** We start by computing the Stallings automata \( \Gamma_1 = \text{St}(H_1, X) \) and \( \Gamma_2 = \text{St}(H_2, X) \) (see Theorem 3.7). In particular, we can use linear algebra to obtain abelian-bases for the subgroups \( L_1 = H_1 \cap Z^m \), \( L_2 = H_2 \cap Z^m \), and hence an abelian basis for the subgroup \( L_1 \cap L_2 = H_1 \cap H_2 \cap Z^m \). Also, we choose spanning trees and compute the corresponding bases for \( H_1 \) and \( H_2 \).

Then, compute the doubly-enriched automaton \( \Gamma_1 \times \Gamma_2 \), T-normalized w.r.t. a chosen spanning tree \( T \); compute the corresponding free basis \( B_T = \{w_1, \ldots, w_r\} \) for \( H_1 \pi \cap H_2 \pi \), and let \( \Omega = \text{St}(H_1 \pi \cap H_2 \pi, X) = \text{core}(\text{sk}(\Gamma_1) \times \text{sk}(\Gamma_2)) \); see Corollary 4.5. Finally, we compute the integral matrices \( A_1, A_2, B_1, B_2, D \) (see Figure 8), and an abelian basis for the subgroup \( M = (L_1 + L_2)D^{-1} \leq Z^r \), which we write in the rows of a new integral matrix \( M \) of size \( s \times r \), where \( s = \text{rk}(M) \leq r = \text{rk}(H_1 \pi \cap H_2 \pi) \). Now, let us distinguish two cases:

If the automaton \( \text{St}(H_1 \pi \cap H_2 \pi, X) \) is just a point (so, \( r = \text{rk}(H_1 \pi \cap H_2 \pi) = 0 \)), or it has rank \( r = 1 \) but \( M = \{0\} \), then, by Lemma 4.17, \( (H_1 \cap H_2) \pi \) is trivial and hence finitely generated. In this case, \( \text{St}(H_1 \cap H_2, X) \) is a single point \( \bullet \) with attached subgroup \( L_1 \cap L_2 \).

Otherwise, \( 1 \leq s = r \) (since we are assuming \( (H_1 \cap H_2) \pi \) is finitely generated) and we
can apply Theorem 4.14: compute the Smith normal form for $M$, say $S = \text{diag}(\delta_1, \ldots, \delta_r)$, where $\delta_1, \ldots, \delta_r \in \mathbb{Z} \setminus \{0\}$, $\delta_1| \cdots | \delta_r$, together with invertible matrices $P, Q \in \text{GL}_r(\mathbb{Z})$ such that $PMQ = S$, and draw the Cayley multidigraph indicated in Eq. (10), corresponding to the finite abelian group $\bigoplus_{i=1}^r \mathbb{Z}/\delta_i \mathbb{Z}$. After reinterpreting the labels accordingly, this is nothing else but the Stallings automaton $\Delta$ of $(\mathcal{H}_1 \cap \mathcal{H}_2)\pi$ as a subgroup of $\mathcal{H}_1\pi \cap \mathcal{H}_2\pi$ and w.r.t. the ambient free basis $\{w_1, \ldots, w_r\}$. This is the content of step (1).

Note that each generator $w_i$ corresponds to an edge $e_i$ in $\Gamma_1 \times \Gamma_2$ outside $T$ with a double label $t_2(e_i) = (a_i, b_i)$ and closing a $(e_1, e_2)$-walk $\gamma_{e_i}^T$ with label $w_i(t_1^{a_i} b_i)$, such that $w_i t_1^{a_i} \in \mathcal{H}_1$ and $w_i t_1^{b_i} \in \mathcal{H}_2$. After replacing every $w_i$-arc in $\Delta$ with the doubly enriched $X$-path $\gamma_{e_i}^T$, successively folding the resulting automaton, and finally taking the core, we obtain a reduced doubly-enriched $X$-automaton $\Delta'$ such that its free part recognizes $(\text{sk}(\Delta')) = (\mathcal{H}_1 \cap \mathcal{H}_2)\pi$, and when read w.r.t. the first (resp., second) abelian components recognizes a subgroup of $\mathcal{H}_1$ (resp., $\mathcal{H}_2$). Note that no closed foldings are involved, since $\text{rk}(\Delta) = \text{rk}(\mathcal{H}_1 \cap \mathcal{H}_2)\pi = \text{rk}(\Delta')$, so no vector gets added to the basepoint subgroups, which remain equal to $L_1$ and $L_2$. This is the content of steps (2) and (3).

According to Definition 4.9, step (4) consists of three parts. Firstly, normalize $\Delta'$ w.r.t. some chosen spanning tree $T$ (that is, use abelian transformations to concentrate the double abelian mass of $\Delta'$ into the heads of the edges outside $T$). Secondly, for every edge outside $T$, read the corresponding label $w t^{a \cdot b}$. By construction, $w t^{a \cdot b} \in \mathcal{H}_1$ and $w t^{b \cdot b} \in \mathcal{H}_2$, but also $w \in (\mathcal{H}_1 \cap \mathcal{H}_2)\pi$ and so, the coset intersection $(a + L_1) \cap (b + L_2)$ is non-empty; this means that $\Delta$ is equalizable. Compute $c \in (a + L_1) \cap (b + L_2)$ and replace in $\Delta'$ the double labeling $(a, b)$ with the genuine one $c \in \mathbb{Z}^m$. Finally, replace $(L_1, L_2)$ by $L_1 \cap L_2$ as basepoint subgroup, and call $\Gamma$ the final obtained automaton. This is the equalization process mentioned in step (4).

By construction, $\Gamma$ is an enriched, reduced, and $T$-normalized automaton such that $(\Gamma) \leq \mathcal{H}_1 \cap \mathcal{H}_2$ and $\langle \text{sk}(\Gamma) \rangle = (\mathcal{H}_1 \cap \mathcal{H}_2)\pi$. Moreover, given an element $u t^{d} \in \mathcal{H}_1 \cap \mathcal{H}_2$, $u \in (\mathcal{H}_1 \cap \mathcal{H}_2)\pi$ and so it is the free label of a $t$-walk in $\Gamma$. This walk reads an element $u t^{e} \in (\Gamma) \leq \mathcal{H}_1 \cap \mathcal{H}_2$; hence, $d - e \in (\mathcal{H}_1 \cap \mathcal{H}_2) \cap \mathbb{Z}^m = L_1 \cap L_2$, and so $u t^{d} \in (\Gamma)$ Therefore, $(\Gamma) = \mathcal{H}_1 \cap \mathcal{H}_2$ and $\Gamma$ is a Stallings automaton for $\mathcal{H}_1 \cap \mathcal{H}_2$.

Since finite Stallings automata provide computable bases for the subgroups they recognize, the above results immediately solve the SIP for free-times-abelian groups.

**Corollary 4.21.** The subgroup intersection problem SIP($\mathbb{F}_n \times \mathbb{Z}^m$) is solvable.

The computability part of the SIP problem refers to the case where the intersection $\mathcal{H}_1 \cap \mathcal{H}_2$ is finitely generated. We claim that, even when it is not, we can also “compute” a basis for $\mathcal{H}_1 \cap \mathcal{H}_2$. It is not clear whether the above proof given for the finitely generated case generalizes to a recursive construction since one would have to do a similar procedure with increasing finite pieces of the (now infinite) Cayley graph from Theorem 4.14, and then somehow control or bound the effect of the foldings coming from new additions onto the previously computed part. Instead, we present an alternative approach covering both the finite and the infinite cases, and providing the desired result. The new key concept needed is that of vertex expansion, which we present below.

**Definition 4.22.** Let $\Omega$ be a reduced doubly-enriched automaton normalized w.r.t. a spanning tree $T$, and let $B$ be the corresponding basis for $\langle \text{sk}(\Omega) \rangle$. Then, given a
B-automaton $\Delta$, we define the *vertex expansion* of $\Delta$ by $\Omega$ w.r.t. $T$ as the doubly-enriched automaton $\Delta[\Omega, T]$ obtained in the following way:

1. Replace every vertex $p$ in $\Delta$ by a copy $T(p)$ of the $X$-labeled tree $T$ (and denote by $\nu(p)$ the copy of the vertex $\nu \in VT$ in $T(p)$).
2. For $w \in B$, replace every $w$-arc $e \equiv p \xrightarrow{w} q$ in $\Delta$ by an arc $\nu(p) \rightarrow \tau(q)$ in $\Delta[\Omega, T]$, where $w$ is the label of the $T$-petal $\bullet \xrightarrow{T} t \rightarrow \tau \xrightarrow{T} \bullet$ in $\Omega$.
3. Label each new edge $\nu(p) \rightarrow \tau(q)$ by the full labeling $\xi(t \rightarrow \tau)$ from $\Omega$.
4. Declare $\ast(\ast)$ as basepoint, with attached basepoint subgroups $(L_1, L_2)$ as in $\Omega$.

**Remark 4.23.** There are natural correspondences between $\ast$-walks in $\Delta[\Omega, T]$ and $\ast$-walks in $\Delta$ and $\Omega$, which preserve free labels: first, note that any $\ast$-walk in $\Delta[\Omega, T]$ translates, verbatim, into a $\ast$-walk in $\Omega$ with the same enriched label. Second, note that $\Delta$ can be recovered from $\Delta[\Omega, T]$ by collapsing back every copy $T(p)$ to the vertex $p$ in $\Delta$. Hence, every $\ast$-walk in $\Delta[\Omega, T]$ projects to a $\ast$-walk in $\Delta$, and every $\ast$-walk in $\Delta$ elevates to a uniquely determined $\ast$-walk in $\Delta[\Omega, T]$. Moreover, it is clear that both transformations preserve labels as elements in $F_n \times \mathbb{Z}^{m+m}$.

**Proposition 4.24.** Let $\mathcal{H}_1, \mathcal{H}_2$ be finitely generated subgroups of $G$ with respective Stallings automata $\Gamma_1, \Gamma_2$. Let $\Omega$ be the core of $\Gamma_1 \times \Gamma_2$ normalized w.r.t. some spanning tree $T$, and let $\Delta = St((\mathcal{H}_1 \cap \mathcal{H}_2) \pi, B_T)$ (see Theorem 4.14). Then, the vertex expansion $\Delta[\Omega, T]$ is a doubly enriched, reduced, and equalizable automaton which, after equalization, constitutes a Stallings automaton for $\mathcal{H}_1 \cap \mathcal{H}_2$.

**Proof.** It is enough to see that $\Delta[\Omega, T]$ is deterministic, core, equalizable, and, furthermore, after equalization, it recognizes the intersection $\mathcal{H}_1 \cap \mathcal{H}_2$. The determinism of $\Delta[\Omega, T]$ is clear from the determinism of $\Delta$ and $\Omega$ (and hence of $T$). Second, it is easy to see that, since $\Omega$ is core and $\Delta$ is core and saturated, $\Delta[\Omega, T]$ is also core.

Now, let us see that $\Delta[\Omega, T]$ is equalizable. Let $\gamma$ be an arbitrary $\ast$-walk in $\Delta[\Omega, T]$ and consider its label $\xi(\gamma) = wt^{(a,b)}$. Note that, by construction, the projection of $\xi$ to $\Delta$ is a $\ast$-walk reading the same $w \in F_n$; therefore $w \in \langle \Delta \rangle = (\mathcal{H}_1 \cap \mathcal{H}_2) \pi$, and hence there exist $c \in \mathbb{Z}^m$ such that $wt^c \in \mathcal{H}_1 \cap \mathcal{H}_2$. On the other hand, $\gamma$ is verbatim a $\ast$-walk in $\Omega$ with exactly the same doubly-enriched label $wt^{(a,b)}$; hence, $wt^a \in \mathcal{H}_1$ and $wt^b \in \mathcal{H}_2$. Therefore, $c \in (a + L_1) \cap (b + L_2) \neq \emptyset$, and $\Delta[\Omega, T]$ is equalizable as claimed.

Finally, choose a spanning tree $T$, and ($T$-normalize and) equalize $\Delta[\Omega, T]$ w.r.t. it; denote $\Gamma$ the resulting enriched Stallings automaton (with basepoint subgroup $L_\Gamma = L_1 \cap L_2$). If $wt^c \in (\Gamma)$, then $wt^{(c, x)} \in (\Delta[\Omega, T])$ and, from the paragraph above, $wt^c \in \mathcal{H}_1 \cap \mathcal{H}_2$; hence, $(\Gamma) \subseteq \mathcal{H}_1 \cap \mathcal{H}_2$. Conversely, if $wt^d \in \mathcal{H}_1 \cap \mathcal{H}_2$ then $w \in (\mathcal{H}_1 \cap \mathcal{H}_2) \pi$ and so it is the free label of some $\ast$-walk $\gamma$ in $\mathcal{H}$; then, the label of $\gamma$ viewed as a $\ast$-walk in $\Gamma$ is $wt^c$, for some $c \in \mathbb{Z}^m$, that is, $wt^c \in \langle \Gamma \rangle \subseteq \mathcal{H}_1 \cap \mathcal{H}_2$. Therefore $d - c \in L_1 \cap L_2$ and so $wt^d \in (\Gamma)$. This shows that $(\Gamma) = \mathcal{H}_1 \cap \mathcal{H}_2$ and completes the proof.

Proposition 4.24 extends Theorem 4.20 by describing Stallings automata of general (not necessarily finitely generated) intersections. Below, we prove that this new approach can also be made algorithmic, *even when the intersection is not finitely generated.*

22
Remark 4.25. Note that if the ingredients \( \Delta, \Omega \) are finite, then the vertex expansion \( \Delta[\Omega, T] \) is also finite and algorithmically constructible. Furthermore, if \( \Omega \) (and so \( T \)) is finite and \( \Delta \) is recursively constructible then the vertex expansion \( \Delta[\Omega, T] \) is also recursively constructible.

**Theorem 4.26.** There exists an algorithm that, given finite subsets \( S_1, S_2 \subseteq F_n \times \mathbb{Z}^m \), recursively constructs a Stallings automaton for the intersection \( \langle S_1 \rangle \cap \langle S_2 \rangle \).

**Proof.** Compute (finite) Stallings automata \( \Gamma_i \) for \( \mathcal{H}_i = \langle S_i \rangle \), \( i = 1, 2 \), and use linear algebra to compute the intersection \( L_1 \cap L_2 = \mathcal{H}_1 \cap \mathcal{H}_2 \cap \mathbb{Z}^m \) of the respective basepoint subgroups (to obtain the basepoint subgroup of the desired automaton \( \Gamma \)).

To recursively construct the body of \( \Gamma \), start computing the core \( \Omega \) of the (finite, doubly-enriched) product \( \Gamma_1 \times \Gamma_2 \) normalized w.r.t. a chosen spanning tree \( T \), and the corresponding free basis \( B_T = \{ w_1, \ldots, w_r \} \) for \( (\sk(\Gamma_1) \times \sk(\Gamma_2)) = \mathcal{H}_1 \pi \cap \mathcal{H}_2 \pi \).

Once we have a free basis for \( \mathcal{H}_1 \pi \cap \mathcal{H}_2 \pi \) we can compute the parameters \( \delta_1, \ldots, \delta_r \) and the multiset \( \| e_i Q \|_1 \) from Theorem 4.14. Let \( \Delta = \text{Cay}(\bigoplus_{i=1}^r \mathbb{Z}/\delta_i \mathbb{Z}, \| e_i Q \|_1) \), which may be infinite (if and only if \( \delta_r = 0 \) but is always recursively constructible. Indeed, (for \( n = 0 \)) let \( \Delta_0 \) be the subautomaton induced by the basepoint of \( \Delta \) (which may include loops), and for \( n = 1, 2, \ldots \) construct the \( n \)-th ball \( \Delta_n \) by adding to \( \Delta_{n-1} \) the (finitely many) vertices at distance \( n \) from \( * \), and (by inspection) all the arcs in \( \Delta \) within \( \Delta_n \). (For later use, note that all the arcs added in this step have one end at distance \( n \) and the other at distance either \( n \) or \( n - 1 \) from \( * \); so any \( * \)-walk created during this step must have length at least \( 2n \).)

Hereinafter, we reinterpret \( \Delta = \text{St}((\mathcal{H}_1 \cap \mathcal{H}_2) \pi, B_T) \) using the explicit bijection between the multiset \( \| e_i Q \|_1 \) and the free basis \( B_T \) given in the proof of Theorem 4.14.

From Remark 4.25, \( \Delta[\Omega, T] \) is also recursively constructible. In fact, since \( \Delta_{n-1} \) is a full subautomaton of \( \Delta_n \), then \( \Delta_{n-1}[\Omega, T] \) is also a full subautomaton of \( \Delta_n[\Omega, T] \), which is computable by just exploding to \( T \) the new vertices, and adding arcs accordingly. Note that every \( \Delta_n[\Omega, T] \) is a full subautomaton of the equalizable automaton \( \Delta[\Omega, T] \), and therefore it is equalizable as well.

Finally, we extend the procedure to output a sequence \( \Gamma_0, \Gamma_1, \Gamma_2, \ldots \) recursively constructing a Stallings automaton \( \Gamma \) for the intersection \( \mathcal{H}_1 \cap \mathcal{H}_2 \); namely, \( \Delta[\Omega, T] \) equalized w.r.t. to some (possibly infinite) spanning tree \( T \): at step \( n = 0 \) declare \( T_0 := T \) to be the spanning tree for \( \Delta_0[\Omega, T] \), and equalize w.r.t. to it (see Proposition 4.24) to obtain \( \Gamma_0 \); at step \( n \) construct \( \Delta_n[\Omega, T] \) from \( \Delta_{n-1}[\Omega, T] \), enlarge \( T_{n-1} \) to a spanning tree \( T_n \) of \( \Delta_n[\Omega, T] \), and equalize the new arcs to obtain \( \Gamma_n \). If we call \( T \) the direct limit of \( \{ T_n : n \in \mathbb{N} \} \), then it is straightforward to see that \( T \) is a spanning tree for \( \Gamma \), and that \( \Gamma_0, \Gamma_1, \Gamma_2, \ldots \) is a strictly increasing sequence of full subautomata of \( \Gamma \) whose direct limit is \( \Gamma \). The claimed result follows.

Note that this last result immediately provides a recursive enumeration of a basis for the intersection \( \mathcal{H}_1 \cap \mathcal{H}_2 \). Furthermore, since the enumeration can be made in increasing order (e.g. w.r.t. the word length of the free parts), it turns out that we can obtain a recursive basis.
Corollary 4.27. Let $\mathcal{H}_1, \mathcal{H}_2$ be two finitely generated subgroups of $F_n \times \mathbb{Z}^m$ given by finite sets of generators. Then $\mathcal{H}_1 \cap \mathcal{H}_2$ has a recursive basis, which can be effectively computed.

Proof. Let $\Gamma$ be the Stallings automaton for $\mathcal{H}_1 \cap \mathcal{H}_2$ recursively described in the proof of Theorem 4.26. Since the basis for the abelian part is always finite, it is enough to see that a recursive basis $\mathcal{B}_\mathcal{H}$ (of the free part of the intersection described by the body of $\Gamma$) can be obtained. Following the notation in the previous proof, let $\mathcal{B}_n$ denote the enriched $T_n$-basis of $\mathcal{H}_n$ (which is obviously computable since $\Gamma_n$ is finite). Then, it is clear that the increasing sequence $\mathcal{B}_0, \mathcal{B}_1, \mathcal{B}_2, \ldots$ entails a recursive enumeration of the $T$-basis $\mathcal{B}_\mathcal{H} = \bigcup_{n \in \mathbb{N}} \mathcal{B}_n$. Finally, note that every $*$-walk in $\Delta$ passing through an arc outside $\Delta_{n-1}$ has length at least $2n$. Since vertex expansions do not decrease the length of petals, the same is true (after expanding) for the $\mathcal{T}$-petals of $\Gamma$ not included in $\Gamma_{n-1}$. Therefore, the free parts of the elements in $\mathcal{B}_\mathcal{H} \setminus \mathcal{B}_{n-1}$ are all of length at least $2n$. Now the decision of membership for $\mathcal{B}_\mathcal{H}$ is straightforward: given a candidate element $ut^k \in G$ with $\lambda = |u|$, it is enough to check whether it belongs to the finite portion $\mathcal{B}(\lfloor (\lambda - 1)/2 \rfloor)$ of $\mathcal{B}_\mathcal{H}$; if so, answer \textsc{yes}, and otherwise answer \textsc{no} (since the rest of elements in $\mathcal{B}_\mathcal{H}$ have length at least $2([\lfloor (\lambda - 1)/2 \rfloor + 1] > \lambda$). Hence, $\mathcal{B}_\mathcal{H}$ is recursive, and the proof is complete. \hfill $\square$

5 Applications to the index of subgroups

For a general group $G$ and a subgroup $H \leq G = \langle X \rangle$, the Schreier graph $\text{Sch}(H, X)$ has as vertices the set of (right) cosets of $G$ modulo $H$; so, knowing $\text{Sch}(H, X)$ we can determine a set of coset representatives for $H \leq G$, and decide if the subgroup has finite or infinite index. This is the case in the free group: for a finitely generated subgroup $H \leq F_X$, one can compute $\text{St}(H, X) = \text{core}(\text{Sch}(H, X))$ and decide whether $H$ is of finite index by checking whether $\text{St}(H, X)$ is saturated (i.e., every vertex is the origin of an $x$-arc, for every $x \in X^\pm$); in this case $H$ is of finite index and the labels of selected paths from the basepoint $*$ to each vertex $x$ in $\text{St}(H, X)$ (for example, through a chosen spanning tree $T$) form a finite transversal; otherwise, $H$ is of infinite index and we can recursively enumerate a transversal by constructing and reading bigger and bigger portions of all the hanging trees in $\text{Sch}(H, X)$ going out of $\text{St}(H, X)$. Furthermore, since this enumeration can be made in increasing order of the length of the elements, the obtained transversal is a recursive subset of $F_X = F_n$.

We aim to use our enriched Stallings machinery to understand the index of a subgroup $\mathcal{H} \leq G$ given by a basis $\{u_1t^{a_1}, \ldots, u_pt^{a_p}, t^{b_1}, \ldots, t^{b_q}\}$, where $\{b_1, \ldots, b_q\} = L_\mathcal{H} = \mathcal{H} \cap \mathbb{Z}^m$.

Applying well-known general properties of the index of intersections and direct products we have:

$$\max \{ |F_n : \mathcal{H} \cap F_n|, |\mathbb{Z}^m : L_\mathcal{H}| \} \leq |G : \mathcal{H}| \leq |F_n : \mathcal{H} \cap F_n| : |\mathbb{Z}^m : L_\mathcal{H}|. \quad (19)$$

Since $|F_n : \mathcal{H} \cap F_n| = |F_n : \mathcal{H} \pi| \cdot |\mathcal{H} \pi : \mathcal{H} \cap F_n|$, the index $|G : \mathcal{H}|$ is finite if and only if all three indices $|F_n : \mathcal{H} \pi|$, $|\mathcal{H} \pi : \mathcal{H} \cap F_n|$ and $|\mathbb{Z}^m : L_\mathcal{H}|$ are finite. Furthermore, the index $|\mathcal{H} \pi : \mathcal{H} \cap F_n|$ is the number of vertices in $\text{Sch}([\mathcal{H} \cap F_n], B)$, where $B$ is a basis of $\mathcal{H} \pi = \mathcal{H} \pi \cap F_n$. Taking $\mathcal{H}_1 = \mathcal{H}$ and $\mathcal{H}_2 = F_n$ in Figure 8 we have $r = p$, $B_1 = I$, $A_1$ has $a_i$ as its $i$-th row ($i = 1, \ldots, p$), and $A_2 = 0$; hence, $D = A_1$, and from (8), $|\mathcal{H} \pi : \mathcal{H} \cap F_n| = |\mathbb{Z}^m : (L_\mathcal{H} A_1^{-1})| \leq |\mathbb{Z}^m : L_\mathcal{H}|$. In particular, if $|\mathbb{Z}^m : L_\mathcal{H}| < \infty$, then $|\mathcal{H} \pi : \mathcal{H} \cap F_n| < \infty$ and therefore

$$|G : \mathcal{H}| < \infty \iff |F_n : \mathcal{H} \pi| < \infty \text{ and } |\mathbb{Z}^m : L_\mathcal{H}| < \infty.$$
Furthermore, the fact that the quotient $\mathcal{H}/(\mathcal{H} \cap F_n)$ does not contribute to the finiteness of the index $|G: \mathcal{H}|$ suggests the possibility that it might indeed not contribute to the index at all, which turns out to be true and straightforward to prove.

**Proposition 5.1.** Let $\mathcal{H}$ be a subgroup of $G$, let $\{v_i\}_{i \in I}$ be a right transversal for $\mathcal{H}\pi$ in $F_n$, and let $\{c_j\}_{j \in J}$ be a transversal for $L_{\mathcal{H}} = \mathcal{H} \cap \mathbb{Z}^m$ in $\mathbb{Z}^m$. Then, $\{v_it^j : i \in I, j \in J\}$ is a right transversal for $\mathcal{H}$ in $G$. Hence, $|G : \mathcal{H}| = |F_n : \mathcal{H}\pi| \cdot |\mathbb{Z}^m : L_{\mathcal{H}}|$; in particular, the index $|G : \mathcal{H}|$ is finite if and only if both $|F_n : \mathcal{H}\pi|$ and $|\mathbb{Z}^m : L_{\mathcal{H}}|$ are finite.

**Proof.** Let $F_n = \bigcup_{i \in I} (\mathcal{H}\pi)v_i$ and $\mathbb{Z}^m = \bigcup_{j \in J} (L_{\mathcal{H}} + c_j)$. We first claim that the elements in $\{v_it^j : i \in I, j \in J\}$ are all different from each other modulo $\mathcal{H}$. Indeed, if $\mathcal{H}(v_it^j) = \mathcal{H}(v_{i'}t^{j'})$ then, projecting to $F_n$, $(\mathcal{H}\pi)v_i = (\mathcal{H}\pi)v_{i'}$ and $i = i'$. Hence, $\mathcal{H}(t^j) = \mathcal{H}(t^{j'})$. Now, intersecting with $\mathbb{Z}^m$, we obtain $L_{\mathcal{H}} + c_j = L_{\mathcal{H}} + c_{j'}$ and so $j = j'$. On the other hand, we claim that $\bigcup_{i \in I} \bigcup_{j \in J} \mathcal{H}v_it^j = F_n \times \mathbb{Z}^m$. In fact, for an arbitrary element $wt^a \in F_n \times \mathbb{Z}^m$, we have $w = uv_i$ for some $i \in I$ and $u \in \mathcal{H}\pi$; choose $b \in \mathbb{Z}^m$ so that $ut^b \in \mathcal{H}$ and write $a - b = l + c_j$ for some $j \in J$ and $l \in L_{\mathcal{H}}$; then, $wt^a = uv_it^a = (ut^b \cdot l^j) \cdot v_it^j \in \mathcal{H}v_it^j$. This completes the proof.

So, a system of coset representatives (and hence the index) of a subgroup $\mathcal{H} \leq G$ is transparently encoded in any enriched Stallings automaton $\Gamma$ for $\mathcal{H}$. In particular, $\mathcal{H}$ is of finite index in $G$ if and only if the basepoint subgroup of $\Gamma$ is of finite index in $\mathbb{Z}^m$ and $sk(\Gamma)$ is saturated. Moreover, since Stallings automata for finitely generated subgroups are computable (Theorem 4.20), all this information is available algorithmically, and one can effectively decide whether the index $|G : \mathcal{H}|$ is finite.

Furthermore, when the index is infinite (and $\mathcal{H}$ is finitely generated), a transversal for $L_{\mathcal{H}}$ in $\mathbb{Z}^m$ is recursively enumerable using basic linear algebra techniques, and a transversal for $\mathcal{H}\pi$ in $F_n$ is also recursively enumerable (by reading first the finite core $sk(\Gamma)$ and then bigger and bigger portions of all the hanging trees in the Schreier graph $Sch(\mathcal{H}\pi, X)$ going out of $sk(\Gamma)$). According to Proposition 5.1, combining these two recursive enumerations we can recursively enumerate a transversal for $\mathcal{H}$. Moreover, since these two recursive enumerations can be done in increasing order (say, of the sum of absolute values of the coordinates, and of the word length, respectively) the obtained transversal is indeed recursive. The last claims are summarized below.

**Proposition 5.2.** Let $\mathcal{H} \leq G$ be a finitely generated subgroup given by a finite set of generators. Then, (i) there is an algorithm to decide whether $\mathcal{H}$ is of finite index and, in the affirmative case, compute the index and a transversal for $\mathcal{H}$ (i.e., $FIP(G)$ is solvable); and (ii) $\mathcal{H}$ has a recursive transversal, which can be effectively computed.

**Remark 5.3.** Note that our geometric argument improves the proof for $FIP(G)$ given in [9] by removing all the possible redundancy in the coset description, making unnecessary the (computationally expensive) cleaning procedure used there.

One last straightforward application of Proposition 5.1 is the extension of M. Hall’s Theorem (see [17]) to the free-times-abelian context. A subgroup $\mathcal{H}$ of a free-times-abelian group $G$ is called a factor (of $G$) if some (and hence, every) basis of $\mathcal{H}$ can be
extended to a basis of $G$ (which is equivalent to saying that $H\pi$ is a free factor of the free part of $G$, and $L_{H\pi}$ is a direct summand of the abelian part of $G$); see [32].

**Proposition 5.4.** Every finitely generated subgroup $H \leq F_n \times \mathbb{Z}^m$ is a factor of a finite index subgroup $K \leq F_n \times \mathbb{Z}^m$.

**Proof.** Let $\Gamma$ be a Stallings graph for $H$. Add the necessary $x$-arcs, $x \in X$ (with zero abelian labels) in order to obtain a saturated automaton, and complement the basepoint subgroup $L_{H\pi}$ to a finite index subgroup $L \leq \mathbb{Z}^m$, i.e., $L_{H\pi} \leq L \leq \mathbb{Z}^m$. By Proposition 5.1, the enriched automaton $\Gamma'$ obtained in this way corresponds to a subgroup $K = \langle \Gamma' \rangle$ of finite index in $F_n \times \mathbb{Z}^m$ and, by construction, $H$ is a factor of $K$. \hfill $\square$

### 6 Examples

In this section we use enriched automata to study a couple of examples showing relevant situations that can occur when intersecting two finitely generated subgroups of $F_n \times \mathbb{Z}^m$. Recall that in the graphical representation we shall omit all the trivial abelian labels, including the basepoint subgroup.

#### 6.1 Moldavanski’s example

Let $H_1 = \langle x, y \rangle$ and $H_2 = \langle x, y \rangle$ be subgroups of the group $F_2 \times \mathbb{Z} = \langle x, y \mid \cdot \rangle \times \langle t \mid \cdot \rangle$. Then, $L_1 = H_1 \cap \mathbb{Z} = L_2 = H_2 \cap \mathbb{Z} = L_1 + L_2 = \{0\}$, and respective enriched Stallings automata for $H_1$ and $H_2$ are:

$$\text{St}(H_1, \{x, y\}) \equiv \begin{array}{c} \text{x} \\
\infty \end{array} \quad \text{and} \quad \text{St}(H_2, \{x, y\}) \equiv \begin{array}{c} \text{y} \\
\infty \end{array}$$

and therefore,

$$\text{St}(H_1, \{x, y\}) \times \text{St}(H_2, \{x, y\}) \equiv \begin{array}{c} (1, 0) \\
\infty \end{array}$$

Note that the basis $\{w_1, w_2\}$ obtained for $H_1\pi \cap H_2\pi$ is exactly the same as the original basis for $H_1\pi$ and for $H_2\pi$, namely $w_1 = x$ and $w_2 = y$. According to our scheme, $D = B_1A_1 - B_2A_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} - \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, and the matrix $M = \begin{pmatrix} 0 & 1 \end{pmatrix}$ has as row a basis for $(L_1 + L_2)D^{-1} = \ker D$. Hence, the Smith normal form of $M$ is $S = PMQ = \begin{pmatrix} 1 & 0 \end{pmatrix}$, with $P = \begin{pmatrix} 1 \end{pmatrix}$, and $Q = \begin{pmatrix} 0 & 1 \end{pmatrix}$. Therefore, $d_1 = 1$, $d_2 = 0$, and applying Theorem 4.14 we have that

$$\text{St}(H_1\cap H_2, \{w_1, w_2\}) \cong \text{Cay}(\mathbb{Z}/\mathbb{Z} \oplus \mathbb{Z}/0\mathbb{Z}, \{(0, 1), (1, 0)\}) \cong \text{Cay}(\mathbb{Z}, \{1, 0\}),$$

![Graphical representation of enriched Stallings automata for $H_1$ and $H_2$.](image-url)
Since the obtained abelian group $\mathbb{Z}$ is infinite, the intersection $\mathcal{H}_1 \cap \mathcal{H}_2$ is not finitely generated. Now, replace the arcs labeled by $w_1, w_2$ by the corresponding enriched paths reading $xt$ and $y$ and note that there are no foldings available. Finally, (normalize and) equalize w.r.t. the only possible spanning tree $T$ (consisting of the $x$-labeled (red) arcs in Figure 10) to obtain a Stallings automaton for $\mathcal{H}_1 \cap \mathcal{H}_2$.

![Figure 10: Stallings automaton for $\langle xt, y \rangle \cap \langle x, y \rangle$](image)

Therefore $\mathcal{H}_1 \cap \mathcal{H}_2$ is not finitely generated, and $\mathcal{B}_T = \{ x^iyx^{-1} : i \in \mathbb{Z} \}$ is a basis for $\mathcal{H}_1 \cap \mathcal{H}_2 = \langle \langle y \rangle \rangle$.

### 6.2 Parameterized example

Consider the subgroups $\mathcal{H}_1 = \langle x^3ta, ytx^b, y^3xy^{-2}t^c, tL_1 \rangle$, and $\mathcal{H}_2 = \langle x^2td, yxy^{-1}, tL_2 \rangle$ of the direct product $\mathbb{F}_2 \times \mathbb{Z}^2$, where $a, b, c, d \in \mathbb{Z}^2$, and $L_1, L_2$ are subgroups of $\mathbb{Z}^2$.

According to our previous discussion, in order to compute (a Stallings automaton for) the intersection $\mathcal{H}_1 \cap \mathcal{H}_2$ we first compute respective Stallings automata $\Gamma_1, \Gamma_2$ for $\mathcal{H}_1$ and $\mathcal{H}_2$, and then build its product $\Gamma_1 \times \Gamma_2$; see Figure 11.

![Figure 11: Product $\Gamma_1 \times \Gamma_2$ of the Stallings automata $\Gamma_1, \Gamma_2$ for $\mathcal{H}_1$ and $\mathcal{H}_2$](image)

Note that the product $\Gamma_1 \times \Gamma_2$ is disconnected and has a hanging tree not containing the basepoint. After removal, we obtain the core of the doubly-enriched product which can be normalized as follows (the arcs outside the chosen spanning tree are drawn with thicker lines):
Remark 6.1. The basis element \( y^3 xy^{-2} t \in H_1 \) does not contribute to the core of the product \( \Gamma_1 \times \Gamma_2 \). In a similar vein, the abelian labels \( b, c \) no longer appear in the normalized product core (Figure 12) and will not play any role in the intersection \( H_1 \cap H_2 \).

So, we obtain a basis \( \{ w_1, w_2 \} \) for \( H_1 \pi \cap H_2 \pi \), where
\[
\begin{align*}
w_1 &= x^6, \\
w_2 &= yx^3 y^{-1}.
\end{align*}
\]

Let us now study the intersection \( H_1 \cap H_2 \) in light of Theorems 4.14 and 4.20. According to the notation summarized in Figure 8, we have
\[
\begin{align*}
A_1 &= \left( \begin{array}{cc} a & b \\ c & d \end{array} \right), \\
A_2 &= \left( \begin{array}{cc} d & 0 \\ 0 & b \end{array} \right), \\
B_1 &= \left( \begin{array}{ccc} 2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right), \\
B_2 &= \left( \begin{array}{cc} 3 & 0 \\ 0 & 3 \end{array} \right), \\
D &= \left( \begin{array}{cc} 3 & 0 \\ 0 & 3 \end{array} \right).
\end{align*}
\]

and
\[
D = \left( \begin{array}{cc} 3 & 0 \\ 0 & 3 \end{array} \right).
\]

We shall distinguish different cases depending on the values of the parameters \( a, d \in \mathbb{Z}^2 \), and the subgroups \( L_1, L_2 \leq \mathbb{Z}^2 \).

**Case 1.** Let \( a = (1, 0), \ d = (0, 1) \in \mathbb{Z}^2 \), and \( L_1 = \langle (0, 6) \rangle, \ L_2 = \langle (3, -3) \rangle \leq \mathbb{Z}^2 \).

Then, \( L_1 + L_2 = \langle (0, 6), (3, -3) \rangle, \ L_1 \cap L_2 = \langle (0, 0) \rangle \), and \( D = \left( \begin{array}{cc} 3 & 0 \\ 0 & 3 \end{array} \right) \). Hence, the subgroup \( M = (L_1 + L_2)D^{-1} \) is generated by the rows of the matrix \( M = \left( \begin{array}{cc} -2 & 4 \\ 1 & 1 \end{array} \right) \) which, in turn, admits the Smith normal form decomposition \( PMQ = S \), where \( P = \left( \begin{array}{cc} 0 & 1 \\ 1 & 2 \end{array} \right), \ Q = \left( \begin{array}{cc} 1 & -1 \\ 0 & 1 \end{array} \right) \), and \( S = \left( \begin{array}{cc} 1 & 0 \\ 0 & 3 \end{array} \right) \). Therefore, according to Theorem 4.14, we obtain:

\[
\text{St} \left( (H_1 \cap H_2) \pi, \langle w_1, w_2 \rangle \right) \simeq \text{Cay} \left( \mathbb{Z}/\mathbb{Z} \oplus \mathbb{Z}/6\mathbb{Z}, \langle (1, -1), (0, 1) \rangle \right) \simeq \text{Cay} \left( \mathbb{Z}/6\mathbb{Z}, \langle -1, 1 \rangle \right).
\]

Denoting by a violet (resp., green) arc the action of the element \(-1\) (resp., \(1\)), we obtain:

**Figure 13:** Stallings automaton corresponding to \( \text{Cay} \left( \mathbb{Z}/6\mathbb{Z}, \langle -1, 1 \rangle \right) \).
Figure 14: Normalized expanded product for $\mathcal{H}_1 \cap \mathcal{H}_2$

We know by construction (see Theorem 4.14) that the automaton in Figure 14 must be equalizable; that is, the doubly enriched label $(a, b)$ of any $T$-arc satisfies $(a + L_1) \cap (b + L_2) \neq \emptyset$. After replacing each label $(a, b)$ with some $c \in (a + L_1) \cap (b + L_2)$, and replacing $(L_1, L_2)$ with $L_1 \cap L_2 = \{(0, 0)\}$ as the subgroup basepoint, we obtain a Stallings automaton for the intersection $\mathcal{H}_1 \cap \mathcal{H}_2$:

Figure 15: Stallings automaton for $\mathcal{H}_1 \cap \mathcal{H}_2$ (Case 1)

This provides the basis $\{yx^3y^{-1}x^6t^{(3,0)}, yx^6y^{-1}x^6yx^{-3}y^{-1}t^{(3,0)}, yx^9y^{-1}x^6yx^{-6}y^{-1}t^{(3,0)}, yx^{12}y^{-1}x^6yx^{-9}y^{-1}t^{(3,0)}, yx^{15}y^{-1}x^6yx^{-12}y^{-1}t^{(3,0)}, yx^{18}y^{-1}t^{(6,-6)}, x^6yx^{-15}y^{-1}t^{(-3,6)}\}$ for the intersection $\mathcal{H}_1 \cap \mathcal{H}_2$.

**Case 2.** Let $a = (3, 3)$, $d = (2, 2) \in \mathbb{Z}^2$, and $L_1 = \langle (1, 2) \rangle$, $L_2 = \langle (0, 0) \rangle \leq \mathbb{Z}^2$.

Then, $L_1 + L_2 = \langle (1, 2) \rangle$, $L_1 \cap L_2 = \{(0, 0)\}$, $D = \begin{pmatrix} 0 & 0 \\ 3 & 3 \end{pmatrix}$, and $M$ is generated by the row of the matrix $M = (1 \ 0 \ 0)$, which is already in Smith normal form; hence, $P = (1)$, $Q = \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix}$, and $S = (1 \ 0)$. According to Theorem 4.14, $\text{St}((\mathcal{H}_1 \cap \mathcal{H}_2)\pi, \{w_1, w_2\}) \simeq \text{Cay}(\mathbb{Z}/\mathbb{Z} \oplus \mathbb{Z}/0\mathbb{Z}, \{(1, 0), (0, 1)\}) \simeq \text{Cay}(\mathbb{Z}, \{0, 1\})$, which takes the form:
Figure 16: Stallings automaton corresponding to $\text{Cay}(\mathbb{Z},(0,1))$

Since $\mathbb{Z}$ is infinite, in Case 2 the intersection $\mathcal{H}_1 \cap \mathcal{H}_2$ has infinite rank. After replacing the arcs reading $w_1$ and $w_2$ with the enriched paths reading $x^6t^{(6,6)},(6,6)$ and $yx^3y^{-1}t^{(3,3)},(0,0)$, folding, normalizing (w.r.t. the spanning tree having as cyclomatic arcs the thicker ones), and equalizing, we obtain a Stallings automaton for $\mathcal{H}_1 \cap \mathcal{H}_2$:

Figure 17: Stallings automaton for $\mathcal{H}_1 \cap \mathcal{H}_2$ (Case 2)

The corresponding (infinite) basis for $\mathcal{H}_1 \cap \mathcal{H}_2$ is $\{yx^3y^{-1}x^6yx^{-3}y^{-1}t^{(6,6)} : k \in \mathbb{Z}\}$.

**Case 3.** Let $a = (3,3)$, $d = (2,2) \in \mathbb{Z}^2$, and $L_1 = \langle (2,2) \rangle$, $L_2 = \langle (0,0) \rangle \leq \mathbb{Z}^2$.

In this case, $D = \begin{pmatrix} 0 & 0 \\ \frac{3}{2} & 0 \end{pmatrix}$, $M = \begin{pmatrix} 1 & 0 \\ 0 & 2 \end{pmatrix}$, $P = Q = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$, and $S = \begin{pmatrix} 1 & 0 \\ 1 & 2 \end{pmatrix}$. Therefore, $\text{St}(\mathcal{H}_1 \cap \mathcal{H}_2) \pi, (w_1, w_2) \simeq \text{Cay}(\mathbb{Z}/\mathbb{Z} \oplus \mathbb{Z}/\mathbb{Z}, ((1,0),(0,1))) \simeq \text{Cay}(\mathbb{Z}/2\mathbb{Z}, (0,1))$, which takes the form:

Figure 18: Stallings automaton corresponding to $\text{Cay}(\mathbb{Z}/2\mathbb{Z}, (0,1))$

After replacing the arcs reading $w_1$ and $w_2$ with the enriched paths reading $x^6t^{(6,6)},(6,6)$ and $yx^3y^{-1}t^{(3,3)},(0,0)$, folding, normalizing (w.r.t. the spanning tree having as cyclomatic arcs the thicker ones), and equalizing, we obtain the Stallings automaton:

Figure 19: Stallings automaton for $\mathcal{H}_1 \cap \mathcal{H}_2$ (Case 3)

This provides the basis $\{x^6t^{(6,6)}, yx^6y^{-1}, yx^3y^{-1}x^6yx^{-3}y^{-1}t^{(6,6)}\}$ for $\mathcal{H}_1 \cap \mathcal{H}_2$. 
Case 4. Let $a = (3, 3)$, $d = (2, 2) \in \mathbb{Z}^2$, and $L_1 = \langle (1, 1) \rangle$, $L_2 = \langle (0, 0) \rangle \leq \mathbb{Z}^2$.

In this case, $D = \begin{pmatrix} 0 & 0 \\ 3 & 3 \end{pmatrix}$, and $M = P = Q = S = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$. Therefore,

$$\text{St}((H_1 \cap H_2)\pi, \{w_1, w_2\}) \simeq \text{Cay}(\mathbb{Z}/\mathbb{Z} \oplus \mathbb{Z}/\mathbb{Z}, \{(1, 0), (0, 1)\}) \simeq \text{Cay}(\{0\}, \{0, 0\})$$

which takes the form:

![Figure 20: Stallings automaton corresponding to Cay(\{0\}, \{0, 0\})](image)

Recall that we are using Cayley multidigraphs. Hence, esoteric objects like $\text{Cay}(\{0\}, \{0, 0\})$ (the Cayley multidigraph of the trivial group w.r.t. the trivial generator considered twice) may appear from our construction.

After replacing the arcs reading $w_1$ and $w_2$ with the enriched paths reading $\chi^6 t^{(6,6)}, (6,6)$ and $yx^3y^{-1} t^{(3,3)}, (0,0)$, folding, normalizing (w.r.t. the spanning tree having as cyclomatic arcs the thicker ones), and equalizing, we obtain the Stallings automaton:

![Figure 21: Stallings automaton for $H_1 \cap H_2$ (Case 4)](image)

This provides the basis $\{ \chi^6 t^{(6,6)}, yx^3y^{-1} \}$ for $H_1 \cap H_2$.

Remark 6.2. Comparing the Cases 2, 3 and 4, we see that a slight change in one of the abelian parts can seriously affect the behavior of the intersection.

Case 5. Let $a = (6, 6)$, $d = (4, 4)$, and $L_1 = \langle (6p, 6p) \rangle$ ($0 \neq p \in \mathbb{Z}$), $L_2 = \langle (0, 0) \rangle \leq \mathbb{Z}^2$.

In this case, $D = \begin{pmatrix} 0 & 0 \\ 6 & 6 \end{pmatrix}$, $M = P = Q = S = \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix}$. Therefore,

$$\text{St}((H_1 \cap H_2)\pi, \{w_1, w_2\}) \simeq \text{Cay}(\mathbb{Z}/\mathbb{Z} \oplus \mathbb{Z}/p\mathbb{Z}, \{(1, 0), (0, 1)\}) \simeq \text{Cay}(\mathbb{Z}/p\mathbb{Z}, \{0, 1\})$$

![Figure 22: Stallings automaton corresponding to Cay($\mathbb{Z}/p\mathbb{Z}, \{0, 1\}$)](image)
After replacing the arcs reading $w_1$ and $w_2$ with the appropriate enriched paths, folding, normalizing (w.r.t. the spanning tree having as cyclomatic arcs the thicker ones), and equalizing, we obtain the Stallings automaton:

![Stallings automaton](image)

This provides the basis \( \{yx^p y^{-1}\} \cup \{yx^{3k} y^{-1} x^6 y x^{-3k} y^{-1} t^{(12,12)} : k \in [0,p−1] \} \) for \( \mathcal{H}_1 \cap \mathcal{H}_2 \).

**Remark 6.3.** Case 5 above points out the following interesting consequence: not only the intersection of two finitely generated subgroups \( \mathcal{H}_1, \mathcal{H}_2 \leq G \) can be of infinite rank, but even when it is finitely generated, one can no longer bound the rank of \( \mathcal{H}_1 \cap \mathcal{H}_2 \) in terms of the ranks of the intersecting subgroups. This fact is relevant because it denies any possible extension of the recently proved Hanna Neumann conjecture to groups containing \( F_2 \times \mathbb{Z} \).

Indeed, \( \mathcal{H}_1 = \langle x t^{(6,6)}, y, y x^3 y^{-2}, t^{(6p,6p)} \rangle \) and \( \mathcal{H}_2 = \langle x^2 t^{(4,4)}, y x y^{-1} \rangle \) are subgroups of \( F_2 \times \langle (1,1) \rangle \leq F_2 \times \mathbb{Z}^2 \) of ranks 4 and 2 respectively (independently from \( p \)), whereas the intersection \( \mathcal{H}_1 \cap \mathcal{H}_2 \) has rank \( p + 1 \). Moreover, note that by Remark 6.1 we can remove \( y^3 x y^{-2} \) from \( \mathcal{H}_1 \) without affecting the intersection; this way we obtain two subgroups of \( F_2 \times \mathbb{Z} \) of ranks 3 and 2 whose intersection has rank \( p + 1 \).

Note that this is the minimum possible sum of ranks for such an example: if one of the intersecting subgroups has rank 1, then the intersection must be cyclic; if one of the intersecting subgroups is abelian then the intersection has rank at most 2. It only remains to consider the case of two subgroups of rank 2 with trivial abelian part. But then, by Remark 4.19, \( \mathcal{H}_1 \cap \mathcal{H}_2 \) is either non finitely generated or \( (\mathcal{H}_1 \cap \mathcal{H}_2) \pi = \mathcal{H}_1 \pi \cap \mathcal{H}_2 \pi \), and hence has rank bounded by \( 1(2−1)(2−1) + 1 = 2 \). So, the minimum possible ranks of subgroups \( \mathcal{H}_1, \mathcal{H}_2 \leq F_2 \times \mathbb{Z} \) with intersection of arbitrarily large finite rank are 3 and 2, as claimed.
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