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Abstract
With noisy intermediate scale quantum computers (NISQ) becoming larger in scale and more reliable, quantum circuits are growing in size and complexity. In order to face the challenge of achieving optimal circuits, design automation approaches for improving and mapping quantum circuits on different architectures have been proposed, each one characterized by a specific optimization strategy. In this article, the use of a template-based approach for quantum circuits optimization purposes is explored, and the proposal of a modular compilation toolchain, which supports three quantum technologies (nuclear magnetic resonance, trapped ions and superconducting qubits), is presented. The toolchain tackles the task of implementing logic synthesis for single-qubit and multi-qubit gates in the compilation process and it is structured with multiple steps and modular libraries. The toolchain was tested through a benchmarking procedure, and the results for a subset of complex quantum circuits as inputs are here reported, alongside a comparison with those provided by the compilers of IBM’s Qiskit and Cambridge Quantum Computing’s |ket⟩. The current toolchain prototype was crafted to be an easily expandable and reliable core for future developments,
which could lead it to support even more quantum technologies and a fully fledged layout synthesis. Nonetheless, the obtained results are quite encouraging, and they prove that in certain conditions the Toolchain can be competitive in quantum circuits optimization, especially when dealing with single-qubit gates.
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## 1 Introduction

In an application scenario where quantum computing is going to be employed for facing concrete problems, in domains as Machine Learning, optimization, image processing or chemical simulations, manual quantum circuit design has become unpractical. To address the problem, the industry took inspiration from the design automation tools, vastly employed for the synthesis of digital circuits in classical computing, to produce refined, reliable quantum circuits to be adapted on the target devices. The goal is producing an optimized quantum circuit, equivalent to that of a certain quantum algorithm. The entity of the applied improvements and their focus may vary, depending on the desired performance, the target device and other degrees of freedom. These optimizations are usually performed by compilers [1], which take as input the high-level, abstract description of a certain application of a quantum algorithm or of a quantum circuit and automatically “translate” and adapt it, according to the given specifications. The resulting output is a quantum circuit built to work smoothly with the target device, tailored to properly optimize specific performance parameters.

Different figures of merit have been proposed for evaluating quantum circuit design and compilation. Among these, it is important to remind:

- **The circuit depth** [2, 3], which is the length of the longest sequence of quantum gates from qubit initialization to measurement. It can be seen as a quantum equivalent of the critical path of digital circuits.
- **The total gate count**, which is given by the total number of quantum gates belonging to a circuit. In some contexts, the gate count is done by distinguishing between single and two-qubit (usually CX) gates [4] or considering some application-specific critical gates, such as $T$ and $T^\dagger$ in the context of fault-tolerant quantum computation [5, 6].

The quantum circuit shown in Fig. 1 has a circuit depth equal to 5 (or 6, depending if measurement is counted or not), associated with all the gates involving the lowest and the intermediate qubits, while the total gate count is equal to 5—when no distinction between single and two-qubit gates is done—otherwise is equal to the pair (2, 3), where the two values are equal to the occurrences of single and two-qubit gates, respectively. These metrics permit to estimate the complexity of a quantum circuit in a very simple way, but in some circumstances they could be quite limiting, since they do not assign different weights to different quantum gates, as it would be expected by considering the features of current quantum computing hardware. For example, the evaluation of the effects of quantum gates duration on the circuit latency, i.e., the total time required for
executing all the gates of a quantum circuit (Fig. 1 shows an example of circuit latency calculation, assuming that all quantum gates are executed in a strictly sequential way), is fundamental for estimating the circuit execution reliability on a quantum computer. It is important to remind that all quantum technologies, characterized by a qubit encoding derived from a two-level/spin-$\frac{1}{2}$ formalism [7, 8], are affected by dynamic non-ideality phenomena, such as relaxation and decoherence [9], and that the duration of quantum gates is not fixed. For example, single-qubit gates $R_{\{X,Y\}}(\theta)$ are implemented by exciting a two-level/spin-$\frac{1}{2}$ system with a resonant finite-time electromagnetic field, whose duration is proportional to the gate rotation amount $\theta$ [9, 10], as clear from Fig. 2. In order to keep negligible the effects of undesired phenomena, the circuit latency should be minimized; this can be done at compilation level by finding an equivalent circuit involving quantum gates with minimum duration.

The case of circuit latency optimization puts in evidence the necessity of exploiting figures of merit in quantum compilation taking into account the features of hardware in some way. In classical digital design and synthesis, dimensionless normalized quantities are often employed as cost functions. For example, the maximum delay of a circuit can be evaluated from the normalized execution times of its modules [11], which are estimated considering the logic gates constituting each module. A similar approach could be exploited for quantum circuits; figures of merit, assigning different weights to different gates according to their duration and implementation complexity, have been already proposed. An example of these is the cost function of the Exercise 4 of the IBM Quantum Challenge 2020 [12], related to the construction of the optimal
quantum circuit of a unitary matrix:

\[ f = 10 \cdot n_{\text{CX}} + n_{\text{U3}} \].

(1)

Parameters \( n_{\text{U3}} \) and \( n_{\text{CX}} \) are the total number of U3 (single-qubit) and CX (two-qubit) gates, respectively, each of which has a different weight (1 and 10, respectively). Another example is the cost function discussed in Sect. 4.3 and used in this article, which takes into account the circuit depth and the fidelities of quantum gates, whose definition will be cleared in that section.

Current state-of-the-art compilers adopt different approaches for building the circuit, most of which exploit heuristic methods at their core. In this work, none of the more mainstream optimization strategies was chosen. In fact, instead of resorting to algebraic manipulations or graph theory, a more straightforward method was explored to evaluate if a simpler local optimization could favour the technology-specific compilation: a template-based approach. This method consists in exploiting circuit equivalences to shuffle the quantum circuit’s structure and then obtain optimizations, as represented by the example in Fig. 4 using IBM’s Quantum Experience [13]. When analyzing the quantum circuit represented in the left part of Fig. 4b, by employing the circuital equivalence described in Fig. 4a it is possible to create a redundancy to be exploited for the optimization of the circuit as a whole. The result is represented in the right part of Fig. 4b.

The goal of this article is twofold. Firstly, to determine whether a local compilation strategy based on templates could achieve similar (or even better) real-world results as those provided by a significantly more complex global compilation approach. Secondly, to provide a prototype of a core for a modular quantum circuits compilation toolchain, to use as an easily expandable and reliable base for future, more competitive developments. All the equivalences are reported in the supplementary document Avitabile et al., Supplementary Information. The compilation strategy has been tested on circuits to be executed on three supported quantum computing technologies: nuclear magnetic resonance (NMR) [14], trapped ions [15] and superconducting qubits [16]. These technologies are placed on the same level of attention in the proposed compiler; for this reason, the effort to equalize them can be considered a unique feature of the toolchain, since it differentiates it from other compilers in the state of art, that—even when they support native gates of different technologies—are mainly focused on the more easily accessible superconductive backends (suffice to remind the fewest-qubit freely accessible superconductive quantum computers from IBM).

After a brief overview of the state of the art in quantum Design Automation methods and a summary description of the compilers used in the testing phase in Sect. 2, the in-depth optimization approach, structure and technology-related optimizations of the proposed toolchain are discussed in Sect. 3. In Sect. 4 the benchmark procedures used to test the toolchain performance, in terms of compilation time and complexity of the final circuit, are explained and the obtained results are presented and compared with those of two state-of-the-art compilers, in terms of different weighted and non-weighted figures of merit. Evaluation of the toolchain competitiveness and future perspectives are then discussed in Sect. 5.
2 Background

Taking inspiration from classical computing, the quantum state of the art rapidly adopted the philosophy of the Design Automation to produce reliable architectures. The process of definition of an optimal workflow to design and optimize a quantum processor is still in part a matter of trial and error in development, but in the last decade the comprehension of quantum algorithms and quantum circuits has steadily improved in both industry and academy. Nowadays, the most crucial steps to efficiently optimize a quantum circuit are known, defined and implemented in several state-of-the-art design processes, and this gave birth to a somewhat canonical architecture design toolchain structure, such as the one described in [17] and represented in Fig. 3. As for the design methods adopted in the workflow, as stated before, there are many philosophies employed in the current state of the art. Some prefer to construct optimal realizations of reversible circuital structures defined by a given number of inputs whenever possible [18], but in more general case other strategies are commonly devised. Some of the most common approaches are based on heuristic methods that rely on a plethora of possible different logic mechanisms (transformations, Binary Decision Diagrams or BDDs, unitary matrices evaluation or search algorithms, such as the A*) [1, 18, 19] to produce reasonable solutions starting from a fixed amount of available computational resources [20]. These methods also have the peculiarity of being one of the few feasible ways to solve NP-hard problems in practice [21]. Other famous optimization strategies employ more advanced meta-heuristic algorithms to implement more unique and complex solutions. Furthermore, there is a niche of rare or experimental approaches, such as the template-based strategy [22], which will be discussed more in detail in Sect. 3.

Both the state-of-the-art quantum design flow and improvement strategies play a behind the scenes role and are implemented in the inner mechanisms of quantum software platforms [23]. The purpose of these software environments is to make available to the user a set of manipulation tools intended for quantum programs, and they are usually in charge of managing the compilation and optimization of quantum circuits in technology-agnostic and technology-specific contexts alike. Several big players in the quantum research field came up with their software platforms, using different programming languages or quantum intermediate representation languages. As references for the comparisons made to evaluate the proposed toolchain performance, two particularly successful state-of-the-art compilers were chosen: IBM’s Qiskit [24–26]
and Cambridge Quantum Computer’s $\text{t|ket}\rangle$ [27, 28]. Before introducing these compilers, it is important to specify that, similarly to the toolchain described in this work, they both handle quantum circuits described in OpenQASM 2.0 [29], an intermediate representation language proposed by IBM in 2017 for formalizing the design of circuits to be executed on its hardware through the Quantum Experience.

Qiskit is an open-source framework for quantum computing developed by IBM Research and implemented in Python language. The tool set specifically used to generate comparison circuits analyzed in Sect. 4 was the Qiskit Terra Transpiler, which allows an optimized transpiling of quantum circuits using a user-defined set of gates. The Transpiler supports four optimization levels, named 0, 1, 2 and 3, where an higher level corresponds to a finer optimization. Qiskit has been widely used in the quantum research community for years. Indeed, IBM’s policy of open-sourcing it and of making available tools like Quantum Experience for free made it one of the most employed quantum compilers, especially when dealing with superconducting devices, which are IBM’s flagship quantum technology.

The second reference compiler, $\text{t|ket}\rangle$, is an architecture-agnostic quantum software developed by Cambridge Quantum Computing, implemented in C++ language. Originally this was a closed-source software, but Cambridge Quantum Computing decided to make it open-source recently [30]. This compiler manages the transpiling of machine-independent quantum algorithms into optimized quantum circuits, and it supports multiple intermediate languages (including OpenQASM 2.0). It also allows two optimization levels: standard and maximum. $\text{t|ket}\rangle$ was closed-source at the time of development of the work described in this article and a Python module called `pytket-qiskit` was employed to access it and interface it with Qiskit for generating the reference circuits. In the past few years, $\text{t|ket}\rangle$ proved to be an efficient platform in the state of the art, outperforming most competitors in several published benchmarks. It is especially renowned for its capability to smartly adapt a circuit to a given target device and to manage multi-qubit gates.

These two state-of-the-art compilers employ different optimization strategies. Qiskit uses a custom, internally defined sequence of algorithms and converters that employ on DoCPLEX [31], an IBM optimization library based on decision optimization through prescriptive analytics [32]. $\text{t|ket}\rangle$ optimization strategy, as reported in [33], consists in a combination of “Peephole optimizations” (based on the identification of certain patterns in small windows inside the circuit), of algebraic Euler and KAK [34] decompositions (which are a known compaction method used for QCs) and of mathematical optimizations of high-level macroscopic structures. Most of these optimization methods are on average more complex than the template-based scan performed by the toolchain.

3 The proposed toolchain

3.1 The template-based approach

As introduced in Sect. 1, during the development of the toolchain instead of resorting to a complex optimization strategy based on algebraic evaluations or branching
diagrams, the more “circuital” template-based approach was explored. According to this technique, the input quantum circuit is scanned, and a series of circuit equivalences and identities, denoted as templates and described in the toolchain’s libraries, are identified. Once a template is detected, the quantum gates adjacent to it are identified and, if deemed convenient, the template structure is “switched” to its equivalent form to obtain a compaction or optimization in the circuit (as represented in Fig. 4). This approach is similar to the “Peephole optimizations” employed by $|\text{ket}\rangle$ [33], and it is based on the very simple and intuitive concept of circuital equivalences that does not require complex mathematics or algebraic evaluation tools to be implemented.

The intrinsic flaw of this philosophy is that it suffers from a limited foreseeing, since it is based on case-by-case applications performed while scanning the circuit, and is incapable of looking for multiple steps ahead. Moreover, since the quantum circuits are optimized by applying a remodeling based on a purely circuital evaluation, without analyzing the exact state of given qubits after or before each operation, the template-based approach does not consider all optimizations or equivalences based on knowing the state of certain qubits, favouring general optimizations instead. The only employed state-dependent optimizations involve the elimination of eventual $R_Z$ gates at the beginning of each qubit line, which is assumed to be initialized to $|0\rangle$ (since $R_Z|0\rangle = |0\rangle$), or before a measurement (since it does not affect the probability distribution of eigenstates). Also, it has to be noted that, in the purpose of applying this core philosophy in the toolchain’s workflow, many implemented optimizations tend to prefer $R_Z$ gates over other quantum gates. This is based on the staple principle that $R_Z$ gates can be implemented virtually [10, 36] in an advantageous way that does not hamper the circuit latency.

Currently, the toolchain’s libraries contain a total of 27 templates belonging to three families (all reported in Avitabile et al., Supplementary Information). These templates are far more numerous $|\text{ket}\rangle$’s 7 “Peephole” identities [33], but less than Qiskit’s 71 template circuits [37]. However, it has to be noted that a direct comparison between the toolchain’s templates and the Qiskit ones cannot be properly done.

First of all, Qiskit employs a broader definition of “template”, which is a sequence of gates providing the identity as global evolution. This implies that the simple sequences
of two identical gates, with $U^\dagger = U$ (such as H, X, Y, Z, CX and CZ) are properly treated as templates. On the other hand, templates of the presented toolchain are equivalent sequences of quantum gates, “topologically” different from each other (in sense that $U^\dagger \neq U$), which can be exploited for achieving a reduction of the total number of involved gates in a quantum circuit. This definition is a bit more strict and does not involve the previously mentioned sequences where $U^\dagger = U$, which are in any case removed in a circuit by the toolchain because of their intrinsic simplicity.

Another reason of the difficulties of a quantitative comparison between the templates of Qiskit and those in the toolchain is that the first one involves forty-seven templates with Toffoli gates, which are currently too hard for a direct hardware implementation and for this reason they are not involved in the toolchain, operating with gates involving at most two qubits, more suitable for experimental execution.

The described prototype classifies templates structures in three groups:

1. **Simple gate equivalences (SGE)**, 15 templates reported in Section 2.1 of the supplementary file. They involve only single-qubit gates. Figure 7b shows equivalences belonging to this family.

2. **Templates that involve single-qubit gates and One Two-Qubit gate (T1TQ)**, 8 templates reported in Section 2.2 of the supplementary file. Some of these templates involve two different forms to be exploited as circuital equivalences, but for naming and counting purposes, those templates were still considered as a single instance instead of two different templates. In all these templates, the two-qubit gates are CX or CZ. A template belonging to this family is represented in Fig. 4a.

3. **Templates acting on clusters of multiple two-qubit gates (TCTQ)**, 4 templates reported in Section 2.3 of the supplementary file. Circuits with multiple two-qubit gates, such as the one represented in Fig. 11a, belong to this family.

There are also a few special templates that apply to the trapped ion technology’s own two-qubit gate $R_{XX}$ and to NMR technology’s own two-qubit gate $R_{ZZ}$ (reported in Section 3.2 of Avitabile et al., Supplementary Information) that for counting and nomenclature purposes were treated as an independent category.

The templates and identities contained in the toolchain’s libraries were extrapolated and validated from [8, 38–42] or obtained through calculation and matching of mathematical identities. These equivalences can be both technology-agnostic—i.e., applicable to all circuital structures and do not employ any quantum gate specific of a given target technology—and technology-specific, i.e., focused on creating more advantageous circuital structures for a given target technology, taking into account its native gates. The focus on the latter kind of optimization is a peculiarity which sets apart the toolchain from most state-of-the-art compilers. Instead of adopting an optimization philosophy which revolves around a single technology (usually the simpler superconducting one) and then performing a final translation and post-processing to adapt the output circuit to other target technologies, the toolchain evaluates during its run time specific optimizations based on the supported technologies’ own library of intrinsic gates. This is the case, for example, when it smartly manages $CZ$ gates when optimizing the circuit for a technology that does not directly support them, or when considering the application of Special Templates right after the translation of CX gates into specific two-qubit gates has been performed (as described in Sect. 3.2).
3.2 The toolchain’s structure

The proposed quantum toolchain works by taking as input a given quantum circuit described in OpenQASM 2.0 and producing as output an optimized circuit, decomposed using the set of gates of a target technology, also described in OpenQASM 2.0. Referring to the state-of-the-art toolchain described in [17] and represented in Fig. 3, the toolchain operates by implementing the optimizations proper of the Logic Synthesis by using a sequence of three different scripts labeled as “Steps”. The overall workflow is represented in Fig. 5.

The optimizations performed by the toolchain are applied step-by-step on an incrementally specific target. In Step 1, the whole Clifford + T gate set is targeted by technology-agnostic optimizations with a focus on single-qubit gates, while the application of specific templates for multi-qubit gates are delegated to a later step. In Step 2, only the technology-dependent gate set is taken into account, so all single-qubit gates are translated into their corresponding of the target technology’s native set and then optimized accordingly; clearly, to perform these operations, Step 2 forsakes the technology-agnosticism of Step 1 to employ a technology-specific approach, taking in consideration only the chosen target technology and its inherent optimization process. Finally, in Step 3 an ad-hoc set of optimizations is applied to all multi-qubit gates through the application of appropriate templates and decomposition based on the target technology. Some of the Steps feature some inner loops, (e.g., those associated with the parameters IT1 and IT2 in Fig. 6) to allow a tunable grade of circuit compaction through the reiterate application of a certain subset of templates.

3.2.1 Single-qubit gates synthesis block

As observable in Fig. 5, the single-qubit gates synthesis block involves the first two steps of the toolchain:
- **Step 1: QASM template-based optimization (Fig. 6)**—The aim of this step is to apply the main bulk of the circuital equivalences and template-based substitutions described in the toolchain’s libraries and to compact the input circuit as much as possible, as represented in Fig. 7a. This is achieved through the reiterative application of a series of “coarse” compactions (performed in the simple preoptimizer and simple postoptimizer blocks in Fig. 6 and based on the templates belonging to the SGE family) followed by specific, fine-grain remodelings (performed in the template-based optimizer block in Fig. 6 and based on the use of the T1TQ templates, which are applied to generate as many circuital null operations as possible, without hampering the logic of the circuit). When a straightforward elimination of redundant gates is not feasible, this Step implements some transformations to maximize the use of preferable kinds of gates, such as the virtually implementable $R_Z$ gates (in this case, all equivalences pertaining $R_Z$ gates from the ones of the SGE family). Step 1 is designed to be completely technology-agnostic and its optimizations are particularly efficient in reducing the number of single-qubit gates in the circuit. It exploits templates belonging not only to the SGE family, but also to the T1TQ one, such as the one represented in Fig. 4a, thus allowing a situational and yet efficient set of circuital improvements. As of now, Step 1 is compatible with an extended Clifford + $T$ gate set, and it supports the usage of $R_X$, $R_Y$, $R_Z$, $X$, $Y$, $Z$, $S$, $T$, $T^\dagger$, $H$, $CX$, $CZ$ and $CCX$ (or Toffoli) gates in the input quantum circuit. IBM’s gate set comprising $U_1(\lambda) = R_Z(\lambda)$, $U_2(\phi, \lambda) = R_Z(\phi)R_Y(\frac{\pi}{2})R_Z(\lambda)$ and $U_3(\theta, \phi, \lambda) = R_Z(\phi)R_X(-\frac{\pi}{4})R_Z(\theta)R_X(\frac{\pi}{4})R_Z(\lambda)$ gates is also passively supported, but no optimizations are performed on such gates until Step 2, since it is assumed that the original input circuit only employs non technology-specific quantum gates. Generally speaking, the output produced by this Step is an optimized OpenQASM-described circuit in which all gates have been decomposed to the $R_X$, $R_Y$, $R_Z$, $CX$, $CZ$ subset of gates, and in which each Pauli gate is transformed in its rotational form using floating point notation. Step 1 accepts as input a Subcircuit parameter, which is a boolean flag that defines if the circuit is indeed a subcircuit to be used in conjunction with other QASM-described entities and thus if the optimization regarding $R_Z$ gates at the beginning or the end of a
circuit can be employed.

For what concerns the Step 1 matching order, the application of simple identities in the circuit is always performed preliminarily to the application of more complex templates. During this process, the toolchain evaluates all gates that could be a part of a complex template and leaves them “untouched”, while compacting the others. As for the complex templates, the matching is performed in a custom but interchangeable order, since all templates do not overlap between themselves. The only exception is a template concerning H gates (reported as Template H1 in Section 2.2 of Avitabile et al., Supplementary Information) which is a particularly convenient subcase of a more general template (reported as Template H2 in Section 2.2 of Avitabile et al., Supplementary Information); in particular, Template H1 is applied before Template H2 to ease the detection of the subcase structure and to speed up its substitution. Overall, the Step 1 makes extensive use of reiterated customizable loops to ensure the maximum grade of circuital compaction is achieved, as represented in Fig. 6.

- **Step 2: Technology-dependent gates compaction (Fig. 8)**—The aim of this step is to translate the output circuit of Step 1 into the proper set of gates relative to the target technology, which could be specified as input and chosen from the nuclear magnetic resonance (NMR), trapped ions and superconducting technologies. The translation process, which is applied universally to single-qubit gates, does not implement a decomposition of two-qubit gates, such as the CX gates, which are left untouched in order to be exploited once in Step 3, where they will eventually be decomposed into their basic constituting gates. This procrastination in the workflow is due to the fact that all the templates that involve multiple two-qubit gates can be detected and performed much more easily with non-decomposed CX and CZ gates. This step is designed to take as inputs the optimized circuit .qasm files generated by Step 1 to work at maximum efficiency, but it can also be used on custom, unoptimized .qasm files. Along with this translation, Step 2 employs a manipulation on triplets of adjacent rotation gates of different type to achieve a further compaction of the circuit and to increase the number of \( R_z \) gates when possible, based on the toolchain’s assumption that they can be implemented with a null duration and are thus advantageous to maximize.

This manipulation, named **Eulercombo**, is quite powerful, and it is based on coordinate transformations using **Euler angles** [43], as represented in Fig. 9. Basically, it scans the circuit and identifies triplets of consecutive single-qubit gates: once a triplet is detected, it identifies its adjacent gates and evaluates the most convenient coordinate transformations to manipulate the triplet in a way to change its external gates in the same type of their adjacent gates, thus allowing a compaction. When multi-qubit gates are involved, Eulercombo tries to generate a favourable template with them, and if this is accomplished then it manages an exploitation localized on that circuit subsection. As showed in Fig. 8, Step 2 also features:

- A smart disposing of CZ gates for the technologies that do not support them, featuring a rearrangement in order to exploit the symmetry property of CZ gates in order to maximize the null operations, followed by an *ad-hoc* translation into...
CX gates using the equivalences reported in Figure 2 in Section 1 of Avitabile et al., Supplementary Information.

– The optimized merging scheme for IBM’s U gates set proposed in [44], that uses the same core philosophy of the Eulercombo to maximize the compaction of U3 gates.

– A series of further ciruital compactions based on simple translations into preferable gates, such as the $R_Z$ gates for NMR and trapped ions technologies and the U2 for the superconducting technology.

While Step 2’s role in the optimization process is fundamental to obtain quantum circuits that are tailored to a specific implementation technology, its optimizations are mostly situational, when compared to Step 1’s powerful set of circuit improvements. In terms of circuit optimization, Step 2 consolidates the reduction of the total number of single-qubit gates and it is particularly effective in dealing with long streaks of these kind of gates uninterrupted by two-qubit gates. As of now, Step 2 supports the usage of $R_X$, $R_Y$, $R_Z$, $CX$ and $CZ$ gates in the input quantum circuit and requires all single-qubit gates to be adjacent to gates of different type. The U gates set is supported in the case of the superconducting target technology, but not in the others, where an extra step of decomposition into $R_X$, $R_Y$ and $R_Z$ gates (not implemented in the current toolchain) is required. This is due to the core assumption that input circuits do not employ technology-specific gate sets,
just like in Step 1. All the manipulations involving Euler angles are performed through the usage of the SciPy Python library and of the NumPy Python library. Step 2 also accepts as inputs both the Subcircuit parameter and a parameter used to define the target technology. The toolchain supports the usage of the following gate sets depending on the target technology:

- **NMR technology**: \( R_X, R_Y, R_Z, CX \) and CZ gates.
- **Trapped ions technology**: \( R_X, R_Y \) or \( R(\theta, \phi) \) gates, \( R_Z, CX \) gates.
- **Superconducting technology**: \( U1, U2, U3 \) and CX gates.

### 3.2.2 Two-qubit gates synthesis block

- **Step 3: Distribution/mirroring-based optimizations and CX gates decomposition** (Fig. 10)—The aim of this step is double: the exploitation of a certain subset of templates that may ensure a steady reduction of the number of employed CX gates (using the TCTQ templates, reported in Section 2.3 of Avitabile et al., Supplementary Information), and the decomposition of each two-qubit gate by using the target technology’s own native library. This step currently does not cover the effective operations needed to the layout synthesis block described in the state-of-the-art toolchain in [17], since it lacks a routing mechanism capable of taking into account a given device’s connectivity and to map a circuit accordingly. For this first prototype of toolchain, in fact, it was preferred to focus on general-purpose optimizations and on the adaptation to theoretically fully connected technologies. Moreover, inserting SW AP gates to match the circuit’s usage of multi-qubit gate with a non-fully connected target device is left as a potential future evolution of the project. This step is designed to take as inputs the optimized circuit .qasm files generated by Step 2 to work at maximum efficiency, but it can also be used on custom, unoptimized .qasm files. This step is technology-specific exactly like Step 2, and the performed manipulations of the circuit differ greatly depending on the target technology. Step 3 has the important task of handling the complex templates that involve clusters of CX gates, such as the one represented in Fig. 11a, and is the toolchain’s primary source of multi-qubit gates optimizations. This task is followed by another important one: a smart decomposition of two-qubit gates.
Fig. 10  Toolchain Step 3’s in-depth workflow

(referred to as Special Templates in Fig. 10) and reported in Section 3.2 of Avitabile et al., Supplementary Information, aimed at minimizing the resulting translated and newly inserted single-qubit gates’ rotation angle and thus the overall circuit latency followed by some reiterated minor optimizations (including Eulercombo calls), all in order to fully adapt the circuit to the target technology with the least impact on the circuits’ gates, such as represented in Fig. 11b. In the superconducting case, where CX gates are not decomposed, this task focuses on ensuring the optimal compaction scheme proposed in [44] on all existing U gates (this is performed in the U gates merger block in Fig. 10). Both roles performed by Step 3 are essential to complete the toolchain’s proposed compilation process. This step requires all single-qubit gates to be adjacent to gates of different type. Step 3 also accepts as inputs both the subcircuit parameter and a parameter used to define the target technology. When processing an input file generated from the Step 2, it is capable of automatically recognizing the used target technology without needing an input.

As represented in Fig. 10, the technology-specific templates are always applied after the technology-agnostic ones, which are also applied in a reiterated manner to achieve an higher grade of circuit compaction.

At the end of the compilation phase, circuits compiled for each examined technologies are characterized by the following gates:

- **NMR technology**: \(R_X\), \(R_Y\), \(R_Z\) and \(R_{ZZ}\).
- **Trapped ions technology**: \(R_X\), \(R_Y\) or \(R(\theta, \phi)\) gates, \(R_Z\) and \(R_{XX}\).
- **Superconducting technology**: U1, U2, U3 and CX gates.

While in the compilation of circuits for trapped ion and NMR technologies the effective native unitary evolutions are employed, the circuit compilation for superconducting qubits employs the CX, which is not native of this technology, but can be built from its effective two-qubit unitary evolutions [45]. According to the qubits functioning, the characteristic gate can be either the cross-resonance—substantially a \(R_{ZX}\), exploited
Fig. 11 Overview of operations executed in Step [64]

by devices with fixed resonance frequency—or the Controlled-phase or the iSWAP, typical of flux-tunable qubits.

In the proposed toolchain, the abstract gate set for IBM superconducting qubits, available in the Qiskit transpiler at the time of development of toolchain itself, is employed. This choice was made for two reasons: the first one is that the Qiskit transpiler was expected to be, even before the development of the toolchain, one of the references to be taken into account for the comparative evaluation of the presented work. The second one is that, in the compilations for all available technologies, gates which were fully supported by the QASM simulator available in Qiskit were chosen in order to facilitate the functional verification of the compiled circuits, and CX belonged to this gates set.

### 3.3 Implementation overview

The toolchain was implemented using a sequence of Python 3.x scripts. The choice of Python as the programming language used to build the current version of the prototype is due to the necessity to interface it with existing quantum computing frameworks, and in particular with their quantum circuits simulators, thus permitting to benchmark and validate template-based compilation with ease. Each of the three main scripts implements one of the three Steps and takes as input an OpenQASM 2.0-described .qasm file. To ensure the complete application of the toolchain as intended, each step must take as input the file produced as output by the previous step or, in Step 1’s case, the original quantum circuit file to be optimized. It is also possible to apply the specific optimization described into one of the three main scripts to an ad-hoc, custom file. In fact, even though a one-step technology-specific approach might lead to slightly better results for a single target technology, the whole toolchain was intentionally designed in a completely modular way through a libraries-based implementation, which allows the possibility of dealing with several technologies, total control on which steps are applied to a certain circuit, high flexibility in the functions’ usage, the capability to
set some specific parameters through the edit of specific files and the faculty to allow future modifications and expansions, such as the integration of novel technologies for quantum computers, like semiconductor quantum dots \[46\], defects in diamond \[47\], \textit{et cetera}. Following the philosophy of total modularity, several libraries in form of scripts were created, each containing a subset of functions designed to tackle a certain specific part of the optimization process. This allows the main script for each Step to remain well-ordered and easily customizable, and it also facilitates the nested usage of the functions in multiple occurrences, while making each library easily readable. In order to allow the edit of certain parameters that are particularly uncomfortable to pass as shell inputs, each step supports the reading of \texttt{.cfg files} to determine such parameters and to act accordingly. These parameters include the grade of approximation of $\pi$ when dealing with rotational gates, the threshold of rotation value under which a gate is considered a null operation, the iterative parameters used to arrange the function loops in the workflow and other technology-related flags.

4 Benchmarks

4.1 Testing methodology

To test the circuits generated by the toolchain’s steps, some benchmark scripts were created in \texttt{Python language}. The first mandatory aim of these testing scripts was to verify that the introduced optimizations were actually correct, and that the outcome of each circuit was the same as the reference quantum circuit. To do so, both the \texttt{.qasm} file describing the reference quantum circuit and the \texttt{.qasm} files generated by the toolchain were used to create quantum circuits in \texttt{IBM’s Qiskit} and to simulate them with the \texttt{QASM Simulator} available in the \texttt{Aer Library}, thus permitting the verification of their equivalence.

\texttt{QASM Simulator} is the most consolidated simulator in Qiskit for simulating noisy or large and deep quantum circuits. One of its peculiarities is that, when a measurement operation is called for the circuit to be simulated, it returns a measurement counts distribution for the eigenstates, depending on the number of shots $N_{\text{shots}}$, instead of the exact eigenstates probability distribution. In other words, QASM Simulator provides an $N_{\text{shots}}$ “finite estimation” of the probability distribution, which would be obtained in the limit $N_{\text{shots}} \to \infty$. From a practical point of view, $N_{\text{shots}}$ should be higher for non-uniform distributions with most of eigenstates having non-null probabilities of being measured, such as in the \texttt{ISING_N10} circuit, reported in Tables 2, 3 and 4, with mean probability value slightly lower than $1 \cdot 10^{-3}$ and maximum one equal to $42 \cdot 10^{-3}$.

By using the simulator’s standard settings, with $N_{\text{shots}}$ depending on the circuit to be simulated, and by ensuring that every qubit line in each tested circuit had a final measurement performed, it was possible to simulate each circuit and to visualize the corresponding eigenstates measurement counts in form of an histogram. In case of circuits where a single output state was expected with a probability of 100%, the relative optimized circuit was deemed as “correct” if the output matched completely with a probability of also 100%. In case of circuits in which multiple output states with
different probabilities were expected, the Kullback–Leibler deviation [48] between the obtained results was computed using the following formula, in which \( N \) is the total number of output states with non-null probability, \( \text{opt}(i) \) and \( \text{ref}(i) \) are the occurrence of the \( i \)-th eigenstate in the optimized and reference circuit, respectively, and \( N_{\text{shots}} \) is the total number of measurement shots associated with the employed simulator:

\[
\text{KLD} = \sum_{i=1}^{N} \frac{\text{opt}(i)}{N_{\text{shots}}} \cdot \log_2 \left( \frac{\text{opt}(i)}{\text{ref}(i)} \right)
\]  

\( N_{\text{shots}} = 8192 \) was deemed as sufficient in all tests, except for ISING\_N10, where it was set equal to 500000. The obtained results were then marked as “correct” only if the deviation did not exceed a value of \( 5 \cdot 10^{-3} \). Once the optimized circuits were verified as “correct”, the scripts’ aim became to evaluate the effective capabilities of the toolchain. Evaluation was done in terms of estimation of the complexity of the compilation algorithm, in terms of execution time, and of comparison of its compiled circuits with those obtained with the compilers in state of the art, in terms of different figures of merit. All the results are available in Sects. 4.2 and 4.3.

4.2 Estimation of complexity of the compilation algorithm

In order to estimate the complexity of the template-based compilation algorithm, a random-tests-based evaluation of the compilation time has been performed by changing the number of involved qubits and by considering all the target technologies currently supported by the toolchain.

First of all, for each qubits parallelism, 100 dense random unitary matrices were generated, then the equivalent quantum circuit of each matrix—based on the extended Clifford + \( T \) gate set discussed in Sect. 3.2.1—was obtained with Qiskit and subsequently compiled on the toolchain for superconducting, trapped ions and NMR technologies. Repeated tests permitted to compute a mean of the compilation time for each qubits parallelism and each target technology.

These tests were done to stress the toolchain in a worst-case scenario, in terms of both total number of executed operations and compilation time. In fact, the choice of exploiting random matrices is due to the necessity of verifying the eventual efficiency limits of the toolchain in an unpredictable operating regime, where the presence of template-based optimizations is not known \( \text{a priori} \). Moreover—considering that quantum circuits generated from random matrices have a total number of gates that is definitively higher than the corresponding ones of application-specific quantum circuits (such as those in Tables 2, 3 and 4)—the compilation times are expected to be definitively longer for the same number of qubits. It has been observed that, for each qubits parallelism, Qiskit generates quantum circuits from random unitary matrices with the same number of gates and order of single and two-qubit gates, thus implying that the same decomposition strategy is adopted. The number of gates for qubits parallelism from 2 to 6 are reported in Table 1. Another option forcing a worst-case computational scenario is the choice of Low precision, since its “looser” criteria
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Table 1  Number of gates with (without) measurements of quantum circuits associated with random unitary matrices

| Number of qubits | Number of gates |
|-----------------|-----------------|
| 2               | 77 (75)         |
| 3               | 216 (213)       |
| 4               | 1020 (1016)     |
| 5               | 4507 (4502)     |
| 6               | 18964 (18958)   |

Fig. 12  Execution time for completing compilation of random circuits with different parallelisms and target technologies

brings to an higher number of allowed recombinations and, thus, to more performed evaluations and operations and to an higher computation time.

The left part (white background) of Fig. 12 shows the obtained results for a number of qubits between two and six. A similar exponential trend is visible in the three cases, in particular for a number of qubits between four and six. This implies that the compiler behaves in a coherent way for all the examined technologies, at least for what concerns the number of operations to be done, which is reflected in the total compilation time. In order to further investigate this similarity, fitting calculations were done, for estimating for each technology a relationship between compilation time $\Delta t$ and number of qubits $N$ of type

$$\Delta t(N) = \alpha e^{\beta N} \quad (3)$$

and in particular the characteristic multiplicative coefficient of the exponential $\alpha$. Considering that $\log(\Delta t) = \log(\alpha) + \beta N$, linear fitting was executed for $N \in [4, 6]$ and the following $\beta$ coefficients were obtained for the three technologies:

$$\beta_S = 2.83$$
$$\beta_I = 2.89$$
$$\beta_M = 3.00 \quad (4)$$
The obtained values can be reasonably considered a satisfactory proof of similarity of the compilation procedure in the three cases. In fact, $\beta_M$, associated with NMR compilation, is slightly higher (6.4% and 4.1%) than $\beta_S$ and $\beta_I$, characteristic of the plots of superconducting and trapped ions, respectively. Moreover, $\beta_I$ is about 0.7% lower than the mean value of $\beta$, that is equal to 2.91, thus further proving that the exponential coefficient of the current implementation of the compiler is expected to be close to 2.90. This value is in any case quite high, as it is possible to see in the right part (red background) of the plot in Fig. 12. In fact, with $\beta \simeq 2.90$, the compilation timescales of seven-qubit and eight-qubit circuits are $\sim 1 \times 10^4s$ and $\sim 1 \times 10^5s$, respectively.

In order to understand the reasons for which superconducting and NMR technologies provided the best and worst compilation time results, respectively, it is important to precise that Qiskit almost always preferred the use of CX gates for the creation of quantum circuits from random unitary matrices. This two-qubit gate is native for superconducting technology, so two-qubit-gate decompositions—according to the decomposition schemes reported in Avitabile et al., Supplementary Information—is not required. Hence, new single-qubit gates are not inserted and any additional circuit re-arrangement is required. On the other hand, in NMR’s case, all CX gates must be translated in CZ (refer to Figure 2 in Avitabile et al., Supplementary Information), with the consequent insertion of extra single-qubit gates and additional circuital manipulations. It is expected that NMR could provide lower compilation times with an input circuit with more CZ gates than CX.

In conclusions, according to the obtained results, it is possible to roughly write the total compilation time as:

$$\Delta t(N) = \alpha e^{\beta_N} = \alpha e^{\beta_{\text{intrinsic}}N} \cdot e^{\delta_{\text{two-qubit}}N} \cdot e^{\delta_{\text{re-arrange}}N} = \alpha e^{(\beta_{\text{intrinsic}} + \delta_{\text{two-qubit}} + \delta_{\text{re-arrange}})N},$$

where $\beta_{\text{intrinsic}}$ is the exponential coefficient of an “intrinsic” compilation time, associated with all operations done before the eventual two-qubit-gate decomposition, while $\delta_{\text{two-qubit}}$ and $\delta_{\text{re-arrange}}$ are the coefficients of the overhead contributions due to two-qubit gates decomposition and final re-arrangement, respectively.

The exponential increase of the compilation time over the number of qubits casts some doubts on the potential scalability of the present prototype of the toolchain, i.e., on its capabilities of handling quantum circuits with an high number of qubits. Even though this is undoubtedly an important aspect to take into account in the development of classical software assisting quantum computation, it must be remarked that the optimization of the compilation time was not the leading concern of the proposed work. In fact, the latter mainly aims to assess whether a local optimization strategy could assist technology-specific compilation, leading to a reduction of the number of quantum gates, which is a critical task of the current NISQ era. In fact, this makes the difference between a circuit that can actually run on real hardware and one that does not, because of poor resulting fidelity associated with the emergence of dynamic non-ideality phenomena.
In this regard, it must be also highlighted that the current implementation of the compiler is limited, at least for what concerns the execution time, by the employed programming language (Python, which is intrinsically slower than other compiled languages, such as C/C++ [49]) and by the strictly sequential execution of the operations. The last one is a drawback due to an absence of effort profused in the prototype to try to overcome an intrinsic computational limitation of template-based optimizations. As it has been reminded, these revolve around gate-by-gate analysis and operations, often nested in recursive procedures, to be called whenever an improvement can be performed to maximize circuital compaction. It is clear that larger circuits require more recursions and longer compilation times, which could not be compensated by a strictly sequential execution. Parallelizing the compilation can represent a valuable tool to achieve a reduction of the compilation time. This could be done by partitioning the circuit in smaller “independent” regions through barriers—such as those in Figs. 4a and 7a—to be optimized in parallel, e.g., by exploiting multi-threading.

4.3 Comparison with other compilers

The comparison of the results provided by the proposed compilation toolchain and the ones generated by the other state-of-the-art compilers chosen as reference was done in terms of different figures of merit, which are reported in the following (each one with a label reported in parentheses):

- The total number of single-qubit gates (1Q).
- The total number of non-RZ/U1 single-qubit gates (1QNZ), which are the de facto relevant single-qubit gates, since they have a non-null duration, in accordance to the assumption of a virtual implementation of RZ gates.
- The total number of multi-qubit gates (MQ).
- The normalized weighted circuit latency for single-qubit gates (L), given by:

\[
L = \sum_{R \in 1QNZ} \frac{|\theta_R|}{\frac{\pi}{2}} = \sum_{R \in 1QNZ} 2 \frac{|\theta_R|}{\pi},
\]

i.e., the sum of the normalized durations of single-qubit gates R different from RZ ones, assumed to be implemented virtually. Since the latency introduced by an R{X,Y} gate is proportional to the rotation angle \(\theta_R\), a normalized duration \(2 \frac{|\theta_R|}{\pi}\) was chosen, so that gates with rotation angles equal to \(\frac{\pi}{2}\) and \(\pi\) provide circuit latency contributions equal to 1 and 2, respectively. In the case of the quantum circuit in Fig. 1, since H and X gates are both usually translated into one non-virtual single gate with \(|\theta_R|\) equal to \(\frac{\pi}{2}\) and \(\pi\), respectively, \(L = 1 + 2 = 3\). These weights can be used not only for technologies based on R{X,Y} gates, but also with IBM’s U gates. In fact, considering the U-R gates relations reported in Sect. 3.2.1, U2 and U3 gates are characterized by one and two non-virtual gates, respectively (all with \(|\theta_R| = \frac{\pi}{2}\)), so their corresponding circuit latency contributions are equal to 1 and 2.
- The circuit cost C, that, according to [50], can be computed as follows:
\[ C = -D \log K - \sum_i \log F^{1q}_i - \sum_j \log F^{2q}_j, \]  

(7)

where \( D \) is the circuit depth, \( K \) is a constant that increases the cost of deep circuits, \( F^{1q}_i \) is the average fidelity of the \( i \)-th single-qubit gate, \( F^{2q}_j \) is the average fidelity of the \( j \)-th two-qubit gate and the two summation operators run over all the quantum gates of the target quantum circuit. Defining as \( F^{1q} \) and \( F^{2q} \) the single and two-qubit native fidelities of the target hardware—i.e., the average fidelities of the native two-qubit gate and of a reference single-qubit gate (usually, the \( R_X(\pi/2) \) gate) customarily reported in open-source calibration data repositories of real quantum computers—the reference article recommends to select \( K \) such that \( F^{1q} < K < F^{2q} \). Accordingly, here the value of \( K \) is computed as

\[ K = \frac{F^{1q} + F^{2q}}{2}. \]  

(8)

For the target technologies of the proposed toolchain, the values of \( F^{1q} \) and \( F^{2q} \) are determined as discussed in the following:

- **Superconductors**: the fidelities are defined as

\[ F^{1q} \triangleq F(R_X(\pi/2)) \sim 1 - e_{1q} = 0.99926 \]
\[ F^{2q} \triangleq F(CX) \sim 1 - e_{2q} = 0.97917, \]  

(9)

where \( e_{1q} \) and \( e_{2q} \) are the average single (\( \frac{\pi}{2} \)-pulse) and two-qubit native gate error rates, respectively, retrieved from the calibration data of the mock backend FakeToronto [51] available in Qiskit Terra, which is substantially a simplified model for classical simulations of the twenty-seven-qubit IBMQ Toronto quantum computer. According to the previous formula, fidelity is assumed to be the complement of the error rate with respect to the unit.

- **Trapped ions**: the fidelities are

\[ F^{1q} \triangleq F(R_X(\pi/2)) = 0.99717 \]
\[ F^{2q} \triangleq F(R_{XX}) = 0.96960, \]  

(10)

where \( F(R_X(\pi/2)) \) and \( F(R_{XX}) \) are the single and two-qubit native gate fidelities, respectively, and they are retrieved from [52].

- **NMR**: the fidelities are

\[ F^{1q} \triangleq F(R_X(\pi/2)) = 0.99895 \]
\[ F^{2q} \triangleq F(R_{ZZ}) = 0.97977, \]  

(11)
where $\mathcal{F}(R_X(\pi/2))$ and $\mathcal{F}(R_{ZZ})$ are the single and two-qubit native gate fidelities, respectively, and they are computed exploiting the simulator proposed in [9]. More in detail, the physical parameters (J-couplings, resonance frequencies, decoherence and relaxation time constants [53–55]) of a four-qubit fully connected quantum computer based on a crotonic acid molecule are chosen as inputs to the compact model simulation infrastructure. Then, the fidelities resulting from the application of $R_X(\pi/2)$ pulses on each qubit and of $R_{ZZ}$ gates on each couple of qubits are computed. Finally, the average fidelities are determined as follows:

$$\mathcal{F}(R_X(\pi/2)) = \frac{1}{4} \sum_{i=0}^{3} \mathcal{F}_i(R_X(\pi/2))$$

$$\mathcal{F}(R_{ZZ}) = \frac{1}{6} \sum_{i=0}^{2} \sum_{j=i+1}^{3} \mathcal{F}_{i,j}(R_{ZZ}) .$$

Since the toolchain’s output file exclusively contains the native gates of the target technology, it is reasonable to assume, as a first-order approximation, that all two-qubit gates show the same average fidelity. Therefore,

$$\mathcal{F}_{i}^{2q} = \mathcal{F}^{2q} , \forall i .$$

Conversely, since the execution time of single-qubit gates depends on the rotation angle, larger angles will lead to longer gate executions and, therefore, to higher error rates and lower fidelities. Hence, it is not acceptable to use the same single-qubit average fidelity for all single-qubit gates. It can be shown (see Appendix A) that there exists an approximated relation between the gate fidelity of an arbitrary single-qubit gate ($\mathcal{F}^{1q}(R(\theta))$) describing a rotation of an angle $\theta$ and the average fidelity of a $R_X(\pi/2)$ pulse ($\mathcal{F}(R_X(\pi/2))$):

$$\mathcal{F}^{1q}(R(\theta)) \sim 1 - \frac{2|\theta|}{\pi} (1 - \mathcal{F}(R_X(\pi/2))) .$$

- The elapsed computation time ($T$) for completing the whole compilation, in seconds.

As for the choice of quantum circuits to be tested, it was preferred to use general, different-sized quantum circuits. Most of them are available on two GitHub repositories:

1. QASMBench [56, 57], an existing QASM Benchmark Suite.
2. A repository of testing circuits belonging to Prof. Dr. R. Wille’s IIC Group from the Johannes Kepler University of Linz [58]. These quantum circuits implement classical Boolean functions, such as addition.

The OpenQASM 2.0 descriptions of SHOR and EDGE_DETECT, reported in Tables 2, 3 and 4 and associated with Shor’s algorithm and horizontal edge detection
Table 2  Subset of the benchmarks results for the NMR technology case with average precision toolchain parameters set

| Circuit name       | Qiskit Lv.1 | Qiskit Lv.3 | t(ket) | t(ket) Max Opt. | Toolchain          |
|--------------------|-------------|-------------|--------|-----------------|--------------------|
| ADDER_SMALL        | 1Q: 36      | 1QNZ: 30    | I: 36  | I: 39           | I: 33              |
| (4 qubits, MQ: 10) | MQ: 10      | L: 42       |        |                 |                    |
|                    | D: 0.079 s  |             |        |                 |                    |
| HS4                | 1Q: 30      | 1QNZ: 24    | I: 24  | I: 32           | I: 18              |
| (4 qubits, MQ: 16) | MQ: 16      | L: 26       | MQ: 4  | MQ: 192         |                    |
|                    | D: 0.084 s  |             |        |                 | MQ: 583            |
| DNN                | 1Q: 752     | 1QNZ: 440   | I: 272 | I: 1172         | I: 840             |
| (8 qubits, MQ: 192)| MQ: 192     | L: 622      | MQ: 64 | MQ: 192         |                    |
|                    | D: 0.805 s  |             | MQ: 4  | MQ: 192         | MQ: 583            |
|                    |             |             | D: 0.979 s |         |                    |
| QPE                | 1Q: 80      | 1QNZ: 61    | I: 79  | I: 181          | I: 137             |
| (8 qubits, MQ: 43) | MQ: 43      | L: 47       | MQ: 43 | MQ: 43          | MQ: 43             |
|                    | D: 0.132 s  |             | MQ: 43 | MQ: 43          | MQ: 43             |
|                    |             |             | D: 0.251 s |         | MQ: 30            |
| VQE_UCCSD          | 1Q: 11637   | 1QNZ: 10405 | I: 10840 | I: 15009       | I: 9288            |
| (8 qubits, MQ: 5488)| MQ: 5488   | L: 14740    | MQ: 4807 | MQ: 5284       | MQ: 5284           |
|                    | D: 15597    | C: 294.491  | D: 13560 | D: 13226       | D: 12774           |
|                    | 10.644 s    |             | 257.030 | 255.745        | MQ: 5837           |
|                    |             |             | T: 49.287 s |         | MQ: 7572 |
| Circuit name | Qiskit Lv.1 | Qiskit Lv.3 | t(ket) | t(ket) Max Opt. | Toolchain |
|--------------|------------|------------|--------|----------------|-----------|
| ISING        | IQ: 267    | IQ: 293    | IQ: 400 | IQ: 400        | IQ: 369   |
| (10 qubits,  | MQ: 90     | MQ: 90     | MQ: 90 | MQ: 90         | MQ: 90    |
| IQ: 390,     | L: 131     | L: 177     | L: 230 | L: 230         | L: 142    |
| MQ: 90)      | T: 0.256 s | T: 0.979 s | T: 0.034 s | T: 0.239 s | T: 1.275 s |
| SHOR         | IQ: 2539   | IQ: 22571  | IQ: 52000 | IQ: 52006      | IQ: 47911 |
| (12 qubits,  | MQ: 14858  | MQ: 14348  | MQ: 14333 | MQ: 14348      | MQ: 14348 |
| IQ: 20756,   | L: 13115   | L: 12478   | L: 4638 | L: 11394      | L: 1133   |
| MQ: 14858)   | T: 27.704 s| T: 88.706 s| T: 7.544 s | T: 42409.995 s| T: 15639.917 s |
| EDGE_DETECT  | IQ: 37371  | IQ: 17793  | IQ: 81615 | IQ: 57174      | IQ: 44313 |
| (12 qubits,  | MQ: 16096  | MQ: 10875  | MQ: 16096 | MQ: 11340      | MQ: 16096 |
| IQ: 48593,   | L: 840     | L: 842     | L: 18940 | L: 14826      | L: 1133   |
| MQ: 16096)   | T: 29.199 s| T: 117.292 s| T: 8.469 s | T: 43501.727 s| T: 36021.936 s |
| SYS6         | IQ: 628    | IQ: 298    | IQ: 334  | IQ: 316        | IQ: 314   |
| (16 qubits,  | MQ: 392    | MQ: 98     | MQ: 98  | MQ: 93         | MQ: 98    |
| IQ: 117,     | L: 567     | L: 200     | L: 136  | L: 136         | L: 143    |
| MQ: 98)      | T: 0.674 s | T: 1.855 s | T: 0.015 s | T: 0.195 s    | T: 1.419 s |
| ADDER_LARGE  | IQ: 339    | IQ: 393    | IQ: 469  | IQ: 461        | IQ: 413   |
| (18 qubits,  | MQ: 232    | MQ: 130    | MQ: 130 | MQ: 132        | MQ: 122   |
| IQ: 216,     | L: 272     | L: 303     | L: 48   | L: 68          | L: 119    |
| MQ: 130)     | T: 0.403 s | T: 2.072 s | T: 0.021 s | T: 0.245 s    | T: 1.976 s |
Table 2 continued

| Circuit name | Qiskit Lvl.1 | Qiskit Lvl.3 | t(|ket|) | t(|ket|) Max Opt. | Toolchain |
|--------------|--------------|--------------|---------|------------------|-----------|
| URF5 (16 qubits, MQ: 23764, L: 72257) | 1Q: 68287 1QNZ: 55730 | 1Q: 68196 1QNZ: 55671 | 1Q: 77023 1QNZ: 4370 | 1Q: 80312 1QNZ: 7172 | IQ: 70123 1QNZ: 35390 |
| 1Q: 37505, MQ: 23764) | D: 47646 C: 1071.276 | D: 47608 C: 1069.999 | D: 49982 C: 1047.428 | D: 50973 C: 1046.404 | D: 45765 C: 1006.666 |
| | T: 62.493 s | T: 179.636 s | T: 5.420 s | T: 1290.521 s | T: 41711.981 s |
| SYM10 (16 qubits, MQ: 112336, L: 164173) | 1Q: 180512 1QNZ: 140390 | 1Q: 84184 1QNZ: 50139 | 1Q: 93252 1QNZ: 4469 | 1Q: 96188 1QNZ: 6031 | IQ: 8855 IQNZ: 4444 |
| 1Q: 52247, MQ: 28084) | D: 201745 C: 4626.449 | D: 59806 C: 1273.391 | D: 61266 C: 1261.809 | D: 62279 C: 1274.753 | D: 55515 C: 1208.515 |
| | T: 207.592 s | T: 455.926 s | T: 7.133 s | T: 1997.039 s | T: 58567.032 s |

In this table and in the following ones, 1Q represents the number of single-qubit gates, 1QNZ represents the number of non-RZ single-qubit gates, MQ represents the number of multi-qubit gates, L represents the weighted latency for single-qubit gates and T represents the elapsed compilation time in seconds. The number of gates in the original circuit, along with its related number of qubits, is reported alongside the reference circuit’s name.
Table 3  Subset of the benchmarks results for the trapped ions technology case with average precision toolchain parameters set

| Circuit name | Qiskit Lv.1 | Qiskit Lv.3 | t(ket) | t(ket) Max Opt. | Toolchain |
|--------------|-------------|-------------|--------|----------------|-----------|
| ADDER_SMALL  | 1Q: 42 1QNZ: 35 | 1Q: 38 1QNZ: 31 | 1Q: 59 1QNZ: 44 | 1Q: 57 1QNZ: 44 | 1Q: 41 1QNZ: 32 |
|              | MQ: 10 L: 39 | MQ: 10 L: 37 | MQ: 10 L: 226 | MQ: 10 L: 35 |                      |
|              | 1Q: 17 D: 21 C: 0.770 | 1Q: 20 D: 0.747 | 1Q: 29 C: 1.440 | D: 27 C: 1.407 | 1Q: 21 C: 0.758 |
|              | MQ: 10 T: 0.081 s | T: 0.112 s | T: 0.003 s | T: 0.030 s | T: 0.595 s |
| HS4          | 1Q: 14 1QNZ: 8 | 1Q: 20 1QNZ: 10 | 1Q: 40 1QNZ: 24 | 1Q: 20 1QNZ: 12 | 1Q: 16 1QNZ: 16 |
|              | MQ: 4 L: 8 | MQ: 4 L: 14 | MQ: 4 L: 108 | MQ: 2 L: 52 |                      |
|              | 1Q: 24, MQ: 4 | 1Q: 9 C: 0.314 | 1Q: 18 C: 0.733 | D: 9 C: 0.361 | D: 8 C: 0.314 |
|              | D: 0.086 s | T: 0.067 s | T: 0.003 s | T: 0.012 s | T: 0.538 s |
| DNN          | 1Q: 600 1QNZ: 380 | 1Q: 307 1QNZ: 133 | 1Q: 1556 1QNZ: 1080 | 1Q: 560 1QNZ: 352 | 1Q: 660 1QNZ: 336 |
|              | MQ: 192 L: 414 | MQ: 64 L: 158 | MQ: 192 L: 5070 | MQ: 64 L: 1548 |                      |
|              | 1Q: 2864, MQ: 192 | 1Q: 57 C: 3.378 | 1Q: 279 C: 25.083 | D: 107 C: 8.190 | D: 163 C: 9.714 |
|              | D: 0.758 s | T: 0.963 s | T: 0.210 s | T: 0.347 s | T: 12.148 s |
| QPE          | 1Q: 150 1QNZ: 100 | 1Q: 112 1QNZ: 62 | 1Q: 267 1QNZ: 191 | 1Q: 260 1QNZ: 191 | 1Q: 150 1QNZ: 78 |
|              | MQ: 43 L: 106 | MQ: 43 L: 96 | MQ: 43 L: 976 | MQ: 43 L: 100 |                      |
|              | 1Q: 79, MQ: 43 | 1Q: 97 C: 3.227 | 1Q: 169 C: 6.947 | D: 167 C: 6.913 | D: 129 C: 3.772 |
|              | D: 0.167 s | T: 0.367 s | T: 0.011 s | T: 0.105 s | T: 0.819 s |
| VQE_UCCSD    | 1Q: 17123 1QNZ: 15269 | 1Q: 12106 1QNZ: 9247 | 1Q: 25577 1QNZ: 22411 | 1Q: 22113 1QNZ: 19622 | 1Q: 11892 1QNZ: 10021 |
|              | MQ: 5488 L: 15305 | MQ: 4807 L: 12879 | MQ: 5284 L: 12206 | MQ: 4521 L: 10136 | MQ: 5284 L: 13576 |
|              | 1Q: 5320, MQ: 5488 | 1Q: 11166 C: 372.011 | 1Q: 18472 C: 821.769 | D: 15307 C: 685.613 | D: 11646 C: 396.760 |
|              | D: 16275 C: 485.479 | T: 76.751 s | T: 0.698 s | T: 36.442 s | T: 918.463 s |
Table 3 continued

| Circuit name | Qiskit Lv.1 | Qiskit Lv.3 | t|ket| | t|ket| Max Opt. Toolchain |
|--------------|------------|------------|----|----| | | | |
| ISING        | 1Q:346     | 1QNZ:193   | 1Q:326 | 1QNZ:176 | 1Q:580 | 1QNZ:410 | 1Q:315 | 1QNZ:134 |
| (10 qubits,  | MQ:90      | L:189      | MQ:90 | L:208 | MQ:90 | L:2210 | MQ:90 | L:144 |
| 1Q:390)      | D:66       | C:4.418    | D:66 | C:4.474 | D:93 | C:10.651 | D:68 | C:4.327 |
| MQ:90        | T:0.313 s  | T:0.998 s  | T:0.034 s | T:0.240 s | T:1.206 s |
| SHOR         | 1Q:46641   | 1QNZ:30518 | 1Q:36665 | 1QNZ:19765 | 1Q:80696 | 1QNZ:61998 | 1Q:38228 | 1QNZ:14933 |
| (12 qubits,  | MQ:14858   | L:29755    | MQ:14348 | L:29782 | MQ:14348 | L:320294 | MQ:14348 | L:14345 |
| 1Q:20756)    | D:41138    | C:1232     | D:37451 | C:1153.046 | D:52644 | C:2240.043 | D:35026 | C:1070.450 |
| MQ:14858     | T:39.195 s | T:112.683 s | T:7.974 s | T:49422.683 s | T:9152.169 s |
| EDGE_DETECT  | 1Q:49685   | 1QNZ:28385 | 1Q:33146 | 1QNZ:11846 | 1Q:113807 | 1QNZ:80815 | 1Q:79854 | 1QNZ:57028 |
| (12 qubits,  | MQ:16096   | L:25986    | MQ:16096 | L:24409 | MQ:16096 | L:373052 | MQ:16096 | L:29216 |
| 1Q:48593,    | D:48619    | C:1385.174 | D:46874 | C:1355.180 | D:79769 | C:2898.957 | D:54192 | C:2012.985 |
| MQ:16096)    | T:44.188 s | T:118.950 s | T:9.925 s | T:49422.683 s | T:9152.169 s |
| SYS6         | 1Q:378     | 1QNZ:297   | 1Q:351 | 1QNZ:270 | 1Q:530 | 1QNZ:414 | 1Q:350 | 1QNZ:246 |
| (16 qubits,  | MQ:98      | L:311      | MQ:98 | L:311 | MQ:98 | L:2292 | MQ:98 | L:292 |
| 1Q:117,      | D:160      | C:6.586    | D:155 | C:6.503 | D:190 | C:12.758 | D:188 | C:12.256 |
| MQ:98)       | T:0.292 s  | T:0.989 s  | T:0.016 s | T:0.195 s | T:1.149 s |
| ADDER_LARGE  | 1Q:440     | 1QNZ:327   | 1Q:361 | 1QNZ:249 | 1Q:729 | 1QNZ:560 | 1Q:705 | 1QNZ:545 |
| (18 qubits,  | MQ:130     | L:329      | MQ:130 | L:317 | MQ:130 | L:2908 | MQ:122 | L:257 |
| 1Q:216,      | D:257      | C:9.252    | D:236 | C:8.867 | D:328 | C:17.817 | D:327 | C:7.426 |
| MQ:130)      | T:0.360 s  | T:1.161 s  | T:0.037 s | T:0.358 s | T:1.423 s |
| Circuit name | Qiskit Lv.1 | Qiskit Lv.3 | t(|ket|) | t(|ket|) Max Opt. | Toolchain |
|--------------|------------|------------|---------|------------------|-----------|
| **URF5**    | IQ: 84681  | IQ: 74557  | 1Q: 124507| 1Q: 126150       | IQ: 70461 |
|              | MQ: 23764  | MQ: 23742  | L: 70176 | L: 548464        | IQNZ: 49335 |
| (16 qubits, |            |            |         |                  | MQ: 23681 |
| IQ: 37505,  | D: 55503   | D: 52386   | 7: 114507| 7: 126150        | MQ: 23681 |
| MQ: 23764)  | T: 60.785 s| T: 195.306 s|       |                  | L: 65096  |
|              |            |            |         |                  | MQ: 146006 |
|              |            |            |         |                  | L: 1686.575 |
|              |            |            |         |                  | T: 5.564 s |
|              |            |            |         |                  | T: 146006 |
|              |            |            |         |                  | T: 26300.822 s |
| **SYM10**   | IQ: 102759 | IQ: 93170  | 1Q: 149420| 1Q: 152274       | IQ: 88877 |
|              | MQ: 28084  | MQ: 28084  | L: 84560 | L: 648670        | IQNZ: 59575 |
| (16 qubits, |            |            |         |                  | MQ: 28084 |
| IQ: 52247,  | D: 67259   | D: 65238   | 7: 114507| 7: 126150        | MQ: 28084 |
| MQ: 28084)  | T: 70.981 s| T: 230.274 s|       |                  | L: 77906  |
|              |            |            |         |                  | MQ: 146006 |
|              |            |            |         |                  | L: 1686.575 |
|              |            |            |         |                  | T: 5.564 s |
|              |            |            |         |                  | T: 146006 |
|              |            |            |         |                  | T: 26300.822 s |
Table 4  Subset of the benchmarks results for the superconducting technology case with average precision toolchain parameters set

| Circuit name | Qiskit L.v.1 | Qiskit L.v.3 | t(ket) | t(ket) Max Opt. | Toolchain |
|--------------|--------------|--------------|--------|-----------------|-----------|
| ADDER_SMALL  | 1Q: 10       | 1QNZ: 4      | 1Q: 11 | 1QNZ: 4         | 1Q: 9     | 1QNZ: 4 |
|              | MQ: 10       | L: 6         | MQ: 10 | L: 6            | MQ: 10    | L: 6    |
|              | D: 12        | C: 0.345     | D: 12  | C: 0.357        | D: 12     | C: 0.346 |
|              | T: 0.054 s   |              | T: 0.043 s |                | T: 0.028 s |          |
|              |              |              |        |                 | T: 0.561 s |          |
|              |              |              |        |                 |           |          |
| HS4          | 1Q: 8        | 1QNZ: 8      | 1Q: 8  | 1QNZ: 8         | 1Q: 6     | 1QNZ: 6 |
|              | MQ: 4        | L: 8         | MQ: 4  | L: 16           | MQ: 4     | L: 8    |
|              | D: 6         | C: 0.155     | D: 6   | C: 0.161        | D: 5      | C: 0.144 |
|              | T: 0.057 s   |              | T: 0.052 s |                | T: 0.012 s |          |
|              |              |              |        |                 | T: 0.510 s |          |
|              |              |              |        |                 |           |          |
| DNN          | 1Q: 328      | 1QNZ: 312    | 1Q: 136| 1QNZ: 136       | 1Q: 128   | 1QNZ: 96 |
|              | MQ: 192      | L: 464       | MQ: 64 | L: 268          | MQ: 64    | L: 192  |
|              | D: 98        | C: 5.444     | D: 34  | C: 1.912        | D: 34     | C: 1.857 |
|              | T: 0.765 s   |              | T: 1.036 s |                | T: 0.390 s |          |
|              |              |              |        |                 | T: 7.722 s |          |
|              |              |              |        |                 |           |          |
| QPE          | 1Q: 71       | 1QNZ: 19     | 1Q: 59 | 1QNZ: 19        | 1Q: 56    | 1QNZ: 19 |
|              | MQ: 43       | L: 20        | MQ: 43 | L: 20           | MQ: 43    | L: 19   |
|              | D: 83        | C: 1.819     | D: 72  | C: 1.700        | D: 72     | C: 1.713 |
|              | T: 0.091 s   |              | T: 0.246 s |                | T: 0.127 s |          |
|              |              |              |        |                 | T: 0.649 s |          |
|              |              |              |        |                 |           |          |
| VQE_UCCSD    | 1Q: 1891     | 1QNZ: 1275   | 1Q: 2972| 1QNZ: 2370      | 1Q: 2177 | 1QNZ: 1538 |
|              | MQ: 5284     | L: 1324      | MQ: 4807| L: 2805          | MQ: 4521 | L: 3076  |
|              | D: 6452      | C: 182.128   | D: 6424| C: 172.872       | D: 6452  | C: 183.029 |
|              | T: 3.254 s   |              | T: 24.053 s |               | T: 36.650 s |          |
|              |              |              |        |                 | T: 280.067 s |         |
| Circuit name   | Qiskit Lv.1 | Qiskit Lv.3 | t(|ket⟩) | t(|ket⟩) Max Opt. | Toolchain           |
|---------------|-------------|-------------|----------|-------------------|---------------------|
| **ISING**     | 1Q: 145     | 1QNZ: 50    | 1Q: 137  | 1QNZ: 50          | 1Q: 120 1QNZ: 50    |
| (10 qubits,   | MQ: 90      | L: 90       | MQ: 90   | L: 100            | MQ: 90   L: 100     |
| 1Q: 390,      | D: 42       | C: 2.416    | D: 42    | C: 2.423          | D: 42    C: 2.430   |
| MQ: 90)       | T: 0.178 s  |            | T: 0.030 s|                   | T: 0.245 s         |
| **SHOR**      | 1Q: 18446   | 1QNZ: 4606  | 1Q: 16646| 1QNZ: 5626         | 1Q: 14092 1QNZ: 4606 |
| (12 qubits,   | MQ: 14348   | L: 4606     | MQ: 14348| L: 9212           | MQ: 14333  L: 9244  |
| 1Q: 20756,    | D: 25812    | C: 585.174  | D: 26067 | C: 589.436        | D: 25545  C: 585.729 |
| MQ: 14858)    | T: 10.197 s |           | T: 62.782|                   | T: 49274.067 s    |
| **EDGE_DETECT** | 1Q: 16559  | 1QNZ: 16431 | 1Q: 11677| 1QNZ: 11538       | 1Q: 16563 1QNZ: 16431 |
| (12 qubits,   | MQ: 16096   | L: 27010    | MQ: 10939| L: 21766          | MQ: 16096  L: 32862 |
| 1Q: 48593,    | D: 31742    | C: 702.699  | D: 21040 | C: 474.297        | D: 21623  C: 490.210 |
| MQ: 16096)    | T: 24.350 s |          | T: 97.250 s|                   | T: 543.127 s     |
| **SYS6**      | 1Q: 94      | 1QNZ: 22    | 1Q: 94   | 1QNZ: 22          | 1Q: 86    1QNZ: 22   |
| (16 qubits,   | MQ: 98      | L: 22       | MQ: 98   | L: 44            | MQ: 93    L: 44     |
| 1Q: 117,      | D: 73       | C: 2.870    | D: 73    | C: 2.886         | D: 71     C: 2.759   |
| MQ: 98)       | T: 0.093 s  |           | T: 0.012 s|                   | T: 0.181 s   |
| **ADDER_LARGE** | 1Q: 136    | 1QNZ: 40    | 1Q: 129  | 1QNZ: 40          | 1Q: 143  1QNZ: 57   |
| (18 qubits    | MQ: 130     | L: 48       | MQ: 130  | L: 80            | MQ: 122   L: 114    |
| 1Q: 216,      | D: 149      | C: 4.387    | D: 149   | C: 4.421         | D: 155    C: 4.442   |
| MQ: 130)      | T: 0.118 s  |           | T: 0.551 s|                   | T: 0.243 s   |
Table 4 continued

| Circuit name | Qiskit Lv.1 | Qiskit Lv.3 | $t|\text{ket}\rangle$ | $t|\text{ket}\rangle$ Max Opt. | Toolchain |
|--------------|-------------|-------------|-------------------|-------------------|-----------|
| URF5         | 1Q: 20770   | 1QNZ: 4351  | 1Q: 20768 1QNZ: 4351 | 1Q: 20799 1QNZ: 4370 | 1Q: 20758 1QNZ: 4329 |
| (16 qubits,  | MQ: 23742   | L: 4616     | MQ: 23726 L: 4616 | MQ: 22919 L: 14344 | MQ: 23681 L: 4611 |
| 1Q: 37505,   | D: 25671    | C: 781.380  | D: 25587 C: 783.500 | D: 1216.437 C: 768.027 | D: 25637 C: 779.724 |
| MQ: 23764)   | T: 13.094 s | T: 96.074 s | T: 4.069 s          | T: 1216.43 s          | T: 696.211 s |
| SYM10        | 1Q: 28086   | 1QNZ: 4462  | 1Q: 28086 1QNZ: 4462 | 1Q: 28146 1QNZ: 4469 | 1Q: 28085 1QNZ: 4455 |
| (16 qubits,  | MQ: 28084   | L: 4544     | MQ: 28084 L: 4544 | MQ: 28043 L: 12062 | MQ: 28084 L: 4536 |
| 1Q: 52247,   | D: 31641    | C: 937.432  | D: 31655 C: 940.811 | D: 31783 C: 943.630 | D: 31640 C: 937.415 |
| MQ: 28084)   | T: 16.901 s | T: 109.210 s| T: 5.603 s          | T: 2068.116 s         | T: 512.660 s |
in image processing, were obtained using the Qiskit transpiler on the original circuits available in [41]. The set of circuits chosen for the benchmark was composed with the idea of involving small-to-large-scaled circuits. Only the latest version of each chosen circuit in the repositories was taken in consideration. The circuits were mostly left untouched: the only actions performed on them were adding a measurement on each involved qubit line at the end and, in a few circuits taken form QASMBench’s repository, to manually decompose custom user-defined gates, which the toolchain does not currently recognize nor support. Each circuitual compilation executed by the toolchain was performed with three different sets of parameters: **low precision** ($\text{thr}_1 = 10^{-4}, \text{thr}_2 = 10^{-6}$), **average precision** ($\text{thr}_1 = 10^{-8}, \text{thr}_2 = 10^{-10}$) and **high precision** ($\text{thr}_1 = 10^{-10}, \text{thr}_2 = 10^{-12}$), in which $\text{thr}_1$ is the grade of approximation of $\pi$ and $\text{thr}_2$ is the threshold of rotation value under which a gate is considered a null operation. All the compilations were performed on a single-process Intel(R) Xeon(R) Gold 6134 CPU @ 3.20GHz opta-core, Model 85 [59] with a memory of 10296102+ KiB.

### 4.4 Comparison with the state of the art

The benchmarks were performed using Qiskit version 0.28, with Qiskit Aer Libraries version 0.8.2 and Qiskit Terra Libraries version 0.18.0 (the latest releases at the time of writing). The benchmarks were performed using pytket-qiskit version 0.16.1 too. When using both compilers and the toolchain, each quantum architecture was considered as **perfectly fully connected**, not taking thus into account the mapping capabilities in the benchmarks.

It is important to clarify that Qiskit compilation for NMR employed a slightly different basis set of quantum gates. In fact, the set $\{R_X, R_Y, R_Z, R_{ZZ}\}$ is not supported by the employed version of this library, so the $R_{ZZ}$ was replaced by the CZ. Reminding that $\text{CZ} = R_{ZZ} \left( \frac{\pi}{2} \right) \left[ R_Z \left( \frac{-\pi}{2} \right) \otimes R_Z \left( \frac{-\pi}{2} \right) \right] [10]$, this compilation strategy did not affect the calculation of the total number of two-qubit gates and of non-$R_Z$ single-qubit gates, but it could slightly modify the circuit depth, which is generally expected a bit lower, considering that a single CZ requires two single-qubit gates and one two-qubit gate. In any case, this different basis set was employed to compare the NMR toolchain capabilities with a potentially better basis set in terms of circuit depth and cost.

The general trend noted in the benchmarks is that Qiskit features a versatile management of **single-qubit gates**, being able to optimize them well using the sets of gates of multiple target technologies. $t|\text{ket}\rangle$, on the other hand, proved to be more **unpredictable** when dealing with single-qubit gates, because it alternates very good optimizations to completely suboptimal handles. At the same time, $t|\text{ket}\rangle$ proved to be the best in the **reduction of two-qubit gates**, as it was able to reduce their number substantially by accepting some tradeoffs on the single-qubit gates number.

### 4.5 Obtained results

A subset of the obtained results is reported in Tables 2, 3, 4. It is important to precise that in the calculation of the normalized circuit latency ($L$), all non-integer results were
rounded-up to stay in a worse-case scenario. All the toolchain-produced circuits proved to be functionally equivalent to the reference input circuits. Among the evaluated KL deviations, none exceeded the value of $10^{-5}$, thus proving that, even when multiple output states were expected, the obtained results were remarkably similar to the ones of the original circuits. Moreover, the toolchain proved capable of optimizing efficiently the single-qubit gates in most circuits. Some potentially powerful tools, like the Euler-combo optimization, proved to be very situational, while other processes, such as the IBM’s U gates merging scheme, proved to be competitive even when compared to IBM’s own software platform’s results. The toolchain also proved capable of handling two-qubit gates quite well, introducing optimizations capable of occasionally out-performing Qiskit and, most importantly, of competing with $t|ket\rangle$ in some cases, whose strong point is actually the proficiency in reducing the number of multi-qubit gates involved in the circuit. This went against the expectation of the template-based approach being unsuited to tackle efficiently the management of clusters of CX gates, as the templates that involve them are not numerous and as other methods, such as the heuristic-based ones, seem theoretically more prone to detect advantageous circuit remodelings. As expected, the number of single-qubit gates dramatically increases all over the chart in some technologies, since each decomposition of two-qubit gates introduces several single-qubit gates in the circuit and can bring a lot of newly inserted gates in large-sized circuits.

The specific results obtained for each technology are commented in the following:

- **NMR technology** Of all the supported technologies, the generated circuits with the NMR as target technology proved to be the ones in which the toolchain’s optimization is least competitive. As shown in Table 2, when compared to Qiskit, the toolchain performs quite well, in particular with larger circuits, since it can involve less physical quantum gates (involving both single and two qubits). Moreover, in most of the examined circuits, the advantage in the management of single-qubit-gate implies a lower weighted latency. On the other hand, $t|ket\rangle$ obtains better performance than the other compilers. In fact, considering both optimization levels, it always finds the solution with the lowest number of two-qubit gates and in most of the cases it achieves the best results in managing single-qubit gates, in terms of both the total number of non-$R_Z$ gates and circuit latency. However, for what concerns the circuit cost, $t|ket\rangle$ is sometimes beat by Qiskit and by the toolchain, especially with medium-large circuits, because of a generally higher circuit depth. In any case, even though the circuit depth and cost are sometimes the lowest, the benchmarks showed that the the currently implemented toolchain is not more performing than other state-of-the-art compilers.

- **Trapped ions technology** The benchmarks showed that the trapped ions technology is the most successfully managed by the toolchain. As shown in Table 3, even though the total number of two-qubit gates is not the lowest among all compilation strategies, the toolchain often achieves a consistent reduction of the number of all single-qubit gates and of those non-$R_Z$, specially in medium-large circuits (lower half of table). Moreover, the obtained equivalent circuits are generally characterized by low circuit depths, which permit to obtain circuit costs which are the lowest or competitive with those obtained with other compilation strategies.
Qiskit is capable of holding its ground quite well, while the same cannot be said for $t|ket\rangle$, which features a less efficient implementation, apart from small quantum circuits; even if it manages well two-qubit gates, it is usually incapable of severely reducing single-qubit gates. Moreover, it also employs non-$R_Z$ gates, with a very high associated weighted latency. The results obtained by the toolchain are particularly satisfying in the context of this technology, even more considering that chains of trapped ions are intrinsically fully connected. This means that the toolchain, even in this prototype form, is already capable of efficiently handling most scenarios involving quantum circuits implemented with trapped ions.

- **Superconducting technology** The toolchain shows quite good performance with this target technology. As shown in Table 4, $t|ket\rangle$ is usually able to minimize the total number of two-qubit gates, while managing at the same time the single-qubit $U$ gates. Moreover, it is possible to ascertain that the maximum optimization level does not always imply better results, since in some cases the lower optimization level can generate an equivalent circuit with fewer two-qubit gates or circuit latency. Qiskit handles IBM’s gate set really well in terms of single-qubit gates number, but it is often beat by $t|ket\rangle$ in CX optimization. The toolchain achieves in most of the cases competitive weighted latencies with respect to both the other compilers. The same thing can be substantially said for circuit depth, thus implying quite good costs, to the point that in two cases (ADDER_LARGE and SYM10) this quantity is the lowest. Generally speaking, the advantages over the results of the other compilers are not very strong, but the overall performance can be considered satisfactory, according to the current state of the presented work. However, it has to be noted that, in this specific technology, the critical layout mapping phase was not taken in consideration, and that the smart management of SWAP gates to adapt circuits to target devices is one of Qiskit’s and $t|ket\rangle$’s strong point: perhaps, with such feature implemented the toolchain would prove less ideal than Qiskit, $t|ket\rangle$ or both.

As for the differences between the toolchain compilations using different sets of parameters, in the NMR and superconducting technologies circuits obtained with the high precision set proved to be slightly more optimized, although the differences between different sets of parameters were minimal. In the trapped ions technology case, a trade-off emerged: in most circuits, the higher precision was used for the parameters, the stronger the optimization of single-qubit gates was, but also the worse the weighted latency became. The computation time also proved to be a critical parameter. In the superconducting technology case, the compilation time of the toolchain was non-negligible in the case of large-sized circuits, but not excessively long (even lower than the corresponding one for $t|ket\rangle$ with highest optimization level). Combining the running times of all the steps, the toolchain takes usually longer than both Qiskit and $t|ket\rangle$, but in small to medium-size circuits this difference is negligible and is still acceptable in large circuits. In the NMR and trapped ions technologies cases, the compilation time of the toolchain was in general significant and absolutely crippling when dealing with large-sized circuits. This is probably due to the employment of the Eulercombo mechanism in a circuit whose number of gates dramatically increased after the decomposition of CX and CZ gates.
When considering the overall running time of the toolchain, it is clear that the template-based approach can be fast enough for small to average circuits, but it is also extremely slower than other heuristic methods when dealing with very large circuits. This is mostly due to the issue of Gimbal Locks [60] in the Eulercombo process, which drastically slow the compilation, especially when using highly precise approximations of $\pi$.

4.5.1 Summary of the toolchain’s most notable highlights

A small summary of benchmark cases in which the toolchain’s performance stood out in terms of number of non-RZ quantum gates, weighted latency, circuit depth and circuit cost—when compared to the other state-of-the-art compilers—is here reported. Compilation times and scalability issues were not considered in the following highlights.

- In NMR technology, the toolchain achieves the lowest circuit cost in URF5 and SYM10 cases, because of its lowest circuit depth. However, it is not possible to say that it generally performs better than the other two compilers, especially when compared with $t|\text{ket}\rangle$, because of its good management of quantum gates with this technology. On the other hand, when compared solely to Qiskit, the toolchain produced circuits with a total number of single-qubit gates and weighted latency equal or lesser than Qiskit’s ones in all the tested cases, except for DNN, ISING and EDGE_DETECT.

- In Trapped ions technology, the proposed toolchain yielded the overall best results, in terms of both single-qubit latency and cost, for ISING, ADDER_LARGE, SYM10, SHOR, SYS6 and URF5. In the first two cases, the compiled circuits have the lowest number of non-$R_z$ single-qubit gates, two-qubit gates and the lowest circuit depth, so the overall performance can be considered the best. In the other cases, the cost function is minimized thanks to lower circuit depth, number of non-$R_z$ single-qubit gates and weighted latency, compensating a worse management of two-qubit gates. ADDER_SMALL has the lowest single-qubit weighted latency, but the circuit cost is slightly higher than the one obtained with Qiskit with maximum optimization level, even though the total number of two-qubit gates is equal in both cases. The reason of this behaviour can be justified by the fact that the circuit depth is slightly higher (21 instead of 20). Finally, EDGE_DETECT has the lowest circuit cost, given by the lowest circuit depth (45665, with the second lowest equal to 46874), such as the total number of single-qubit gates (31971). On the other hand, the solution provided by the toolchain has a higher non-$R_Z$ gates count (12687, instead of 11846) and single-qubit-gate weighted latency (29216, instead of 24409) with respect to Qiskit with maximum optimization level. In general, the obtained result can be considered competitive with respect to those provided by the other compilers.

- In superconducting technology, the toolchain achieved the minimum cost, among all the considered compilation strategies, with ADDER_LARGE and SYM10 circuits, thanks to its lowest circuit depth. In the ADDER_SMALL case, it performed definitely on par with all the other compilers, especially with Qiskit. Finally, QPE,
EDGE_DETECT and SYS6 can be mentioned, as they are characterized by the best obtained performance in terms of weighted latency, but not capable of achieving the minimum cost because of the higher circuit depth and the number of two-qubit gates equal or greater than the ones of Qiskit and \(t|\text{ket}\) compilers with maximum optimization level.

5 Conclusions and future perspectives

The obtained results show that the toolchain and its core philosophy can be considered competitive in the state of the art for the compilation of quantum circuits targeting specific technologies and that the designed optimization process can introduce some fine-grain technology-dependent optimizations that allow the toolchain to compete with well-established compilers in some cases, especially when dealing with trapped ions. In general, the toolchain is capable of steadily reducing the number of single-qubit gates and prioritizing an abundant use of advantageous and virtual \(R_Z\) gates, thus obtaining in some circumstances circuits with low depth and cost. However, it is important to remind that the toolchain eventual advantages would be compensated by compilation times usually very long. The largest circuits used in the benchmarks are probably too large in scale for current quantum computers to be able to handle them and actually use them for computation and use tens of thousands of gates, that once decomposed increase dramatically. In conclusion, the obtained results show a limit of some of the proposed optimizations, with compilations that require up to several hours to be completed. As reported through this paper, the toolchain is, however, still a prototype. Its structure could allow it to support even more quantum technologies, enhancing its already good versatility.

Regarding future improvements, a first step would be to extend the currently supported selection of quantum technologies. For instance, spin-based technologies are characterized by sets of native single and two-qubit gates similar to the ones of the NMR technology. Therefore, the routines and functions developed to optimize the compilation for NMR backends are expected to be easily adaptable to other spin-based technologies, such as quantum dots in semiconductors [61]. Moreover, the native gates of technologies already available could be updated and increased. This is, in particular, the case of superconducting qubits, where \(R_{ZX}\), controlled phase (\(c,u,1\), according to OpenQASM 2.0 syntax) and iSWAP could be taken into account in compilation, thus permitting on one hand to operate on a gate level closer to the physical one, and on
the other to employ the toolchain with backends of providers different from IBM’s ones. It is clear that considering new native two-qubit gates for superconducting qubits could also imply the identification of new templates, associated with these gates, to be integrated in the toolchain.

The most relevant part currently missing in the toolchain is the capability of handling the whole layout synthesis (placement and routing) process for non-fully connected technologies, such as the superconducting one, and optimizing the strengths of couplings for fully connected technologies, such as the NMR one. This feature would require implementing a tool capable of adapting the compilation to a given device’s layout and logically mapping each qubit line with a smart insertion of SWAP gates. In this regard, it shall be remarked that the compilation toolchain discussed in this article belongs to a broader project currently under development. The latter, in fact, shall include both a compilation part (proposed in this manuscript)—dedicated to compiling the quantum input circuit by reducing the quantum gates as much as possible, regardless of the error rate of each gate—and a placement and routing part (which at the time of writing is still missing)—with the aim of implementing a hardware-driven noise-and-fidelity-aware mapping of logical qubits to physical qubits, minimizing the execution time and maximizing the fidelity.

Moreover, in order to improve the compilation, other steps could be implemented in the toolchain, existing steps may also be modified to accommodate new features and currently implemented functions could be moved in the workflow to improve the overall process.
Last but not least, an effort in optimizing the overall software development could be done to specifically reduce compilation time. Apart from employing a more time-efficient programming language, e.g., C or C++, parallelization can be exploited. As already introduced in Sect. 4.2, a first approach of its can be accomplished by enacting a mechanism of sub-circuit optimization: the input quantum circuit can be divided into $N$ sub-circuits, where $N$ is chosen according to some criteria (depth of the algorithm, number of qubits, heuristics resulting from previous results). Then, the $N$ sub-circuits are compiled in parallel, exploiting a reasonable number of threads and processes, according to the available hardware platform. Eventually, the optimized sub-circuits can be recombined together to force the toolchain to perform a last optimization of the merged circuit, according to a **tree-like organization**, such as the binary one reported in Fig. 13. A naïf example is shown in Fig. 14, where a quantum circuit is firstly divided into three initially independent sub-circuits—on each of which a template-based optimization can be executed in parallel—then these circuits are merged together and an additional optimization can be finally done, which permits to obtain a final circuit with only a two-qubit gate. If template-based approach worked properly on the sub-circuits, it is expected that the final circuit will show a reduced number of quantum gates. Therefore, the last optimization shall require less time, and the overall process can lead to a significant speed-up in terms of compilation time.

In conclusion, the proposed toolchain prototype produced some interesting results and showed a valuable potential for improvement, especially dealing with trapped ion technology. Even though the current status of the compiler clearly shows some weaknesses performance-wise, its core methodology, i.e., the technology-specific local optimization, proved to be an interesting foundation on which to build on, and is hoped to be an inspiring first step in a structured development process that could aim to achieve truly competitive results on the stage of the state of the art and a high grade of versatility in terms of supported technologies. With some spot-on optimizations to build on what this core has established and a certain degree of skill synergy to polish it up on different fields of expertise, the legacy of the toolchain is believed to evolve well in a tool that can truly push to the limit the potential of this compilation method in the context of quantum computation research.

**Supplementary Information** The online version contains supplementary material available at https://doi.org/10.1007/s11128-022-03649-9.

**Funding** Open access funding provided by Politecnico di Torino within the CRUI-CARE Agreement.

**Data availability** The datasets generated during and/or analyzed during the current study are available from the corresponding author on reasonable request.

**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
A Derivation of single-qubit-gate fidelity equation

Equation 14 was derived starting from the time evolution of the fidelity of a single-qubit stat—initially pure and then increasingly more mixed—under the effects of relaxation and decoherence, two non-ideality phenomena common to all the analyzed quantum computing technologies that usually provide quite significant contributions to the unwanted evolution of the qubit state. The proof of the fidelity equation is reported in the following for two particular cases.

First of all, it is important to remind that the fidelity between a pure state, described by a state vector $|\psi\rangle$, and a mixed state, described by a density matrix $\rho$, can be written as [62]:

$$F \equiv \sqrt{\langle \psi | \rho | \psi \rangle}.$$  \hspace{1cm} (15)

This is a real scalar number between 0 and 1 and its maximum value is achieved when $\rho = |\psi\rangle \langle \psi|$. Some references [63] define fidelity without the square root:

$$F \equiv \langle \psi | \rho | \psi \rangle.$$  \hspace{1cm} (16)

It is clear that, independently on the notation, the product $\langle \psi | \rho | \psi \rangle$ must be always computed. Before reporting the examples, it is important to further clarify that the computed fidelity is between the vector associated with the initial state of qubit ($t = 0$) and the density matrix associated with the qubit state after a time interval $\Delta t = t - 0 = t$. In the following, only the variable $t$ (or $\tau$, when referring to quantum gates duration) will be reported, but it must be interpreted as a time interval with respect to $t = 0$.

The first considered case is associated with the state

$$|\psi\rangle = \left[ \begin{array}{c} \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} \end{array} \right],$$  \hspace{1cm} (17)

whose density matrix affected by relaxation and decoherence phenomena is [62]:

$$\rho = \begin{bmatrix}
1 - \frac{1}{2} e^{-\frac{t}{T_1}} & \frac{1}{2} e^{-\frac{t}{T_2}} \\
\frac{1}{2} e^{-\frac{t}{T_1}} & \frac{1}{2} e^{-\frac{t}{T_2}}
\end{bmatrix},$$  \hspace{1cm} (18)

where $t$ is the time variable and $T_1$ and $T_2$ are characteristic time constants of relaxation and decoherence respectively. For $t = 0$, the density matrix corresponds to $|\psi\rangle \langle \psi|$ and the fidelity is equal to 1. It is possible to prove that:

$$\rho |\psi\rangle = \frac{1}{2\sqrt{2}} \begin{bmatrix}
2 - e^{-\frac{t}{T_1}} + e^{-\frac{t}{T_2}} \\
e^{-\frac{t}{T_1}} + e^{-\frac{t}{T_2}}
\end{bmatrix},$$  \hspace{1cm} (19)

$$\langle \psi | \rho | \psi \rangle = \frac{1 + e^{-\frac{t}{T_2}}}{2}. $$
In this particular case, relaxation does not affect fidelity. Assuming to be in a low-
timescale regime, where \( t \ll T_2 \), the exponential can be approximated with a first-order
Maclaurin-Taylor expansion:

\[
\langle \psi | \rho | \psi \rangle = \frac{1 + e^{-\frac{t}{T_2}}}{2} \approx \frac{1 + 1 - \frac{t}{T_2}}{2} = 1 - \frac{t}{2T_2},
\]

\(\sqrt{\langle \psi | \rho | \psi \rangle} \approx \sqrt{1 - \frac{t}{2T_2}} \approx 1 - \frac{t}{4T_2}.\) (20)

Equation 20 puts in evidence that, independently on the definition, \( \mathcal{F} \) can be described
by a descending straight line \( 1 - kt \), with real \( k > 0 \) depending on \( \frac{1}{T_2} \).

The fidelity of a single-qubit gate was properly interpreted in terms of the evolution
of a qubit state under the previously mentioned phenomena, on a time interval \( \Delta t = t - 0 \) corresponding to the duration of the gate \( \tau \), assumed to be always much lower
than \( T_1 \) and \( T_2 \), as typical in experimental quantum computing. This approach neglects
the effect of the quantum gate itself on the qubit state, but permits to employ the
same simple low-timescale model in all the examined compilation cases, without any
arrangement depending on the technology. If the duration of a \( \frac{\pi}{2} \) -gate is assumed to be
known and equal to \( \tau_\frac{\pi}{2} \) independently on the rotation axis, the fidelity can be written
as:

\[
\mathcal{F}(R_X(\pi/2)) \approx 1 - k \tau_\frac{\pi}{2},
\]

(21)

where \( \mathcal{F}(R_X(\pi/2)) \) is the fidelity of a \( R_X \left( \frac{\pi}{2} \right) \), often reported in the experimental
characterization data of a quantum computer (explicitly on implicitly, in terms of its
dual error rate). Reminding that the duration of a generic single-qubit gate with rotation \( \theta \) is proportional to \( \tau_\frac{\pi}{2} \):

\[
\tau_\theta = \frac{2|\theta|}{\pi} \tau_\frac{\pi}{2},
\]

(22)

its corresponding fidelity can be written as:

\[
\mathcal{F}^{1q}(R(\theta)) = 1 - k \tau_\theta = 1 - k \frac{2|\theta|}{\pi} \tau_\frac{\pi}{2}
\]

\[
= 1 - k \frac{2|\theta|}{\pi} \tau_\frac{\pi}{2} + k \tau_\frac{\pi}{2} - k \tau_\frac{\pi}{2}
\]

\[
= (1 - k \tau_\frac{\pi}{2} + \left( 1 - \frac{2|\theta|}{\pi} \right) k \tau_\frac{\pi}{2})
\]

\[
= \mathcal{F}(R_X(\pi/2)) + \left( 1 - \frac{2|\theta|}{\pi} \right) (1 - \mathcal{F}(R_X(\pi/2))).
\]

(23)
An analogous result can be obtained for a more general case

\[ |\psi\rangle = \begin{bmatrix} c_0 \\ c_1 \end{bmatrix}, \]

\[ \rho = \begin{bmatrix} 1 + (c_0^2 - 1)e^{-\frac{t}{T_1}} & c_0\sqrt{1-c_0^2}e^{-\frac{t}{T_2}} \\ c_0\sqrt{1-c_0^2}e^{-\frac{t}{T_2}} & (1-c_0^2)e^{-\frac{t}{T_1}} \end{bmatrix}, \]  

(24)

where \( c_0 \) and \( c_1 = \sqrt{1-c_0^2} \) are two real probability amplitudes. It is possible to prove that:

\[ \rho |\psi\rangle = \begin{bmatrix} c_0 \left[ 1 + (1-c_0^2)(e^{\frac{t}{T_2}} - e^{\frac{t}{T_1}}) \right] \\ \sqrt{1-c_0^2} \left[ c_0^2 e^{\frac{t}{T_2}} + (1-c_0^2)e^{\frac{t}{T_1}} \right] \end{bmatrix}, \]

(25)

\[ \langle \psi | \rho |\psi\rangle = c_0^2 + (1 + 2c_0^4 - 3c_0^2)e^{-\frac{t}{T_1}} \\
+ 2c_0^2(1-c_0^2)e^{-\frac{t}{T_2}}. \]

In the low-timescale regime \( t \ll T_1, T_2 \), the first-order Maclaurin-Taylor approximation can be employed, thus:

\[ \langle \psi | \rho |\psi\rangle \approx 1 - \left[ \frac{1 + 2c_0^4 - 3c_0^2}{T_1} + \frac{2c_0^2(1-c_0^2)}{T_2} \right] t, \]

(26)

\[ \sqrt{\langle \psi | \rho |\psi\rangle} \approx 1 - \frac{1}{2} \left[ \frac{1 + 2c_0^4 - 3c_0^2}{T_1} + \frac{2c_0^2(1-c_0^2)}{T_2} \right] t. \]

It is possible to prove that, for \( c_0 = c_1 = \frac{1}{\sqrt{2}} \), the results correspond to those in Equation 20. The linear descending function \( F = 1 - kt \) is valid also in this case, so — apart from a generic \( k \) depending on both \( \frac{1}{T_1} \) and \( \frac{1}{T_2} \) and on the initial qubit measurement probabilities \( c_0^2 \) and \( \sqrt{1-c_0^2} \)—Eqs. 21, 22 and 23, obtained for the particular case \( |\psi\rangle = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ 1 \end{bmatrix} \), can be employed straightforwardly.

In conclusion, it is important to clarify that the same trend is expected to be also valid for the single-qubit state described by generic complex probability amplitudes. In that case, \( k \) will depend on \( \frac{1}{T_1} \) and \( \frac{1}{T_2} \) (as in the already examined cases) and on the magnitude square values of the complex probability amplitudes \( |c_0|^2 \) and \( |c_1|^2 = 1 - |c_0|^2 \).
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