Detection of Quantitative Trait Loci Influencing Recombination Using Recombinant Inbred Lines

Jefferey Dole*† and David F. Weber†

*Department of Botany, University of Wisconsin, Madison, Wisconsin 53706 and †Department of Biological Sciences, Illinois State University, Normal, Illinois 61790

Manuscript received August 24, 2007
Accepted for publication August 28, 2007

ABSTRACT

The genetic basis of variation in recombination in higher plants is polygenic and poorly understood, despite its theoretical and practical importance. Here a method of detecting quantitative trait loci (QTL) influencing recombination in recombinant inbred lines (RILs) is proposed that relies upon the fact that genotype data within RILs carry the signature of past recombination. Behavior of the segregational genetic variance in numbers of chromosomal crossovers (recombination) over generations is described for self-, full-sib, and half-sib-generated RILs with no dominance in true crossovers. This genetic variance, which as a fraction of the total phenotypic variance contributes to the statistical power of the method, was asymptotically greatest with half sibbing, less with sibbing, and least with selfing. The statistical power to detect a recombination QTL declined with diminishing QTL effect, genome target size, and marker density. For reasonably tight marker linkage power was greater with less intense inbreeding for later generations and vice versa for early generations. Generational optima for segregation variance and statistical power were found, whose onset and narrowness varied with marker density and mating design, being more pronounced for looser marker linkage. Application of this method to a maize RIL population derived from inbred lines Mo17 and B73 and developed by selfing suggested two putative QTL (LOD > 2.4) affecting certain chromosomes, and using a canonical transformation another putative QTL was detected. However, permutation tests failed to support their presence (experimentwise $\alpha = 0.05$). Other populations with more statistical power and chosen specifically for recombination QTL segregation would be more effective.

Genetic recombination is central to the evolutionary process, the study of genome organization, and plant and animal breeding. It pertains to the evolution of sex (Crow and Kimura 1965; Maynard Smith 1978) and the evolution of genome organization and the units of selection (Levontin 1964, 1971; Felsenstein 1974; Felsenstein and Yokoyama 1976; Charlesworth et al. 1979) and is a fundamental consideration for the effect of selection acting on multiple loci (Hedrick et al. 1978). Further, the modification of recombination in plant breeding and thus its genetic basis are of current practical interest (Sall 1990; Busso et al. 1995).

The best understanding of recombination mechanisms arises from genetic and molecular studies in bacteria and yeast (reviewed in Petes et al. 1991). Much less is known about mechanisms of recombination in plants and animals. Meiotic recombination in plants and animals is influenced by sex and genetic background, in particular cis effects of chromosomal rearrangements, centromeres, and heterochromatin, and supernumary chromosomes that affect recombination in trans (Grant 1975; Korol et al. 1994). At the molecular level, somatic recombination rates in repeated sequence transgenes in plants have revealed the influence of homology (Gal et al. 1991), repeat length (Peterhans et al. 1990), and genome position (Swooboda et al. 1993). Effects of homology upon meiotic recombination in maize have also been studied by Dooner and Martinez-Ferez (1997) and Okagaki and Weil (1997). Trans-acting polygenic control of general or specific genomic recombination is suggested by variation in recombination frequencies among RFLP and morphological markers in a variety of segregating maize populations (Beavis and Grant 1991; Tulisheram et al. 1992; Fatmi et al. 1993; Timmermans et al. 1997). As with most quantitative traits, however, polygenic control of recombination is probably most common and thus more difficult to study than discrete mutations.

In this article we note that since recombinant inbred lines (RILs) provide information about their number of crossovers and hence segregating quantitative trait loci (QTL) influencing recombination (hereafter referred to as recombination QTL), data on existing RILs may allow the detection of such QTL in animals and plants. We sketch the basic theory behind this idea and examine
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the effects of QTL effect, mating design, recombination target size, and map density upon the variance in numbers of crossovers among inbred lines caused by recombination QTL. Because the fraction of phenotypic variance caused by genetic segregation is key to predicting the power of detection (Land 

variance to compare the relative power of designs under different parameters of the model. We further apply this method to a maize RIL population as an illustration of the approach.

GENETIC MODEL

RIL populations are produced by crossing two genetically distinct inbreds, selfing or sibbing the F1’s to produce F2’s, and selfing or sibbing individual F2’s and their subsequent progeny for several generations (six or more) to produce a series of highly homozygous inbred lines. Each RIL contains a mixture of genomic segments from the two original inbred parents.

If original parents differ at loci influencing recombination, alleles will segregate and be partitioned into various inbred lines, in the case of selfing, or equivalently the variance of allelic frequencies among lines increases due to genetic drift within inbreeding lines (but randomly mating within). This generates variation in recombination frequency among lines that should be associated with the number of detectable crossovers among RIL genotypes.

While the greatest variance in observed crossovers would occur when recombination loci are fixed among different lines and recombinating segments are heterozygous, since all neutral loci become homozygous at the same rate with inbreeding, the merit of this approach seems dubious. Further, detection of recombination relies upon linkage disequilibria among marker loci that go to zero as inbreeding and recombination proceed. An additional problem is that loci that increase recombination decrease linkage disequilibria between marker loci, thus decreasing the number of detected crossovers and vice versa. Our motivation is therefore to develop a simple quantitative model to evaluate the statistical power of this method by determining the number of inbred lines scored necessary to detect a QTL with a certain effect under different allelic effects, mating systems, sizes of the genomic region(s) (hereafter referred to as the target) affected by the recombination QTL, and marker densities. We begin by examining the genetic expectations.

Consider a single QTL with effects upon the total number of those detectable occurring in a RIL in a certain generation. Define as the number of detected crossovers expected per chromosome within a certain genomic region (the target) of a diploid individual within a certain inbred line following generations of inbreeding. As crossovers accumulate, the number of crossovers following generations of inbreeding is given by

\[ C_t = \sum_{i=1}^{T} \Delta C_i, \]

where \( \Delta C_i = C_t - C_{t-1} \) is the change in total number of crossovers between adjacent generations.

For any system of mating with a Poisson distribution of crossovers in a target with heterozygous loci and no interference, the Haldane (1919) map function applies. Thus,

\[ \Delta C_i = \sum_{j=i+1}^{n-1} \left( \frac{1}{2} - e^{-2m_{ij}} \right), \]

where \( m_{ij} \) is the mean number of actual crossovers occurring between adjacent loci \( i \) and \( j \). Recombination between loci \( i \) and \( j \) in only double heterozygotes affects \( \Delta C_i \), adding numbers of observable crossovers to double heterozygotes in coupling and subtracting them in repulsion double heterozygotes. Because the difference in coupling and repulsion heterozygotes in an inbred (bottlenecked) segregating line with random mating within is \( 2D_{ij,t-1} \), where \( D_{ij,t-1} \) is the within line linkage disequilibrium between loci \( i \) and \( j \) in generation \( t - 1 \),

\[ \Delta C_{i>1} = \sum_{j=i+1}^{n-1} (1 - e^{-2m_{ij}})D_{ij,t-1}. \]

The disequilibria may be determined for a system of inbreeding by using the digenic descent measures of Cockerham and Weir (1968, 1977). Consider the inbreeding coefficient (Wright 1922) in generation \( t \), \( F_{1(t)} \) to represent the probability that each gamete uniting to form a zygote in this generation carries an allele at a certain locus that is descended from the same initial gamete at the start of a pedigree. Similarly, the recombinant coefficient \( \frac{1}{2}F_{1(t)} \) is the probability that alleles at two different loci inherited from both uniting gametes are descended from the same initial gamete, and the parental coefficient \( F_{1(t)} \) is the probability that two alleles at different loci inherited from one gamete are descended from the same initial gamete. Both \( F_{1(t)} \) and \( \frac{1}{2}F_{1(t)} \) are digenic measures since they refer to two alleles at separate loci. Note that if two loci are completely linked, \( F_{1(t)} = \frac{1}{2}F_{1(t)} \) and \( F_{1(t)} = 1 \), and in general the linkage disequilibrium within lines equals \( \frac{1}{2}(F_{1(t)} - \frac{1}{2}F_{1(t)}) \) with initial gametes coming from two inbred parents (cf. Cockerham and Weir 1977). Formulas for calculating these coefficients for RILs generated by selfing, full sibbing, and half sibbing are given in Appendix A.
We consider crossover rate to differ among genotypes at a locus influencing recombination such that the mean true number occurring any generation between the adjacent loci one and five times in one homozygote, \( m_{ij,aa} \), in the heterozygote, and \( m_{ij,AA} \) in the other homozygote, with \( m_{ij,aa} < m_{ij,AA} < m_{ij,AA} \). Similarly, \( \Delta C_{t,aa} < \Delta C_{t,AA} \) at least in early generations (see below). Expected values of \( \theta \) for the three genotypes at the recombination locus in generation \( t \) are accordingly \( \theta_{t,aa}, \theta_{t,AA}, \) and \( \theta_{t,AA} \). Define the difference in change in observable crossovers between a line and its expectation at generation \( t \) as \( \theta_t = \Delta C_t - E[\Delta C_t] \), with \( E[\Delta C_t] = (F_{t(1-1)}/2)(\Delta C_{t,aa} + \Delta C_{t,AA}) + (1 - F_{t(1-1)})\Delta C_{t,AA} \). Using Equation 1, the segregation variance among lines in total crossovers at generation \( T \) is

\[
\sigma^2_{CT} = E \left[ \left( \sum_{t=1}^{T} \theta_t \right)^2 \right].
\]

(4)

Taking into account that the segregation variance is due to drift in inbred lines at the recombination locus, and expanding, Equation 4 can be rewritten as

\[
\sigma^2_{CT} = \sum_{t=1}^{T} \left\{ \frac{2F_{t(1-1)}(\theta_{t,aa}^2 + \theta_{t,AA}^2) + (1 - F_{t(1-1)})\theta_{t,AA}^2}{2} + \frac{F_{t(1-1)}(\theta_{t,aa} + \theta_{t,AA})(\theta_{t,aa} + \theta_{t,AA})}{2} \right\},
\]

(5)

which illustrates the contribution of both the segregation variance within generations and the covariance among them due to fixation of recombination alleles. The \( u - 1 \) subscripts refer to the probability of identity by descent (Wright 1922) \( t \) generations after heterozygosity.

To evaluate the statistical power of this method, a computer program was written to compute the segregation variance under various mating systems and other parameters of the model such as allelic effects (defined as the difference plus or minus a percentage of the heterozygote \( m \) that additively influences the true recombination fraction \( m \)), target size, and map densities for a single QTL. We assumed, for simplicity, a uniform distribution of \( n \) genetic markers, giving \( n - 1 \) recombination intervals. Thus, \( n - 1 \) replaced the summation over marker intervals in Equations 1 and 2. The number of inbred lines necessary to detect a recombination QTL was computed using a type I error rate of \( \alpha = 0.01 \) and a type II error rate of \( \beta = 0.10 \). The low value of \( \alpha \) was intended to accommodate the practical problem of multiple genomic region comparisons in QTL mapping (cf. Lander and Botstein 1989).

Lynch and Walsh (1998) have given expressions for the number of required measured individuals in segregating \( F_2 \) and backcross populations to detect a QTL with probability \( 1 - \beta \) at significance level \( \alpha \) and note that these are quite similar for related designs. We extended their formula for \( F_2 \) populations to allow for \( t \) generations of inbreeding to compute the number of inbred lines required as approximately

\[
N_t = \frac{4(1 - \tau^2_t)\sigma_{s,t}}{F_{t(1)}(C_{t,AA} - C_{t,aa})} \left( \frac{z(1 - \alpha/2) + z(1 - \beta)}{\sqrt{1 - \tau^2_t}} \right)^2,
\]

(6)

where \( \tau^2_t \) is the proportion of phenotypic variance due to segregation, \( \sigma_{s,t} \) is the phenotypic standard deviation, and \( (C_{t,AA} - C_{t,aa}) \) is the difference between the homozygote with more observed crossovers minus that with fewer. This expression reflects a \( t \) test between different homozygote categories. The \( 4/F_{t(1)} \) factor compensates for the increase in homozygotes as inbreeding proceeds. The nongenetic component of variance in crossovers was conservatively approximated as the binomial variance (assuming no interference, \( z \), a number of Bernoulli trials) for \( n - 1 \) regions \( \sigma^2_{CT} = C_{T,AA}(1 - C_{T,AA}^2(n - 1)) \). This value is conservative because it does not take into account environmental or epistatic variation in recombination due to, \( e.g. \), temperature and gender. Thus, \( N \) may be biased downward for some conditions.

Figure 1a shows how varying levels of allelic effects influence required numbers of full-sibbed lines to detect the recombination QTL where its effect is upon a 2000-cM region (a typical genome size for many plants) with markers spaced \( c = 0.10 \) (10 cM) apart. Homozygote effects were given as a percentage, plus or minus, of the number of true crossovers in the QTL heterozygote; \( e.g., \) for 20% effect, \( m_{ij,aa} = 0.8m_{ij,AA} \), and \( m_{ij,AA} = 1.2m_{ij,AA} \). Many more lines are needed for weaker effects, \( e.g., \) 1%, as expected. Figure 1b illustrates \( N \) to detect for the alleles with stronger effects, \( e.g., \) 20, 10, and 5%. To put it into perspective, consider that if all loci have equal and independent effects in a segregating cross, with the total segregation variance equal to 30% of the phenotypic variance, if individual QTL have effects of 20, 10, 5, and 1%, there are respectively \( \sim 7, 29, 121, \) and \( 2330 \) QTL influencing recombination segregating within the cross. Clearly major genes are more easily detected.

The number of RILs needed to detect recombination QTL depends on the size of the target genome. Figure 2 illustrates \( N \) required under conditions of fullsibbing and target size ranging from 2000 to 100 cM, with mean marker density of 10 cM and 10% homozygote effect. For a given marker density our method can most easily detect QTL that influence larger genomic regions because of the greater opportunity for segregation variance in regions containing more genetic markers. One must be careful, therefore, to not interpret different frequencies of detection as evidence for a different
number or magnitude effect of recombination QTL when target regions differ in size.

Marker density and mating design have striking effects upon statistical power (Figure 3, a–c). In general, tighter marker linkage yields fewer \( N \) required to detect recombination QTL. This pattern is related to the finding that larger recombination targets require fewer \( N \), as in both cases there are more markers in the target, which increases segregation variance. Regardless of marker density, less intense inbreeding yields the least \( N \) required, over the 15 generations evaluated. This effect is more pronounced for tighter linkage (cf. Figure 3, a and c). However, for early generations of inbreeding (up to the 5th generation), more intense inbreeding, e.g., selfing, leads to a lower \( N \) required. Surprisingly, especially for more gradual inbreeding, e.g., half sibbing, and relatively sparse marker density (mean = 15 cM), there are minimum values of \( N \) required for detection following ~6 generations of inbreeding (Figure 3a). This pattern is not seen (at least within 15 generations) for tighter marker linkage (mean = 10 or 5 cM; Figure 3, b and c).

These unexpected patterns are due to the effects of marker density on the segregation variance. Figure 4a shows a maximum for the variance near six generations of inbreeding, at loose marker linkage (mean = 15 cM), which parallels the expectation from Figure 3a. This maximum is not apparent (or barely so) for tighter linkage (mean = 5 cM; Figure 4b), again paralleling the pattern expected from Figure 3c.

To explain these results it is informative to investigate the behavior of \( \theta \)-values, which represent the difference between the per generational change in crossover number of each QTL genotype and its expectation (shown for QTL homozygotes in Figure 5). Under the same parameter values as in Figures 3a and 4a (e.g., mean marker density = 15 cM), under half sibbing \( \theta \) switches sign about generation 7 (Figure 5a). For tighter linkage (mean = 5 cM), and the same parameter values as in Figure 3c, for half sibbing \( \theta \)-values do not switch sign and become only gradually reduced in magnitude (Figure 5b). The switch in sign produces negative covariances of crossover number among earlier and later generations (Equation 5). Surprisingly, this means that the homozygote with greater recombination accumulates fewer new crossovers than the contrasting homozygote. Thus, one would be wrong to infer gene action
from a limited observation of per generational changes in later generations with such loose linkage.

The behavior of \(\theta\)-values reflects the fact that lines that have an excess of alleles enhancing recombination enhance the number of crossovers for earlier generations and so decrease the disequilibria among markers. The switch occurs more rapidly and with larger effect for loose linkage because the accumulation of new observed crossovers depends on \((1 - e^{-2m})D_{t-1} = D_{t-1} - e^{-2m}D_{t-1}\) (cf. Equation 3). As \(m\) increases the second term on the right side approaches zero, leaving the contrast in \(\theta\) between

**Figure 3**—Effect of marker density and mating system upon \(N\) required for recombination QTL detection. The QTL acts upon a 2000-cM region with homozygote effect of 10%. (a) Effect of mating system with mean marker density of 15 cM. (b) Effect of mating system with mean marker density of 10 cM. (c) Effect of mating system with mean marker density of 5 cM.

**Figure 4**—Effect of marker density and mating design upon segregation variance among RILs for number of crossovers, using the Haldane mapping function (no interference). The recombination QTL acts upon a 2000-cM region with homozygote effect of 10%. (a) Effect of mating system with mean marker density of 15 cM. (b) Effect of mating system with mean marker density of 5 cM.
different QTL homozygotes as predominantly depending upon their difference in $D_{t-1}$.

Figures 3 and 4 demonstrate the efficiency of different mating designs on detecting recombination QTL as a function of marker density. Figure 3a shows that the effect of loose linkage ($= 15 \text{ cM}$) in causing a generational minimum in $N$ required for QTL detection is exacerbated by a lesser rate of inbreeding, e.g., half sibbing. This pattern is also evident by inspection of the segregational variance (Figure 4a). With tighter linkage, e.g., mean $= 10$ or $5 \text{ cM}$ (Figure 3, b and c), this effect is not seen. Moreover, tighter linkage enhances the segregational variance for more gradual inbreeding, e.g., full- and half-sib designs, thus decreasing $N$ necessary for detection (cf. Figures 3 and 4). In summary, looser marker linkage reduces statistical power for detection of recombination QTL because (1) fewer crossovers are possible, reducing the segregation variance, and (2) the segregation variance declines more quickly due to the effect of recombination alleles on marker disequilibria.

To evaluate effects of interference of recombination, which has been heretofore assumed absent, we modified Equation 2 to utilize the Kosambi mapping function (Kosambi 1944), which presumes that positive interference decreases linearly as $m$ increases (Ott 1985). As expected, segregation variance results were very similar to those using the Haldane mapping function (cf. Figures 4 and 6). Interference has little effect upon qualitative patterns of response as functions of marker density and mating design. However, with looser linkage the asymptote in segregation variance is more sharply
defined (cf. Figures 4a and 6a). It is difficult to compare results for N required with interference to those without, as we assumed independence (no interference) of crossovers to estimate the nongenetic component of variance in observed crossovers. However, as both genetic and nongenetic components of total variance in observed crossovers are expected to behave similarly with interference, it seems that no qualitative changes in our conclusions would follow from using a more biologically realistic model that includes interference.

APPLICATION TO A MAIZE RECOMBINANT INBRED POPULATION

We applied this method to marker data derived from 208 RILs arising from a cross between maize inbreds Mo 17 and B73, which was kindly provided by L. Senior (North Carolina State University). This cross was previously described by Stuber et al. (1992), who used it to generate segregating populations used to map QTL involved in heterosis. Following seven generations of selfing, loci were scored for a total of 202 RFLP, microsatellite, allozyme, and morphological markers with a mean density of \( c = 0.09 \), for a total genome size of \( \sim 1818 \text{ cM} \), represented by 10 chromosomes. The number of crossovers was scored by counting the number of crossovers of homozygote genotypes. For example, the ordered sequence of A and B parent homozygote genotypes over the four adjacent loci AABB reflects one crossover between the second and the third locus. For heterozygotes, three possibilities exist, and for these we extrapolated to the expected number of crossovers at complete homozygosity. Thus, AHA or BHB yields \( \frac{1}{2} \) crossover on average, AHB or BHA yields one, and a sequence where H is terminal, e.g., AH terminus or BH terminus, yields \( \frac{1}{2} \). Very rarely 2 or 3 adjacent markers were heterozygous, e.g., AHHA or BHHB; these were treated as one heterozygous locus, which slightly underestimates the expected number of crossovers by neglecting multiple crossovers.

Since missing data preclude observation of certain crossovers and thus cause less informative individuals to have fewer, we corrected by assigning them the empirical expected number of crossovers derived from the informative subset (APPENDIX B). We excluded data from individuals in which more than three adjacent internal chromosomal loci or two terminal loci had missing data, causing the exclusion of 25 of 208 RILs for a final sample size of 183. Correction may yield a conservative test of QTL presence since it will reduce segregation variance. Because missing data are expected to be unrelated to genotype, tests of the presence of QTL should not be biased by using uncorrected data; however, estimates of the distribution of crossovers will. We therefore used both corrected and uncorrected data in tests for presence of QTL. These were done using qGene 2.20 (provided courtesy of Clare Nelson, Cornell University). qGene uses a flanking-marker regression technique (Haley and Knott 1992) that gives results similar to those of maximum-likelihood analysis but is computationally faster. A regression was performed at every interval of 1 cM and the \( F \) or LOD statistic was found (see Doerge 1995 for their relationship). In addition to LOD scores we used the better supported method of permutation tests (Churchill and Doerge 1994), using 1000 genomewide permutations of the relevant \( F \) statistic to evaluate the experimentwise significance of putative recombination QTL with qGene 2.20.

The distribution of total crossovers was slightly skewed upward with a mean of 23.230 and variance of 34.239, but was approximately normally distributed on the basis of P-P and Q-Q normality plots for both the total number of crossovers and subsets of these data (SPSS 1994). Transformation to natural logs improved normality but had little effect on the analyses; hence results are described only for the untransformed data.

QTL influencing recombination could act genomewide (globally) or upon certain sections of the genome (locally). If they act globally, we expect a positive correlation among all pairs of chromosomes within lines in number of crossovers, whereas if they act upon certain chromosomes, only some pairs of chromosomes would be positively correlated. Environmental influences upon recombination could also act globally or locally. Using a Bonferroni correction for multiple comparisons, chromosomes 8 and 10 were significantly correlated \( (r = 0.282; \, P = 0.000) \). Six other of the 45 pairwise correlations showed positive correlations with \( P < 0.05 \) but these were not significant because of the multiple comparisons (results not shown).

Although the numbers of targets within certain regions could be partitioned in many different nonindependent ways, we \textit{a priori} defined the following traits: (1) total genomic crossovers, (2) individual chromosome crossovers, (3) combinations of crossovers derived by summing the numbers of positively correlated chromosomes (with \( P < 0.05 \)), and (4) the numbers of proximal (middle \( \frac{1}{2} \)) vs. distal (outer \( \frac{1}{2} \)) crossovers within the quartiles of marker locations of individual chromosomes. The motivation for trait 3 was that QTL effects upon two chromosomes jointly could be measured by their total number of crossovers, and that for trait 4 by previous results indicating a differential impact of B chromosomes and the K10 chromosome upon recombination in centromeric proximal and distal regions (Hanson 1969; Nel 1973; Rhoades 1978).

In sum, we constructed a total of 20 different more-or less-independent quantitative traits to test for recombination QTL. With our uncertainty of the method of action (especially global or local) of recombination QTL and the infinite number of ways in which the total data may be restructured, multiple comparisons of these different data sets greatly increase the probability of type I errors.
Churchill and Doerge (1994) suggested that the problem of multiple comparisons among different genetic markers is best treated by permutation tests using experimentwise error levels. The problem of multiple quantitative trait comparisons has been addressed more recently (e.g., Korol et al. 1995; Spelman et al. 1996; Weller et al. 1996; Zhang et al. 1998). To increase the otherwise reduced statistical power by assuming that different quantitative traits are independent, Weller et al. (1996) suggested canonical transformation of the trait data set and analysis of the derived canonical variables. Threshold values for the test statistic are derived from the number of independent canonical variables. If QTL affecting the canonical variables are judged significant, the effects on the original variables could be derived by the reverse transformation, i.e., the inverse of the eigenvector matrix multiplied by the vector of effects. Alternatively, threshold values for canonical or principal-component variables may be used to test for effects upon the untransformed traits (cf. Spelman et al. 1996; Zhang et al. 1998). We applied these methods by first standardizing the traits (crossovers values) to have mean zero and unit variance and then multiplying the trait matrix by the matrix of eigenvectors of the (co)variance (correlation) matrix, using SAS (1997). These resulted in canonical variables equal to the number of traits (20), of which 8 had eigenvalues, representing coefficients of determination of the canonical variables, which accounted for >95% of the overall variance. Therefore, we concluded that the data set represented 8 independent traits. Thus, the experimentwise type I error level was \( \alpha' = 1 - \exp\{\log (1 - \alpha)/m\} = 0.006 \) with \( \alpha = 0.05 \) and \( m = 8 \). We verified that the same procedures may equivalently utilize the principal-component coefficients, using PROC PRINCOMP (SAS Institute 1997), which gave the same results.

Due to the low fraction of missing data, the corrected data set gave similar results to the uncorrected data set and hence results are given only for the corrected data set. The QTL analysis for corrected data found two regions with LOD > 2.4 (Table 1), which seemed to have effects on crossovers on other different chromosomes. None of the other sets of genomic regions (combinations of two chromosomes, or proximal vs. distal comparisons) suggested the presence of QTL (LOD < 2.4). However, experimentwise permutation tests showed significance levels in excess of \( P = 0.05 \) (experimentwise \( \alpha' = 0.006 \)) for both QTL with LOD > 2.4; thus they were clearly not significant. The comparison of canonical variables also found a putative QTL on chromosome 2 with LOD = 2.55 (Table 1), affecting canonical variable 6, but this too was judged insignificant by the permutation tests with \( P = 0.06 \), far above the experimentwise \( \alpha' = 0.006 \).

**DISCUSSION**

There are several reasons why our failure to detect recombination QTL at the experimentwise level in this first empirical test is not surprising. First, consider genome target size effects. With a genome size of \( \sim 2000 \) cM and chromosome sizes of \( \sim 200 \) cM, as in this study, only 1 of the 20 traits we considered had a target size of \( \sim 2000 \) cM (total genome target), which would be most powerful (Figure 2), and the concomitant restructuring of the data (per genomic fragment or combination thereof) presents statistical problems. Of the others, 7 were \( \sim 400 \) cM, as the sum of two correlated chromosomes, another 10 were \( \sim 200 \) cM for each of the individual chromosomes, and 2 others were the total genomic sum of distal or proximal regions, \( \sim 1000 \) cM.

Second, by devising new composite traits, less statistical power is available. We illustrated the canonical or principal-component transformations as a solution to this problem but their biological interpretations are less obvious. The most effective approach would seem to use a series of sequential tests, choosing to detect effects of a recombination QTL upon total genomic crossovers first, which is most powerful, or use an \( a \) priori most likely specific method based upon the question in mind. Sequential tests based upon \( a \) priori knowledge of biology or power would minimize the statistical problems of multtrait comparisons. Third, the selfing design used here is less superior in general to the full or half sibbing designs, especially when marker density is reasonably high, as in this case (Figures 1–4). Fourth, statistical power would have been increased by using a more saturated map, (e.g., mean marker recombination fraction \( c < 0.09 \); Figures 3 and 4). Fifth, especially with

**TABLE 1**

| QTL location (chromosome) | Effect upon | Location (cM; closest marker) | LOD | Contributor |
|---------------------------|-------------|-------------------------------|-----|------------|
| 3                         | Chromosome 2 | 113; umc60                    | 2.65| Mo17       |
| 1                         | Chromosome 9 | 161; umc128, phi002           | 2.45| B73        |
| 2                         | Canonical variable 6 | 19; umc36b               | 2.55| B73        |

Contributor is the parent whose allele increases observed recombination.
smaller QTL effects, a sample size much larger than 183 inbred lines would be necessary to detect QTL (Figures 1–4), and finally, this cross was not chosen to maximize the possible segregation of recombination QTL, as may be the case when parents are suspected to differ in recombination rate. Also, it should be noted that segregation of recombination QTL would increase the error in estimates of recombination rates in target areas; however, these are unlikely to affect the ordering of loci, which is the only error (aside from scoring errors) that would influence this approach.

Since many other RIL data sets already exist, a search for recombination QTL may easily be accomplished as we have illustrated here. It is also possible that doubled haploids could also be used in a similar fashion to detect recombination QTL, but such data sets are far less available than data from RILs. These recombination QTL could be further examined by fine-scale mapping, development of BAC contigs, and further isolation to small genetic fragments to examine and validate their function and utility (e.g., Deng et al. 2001).

In addition to identifying loci modifying recombination to improve transfer of useful traits in plant and animal breeding, our approach suggests that RILs extracted from natural populations, while perhaps less variable for most markers, could indicate the basis of genetic variation at QTL for recombination in nature. This information, in conjunction with assessment of overall polygenic variation in recombination, could be used to estimate naturally occurring levels of genetic variation in recombination as well as the degree to which it is under major or minor gene control.

Our approach also suggests a means for testing the hypothesis that a balance between plant breeding systems and intragenomic recombination evolves. For example, Sterbins (1950) suggested that inbreders might have greater recombination rates than outbreeders with the same chromosome number due to stabilizing selection on the overall genetic system (cf. Mather 1943; Darlington 1958). While this notion has been supported by comparing chiasma frequency in a number of related outbreeders and inbreeders, the relationship between chiasma frequency and genetic recombination is frequently unclear (Grant 1958, 1975; Brown 1961). In organisms with nearly perfect cytological behavior, it may be possible to relate chiasma frequency with recombination (e.g., King et al. 2002). In these cases chiasma frequency may serve as an alternative to our molecular marker approach. However, for example, in maize, relating chiasmata counts to actual recombination is very impractical (D. Weber, unpublished data). One would predict under Mather’s, Sterbins’, and Darlington’s hypothesis that alleles increasing recombination would more frequently map to the inbreeding parent in crosses among closely related species differing in mating system (e.g., Dole and Jain 1992; Dole and Kesseli 1997; Lin and Ritland 1997; Fishman et al. 2002), especially when the evolution of recombination is due to QTL with large effects. In any case, the genetic architecture of the coevolution of recombination and mating systems can be studied with this approach.
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APPENDIX A

Formulas for computation of the monogametic and digametic descent measures $F_{1(t)}$, $1F_{1(t)}$, and $F_{1(t)}$ are shown. These coefficients depend upon the linkage parameter $\lambda = 1 - 2c = e^{-2m}$ for this model (CCKERHAM and WEIR 1977), where $c$ is the observed recombination fraction. Generation $t = 0$ is the F1 generation, in contrast to the figures where generation $t = 1$ is the F1 generation. The half sibbing model follows L1 (1976).

**Selfing:**

$$F_{1(t)} : 1 - \left( \frac{1}{2} \right)^{t}, t \geq 0$$

$$1F_{1(t)} : \frac{1 - (\lambda/2)^{t}}{2 - \lambda}, t \geq 0$$

$$F_{1(t)} : \frac{1 + (1 - \lambda)(\lambda/2)^{t}}{2 - \lambda}, t \geq 0.$$
Full sibbing:

\[ F_i(t) : \begin{cases} 0, & t = 0, \\ \frac{1}{2}, & t = 1, 2, \end{cases} \]

\[ F_i(t) = \left( \frac{1}{2} \right) F_i(t-1) + \left( \frac{1}{4} \right) F_i(t-2) + \frac{1}{4}, \quad t > 2 \]

\[ 1 F_i(t) : 0, \quad t = 0, \quad \frac{1}{2}, \quad t = 1, 2, \quad \left( \frac{\lambda}{2} \right) 1 F_i(t-1) + \left( \frac{\lambda}{4} \right) 1 F_i(t-2) + \frac{2 - \lambda}{4}, \quad t > 2 \]

\[ F_i^1(t) : 1, \quad t = 0, \quad \left( \frac{1 + \lambda}{2} \right) F_i^1(t-1) + \left( \frac{1 - \lambda}{2} \right) 1 F_i(t-1), \quad t > 0. \]

Half sibbing:

\[ F_i(t) : 0, \quad t = 0, \quad \frac{1}{2}, \quad t = 1, 2, \quad \left( \frac{3}{4} \right) F_i(t-1) + \left( \frac{1}{8} \right) F_i(t-2) + \frac{1}{8}, \quad t > 2 \]

\[ 1 F_i(t) : 0, \quad t = 0, \quad \frac{1}{2}, \quad t = 1, 2, \quad \left( \frac{3\lambda}{4} \right) 1 F_i(t-1) + \left( \frac{\lambda}{8} \right) 1 F_i(t-2) + \frac{4 - 3\lambda}{8}, \quad t > 2 \]

\[ F_i^1(t) : 1, \quad t = 0, \quad \left( \frac{1 + \lambda}{2} \right) F_i^1(t-1) + \left( \frac{1 - \lambda}{2} \right) 1 F_i(t-1), \quad t > 0. \]

APPENDIX B

To correct for missing data, we used the following approach. For the following sequence of missing data, indicated by “-,” there are \( n + 1 \) relevant crossovers. For example, the sequence A–A has three relevant crossover frequencies, \( x_1, x_2, \) and \( x_3 \), the first and the last one at the border of the missing sequence and the flanking informative markers. Empirical estimates of the \( x \)'s were derived from the portion of the data set that was informative for the region in question. Then we applied the following corrections, adding the expected number of crossovers in a sequence \( E[C] \) to the observed numbers of crossovers in an individual genotype:

| Case   | \( E[C] \)            |
|--------|------------------------|
| A-B    | 0                      |
| A-A    | 2x_1 x_2               |
| A-B    | 2x_1 x_2 x_3           |
| A-A    | \[2(1 - x_1) x_2 x_3 x_4 + x_1 (1 - x_2) x_3 + x_3 x_2 (1 - x_3)\] |
| A-B    | \[2(1 - x_1) x_2 x_3 x_4 + x_1 (1 - x_2) x_3 x_4 + x_3 x_2 x_4 (1 - x_4)\] |
| A-A    | \[2(1 - x_1) (1 - x_2) x_3 x_4 + x_1 (1 - x_2) (1 - x_3) x_4 + x_3 x_2 (1 - x_3) (1 - x_4) + (1 - x_1) x_2 (1 - x_3) x_4 + x_1 (1 - x_2) x_3 (1 - x_4)\] |
| A-terminal | \( x_1 \)           |
| A-terminal | \( 2x_1 x_2 + x_1 (1 - x_2) + (1 - x_1) x_2 \) |