LatentCLR: A Contrastive Learning Approach for Unsupervised Discovery of Interpretable Directions
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Figure 1: Interpretable directions discovered in StyleGAN2 [12] and BigGAN [2]. Left and right images of each triplet are obtained by moving the latent code of the image, shown in the middle, towards negative and positive directions, respectively. Our directions are transferable, such as background removal learned on Bulbul class.

Abstract

Recent research has shown that it is possible to find interpretable directions in the latent spaces of pre-trained Generative Adversarial Networks (GANs). These directions enable controllable image generation and support a wide range of semantic editing operations, such as zoom or rotation. The discovery of such directions is often done in a supervised or semi-supervised manner and requires manual annotations which limits their use in practice. In comparison, unsupervised discovery allows finding subtle directions that are difficult to detect a priori. In this work, we propose a contrastive learning-based approach to discover semantically meaningful dimensions comparable with state-of-the-art methods.

1. Introduction

Generative Adversarial Networks (GANs) [7] are powerful image synthesis models that have revolutionized generative modeling in computer vision. Due to their success in synthesizing high-quality images, they are widely used for various visual tasks, including image generation [38], image manipulation [35], de-noising [34, 15], upscaling image resolution [30], and domain translation [39].
Until recently, GAN models have generally been interpreted as black-box models, without the ability to control the generation of images. Some degree of control can be achieved by training conditional models such as [17] and changing conditions in generation-time. Another approach is to design models that generate a more disentangled latent space such as in InfoGAN [4] where each latent dimension controls a particular attribute. However, these approaches require labels and provide only limited control, depending on the granularity of available supervised information.

Albeit some progress has been done, the question of what knowledge GANs learn in the latent representation and how these representations can be used to manipulate images is still an ongoing research question. Early attempts to explicitly control the underlying generation process of GANs include simple approaches, such as modifying the latent code of images [22] or interpolating latent vectors [11]. Recently, several approaches have been proposed to explore the structure of latent space in GANs in a more principled way [10, 26, 9, 33, 21]. Most of these works discover domain-agnostic interpretable directions such as zoom, rotation, or translation, while other find domain-specific directions such as changing gender, age or expression on facial images. Typically, such methods either identify or optimize for directions and then shift the latent code in these directions to increase or decrease target semantics in the image.

In this paper, we introduce LatentCLR, an optimization-based approach that uses a self-supervised contrastive objective to find interpretable directions in GANs. In particular, we use the differences caused by an edit operation on the feature activations to optimize the identifiability of each direction. Our contributions are as follows:

- We propose to use contrastive learning on feature divergences to discover interpretable directions in the latent space of pre-trained GAN models such as StyleGAN2 and BigGAN.
- We show that our method can find distinct and fine-grained directions on a variety of datasets, and that the obtained directions are highly transferable between ImageNet [24] classes.
- We make our implementation publicly available to encourage further research in this area: https://github.com/catlab-team/latentclr.

The rest of this paper is organized as follows. Section 2 discusses related work. Section 3 introduces our contrastive framework. Section 4 presents our quantitative and qualitative results. Section 5 discusses the limitations of our work and Section 6 concludes the paper.

2. Related Work

In this section, we introduce generative adversarial networks and discuss latent space manipulation methods.

2.1. Generative Adversarial Networks

Generative Adversarial Networks (GANs) consist of a generator and a discriminator for mapping the real world to the generative space [7]. The discriminator part of the network tries to detect whether images are from the training dataset or synthetic, while the generative part tries to generate images that are similar to the dataset. StyleGAN [11] and StyleGAN2 are among the popular GAN approaches that are capable of generating high-quality images. They use a mapping network consisting of an 8-layer perceptron that aims to map the input latent code to an intermediate latent space. Another popular GAN model is BigGAN [2], a large-scale model trained on ImageNet. Similar to StyleGAN2, it also makes use of intermediate layers by using the latent vector as input, also called skip-z inputs, as well as a class vector. Due to its conditional architecture, it can generate images in a variety of categories from ImageNet. In this paper, we work with pre-trained StyleGAN2 and BigGAN models.

2.2. Latent Space Navigation

Recently, several strategies have been proposed to manipulate the latent structure of pre-trained GANs. These methods manipulate images in different ways by editing the latent code and can be divided into two groups.

Supervised Setting. Supervised approaches typically use pre-trained classifiers to guide optimization-based learning to discover interpretable directions that specifically manipulate the properties of interest. InterfaceGAN [26] is a supervised approach that benefits from labeled data including gender, facial expression and age. It trains binary Support Vector Machines (SVM) [19] on each label and interprets the normal vectors of the obtained hyperplanes as latent directions. GANalyze [6] finds directions for cognitive image properties for a pre-trained BigGAN model using an externally trained assessor function. Feedback from the assessor guides the optimization process, and the resulting optimal direction allows manipulation of the desired cognitive attributes. StyleFlow [1] uses attribute-conditioned continuous normalizing flows that use labels to find edit directions in the latent space of GANs.

Unsupervised Setting. One of the unsupervised works proposed by [33] discovers meaningful directions using a classifier-based approach. Given a particular manipulation, the classifier tries to detect which particular direction is applied. At the end of the optimization process, the method
learns disentangled directions. Ganspace [9] is a sampling based unsupervised method where latent vectors are randomly selected from the intermediate layers of BigGAN and StyleGAN models. Then they propose to use Principal Component Analysis (PCA) [36] to find principal components that are interpreted as semantically meaningful directions. The principal components lead to a variety of directions. The principal components lead to a variety of useful manipulations, including zoom, rotation in BigGAN or changing gender, hair color, or age in StyleGAN models. SeFa [27] follows a related approach, using a closed-form solution that specifically optimizes the intermediate weight matrix of the pre-trained GAN model. They obtain interpretable directions in the latent space by computing the eigenvectors of the first projection matrix and selecting the eigenvectors with the largest eigenvalues. A different closed-form solution is proposed by [29] that discovers directions without optimization. Another work proposed by [10] exploits task-specific edit functions. They start by applying an editing operation to the original image, e.g., zoom, and minimize the distance between the original image and the edited image to learn a direction that leads to the desired editing operation. [32] provides directions by using a GAN inversion model and aims to change the image in a particular direction without changing the remaining properties. Instead of working on latent codes, [5] uses the space of generator parameters to discover semantically meaningful directions. [18] uses a fixed decoder and trains an encoder to decouple the processes of disentanglement and synthesis. [13] uses post-hoc disentanglement that requires little to no hyperparameters. [16] is a variant of InfoGAN that uses a contrastive regularizer and aims to make the elements of the latent code set clearly identifiable from one another. A concurrent work to ours is proposed by [23] which uses an entropy-based domination loss and a hard negatives flipping strategy to achieve disentanglement.

3. Methodology

In this section, we first introduce preliminaries of contrastive learning and then discuss details of our method.

3.1. Contrastive Learning

Contrastive learning has recently become popular due to leading state-of-the-art results in various unsupervised representation learning tasks. It aims to learn representations by contrasting positive pairs against negative pairs [8] and is used in various computer vision tasks, including data augmentation [3, 20], or diverse scene generation [31]. The core idea of contrastive learning is to move the representations of similar pairs near and dissimilar pairs far.

In this work, we follow a similar approach to SimCLR framework [3] for contrastive learning. SimCLR consists of four main components: a stochastic data augmentation method that generates positive pairs \((x, x^+)\), an encoding network \(f\) that extracts representation vectors out of augmented samples, a small projector head \(g\) that maps representations to the loss space, and a contrastive loss function \(\ell\) that enforces the separation between positive and negative pairs. Given a random mini-batch of \(N\) samples, SimCLR generates \(N\) positive pairs using the specified data augmentation method. For all positive pairs, the remaining \(2(N-1)\) augmented samples are treated as negative examples. Let \(h_i = f(x_i)\) be the representations of all \(2N\) samples and \(z_i = g(h_i)\) be the projections of these representations. Then, SimCLR considers the average of the \(NT\)-Xent loss [28, 20] over all positive pairs \((x_i, x_j)\):

\[
\ell(x_i, x_j) = -\log \frac{\exp(\text{sim}(z_i, z_j)/\tau)}{\sum_{k=1}^{2N} \I_{[k \neq i]} \exp(\text{sim}(z_i, z_k)/\tau)}
\]

where \(\text{sim}(u, v) = u^Tv/\|u\|\|v\|\) is the cosine similarity function, \(\I_{[k \neq i]} \in \{0, 1\}\) is an indicator function that
takes the value 1 only when \( k = i \), and \( \tau \) is the temperature parameter. The two networks \( f \) and \( g \) are trained together. Intuitively, \( g \) learns a mapping to a space where cosine similarity represents semantic similarity and NT-Xent objective encourages identifiability of positive pairs among all other negative examples. This, in turn, forces \( f \) to learn representations that are invariant to the given data augmentations, up to a nonlinear mapping and cosine similarity.

### 3.2. Latent Contrastive Learning (LatentCLR)

Consider a pre-trained GAN, expressed as a mapping function \( G : Z \rightarrow X \) where \( Z \) is the latent space, usually associated with a prior distribution such as the multivariate Gaussian distribution, and \( X \) is the target image domain. Given a latent code \( z \) and its generated image \( x = G(z) \), we look for edit directions \( \Delta z \) such that the image \( x' = G(z + \Delta z) \) has semantically meaningful changes with respect to \( x \) while preserving the identity of \( x \). Similar to \([9, 27, 33]\), we limit ourselves to the unsupervised setting, where we aim to identify such edit directions without external supervision, as in \([6, 26, 10]\).

Our intuition is to optimize an identifiability-based heuristic, similar to \([33]\), in an intermediate representation space of a pre-trained GAN to find a diverse set of interpretable directions. We search for edit directions \( \Delta z_1, \ldots, \Delta z_K \), \( K > 1 \), that have distinguishable effects in the target representation layer. For this end, we calculate differences in representations induced by each direction and use a contrastive-learning objective to maximize the identifiability of directions.

More specifically, we generalize directions with potentially more expressive conditional mappings called direction models. Then, our final approach of (i) concurrent directions models that apply edits to the given latent codes, (ii) a target feature layer \( f \) of a pre-trained GAN \( G \) that will be used to evaluate direction models, and as well as (iii) a contrastive learning objective for measuring identifiability of each direction model. See Figure 2 for a high-level visualization.

**Direction models.** The direction model is a mapping \( D : Z \times \mathbb{R} \rightarrow Z \) that takes latent codes along with a desired edit magnitude and outputs edited latent codes, i.e., \( D : (z, \alpha) \rightarrow z + \alpha \Delta z \), where \( \| \Delta z \| \propto \alpha \). We consider three alternative methods for choosing the direction model: global, linear and non-linear, which are defined as follows:

- **Global.** We learn a fixed direction \( \theta \) independent of the latent code \( z \).
  \[ D(z, \alpha) = z + \alpha \frac{\theta}{\| \theta \|} \]

- **Linear.** We learn a matrix \( M \) to output a conditional direction on the latent code \( z \), which is a linear dependency.
  \[ D(z, \alpha) = z + \alpha \frac{Mz}{\| Mz \|} \]

- **Nonlinear.** We learn a multi-layer perceptron, represented by \( NN \), to represent an arbitrarily complex dependency between direction and latent code.
  \[ D(z, \alpha) = z + \alpha \frac{NN(z)}{\| NN(z) \|} \]

Note that for all options, we apply \( \ell_2 \) normalization and thus the magnitudes given by \( \alpha \) correspond to the direct \( \ell_2 \) distances from the latent code.

The first option, **Global**, is in principle the most limited since it can only find fixed directions and thus edits images without considering the latent code \( z \). However, we note that it is still able to capture common directions such as zoom, rotation, or background removal on BigGAN. The second option, **Linear** is able to generate conditional directions given latent code \( z \), but is still limited for capturing finer-grained directions. The third option is an extension of the **Linear** direction model, where we use a neural network that models the dependency between the direction and the given latent code.

**Target feature differences.** For each latent code \( z_i \), \( 1 \leq i \leq N \) in the mini-batch of size \( N \), we compute \( K \) distinct edited latent codes:

\[ z_i^k = D(z_i, \alpha) \]

Then, we calculate corresponding intermediate feature representations,

\[ h_i^k = G_f(z_i^k) \]

where \( G_f \) is feed-forward of GAN up to the target layer \( f \). Next, we compute the feature divergences w.r.t. the original latent code,

\[ f_i^k = h_i^k - G_f(z_i) \]

**Objective function.** For each edited latent code \( z_i^k \), we define the following loss:

\[ \ell(z_i^k) = - \log \frac{\sum_{j=1}^N \mathbb{1}_{[i \neq j]} \exp \left( \frac{\sin(f_i^k, f_j^k)}{\tau} \right)}{\sum_{j=1}^N \sum_{k=1}^K \sum_{l=1}^K \mathbb{1}_{[l \neq k]} \exp \left( \frac{\sin(f_i^k, f_l^k)}{\tau} \right)} \]

The intuition behind our objective function is as follows. All feature divergences obtained with the same latent edit operation \( 1 \leq k \leq K \), i.e., each of \( f_1^k, f_2^k, \ldots, f_N^k \), are considered as positive pairs and contribute to the numerator. All other pairs obtained with a different edit operation, e.g., \( f_1^k \neq f_{l}^k, l \neq k \), are considered as negative pairs and
Figure 3: (a) Directions for general image editing operations such as zoom, or rotation discovered from the ImageNet Bulbul class, where we shift the latent code in a particular direction with increasing or decreasing $\alpha$. (b) Transferred directions from the Bulbul class to various other ImageNet classes.

Utilizing Layer-wise Styles. Ganspace [9] discovered that the layer-wise structure of StyleGAN2 and BigGAN models can be used for fine-grained editing. By applying their directions only to a limited set of layers in test-time, they achieve less entanglement in editing and superior granularity. SeFa [27] can find more detailed directions by concatenating weight matrices and identifying eigenvectors. In contrast to Ganspace, our method can consider such layer-wise structure in training time. And, in contrast to SeFa, our method, additionally, can fuse the effects of all selected layers into the target feature layer due to its flexible optimization-based objective.

4. Experiments

We evaluate the proposed method for detecting semantically meaningful directions using different models and datasets. We apply the proposed model to BigGAN and StyleGAN2 on a wide range of datasets, including human faces (FFHQ) [11], LSUN Cats, Cars, Bedrooms, Church and Horse datasets [37] and ImageNet. We also compare our method with state-of-the-art unsupervised methods [9, 27] and conduct several qualitative and quantitative experiments to demonstrate the effectiveness of our approach. Next, we discuss our experimental setup and then present results on BigGAN and StyleGAN2 models.

4.1. Experimental Setup

For BigGAN experiments, we choose batch size $= 16$, $K = 32$ directions, output resolution $= 512$, truncation $= 0.4$, feature layer $= generator.layers.4$ and train the models for 3 epochs (each epoch includes 100k iterations), which takes about 20 minutes. For StyleGAN2 experiments, we choose batch size $= 8$, $K = 100$ directions, truncation $= 0.7$, feature layer $= conv1$ and train StyleGAN2 models for 5 epochs (each epoch corresponds to 10k iterations), which takes about 12 minutes. We use 1-3 dense layers consisting of units corresponding to latent space (128, 256, or 512), with ReLU and batch normalizations. For our experiments, we use PyTorch framework and two NVIDIA Titan RTX GPUs.

Choice of K. To learn $K$ different directions, we use $K$ copies of the same direction model. We observe that using too many directions leads to repetitive directions, a similar observation made by [33]. For BigGAN, we used $K = 32$ directions since the latent space is 128-dimensional and most interpretable directions such as zoom, rotation or translation can be obtained with a relatively small number
of directions. For StyleGAN2, we used $K = 100$ directions since the latent space is 512-dimensional.

**Layers.** To avoid any bias between the competing methods Ganspace and SeFa, we use the same set of StyleGAN2 layers that comes from Ganspace. We also note that slight differences in re-scoring analysis or visuals might be caused due to applying different magnitudes of change across methods, as they are not directly convertible between methods. To minimize this effect, we use the same sigma values in Ganspace as specified for each direction in their public repository, and $\{-3, +3\}$ for SeFa as provided in the official implementation.

### 4.2. Results on BigGAN

We evaluate our approach using a pre-trained BigGAN model conditionally trained on 1000 ImageNet classes. We trained our model on an arbitrary class, Bulbul, and obtained $K = 32$ directions.

**Qualitative Results.** Our visual analysis shows that our model is able to detect several semantically meaningful directions such as zoom, rotation, contrast as well as some finer-grained features such as background removal, sitting, or green background (see Figure 1 and Figure 3 (a)). As can be seen from the figures, our method is able to manipulate the original image (labelled $\alpha=0$) by shifting the latent code towards the interpretable direction (increasing $\alpha$) or backwards (decreasing $\alpha$).

**Transferability of directions.** After verifying that the directions obtained for the class Bulbul are capable of manipulating the latent codes for multiple semantic directions, we investigated how transferable the discovered directions are to other ImageNet classes.

Our visual analysis shows that the directions learned from the Bulbul class are applicable to a variety of ImageNet classes and are able to zoom a Trenchcoat, rotate a Goose, apply contrast to Volcano, add greenness to Castle classes (see Figure 3 (b)) as well as removing the background from a Teapot object (see Figure 1). An interesting transferred direction is Sitting (see Figure 3 (a)), which manipulates the latent code so that the bird in the Bulbul class sits on a tree branch when we increase $\alpha$. We find that this direction, when applied to the class Bulldog, also causes the dog to stand up or sit down depending on how we move in the positive or negative direction (see Figure 3 (b)).

**Diversity of the directions.** Next, we investigate whether we can discover unique directions when we train our model on different ImageNet classes. Figure 4 (a) shows some directions discovered by our model, such as adding tongue on Husky class, changing the time of day in Barn class, adding flowers in Bulbul class, adding lettuce on Cheeseburger class, or changing the shape in Necklace class.
Figure 5: (a) Comparison of manipulation results on FFHQ dataset with Ganspace and SeFa methods. The leftmost image represents the original image, while images denoted with ↑ and ↓ represent the edited image moved in the positive or negative direction. (b) Directions discovered by our method in various LSUN [37] datasets.

Comparison with other methods. We visually compare the directions obtained with our method to Ganspace using the Husky class (see Figure 4 (b)). For each direction in Ganspace, we use the parameters given in the open-source implementation*. For both methods, we use the same initial image (represented by $\alpha = 0$) and move the latent code towards the direction (as $\alpha$ increases) and far away from the direction (as $\alpha$ decreases). We used the original $\alpha$ settings (i.e., the sigma setting) for each direction as provided in the Ganspace implementation to avoid any bias that may be caused by tuning the parameter. We find that both methods achieve similar manipulations for the zoom, rotation, and background change directions, while our method causes less entanglement. For example, we note that Ganspace tends to increase tongue with rotation or add background objects with increasing zoom.

User Study. To understand how the directions found by our method match human perception, we conduct a user study on Amazon’s Mechanical Turk platform where each participant is shown a randomly selected 10 images out of a set of 100 randomly generated images on BigGAN’s Bulbul class. Participants are shown the original image in the center and $-\alpha$ and $+\alpha$ values on the left and right sides, respectively. Following the same approach as [27], we ask $n = 100$ users the following questions: "Question 1: Do you think there is an obvious content change on the left and right images comparing to the one in the middle?" and "Question 2: Do you think the change on the left and right images comparing to the one in the middle is semantically meaningful?". Each question is associated with Yes/Maybe/No options, and the order of the questions is also randomized. Our user study shows that for Question 1, participants answered 17.43 on average with "Yes", 7.43 with "Maybe," and 5.75 with "No". For Question 2 we got Yes on average 14.37 directions, Maybe on average

*https://github.com/harskish/ganspace
10.03 directions, and No on average 6.21 directions. These results indicate that out of $K = 32$ directions, participants found 82% semantically meaningful and 80.59% directions containing an obvious content change.

| Model   | Ganspace      | SeFa         | Ours         |
|---------|---------------|--------------|--------------|
| ↑ Smile | 0.99 ±0.11    | 0.89 ±0.31   | 0.99 ±0.11   |
| ↑ Age   | 0.32 ±0.12    | 0.38 ±0.15   | 0.42 ±0.13   |
| ↑ Lipstick | 0.58 ±0.49   | 0.55 ±0.49   | 0.66 ±0.47   |
| ↓ Smile | 0.05 ±0.21    | 0.50 ±0.50   | 0.11 ±0.32   |
| ↓ Age   | 0.23 ±0.08    | 0.23 ±0.06   | 0.23 ±0.07   |
| ↓ Lipstick | 0.35 ±0.47   | 0.35 ±0.48   | 0.36 ±0.48   |

Table 1: Re-scoring Analysis on Ganspace, SeFa and our method where we compare Smile, Age and Lipstick attributes using FFHQ dataset on StyleGAN2.

4.3. Results on StyleGAN2

We apply our method on StyleGAN2 to a wide range of datasets and compare our results with state-of-the-art unsupervised methods Ganspace and SeFa.

Qualitative Results. First, we visually examined the directions found by our method in several datasets, including FFHQ, LSUN Cars, Cats, Bedroom, Church, and Horse datasets (see Figure 1 and Figure 5 (b)). Our method is capable of discovering several fine-grained directions, such as changing car type or scenery in LSUN Cars, changing breed or adding fur in LSUN Cats, adding windows or turning on lights in LSUN Bedrooms, adding tower details to churches in LSUN Church, and adding riders in LSUN Horse datasets.

Comparison with other methods. We compare how the directions found on FFHQ differ across methods. Figure 5 (a) shows the visual comparison between several directions found in common by all methods, including the directions Smile, Lipstick, Elderly, Curly Hair, and Young. As can be seen from the figures, all methods perform similarly and are able to manipulate the images towards the desired attributes. Figure 6 (a) illustrates various directions including Race, Eyeglass, and Pose. Figure 6 (b) illustrates three different smile directions discovered by our non-linear model.

Re-scoring analysis. To understand how our method compares to the competitors in quantitative terms, we performed a re-scoring analysis [27] using attribute predictors to understand whether the manipulations changed the images towards the desired attributes. We used attribute predictors released by StyleGAN2 for the directions Smile and Lipstick, as these are the only two attributes for which a predictor is available, and which are simultaneously found in common by all methods. For the Age direction, we used an off-the-shelf age predictor [25]. Table 1 shows our results for the re-scoring analysis for three attributes: Age, Smile, and Lipstick for negative (labelled ↓) and positive (labelled ↑) directions. To see how the scores change, 500 images are randomly generated for each property. The average score of the predictors for Lipstick property is 0.43 ±0.5, the average score for Age is 0.27 ±0.1, and the average score for Smile is 0.74 ±0.43. Moving the latent codes in the negative direction, we find that our method, as well as the Ganspace and SeFa methods, decrease scores in similar ranges on the Age and Lipstick properties. We find that both our method and Ganspace are able to significantly reduce the score (from 0.74 to 0.11 and 0.05, respectively) when moving towards the negative direction for the Smile property, while SeFa reduces the score from 0.74 to 0.50 on average. When we move the latent codes in the positive direction, all methods achieve comparable results.

5. Limitations

Our method uses a pre-trained GAN model as input, so it is limited to manipulating GAN-generated images only. However, it can be extended to real images by using GAN inversion methods [40] by encoding the real images into the latent space. Like any image synthesis tool, our method also poses similar concerns and dangers in terms of misuse, as it can be applied to images of people or faces for malicious purposes, as discussed in [14].

6. Conclusion

In this study, we propose a framework that uses contrastive learning to learn unsupervised directions. Instead of discovering fixed directions such as [33, 9, 27], our method can discover non-linear directions in pre-trained StyleGAN2 and BigGAN models and leads to multiple distinct and semantically meaningful directions that are highly transferable. We demonstrate the effectiveness of our approach on a variety of models and datasets, and compare it to state-of-the-art unsupervised methods. We make our implementation available at https://github.com/catlab-team/latentclr.
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