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ABSTRACT This paper surveys current literature on modeling methods, control techniques, protection schemes, applications, and real-world implementations pertaining to grid forming inverters (GFMIs). Electric power systems are increasingly being augmented with inverter-based resources (IBRs). While having a growing share of IBRs, conventional synchronous generator-based voltage and frequency control mechanisms are still prevalent in the power industry. Therefore, IBRs are experiencing a growing demand for mimicking the behavior of synchronous generators, which is not possible with conventional grid following inverters (GFLIs). As a solution, the concept of GFMIs is currently emerging, which is drawing increased attention from academia and the industry. This paper presents a comprehensive review of GFMIs covering recent advancements in control technologies, fault ride-through capabilities, stability enhancement measures, and practical implementations. Moreover, the challenges in adding GFMIs into existing power systems, including a seamless transition from grid-connected mode to the standalone mode and vice versa, are also discussed in detail. Recently commissioned projects in Australia, the UK, and the US are taken as examples to highlight the trend in the power industry in adding GFMIs to address issues related to weak grid scenarios. Research directions in terms of voltage control, frequency control, system strength improvement, and regulatory framework are also discussed. This paper serves as a resource for researchers and power system engineers exploring solutions to the emerging problems with high penetration of IBRs, focusing on GFMIs.

INDEX TERMS Current control, fault ride-through, grid forming inverters, power synchronization control, small-signal and transient stability, virtual inertia.

I. INTRODUCTION

Conventional AC power systems are dominated by synchronous generators, where the primary control objectives of voltage and frequency regulation are achieved through exciter control and governor control, respectively. Low output impedance, together with the automatic voltage regulation action, make synchronous generators near-ideal voltage sources. Moreover, the inertia of the prime-mover and rotor helps keep frequency within the operating limits during disturbances such as load changes and faults. This ideal voltage source behavior and high inertia are the essential features for maintaining a stable power grid. In addition, the extensive fault current handling capability of the synchronous generators, typically up to six times the rated current, is an essential feature in clearing faults.

With the growing demand for renewable energy technologies, mainly wind and solar, inverter-based resources (IBRs) are becoming an inevitable part of AC power systems. Due to the intermittent nature of these sources, IBRs often tend
to extract the maximum available power at any time and feed the extracted power into the grid. The inverters used in IBRs are generally designed to follow the grid voltages and inject current into the existing voltage. Therefore, they are known as grid following inverters (GFLIs). The common technique used to synchronize with the grid voltage is the use of a phase-locked loop (PLL). This particular grid following behavior resembles a current source. Almost all of the currently installed IBRs fall into this category, and thus, voltage source behavior is not intrinsically present in IBRs. Moreover, IBRs are not designed with sufficiently large energy storage to emulate inertial response. The over-current ratings of the power electronic switching devices used in inverters are also very low compared to synchronous generators. Therefore, IBRs are considered as non-synchronous generation sources. The major challenge with the increased penetration of non-synchronous generation sources in power systems is the voltage and frequency regulation [1].

Microgrids, which can operate in the grid-connected mode as well as in the islanded mode, emerged as a platform for integrating IBRs [2]. In the grid-connected mode, voltage and frequency are regulated by the grid, and thus, IBRs simply operate as grid following inverters. In the islanded mode, one of the inverters, or a couple of them, should function as voltage and/or frequency regulator(s) to form a local power grid. The concept of grid forming inverters (GFMI) originated from this particular need. Furthermore, the need for emulating the features of the synchronous generators emerged as the concept of microgrids evolved. Thus, energy storage elements and control solutions, including virtual synchronous generator operation, are also developed as enhancements for GFMI [3], [4].

Even though GFMI were originally developed for the use in islanded microgrids, the concept can be adapted for applications in large power systems, especially in integrating wind and solar farms. Since wind and solar farms are often located in remote sites, the line impedance tends to be high. Such sections of the grid are termed as weaker parts of the grid. Voltage regulation at the point of common coupling (PCC), through conventional solutions, becomes challenging in weak grids. GFMI provide a promising solution to this issue by strengthening the grid.

GFMI technology is still in its infancy. Therefore, modeling techniques, control methodologies, challenges, and various applications of GFMI are relatively unknown. To address this gap in knowledge, several papers have reviewed the pertinent literature on different aspect of GFMI. In [5], the authors have investigated various types of virtual synchronous generator (VSG) control methods, their challenges, potential future work, and their use in grid frequency control. However, other types of GFMI are not covered in [5]. Furthermore, the mentioned challenges include computing techniques, modeling and analysis tools, robustness issues, and grid coordination, and they are all exclusive to VSG-based controllers.

A review regarding virtual inertia and related issues are discussed in [6], and various methods and their typologies, including synchronous generator model-based, swing equation-based, frequency-power response-based, and droop-based control methods are discussed. Additionally, Reference [6] addresses issues related to virtual inertia modeling, estimation, and marketing.

A comprehensive review of different types of virtual synchronous machine (VSM) control methods for wind turbines (WTs) is done in [7]. This paper discusses several challenges associated with the application of VSM-based control methods in WTs, including operating in weak grids, fault-ride through (FRT) capability, and frequency control. The paper, however, does not cover other types of GFMI. Also, VSM control methods are not discussed for other types of renewable energy sources. Several grid forming control methods are reviewed and discussed in [8]. The paper, however, failed to address their main challenges and various applications.

A review and classification of several grid forming control algorithms is conducted in [9] and [10]. There are also discussions regarding the challenges of GFMI, such as synchronization stability, FRT capability, and current limitation methods, as well as transitions between grid-connected and standalone modes. However, the applications of GFMI are not discussed in the article. In addition, some grid forming control methods are not presented in the paper.

A review on requirements and solutions for issues in future low-inertia power systems is done in [11]. The issues related to reduced inertia and various technologies and control techniques that can offset the inertia shortfall are discussed. To this end, GFMI technology is recognized as a prominent driver towards future renewable energy rich power systems. Therefore, some of the well-known synchronous machine-based control techniques are discussed. Further, the applications of GFMI in WTs and photovoltaic systems are covered. However, many of the GFMI control techniques that are in the literature are missing. Further, some of the important aspects pertaining to GFMI such as modeling methods, stability analysis, and protection schemes are not covered.

The above discussion illustrates how current review papers have failed to address some key aspects of GFMI research. This includes evaluation of all grid forming control methods, analysis of the main challenges of GFMI, and in parallel, a study of their applications. A comparison between the already available review papers is shown in Table 1. As the technology is relatively new, a comprehensive survey of GFMI, covering modeling, control, stability analysis, fault handling, and applications, is not available in the current literature. Therefore, this paper aims to fill this gap with recent developments, applications, and future trends of GFMI. This paper serves as a useful resource for researchers starting their studies on GFMI and power system engineers exploring solutions to the emerging problems with high penetration of IBRs.

The main contributions of this paper are summarized as follows:
TABLE 1. Comparison between existing review papers.

| Paper | Modeling methods | Control techniques | Stability analysis | Protection schemes | Applications of GFMI | Real-world implementations |
|-------|------------------|--------------------|-------------------|-------------------|----------------------|---------------------------|
| [5]   |                  |                    |                   |                   |                      |                           |
| [6]   |                  |                    |                   |                   |                      |                           |
| [7]   |                  |                    |                   |                   |                      |                           |
| [8]   |                  |                    |                   |                   |                      |                           |
| [9]   |                  |                    |                   |                   |                      |                           |
| [10]  |                  |                    |                   |                   |                      |                           |
| [11]  |                  |                    |                   |                   |                      |                           |
| This paper |                  |                    |                   |                   |                      |                           |

1, 2- The mentioned control methods and applications are all exclusive to VSG-based controllers.
3- Only the synchronous machine-based control methods are reviewed.
4- Only some of the synchronous machine-based control methods are discussed.
5- Only focuses on the use of VSM control methods for WTs.
6- A few implementations related to WTs are discussed.
7- Only a few synchronous machine-based control methods are discussed.
8- Only a few synchronous machine-based control methods and virtual oscillator control are discussed.
9- Only some of the machine-based control methods are reviewed.

- This paper provides a comprehensive review of the topic after reviewing over 160 papers and considering various control methods for GFMI including a detailed comparison of the GFMI control methodologies.
- Various applications of GFMI in renewable energy sources, weak grids, high-voltage direct current HVDC converters, and black-start operation are discussed.
- Key challenges and issues with GFMI, such as transient and small-signal stability, FRT capability, overcurrent protection, and the transition between grid-connected and standalone modes are outlined in detail.
- The paper describes current GFMI projects around the world that are not addressed in the previous review papers.

The paper is organized as follows. Section II provides a comparison of GFLIs and GFMI, highlighting their salient features. Section III presents a comprehensive discussion on modeling and control technologies related to GFMI. A detailed discussion on GFMI challenges is presented in Section IV. The applications of GFMI are discussed in Section V with a list of recent implementations. Future trends and research directions of GFMI are discussed in Section VI.

II. COMPARISON OF GRID FOLLOWING AND GRID FORMING INVERTERS

The primary objective of supplying active and reactive power to the grid is common for all IBRs. However, depending on the interaction with the grid, controller implementation and response to the changes in the grid, they can be classified into two main groups, namely: GFLIs and GFMI, as shown in Fig. 1 (a) [12]. More information, including further subdivisions of the two categories, are given in the following subsections.

A. GRID INTERACTION CAPABILITIES OF GFLIs AND GFMI

As mentioned in the introduction, applications of GFLIs are primarily focused on active power injection into the grid with maximum power point tracking (MPPT). Therefore, the reactive power supply is minimum and often close to zero. Such inverters are known as grid-feeding inverters (GFDIs). From a revenue point of view, it is more attractive to run IBRs as GFDIs. Nevertheless, voltage and frequency regulation become challenging as the number of GFDIs increases. Therefore, grid operators/regulators have imposed strict requirements, especially on large-scale IBRs (typically above 5 MW), to support the grid by supplying reactive power and varying active power in response to the changes in the grid. An example Q response requirement is illustrated in Fig. 1 (b), where the reactive power response kicks in to support the grid voltage when there is a deviation [12]. When the grid voltage decreases, the IBR should supply positive reactive power at a predefined droop setting. Similarly, when the voltage increases, negative reactive power should be supplied by the IBR, as shown in Fig. 1 (b). IBRs that operate in the grid supporting mode are known as grid-supporting inverters (GSIs). Almost all the large-scale IBRs work as GSIs, and small-scale IBRs, typically below 5 MW, operate as GFDIs.

The fundamental difference in grid interaction of GFMI comes from the way active and reactive power delivery to the grid is controlled. As mentioned above, the primary objective of GFLIs is to inject active power to the grid, and supporting the grid is the secondary objective. In contrast, in GFMI, the primary objective is regulating the voltage and frequency of the grid. Therefore, active and reactive power references are continuously varied in GFMI to achieve this objective.

B. CONTROL IMPLEMENTATION

From the control point of view, the behavior of a GFLI can be approximated to a controlled current source with a high impedance in parallel, as shown in Fig. 2 (a). A GFLI measures the voltage at the PCC \(v_{PCC}\) and derives the phase angle of the \(v_{PCC}\) via a PLL. Then, the terminal voltage is varied such that the desired direct- and quadrature- \(d - q\) line currents are achieved. The active and reactive power
support from a GFMI is achieved by controlling the injected $d$ and $q$ currents, respectively. In contrast to a GFLI, a GFMI can be approximated to a voltage source with a low series impedance, as shown in Fig. 2 (b). Contrary to GFLIs, GFMs do not measure the $v_{PCC}$ for synchronization purposes and rather form the $v_{PCC}$ to regulate their power output. Another major difference between the GFLI and GFMI control is that a GFMI can operate/supply the local loads in the absence of grid connection by establishing its own reference voltage and frequency [8], [9], [12]–[14]. This also leads to the difference in synchronization mechanism. A GFLI requires a dedicated synchronizing unit to remain or operate in synchronism with the grid and push a specific amount of active and reactive power to the grid. However, in GFMs, synchronization at the beginning of the operation can be achieved in a similar manner to a synchronous machine, and a dedicated synchronization mechanism is not required during the normal operation.

C. PERFORMANCE COMPARISON

In a steady-state operating condition, depending on the control topology, power set-points and grid conditions, both GFLIs and GFMs can inject active and reactive power to the grid. However, one of the main differences in performance between GFLIs and GFMs lies in the reaction of each of these inverters to a grid disturbance in weak grids. Active and reactive power support during a disturbance, which is also known as virtual or emulated inertia support, can be implemented in both GFLIs and GFMs depending on the source type. In the case of a GFLI, the disturbance is measured through voltage and current measurements, and appropriate control actions are taken for grid support functionality. Thus, the active or reactive power response of a GFLI is associated with some form of measurement and control delay. However, in the case of a GFMI, the power transfer equation at the beginning of the disturbance is given as

$$P = \frac{V_s V_r}{X} \sin \delta, \quad (1)$$

where $V_s$ is the sending end or the internal voltage, $V_r$ is the receiving end or the grid voltage, $X$ is the coupling impedance, and $\delta$ is the phase angle difference between the internal voltage and the grid voltage. As the internal voltage phasor of the GFMI is not affected at the beginning of the disturbance, an instantaneous response of power can be achieved depending on how fast the grid angle changes. Even though the reaction of a GFMI is much faster compared to its GFLI counterpart, concerns on current limitations and stability with rapid responses need to be addressed.

Another difference in the performance between GFMI and GFLI control is the small-signal stability behavior under weak grid conditions. With GFLIs relying on grid voltage and angle measurements to remain synchronized to the grid, the stability margin can be greatly reduced with sudden changes in the measured grid signals. This problem is greatly reduced in GFMs with the possibility of self-synchronization and the absence of dependency on grid signals for synchronous operation.

Detailed discussions on the control methodology, performance, and limitations of the GFMs are provided in the following sections.

D. ENERGY STORAGE AND OVER-SIZING

As mentioned in the introduction, GFMs are expected to perform as synchronous generators, and thus, it is essential to emulate the important features of synchronous generators, such as the ability to supply constant/committed power to the grid, inertial response, and fault current behavior as much as possible. Some form of energy storage is required to maintain committed power delivery, irrespective of the changes in the wind or solar power input. Similarly, the inertial response requires energy storage, at least for the duration of the required response. Therefore, the need for energy storage is another major difference between GFLIs and GFMs. Alternative approaches that have been proposed to manage the energy storage requirements in GFMs attached to wind farms are discussed in Section VI. Meeting the fault current behavior of the synchronous generators is challenging in GFMs with the current limitations in switching devices. Therefore, GFMs have to be oversized, which makes them expensive and commercially less attractive.
II. GRID FORMING INVERTER MODELING AND CONTROL METHODS

A. GFMI MODELING METHODS

The power stage of a typical GFMI is shown in Fig. 3. The active and reactive power \( (P, Q) \) outputs from the inverter can be expressed as

\[
P = \frac{3}{R_g^2 + X_g^2} (R_g V_c^2 - R_g V_c V_g \cos \delta + X_g V_c V_g \sin \delta) \quad (2)
\]

\[
Q = \frac{3}{R_g^2 + X_g^2} (X_g V_c^2 - X_g V_c V_g \cos \delta - R_g V_c V_g \sin \delta). \quad (3)
\]

where \( R_g, X_g, V_c, V_g, \) and \( \delta \) are the grid resistance, grid reactance, inverter-side RMS voltage, grid-side RMS voltage, and phase angle difference between the grid and the inverter, respectively. In [16], a small-signal model of the plant is presented by linearizing (2) and (3) around an operating point. This model is valid only for high inertial systems where the power system is dominated by synchronous machines, as it neglects the dynamics of the network elements. Therefore, a dynamic phasors-based model is proposed in [17] to analyze the small-signal stability of droop controlled inverters. This modeling approach captures the fast dynamics of the network components. Hence, it is particularly suitable for inverter-dominated power systems.

The modeling of GFMIs in the sequence domain, with applications in power system studies such as load flow and fault analysis, is presented in [18]. The current limiting of the GFMI, which is the root cause of sequence impedance, is extensively analyzed and verified in [18] through simulations. As reported in the same paper, the control strategy of the GFMI has a significant influence on the negative sequence impedance. A different approach with electro-mechanical modeling is presented in [19] for both GFMIs and GFLIs to enable the dynamic simulation of large-scale, unbalanced distribution systems with high penetration of IBRs. The developed models are validated through simulations and field test data. The results show that high penetration of GFMIs improves the voltage and frequency stability of islanded power systems.

B. GFMI CONTROL METHODS

The common control approach for GFLIs is the vector current control. Contrary to GFLIs, the GFMIs possess the ability to form a voltage phasor at their PCC as they operate as voltage sources. The inner cascade controller structure of GFMIs is designed such that the magnitude and the angle of the voltage phasor at the PCC are dynamically controlled to achieve synchronization with the grid and support the grid if necessary. To this end, typically, a GFMI comprises multiple inner control loops such as the inner-current control loop, intermediate-voltage control loop, virtual impedance loop, active power controller (APC), and reactive power controller (RPC). The RPC and APC are used to control the magnitude and the frequency, thereby phase of the voltage at the PCC. However, it is also possible to implement GFMIs without the inner cascade loops by directly altering the inverter terminal voltage. The impact of inner cascade loops on the performance of GFMIs is reviewed in [20].

Even though the X/R ratio of the grid dictates the relationship between active power, reactive power, frequency, and voltage, typically, if the X/R ratio is high, the active power and frequency are linked together. Therefore, the APC is used to control the frequency/phase, and the RPC is used to control the magnitude of the voltage phasor at the PCC. On the other hand, if the X/R ratio is low, the reactive power is linked with frequency. Therefore, the APC is used to control the voltage magnitude, and the RPC is used to control the frequency of the voltage phasor at the PCC. If the X and R values are comparable, the frequency and voltage are coupled with both active power and reactive power. In that case, a 2×2 multi-input-multi-output controller is used to control the phase and the magnitude of the voltage phasor at the PCC. Alternatively, the impedance of the connecting line seen from the inverter can be shaped to be predominantly inductive through the use of a virtual impedance loop. Therefore, in this paper, the frequency/angle control methodologies based on the active power and voltage magnitude control based on the reactive power are reviewed. These control methodologies can be categorized into three categories, as shown in Fig. 4.

1) DROOP CONTROL

Being proposed two decades ago, droop control is the most prevalent and mature control technique out of the three categories discussed in this paper. Droop control concept originates from the governor action that enables the parallel operation of multiple synchronous generators. It is first proposed in [21] for use in isolated ac power systems and uninterruptible power supplies. Some of the earliest works on GFMIs focus on islanded power systems or uninterruptible power supplies. However, such controllers are also included in this review as they are capable of operating in large interconnected power grids. The droop control can be further categorized based on the control law as frequency-based droop control, angle-based droop control, and power synchronization control (PSC).

\( a: \) FREQUENCY-BASED DROOP

In frequency-based droop control, the frequency \( (\omega) \) of the inverter is allowed to decrease linearly with the increasing \( P \). This linear \( P-\omega \) drooping behavior is defined using a droop coefficient. The transfer function for the droop control
FIGURE 4. GFMI control methodologies.

\[ K_{\text{Droop}} = \frac{\Delta \omega}{\Delta P} = K_{P \rightarrow \omega}, \quad (4) \]

where, \( K_{P \rightarrow \omega} \) is the droop coefficient. The \( K_{P \rightarrow \omega} \) is chosen such that in the standalone mode, the load is shared among the inverters that are in operation based on their rating [2]. To this end, the droop coefficient is weighted based on the rating of the inverter. Fig. 5 depicts the control structure of the droop controller. Generally, to filter out the high-frequency harmonics, the droop controllers are used in conjunction with a low pass filter [22]. The control structure of a droop control with a low-pass filter is shown in Fig. 6. The transfer function of a droop controller with a low-pass filter (\( K_{\text{DroopLPF}} \)) is

\[ K_{\text{DroopLPF}} = \frac{\Delta \omega}{\Delta P} = K_{P \rightarrow \omega} \left[ \frac{\omega_c}{s + \omega_c} \right]. \quad (5) \]

where \( K_{P \rightarrow \omega} \) and \( \omega_c \) are the droop coefficient and the cut-off frequency of the low-pass filter. Further, a droop control mechanism can be utilized in the RPC to control the voltage magnitude based on Q. Similar to the APC, the voltage magnitude at the PCC (\( V_{\text{ref}} \)) is linearly drooped based on the reactive power injection of the inverter. The droop based RPC is shown in Fig. 5.

The droop controlled GFMI is capable of operating with multiple GFMI and GFLIs in both grid-connected mode and standalone mode. The control strategies that coordinate the IBRs either utilize high bandwidth communication channels or depend solely on local measurements. The droop control only depends on the local measurements and does not require any inter-inverter communication. Thus, the implementation of droop controllers is relatively hassle-free, and redundancy is easily achieved [3]. To further improve the transient response of the classical droop control (proportional control), in [23], derivative and integral terms are incorporated into the droop controller of the active power path. In contrast, only a derivative part is incorporated into the droop control in the reactive power path. Incorporating derivative and integral terms into the droop controller overcomes the issues such as voltage deterioration with large droop gains, limited power sharing accuracy, large transient circulating currents, and stability issues that are common in droop controlled inverters [23].

The conventional \( P-\omega \) droop control is typically used when the connecting line is predominantly inductive. In [24], the authors have extended the classical droop control method to perform well regardless of the \( X/R \) ratio of the line. Hence, the conventional droop control is improved using a transformation matrix in [24] by taking the \( X/R \) ratio of the connecting line into account. Further, the modified droop control scheme is extended to directly control the active and reactive currents during faults instead of active and reactive powers. As an alternative approach, a virtual impedance-based approach is proposed in [25] for droop-controlled inverters operating with a complex system impedance. This method employs a virtual inductor to increase the inductive nature of the output impedance. Thus, the coupling between active power and reactive power is minimized. The virtual
impedance loop-based decoupling control is fairly intuitive, and its implementation is straightforward.

In [26], the authors have proposed an $H_{\infty}$-based control design method to design droop controllers for the APCs of both GFMI s and GFLIs. The authors present a systematic control design framework for multiple-inverter systems that achieve robust performance with respect to various control objectives while guaranteeing global small-signal stability. The optimal controller considered in [26] is a static gain matrix that can be either a grid following controller or a grid forming controller based on the preference. To achieve the desired control objectives, the weighting functions for the corresponding sensitivity functions are chosen appropriately during the control design. In [27], a supplementary multi-variable controller is proposed for droop controlled inverters with high droop gains. High droop gains are required in inverters when the X/R ratio is low in the connecting line to improve power sharing among inverters, decrease the coupling and transient power sharing. However, high droop gains together with large loading conditions give rise to stability issues pertaining to low-frequency power modes. Therefore, a multi-variable stabilizer that operates in parallel with the droop controller is proposed. The stabilizer is designed based on Glover-McFarlane $H_{\infty}$ loop shaping technique. Although the order of the resulting controller is high, it is reduced using optimal Hankel norm model order reduction method.

b: ANGLE-BASED DROOP

In [28], a phase-angle-based droop control method is proposed. The control law is presented as

$$\theta = \theta_{\text{ref}} - m_p(P - P_0)$$

$$V = V_{\text{ref}} - m_q(Q - Q_0),$$

where $\theta$ and $V$ are the phase-angle and magnitude of the terminal voltage, $\theta_{\text{ref}}$ and $V_{\text{ref}}$ are the phase-angle and magnitude of the terminal voltage when the inverter is outputting rated active power ($P_0$) and rated reactive power ($Q_0$), and $m_p$ and $m_q$ are the corresponding active power and reactive power droop coefficients, respectively. The phase angle used in the control is relative to a system-wide reference such as the Global positioning system (GPS). Thus, no inter-inverter communication links are necessary. The $m_p$ and $m_q$ values are chosen based on the voltage regulation and proportional load sharing requirements.

A novel flux-based droop control method that overcomes the deficiencies in the conventional voltage-based droop control is proposed in [29]. The active power and reactive power are controlled via flux magnitude and flux angle, respectively. The proposed control law is similar to (6). However, instead of the voltage magnitude and voltage phase angle, flux magnitude and flux angle are drooped. The transient response of the system is tuned by adjusting the droop slopes while obeying the stability limits. Further, a direct flux controller is proposed to produce the reference flux generated from the flux droop controller. Thus, the cascaded inner-loops are eliminated. The proposed flux control shares the active and reactive power with less voltage and frequency deviations than voltage-based droop control.

c: POWER SYNCHRONIZATION CONTROL (PSC)

As shown in Fig. 7, a similar concept called PSC is proposed in [30] for HVDC systems to overcome the issues presented by operating vector current controlled inverters in weak-grids. Although the PSC is developed based on the operation of synchronous machines, it is categorized here mainly due to controller’s structural resemblance to droop control. In the PSC, instead of the frequency, the phase angle is drooped based on the power increment. The transfer function of the PSC controller ($K_{\text{PSC}}$) is

$$K_{\text{PSC}} = \frac{\Delta \theta}{\Delta P} = \frac{K_{P\rightarrow\theta}}{s},$$

where $K_{P\rightarrow\theta}$ is the controller gain. In PSC, the synchronization with the grid is achieved similar to a synchronous machine through transient power transfer. Even though a PLL is not required for synchronization, during faults, the PSC uses a backup PLL to switch to a GFLI.

Typically, in PSC, a DC-link voltage controller is cascaded with the active power loop. An analytical selection method for the gains of the outer DC-link controller and the active power loop of the PSC based on frequency-domain analyses is proposed in [31]. The gain for the active power loop is chosen based on an open-loop transfer function that includes the effect of the active resistance. The robustness is guaranteed by ensuring stability margins for phase ($\phi_m$) and gain ($g_m$) margins of the open-loop transfer function are within the recommended ranges ($\phi_m \geq 45^\circ$, $g_m \geq 2$). Since large stability margins reduce the bandwidth of the closed-loop system, the design enforces $g_m$ to be at the minimum recommended value. Then, a weak integral action is considered for the cascaded outer-loop DC-link controller. Similar to the active power control design, the DC-link voltage controller gain is selected based on large stability margins. Thus, robustness is ensured. However, for DC-link control design, a $g_m$ of 4 is considered so that the $\phi_m$ is large enough. The active power loop gain depends on the terminal voltage. Therefore, it must be gain-scheduled to account for the variation in the terminal voltage, especially during faults to avoid over-currents.

2) SYNCHRONOUS-MACHINE-BASED CONTROL TECHNIQUES

One of the serious shortcomings of the droop controller is the lack of inertia support. Therefore, novel control methodologies that incorporate the inertial and damping properties of synchronous generators are proposed.

a: VIRTUAL SYNCHRONOUS MACHINE (VISMA)

The first instance of emulating the behavior of a synchronous generator through power electronic components is introduced as a concept called virtual synchronous machine (VISMA) in [32]. The VISMA model is based on a complete two-shaft
synchronous machine model that includes stator windings, damper windings, and excitation windings, which are modeled in a process computer. The machine currents are calculated in real-time based on the measured voltage at the PCC and fed into the grid. The active power and reactive power are controlled based on the virtual torque and virtual excitation voltage, respectively. An upgraded version of VISMA based on measuring the grid currents instead of grid voltages and generating reference voltages instead of reference currents is proposed as VISMA-Method 2 in [33]. Following VISMA, several different control methodologies are developed to replicate the characteristics of synchronous machines in the APC.

b: SWING EQUATION EMULATION

To stabilize the frequency fluctuations in IBRs dominated grids, the VSG concept is proposed in [34]. To this end, a short-term energy storage unit and an appropriate controller are utilized to provide short-term virtual inertia for any distributed energy resource (DER) with or without rotational inertia. The swing equation represents the rotor side dynamics of a synchronous machine as

\[ J_\omega \frac{d\omega_r}{dt} + D_p \omega_r = P_m - P_e, \]

where \(\omega_r\), \(D_p\), \(J\), \(P_m\), and \(P_e\) are angular speed of the rotor, damping constant, the moment of inertia, mechanical power, and electrical power, respectively. In basic VSG control, the control law is implemented to replicate (8). Therefore, the transfer function of the basic VSG controller \((K_{VSG})\) is

\[ K_{VSG} = \frac{\Delta \omega}{\Delta P} = \frac{1}{(D_p + k_m)(J\omega_0/s + 1)}, \]

where \(D_p\), \(k_m\), and \(J\) are damping coefficient, governor coefficient, and moment of inertia, respectively. The \(D_p\) and \(k_m\) are chosen based on the desired steady-state \(P-S\omega\) droop, while \(J\) is chosen based on the required virtual inertia provision [35].

The control block diagram of the basic VSG control structure based on the swing equation is shown in Fig. 8. By close inspection of (9), it can be seen that the structure of \(K_{\text{DroopLPF}}\) is similar to \(K_{VSG}\) in (5). In [36], the authors have shown the droop control with a low-pass filter and the VSG are mathematically equal, and the droop control with a low-pass filter is a special case of the VSG. Also, if \(J\) and \(D_p\) are set to 0 in (9), it becomes similar to \(K_{\text{Droop}}\) given in (4).

A comprehensive analysis of the dynamic characteristics of droop control and VSG control is presented in [37]. In this study, both grid-connected and standalone modes of GFMIs with droop control and VSG control are considered. Then, the frequency changes during load changes in grid-connected and standalone modes are derived using the step-response of the corresponding small-signal models and electromagnetic transient (EMT) simulations. It is observed that in standalone mode, due to lack of inertia, the rate of change of frequency (RoCoF) is high with droop control compared to that of VSG control. This can cause unnecessary tripping of RoCoF sensitive equipment and load shedding. Further, it is observed that the delays in governor in VSG control amplifies oscillations and reduces virtual inertia. However, the delays in governor with droop control increase inertia [37].

One of the key advantages of the VSG over real synchronous machines is that the design parameters such as \(D_p\) and \(J\) can be readily changed during operation. Therefore, a bang-bang type controller is designed by tuning the inertia constant in [38] to improve post fault oscillation damping in VSGs. Further, it is shown that the alternating inertia constant control enhances the stability of the adjacent machines following a fault. A self-tuning method for the damping coefficient and the inertial constant is proposed in [39]. An online optimization-based method is used to calculate the optimal damping coefficient and virtual inertia while minimizing the frequency deviations (amplitude and rate of change both) and power flow through the energy storage system. The optimization-based self-tuning method is more efficient than the constant parameter method in reducing the frequency nadir as the self-tuning method utilizes less energy per hertz.

To overcome the implementation complexity in optimization-based self-tuning method, a self-adaptive interleaving type control is proposed in [40] to tune both the inertia constant and the damping constant. A rule-based adaptive control method to tune the damping constant and inertia constant while maintaining an optimal constant damping ratio is proposed in [41]. The dynamics due to variations in damping coefficient and moment of inertia are analyzed in time-domain, and an adaptive control method is proposed.

In [42], a control algorithm that acts on short-term energy storage units to emulate the power interchange between a virtual synchronous machine and the grid is proposed. As shown...
in Fig. 9, in this control algorithm, a PLL structure that represents a generator is used to estimate the electro-mechanical characteristics. The modified PLL behaves similar to a real synchronous machine and provides the frequency, phase, and power. The \( \theta_1 \) and \( \theta_r \) are the phase angle of the grid-side and the inverter-side voltage of the filter inductance, respectively. The output signal \( y_{PD} \) can be calculated as:

\[
y_{PD} = \text{Im} \left\{ U e^{j \theta_1} e^{-j \theta_r} \right\} = U \sin(\theta_1 - \theta_r).
\]

Therefore, the control law is

\[
d\omega_o = K_p K_i U \sin(\theta_1 - \theta_r).
\]

The PLL gains \( K_p \) and \( K_i \) are chosen such that (11) resembles the transfer function of a synchronous generator. The power is then used to derive the current references for the current controller.

### C: AUGMENTED VSG CONTROL

The basic VSG control is modified in many papers to achieve better damping, improved transient stability, and a better transient response. The basic VSG control is enhanced in [4] to damp oscillations, improve transient active power sharing, and share the reactive power accurately. A virtual reactance adjusting method is proposed to achieve the oscillation damping and transient power sharing, while droop control coupled with a bus voltage estimation is used to share the reactive power accurately.

The configurable natural droop (CND) controller \( (K_{CND}) \) for emulating inertia and damping is proposed in [43] to individually control inertia and damping without affecting the intrinsic \( P-\omega \) droop characteristics of the VSG. In \( K_{CND} \), instead of a first-order low-pass filter, a lead-lag controller is used to achieve the desired control objectives. The transfer function of the controller is

\[
K_{CND} = \frac{K_p s + K_i}{s + K_G},
\]

where \( K_p \), \( K_i \), and \( K_G \) are used to individually tune the closed-loop bandwidth, damping coefficient, and natural \( P-\omega \) droop, respectively.

In [56] and [57], the authors have presented a proportional-integral (PI) controller-based active power controller and compared the frequency support properties of that, CND control, and VSG control. Due to the integral action in the PI-based active power controller, consistently accurate power tracking is achieved, even during grid frequency variations. Further, there is no intrinsic droop as well. Therefore, the PI-based active power controller is identical to the CND controller when the \( K_G \) term is set to zero.

In [45], the authors have proposed a control method that combines the PSC and the VSG control. Further, a model order reduction method is proposed by pole/zero cancellation in closed-loop transfer functions that results in two first-order transfer function for reference tracking and droop control. Therefore, the desired inertia constant and a \( P-\omega \) droop can be individually set where the latter determines the closed-loop bandwidth.

Although droop control exhibits an excellent reference tracking performance, it cannot provide inertia in standalone mode. Therefore, the RoCoF becomes dangerously high following load imbalances. To prevent high RoCoFs in standalone mode, VSG control is used, and the parameters are tuned to have the desired RoCoF following load imbalances. However, this leads to large overshoots and longer settling times in grid-connected mode. Therefore, a second-order controller called generalized droop controller (GDC) based on the VSG control is proposed in [46]. The GDC results in reduced overshoots and shorter settling times in power set-point tracking in grid-connected mode while guaranteeing a desired RoCoF in standalone mode. The control design proposed to tune the gains in GDC is an onerous trial and error process.

In [47], a supplementary controller called intelligent power oscillation damper (iPOD) is added to the basic VSG control to damp the electromechanical inter-area power oscillation. The iPOD includes a bandpass filter and two proportional gains called \( k_1 \) and \( k_2 \). During the tuning process, \( k_1 \) is set to -1, and \( k_2 \) defines the amount of damping provided by the iPOD. The bandpass filter frequency corresponds to the frequency of the inter-area electromechanical power oscillation that needs to be damped. Therefore, the band-pass filter frequency is set based on a real-time prediction obtained from an artificial intelligence-based predictor that employs the Random Forest algorithm. Due to the structure of the controller, the iPOD adds an additional phase margin around the inter-area electromechanical power oscillation frequency.

Typical GFMIs are capable of providing various control functionalities such as virtual-inertia provision, active power reference tracking, and frequency support in the steady-state. In [48], a PLL-free APC design is proposed to decouple different control functionalities of the GFMIs. Such a decoupling of control functionalities is beneficial for the GFMIs owner so that they can opt out from frequency support. A proportional term of the active power output is added to the integral of the error between power reference and output power (which defines the virtual-inertia provision). The proportional term adds additional damping, and it is tuned based on a desired closed-loop damping ratio. The integral gain is set based on a desired virtual inertia provision. The \( v_{PCC} \) is stiffly controlled, and a reactive power droop is used if necessary. The proposed grid forming control method is integrated...
with the cascaded inner voltage and current loops where a current saturation controller and a transient virtual impedance loop are employed for better transient response. The proposed method achieves good inertial response, robustness towards grid-parameter changes, and good voltage regulation at PCC.

In [49], the authors have presented a fuzzy-based method to dynamically adjust the inertia of the VSG during transients by altering the power output of the governor. Contrary to online-tuning of inertia and damping constant methods, the fuzzy controller utilizes the rotational angle, angular frequency, and rate of change of frequency to improve the inertial response. One of the main drawbacks of fuzzy control is that fuzzy rules heavily depend on the designer’s knowledge of the system. Consequently, the fuzzy membership characteristics and fuzzy rules significantly affect the performance of the controller. Further, the Mamdani fuzzy inference used in [49] is computationally intensive compared to other inference systems such as Takagi-Sugeno inference. Computational burden is critical in improving inertial response as the time-scale of operation is very low.

d: SYNCHRONVERTER
Another synchronous machine emulating control method is the Synchronverter. The concept, control, and implementation of Synchronverter is first proposed in [50]. The Synchronverter mimics the behavior of a synchronous generator. Therefore, when a Synchronverter is connected to the grid, the dynamics seen from the grid-side is equivalent to the dynamics coming from a synchronous generator. One of the key advantages of the Synchronverter over the synchronous generator is that parameters such as inertia, damping, field inductance, and mutual inductance can be readily tuned. The control block diagram of a Synchronverter is shown in Fig. 10.

The electromagnetic torque \( T_e \), back electromotive force (EMF) \( u \), and reactive power \( Q \) are calculated as

\[
T_e = M_f i_f (i, \sin(\theta_f)) \\
u = \dot{\theta}_f M_f i_f \sin(\theta_f) \\
Q = -\dot{\theta}_f M_f i_f (i, \cos(\theta_f)) \\
\sin(\theta_f) = \left[ \begin{array}{c} \sin(\theta_f) \\ \sin(\theta_f + \frac{2\pi}{3}) \\ \sin(\theta_f - \frac{2\pi}{3}) \end{array} \right], \quad \cos(\theta_f) = \left[ \begin{array}{c} \cos(\theta_f) \\ \cos(\theta_f + \frac{2\pi}{3}) \\ \cos(\theta_f - \frac{2\pi}{3}) \end{array} \right]
\]

where \( M_f \), \( i_f \), \( i \), \( \theta_f \), and \( (\cdot, \cdot) \) are peak value of mutual inductance, rotor excitation current, stator phase currents, rotor angle, and conventional inner product, respectively. The parameters \( D_p \) and \( J \) in the active power loop are set based on the steady-state P-\( \omega \) droop and desired virtual-inertia provision, respectively. The parameters \( D_q \) and \( K \) in the reactive power loop are chosen based on the steady-state Q-V droop and voltage loop time constant, respectively.

Typically, the frequency reference, voltage reference, and phase reference for the controller are provided by a dedicated synchronization unit. Therefore, to overcome the reliance on a dedicated synchronization unit (e.g., PLL), self-synchronization ability is added in [51] by driving the error between the internal frequency and grid frequency to zero using a PI controller. This is shown in Fig. 10 as the operation of the switch \( S_p \). The stability margin of the conventional Synchronverter around 50 Hz is increased in [52] by a filter-based current feeding method. Thereby, the power ripples at 50 Hz are eliminated. Further, the operation of the conventional Synchronverter under an unbalanced grid is analyzed. A modified Synchronverter with a multi-input multi-output controller is proposed to eliminate power ripples and prevent current harmonics. A second-order generalized integrator-based resonant controller is used to suppress the double frequency current oscillations in the synchronous frame.

In [53], the authors have proposed designing an additional damping loop to improve the damping without affecting the intrinsic P-\( \omega \) droop. An additional feedback loop of the rate of change of torque is used to implement the additional damping loop. In [54], the authors have proposed a method to directly tune the Synchronverter parameters, including the additional damping loop, by considering a reduced third-order system that captures the pertinent dynamics of the active power loop. The parameters of the Synchronverter are chosen based on the desired natural frequency and damping of the dominant mode of the active power loop. The proposed method simplifies the tuning process by avoiding strenuous trial and error tuning and repeated calculation of system eigenvalues. The authors in [55] have proposed a pole placement control design method based on the desired closed-loop performance. First, a reduced third-order model of a VSG that takes the effects of
an inductive and resistive weak grid into account is derived. The parameters such as damping and inertia constant of the VSG are calculated based on the desired placement of the closed-loop poles. To increase the damping, an additional damping loop, as proposed in [53] is designed.

\[ e: MATCHING CONTROL \]

In [56], [57], the authors have presented a novel GFMI control strategy called matching control to match the electromechanical energy transfer of synchronous machines by utilizing the DC-link voltage, not only as a pivotal control signal but also as a proxy signal for power imbalances. The complete electronic realization of the synchronous machine (eSM) and control design based on energy shaping techniques is proposed in [58]. Contrary to numerical synchronous machine emulation methods, the authors propose an exact physical realization of the synchronous machine by utilizing the integral of DC bus voltage measurement as the internal angular frequency of the voltage-source inverter. Therefore, the physical quantities of synchronous machines such as the moment of inertia, rotor damping coefficient are represented by analogous physical quantities of the voltage-source inverter. Both grid following and grid forming control are realized using two separate energy functions. In the grid forming control scheme, it is shown that droop control acts as the synchronization torque. To compensate for the model inaccuracies and uncertainties, a proportional resonant controller is used in parallel to matching control.

3) OTHER CONTROL METHODOLOGIES

Apart from the conventional droop control and synchronous machine-based control, several other control methods are developed for GFMI. Although some of these are based on linear control design techniques, most of them are based on nonlinear control design techniques.

\[ a: VIRTUAL OSCILLATOR-BASED METHODS \]

Virtual oscillator control (VOC) is a nonlinear control technique proposed in [59] to control the inverters to mimic the dynamics of a weakly nonlinear oscillator. A single dead-zone oscillator which includes a parallel connection of a virtual inductor, capacitor, conductor, and a voltage-dependent current source is used as the nonlinear oscillator. The scaled quantities of the inverter current and the capacitor voltage are used to implement the VOC. The capacitor voltage is used as the control signal in the pulse width modulation (PWM) to produce the terminal voltage. One of the key advantages of the VOC is that the parallel-connected inverters are able to synchronize with each other without any inter-inverter communication. To this end, a sufficient condition for synchronization based on the Euclidean norm of a function based on the filter impedance, the impedance of the passive components of the nonlinear oscillator, and the capacitor voltage and inverter current scaling factors is derived. The control design is based on iterative open-circuit and full load tests while ensuring the selected control parameters satisfy the sufficient condition for synchronization. The VOC control is extended to three-phase microgrids in [60] under the assumption of a stable, balanced three-phase grid. Further, an MPPT method is formulated to integrate with VOC to form a photovoltaic (PV) inverter.

In [61], a Vander Pol oscillator is considered as the weakly nonlinear limit-cycle oscillator for VOC, and a systematic design process, as opposed to iterative open-circuit and full load tests, is proposed to achieve the desired frequency and voltage regulation specifications. The controller is a discretized version of the Van der pol oscillator, which includes a parallel connection of a virtual inductor, capacitor, conductor, and a cubic voltage-dependent current source. Scaled quantities of the capacitor voltage and inverter current are used to implement VOC. The scaled capacitor voltage is used as the control signal in the PWM stage to synthesize the terminal voltage. The frequency of the terminal frequency is equal to the resonance frequency of the inductor-capacitor resonant frequency of the Van der Pol oscillator. The parameters in the Van der Pol oscillator and the scaling terms are tuned based on the desired performance specifications. The proportional power sharing between multiple inverters is ensured by properly choosing the scaling factors for capacitor voltage and inductor current. The conductance and coefficient of the cubic voltage-dependent current source are tuned based on the desired voltage regulation specifications, while the inductance and capacitor values of the harmonic oscillator are chosen based on the frequency regulation specifications, rise time, and harmonic performance.

The authors in [62] have studied the dynamics of inverters that are designed to mimic the dynamics of Van der Pol oscillators. The authors have considered resistive islanded microgrids and compared Van der Pol oscillator dynamics with the droop laws that are based on the average active and reactive powers. This facilitates the design of Van der Pol oscillators based on the optimal droop gains for load sharing and economic optimality in the steady-state. Further, the authors have studied the stability of the average voltage amplitude and phase dynamics in microgrids with resistive interconnecting lines and identified a set of desirable equilibria.

Based on the previously published work on VOC, the authors in [63] and [64] have developed a dispatchable VOC (dVOC), which is capable of obtaining power and voltage set-points and driving the electrical power system to a required power flow solution instead of a trivial one. Further, it is shown that the controller guarantees almost global asymptotic stability under a mild stability condition. In [65], the authors have extended the stability analysis of dVOC considering the dynamics of transmission lines. Explicit boundaries on the controller set-points, gains, and branch power flows that guarantee the global asymptotic stability are derived.

A hierarchical control structure is proposed in [66] for a VOC dominated micro-grid for operation and seamless transition between standalone and grid-connected modes.
An integral controller is proposed as the secondary controller to match the voltage magnitude, frequency, and phase at the PCC to those of the bulk grid. Further, to mitigate the third harmonic in grid-connected operation, a notch filter is used at the output of the harmonic oscillator. In grid-connected mode, tertiary level integral controllers are designed to track active and reactive powers by each inverter in a VOC dominated micro-grid. A significant third harmonic distortion in voltage is caused by Van der Pol oscillator-based VOC implementations. A notch filter-based method is used in [66] to mitigate the third harmonic distortion although, notch filter-based method is ineffective in suppressing harmonics coming from the grid-side. Therefore, a virtual impedance-based method is proposed in [67] for selective harmonic current rejection. The converter output impedance is shaped to have a high gain around the harmonic frequencies to suppress the harmonic grid currents. A grid-side current feedback is used to implement an inductive virtual impedance that facilitates minimal nonpassive regions around resonance frequencies in converter output impedance.

A unified voltage oscillator controller (uVOC) is proposed in [68] to facilitate the unified analysis, design, and implementation of GFMIs and GFLIs. The fault ride-through capability of dVOC is improved in uVOC by enabling synchronization with low grid voltage and incorporating fast over-current limiting. In uVOC, the grid following mode is realized without a PLL unit. Instead, a space vector oscillator is used to achieve synchronization. The space vector oscillator comprises a harmonic oscillator, magnitude correction, and synchronization feedback. In grid following operation magnitude correction factor is set to zero. Harmonic oscillator rotates the voltage vector at a nominal frequency while the synchronization feedback term realigns and adjusts the voltage vector to track the power references. In the grid forming mode, the magnitude correction term naturally engenders a droop-like behavior to adjust the voltage.

b: $\mathcal{H}_{\infty}\setminus\mathcal{H}_{2}$-BASED ROBUST FIXED-STRUCTURE CONTROL
In [69], a robust fixed-structure control design method is proposed for synchronous oscillation damping in low-voltage and medium-voltage power grids. The proposed robust control design method is capable of working with both parametric and experimentally identified non-parametric models of the system. In the control design, the performance and stability specifications are defined as constraints on the $\infty$-norm of the sensitivity functions, and the optimization problem is solved iteratively until an optimal controller is reached. The robust fixed structure control design is extended to distributed control in [70]. The control design is based on an experimentally identified frequency response, and the order of the controller is not restricted, and it is up to the designer. The frequency and voltage control performance requirements are formulated as frequency domain constraints on the two-norm of the weighted sensitivity functions. A linear matrix inequality-based optimization problem is solved to obtain the optimal controller gains. The controller improves frequency and voltage transient performance while guaranteeing stability for fixed communication delays.

c: VIRTUAL SYNCHRONOUS CONTROL UTILIZING DC-LINK CAPACITOR DYNAMICS (ViSynC)
In [71], the authors have proposed a DC-link controller that is capable of both grid synchronization and DC-link voltage tracking. The basic control law is

$$\omega = \omega_s + \frac{s + k_T}{k_{JS} + k_D} \left[(V_{DC})^2 - (V_{ref, DC})^2\right].$$

where $\omega$, $\omega_s$, $k_T$, $k_J$, $k_D$, $V_{DC}$, and $V_{ref, DC}$ are internal frequency of the GFMI, frequency setting value, damping coefficient, inertia emulation coefficient, DC-link voltage tracking coefficient, DC-link voltage, and DC-link voltage reference, respectively. It is shown that (17) together with the DC-link plant model form a model that resembles (8). Therefore, ViSynC enabled GFMIs hold similar power-frequency characteristics to synchronous generators. The damping and inertia are carefully tuned using $k_T$ and $k_J$ such that the DC-link voltage deviation under grid frequency changes is acceptable. The voltage management is done by simply adopting a Q-V droop controller.

d: FREQUENCY SHAPING-BASED CONTROL
A novel frequency shaping-based control technique is proposed in [72] to aggregate the center of inertia frequency dynamics in a low-inertia system to a first-order response. Thus, a large overshoot that could have caused an undesirable frequency nadir is avoided. The proposed control technique allows a desired steady-state frequency deviation and RoCoF during power imbalances. A second-order controller is used in GFMIs. The controller gains are tuned either by matching individual turbine dynamics by individual inverter or distributing the weighted aggregated first-order response of turbines across all the inverters. The second approach is seen as more practical as it does not require the knowledge of each individual turbine dynamics.

C. COMPARISON BETWEEN DIFFERENT GFMI CONTROL METHODOLOGIES
The GFMI control methodologies reviewed in this paper are unique in their own right. Each of them has distinct characteristics and features that set it apart from the other controllers. Therefore, a comparison of different features of different GFMI controllers is useful to researchers and power system engineers. To this end, Table 2 shows a comparison between different GFMI control categories, as shown in Fig. 4, based on various features such as tunable virtual inertia, PLL for synchronization, overcurrent protection, communication-less control, and dispatchability.

Virtual inertia provision capability is an important aspect of GFMI control methodologies. Typically, virtual inertia is a control design parameter in GFMIs as opposed to a physical parameter as in synchronous machines. Therefore, tunable virtual inertia corresponds to the ability to tune the
TABLE 2. Comparison between different grid forming control methodologies.

| Category           | Control structure        | Tunable virtual inertia | PLL for synchronization | Overcurrent protection | Communication-less | Dispatchable |
|--------------------|--------------------------|-------------------------|-------------------------|------------------------|--------------------|--------------|
| Droop-based        | Frequency droop [22]     | ×                       | ✓                       | ✓                      | ×                  | ✓            |
|                    | Angle droop [28]         | ✓                       | ✓                       | ✓                      | ×                  | ✓            |
|                    | PSC [30]                 | ✓                       | ✓                       | ✓                      | ×                  | ✓            |
| Synchronous-machin-based | VISMA [32]            | ✓                       | ✓                       | ✓                      | ✓                  | ✓            |
|                    | VSG [35]                 | ✓                       | ✓                       | ✓                      | ✓                  | ✓            |
|                    | CND [43]                 | ✓                       | ✓                       | ✓                      | ✓                  | ✓            |
|                    | GDC [46]                 | ✓                       | ✓                       | ✓                      | ✓                  | ✓            |
|                    | Synchronverter [50]      | ✓                       | ✓                       | ✓                      | ✓                  | ✓            |
|                    | eSM [58]                 | ✓                       | ✓                       | ✓                      | ✓                  | ✓            |
| Other methods      | VOC [59]                 | ✓                       | ✓                       | ✓                      | ✓                  | ✓            |
|                    | $\mathcal{H}_2/\mathcal{H}_\infty$ [69] | ✓ | ✓ | ✓ | ✓ | ✓ |
|                    | ViSynC [71]              | ✓                       | ✓                       | ✓                      | ✓                  | ✓            |
|                    | Frequency shaping [72]   | ✓                       | ✓                       | ✓                      | ✓                  | ✓            |

1- GPS is required for angle reference [28].
2- During severe grid faults control system switches to PLL-based vector current control [30].
3- Extra inertia and damping is provided by the upstream converter [58].
4- PLL is used to detect the steady-state frequency [71].
5- Communication networks are required for distributed control [69].
6- Deriving first order aggregate turbine dynamics require some format of communication [72].

Inertia based on the objectives of the designer. As shown in Table 2, droop-based control methodologies do not possess the virtual inertia provision capability as they are generally high-bandwidth controllers. On the other hand, the majority of the synchronous machine-based control methodologies are capable of providing virtual inertia. In eSM, inertia and damping are directly related to capacitance and parallel conductance of DC-link, respectively. This is due to the exact physical realization of a synchronous machine done in eSM as opposed to a numerical realization. Therefore, inertia and damping are tied to the physical parameters of the GFMI. However, additional inertia and damping can be provided by the upstream converter through the control of DC-link current.

For a smooth grid-synchronization, the voltage difference in terms of amplitude, frequency, and phase at the PCC and grid should be minimum. To this end, typically, droop-based and synchronous machine-based GFMI control methodologies require a synchronization unit (e.g. PLL) to synchronize to the grid although, the synchronization unit is not required during operation as synchronism is preserved by the power controller. This is analogous to the synchronization process prior to the grid connection used for synchronous machines. This deficiency in Synchronverters is overcome using a PI controller in [51]. Global asymptotic synchronization for a virtual oscillator controlled microgrid is proposed in [59]. A secondary control strategy is proposed in [66] to enable grid-synchronization and seamless transition.

As shown in [73], typically, droop-based or synchronous machine-based GFMI can be implemented either with the inner-loops (voltage and current) or without the inner-loops. If the GFMI are implemented with the inner-loops, the overcurrent protection can be facilitated by limiting the current references to the inner-current loop. The Synchronverter is first proposed without the use of inner-loops [50]. Nevertheless, over-current protection can be added by simply adding an inner-current loop. The earliest virtual oscillator-based methods also lack over-current protection and fault-handling capabilities. However, over-current protection is proposed for virtual oscillator-based controllers in [68].

One of the major advantages of frequency-based droop control is the ability to operate solely based on local measurements. In contrast, the angle-based droop control requires an angle reference. Angle reference is provided by the signals from GPS. However, no inter-inverter communication is necessary for angle-based droop. Similar to frequency-based droop control, synchronous machine-based and other GFMI control methods do not require communication networks for operation. However, frequency shaping-based control strategies require some forms of a communication network to identify the first-order aggregated turbine dynamics during the control design stage. Further, the multi-input multi-output $\mathcal{H}_2/\mathcal{H}_\infty$-based control design framework supports centralized, decentralized, and distributed control design for GFMI. The centralized and distributed controllers require communication networks for communication between the inverters. However, decentralized controllers do not require a communication network.

The term dispatchability refers to the ability of a controller to follow the power and voltage reference commands received from the automatic generation control (AGC). All of the controllers reviewed in this paper possess this ability except the VOC proposed in [59]. However, this is overcome in [63], [64], and it is called dVOC.

IV. GRID FORMING INVERTER CHALLENGES

A. STABILITY ANALYSIS

Stability analysis of GFMI is an important area that has drawn increased attention in recent years. The analysis reported in the literature can be classified into small-signal stability analysis and transient stability analysis. More
information on the two categories is given in the following subsections.

1) SMALL-SIGNAL STABILITY
The authors in [74] present fundamental insights on understanding the small-signal stability of low-inertia systems with both grid forming and grid following inverters and their interaction with various components of the power system at various time scales, as shown in Fig. 11. The study indicates that the main difference between conventional and low-inertia systems is the timescale separation between the respective controllers of synchronous generators and IBR, which leads to instability under high penetration. The study also determines the most vulnerable segments of the system and provides directions for improving the stability margin under different generation portfolios.

A region-based small-signal stability analysis approach is presented in [75], which requires a detailed model of the GFMI controller and its parameters. The region-based technique is able to analyze the impact of high penetration GFMIs and GFLIs and the effects of controller parameters variation. However, the implementation of region-based stability analysis becomes complex when the number of GFMIs is increased. As an alternative, a $\mu$-analysis method is proposed in [76]. In this method, the system equations are linearized around an operating point of interest. The impact of grid condition and controller parameters are investigated by $\mu$-analysis. The concept of robust stability analysis of a GFMI in a power system is widely used in different studies [77], [78]. In [77], the performance and stability of a synchronovol- 
verter are analyzed with the $\mu$-analysis method, and in [78], the interaction of a GFMI with a power system and a GFLI is studied.

In [79], a complex system is divided into different sub-systems, and the synchronization stability of parallel inverters based on each model sub-system is investigated. This method can be used on different kinds of inverters, such as GFMIs. The stability of a GFMI connected to a system can be guaranteed if each inverter has a passive synchronization behavior, which means the frequency-power characteristic of each GFMI impedance has a positive real value for all the frequency ranges. Moreover, the effects of the inner control loops of a VSG on its output impedance are taken into consideration in the stability analysis in [80]. The study in [80] reveals the adverse impacts of the inner loops on the system stability. Furthermore, the relations between the control parameters in the inner loops and the VSG’s output impedance are also studied in this work. In [81], based on the impedance-based stability analysis, the stability of a GFMI is investigated in a weak and a strong system. The stability of GFMI is compared to a GFLI in a weak system. It shows that in a stiff grid, GFMIs can introduce instability challenges.

Positive impacts of GFMIs on the power network stability are investigated in [82] by means of the eigenvalue decomposition technique and the graph theory. In [82], it is mathematically shown that the grid strength, measured by the general short circuit ratio (gSCR) [83], from the point of view of a GFLI, is enhanced if GFMIs are installed in the network. The authors of [82] also propose two heuristic algorithms to determine optimal locations for the GFMI installations, with the objective of maximizing the smallest gSCR in the network. However, the dynamics of the reactive power control of GFMIs is not included in this study. Besides, more constraints, e.g., frequency stability, are expected to be considered for the GFMIs’ location optimization.

2) TRANSIENT STABILITY
Grid frequency stability with the massive integration of GFMIs, up to 100%, is studied with EMT simulations in [84]. It is reported that at increased levels of penetration, there can be interactions with power system stabilizers (PSS), and re-tuning of the PSS is required to maintain system stability. Another observation made is that, with high penetration of GFMIs, the grid dynamics change drastically, impacting the system frequency nadir and RoCoF. This would imply a rethinking of protection devices and load shedding schemes. The authors in [85] and [86] have studied the interaction of GFMI with synchronous machines and the impact of GFMI on frequency stability. With different grid forming control techniques, the studies highlight the positive impact of GFMI on frequency stability and analyze the limitations of the fast-acting controls of GFMI when interacting with the slow dynamics of synchronous machines.

The authors in [87] present a transient stability analysis of GFMIs with a single-loop voltage-magnitude (SLVM) control scheme using phase portrait analysis. Compared to GFMIs using vector-voltage control, where the transient stability is dominated by outer power control loops, the use of SLVM has shown to have a critical impact on transient stability. The authors in [88] have studied the problem of P-f droop controlled GFMI inverters in losing synchronism (synchronous instability) under large disturbances. The analysis of virtual power angle characteristics shows that current limitations can lead to complicated instability mechanisms and greatly decrease the stability margin.

The authors in [89] propose impedance-based modeling of grid forming VSG in synchronous inertial reference coordinates (SIRC) to measure the voltage stability of weak grids. Moreover, frequency dynamics are also analyzed by proposing a motion equation, where the stiffness is defined to illustrate the synchronizing capability of VSG with weak grids. Large-signal stability of GFMI and GFD VSG are compared using energy function modeling by the authors in [90]. The results show that compared to a GFMI, the GFLI loses stability by exhibiting a varying damping coefficient. The indicator of the equivalent damping can be used as a criterion of whether the grid forming/following control is suitable for the weak/strong grid condition. The authors in [91] investigate the transient angle stability of GFMI (VSG) using Lyapunov’s direct method, and they study the influence of different control parameters on the angle stability and propose an improved control method. In addition, apart from
employing the Lyapunov theory to investigate the transient stability of GFMs, sub-transient and transient impedances of GFMs are obtained in [92].

Different GFMI controls behave differently in faults and voltage sag events. The studies in [93] and [94] show that the non-inertial controls, e.g., frequency-based and angle-based droop controllers, experience a first-order transient under a fault or a voltage sag. The angle transient of the non-inertial controls is smooth and overshoot-free. Moreover, the first-order power-angle dynamic of the non-inertial controllers allows the GFMI to recover from a fault even when the critical clearing time is exceeded [93], [95]. On the other hand, overshoots and oscillations can be observed in the power angle and the active power transient of inertial GFMs, e.g., VSGs and synchronverters, under and after voltage sag conditions or load fluctuations [93], [96], [97]. The overshoot in the power angle may exceed the unstable equilibrium point of the GFMI, hence resulting in angle instability after a fault.

The overshoot and oscillation damping can be improved by adjusting the droop coefficient and the inertia constant [93], [97]. However, these two parameters are usually designed based on the grid regulations. Thus, additional damping mechanisms are required. A dynamic virtual resistance model, which is further discussed in Section IV-C2, is proposed in [96] to dampen the post-fault oscillations. However, the virtual resistance is not an effective solution for enhancing oscillations caused by loading fluctuations [97]. Instead, a virtual damping control and a virtual reactance model are introduced in [97] to suppress the power oscillations of paralleled synchronverters during load disturbances. In [98], a similar virtual damping control is integrated into the active power control loop of VSGs to dampen post-fault oscillations. Unlike the proposal in [97], which employs a high-pass filter to detect frequency transients, this damping control utilizes a PLL for the same purpose. These virtual damping methods are disabled in the steady-state operation of VSGs.

In addition, a graphical method is introduced in [95] to study the transient stability of uVOCs under various grid fault scenarios. Moreover, this work considers the effects of voltage dynamics and current limitation during large-signal disturbances when investigating the transient stability. Besides, a graphical stability analysis for dVOCs, called vector field on the circle, is introduced in [99]. By examining a droop-based and a dVOC GFMI under various grid fault conditions, [99] concludes that the dVOC outperforms the droop-based control in terms of transient stability. Additionally, it has been shown that during a voltage disturbance, voltage drops caused by the reactive power control result in adverse impacts on the transient stability of droop-based control, VSG control, and dVOC [93], [99].

The interactions between GFMs and external assets, e.g., transmission lines, GFLIs, and SGs, in large-signal disturbance events, e.g., faults, are also investigated in the literature. More details are presented below.

The authors in [65] have studied the effect of transmission line dynamics on GFMI control, specifically the dispatchable virtual oscillator control (dVOC). The study shows that the transmission line dynamics have a destabilizing effect on the multi-inverter system, and the gains of the inverter control need to be chosen appropriately. The proposed stability condition quantifies how large the time-scale separation between the inverters and the network needs to be to ensure stability. The authors in [100] have investigated the transient stability and stability-oriented control design for the parallel operation of GFMI and GFLI in fault scenarios. With the developed mathematical model of the parallel system, transient stability is analyzed through extended equal area criteria, and improved control is achieved. This study also discusses the impacts of the current injection provided by GFLIs during faults on the transient stability of GFMs.

Additionally, the authors in [101] study the transient angle stability of a parallel-connected synchronous generator and GFMI (VSG) by comparing it with that of the paralleled GFMs. It is found that the GFMI and synchronous generator combination is more prone to instability due to the larger acceleration area during and after a fault compared to the case of paralleled GFMs. This is a result of the difference in the governor’s speed of SGs and GFMs. The authors also propose a control method to improve transient stability. Apart from that, the power oscillation caused by the mismatch in line impedance and inertia between parallel synchronverters during loading fluctuations is studied in [97]. A virtual
reactance model is proposed by the authors to adjust the line impedance, hence mitigating the oscillation.

**B. STANDALONE AND GRID-CONNECTED MODE TRANSITION**

In the grid-connected mode of operation, inverters are controlled to inject a certain amount of current into the grid depending on the reference set by an MPPT algorithm or a reference provided by a central controller. The inverter is operated in a grid-feeding mode, as the reference voltage and frequency are established by the upstream grid. However, in an islanded mode of operation, e.g., a microgrid with local generation and loads, it is crucial to have some of the IBRs to operate in a grid forming strategy to regulate the local voltage and frequency. Hence, a seamless transfer of operation between the GFMI and GFLI modes of operation is essential in such a situation. The two main challenges in obtaining a seamless transfer of operation are fluctuation in frequency and deviation in voltage and currents.

Reference [102] develops a phase adjustment technique to minimize poor transients caused by transitioning from the islanded to the grid-connected mode, namely smooth frequency variation technique. A comparison with other phase adjustment methods is also included in [102]. In [103], the role of PLL in enhancing the mode transitions is emphasized. From the grid-connected to the islanded mode, the PLL provides the load voltage controller with an initial power angle value. Besides, a pre-synchronization process is implemented by the PLL before connecting the inverter to the main grid. However, it is worth noting that the inverter operates as a PLL-based GFLI in the grid-connected mode. A similar approach is presented in [104]. However, in [104], a rate limiter is applied to the voltage reference to obtain a smoother transition in the output voltage when the inverter is re-synchronized with the utility grid. Additionally, the authors of [105] propose a predictive control, along with a synchronization and a phase jump adjustment algorithm, to enhance the mode transitions. The above proposals require a PLL for the re-synchronization process.

In contrast, no PLL is needed to implement the adaptive internal mode-based controller, as proposed in [106]. Moreover, by continually learning about the environment and adjusting its parameters, this controller results in smooth mode transitions. Besides, in [106], the inertial VSG control is utilized in both the islanded and grid-connected mode. Additionally, the authors in [107] propose a modified linear voltage control strategy and a modified droop mechanism to obtain a smooth mode transition.

For microgrids consisting of multiple inverter-based distributed generators, a dedicated inverter, called the principal inverter that is directly connected to the utility grid, provides other inverters, known as auxiliary inverters, with mode transiting commands, i.e., voltage and phase angle references [108]. In addition, all the switches inside the principal inverter are switched off during the mode transitions. Detailed state machines of the principal and the auxiliary inverters are provided in [108]. The proposal in [109] also requires a dedicated inverter to re-synchronize the microgrid with the utility grid. However, in [109], the synchronizing inverter remains in a voltage-based droop control in both modes. This helps avoid severe transients caused by changing the whole control structure during the mode transitions. Also, the regulations of the inverter voltage, frequency, and phase angle to the counterparts at the PCC are necessary and discussed in [109]. In addition, a PLL is required for the re-synchronization process in [109].

The paper discusses some of the most relevant and common proposals for enhancing the mode transitions. A more detailed review of this topic is presented in [110].

**C. OVER-CURRENT PROTECTION AND FRT**

Operating as a voltage source, GFMI maintain the \( v_{PCC} \) at its set-point. As a result, during faults and voltage sags, they have to inject a large amount of current to the grid to bring \( v_{PCC} \) back to the set-point. Unlike synchronous machines, which can handle up to 6-7 per unit (pu) of over-current, semiconductor switches inside the GFMI can tolerate only 20%-40% of over-current without oversizing [111]. High over-current can lead to the failure of the switches due to the short thermal time constant of the semiconductor [112]. Therefore, a current limitation mechanism is necessary for protecting GFMI from over-currents. Various current limiting methods have been proposed in the literature. In general, these methods can be categorized into two main groups: current-controlled and voltage-controlled limiters. In addition, current limitations during asymmetrical faults are also presented in this section. Finally, the fault recovery process of GFMI is discussed at the end of this section.

1) CURRENT LIMITATION

**a: CURRENT-CONTROLLED LIMITER**

The methods discussed in this group change the voltage-controlled mode of a GFMI to a current-controlled mode when over-currents are detected. During a fault, the current control is prioritized over the voltage control to precisely limit the over-current within an allowable range. There are two main subcategories in the current-controlled group, which include grid following control [113]–[117] and current saturator [96], [118], [119].

Regarding the grid following control, when a fault occurs, the inverter is switched to the grid following mode and operates as a current source, hence losing the grid forming ability. In this mode, the output current of the inverter is controlled to track a pre-defined fault current waveform [113], [114], [117]. The pre-defined fault current reference guarantees that the over-current is within a permissible range. In addition, a backup PLL is required to keep the inverter synchronizing with the grid [116]. However, PLLs do not perform effectively in weak grids and voltage sag conditions [120], [121]. Besides, operating as a current source during a fault results in a shift of the fault power-angle curve. This reduces the overlap
between the steady-state and the fault power-angle curves of the inverter. Hence, the chance of recovering to the pre-fault operating point diminishes [119].

Another alternative for limiting over-current is the current saturator or current saturation algorithm (CSA). Unlike the aforementioned mode-switching method, a PLL is not needed for implementing the current saturator. The CSA can be inserted between the voltage control loop and the current control loop of a GFMI, as shown in Fig. 12. When the output current exceeds a threshold value, the inverter output current-set-points, i.e., \(i_d^{*}\) and \(i_q^{*}\), saturate to their corresponding maximum values [118], [119]. The saturated current-set-points, i.e., \(i_d,ref\) and \(i_q,ref\), are fed to the current control loop. Different CSAs, which determine the maximum current-set-points, are presented in [118], including DQ component limitation, vector amplitude limitation, and setting saturated values.

If the controller is implemented in an \(\alpha-\beta\) frame, saturating the sinusoidal current waveform results in distortions in both the output voltages and the output currents of the inverter [122]. These distortions can be avoided by using the circular current saturator proposed in [95] and [96]. Similarly to the grid following control, the inverter with the CSA behaves as a current source during over-current scenarios. Hence, the problem relating to the shift of the power-angle curves, as mentioned in [119], might occur when the current saturates. Apart from that, windup can degrade the transient responses during and after the fault [123]. Moreover, windup can even lead to instability [124]. Overall, current-controlled limiters allow precisely limiting the output current within a permissible range. However, these methods switch the GFMI to a current-controlled source, leading to several severe problems as aforementioned.

\(b:\) VOLTAGE-CONTROLLED LIMITER

This method helps the GFMI remain in a voltage-controlled mode as in the normal operation. Virtual impedance (VI) is the key element used for limiting over-currents, yet still operating the GFMI as a voltage source. Various models of VI have been proposed and studied in the literature [122], [125]–[127].

As shown in Fig. 12, the VI is usually implemented in the GFMI control by subtracting the virtual voltage drops over the VI, i.e., \(\delta V_d\) and \(\delta V_q\), from the voltage references generated by the \(Q-V\) droop, i.e., \(V_{d,ref}\) and \(V_{q,ref}\) [122], [124]. However, due to the slow dynamics of the voltage control in the cascade control loops, there is a delay for the VI to actually become effective on the output currents. This delay can be reduced by adding another virtual-voltage-drop subtraction to the terminal voltage calculation, as presented in [126]. However, assuming PI controllers are used in the current control loop, disturbing the terminal voltages, which are the outputs of the current controller, can lead to windup. Hence, anti-windup is required for the PI controllers in the current control loop.

Most of the VI methods operate in a trigger-reset manner. The VI is only active during a fault and deactivated in the normal operation. A static VI model is proposed in [127]. Although a short amount of time is given for the VI to rise from zero to the steady-state value, the VI is almost constant during the fault. The VI in this work is only designed to work with a certain range of grid impedance and bolted faults. Large variations in the grid impedance and the severity of the fault can affect the performance of this method [118].

Unlike the static VI, the value of the VI in [118] and [124] is set according to the amount of over-currents such that the output currents are restrained below an allowable level even in a three-phase bolted fault. In [118], a linear model of VI with respect to the output current is presented. The VI is activated when the output current exceeds a threshold value and varies linearly with the changes in the current. However, due to the interactions with parallel generators in the network, more complex nonlinear models of VI are required to precisely limit the output current. Apart from that, the method presented in [118] degrades if the grid impedance varies expeditiously. This scenario usually occurs due to line tripping and fault clearance. In [124], another linear model of VI is introduced. The VI is set proportionally to the difference between the over-current and a threshold value.

Apart from solely using VI, various voltage-based current limiters are also introduced in the literature. A current limiting solution combining both current saturator and VI is proposed in [122]. A fast current limiter scales down the current references’ magnitude to keep the output currents below the limit. The voltage references are then subtracted by the virtual voltage drops to enhance the FRT process. Besides, Reference [128] introduces a nonlinear droop control with inherent current-limiting capability. The proposed control in [128] is developed by merging a virtual resistance design into the voltage droop control. However, due to the requirement of a PLL in this design, oscillations are observed in the inverter’s responses. Moreover, this design decreases the inverter’s fault current capability unnecessarily.

Additionally, in [129], a voltage-based current limiter is proposed without using the virtual resistor concept. Firstly, a theoretical relation between the maximum output current and the maximum output voltage of a GFMI is obtained. By limiting the output voltage below its maximum value calculated in the previous step, the output current is restrained. However, the role of the internal resistors of the LCL filter is not mentioned in defining the relation between the voltage and the current in this work. This potentially leads to inaccurate estimations of the maximum voltage value.

\(c:\) CURRENT LIMITING FOR ASYMMETRICAL FAULTS

Current limitation during asymmetrical faults varies depending on the reference frame. The natural reference frame (NARF), i.e., \(abc\)-frame, is the most preferable frame for dealing with asymmetrical faults. When an unbalanced fault occurs, the GFMI control is switched to a NARF to independently control each phase current of the
However, this approach requires fault detection and independent control for each phase, hence increasing the complexity of the GFMI’s control. Another approach for current limitation in the NARF is latching the current references of all three phases at a pre-defined waveform as mentioned in Section IV-C1 [114], [117], [133]. Nevertheless, applying the same current reference in all three phases during an asymmetrical fault can result in over-voltages and saturation of the pulse width modulation (PWM) in the healthy phases [114], [133]. To tackle these issues, parallel VI is first proposed in [114]. The design of the parallel VI is then detailed and analyzed in [133].

In addition, the stationary reference frame (STRF) is more preferable for asymmetrical faults, compared to the synchronous reference frame (SYRF) [122]. In the STRF, the current limitation should be designed with consideration for both positive- and negative-sequence currents to minimize the double-frequency harmonic and distortions [122]. Besides, in the SYRF, the current limiting methods aforementioned in Section IV-C1 can be extended for asymmetrical faults if a negative sequence control is added to the system [134].

2) FAULT RECOVERY OF GFMI
Fault recovery and large-signal transient stability of a GFMI depend on multiple aspects of the system, including the control structure and the over-current protection of the GFMI. In terms of the control structure, non-inertial and inertial control can result in different post-contingency behaviors. The analysis in [94] shows that the presence of inertia in the $P$-$\omega$ control loop might contribute to the system instability after a voltage sag event. However, studies on the impacts of the inertia on the recovery of the GFMI from a voltage disturbance are not discussed in [94]. Based on the analysis in [94], the authors of [135] conduct an analysis for the fault recovery of an inertial GFMI and propose an adaptive mode switching (AMS) method to tackle the positive-feedback in the active power control, which is observed in the inertial grid forming systems. The AMS detects occurrences of excessive overshoot in the power angle. If an excessive overshoot occurs, the sign of the gains in the power controller is flipped to prevent the power angle from exceeding the unstable equilibrium point.

In addition, the fault recovery process of a GFMI with either a current saturator or VI for current limitation is described in [111]. This work reveals that the VI offers a longer critical clearing time compared to the current saturator. This result aligns with the analysis in [119]. Besides, the critical clearing time can be extended by limiting the power-angle revolution during a fault. To slow down this revolution, the power references and the droop gain should be adjusted during a fault as detailed in [96] and [136], respectively.

Apart from that, oscillatory post-fault transients can degrade the recovery or even trigger protection devices in the network, leading to unnecessary disconnections of the GFMI. A series dynamic VI model, as shown in Fig. 13, can be integrated into the control in the fault recovery process to suppress the poor transients [96]. The VI is solely for transient enhancement, not for current limiting purposes as aforementioned. It is active only during the fault recovery process of the GFMI and disabled in the normal operation [96]. Additionally, a parallel VI model with the same function is also proposed in [117] to suppress post-fault voltage overshoots in microgrids.
is examined. A virtual capacitor control loop is proposed in [130] to control a type-4 WT in a weak grid. The method is based on matching the inverter control system with the synchronous generator. The synchronous power control (SPC) accompanied by a novel current limiting method is suggested in [96] to control a GFMI in a weak grid.

The authors in [140] have studied the optimal placement of GFMI and GFDI in a low inertia power system for fast frequency response. The proposed optimization problem can optimize the controller parameters and the location of the device in the system to increase its resilience. The study also shows that the system robustness depends not only on the amount of virtual inertia used but also on the specific implementation and location of virtual inertia.

**B. APPLICATION OF GRID FORMING INVERTERS IN HVDC CONVERTERS**

Droop-based GFMI has been suggested for use in offshore AC networks with voltage source converter (VSC) based HVDC links [141], [142]. Small-signal stability analysis of the droop controller inverter, including cascade inner current-voltage loops, is derived in [141] for an offshore AC network. The block diagram of the mentioned system is shown in Fig. 14. The short circuit analysis of the same type of grid forming controller for an offshore network with multiple HVDC converters is studied in [143] and [144]. PSC controllers are proposed for VSC-HVDC applications, especially when connected to the weak grids, as the PSC grid-forming HVDCs can improve voltage stability in the weak grids [30]. Another grid forming control method to control the AC voltage and reduce the harmonics of the HVDC converters is proposed in [143]. The outer loop in this control method consists of an AC voltage controller and a DC-voltage controller to control the power-sharing in the system.

**C. APPLICATION OF GFMI IN RENEWABLE ENERGY SOURCES**

With the rapid increase of renewable energy generation in the last decades, the application of GFMI in both WTs and PV farms has received some attention in the literature.

1) **APPLICATION OF GFMI IN WTs**

Many VSG controllers have been proposed for various types of WTs [7]. Virtual synchronous control (VSynC) for a doubly-fed induction generator (DFIG) based WT is proposed in [144]. The block diagram of the VSynC controller is shown in Fig. 15. It uses a conventional swing equation-based VSG for the active power controller. Wind power in this method is considered a variable parameter consisting of two constant (pre-disturbance) and variation parts, which is different from most current works that consider wind power a constant parameter. The authors in [145] also propose VSynC grid forming controllers for a DFIG-based WT. Three operation areas are considered for the WT: MPPT area, maximal speed limit area, and the rated power area. In addition, pitch control is considered and based on the motion equation concept, the analysis of the inertia characteristic is derived.

Another VSG controller structure and its control principle for a WT is suggested in [146]. The controllers for the grid-side inverter, the machine-side inverter, the storage-side inverter, and the pitch part are explained. It considers three different modes for the WT: VSG with pitch control, VSG normal operation, and VSG with MPPT control. The transition between different operation modes and the sizing of the energy storage element are also discussed in [146]. The small-signal model of the system is derived, and also, to improve the stability of the system in the weak grids, a stabilization controller is proposed [146]. Another VSG-based grid forming control for DFIG-based wind farms to improve the stability of line-commutated converter (LCC) HVDC is proposed in [147]. The current control system, including the current limitation, is not mentioned in this study. In [148], an SPC controller is used to control the active power at the grid-side inverter. They propose a system frequency response (SFR) model based on the motion equation concept to investigate the inertial dynamics of the WT. The equivalent inertia and the damping constant for the WT is calculated based on the proposed model. It should be mentioned that the wind speed variation, current control dynamics, and weak grid effects are not considered in this study. The authors in [149] indicated that as the VSC control method has cascade control loops, it can be challenging to tune the controllers in
a decoupled way in low-frequency applications such as WTs. It instead proposes a virtual capacitor control loop based on matching the synchronous generator and the inverter.

2) APPLICATION OF GFMI IN SOLAR FARMS
Photovoltaic synchronous generator (PVSG) is proposed in [150]. In this method, an SPC grid forming control method for a supercapacitor-based inverter is utilized. The GFMI works in parallel with a traditional grid following PV plant, as is shown in Fig. 16, and by doing so, the whole system behaves as a PVSG that provides inertia to the system. It should be mentioned that this method needs more software and hardware for the grid forming system comparing to a conventional PV. It also requires the calculation of the sizing of the required supercapacitor. Last but not least, the GFMI needs to be physically implemented close to the GFLI to make sure the system works correctly, considering the impedance ratio between the inverters and PCC [150].

Another PV-based virtual synchronous generator is suggested in [151]. In this structure, a VSG based GFMI with variable inertia works in parallel with a PV plant. Based on the \( \omega \) measurement, it proposes variable inertia constant in the VSG controller to improve the transient stability of the system. This study shows that the system with variable inertia has a better response compared to the constant inertia VSG and conventional PV, especially under weak solar irradiation. The work does not study the reactive power controller, current controller, and sizing of the energy storage system. Additionally, the necessity of a virtual governor system and the sizing of the energy storage system is discussed.

D. BLACK-START CAPABILITY OF GFMI
One unique advantage of GFMI is the ability to provide black-start services in the event of wide-area blackouts with the help of renewable energy sources or battery energy storage. The authors in [154] investigate various GFMI control strategies implemented in HVDC-connected wind farms to energize onshore loads. Comparison of two energizing methods of black-start, i.e., hard switching and soft-start methods carried out in [155], indicates faster energization with smaller transients using soft-start. In [156], a direct voltage control based GFMI control of WT with black-start capability is proposed.

E. RECENT TRENDS IN GFMI IMPLEMENTATIONS
Dalrymple Battery Energy Storage System (BESS) - ABB: ElectraNet's 30 MW / 8 MWh, BESS at Dalrymple substation in South Australia, is a utility-scale implementation with GFMI carried out by Hitachi ABB Power Grids. The Dalrymple BESS is the first large-scale grid forming BESS connected to the Australian National Electricity Market (NEM) and is built on Virtual Synchronous Generator technology, which strengthens the grid by replicating...
the behavior and performance of a synchronous machine, providing synthetic inertia and high fault current to allow higher levels of renewable energy resources to connect and operate. The system also provides reliability and flexibility services such as fast power injection, seamless islanding and black-start of the local distribution network. When faults occur on the upstream feeder, the system seamlessly islands in co-ordination with the nearby 91 MW Wattle Point Wind Farm and distributed solar PV, to continue operating a local islanded power system to ensure continuity of supply to the local customers. This enables Dalrymple BESS to form one of the largest autonomous microgrids in the world during its islanded operation. The project’s results and operation have demonstrated for the first time on the NEM the critical role GFMIs, as opposed to grid following inverters, can play in strengthening the grid and enabling high renewable targets to be met. In addition to this, the Dalrymple BESS offers competitive market services to the NEM, providing a commercial return to the operator, which isn’t possible currently with comparable power system support technology such as synchronous condensers. [157], [158].

**Hornsdale BESS - Tesla:** The 150 MW / 193.5 MWh power reserve located in Jamestown, South Australia, is situated next to the 315 MW Hornsdale wind farm. The battery has already shown its immense value for the grid in a number of ways, largely through grid stabilization services and savings [159]. The pre-existing grid following control has recently been updated to grid forming control through a software update [160].

**Alinta Energy BESS - ABB:** Alinta Energy’s BESS implemented by ABB interfaced through a 30 MW VSG provides a spinning reserve for off-grid mining operations in Newman, Western Australia. The BESS is also capable of energizing long capacitive lines and black-starting the mine [158].

**General Electric:** GE has had multiple implementations of GFI that are tailor-made for specific applications. The 30 MW / 22 MWh BESS at Imperial Ignition District, California, is used for black-starting a gas turbine. Another recent implementation is located at the Perryville generating station with a rating of 7.4 MW / 6.6 MWh, commissioned in 2019. Recently, GE research secured 4.2 million dollars funding from U.S. Department of Energy Solar Energy Technologies Office (SETO) to develop grid forming solar inverter control technologies [161]. GE aims to develop grid forming controls to allow wind and solar inverters to improve the transient stability of systems with high renewable energy resources penetration.

**Dersalloch Windfarm - National Grid UK, Scottish Power Renewables:** The 69 MW farms with 23 units of Siemens Gemena Turbines is the first large-scale implementation of GFI control by a wind farm. The project is commissioned, and the black-start capability was demonstrated in November 2020 [162]. The wind farm is able to regulate the local frequency and voltage, forming a stable network island before connecting to the rest of the grid.

**AusNet Services GESS:** The Grid Energy Storage Systems (GESS) commissioned by ABB in 2014 consists of a 1 MWh 1C lithium battery system that interfaces to the microgrid through a 1 MVA VSG inverters and a 1 MVA diesel generator connected to the grid through a 3 MVA three-winding transformer. The system is located at an end-of-line distribution feeder in an industrial estate situated in the northern suburbs of Melbourne. AusNet Services aimed to test a non-network option to manage peak demand with the potential to defer network augmentation, and GESS proved to be a suitable candidate. It is demonstrated that such an embedded generation source can also provide peak load support by reducing the upstream feeder requirements during peak consumption periods by supplying the loads locally. Given the capabilities of the GESS with regards to power system quality, AusNet Services also planned to investigate the effect on local system quality and stability that the GESS provides, such as power factor, voltage support, harmonics, flicker, and negative sequence voltage. Additionally, the islanding capabilities of the GESS have been investigated by AusNet Services to improve system supply and stability in the case of larger network faults. In the event of a fault, the GESS islands the downstream feeder, creating an islanded microgrid which the GESS would supply until its energy reserves are depleted, or the fault is cleared. When the fault is cleared, the GESS would reconnect to the grid and transfer the supply back to the network and begin recharging the batteries on a scheduled, preset programmed time of day [163].

### VI. RESEARCH DIRECTIONS

#### A. FREQUENCY CONTROL

From the above discussions, it is clearly evident that traditional frequency control approaches have to be revisited as the share of IBRs increase in AC power systems. For GFMIs to be considered as a promising solution, the two fundamental research questions that have to be answered are: 1) can GFMIs achieve frequency regulation in heterogeneous systems comprising GFILs and synchronous generators?, and 2) are there any limitations on the share of GFMIs in power systems? [1]. Moreover, along with the development of IBRs, another operational level question that would arise is how important it is to regulate frequency and would the frequency tolerance band and RoCoF limits can be relaxed, especially in fully inverter-based power grids. The generation source for GFMIs is mostly wind and solar, where frequency control pushes them to operate in non-optimal regions. In certain situations, the extracted power might not be sufficient to meet the requirement. Energy storage is a promising solution to this issue. Nevertheless, determining the suitable type of energy storage and optimal capacity to keep the frequency within acceptable limits are open research questions in relation to GFMIs. The other operational concern to be addressed is the proper load sharing mechanism between grid forming assets available in the system and whether traditional droop-based techniques are.
still useful, or a proper communication mechanism is needed to manage the frequency control and load sharing between isochronously-controlled grid forming assets.

**B. VOLTAGE REGULATION**

With the increase of GFMI and GFLI, the volt/VAR control shifts from large synchronous generators to distributed generation sources. Therefore, it is important to understand how these distributed, and local volt/VAR controls affect the voltage regulation in the entire power system. Moreover, the impact on the exciter control of Syncons and GFMI should be investigated. Finding the locations of GFMI to obtain optimal voltage regulation results is another important research area related to GFMI. Moreover, the suitability of traditional QV droop control and the necessity of communication-based volt/VAR control are to be investigated, especially at increased penetration of GFMI and GFLI.

**C. SYSTEM STRENGTH**

Even though VSG as an advanced form of GFMI demonstrated its merit in effectively contributing to the system strength of high renewable-penetrated networks, the role of each VSG components such as virtual inertia, synthetic impedance, damper winding’s, and flux model or their combined effect has not been fully worked out yet. Clarifying this can lead to identifying key players of the system strength enhancement and help with the improvement of stability through the allocation of sufficient factor.

**D. REGULATORY FRAMEWORK**

The implementation of GFMI require demonstration of the above-mentioned key functionalities, mainly frequency and voltage regulation, and developing confidence among the grid operators and regulators. Since GFMI is a new technology, grid integration should take a gradual approach where its frequency and voltage regulation capabilities should be demonstrated in microgrids at early stages [1]. Adding GFMI into larger power systems should take place at gradually increasing power levels. Moreover, it is essential to establish technical standards, commissioning procedures and amend other relevant regulatory frameworks to reflect capabilities and limitations of GFMI, especially fault ride-through and fault current levels.

**VII. CONCLUSION**

GFMI have emerged as a promising solution for the issues related to the high penetration of Ibrs and weak grid scenarios. While having successful implementations in Australia, the US, and the UK at various power levels, the widespread use of GFMI requires further advancements in their technologies and regulatory acceptance. This paper identifies several key challenges related to GFMI, including small signal stability, transient stability, over-current protection, and seamless transition between grid-connected and stand-alone modes. Moreover, control methodologies proposed in the literature for GFMI are critically reviewed. The conceptual differences between GFMI and GFLI are also discussed, highlighting the need for grid support, especially for weaker parts of the grid. The areas which require further research and development are also identified and commented on. In addition to the technological developments, regulatory support and acceptance are key enablers for successful implementations of GFMI in large power grids.
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