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Abstract—FEderated Edge Learning (FEEL) has emerged as a leading technique for privacy-preserving distributed training in wireless edge networks, where edge devices collaboratively train machine learning (ML) models with the orchestration of a server. However, due to frequent communication, FEEL needs to be adapted to the limited communication bandwidth. Furthermore, the statistical heterogeneity of local datasets’ distributions, and the uncertainty about the data quality pose important challenges to the training’s convergence. Therefore, a meticulous selection of the participating devices and an analogous bandwidth allocation are necessary. In this paper, we propose a data-quality based scheduling (DQS) algorithm for FEEL. DQS prioritizes reliable devices with rich and diverse datasets. In this paper, we define the different components of the learning algorithm and the data-quality evaluation. Then, we formulate the device selection and the bandwidth allocation problem. Finally, we present our DQS algorithm for FEEL, and we evaluate it in different data poisoning scenarios.
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I. INTRODUCTION

Training centralized machine learning (ML) models requires the collection of large datasets from sparse and highly distributed sources. Nonetheless, in addition to the communication overheads, data collection raises an increasing concern about sharing private information. FEderated Edge Learning (FEEL) [1, 2] is a ML setting that utilizes multi-access edge computing (MEC) to tackle these concerns. In contrast to centralized ML, FEEL consists of training the model on the user equipment (UE) under the orchestration of a MEC server, where only the resulting parameters are sent to the edge servers to be aggregated.

The predominant FEEL system model is a synchronous time-division resource allocation system [3]. This means that the MEC server waits for all UEs to send their updates before aggregating them. However, in reality, not all updates can be aggregated. In fact, updates from UEs who do not report before a fixed deadline are cancelled. A real deployment of FEEL is therefore subject to the following challenges:

Limited Resources: In a contrast to cloud servers, the computing and storage resources at the edge are rather limited [4, 5]. The gap in computational resources of the UEs causes significant delays due to stragglers. Furthermore, to run the iterative FEEL learning, the Base Station (BS) generally needs to connect a large number of UEs across a resource-limited spectrum and therefore can only support a limited number of UEs sending their model updates over unreliable channels for global aggregation. Additionally, the size of the updates can be very large in the case of deep neural networks. As a result, the communication overhead becomes a bottleneck for FEEL.

Unbalanced and non-IID: Unlike traditional ML systems, in which an algorithm operates on a large data set distributed homogeneously over several servers in the cloud, FEEL is typically trained on a large, often unbalanced, and non-identically distributed (non-IID) dataset that is generated by separate distributions across different UEs. A large number of UEs participate in the training, where several own small datasets, which makes local models prone to overfitting. Moreover, the dataset of a given UE is usually based on a particular user’s usage pattern, and thus a particular user’s local data set will likely be redundant and not representative of the remainder of the population distribution.

Unreliable and malicious devices: Although FEEL has improved privacy protection, it still suffers from several problems. First, all devices involved in the FEEL process are expected to contribute their resources unconditionally, which is not accepted by all UEs. Without reward, only a small fraction of the devices are willing to participate in the training process. On the other hand, the UEs involved in the training are unreliable and may act maliciously, intentionally, or unintentionally, which may affect the overall model and lead to erroneous model updates.

Most existing work on FEEL proposed scheduling algorithms aiming to optimize resource utilization. The considered resources are time [6], transmission energy of participating UEs [7], and local computation energy [8]. Consequently, the number of scheduled UEs is often restricted in order to meet latency and energy constraints. However, optimization should consider learning related aspects, especially data distributions and quality [6, 9, 10]. Furthermore, providing a reliable device selection is a necessary stepping stone for enabling efficient and useful updates [11].

The main motivation behind this paper is to design a scheduling algorithm for FEEL that considers UEs datasets’ different properties at its heart. In fact, while datasets are unbalanced and non-IID, but a UE with a large dataset is not necessarily in possession of useful data. Furthermore, malicious UEs can train the model on poisoned datasets, which requires additional mechanisms to reduce their damages to the training process. In this paper, we consider diversity of the datasets and the reliability of the UEs as the baseline criterion for choosing participating devices in FEEL. The diversity
evaluation allows to give priority to UEs with potentially more informative datasets to speed up the training process, and the reputation mechanism sanctions malicious UEs with poisoned datasets. Accordingly, we propose a method for incorporating datasets’ properties in FEEL scheduling, by designing a novel data-quality value measure, and designing a data-quality based scheduling algorithm (DQS).

The contributions of this paper can be summarized as follows:

1) we design a suitable priority indicator for the selection of participating UEs;
2) we formulate a joint device selection and bandwidth allocation problem taking into account data properties;
3) we prove that the formulated problem is NP-hard and we propose a DQS scheduling algorithm based on greedy knapsack; and
4) we evaluate the proposed data-quality value measure and the DQS algorithm through insightful simulations.

The remainder of this paper is organized as follows. In Section II, we present the background for FEEL and related work. In Section III, we present the design of the proposed diversity measure, starting with the used uncertainty measures and their integration in FEEL. In Section IV, we integrate the proposed measure in the design of the joint selection and bandwidth allocation algorithm. Simulation results are presented in Section V. At last, conclusions and final remarks are presented in Section VI.

II. RELATED WORK

In this section, first we discuss the related work regarding device scheduling and data quality in FEEL. Next, we illustrate the existing research gaps and motivate the need for designing a data-quality based scheduling algorithm for FEEL.

Among the first works to explore device selection is work in [12], where authors mitigated the straggler problem by giving priority to end devices with good communication and computation capabilities. However, this method is not suitable in FEEL context, where datasets’ distributions vary, as it discards UEs with larger and potentially more informative datasets. Several works proposed scheduling algorithms that aim to maximize the number of participating devices while optimizing used resources [13, 14]. For instance, authors in [15] proposed an energy-efficient scheduling algorithm aiming to collect the maximum number of updates possible as a guarantee for the training speed. Another example is in [16], where authors study different scheduling strategies based on the wireless channel’s state. Other works focus on the staleness of updates to calculate the priority [16, 17], where higher priority is given to UEs that did not participate in previous rounds or have stale updates. Despite the variety of the scheduling algorithms in the literature, the design and evaluation of FEEL scheduling under heterogeneous and uncertain dataset distributions remains a topic that is not well addressed, as data-quality issues are overlooked and under-explored.

To overcome the reliability problem, several FL works use reputation systems for UEs selection, as UEs with high reputation are more likely to provide high quality data for the learning procedure. For instance, the authors in [18] proposed a decentralized peer-to-peer approach to overcome the problem of unreliable UEs, where poisoning is prevented by verifying peer contributions to the model. However, due to statistical heterogeneity and high communication costs, P2P verification may not always be suitable. In [19] and [20], the authors presented a blockchain-based reputation system for FL, where a UE’s reputation is traceable. In [20], the authors presented a reputation-based UE selection using subjective logic. This solution evaluates the reputation of UEs based on their past interactions with other task publishers in the network. Nonetheless, such approach relies on the willingness of several other similar task publishers to share their opinions. Based on our analysis of these works, we found that most of them did not consider the data heterogeneity when evaluating device reputation, and might not be suitable for realistic FEEL scenarios. Consequently, we found it necessary to build a scheduling algorithm for FEEL that considers UEs datasets’ different properties (i.e., limited bandwidth, unbalanced/ non-IID data) alongside UEs reliability.

III. SYSTEM MODEL

In this section, we introduce the different components of the system model. The system’s main components are the learning model, the data-quality model, and the communication model. Based on these components, we formulate a joint UE selection and bandwidth allocation problem for FEEL.

A. Learning Model

In contrast to centralized training, FEEL keeps the training data locally, and learns a global model through the shared parameters sent by a federation of participants (e.g., individual users, organizations). By keeping data locally, the training can use ephemeral data and leverage the computing resources
of the sparse UEs. FEEL is an iterative process that starts with the model and parameters initialization. In our proposed framework, in each round, the procedure in Algorithm 1 is repeated. Fig. 1 illustrates the different steps in the procedure taking into account the statistical heterogeneity of the data distributions alongside the possibility that malicious devices may launch data poisoning attacks. In the figure, UE₂ launches a label-flipping attack. Due to the local nature of the training, this attack is hard to detect. As a result, in our proposed process, each training round 𝑡 starts by the UEs sending their information to the MEC server (i.e., dataset information). With the evaluated channel state information, and the dataset information, the MEC server schedules a set of UEs using Algorithm 2 and sends them the global model 𝑔. Upon receiving the updates, the MEC server evaluates the quality of each model 𝜔𝑘 by testing it on publicly available data. UEs also report local accuracy of their models. These evaluations are then used to update the perceived reputation of the UEs at the MEC server level. The last step is the model aggregation, which is typically achieved using weighted aggregation 1.

B. Data Quality and Data Poisoning

1) Data Poisoning in FEEL In FEEL, UE data may include personal information (e.g., home address, credit card number, etc.). The disclosure of this data is not only harmful to the UE, but the intentional/unintentional alteration of the data can also cause security problems 21. One of the main types of attacks that can affect model severally is poisoning attack. A poisoning attack occurs when the attacker is capable of injecting false data or altering the training samples of the FEEL model’s learning pool, and thus causing it to learn on wrong or erroneous data. Poisoning attacks can occur during the training period and are primarily aimed at availability or integrity of the data. Generally, there are two main approaches to generate poisoned attacks, namely: label-flipping 22 and backdoor 23. In this paper, we mainly focus on label-flipping where an adversary modifies a small number of examples/training data and maintains the characteristics of the data unchanged to degrade the performance of the model.

2) Reputation evaluation: At each communication round 𝑡, each participating UE 𝑘 reports the local accuracy 𝑎𝑐𝑐 Chall and sends its newly computed model 𝜔𝑘. The model is then evaluated on a test-set to evaluate its quality, alongside the UE’s honesty. A UE’s reputation decreases when it uploads a malicious or bad-quality model, or when it declares a very high local accuracy compared to the obtained accuracy on the test-set. This reputation measure allows to detect not only malicious UEs, but also UEs with overfitting models and low quality dataset. We update the value of the reputation of UE 𝑘 in each round 𝑡, as follows:

\[ R_k^t = R_k^{t-1} - \eta (\beta_1 (a_{c_k}^{local} - \text{avg}(a_{c_k})) + \beta_2 (a_{c_k}^{local} - a_{c_k}^{test})) \]

where \( \eta \in [0, 1] \) is the reputation rate with which we decrease the reputation value.

3) Dataset diversity evaluation: Each dataset can be characterized by how diverse its elements are (i.e., diversity of the elements), their number (i.e., dataset size) and how many times the model was trained on it (i.e., age). We set the value of each metric as 10: \( v_i \gamma_i \), where \( \gamma_i \) is the adjustable weight for each metric assigned by the server and \( v_i \) is the normalized value of the metric. Using the aforementioned characteristics, the diversity index of dataset \( k \) can be defined as:

\[ I_k = \sum_i v_i \gamma_i \]

with \( i \in \{ \text{elements diversity, dataset size, age} \} \). Depending on the application, other quality measures can also be used. For instance, in image classification, measures regarding image quality (e.g., blur) can heavily affect the learning 24, 25. Such measures can be evaluated on a subset of images and normalized for a seamless integration in the index.

4) Data-Quality measure The data-quality value can be inferred from the reputation of UE 𝑘’s reputation and dataset diversity index. We define the value for each UE 𝑘 as:

\[ V_k = \omega_1 R_k + \omega_2 I_k \]

with \( \omega_1, \omega_2 \in [0, 1] \) are weighted values for each metric.

C. Communication and Computation Models

As communication is the bottleneck of synchronous FEEL, it is crucial to judiciously allocate the bandwidth. Hereinafter, we consider orthogonal frequency-division multiple access (OFDMA) for local model uploading from the UEs to the MEC server, with total available bandwidth of \( B \) Hz. We define \( \alpha = [\alpha_1, ..., \alpha_K] \), where each UE \( k \) is allocated a fraction \( \alpha_k \in [0, 1] \) from the total bandwidth \( B \). Additionally, we denote the channel gain between UE \( k \) and the BS by \( h_k \).
The achievable rate of UE $k$ when transmitting the model to the BS is given by:

$$ r_k = \alpha_k B \log_2 \left(1 + \frac{g_k P_k}{\alpha_k B N_0}\right), \quad \forall k \in [1, K], $$

(4)

where $P_k$ is the transmit power of UE $k$, and $N_0$ is the power spectral density of the Gaussian noise.

Based on the synchronous aggregation assumption with a fixed deadline, the scheduled UEs in a communication round must upload before a deadline $T$. For all UEs, the time constraint is defined as follows:

$$ (t_k^{train} + t_k^{up}) x_k \leq T, \quad \forall k \in [1, K], $$

(5)

where $t_k^{train}$ and $t_k^{up}$ are, respectively, the training and upload time of UE $k$. The training time $t_k^{train}$ depends on UE $k$’s dataset size as well as on the model. It can be estimated using Eq.6

$$ t_k^{train} = \epsilon |D_k| \frac{\zeta_k}{f_k}, $$

(6)

where $\zeta_k$ (cycles/bit) is the number of CPU cycles required for computing one sample data at UE $k$ and $f_k$ is its computation capacity.

In order to send an update of size $s$ within a transmission time of $t_k^{up}$, we must have:

$$ t_k^{up} = s \frac{1}{r_k}, $$

(7)

D. Joint UE selection and bandwidth allocation problem

Considering the data-quality aspect at the key selection criterion, and taking into account the communication bottleneck of FEEL, we formulate the following problem:

$$ \text{maximize } x, \alpha \sum_{k=1}^{K} x_k V_k $$

subject to

$$ (t_k^{train} + t_k^{up}) x_k \leq T, \quad \forall k \in [1, K], $$

(8b)

$$ \sum_{k=1}^{K} \alpha_k \leq 1, \quad \forall k \in [1, K], $$

(8c)

$$ 0 \leq \alpha_k \leq 1, \quad \forall k \in [1, K], $$

(8d)

$$ x_k \in \{0,1\}, \quad \forall k \in [1, K], $$

(8e)

The goal of the problem (8) is to select UEs to participate in a training round, and allocate the bandwidth to these UEs so as they upload their models before the deadline. The goal is therefore to maximize the weighted sum of the selected UEs under time and bandwidth constraints. In fact, constraint (8b) guarantees that the selected UEs will finish training and uploading before the deadline $T$. Due to limited bandwidth budget, the bandwidth allocation ratio should constrains $\alpha$. Constraints (8d) determines the bounds for the bandwidth allocation ratios and constraint (8e) defines $x_k$ as a binary value for each UE.

Problem (8) is mixed integer non-linear problem, which makes it very challenging to solve. Indeed, a restricted version of the problem (8) can be shown to be equivalent to a knapsack problem and thus it is NP-hard. In fact, the problem of maximizing the weighted number of devices, i.e., $\sum_k V_k x_k$ is subject to a knapsack capacity (i.e., limited bandwidth) given by $\sum_k \alpha_k x_k \leq 1$. Hence, the problem is equivalent to a knapsack problem, and since the latter is NP-hard, so is the problem (8).

**Algorithm 1 Data-quality based training procedure**

1: for $t \in [1 \ldots t_{max}]$ do
2: \hspace{1em} if $t = 0$ then\hspace{1em}
3: \hspace{2em} initialize the model’s parameters at the MEC server\hspace{1em}
4: \hspace{1em} else\hspace{1em}
5: \hspace{2em} initialize the reputation values as 1 for each UE.\hspace{1em}
6: \hspace{2em} receive UEs information (transmit power, available data size, dataset diversity index)\hspace{1em}
7: \hspace{1em} Schedule a subset $S_t$ of UEs with at least $N$ UEs using Algorithm (2)\hspace{1em}
8: \hspace{2em} for UE $k \in S_t$ do\hspace{1em}
9: \hspace{3em} $k$ receives model $g$\hspace{1em}
10: \hspace{3em} $k$ trains on local data $D_k$ for $\epsilon$ epochs\hspace{1em}
11: \hspace{3em} $k$ sends updated model $\Omega_k$ to MEC server and reports local accuracy $acc_{local}$\hspace{1em}
12: \hspace{2em} end for\hspace{1em}
13: \hspace{1em} MEC server computes new global model using weighted average: $g \leftarrow \sum_{k \in S_t} \frac{D_k}{\sum_{k \in S_t} D_k} \Omega_k$\hspace{1em}
14: \hspace{1em} MEC server updates the reputation values using the received models using a test-set and the average reported accuracies.\hspace{1em}
15: \hspace{1em} start next round $t \leftarrow t + 1$\hspace{1em}
16: end for

IV. DATA-QUALITY BASED SCHEDULING

In this section, we present our proposed solution for data-quality based scheduling to solve (8). As problem (8) can be transformed into a knapsack problem, we chose to follow a greedy knapsack algorithm to solve it. A greedy knapsack algorithm has low complexity and will allow fast and efficient scheduling under the rapidly changing wireless edge environment. In fact, while the ranked list solution of the knapsack approach might enhance scheduling performance in terms of overall data quality, it is not efficient in defining the optimal bandwidth allocation decision. Moreover, selecting the highest ranked UE with the best data-quality value without considering the extent of bandwidth required by each UE does not lead to an optimized performance benefit. Consequently, it is preferable to follow a greedy algorithm that iteratively selects a UE with better ratio $\frac{V_k}{\alpha_k}$ [26].

As the required bandwidth is not a fixed value, we calculate the minimum required bandwidth for each UE to be able to send the update by the deadline $T$. In order for a UE $k$ to upload the model before the deadline $T$, each selected UE must respect $t_k^{up} \leq T - t_k^{train}$. The corresponding minimum data rate is therefore $r_{k,min} = \frac{s}{T - t_k^{train}}$ for each UE $k$.  

Calculating the value of $\alpha_k$ from this expression is not possible. Thus, we estimate the cost of allocating a fraction of the bandwidth to UE, by calculating the required number of fractions needed if we were to uniformly allocate the bandwidth. More specifically, we define

$$r_k(c) = \frac{c}{K} B \log_2(1 + \frac{g_k P_k}{\frac{R}{K} B N_0}), c \in \mathbb{N} \cap [1, K]$$

As a result, we define the cost for bandwidth allocation for UE $k$ $c_k = \min\{r_k(c) \geq r_{k,\text{min}}, c \in \mathbb{N} \cap [1, K]\}$. The cost is then used to order the UEs based on a new ratio $V_k/c_k$, as well as to allocate the bandwidth. The DQS is presented in Algorithm 2.

Algorithm 2 Data-quality based scheduling algorithm

- **Input** A queue of $K$ UEs waiting for scheduling total available bandwidth $B$;
- **Output** Array $\alpha$, Scheduling decision of the UEs $x = [x_1, \ldots, x_K]$;

1: // Cost Evaluation
2: for $k = 1, \ldots, K$ do
3: $r_k = 0$, $c = 1$;
4: while $r_k(c) \leq r_{k,\text{min}}$ and $c \leq K$ do
5: $c \leftarrow c + 1$;
6: $c_k \leftarrow c$;
7: end while
8: end for
9: return $C = [c_1, \ldots, c_K]$;
10: // Bandwidth Allocation
11: order UEs according to their ratio $(V_k/c_k)$ decreasingly and index them from 1 to $K$;
12: for $k = 1 \ldots K$ do
13: $x_k \leftarrow 0$;
14: end for
15: $A \leftarrow K$;
16: $k \leftarrow 1$;
17: while $A \geq 0$ do
18: if $A - c_k \geq 0$ then
19: $x_k \leftarrow 1$;
20: $A \leftarrow A - c_k$;
21: $\alpha_k \leftarrow c_k/K$;
22: $k \leftarrow k + 1$;
23: end if
24: return $x$ and $\alpha$

V. NUMERICAL RESULTS

A. Experimental Setup

We conduct the simulations on a desktop computer with a 2.6 GHz Intel i7 processor and 16 GB of memory and NVIDIA GeForce RTX 2070 Super graphic card. We used Pytorch [27] for the ML library. The presented numerical results are the average of 10 independent runs in each setting.

**Dataset and Data poisoning:** We evaluate the efficiency of DQS on MNIST [28], a handwritten digit images dataset.

![Fig. 2: Model accuracy depending on the targeted label following different selection strategies](image)

The dataset contains 50,000 training samples and 10,000 test samples labeled as 0-9.

**Data distribution:** In order to simulate non-iid and unbalanced datasets, after keeping 10% of the data for test, the data distribution we adopted for training is as follows: We first sort the data by digit label, then we form 1200 groups of 50 images. Each group contains images of the same digit. In the beginning of every simulation run, we randomly allocate a minimum of 1 group and a maximum of 30 groups to each of the 50 UEs.

**Data poisoning:** According to work in [29, 22], when launching targeted poisoning attacks (i.e., label flipping attack) on a handwritten digits classifier, the easiest and hardest source and target label pairs are (6,2) and (8,4), respectively. Accordingly, we study both targeted labels. In fact, in each run, 5 UEs chosen at random will display a malicious be-
haviour by poisoning data through label flipping.

**Model:** We train a simple multi-layer perceptron (MLP) model with two fully connected layers using the FedAvg algorithm over a total of 15 rounds. This model is lightweight, thus it can be realistically trained on resource-constrained and legacy UEs. The model size is $S = 100Ko$, and each communication round lasts $T = 300s$. The training time for each simulated UE is inferred from its training time on our setup.

**B. Evaluation and Discussion**

1) **Data-quality evaluation** In this part of the evaluation, we focus on the data-quality aspect independently from the wireless environment. We weight the value of dataset diversity indicator $I$ and the reputation $R$ under the two label flipping attacks. In each round, we select 5 UEs with the highest values for $V_k$.

Since MNIST is essentially an image classification task, and we have generated highly unbalanced datasets where several UEs only have a subset of the digits, we used Gini-Simpson index to evaluate the datasets’ elements diversity. We set the weights of the diversity index equally to $\gamma_i = 1/3$ and $\eta = 1$. We evaluate the different parts of the data-quality aspects by setting different values of $\omega_1$ and $\omega_2$.

Fig 2 shows the results for both label flipping attacks. While in both simulations, considering both aspects by setting $\omega_1 = \omega_2$ yielded better accuracy, we noticed different response to each aspect. For the tuple (6,2), Fig 2a shows that following a selection strategy based on data-diversity can be a good strategy, while for the harder task (8,4), as shown in Fig 2b, it seldom fails to converge.

2) **DQS evaluation:** In this part of the evaluation, we evaluate DQS under the two label flipping attacks. We model the cellular network as a square of side 500 meters with one BS located in the center of the square. The $K = 50$ UEs are randomly deployed inside the square following uniform distribution. The OFDMA bandwidth is $B = 1$ MHz. We set $P_K = -23dBm$ for all UEs. The channel gains $g_k$ between UE $k$ and the BS includes large-scale pathloss and small-scale fading following Rayleigh distribution, i.e., $|g_k|^2 = d_k^{-\alpha}|h_k|^2$ where $h_k$ is a Rayleigh random variable and $\alpha$ is the pathloss exponent and $d_k$ is the distance between UE $k$ and the BS.

While the results using DQS in Fig 3a are in concordance with the results in Fig 2, Fig 3b revealed different results. It is likely due to the varying number of participating UEs in each iteration that the results are different. Interestingly, through the results in both Fig 3a and Fig 3b, we noticed the long-term importance of the reputation aspect, on the contrast to the importance of dataset diversity in the early training rounds. This observation becomes clear with the pair (8,4), as it makes the learning harder. The role of reputation is far clearer at later rounds as the model becomes more sensitive to changes. As a result, an adaptive change of the weights $\omega_1$ and $\omega_2$ should be considered when using DQS.

**VI. LIMITATIONS AND FUTURE WORK**

Through our work on this paper, we have identified several future directions and open issues that need further investigation:

- **Use-case specific measures:** While our proposed approach is general, it remains necessary to choose the adequate data-quality measures for optimal results in each use-case.
- **Outliers:** Outliers in the context of FEEL might be wrongfully considered as malicious. A tractable solution can be combining the proposed approach with clustering techniques.
- **Other poisoning attacks:** Our proposed algorithm can be extended to handle other attacks such as model poisoning and multi-task poisoning attacks.
FEEL is the future of distributed training in wireless edge networks by virtue of its privacy preserving aspect. In this paper, we investigated scheduling of participant UEs in the collaborative training based on data-quality aspects. To this end, we proposed a data-quality based scheduling (DQS) algorithm for FEEL. DQS prioritizes devices with rich and diverse datasets, and punishes devices with poisoned datasets. We first defined the different components of the learning algorithm and the data-quality evaluation, namely dataset diversity and UE reputation. Then, we formulated a joint UE selection and bandwidth allocation problem, which we proved to be NP-hard. We presented our DQS algorithm for FEEL, which solves the problem in a greedy fashion. Finally, we evaluated the algorithm in different data poisoning scenarios, which showed the importance of data-quality evaluation components in scheduling UEs. In the future, we will enhance our proposed algorithm to handle other attacks such as model poisoning and multi-task poisoning attacks. Furthermore, we will run evaluations on larger scale by testing on other datasets and larger number of UEs.
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