CONTINUUM AND THERMODYNAMIC LIMITS FOR A SIMPLE RANDOM-EXCHANGE MODEL
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Abstract. We discuss various limits of a simple random exchange model that can be used for the distribution of wealth. We start from a discrete state space - discrete time version of this model and, under suitable scaling, we show its functional convergence to a continuous space - discrete time model. Then, we show a thermodynamic limit of the empirical distribution to the solution of a kinetic equation of Boltzmann type. We solve this equation and we show that the solutions coincide with the appropriate limits of the invariant measure for the Markov chain. In this way we complete Boltzmann’s program of deriving kinetic equations from random dynamics for this simple model. Three families of invariant measures for the mean field limit are discovered and we show that only two of those families can be obtained as limits of the discrete system and the third is extraneous. Finally, we cast our results in the framework of integer partitions and strengthen some results already available in the literature.

1. Introduction

This study was originally motivated by a new approach to macroeconomics modelling based on (1) continuous-time Markov chains to model stochastic dynamics interactions among agents and (2) combinations of stochastic processes and non-classical combinatorial analysis, called combinatorial stochastic processes. Such an approach was extensively presented in [1]. Those authors argue that, in case (1), the master equation describes how states of the models evolve stochastically in time and, in case (2), combinatorial stochastic processes are applied to describe the random formation of clusters of agents as well as the distribution of cluster sizes. Mathematically, the two approaches are so strictly related that it is not necessary to distinguish between them. This point was already implicitly made in Chapter 10 of [24]. Moreover, both approaches are related to kinetic equations of Boltzmann type used in statistical physics [34].

We previously worked on the class of Markov-chain models described below in [13] where we focused on the existence and uniqueness of the invariant measures and on the stability of the Markov chains. Some results in this article can be found in the expository chapter [12], written with an eye for economists and with all the proofs omitted.

We explore the connection between combinatorial stochastic processes and kinetic equations of Boltzmann type via functional limit theorems of properly scaled processes in the spirit of [3, 22, 27].
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In this article we study a simple discrete model for wealth dynamics using a coagulation - fragmentation process. This is the same as the one in [12, 13].

The discrete space, discrete time (DS-DT) model is a Markov Chain on the integers partitions of \( n \) that have size \( N \). In other words, the state space is comprised of all non-negative integer vectors \( x^{n,N} = (x_1, \ldots, x_N) \in \mathbb{Z}_+^N \) so that \( \sum_{i=1}^N x_i = n \). The \( x_i \)'s represent the wealth of the \( i \)-th individual and the superscripts are there to remind us of the total wealth and number of agents. We denote the state space by \( S_{N-1}^{(n)} = n\Delta_{N-1} \cap \mathbb{Z}_+^N \), where

\[
\Delta_{N-1} = \left\{ x = (x_1, \ldots, x_N) : x_i \geq 0 \text{ for all } i = 1, \ldots, N \text{ and } \sum_{i=1}^N x_i = 1 \right\},
\]
is the \( N \)-dimensional unit simplex.

At every discrete time step, we choose an ordered pair of indices from 1 to \( N \) uniformly at random (say \((i,j)\)) and add the individual wealths \( x_i + x_j \) of the the agents. After that, the first chosen agent \( i \) receives a uniform portion of the total wealth between 0 and \( \max\{x_i + x_j - 1, 0\} \) and the rest goes to the second agent \( j \). Let \( X_t^{n,N} \) denote the wealth distribution at time \( t \). The transition probabilities for this chain are given by

\[
P\{X_{t+1}^{n,N} = x' | X_t^{n,N} = x\} = \sum_{(i,j): i \neq j} \left\{ \frac{1}{N} \frac{1}{N-1} \left( \frac{1}{x_i + x_j} \prod_{k \neq i,j} \delta_{x_k,x_k'} \right) \right\}.
\]

As it turns out, the transition matrix for the chain is doubly stochastic, therefore the invariant distribution is uniform on \( S_{N-1}^{(n)} \) which is also obtained as \( t \to \infty \) because of irreducibility and aperiodicity.

After studying the discrete chain, it would be more realistic to allow the total wealth \( n \) to increase, but in general that would only alter the state space. However, there is way to converge to a continuous space, discrete time (CS-DT) model, if we alter the discrete model slightly. In particular, instead of looking at the distribution of wealth, we look at the distribution of the proportion of wealth, namely the process \( Y_t^{n,N} = n^{-1}X_t^{n,N} \) which is a rescaling of the original discrete process by the total wealth. The state space for the \( Y_t^{n,N} \) process is the meshed simplex

\[
\Delta_{N-1}(n) = \left\{ (q_1, \ldots, q_N) : 0 \leq q_i \leq 1, \sum_{i=1}^N q_i = 1, nq_i \in \mathbb{N}_0 \right\} \subset \Delta_{N-1}.
\]

Then in [13], it was shown (Proposition 3) that as \( n \to \infty \) one had the weak convergence of one-dimensional marginals

\[
Y_t^{n,N} \Rightarrow X_t^{\infty,N} \text{ as } n \to \infty,
\]
under the mild assumption that the initial distributions of \( Y_t^{n,N} \), \( \mu_0^{n,N} \) converge weakly to some distribution \( \mu_0^{\infty,N} \) on \( \Delta_{N-1} \). Process \( X_t^{\infty,N} \) is identified as a continuous space, discrete time Markov chain on \( \Delta_{N-1} \). At each discrete time step \( t \), an ordered pair of agents, say \((i,j)\) is selected uniformly at random, with total proportion of wealth \( x_i + x_j \). Then an independent uniform random variable \( u_{t,(i,j)} \sim \text{Unif}[0,1] \) is drawn and the new proportion of wealth for agent \( i \) is \( u_{t,(i,j)}(x_i + x_j) \) while for agent \( j \) is \( (1 - u_{t,(i,j)})(x_i + x_j) \). Note that the wealth of agents are exchangeable random variables; while the description above needs ordered pairs of agents, it has no bearing on the distribution of the eventual wealth, as both \( u_{t,(i,j)} \) and \( 1 - u_{t,(i,j)} \) are uniformly distributed on \([0,1]\).
For the CS-DT chain $X^{\infty,N}$, it was further shown that the invariant distribution of wealth proportions as $t \to \infty$ is uniform on $\Delta_{N-1}$.

Here, we go a few steps further. First, we show the process level convergence

$$Y^{n,N} \Rightarrow X^{\infty,N} \text{ as } n \to \infty,$$

by showing convergence of the finite dimensional marginals of the process. Then, using the Poissonization trick [35], we will change time and consider a continuous-time version of our continuous-space Markov chain. In an other appropriate scaling limit, this will lead to one-dimensional kinetic equations of Boltzmann type as studied e.g. in [2]. Stochastic mean-field dynamics for interacting particle systems are well-studied; for example see [9] for models where components are exchangeable, as in our model here.

### 1.1. Kinetic equations for wealth models

A one-dimensional caricature of the three-dimensional Boltzmann equation for Maxwell molecules is the Kac model. While simpler, it retains key properties of the original Boltzmann equation, such as energy conservation in binary collisions. The Kac equation has been deeply analysed using Fourier analysis techniques, e.g. in [4, 5]. This model also allows for a rigorous passage from the kinetic model with binary interactions to a FokkerPlanck equation in the grazing collisions limit [39, 43].

In the last two decades, the mechanism of the binary interaction, originally developed for the Boltzmann equation, has been fruitfully adapted to describe collective dynamics in many-agent socio-economic systems. The basic idea is to describe the behaviour of a sufficiently large number of interacting agents in the socio-economic system by pairwise, microscopic interactions, similar to the physical models of rarefied gas dynamics, where molecules collide inside a container. One can then study the long-time dynamics of the system and observe the formation of macroscopic distributions, depending on the details of the microscopic interactions. This approach has been successfully followed to model wealth distribution in simple market economies [8, 16, 19, 20], wealth distribution under taxation [17, 41], opinion formation [15, 21, 40], asset pricing [14], continuous models for ratings [18, 26], and others.

### 1.2. Kinetic equations as limits of discrete particle models

The derivation of kinetic equations from discrete particle models is classical in kinetic theory. This is generally a hard problem that involves proving that ‘propagation of chaos’ holds for the system. This corresponds to showing that the particles become statistically independent when their number grows large. Typically, proving propagation of chaos allows to close the BBGKY hierarchy, i.e., the hierarchy of equations giving the evolution of the marginal distributions associated to the system [6, 36]. In the case of the classical Boltzmann equation, which describes hard-sphere collision dynamics, the kinetic limit was shown in [30], though there is still a proof missing for long times [23].

In this work we will use a probabilistic approach in order to obtain the kinetic equation of the system under consideration. On this account, Sznitmann [37] showed the kinetic limit for McKean-Vlasov systems of Stochastic Differential equations using a coupling argument. This argument has been further extended recently in [11] to a piece-wise deterministic Markov process. Previous works also investigate the speed of convergence to the kinetic equation in terms of the number of particles.

For our results, we must use a different approach, since we consider a pure jump process. Particularly, the methodology used is based on computing the limit of the martingale formulation associated to the jump (Markov) process. The methodology used here has been applied with great success to the investigation of coagulation models and the Smoluchowski equation in [32, 33] and later to a system of instantaneous coagulation-fragmentation processes in [31].
1.3. **Content and structure.** In Section 2, we introduce the three connected models of the evolution of wealth, and present our results. The first one is an alternative formulation of the discrete model (discrete space, discrete time) with conserved wealth. The state space of the process is a discrete finite dimensional simplex. The dimension is the number of agents, and at each time step two agents interact (or collide). The Markovian evolution of the process is that of a discrete coagulation-fragmentation process.

The second model is obtained as a scaling spatial limit of the first one and is effectively the continuous space, discrete time analogue. Section 3 is dedicated to show process level convergence from the discrete to the continuous space model. Finally, the third model is the mean-field continuous limit for the empirical distribution of wealth. Agents are viewed as particles with binary interactions. In Section 4, by assuming the coagulation-fragmentation process jumps at the times of a Poisson process and letting the number of agents tend to infinity while appropriately scaling time, we obtain the relevant kinetic equations.

Section 5 is concerned with invariant distributions for the kinetic equation. While we find at least three potential invariant measures for the limiting empirical wealth (a delta, an exponential and a family of truncated exponential distributions) we show that from the particle system description only two of these are acceptable limits (the delta and the exponential). This highlights the power of the probabilistic approach, as a purely analytical one would not be able to *a priori* exclude that family. Similar laws of large numbers for empirical measures of particle systems can be found for a huge class of processes in the literature, e.g.\[25\].

Finally, Section 6 is an application of this theory when we view the process not as a wealth evolution, but the evolution of a Markov chain on integer partitions. As a by-product we recover some theorems of \[42\]. Results of Section 6 are not mentioned earlier in the paper, and the interested reader can directly start reading that section.

To make the paper as self-consistent as possible, we have included an appendix on functional limit theorems for stochastic processes.

1.4. **Acknowledgements:** We would like to thank Christina Goldschmidt and Stefan Grosskinsky for valuable and interesting discussions and for suggestion of related references.

2. **The models and results**

We briefly describe the various models we are using, and collect the main results for an organised reference.

We consider \(N\) agents (originally \(N\) is fixed) and wealth \(W_N\) (originally fixed to be and integer denoted by \(n\)).

2.1. **Equivalent construction of the DS-DT process.** For any \(n \in \mathbb{N}\) the process \(Y^{(n)}\) is defined on \(\Delta_{N-1}(n)\) given by (1.3), and we emphasise that for every \(n\), \(\Delta_{N-1}(n) \subset \Delta_{N-1}\), given by (1.1). \(\Delta_{N-1}(n)\) is treated as the meshed simplex \(\Delta_{N-1}\); the mesh size is \(n^{-1}\), which is precisely the reciprocal of the total wealth \(W_n = n\).

Let \(\mathcal{P}^n\) denote the law of the process \(Y^{(n)} = (Y_0^{(n)}, Y_1^{(n)}, \ldots, Y_k^{(n)}, \ldots) \in (\Delta_{N-1}(n))^{\mathbb{N}_0} \subset (\Delta_{N-1})^{\mathbb{N}_0}\). The measure for \(k + 1\)-th dimensional marginal \((Y_0^{(n)}, Y_1^{(n)}, \ldots, Y_k^{(n)})\) is denoted by

\[
\mathcal{P}^n_k\{\cdot\} = \mathcal{P}^n\{(Y_0^{(n)}, Y_1^{(n)}, \ldots, Y_k^{(n)}) \in \cdot\}.
\]

Similarly, denote by \(\mathcal{P}^\infty\) and \(\mathcal{P}^\infty_k\) the corresponding quantities for \(X^\infty\). The law of \(Y_0^{(n)}, X_0^{(\infty)}\) are denoted by \(\mu_0^{(n)} = \mathcal{P}_0^{(n)}\) and \(\mu_0^{(\infty)} = \mathcal{P}_0^{(\infty)}\) respectively.
Starting from an initial distribution \( \mu_0^{(n)} \) we construct the process \( Y^{(n)} \) using an i.i.d. sequence of uniform random variables

\[
U_{i,j}^{(n)}(k) \sim \text{Unif}[0,1], \quad 1 \leq i, j \leq N, i \neq j, k \in \mathbb{N}_0, n \in \mathbb{N}.
\]

These random variables from (2.2) suffice to construct the whole process. The variable \( k \) plays the role of time index, and \((i, j)\) is the ordered pair of agents that are selected. We assume and use without a particular mention that random variables (2.2) are independent of the initial distribution \( \mu_0^{(n)} \).

For any \( x \in \mathbb{R}_+ \) we define

\[
[x]_n = \frac{a}{n}, \quad \text{so that} \quad \frac{a}{n} \leq x < \frac{a + 1}{n}, \quad a \in \mathbb{N}_0,
\]

and use this symbol for notational convenience when we define the evolution of the process directly on \( \Delta_{N-1}(n) \).

Let \( Y_k^{(n)} = (y_1(k), \ldots, y_N(k)) \in \Delta_{N-1}(n) \) be the vector of discrete wealths, normalised so that the total wealth is 1. Then, if indices \( i,j \) were chosen to interact at time step \( k \), the total wealth at time \( k + 1 \) would become

\[
Y_{k+1}^{(n)} = (y_1(k), \ldots, [U_{i,j}^{(n)}(k)(y_i(k) + y_j(k))]_{n+1}, \ldots, y_{i_0}(k) + y_{j_0}(k) - y_i(k+1), \ldots, y_N(k))
\]

\[
= g_{i,j}(y_k, U_{i,j}^{(n)}(k)).
\]

Check to see that the coordinate \([U_{i,j}^{(n)}(k)(y_i(k) + y_j(k))]_n\) is uniformly distributed on the set \( \{0, n^{-1}, \ldots, (y_i(k) + y_j(k) - n^{-1}) \vee 0\} \), and therefore this procedure gives the same process as described in [13]. The function \( g_{i,j} \) is a measurable function that depends on the value of the current state and the new uniform random variable, and the last display acts as the definition of \( g_{i,j} \).

We prove the following theorem, which guarantees process-level convergence.

**Theorem 2.1.** Assume the weak convergence of measures

\[
\mu_0^{(n)} \Rightarrow \mu_0^{(\infty)}, \quad \text{as} \ n \to \infty.
\]

Furthermore, assume the weak convergence (as \( n \to \infty \)) of the i.i.d. sequence

\[
\{U_{i,j}^{(n)}(k)\}_{i,j,k} \Rightarrow \{U_{i,j}^{(\infty)}(k)\}_{i,j,k},
\]

so that the limiting sequence \( \{U_{i,j}^{(\infty)}(k)\}_{i,j,k} \) is a sequence of i.i.d. uniform \([0,1]\) random variables that are also independent from \( \mu_0^{(\infty)} \).

Then

\[
\mathcal{P}^n \Rightarrow \mathcal{P}^\infty, \quad \text{as} \ n \to \infty.
\]

The theorem gives that the order in which we take limits in the diagram of Fig. 1 is immaterial and the diagram is commutative.

This will be proven in Section 3. Horizontal arrows in the diagram of figure 1 denote weak convergence, but the top one can be upgraded to almost sure convergence if we are concerned with finite sample paths.

Moreover, we will investigate the mean field limit of the CS-DT process, as \( N \to \infty \). In order to do this using kinetic theory, it is useful to switch to a continuous time Markov chain, where jump times coincide with those of a rate 1 Poisson process, which is why it is called a “Poissonisation trick”. It is standard to argue that the long time behaviour of the discrete time process is the
DS-DT, $Y^{n,N} = n^{-1}X^{n,N} \in \Delta_{N-1}(n)$ $\xrightarrow{n \to \infty}$ CS-DT, $X^{\infty,N} \in \Delta_{N-1}$

$t \to \infty$

DS-DT, $\mu^{n,N}_\infty \sim \text{Unif}(\Delta_{N-1}(n))$ $\xrightarrow{n \to \infty}$ CS-DT, $\mu^{\infty,N}_\infty \sim \text{Unif}(\Delta_{N-1})$

$t \to \infty$

Figure 1. Commutative diagram demonstrating the various limiting measures, depending on the order limits are taken, when the total wealth remains constant. Measures $\mu^{n,N}_\infty$ and $\mu^{\infty,N}_\infty$ denote the invariant distributions for the two Markov chains respectively.

The finite time distribution of the proportions of wealth for the CS-CT Poissonised process, which we momentarily denote by $X^{\text{Pois}}_t$, can also be rigorously obtained by standard conditioning on the number of Poisson events up to time $t$, using the following equation

$$
P\{X^{\text{Pois}}_t \in A\} = \sum_{\ell=0}^{\infty} P\{X^{\infty,N}_\ell \in A\} P\{N_t = \ell\} = \sum_{\ell=0}^{\infty} P\{X^{\infty,N}_\ell \in A\} \frac{e^{-t/N} t^\ell}{\ell! N^\ell}.
$$

$N_t$ is the background Poisson process with rate $1/N$ and $A$ is any Borel subset of the simplex. We omit the argument that the limiting distribution is still uniform on the simplex.

2.2. Martingale formulation for the CS-DT model. In general, it is not necessary to restrict to a case where the total wealth is 1 for all $N$, the same models can be studied when the total wealth is a function of $N$; here we do so for the kinetic model. Let us first introduce some notation.

The total wealth in a system of $N$ agents is denoted by a value $W_N \in \mathbb{R}_+$ (which we also allow to be 0). The state of the process at time $t$ is a vector of non-negative real numbers

$$X_t^N = (X_{t}^{1,N}, \ldots, X_{t}^{N,N})$$

with state space

$$\Delta_{W_N} := \{(x_1, \ldots, x_N) : x_i \geq 0 \text{ for all } 1 \leq i \leq N \text{ and } \sum_{i=1}^{N} x_i = W_N\}.$$ 

The dynamics on $\Delta_{W_N}$ are given by binary interactions, where an ordered pair of two agents $(i, j)$ is chosen uniformly at random. The interactions are assumed to happen at constant rate $1/N$, at the events of a background Poisson process. After the interaction, the wealth of the pair $(X_{i}^{N}, X_{j}^{N})$ is changed to $((X_{i}^{N})', (X_{j}^{N})')$ with

$$(X_{i}^{N})' = r(X_{i}^{N} + X_{j}^{N}),$$

$$(X_{j}^{N})' = (1-r)(X_{i}^{N} + X_{j}^{N}),$$
where \( r \) is a random variable with uniform law on \([0, 1]\) that is drawn at time \( t \), independently of the past of the chain. Interactions preserve the total mass,

\[
W_N := \sum_{i=1}^{N} X_{i,N},
\]

and, therefore, the dynamics take place on \( \Delta W_N \). We will consider two cases:

(i) Absolute wealth: \( X_{i,N} \) represents the wealth of agent \( i \) and \( W_N \) represents the total wealth of the system;

(ii) Relative wealth: in this case \( X_{i,N} \) represents the proportion of wealth of agent \( i \) and \( W_N = 1 \) for all \( N \).

We are interested in studying the case when the number of agents grows large, i.e., \( N \to \infty \). The first thing to observe is that agents are exchangeable by virtue of the non-preferential dynamics. Questions of interest also reflect that, in the sense that we want to know how much wealth the richest agent has, rather than who is the richest agent, since they all have the same probability of being the most rich. For this reason, we will focus our study on the empirical distribution

\[
\mu^N_t(x) = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_{i,N}^t}(x).
\]

The empirical distribution \( \mu^N_t \) is a random probability measure on \( \mathbb{R}_+ \) that depends on the realisation of the Markov chain. For any interval \([a, b]\),

\[
\mu^N_t([a, b]) = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_{i,N}^t}[a, b] = \frac{1}{N} \sum_{i=1}^{N} 1\{a \leq X_{i,N}^t \leq b\} = \frac{\text{card}\{i : \text{agent } i\text{'s wealth } \in [a, b] \}}{N}.
\]

In general, for any measure \( \mu \) on \( \mathbb{R}_+ \), and any \( \mu \)-measurable function \( g \), we define the brackets \( \langle \cdot, \cdot \rangle \) by

\[
\langle g, \mu \rangle := \int_{\mathbb{R}_+} g(x) \mu(dx).
\]

When \( \mu \) is a probability measure, the bracket notation is just another way to denote the expected value \( \mathbb{E}_{\mu}(g) \). With this definition, when the measure is \( N\mu^N_t(x_0) \) for some fixed \( x_0 \), the bracket \( \langle 1, N\mu_t(x_0) \rangle \) gives the number of agents with wealth precisely \( x_0 \) at time \( t \). Equivalently, keep the empirical measure as \( \mu^N_t(x) \) and set \( g(x) = N \sum_{i=1}^{N} 1\{X_{i,N}^t = x_0\} \) in order to obtain the same interpretation.

The total wealth in the system represented by \( W_N \) at time 0 as in Eq. (2.6), and we can write this fact in terms of the empirical distribution as

\[
W_N = N \langle x, \mu^N_0 \rangle.
\]

The total wealth at time \( t \) is given by \( N \langle x, \mu^N_t \rangle \) and it remains fixed for all \( t \geq 0 \) if we assume a conserved total wealth. Notice that if \( W_N/N \to m \) as \( N \to \infty \) then we also have that

\[
\lim_{N \to \infty} \langle x, \mu^N_0 \rangle = m.
\]

If \( \mu^N_0 \Rightarrow \mu_0 \) weakly for some probability measure \( \mu_0 \) and \( m = 0 \), Eq. (2.10) would imply that \( \mu^N_0(x) \Rightarrow \delta_0(x) \), as the measure has no support in the negative reals.

For a fixed \( t \), the empirical measure \( \mu^N_t \) is an element of the space of probability measures \( \mathcal{M}_1 \) on \( \mathbb{R}_+ \) and it only changes whenever an interaction event occurs. It is a function of the Markov chain \( X^N_t \) and it is also a Markov chain.
In order to describe its generator $G$, we define the measure $\mu^{(x,y,r),N}$ after an interaction between an agent of wealth $x$ (chosen first) and one of wealth $y$ (chosen second) to be

$$\mu^{(x,y,r),N} = \mu^N - \frac{1}{N} \delta_x - \frac{1}{N} \delta_y + \frac{1}{N} \delta_{r(x+y)} + \frac{1}{N} \delta_{(1-r)(x+y)}.$$ 

Finally, we define the pair-measure $\mu^{(2,N)}$ on rectangles that generate the Borel $\sigma$-algebra $\mathcal{B}(\mathbb{R} \times \mathbb{R})$ to be

$$(2.11) \quad \mu^{(2,N)}(A \times B) = \mu^N(A)\mu^N(B) - \frac{1}{N} \mu^N(A \cap B), \quad A, B \in \mathcal{B}(\mathbb{R}).$$

This is a natural choice of the pair measure, as it is a simplified version of the joint empirical measure for a pair of variables. Note that it is not a probability measure, but this does not matter, as we will only use it as $N \to \infty$. For more clarification and details see Remark 2.3 at the end of the section.

The generator for the evolution of $\mu^N_t$, considering an interaction rate of $1/N$, is given by

$$(2.12) \quad \mathcal{G}F(\mu^N) = \int_0^1 \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \{F(\mu^{(x,y,r),N}) - F(\mu^N)\}1_{\{x+y \leq W_N\}} N \mu^{(2,N)}(dx, dy) dr.$$ 

In the equation above, function $F$ belongs to $C_b(\mathcal{M}_1)$, i.e., bounded measurable functions on the space of probability measures $\mathcal{M}_1$. We impose the term $1_{\{x+y \leq W_N\}}$ in the generator to ensure that the two masses created after the jump fulfill $r(x+y) \leq W_N$ and $(1-r)(x+y) \leq W_N$.

Remark 2.2. In this manner, we could consider that $\mu^N_t \in \mathcal{P}([0,W_N])$. However, to avoid having a functional space depending on the value of $N$, we will just consider that $\mu^N_t \in \mathcal{P}(\mathbb{R}_+)$. Notice that the generator can be also interpreted as representing a $N$-particle system with values in $\mathbb{R}_+$ where only pair of values interact as long as their sum is below $W_N$.

Given the generator in (2.12), we have that the quantity $M^F_t$ defined by

$$(2.13) \quad M^F_t = F(\mu^N_t) - F(\mu^N_0) - \int_0^t \mathcal{G}F(\mu^N_s) ds$$

is a martingale [29, Appendix], for any $F \in C_b(\mathcal{M}_1)$. In particular, for any function $g \in C_b(\mathbb{R}_+)$ (measurable bounded functions in $\mathbb{R}_+$), we define $F_g \in C_b(\mathcal{M}_1)$ by $F_g(\mu) = \langle g, \mu \rangle := \int g(x)\mu(dx)$. Expression (2.13) can now be re-written as

$$(2.14) \quad M^{g,N}_t = \langle g, \mu^N_t \rangle - \langle g, \mu^N_0 \rangle - \int_0^t \langle g, \mathcal{Q}^{(N)}(\mu^N_s) \rangle ds,$$

where we are denoting $\mathcal{G}(\langle g, \mu^N \rangle)$ by

$$\mathcal{G}(\langle g, \mu^N \rangle) = \int_0^1 \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \left( g(r(x+y)) + g((1-r)(x+y)) - g(x) - g(y) \right)1_{\{x+y \leq W_N\}} \mu^{(2,N)}(dx, dy) dr$$

$$= \langle g, \mathcal{Q}^{(N)}(\mu^N) \rangle.$$ 

The last line in fact allows us to define $\mathcal{Q}^{(N)}(\mu)$ implicitly via its brackets with bounded continuous functions $g$.

In the following sections we will see that $\mu^N_t$ converges in probability as $N \to \infty$ to a measure $\mu$ which is solution of the following kinetic equation in weak form:

$$(2.16) \quad \mu_t = \mu_0 + \int_0^t Q(\mu_s) ds,$$
where the operator \( Q \) is defined as follows: for any \( g \in C_b(\mathbb{R}_+) \)
\[
\langle g, Q(\mu) \rangle = \int_{[0,1]} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \left( g(r(x + y)) + g((1 - r)(x + y)) - g(x) - g(y) \right) \chi_{\{x+y \leq w_0\}} \mu(dx) \mu(dy) dr,
\]
with \( w_0 = \lim_{N \to \infty} W_N \). We will also investigate the limit \( t \to \infty \) and obtain different families of limiting invariant measures, in the process verifying the following commutative diagram of Fig. 2 in the simple case of fixed wealth \( W_N = c \) for all \( N \).

\[
\text{CS-DT, } \{\mu_t^N\}_{t \geq 0} \xrightarrow{N \to \infty} \text{M-F, Poissonisation} \xrightarrow{t \to \infty} \{\mu_t\}_{t \geq 0} \in \mathbb{R}_+
\]

\[
\text{CS-DT, } \mu_\infty^N \xrightarrow{N \to \infty} \text{M-F, Poissonisation} \xrightarrow{t \to \infty} \mu_\infty \sim \delta_0
\]

\textbf{Figure 2.} Commutative diagram demonstrating the various limiting measures, depending on the order limits are taken, when the total wealth remains constant. There are two parameters that scale: the number of agents \( N \) and the time \( t \). Time is discrete for the left down-arrow, but continuous in the right down-arrow. There is an intermediate step missing from the diagram in which discrete time events are changed with time events arising from a Poisson process of rate \( 1/N \) which simultaneously scales with \( N \). That is called the Poissonisation step, and when the mean-field limits (M-F) are taken, the rate of the Poisson process also scales with \( N \).

In Fig. 2, the left down-arrow was obtained in [13]. The lower horizontal arrow is obtained in the present article in Proposition 2.6, and the remaining arrows in Sections 5 and 4.

\textbf{Remark 2.3.} Equation (2.11) is a natural choice for the pair measure, as the following calculation demonstrates. We begin from the joint empirical measure
\[
\nu_t^N(x, y) = \frac{1}{N(N - 1)} \sum_{(i,j): i \neq j} \delta_{(X_t^{i,N}, X_t^{j,N})}(x, y).
\]

On general product events \( A \times B \) the measure can be computed as
\[
\nu_t^N(A \times B) = \frac{1}{N(N - 1)} \sum_{(i,j): i \neq j} \chi_{\{X_t^{i,N} \in A, X_t^{j,N} \in B\}}
\]
\[
= \frac{1}{N(N - 1)} \sum_{(i,j): i \neq j} \chi_{\{X_t^{i,N} \in A\}} \chi_{\{X_t^{j,N} \in B\}}
\]
\[
= \frac{1}{N(N - 1)} \sum_i \chi_{\{X_t^{i,N} \in A\}} \sum_j \chi_{\{X_t^{j,N} \in B\}} - \frac{1}{N(N - 1)} \sum_i \chi_{\{X_t^{i,N} \in A \cap B\}}
\]
\[
\frac{N}{N - 1} \mu_t(N)(A) \mu_t(N)(B) - \frac{1}{N - 1} \mu_t(N)(A \cap B) = \frac{N}{N - 1} \mu^{(2,N)}_t(A \times B).
\]

As \( N \to \infty \) the prefactor \( N/(N - 1) \to 1 \) and the limiting measure has the same asymptotic properties. We choose to use the simplest form (2.11) without loss of generality.

**Theorem 2.4 (Mean-field limit).** Suppose that \( W_N \) is a non-decreasing sequence converging to \( w_0 \in (0, \infty] \) as \( N \to \infty \). Suppose that for a given measure \( \mu_0 \) it holds that

\[
\langle x, \mu_0^N \rangle \leq \langle x, \mu_0 \rangle < \infty,
\]

and that as \( N \to \infty \)

\[
\mu_0^N \Rightarrow \mu_0 \quad \text{weakly, as } N \to \infty.
\]

Then the sequence of random measures \( (\mu_t^N)_{t \geq 0} \) converges in probability in \( D([0, \infty); M_1(\mathbb{R}_+)) \), as \( N \to \infty \). The limit \( (\mu_t)_{t \geq 0} \) is continuous in \( t \) and it satisfies the kinetic equation (2.16). In particular, for all \( g \in C_b(\mathbb{R}_+) \) the following limits hold in probability, for any time \( t \)

(A) \( \lim_{N \to \infty} \sup_{0 \leq s \leq t} \langle g, \mu_s^N - \mu_s \rangle^P = 0, \)

(B) \( \lim_{N \to \infty} \sup_{0 \leq s \leq t} |M_s^{g,N}|^P = 0, \)

(C) \( \lim_{N \to \infty} \int_0^t \langle g, Q(N)(\mu_s^N) \rangle \, ds = \int_0^t \langle g, Q(\mu_s) \rangle \, ds. \)

As a consequence, equation (2.16) is obtained as the limit in probability of (2.14) as \( N \to \infty \).

Some observations from Theorem 2.4 follow. From equation (2.9) we have that \( N\langle x, \mu_0^N \rangle = W_N \). If we now assume that \( \lim_{N \to \infty} N^{-1}W_N = m \in (0, \infty) \) then we see that \( W_N \) grows linearly in \( N \) and condition (2.18) implies

\[
m \leq \langle x, \mu_0 \rangle.
\]

Now if \( W_N \) grows superlinearly, i.e. \( \lim_{N \to \infty} N^{-1}W_N = \infty \), then condition (2.18) in Theorem 2.4 is violated and the theorem does not necessarily hold.

Finally, if either \( \lim_{N \to \infty} W_N = w_0 \) for some absolute constant \( w_0 \) or \( W_N \to \infty \) as \( N \to \infty \), but \( \lim_{N \to \infty} N^{-1}W_N = 0 \), we can actually study the asymptotic behaviour (\( N \to \infty \)) of the measures \( \mu_t^N \) and show that the limiting measure is a \( \delta \) mass as \( N \to \infty \). This is discussed in Section 4.

### 2.3. Invariant measures for the mean field limit.

In general, a measure \( \tilde{\mu} \) is invariant (or stationary) for (2.16) if and only if when \( \mu_0 = \tilde{\mu} \) then we have that \( \mu_t = \tilde{\mu} \) for all \( t > 0 \).

One way to obtain invariant measures is to actually make some educated ansatz for \( \mu_0 \) and show that it remains unchanged under the kinetic equation (2.16). It is immediate to check that for any value of \( w_0 \) (bounded or unbounded), the measure

\[
\tilde{\mu}(x) = \delta_0(x)
\]

is invariant for (2.16).

A more natural way to find invariant measures originates from the Markov chain perspective, where (limiting) equilibrium measures \( \hat{\mu} \) are obtained by taking the limit (in the appropriate weak sense) of the measures \( \mu_t \) as \( t \to \infty \), i.e.

\[
\hat{\mu} = \lim_{t \to \infty} \mu_t,
\]

where (limiting) equilibrium measures "\( \hat{\mu} \)" are obtained by taking the limit (in the appropriate weak sense) of the measures \( \mu_t \) as \( t \to \infty \), i.e.

\[
\hat{\mu} = \lim_{t \to \infty} \mu_t,
\]

where (limiting) equilibrium measures "\( \hat{\mu} \)" are obtained by taking the limit (in the appropriate weak sense) of the measures \( \mu_t \) as \( t \to \infty \), i.e.

\[
\hat{\mu} = \lim_{t \to \infty} \mu_t,
\]
if such a limit exists, and then the measure $\bar{\mu}$ will be invariant. A sequence of measures however may have many limit points; it is always an important and difficult task to decide whether those limit that are obtained include all possible equilibria for the system. Moreover, the limiting measure(s) will depend on the initial measure $\mu_0$ and other parameters of the evolution.

In this subsection, we discuss several invariant measures that can be obtained as equilibria. We begin with the case where $W_N$ grows sublinearly and we show that under Theorem 2.4, $\delta_0$ is the only possible candidate for invariant equilibrium measure. Proposition 2.5 indeed asserts that result, under the assumptions of Theorem 2.4, and Proposition 2.6 argues that the assumptions of Theorem 2.4 hold when the total wealth $w_0 = 1$ and we start from a uniform density on the simplex. Together, these propositions verify the commutativity of the diagram in Figure 2.2.

**Proposition 2.5** (Sub-linear growth for $W_N$). Suppose the same assumptions on the initial data as in Theorem 2.4. If it holds that

$$\langle x, \mu_0^N \rangle = \frac{W_N}{N} \to 0, \quad \text{as } N \to \infty,$$

(which is in particular true if $w_0 < \infty$), then, we have that $\lim_{N \to \infty} \mu_t^N \mathbb{P} = \delta_0$ in probability for all times $t$.

**Proposition 2.6** (Mean field limit of the empirical wealth under equilibrium measures.). Suppose $\mu_\infty^N \sim \text{Unif} [\Delta_{N-1}]$ (therefore we assume the total wealth is fixed and equal to 1) for each $N \in \mathbb{N}$ and consider the empirical measure on $\mathbb{R}^+$

$$\mu_0^N = \frac{1}{N} \sum_{i=1}^N \delta_{X_i^1,N}, \quad (X_0^1,N, \ldots, X_0^{N,N}) \sim \mu_\infty^N.$$

Then as $N \to \infty$,

$$\mu_0^N \Rightarrow \delta_0, \quad \text{a.s.}$$

In particular the assumptions of Theorem 2.4 hold and, since $w_0 = 1$, Proposition 2.5 is in effect.

**Corollary 2.7**. Let $\lim_{N \to \infty} W_N = w_0 \in (0, \infty]$. Assume that $\mu_t$ is a solution of (2.16) which has a density $f_t$ for all $t$. Then

1. If $w_0 = \infty$, the exponential distributions

$$\tilde{f}(x) = \frac{e^{-x/m}}{m},$$

are equilibria for the operator $Q$ and remain invariant under (2.16). In particular, if $f_0$ is of the form (2.21) with $\langle x, f_0 \rangle = m_0 > 0$, then the distribution (2.21) with $m = m_0$ is a stationary solution of (2.16).

2. If $0 < w_0 < \infty$, then the following distributions are compactly supported on $[0, w_0]$ and are equilibria for the operator $Q$

$$\tilde{f}(x) = \frac{e^{-x/m}}{m(1 - e^{-w_0/m})} \mathbb{1}_{\{x \leq w_0\}}.$$

3. (Uniqueness of the invariant family at $w_0 = \infty$) Moreover, under the extra assumption that the density $f_t$ is differentiable on $\mathbb{R}_+$, then measures with density (2.21) are the unique equilibria.

The next proposition tells us that invariant distributions (2.22) cannot be obtained as limits of the discrete measures, therefore they are extraneous, while invariant distributions of the form (2.21) are possible.
Proposition 2.8. Let \( \lim_{N \to \infty} W_N = w_0 \in (0, \infty) \).

(1) \((w_0 = \infty)\) Consider an infinite i.i.d. sequence \( \{X_i\}_{i \geq 1} \) of \( \text{Exp}(1/m_0) \) variables. For every \( N \in \mathbb{N} \), define
\[
W_N = \sum_{i=1}^{N} X_i, \quad \text{and} \quad \mu^N_0(x) = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i}(x),
\]
i.e. the initial wealth of each agent is an independent exponential random variable as we increase the number of agents, but always fixed across the \( N \). Then as \( n \to \infty \), \( \mu^N_0 \Rightarrow \mu_0 \) where \( \mu_0(x) = \frac{1}{m_0} e^{-x/m_0} \) dx and therefore Theorem 2.4 holds. Then by Corollary 2.7, \( \mu_0 \) remains invariant in time.

(2) \((w_0 < \infty)\) There does not exist a sequence of measures \( \{\mu^N_0\}_{N \in \mathbb{N}} \) so that \( \mu^N_0 \Rightarrow \mu_0 \) with \( \mu_0 \) having a density \( (2.22) \).

Finally, in Section 6 we have results when our process is viewed as a process on integer partitions of numbers. We omit from listing them here for readability reasons, but the interested reader can directly look in the section for Theorems 6.3, 6.5 and 6.7.

3. Process level convergence to a discrete-time continuous space model

This section is dedicated to proving the process level convergence of the DS-DT model to the CS-DT model, thus completing Proposition 7.3 in [13] where convergence of the one dimensional marginals was shown. We need an equivalent, alternative description of the DS-DT model, so we begin this section with it. The number of agents \( N \) remains fixed throughout this section, so we will omit it from the notation, and we will write \( \mathbf{Y}^{(n)}, \mathbf{X}^{(n)} \) and \( \mathbf{X}^{(\infty)} \) instead of \( \mathbf{Y}^{n,N}, \mathbf{X}^{n,N} \) and \( \mathbf{X}^{\infty,N} \) respectively.

Proof of Theorem 2.1. Since we may embed the sequence of processes \( \{\mathbf{Y}^{(n)}\}_{n \in \mathbb{N}} \) in \( \left(\Delta_{N-1}\right)^{\mathbb{N}} \), which is compact, the collection of their induced measures \( \{\mathcal{P}^n\}_{n \in \mathbb{N}} \) is tight. Therefore, for process-level convergence, it suffices to show that finite dimensional marginals converge weakly. We show this for vectors of the form \( (\mathbf{Y}_0^{(n)}, \mathbf{Y}_1^{(n)}, \ldots, \mathbf{Y}_k^{(n)}) \) with law denoted by \( (2.1) \). In the calculation below, we denote by \( \nu_U \) the law of the random variable \( U \). For any generic measure \( \mu \), we denote by \( \mathbb{E}_\mu \) the expectation operator with respect to that measure.

For any bounded continuous function \( f \)
\[
\mathbb{E}_{\mathcal{P}^n}(f(\mathbf{Y}_0^{(n)}, \mathbf{Y}_1^{(n)}, \ldots, \mathbf{Y}_k^{(n)})) = \sum_{\mathbf{Y}_0} \cdots \sum_{\mathbf{Y}_k} f(\mathbf{Y}_0, \ldots, \mathbf{Y}_k) \mathcal{P}^n_{k-1}\{\mathbf{Y}_0^{(n)} = \mathbf{Y}_0, \ldots, \mathbf{Y}_{k-1}^{(n)} = \mathbf{Y}_{k-1}\} \mathbb{P}\{\mathbf{Y}_k^{(n)} = \mathbf{Y}_k | \mathbf{Y}_{k-1}^{(n)} = \mathbf{Y}_{k-1}\}
\]
\[
= \sum_{\mathbf{Y}_0} \cdots \sum_{\mathbf{Y}_{k-1}} \mathbb{P}\{\mathbf{Y}_0^{(n)} = \mathbf{Y}_0, \ldots, \mathbf{Y}_{k-1}^{(n)} = \mathbf{Y}_{k-1}\} \times \sum_{\mathbf{Y}_k} f(\mathbf{Y}_0, \ldots, \mathbf{Y}_k) \mathbb{P}\{\mathbf{Y}_k^{(n)} = \mathbf{Y}_k | \mathbf{Y}_{k-1}^{(n)} = \mathbf{Y}_{k-1}\}
\]
\[
= \sum_{\mathbf{Y}_0} \cdots \sum_{\mathbf{Y}_{k-1}} \mathbb{P}\{\mathbf{Y}_0^{(n)} = \mathbf{Y}_0, \ldots, \mathbf{Y}_{k-1}^{(n)} = \mathbf{Y}_{k-1}\} \times \frac{1}{N(N-1)} \sum_{(i,j): i \neq j} \int_0^1 f(\mathbf{Y}_0, \ldots, \mathbf{Y}_{k-1}, g_{i,j}(\mathbf{Y}_{k-1}, u)) \, du
\]
= \frac{1}{N(N-1)} \sum_{y_0} \cdots \sum_{y_{k-1}} \mathbb{P}_{k-1}^{n} \{ Y_0^{(n)} = y_0, \ldots, Y_{k-1}^{(n)} = y_{k-1} \} \\
\times \sum_{(i,j):i\neq j} \mathbb{E}_{U_{i,j}^{(n)}(-1)} \left( f(y_0, \ldots, y_{k-1}, g_{i,j}(y_{k-1}, U_{i,j}^{(n)}(k-1))) \right) \\
= \frac{1}{N(N-1)} \mathbb{E}_{P_{k-1}^{n}} \left( \sum_{(i,j):i\neq j} \mathbb{E}_{U_{i,j}^{(n)}(-1)} \left( f(Y_0^{(n)}, \ldots, Y_{k-1}^{(n)}, g_{i,j}(Y_{k-1}^{(n)}, U_{i,j}^{(n)}(k-1))) \right) \right) \\
= \frac{1}{N(N-1)} \sum_{(i,j):i\neq j} \mathbb{E}_{P_{k-1}^{n} \otimes U_{i,j}^{(n)}(-1)} \left( f(Y_0^{(n)}, \ldots, Y_{k-1}^{(n)}, g_{i,j}(Y_{k-1}^{(n)}, U_{i,j}^{(n)}(k-1))) \right).

At this point, we have to deal with a small technical issue. The function $g_{i,j}$ is not immediately continuous on its arguments, since it can create jumps of order $1/n \geq U_{i,j}^{(n)}(k)(y_i(k) + y_j(k)) - [U_{i,j}^{(n)}(k)(y_i(k) + y_j(k))]_n$ for all $k$. However $f$ is a bounded continuous function on a compact space $\Delta_{N-1}$, and it is uniformly continuous in the last coordinate. Then define on $\Delta_{N-1} \times [0,1]$ the bounded continuous function

$$g_{i,j}^{cont}(y,u) = (y_1, \ldots, y_i + y_j, \ldots, (1-u)(y_i + y_j), \ldots, y_N).$$

Fix a $\delta > 0$ and let $n = n(\delta)$ be large enough so that

$$\sup_{y \in \Delta_{N-1}(n)} \sup_{u \in [0,1]} \|g_{i,j}^{cont}(y,u) - g_{i,j}(y,u)\|_\infty < \delta.$$

Fix an $\varepsilon > 0$ and choose $\delta$ so that for any $\|(z_1, \ldots, z_k) - (y_1, \ldots, y_k)\|_\infty < \delta$

$$\|f(z_1, \ldots, z_k) - f(y_1, \ldots, y_k)\|_\infty < \varepsilon(kN)^{-2}.$$

Then we proceed with the computation for $n$ large enough:

$$\mathbb{E}(f(Y_0^{(n)}, Y_1^{(n)}, \ldots, Y_k^{(n)}))$$

$$= \frac{1}{N(N-1)} \sum_{(i,j):i\neq j} \mathbb{E}_{P_{k-1}^{n} \otimes U_{i,j}^{(n)}(-1)} \left( f(Y_0^{(n)}, \ldots, Y_{k-1}^{(n)}, g_{i,j}(Y_{k-1}^{(n)}, U_{i,j}^{(n)}(k-1))) \right)$$

$$= \frac{1}{N(N-1)} \sum_{(i,j):i\neq j} \mathbb{E}_{P_{k-1}^{n} \otimes U_{i,j}^{(n)}(-1)} \left( f(Y_0^{(n)}, \ldots, Y_{k-1}^{(n)}, g_{i,j}^{cont}(Y_{k-1}^{(n)}, U_{i,j}^{(n)}(k-1))) \right) + O(\varepsilon)$$

$$= \frac{1}{N(N-1)} \sum_{(i,j):i\neq j} \mathbb{E}_{P_{k-1}^{n} \otimes U_{i,j}^{(n)}(-1)} \left( \tilde{f}_{i,j}(Y_0^{(n)}, \ldots, Y_{k-1}^{(n)}, U_{i,j}^{(n)}(k-1)) \right) + O(\varepsilon).$$

Above, $\tilde{f}_{i,j}$ is a bounded continuous function. By iterating the same argument using the Markov property iteratively, we conclude, for $n$ large enough that

$$\mathbb{E}(f(Y_0^{(n)}, Y_1^{(n)}, \ldots, Y_k^{(n)})) = \left( \frac{1}{N(N-1)} \right)^k$$

$$\times \sum_{(i,j)_0} \cdots \sum_{(i,j)_k} \mathbb{E}_{P_0^{(n)} \otimes \xi_0^{k-1} \otimes \xi_1^{(n)}} \left( \tilde{f}_{i,j}(y_0^{(n)}, \ldots, y_{k-1}^{(n)}, U_{i,j}^{(n)}(k-1)) \right) + O(\varepsilon).$$

The sums above are finitely many, so the accumulated error is bounded by $C\varepsilon$. Each multiindexed $\tilde{f}$ is a bounded continuous function on all its arguments. Finally, the assumptions of the theorem
imply the joined weak convergence
\[(Y_0, U_{i_0,j_0}^{(n)}(0), \ldots, U_{i_{k-1},j_{k-1}}^{(n)}(k-1)) \Rightarrow (X_0^{(\infty)}, U_{i_0,j_0}^{(\infty)}(0), \ldots, U_{i_{k-1},j_{k-1}}^{(\infty)}(k-1)).\]
The limiting vector can be used to uniquely construct the CS-DT process using the indices of the associated function \(\tilde{f}\). By reversing the decomposition above, therefore
\[
\lim_{n \to \infty} \mathbb{E}_P^n (f(Y_0^{(n)}, Y_1^{(n)}, \ldots, Y_k^{(n)})) - \mathbb{E}_P^\infty (f(X_0^{(\infty)}, X_1^{(\infty)}, \ldots, X_k^{(\infty)})) = O(\varepsilon).
\]
Let \(\varepsilon \to 0\) to finish the proof. \(\square\)

**Remark 3.1** (Almost sure convergence for finite sample paths). Assume that the initial distributions satisfy \(Y_0^{(n)} \to X_0^{(\infty)}\) a.e. as \(n \to \infty\) and that we use common uniforms for each time step \(k\), i.e.
\[U_{i,j}(k) \equiv U_{i,j}^{(n)}(k) = U_{i,j}^{(m)}(k) = U_{i,j}^{(\infty)}(k), \quad \text{for all } n, m \in \mathbb{N},\]
while maintaining the independence across the time index. Then for any fixed \(k \in \mathbb{N}\)
\[(Y_0^{(n)}, \ldots, Y_k^{(n)}) \xrightarrow{a.s.} (X_0^{(\infty)}, \ldots, X_k^{(\infty)}),\]
provided the same indices \((i, j)\) are selected at each step. This is because of the compact state space for these processes. For any fixed \(n\), the construction using now the common (in \(n\)) uniform random variables \(U_{i,j}^{(n)}(\ell)\) creates an error of at most \(2k/n\) per step in the supremum norm of the state space, so the total error is \(2k/n\), which vanishes as \(n \to \infty\).

4. **Kinetic equations as thermodynamic limit of the Markov chain with continuous state space**

We devote this section to proving that equation (2.16) is obtained as the limit in probability of (2.14) as \(N \to \infty\), (see Theorem 2.4). Before stating the result rigorously, we need to mention some terminology and basic facts.

**Definition 4.1** (Solutions). We say that a measure \((\mu_t)_{t \leq T}\) is local solution if it satisfies (2.16) for all functions \(f\) which are bounded and measurable. If \(T\) can be taken to be \(+\infty\), then we say we have a (global) solution of (2.16).

It is important to ascertain that solutions do exist, and this is the content of the next proposition. The proof of it follows the same arguments as in the proof for Smoluchowski’s equation in [32, Proposition 2.2], and it is omitted from this manuscript.

**Proposition 4.2** (Existence and uniqueness of solutions). Suppose that \(\mu_0 \in \mathcal{M}_1(\mathbb{R}_+)\). The kinetic equation (2.16) has a unique solution \((\mu_t)_{t \geq 0}\) with initial data \(\mu_0\).

Above we introduced \(\mathcal{M}_1(\mathbb{R}_+)\) as the space of probability measures with support on the non-negative reals. In general, \(\mathcal{M}_1(K)\) denotes the set of probability measures on the set \(K\). We have already discussed how the empirical measure \(\mu_t^N \in \mathcal{M}_1(\mathbb{R}_+)\). In particular, for any \(t \geq 0\), \(\mu_t^N\) is a random element of \(\mathcal{M}_1(\mathbb{R}_+)\), and its distribution is solely dictated by the distribution of the Markov chain at time \(t\).

The next proposition states the two main conservation properties that we are using throughout the manuscript. First we show that the support of the initial measure dictates the support of all \(\mu_t\) without exiting the class of probability measures, and the second property is the conservation of total wealth. Recall the notation introduced in Section 2.2.

**Proposition 4.3.** Suppose that \(w_0 < \infty\). Assume that \(\mu_0^N \in \mathcal{M}_1([0, w_0])\), then \(\mu_t^N \in \mathcal{M}_1([0, w_0])\) for all times. Moreover, if \(\langle x, \mu_t^N \rangle = m_0 \in \mathbb{R}_+\), then \(\langle x, \mu_t^N \rangle = m_0\) for all times.
Proof. To check the proposition one just needs to notice that
\[ \langle 1 \{ x \leq w_0 \}, Q(\mu) \rangle = 0, \]
for any measure \( \mu \). Therefore, by (2.16), we have that
\[ \langle 1 \{ x \leq w_0 \}, \mu^N_t \rangle = \langle 1 \{ x \leq w_0 \}, \mu^N_w \rangle = 1, \]
and so \( \mu^N_t(\{ x \leq w_0 \}) = 1 \). This implies we can write \( \mu^N_t \in M_1([0, w_0]) \) for any \( t \).

The second statement can be proven analogously substituting \( g(x) = x 1 \{ x \leq w_0 \} \) in (2.15). \( \square \)

The symbol \( D(K, S) \) denotes the space of càdlàg (right continuous with left limit) functions from \( K \) to \( S \), called the Skorokhod space. We wish to study the process of the empirical measures \( \{ \mu^N_t \}_{t \geq 0} \) as a sequence in \( N \). For any fixed \( N \), the sequence \( \{ \mu^N_t \}_{t \geq 0} \) is an element of \( D([0, \infty); M_1(\mathbb{R}_+)) \). All necessary background information for Skorokhod spaces that will be used in the section can be found in the Appendix.

With the notation set, we can now proceed and prove theorem 2.4. Technical proofs are left to the end of the section to not mar the exposition. Again, recall the notation from Section 2.2.

4.1. Proof of Theorem 2.4. The main idea for the proof is to take the limit as \( N \to \infty \) in the martingale formulation (2.14) by following the methodology presented in [32].

The theorem can be proven directly from the following three propositions. We do that right after these propositions are proven.

Proposition 4.4 (Martingale convergence). For any \( g \in C_b(\mathbb{R}_+) \), \( t \geq 0 \), it holds that
\[ \lim_{N \to \infty} \sup_{0 \leq s \leq t} |M^{g,N}_s| = 0 \quad \text{in } L^2(\mathbb{R}), \]
where \( M^{g,N}_t \) is defined in (2.14). In particular, the limit also holds in probability.

Proposition 4.5 (Weak convergence for the measures). The sequence of laws \( P_N \) of the elements \( \{ \mu^N_t \}_{t \in \mathbb{R}_+} \) is tight. Therefore there exists a weakly convergent subsequence \( (\mu^{N_k})_{k \in \mathbb{N}} \) in \( D([0, \infty); M_1(\mathbb{R}_+)) \) as \( k \to \infty \).

Proposition 4.6 (Convergence for the trilinear term). For any converging subsequence \( \{ \mu^{N_k} \}_{k \in \mathbb{N}} \) (and particularly for those established in Proposition 4.5), it holds that
\[ \int_0^t \langle f, Q^{(N_k)}(\mu^{N_k}_s) \rangle \, ds \to \int_0^t \langle f, Q(\mu_s) \rangle \, ds \quad \text{weakly,} \]
as \( k \to \infty \).

4.1.1. Proof of Proposition 4.4. Keep in mind that \( M^{g,N}_t \) is a martingale. From Proposition 8.7 in [10] (a consequence of Doob’s \( L^2 \) inequality) we have that for any finite \( T \),
\[ \mathbb{E} \left[ \sup_{s \leq T} |M^{g,N}_s|^2 \right] \leq 4 \mathbb{E} \int_0^T \alpha_s^{2,N}(\mu^{2,N}_s) \, ds, \]
where in this case
\[ \alpha_s^{g,N}(\mu^{2,N}_s) = \int_{[0,1]} \int_{\mathbb{R}_+^2} \left( \frac{1}{N} \left( g(r(x + y)) + g((1 - r)(x + y)) - g(x) - g(y) \right) \right)^2 \]
\[ \times 1_{\{ x + y \leq W_N \}} \, N \mu^{2,N}(dx, dy) \, dr \]
\[ \leq \frac{N}{N^2} \frac{N - 1}{N} 16 \| g \|^2_{\infty} \leq \frac{16}{N} \| g \|^2_{\infty}. \]
Use this estimate in (4.1) to obtain

\[(4.3) \quad \mathbb{E} \left[ \sup_{s \leq T} |M_{s}^{f,N}|^2 \right] \leq \frac{1}{N} 64 \|g\|^2_{\infty} T. \]

This gives the convergence of the supremum towards 0 in $L^2$ as $N \to \infty$, which implies also the convergence in probability. \hfill \Box

4.1.2. Proof of Proposition 4.5. The results stated in the proposition will be proven at the end of this subsection, and they follow from two lemmas.

**Lemma 4.7.** Fix an $f \in C_b(\mathbb{R}+)$. Then the sequence of laws of $(\langle f, \mu_N^\eta \rangle)_{N \in \mathbb{N}}$ on $D([0, \infty); \mathbb{R}^+)$ is tight.

**Proof of Lemma 4.7.** We use Theorem A.8 in the Appendix. Thus, we need to verify the two conditions of the Theorem.

To prove condition (i) of the Theorem we use that for any fixed $f \in C_b(\mathbb{R}^+)$

\[(4.4) \quad \mathbb{E} \left[ \sup_{r \in [s,t]} |M_{s}^{f,N} - M_{r}^{f,N}|^2 \right] \leq \frac{1}{N} 64 \|f\|^2_{\infty} (t - s) \]

and

\[(4.5) \quad \mathbb{E} \left[ \sup_{r \in [s,t]} \left( \int_{s}^{T} \langle f, Q^{(N)}(\mu_u^\eta) \rangle \, du \right)^2 \right] \leq 16 \|f\|^2_{\infty} (t - s)^2. \]

To see inequality (4.4) recall that since $M_{s}^{f,N}$ is an $\mathcal{F}_t$-martingale, then $\tilde{M}_{s}^{f,N} = M_{t+s}^{f,N} - M_{s}^{f,N}$ is an $\tilde{\mathcal{F}}_t = \mathcal{F}_{t+s}$ martingale. Therefore

\[\mathbb{E} \left[ \sup_{r \in [s,t]} |M_{s}^{f,N} - M_{r}^{f,N}|^2 \right] = \mathbb{E} \left[ \sup_{r \in [0,t-s]} |\tilde{M}_{r}^{f,N}|^2 \right] \leq \frac{1}{N} 64 \|f\|^2_{\infty} (t - s), \]

just like in equation (4.3). Inequality (4.5) follows from (2.15) and a bound similar to the one used in (4.2).

Equations (4.4) and (4.5) together give the bound

\[(4.6) \quad \mathbb{E} \left[ \sup_{r \in [s,t]} |\langle f, \mu_r^N - \mu_s^N \rangle|^2 \right] \leq A \left( (t - s)^2 + \frac{(t - s)}{N} \right) \]

for some $A > 0$ depending only on $\|f\|_{\infty}$. With these estimates the proof follows as in [31] where further details can be found. \hfill \Box

**Lemma 4.8.** The sequence of laws $\{ \mathcal{P}_N \}_{N \in \mathbb{N}}$ of the elements $(\mu_t^N)_{t \in \mathbb{R}^+} \in D([0, \infty); \mathcal{M}_1(\mathbb{R}^+))$ is tight.
Proof of Lemma 4.8. We will use Theorem A.6 in the Appendix to prove this result. To check condition (i), we find a suitable compact set $W \in \mathcal{M}_{\leq 1}(\mathbb{R}_+)$, where $\mathcal{M}_{\leq 1}(\mathbb{R}_+)$ is the set of all sub-probability measures on $\mathbb{R}_+$, which is a separable, compact metric space, and therefore a completely regular topological space. Any closed subset $W$ of $\mathcal{M}_{\leq 1}(\mathbb{R}_+)$ will be compact with respect to the topology induced by the weak convergence of measures, and it will be metrizable as a subset of a metric space.

We define for some positive constant $C$ the set 

$$W_C := \left\{ \tau \in \mathcal{M}_1(\mathbb{R}_+) : \int_{\mathbb{R}_+} x \tau(dx) \leq C \right\},$$

which is closed (and therefore compact). Assume that $\{\tau_n\}_{n \in \mathbb{N}}$ is a sequence of measures in $W_C$ that converge weakly to $\tau$. Then for any $M \in \mathbb{R}_+$ 

$$\int_{\mathbb{R}_+} x \tau(dx) = \lim_{M \to \infty} \int_{\mathbb{R}_+} (x \wedge M) \tau(dx) = \lim_{M \to \infty} \lim_{n \to \infty} \int_{\mathbb{R}_+} (x \wedge M) \tau_n(dx) \leq \lim_{n \to \infty} \int_{\mathbb{R}_+} x \tau_n(dx) \leq C,$$

and therefore the limit point $\tau$ is also in $W_C$.

In our case, from the conservation of the total mass (wealth) and the fact that we can find a $c_1$ so that $W_N < c_1 N$, for all $N \in \mathbb{N}$, we have

$$\int_{\mathbb{R}_+} x\mu^N(x)dx = \frac{1}{N} \sum_{i=0}^{N} X^N_i = \frac{1}{N} \sum_{i=0}^{N} X^N_i = \int_{\mathbb{R}_+} X^N_0(dx) \leq c_1 \quad \text{a.s.}$$

Consider $(\mathcal{P}_N)_{N \in \mathbb{N}}$ the family of probability measures in $\mathcal{M}_1(D([0,\infty);W_{c_1}))$ which are the laws of $(\mu^N_t)_{t \in \mathbb{R}_+}$. We have that

$$\mathcal{P}_N(D([0,\infty);W_{c_1}) = 1 \quad \text{for all } N \in \mathbb{N}.$$ 

This verifies condition (i) of Theorem A.6.

In order to check condition (ii) we will use the family of continuous functions on $\mathcal{M}_{\leq 1}(\mathbb{R}_+)$ defined as

$$F = \{ F : \mathcal{M}_{\leq 1}(\mathbb{R}_+) \to \mathbb{R} : F(\tau) = \langle f, \tau \rangle \text{ for some } f \in C_b(\mathbb{R}_+) \}.$$ 

This family is closed under addition since $C_b(\mathbb{R}_+)$ is, it is continuous in $\mathcal{M}_{\leq 1}(\mathbb{R}_+)$, and separates points in $\mathcal{M}_{\leq 1}(\mathbb{R}_+)$: if $F(\tau) = F(\tilde{\tau})$ for all $F \in F$ then

$$\int_{\mathbb{R}_+} f(x)d(\tau - \tilde{\tau})(x) = 0 \quad \forall f \in C_b(\mathbb{R}_+)$$

hence $\tau \equiv \tilde{\tau}$, since we can approximate indicator functions for any Borel set $A$ using functions from $C_b(\mathbb{R}_+)$. So we are left with proving that for every $f \in C_b(\mathbb{R}_+)$ the sequence $\{\langle f, \mu^N \rangle\}_{N \in \mathbb{N}}$ is tight. This was proven in Lemma 4.7. 

Now Proposition 4.5 follows immediately.

Proof of Proposition 4.5. The result follows from Lemma 4.8 and Prokhorov’s theorem.
Proof of Lemma 4.9. We have that for any $f \in C_b(\mathbb{R}_+)$
\[
|\langle f, \mu_t^{N_k} \rangle - \langle f, \mu_t^{N_k} \rangle| \leq \frac{4}{N_k} \|f\|_{\infty},
\]
when a jump happens in the process only the wealth of two individuals is altered. Then we may apply Theorem A.9 of the Appendix to obtain that $\langle f, \mu_t \rangle$ is continuous for any $f \in C_b(\mathbb{R}_+)$ and this implies the continuity of $(\mu_t)_{t \geq 0}$.

\[\square\]

Lemma 4.10 (Uniform convergence). For all $f \in C_b(\mathbb{R}_+)$, and finite $t \geq 0$ we have
\[
\sup_{s \leq t} |\langle f, \mu_s^{N_k} - \mu_s \rangle| \to 0 \quad \text{weakly}
\]
as $k \to \infty$.

Proof of Lemma 4.10. By Lemma 4.9, the limit of $(\mu_t^{N_k})_{N \in \mathbb{N}}$ is continuous in time. The statement is consequence of the Continuous Mapping Theorem in the Skorokhod space and the fact that $g(X)(t) = \sup_{s \leq t} |X|$ is a continuous function in this space.

\[\square\]

Lemma 4.11. For all $f \in C_b(\mathbb{R}_+)$, and finite $t \geq 0$ we have
\[
\sup_{s \leq t} |\langle f, Q^{(N_k)}(\mu_s^{N_k}) - Q(\mu_s) \rangle| \to 0 \quad \text{weakly}
\]
as $k \to \infty$.

Proof of Lemma 4.11. We abuse notation and denote by $(\mu_t^N)_{N \in \mathbb{N}}$ the convergent subsequence. The result will manifest itself when we show that for all $f \in C_b(\mathbb{R}_+)$:  

\begin{enumerate}
  \item \(\sup_{s \leq t} |\langle f, (Q - Q(N)) (\mu_s^N) \rangle| \to 0 \) as \(N \to \infty\),
  \item \(\sup_{s \leq t} |\langle f, Q (\mu_s^N) - Q (\mu_s) \rangle| \to 0 \) as \(N \to \infty\).
\end{enumerate}

We will use the fact that the product measures also converge weakly, i.e. $\mu_t^N \otimes \mu_t^N \Rightarrow \mu_t \otimes \mu_t$.

Item (i) is then a consequence of
\[
|\langle f, (Q - Q(N)) (\mu_s^N) \rangle| \leq \left| \int_{[0,1]} \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} [f(r(x + y)) + f((1-r)(x + y)) - f(x) - f(y)] d(\mu_s^N \otimes \mu_s^N - \mu_s^{(2,N)}) dr \right|
\leq 4\|f\|_{\infty} \left| \int_{\mathbb{R}_+^2} d(\mu_s^N \otimes \mu_s^N - \mu_s^{(2,N)}) \right| = 4\|f\|_{\infty} \left| \frac{1}{N} \int_{\mathbb{R}_+} d\mu_s^N \right| \leq \frac{4}{N}\|f\|_{\infty}.
\]

The bound is true for any $s$ and therefore for the supremum up to a finite time as well. Now for (ii), we compute
\[
\sup_{s \leq t} |\langle f, Q(\mu_s^N) - Q(\mu_s) \rangle| \leq \sup_{s \leq t} \int_{[0,1]} \int_{\mathbb{R}_+^2} [f(r(x + y)) + f((1-r)(x + y)) - f(x) - f(y)]
\left| 1_{\{x+y \leq w_N\}} \mu_s^N (dx) \mu_s^N (dy) - 1_{\{x+y \leq w_0\}} \mu_s (dx) \mu_s (dy) \right| dr
\leq 4\|f\|_{\infty} \sup_{s \leq t} \int_{\mathbb{R}_+^2} \left| 1_{\{x+y \leq w_N\}} \mu_s^N (dx) \mu_s^N (dy) - 1_{\{x+y \leq w_0\}} \mu_s (dx) \mu_s (dy) \right|
\leq 4\|f\|_{\infty} \sup_{s \leq t} \int_{\mathbb{R}_+^2} \left| 1_{\{x+y \leq w_0\}} \mu_s^N (dx) \mu_s^N (dy) - 1_{\{x+y \leq w_0\}} \mu_s (dx) \mu_s (dy) \right|
\]
\[ \leq 4 \|f\|_\infty \sup_{s \leq t} \int_{\mathbb{R}^2} \left| \mu^N_s(dx)\mu^N_s(dy) - \mu_s(dx)\mu_s(dy) \right|. \]

We conclude \((ii)\) with an argument analogous to Lemma 4.10 applied to the function \(f = 1\). \(\square\)

**Proof of Proposition 4.6.** By Lemma 4.11 we can pass the limit inside the time integral. \(\square\)

We are now in position to prove Theorem 2.4:

**Proof of Theorem 2.4.** The weak form of item \((A)\) is proven in Lemma 4.10, item \((B)\) is proven in Proposition 4.4, and item \((C)\) is the content of Proposition 4.6. Since all those weak convergences in the previous propositions were to 0, they can be upgraded to convergence in probability.

Then (and also by using the assumptions of the theorem) we have that for any \(f \in C_b(\mathbb{R}^+)\) and any converging subsequence of measures,

\[
0 \overset{\mathbb{P}}{=} \lim_{N \to \infty} M^{g,N}_t = \lim_{N \to \infty} \langle g, \mu^N_t \rangle - \langle g, \mu^N_0 \rangle - \int_0^t \langle g, Q^N(\mu^N_s) \rangle ds \overset{\mathbb{P}}{=} \langle g, \mu_t \rangle - \langle g, \mu_0 \rangle - \int_0^t \langle g, Q(\mu_s) \rangle,
\]

and therefore the limit of the subsequence of measures must satisfy equation \((2.16)\). Using the uniqueness of the kinetic equation \((2.16)\), we have that all the convergent subsequences from Proposition 4.5 converge to the same limit. Hence the whole sequence converges (if a tight sequence has every weakly convergent subsequence converging to the same limit, then the whole sequence converges weakly to that limit \([3]\)).

Now, we have that the weak limit of \((\mu^N_t)_{N \in \mathbb{N}}\) satisfies the kinetic equation \((2.16)\) (thanks to Prop. 4.4, 4.6), so it is deterministic. Therefore, we actually have convergence in probability. \(\square\)

5. **Invariant measures for the mean field limit**

In this section we discuss the invariant measures.

**Proof of Proposition 2.5.** If \(\langle x, \mu^N_0 \rangle \to 0\) as \(N \to \infty\), by positivity of the support of the measures and conditions \((2.18)-(2.19)\), it follows that

\[ \langle x, \mu_0 \rangle = 0. \]

On the other hand, \(\mu_0\) is a probability measure, so the above implies that \(\mu_0(x) = \delta_0(x)\). Then it follows that \(\mu_t(x) = \delta_0(x)\) since we already argued that the delta distribution is an invariant solution of equation \((2.16)\). \(\square\)

**Proof of Proposition 2.6.** This proof does not need the technicalities associated with martingales, as the initial distributions of the process are invariant, and every time an interaction event occurs their distribution remains unchanged. The theorem can be proven in a direct way, without even the Poissonisation trick.

Consider a continuous function \(g\) on \([0,1]\) and assume that \(\|g\|_\infty \leq B\). Let \(\varepsilon > 0\) and select a \(\delta > 0\) so that \(\delta < \varepsilon/2 \wedge B\). Furthermore assume that \(N\) is large enough so that for a fixed \(\beta, 0 < \beta < 1\) we have that

\[ \sup_{x \in [0,N-\beta]} |g(0) - g(x)| < \delta. \]

In order to prove the result we just need to show that \(\langle g, \mu^N_0 \rangle \to g(0)\) as \(N \to \infty\). We will show that this happens \(\mathbb{P}\)-a.s., when \(\mathbb{P} = \otimes_{N=2}^{\infty} \Delta_{N-1}\), the product measure on the space \(\otimes_{N=2}^{\infty} \Delta_{N-1}\).
We have that \( \langle g, \mu_0^N \rangle = N^{-1} \sum_{i=1}^N g(X_i^{N_0}) \), so for the \( \mathbb{P} \)-a.s. convergence we estimate

\[
\mathbb{P}\left\{ \frac{1}{N} \sum_{i=1}^N g(X_i) - g(0) > \varepsilon \right\} = \mathbb{P}\left\{ \sum_{i=1}^N (g(X_i) - g(0)) > N \varepsilon \right\}
\]

\[
\leq \mathbb{P}\left\{ \sum_{i=1}^N |g(X_i) - g(0)| > N \varepsilon \right\}
\]

\[
\leq e^{-\varepsilon N} \mathbb{E}\left( \exp \left\{ \sum_{i=1}^N |g(X_i) - g(0)| \right\} \right)
\]

\[
= e^{-\varepsilon N} \mathbb{E}\left( \sum_{I \subseteq [N]} \exp \left\{ \sum_{i \in I} |g(X_i) - g(0)| \right\} \mathbb{1}\{X_i \geq N^{-\beta}, i \in I\} \mathbb{1}\{X_i < N^{-\beta}, i \notin I\} \right)
\]

\[
\leq e^{-\varepsilon N} \mathbb{E}\left( \sum_{I \subseteq [N]} e^{2|I|} \mathbb{1}\{X_i \geq N^{-\beta}, i \in I\} e^{(N-|I|)\delta} \mathbb{1}\{X_i < N^{-\beta}, i \notin I\} \right)
\]

\[
\leq e^{-\varepsilon N} \sum_{k=0}^N \left( \frac{N}{k} \right) e^{2Bk+(N-k)\delta} \mathbb{E}(\mathbb{1}\{X_i \geq N^{-\beta} \text{ for } k \text{ indices}\}).
\]

The last line has the simplified sum index because of exchangeability of the coordinates, and it is an upper bound, because we dropped the second indicator function. Before proceeding with the calculation, we just bound the last expectation when \( k \) is not zero. Note that if \( k > [N^{1-\beta}] \), the indicator inside is identically zero, otherwise the total wealth cannot be one. We also restrict the index of summation to \([N^{1-\beta}]\) as the indicator vanishes otherwise.

\[
\mathbb{P}\left\{ \frac{1}{N} \sum_{i=1}^N g(X_i) - g(0) > \varepsilon \right\} \leq e^{(\delta-\varepsilon)N} \sum_{k=0}^{[N^{1-\beta}]} \left( \frac{N}{k} \right) e^{(2B-\delta)k}
\]

(5.1)

The last line follows because eventually \( \delta \) will vanish and the exponent \((2B-\delta)\) will be eventually positive. Therefore the maximum term in the sum is the last one, when \( k = [N^{1-\beta}] \) as combinations are also increasing until around \( N/2 \). Finally, one can use Stirling’s formula to see that asymptotically there exists a constant \( c \) so that

\[
\left( \frac{N}{[N^{1-\beta}]} \right) \sim e^{cN^{1-\beta}}.
\]

Therefore the upper bound in equation (5.1) is summable over \( N \). A final application of the Borel-Cantelli lemma completes the proof. \( \Box \)

In the remaining part of this subsection, we discuss invariant measures that are absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R}_+ \). The blanket assumption is that for each \( t \geq 0 \), is that there exists a probability density function \( f_t \) so that

\[
\mu_t(x) = f_t(x) \, dx,
\]
and we can find invariant measures with this property. We will show that one family of such measures can be obtained as limits of the empirical measures and (it is therefore a true invariant measure) that the other family cannot and therefore the kinetic equation (2.16) does give extraneous solutions.

The first step is to find the restriction of the operator $Q$ to the class of absolutely continuous measures, which we will call $\bar{Q}$. Using $\bar{Q}$, we can formally write an equation for the evolution of the assumed densities $f_t$. Assume that $\lim_{N \to \infty} W_N = w_0 \in (0, \infty]$. For any value of $w_0$ we will denote the restricted operator by $\bar{Q}_{w_0}$, and $\bar{Q}_{w_0}$ acts on probability densities $f$ on $\mathbb{R}_+$. In other words, for any $g \in C_b(\mathbb{R}_+)$

$$
\langle g, Q(\mu) \rangle = \langle g, \bar{Q}_{w_0}(f) \rangle,
$$
whenever $\mu(x) = f(x)dx$.

First notice that when the measure $\mu$ has a density $f$ we can write

$$
\int_0^1 \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} g((1-r)(x+y)) \mathbf{1}_{\{x+y \leq w_0\}} f(x)f(y)dx dy dr
= \int_0^1 \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} g(r(x+y)) \mathbf{1}_{\{x+y \leq w_0\}} f(x)f(y)dx dy dr
$$

with a change of variables $r \mapsto 1-r$. Therefore, expression (2.17) can we rewritten as

$$(5.2) \quad \langle g, Q(\mu) \rangle = \int_{[0,1]} \int_{\mathbb{R}_+^2} [2g(r(x+y)) - g(x) - g(y)] \mathbf{1}_{\{x+y \leq w_0\}} f(x)f(y)dx dy dr.
$$

Now it follows that

$$
\int_{[0,1]} \int_{\mathbb{R}_+^2} g(r(x+y)) \mathbf{1}_{\{x+y \leq w_0\}} f(x)f(y)dx dy dr
= \int_{[0,1]} \int_{\mathbb{R}_+^2} g(u+p) \mathbf{1}_{\{u+p \leq r w_0\}} f(u/r)f(p/r)du dp \frac{dr}{r^2}
= \int_{[0,1]} \int_{\mathbb{R}_+^2} g(z) \mathbf{1}_{\{z \geq p\}} \mathbf{1}_{\{z \leq r w_0\}} f((z-p)/r)f(p/r)dz dp \frac{dr}{r^2}
= \int_{[0,1]} \int_{\mathbb{R}_+^2} g(x) \mathbf{1}_{\{x \geq y\}} \mathbf{1}_{\{x \leq r w_0\}} f((x-y)/r)f(y/r)dx dy \frac{dr}{r^2}
$$

where in the first equality we made the change of variables $rx = u, ry = p$; in the second equality we made the change of variables $z = u + p$; in the last equality we just changed the name of the labels $z = x, p = y$. With similar computations, we obtain that

$$
\int_{\mathbb{R}_+} \int_{\mathbb{R}_+} g(x) \mathbf{1}_{\{x+y \leq w_0\}} f(x)f(y)dy dx = \int_{\mathbb{R}_+} g(x)f(x) \left( \int_{(w_0-x)_+}^{(w_0-x)_+} f(y)dy \right) dx,
$$

where $(w_0 - x)_+ = (w_0 - x) \mathbf{1}_{(w_0-x) \geq 0}$.

Combine these calculations into (5.2) to obtain that $\bar{Q}_{w_0}$ is given by

$$(5.3) \quad \bar{Q}_{w_0}(f) := 2 \int_{x/w_0}^1 \int_0^x f\left(\frac{y}{r}\right) f\left(\frac{x - y}{r}\right) \frac{dy}{r^2} - 2f(x) \int_0^{(w_0 - x)_+} f(y)dy,
$$

Similarly, the evolution of the density functions can be obtained (in a weak sense) from

$$(5.4) \quad f_t = f_0 + \int_0^t \bar{Q}_{w_0}(f_s) ds.
$$
Note that when \( w_0 < \infty \) and \( x > w_0 \), then \( Q_{w_0}(f)(x) = 0 \). When \( w_0 = \infty \) the operator \( \tilde{Q}_\infty \) reads

(5.5) \[ \tilde{Q}_\infty(f) = 2 \int_0^1 \int_0^x f \left( \frac{y}{r} \right) f \left( \frac{x - y}{r^2} \right) dy \frac{dr}{r^2} - 2f(x), \]

since \( f(x) \) is a probability density. In order to prove Corollary 2.7, it suffices to show that the proposed equilibria annihilate \( \tilde{Q} \). We re-state the corollary, using this observation.

**Corollary 5.1.** Let \( \lim_{N \to \infty} W_N = w_0 \in (0, \infty] \). Assume that \( \mu_t \) is a solution of (2.16) which has a density \( f_t \) for all \( t \), satisfying equation (5.4) Then

1. If \( w_0 = \infty \), the exponential distributions

(5.6) \[ \tilde{f}(x) = \frac{e^{-x/m}}{m}, \]

are equilibria for the operator \( \tilde{Q}_\infty \), (i.e. \( \tilde{Q}_\infty(\tilde{f}) = 0 \)) and remain invariant under (5.4). In particular, if \( f_0 \) is of the form (2.21) with \( (x, f_0) = m_0 > 0 \), then the distribution (2.21) with \( m = m_0 \) is a stationary solution of (5.4).

2. If \( 0 < w_0 < \infty \), then the following distributions are compactly supported in \([0, w_0]\) and are equilibria for the operator \( \tilde{Q}_{w_0} \)

(5.7) \[ \tilde{f}(x) = \frac{e^{-x/m}}{m(1 - e^{-w_0/m})} \mathbb{1}(x \leq w_0). \]

3. (Uniqueness of the invariant family at \( w_0 = \infty \)) Moreover, under the extra assumption that the density \( f_t \) is differentiable on \( \mathbb{R}_+ \), then measures with density (2.21) or, equivalently, (5.6) are the unique equilibria of \( \tilde{Q}_\infty \).

**Proof of Corollary 2.7.** It is straightforward to check that \( \tilde{Q}_{w_0}(\tilde{f}) = 0 \) for both \( w_0 = \infty \) and \( w_0 < \infty \). Also, if \( f_0 = \tilde{f} \) with \( (x, f_0) = m_0 \) this implies that \( f_0 \) is stationary solution of (5.4) with \( m = m_0 \). It remains to show item (3). Select any invariant \( f \) and for that, recall that \( \tilde{Q}_\infty(\tilde{f}) = 0 \). Let \( X, Y \) be independently distributed with density \( f \), and \( U \) a uniform r.v. on \([0, 1]\). Start from equation (5.2), and observe that a different way to write it is

\[ 0 = \langle g, \tilde{Q}_\infty(f) \rangle = \langle g, Q(\mu) \rangle = 2\mathbb{E}_{U(X, Y)}[g(U(X + Y))] - 2\mathbb{E}_X[g(X)], \]

and therefore, the distribution of \( U(X + Y) \) is the same as the distribution of \( X \). If we now condition on the value of \( X + Y := S = s \), we have that the conditional distribution of \( X \) given \( S = s \) is that of a uniform r.v. on \([0, s]\). Let \( f_S \) denote the density of the sum \( X + Y \) and \( f_{X|S} \) the conditional density of \( X \) given \( S = s \). We can write

\[ f(x) = \int_x^\infty f_{X|S}(x|s)f_S(s)\,ds = \int_x^\infty \frac{1}{s}f_S(s)\,ds. \]

Now use the fundamental theorem of calculus to differentiate both sides with respect to \( x \) in order to obtain

\[ f'(x) = -\frac{1}{x}f_S(x) \iff xf'(x) = -f_S(x). \]

Take the Laplace transform of the equation above; denote by \( \tilde{g}(t) \) the Laplace transform of \( g(x) \) and use basic properties on the equation in the last display, to argue that

\[ \text{LHS} = \frac{xf'(x)}{t} = -\frac{d}{dt}f(t)(t) = -\frac{d}{dt}(t\tilde{f}(t)) = -\tilde{f} - t\frac{d\tilde{f}}{dt}, \]

while the Laplace transform of the convolution that gives the density of \( S \) is

\[ \text{RHS} = -(\tilde{f})^2. \]
These give rise to the differential equation
\[ \frac{df}{f(f-1)} = \frac{dt}{t}. \]
The solution to the differential equation, for some constant \( m \), is
\[ \log |\frac{f-1}{f}| = \log mt. \]
Keep in mind that since \( t > 0 \) and \( f(t) < 1 \), we can solve
\[ f(t) = \frac{m^{-1}}{m^{-1} + t}, \]
where we identify the Laplace transform of an exponential distribution with mean \( m \).

\textit{Proof of Proposition 2.8.} Here is the proof of the two points.

1. We only need to show the convergence of the initial measures. Consider a function \( g \in C_b(\mathbb{R}_+) \) and compute
\[
\langle g, \mu_0^N \rangle = \frac{1}{N} \sum_{i=1}^N g(X_i) \longrightarrow E_{\text{Exp}(1/m_0)} g(X_1) = \int_0^\infty g(x)\mu_0(dx),
\]
by the law of large numbers. This verifies the definition of weak convergence \( \mu_0^N \Longrightarrow \mu_0 \).

2. Assume the contrary, and consider a sequence of converging initial measures. Since \( w_0 < \infty \), Proposition 2.5 gives that \( \mu_0^N \) should converge to \( \delta_0 \), which does not have a density (2.22). This gives the desired contradiction. \( \square \)

6. An application to partitions of integers

The coagulation-fragmentation process is very versatile and therefore is well-studied and it can be viewed also as a process on integer partitions of integers. To be precise, for any fixed \( N \in \mathbb{N} \) we have that \( \sum_i X_{t,i}^N = W_N \). If we assume \( W_N \) is an integer, we can interpret the vector \( X_t^N \) as a random (real) partition of the integer \( W_N \) and the process \( \{X_t^N\}_{t \geq 0} \) can be viewed as a Markov chain on these partitions. Most recently, a version of the process (with deterministic binary interactions at discrete time steps) has been studied in [7] in terms of its rate of convergence to the equilibrium.

In this section we cast the results of the previous sections in terms of partitions. Conditions on the value \( W_N \), or on the nature of partitions will differ based on the application. In the process we generalise or recover theorems proven in [42] about various scalings of uniform integer partitions.

First, we discuss the case where we want only integer partitions to have mass in our process.

6.1. Integer partitions, \( W_N = n \) fixed, \( N \) fixed. In the DS-DT model, we have the process \( X_t^{n,N} \) which describes the evolution of the partition process on \( \Delta_{N-1}(n) \). The state space is given by (1.3) and therefore the process \( nX_t^{n,N} \) has state space all \( N \)-term integer partitions of the number \( n \).

Since the transition matrix given by (1.2) is doubly stochastic, letting time \( t \) to infinity, we have that the limiting measure on these partitions is the uniform measure on \( n\Delta_{N-1}(n) \), as the chain is also irreducible and aperiodic.
6.2. Uniform measure on integer partitions, $W_N/N \to c \in [0, \infty]$, $N \to \infty$. Define a uniform initial measure on $W_N\Delta_{N-1}(W_N)$. There are many ways to construct it and we choose the following:

Consider an i.i.d. sequence of geometric random variables $\{G_i(p)\}_{i \in \mathbb{N}}$ with mass function
\begin{equation}
\mathbb{P}\{G_i = k\} = p(1-p)^k, \quad k = 0, 1, 2, \ldots
\end{equation}

Let $u = (u_1, \ldots, u_N) \in W_N\Delta_{N-1}(W_N)$. Then sample according to the conditional measure
\[
\nu_0^N(u) = P\{(G_1, \ldots, G_N) = (u_1, \ldots, u_N)\mid \sum_{i=1}^N G_i = W_N\}.
\]

The measure $\nu_0^N$ is uniformly distributed on $W_N\Delta_{N-1}(W_N)$. This fact is irrespective of the value of the parameter $p$ and irrespective of the value of $W_N$. Assume $W_N \to \infty$. There are three cases to consider, based on $\lim_{N \to \infty} \frac{W_N}{N}$.

6.2.1. The case $\limsup_{N \to \infty} \frac{W_N}{N} = 0$. In this case, for any $\varepsilon > 0$, and for $N$ large enough $\frac{W_N}{N} < \varepsilon$. Let $(X_1, \ldots, X_N) \sim \nu_0^N$ and define $\mu_0^N = \frac{1}{N} \sum_{i=1}^N \delta_{X_i}$ supported on $\mathbb{R}_+$. The proof of Proposition 2.6 can be repeated with minor modifications, and the sequence $\{\mu_0^N\}_N$ converges weakly to $\delta_0$. Theorem 2.4 can now be applied.

6.2.2. The case $\liminf_{N \to \infty} \frac{W_N}{N} = \infty$. As we mentioned after the statement of Theorem 2.4, when the wealth grows superlinearly, the theorem does not necessarily apply. However there is a way to scale using a random approximation to $W_N$ so that the theorem works.

In this case we fix
\[ p_N = \frac{N}{W_N}, \]

as the success probability of each independent geometric (so the sequence refreshes with every $N$). To denote this dependence we write $G_i^{(N)}$ for each geometric. This does not alter the fact that the conditional distribution is uniform on the integer simplex $W_N\Delta_{N-1}(W_N)$. Let $\mathbb{P}_N$ denote the law of these geometrics. Then define
\begin{equation}
(X_1^N, \ldots, X_N^W) = \begin{cases} 
(1, \ldots, 1), & \text{when } \sum_{i=1}^N G_i^{(N)} = 0, \\
N\left(\frac{G_1^{(N)}}{\sum_{i=1}^N G_i^{(N)}}, \ldots, \frac{G_N^{(N)}}{\sum_{i=1}^N G_i^{(N)}}\right), & \text{otherwise}.
\end{cases}
\end{equation}

This is a distribution on the simplex $N\Delta_{N-1}$. Conditional on the value of $\sum_{i=1}^N G_i^{(N)} = w_N$, this distribution is uniform on the discrete simplex with mesh $N/w_N$.

**Lemma 6.1.** Consider a triangular array with independent rows indexed by $N$ and random entries $\{G_i^{(N)}\}_{1 \leq i \leq N, N \in \mathbb{N}}$. Each row $\{G_i^{(N)}\}_{1 \leq i \leq N}$ consists of i.i.d. geometric random variables with success probability $p_N = N/W_N$, so that $\lim_{N \to \infty} p_N = 0$. Let $\mathbb{P}$ denote the law of the array. Then
\[
\frac{\sum_{i=1}^N G_i^{(N)}}{W_N} = 1, \quad \mathbb{P} - \text{a.s.}
\]

Moreover, for any $\beta < 1/2$, we can find a constant $c_\beta$ such that
\begin{equation}
\mathbb{P}_N\left\{\left|\frac{\sum_{i=1}^N G_i^{(N)}}{W_N} - 1\right| > N^{-\beta}\right\} \leq e^{-c_\beta N^{1-2\beta}}
\end{equation}
Proof. Let $\mathbb{P}_N$ the marginal of the $N$-th row. Let $\varepsilon > 0$ and for $0 < t < -\log(1 - p_N)$, use a Chernoff bound

$$
\mathbb{P}_N\left\{ \frac{\sum_{i=1}^{N} G_i^{(N)}}{W_N} > 1 + \varepsilon \right\} \leq e^{-tW_N(1+\varepsilon)}\mathbb{E}_{\mathbb{P}_N}(e^{t\sum_{i=1}^{N} G_i^{(N)}}) = e^{-tW_N(1+\varepsilon)}\left(\mathbb{E}_{\mathbb{P}_N}(e^{tG_i^{(N)}})\right)^N
$$

$$
= e^{-tW_N(1+\varepsilon)} \left( \frac{p_N}{1 - (1 - p_N)e^t} \right)^N.
$$

Let $\alpha \in (0, 1)$ and let $t = -\alpha \log(1 - p_N)$ for $N$ large enough and we have that

$$
\mathbb{P}_N\left\{ \frac{\sum_{i=1}^{N} G_i^{(N)}}{W_N} > 1 + \varepsilon \right\} \leq e^{\alpha W_N(1+\varepsilon)(\log(1-p_N))} \left( \frac{p_N}{1 - (1 - p_N)^{1-\alpha}} \right)^N.
$$

Note that for $x > 0$ small enough we have $(1 - x)^{1-\alpha} < 1 - (1 - \alpha)x$ and log$(1 - x) < -x$. For $x = p_N$ we further bound

$$
\mathbb{P}_N\left\{ \frac{\sum_{i=1}^{N} G_i^{(N)}}{W_N} > 1 + \varepsilon \right\} \leq e^{-\alpha N(1+\varepsilon)} \left( \frac{1}{1 - \alpha} \right)^N = e^{(-\alpha(1+\varepsilon)-\log(1-\alpha))N}.
$$

The function $-\alpha(1 + \varepsilon) - \log(1 - \alpha)$ attains a minimum when $\alpha = \frac{\varepsilon}{1+\varepsilon}$. Therefore we found a constant $c_1(\varepsilon)$ so that

$$
\mathbb{P}_N\left\{ \frac{\sum_{i=1}^{N} G_i^{(N)}}{W_N} > 1 + \varepsilon \right\} \leq e^{-c_1(\varepsilon)N}.
$$

Similarly, we can find a constant $c_2$ such that

$$
\mathbb{P}_N\left\{ \frac{\sum_{i=1}^{N} G_i^{(N)}}{W_N} < 1 - \varepsilon \right\} \leq e^{-c_2(\varepsilon)N},
$$

by first multiplying in the probability with $t < 0$. The almost sure convergence follows from the Borel-Cantelli lemma.

For the second part of the Lemma return to equation (6.4) and set $\varepsilon = \varepsilon_N = N^{-\beta}$ for any $\beta < 1/2$. Then $\alpha = N^{-\beta}/(1 + N^{-\beta})$. A Taylor expansion on $\log(1 + \varepsilon_N)$ now gives

$$
\mathbb{P}_N\left\{ \frac{\sum_{i=1}^{N} G_i^{(N)}}{W_N} > 1 + N^{-\beta} \right\} \leq e^{(-\varepsilon_N + \log(1 + \varepsilon_N))N} \leq e^{-c_3 N^{1-2\beta}}.
$$

The lower bound follows in a similar way, using (6.6).

The following lemma is a direct consequence of the strong law of large numbers for triangular arrays [38] so we omit the proof. The fact that the limiting law is that of an exponential follows from the fact that for each finite collection $I$ of $i$, the vector $\left( \frac{N}{W_N} G_i^{(N)} \right)_{i \in I}$ converges weakly to a vector of independent random variables of rate 1.

**Lemma 6.2.** (SLNN for the triangular array) Consider a triangular array with independent rows indexed by $N$ and random entries $\{ G_i^{(N)} \}_{1 \leq i \leq N, N \in \mathbb{N}}$. Each row $\{ G_i^{(N)} \}_{1 \leq i \leq N}$ consists of i.i.d. geometric random variables with success probability $p_N = N/W_N$, so that $\lim_{N \to \infty} p_N = 0$. Let $\mathbb{P}$ denote the law of the array. Let $g \in C_b(\mathbb{R}_+)$ and denote by

$$
\mathbb{E}_{\text{Exp}(1)}(g) = \int_{0,\infty} g(x)e^{-x} \, dx.
$$

Then

$$
\frac{1}{N} \sum_{i=1}^{N} g\left( \frac{N}{W_N} G_i^{(N)} \right) \to \mathbb{E}_{\text{Exp}(1)}(g), \quad \mathbb{P} - \text{a.s.}
$$
An immediate consequence of the strong law is that for any \( \varepsilon > 0 \) and any fixed \( g \in C_b(\mathbb{R}_+) \),

\[
\sum_{N=1}^{\infty} \mathbb{P}\left\{ \left| \frac{1}{N} \sum_{i=1}^{N} g\left( \frac{N}{W_N} G_i^{(N)} \right) - \mathbb{E}_{\text{Exp}(1)}(g) \right| > \varepsilon \right\} < \infty.
\]

If not, since the rows of the array are independent, the second Borel-Cantelli lemma would give that for a.e. realisation, convergence is not possible which would lead to a contradiction.

Now, for any integer \( K > 1 \), we estimate the number of coordinates in each row of the array, with value that exceeds \( K \). To this effect, define auxiliary Bernoulli variables

\[
B_{i}^{N,K} = \begin{cases} 
1, & \text{if } \frac{NG_i^{(N)}}{W_N} > K, \\
0, & \text{otherwise.}
\end{cases}
\]

Then

\[
\mathbb{P}\left\{ \sum_{i=1}^{N} B_{i}^{N,K} > NK^{-1/2} \right\} \leq \mathbb{P}\left\{ \frac{N}{W_N} \sum_{i=1}^{N} G_i^{(N)} > NK^{1/2} \right\} \leq \mathbb{P}\left\{ \frac{1}{W_N} \sum_{i=1}^{N} G_i^{(N)} > K^{1/2} \right\}
\leq e^{-cK^N}, \quad \text{by (6.5)}.
\]

**Theorem 6.3.** Let \( (X_1^N, \ldots, X_N^N) \) be distributed as in (6.2), and define the empirical measure \( \mu_0^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i^N} \). Then

\[
\mu_0^N \Rightarrow \mu_0 \sim \text{Exp}(1), \quad \mathbb{P} - \text{a.s.}
\]

As such, for all \( t > 0 \) we have that the mean-field limit will satisfy \( \mu_t \sim \text{Exp}(1) \).

**Remark 6.4.** Note that our initial sequence of measures is not uniform on the sequence of simplices \( N \Delta_N \), in contrast with Theorem 2 and Corollary 2 of [42]. However, in light of Lemma 6.1, the initial measures can be viewed as approximation of discrete uniform measures on mesh \( 1/W_N \) for \( \Delta_N \). Or, one can view them as measures on partitions of the random number \( \sum_{i=1}^{N} G_i^{(N)} \).

Finally, one can obtain similar statements as Theorem 2 and Corollary 2 from [42], by using appropriate bounded continuous functions \( g_1, g_2 \) in the duality relation. Namely \( g_1 \) needs to be a continuous approximation of \( 1_{[t, \infty)} \) and \( g_2 \) a continuous approximation of \( x \mathbb{1}_{[0,1]}(x) \).

**Proof of Theorem 6.3.** Fix an \( \varepsilon > 0 \), \( \beta \in (0,1) \) and and \( K \in \mathbb{N} \). Also fix \( g \in C_b(\mathbb{R}_+) \). We define the events

\[
A_{N,\beta} = \left\{ \left| \sum_{i=1}^{N} \frac{G_i^{(N)}}{W_N} - 1 \right| > N^{-\beta} \right\}, \quad B_{N,K} = \left\{ \sum_{i=1}^{N} B_{i}^{N,K} > K^{-1/2} N \right\},
\]

and

\[
C_{N,g,\varepsilon} = \left\{ \left| \frac{1}{N} \sum_{i=1}^{N} g\left( \frac{N}{W_N} G_i^{(N)} \right) - \mathbb{E}_{\text{Exp}(1)}(g) \right| > \varepsilon/4 \right\}.
\]

Equations (6.3), (6.8) and (6.7) imply that

\[
\sum_{N=1}^{\infty} \mathbb{P}\{A_{N,\beta} \cup B_{N,K} \cup C_{N,g,\varepsilon}\} < \infty.
\]

We perform the following estimates on \( A_{N,\beta}^{\varepsilon} \cap B_{N,K}^{\varepsilon} \cap C_{N,g,\varepsilon}^{\varepsilon} \). In particular, since we are on \( A_{N,\beta}^{\varepsilon} \) we have that \( \sum_{i=1}^{N} G_i^{(N)} \neq 0 \). Define

\[
I_{N,K} = \left\{ i : \frac{NG_i^{(N)}}{W_N} \leq K \right\}.
\]
Since we are on $B^c_{N,K}$, we have that $(1 - K^{-1/2})N \leq |I_{N,K}| \leq N$.

Then we write

$$
\langle g, \mu^N_0 \rangle = \frac{1}{N} \sum_{i=1}^N g(X^N_i) = \frac{1}{N} \sum_{i=1}^N g \left( \frac{NG_i^{(N)}}{W_N} \sum_{i=1}^N G_i^{(N)} \right) = \frac{1}{N} \sum_{i=1}^N g \left( \frac{NG_i^{(N)}}{W_N} \right) \sum_{i=1}^N G_i^{(N)}
$$

$$
= \frac{1}{N} \sum_{i=1}^N g \left( \frac{NG_i^{(N)}}{W_N} \right) \sum_{i=1}^N G_i^{(N)} + \frac{1}{N} \sum_{i=1}^N g \left( \frac{NG_i^{(N)}}{W_N} \right) - g \left( \frac{NG_i^{(N)}}{W_N} \right)
$$

$$
\leq \frac{1}{N} \sum_{i=1}^N g \left( \frac{NG_i^{(N)}}{W_N} \right) + \frac{1}{N} \sum_{i \in I_{N,K}} g \left( \frac{NG_i^{(N)}}{W_N} \sum_{i=1}^N G_i^{(N)} \right) - g \left( \frac{NG_i^{(N)}}{W_N} \right)
$$

$$
+ \frac{1}{N} \sum_{i \notin I_{N,K}} g \left( \frac{NG_i^{(N)}}{W_N} \sum_{i=1}^N G_i^{(N)} \right) - g \left( \frac{NG_i^{(N)}}{W_N} \right)
$$

(6.10)

Since $g$ is a bounded continuous function, its restriction on $[0, 2K]$ is uniformly continuous and admits a modulus of continuity such that

$$
|g(x) - g(y)| = \omega_{g,K}(|x - y|), \quad \text{for all } x, y \in [0, 2K].
$$

Now assume $i \in I_{N,K}$. Since we are on $A^c_{N,\beta}$, we have that

$$
\frac{NG_i^{(N)}}{W_N} \leq \frac{NG_i^{(N)}}{W_N} \frac{1}{1 + N^{-\beta}} \leq \frac{NG_i^{(N)}}{W_N} \sum_{i=1}^N G_i^{(N)} \leq \frac{NG_i^{(N)}}{W_N} \frac{1}{1 - N^{-\beta}}.
$$

This implies that

$$
\left| g \left( \frac{NG_i^{(N)}}{W_N} \sum_{i=1}^N G_i^{(N)} \right) - g \left( \frac{NG_i^{(N)}}{W_N} \right) \right| \leq \omega_{g,K} \left( K \frac{4}{N^{\beta}} \right),
$$

therefore, from (6.10)

$$
\langle g, \mu^N_0 \rangle \leq \frac{1}{N} \sum_{i=1}^N g \left( \frac{NG_i^{(N)}}{W_N} \right) + \omega_{g,K} \left( \frac{4K}{N^{\beta}} \right) \frac{|I_{N,K}|}{N} + 2\|g\|_{\infty} \frac{N - |I_{N,K}|}{N}
$$

$$
\leq \frac{1}{N} \sum_{i=1}^N g \left( \frac{NG_i^{(N)}}{W_N} \right) + \omega_{g,K} \left( \frac{4K}{N^{\beta}} \right) + 2\|g\|_{\infty} \frac{1}{\sqrt{K}}
$$

$$
\leq \mathbb{E}_{\text{Exp}(1)}(g) + \frac{\varepsilon}{4} + \omega_{g,K} \left( \frac{4K}{N^{\beta}} \right) + 2\|g\|_{\infty} \frac{1}{\sqrt{K}}.
$$

The last inequality follows from the fact that we are on $C^c_{N,g,\varepsilon}$. The symmetric lower bound

$$
\langle g, \mu^N_0 \rangle \geq \mathbb{E}_{\text{Exp}(1)}(g) - \frac{\varepsilon}{4} - \omega_{g,K} \left( \frac{4K}{N^{\beta}} \right) - 2\|g\|_{\infty} \frac{1}{\sqrt{K}},
$$

is obtained in an identical manner.

Now, for a fixed $\varepsilon > 0$

1. Select $K = K(\varepsilon, g)$ large so that $2\|g\|_{\infty} < \varepsilon/4\sqrt{K}$.

2. With $K$ fixed, select $N = N(\varepsilon, g, \beta)$ large enough so that $\omega_{g,K} \left( \frac{4K}{N^{\beta}} \right) < \varepsilon/4$. 
These choices give
\[ |\langle g, \mu_0^N \rangle - \mathbb{E}_{\text{Exp}(1)}(g) \rangle | < \frac{3}{4} \varepsilon < \varepsilon. \]
Then, we have just shown the inclusion of events
\[ \{ |\langle g, \mu_0^N \rangle - \mathbb{E}_{\text{Exp}(1)}(g) \rangle | > \varepsilon \} \subseteq \{ A_{N,\beta} \cup B_{N,K} \cup C_{N,g,\varepsilon} \}, \]
for all \( N \) large enough. By (6.9) and an application of the first Borel-Cantelli lemma, we have that for any fixed \( \varepsilon > 0 \),
\[ \lim_{N \to \infty} |\langle g, \mu_0^N \rangle - \mathbb{E}_{\text{Exp}(1)}(g) \rangle | \leq \varepsilon, \quad \mathbb{P} - \text{a.s.} \]
Let \( \varepsilon \to 0 \) on a countable sequence, to obtain the result. \( \square \)

6.2.3. The case \( \lim_{N \to \infty} \frac{W_N}{N} \in (0, \infty) \). Usually when we have partitions, one may want the number of terms in the partition of a number to be less than the number itself. This restriction does not apply in this example. We left this case for last, as the initial weak convergence does not directly lead to invariant measures that we discussed. The previous proofs work directly for this case as well if we choose our parameters correctly.

Start with i.i.d. Geom(\( p \)) random variables \( \{V_i^N\}_{1 \leq i \leq N, n \in \mathbb{N}} \) with mass function given by (6.1). We do not want any degeneracies so \( p \in (0, 1) \) fixed. Consider the vector
\[ (X_1^N, \ldots, X_N^N) = \left( \frac{(1-p)NU_1^N}{p \sum_{i=1}^N U_i^N}, \ldots, \frac{(1-p)NU_N^N}{p \sum_{i=1}^N U_i^N} \right) \in \frac{1-p}{p} N \Delta_{N-1}. \]
Then \( W_N/N = \frac{1-p}{p} \in (0, \infty) \) and depending on the value of \( p \) the limit can be any positive number. Then the methodology of the previous subsection applies with virtually no changes, except the convergence in Lemma 6.2 changes to the expectation of a geometric random variable, since \( p \) is now fixed. We leave the details to the interested reader.

**Theorem 6.5.** Let \((X_1^N, \ldots, X_N^N)\) be distributed as in (6.11), and define the empirical measure \( \mu_0^N = \frac{1}{N} \sum_{i=1}^N \delta_{X_i^N} \). Then
\[ \mu_0^N \Rightarrow \mu_0 \sim \text{Geom}(p), \quad \mathbb{P} - \text{a.s.} \]

**Remark 6.6.** Contrast this with Theorem 3 of [42]. The limit there is also a geometric random variable, albeit one that is supported on \( \mathbb{N} \). Our measure on partitions here is not uniform on the \( N \)-partitions of \( \frac{1-p}{p} N \) however, just a convenient approximation of it. It would be of interest to study the equilibrium measure for the kinetic equation, when we are starting from a geometric initial measure.

6.3. Real partitions. The development here is identical (but easier) as in the discrete case. We omit most details given that the previous proofs can be repeated.

Start with i.i.d. Exponential(1) random variables \( \{U_i^N\}_{1 \leq i \leq N, n \in \mathbb{N}} \) and consider the vector
\[ (X_1^N, \ldots, X_N^N) = \left( \frac{NU_1^N}{\sum_{i=1}^N U_i^N}, \ldots, \frac{NU_N^N}{\sum_{i=1}^N U_i^N} \right) \in N \Delta_{N-1}. \]
Then, the distribution \( \nu_0^N \) of \((X_1^N, \ldots, X_N^N)\) is that of a uniform vector on \( N \Delta_{N-1} \).

**Theorem 6.7.** Let \((X_1^N, \ldots, X_N^N)\) be distributed as in (6.12), and define the empirical measure \( \mu_0^N = \frac{1}{N} \sum_{i=1}^N \delta_{X_i^N} \). Then
\[ \mu_0^N \Rightarrow \mu_0 \sim \text{Exp}(1), \quad \mathbb{P} - \text{a.s.} \]
As such, for all \( t > 0 \) we have that the mean-field limit will satisfy \( \mu_t \sim \text{Exp}(1) \).
Remark 6.8. This implies Theorem 1 and Corollary 1 of [42].

APPENDIX A. SOME PROPERTIES OF THE SKOROKHOD SPACE

Theorem A.1 (Prohorov’s theorem ([22]), Chapter 3). Let \((S, d)\) be complete and separable, and let \(M \in \mathcal{M}_1(S)\). Then the following are equivalent:

1. \(M\) is tight.
2. For each \(\varepsilon > 0\), there exists a compact \(K \subset S\) such that
   \[
   \inf_{P \in M} P(K^\varepsilon) \geq 1 - \varepsilon
   \]
   where \(K^\varepsilon := \{x \in S : \inf_{y \in K} d(x, y) < \varepsilon\}\).
3. \(M\) is relatively compact.

Let \((E, \rho)\) be a metric space. The space \(D([0, \infty); E)\) of càdlàg functions taking values in \(E\) is widely used in stochastic processes. In general we would like to study the convergence of measures on this space, however, most of the tools known for convergence of measures are for measures in \(\mathcal{M}_1(S)\) for \(S\) a complete separable metric space. Therefore, it would be very useful to find a topology in \(D([0, \infty); E)\) such that it is a complete and separable metric space. This can be done when \(E\) is also complete and separable; and the metric considered is the Skorokhod one. This is why in this case the space of càdlàg functions is called Skorokhod space.

Some important properties of this space are the following:

Proposition A.2 ([22], Chapter 3). If \(x \in D([0, \infty); E)\), then \(x\) has at most countably many points of discontinuity.

Theorem A.3 ([22], Chapter 3). If \(E\) is separable, then \(D([0, \infty); E)\) is separable. If \((E, \rho)\) is complete, then \((D([0, \infty); E), \rho)\) is complete, where \(\rho\) is the Skorokhod metric.

Theorem A.4. The Skorokhod space is a complete separable metric space.

Theorem A.5 (The a.s. Skorokhod representation theorem, [22], Theorem 1.8, Chapter 3). Let \((S, d)\) be a separable metric space. Suppose \(P_n, n = 1, 2, \ldots\) and \(P\) in \(\mathcal{M}_1(S)\) satisfy \(\lim_{n \to \infty} \rho(P_n, P) = 0\) where \(\rho\) is the metric in \(\mathcal{M}_1(S)\). Then there exists a probability space \((\Omega, \mathcal{F}, \nu)\) on which are defined \(S\)-valued random variable \(X_n, n = 1, 2, \ldots\) and \(X\) with distributions \(P_n, n = 1, 2, \ldots\) and \(P\), respectively such that \(\lim_{n \to \infty} X_n = X\) almost surely.

Theorem A.6 (Tightness criteria for measures on the Skorokhod space). See [28] Theorem 3.1+ [3] Theorem 4.2 (1968)) Let \((S, \mathcal{T})\) be a completely regular topological space with metrisable compact sets. Let \(\mathcal{G}\) be a family of continuous functions on \(S\) taking values in \(\mathbb{R}\). Suppose that \(\mathcal{G}\) separates points in \(S\) and that it is closed under addition. Then a family \(\{\mathcal{L}^n\}_{n \in \mathbb{N}}\) of probability measures in \(\mathcal{M}_1(D([0, \infty); S))\) is tight iff the two following conditions hold:

i. For each \(\varepsilon > 0\) there is a compact set \(K_\varepsilon \subset S\) such that
   \[
   \mathcal{L}^n(D([0, \infty); K_\varepsilon)) > 1 - \varepsilon, \quad n \in \mathbb{N}.
   \]

ii. The family \(\{\mathcal{L}^n\}_{n \in \mathbb{N}}\) is \(\mathcal{G}\)-weakly tight, i.e., for any \(g \in \mathcal{G}\) the family \(\{\mathcal{L}^n \circ (\tilde{g})^{-1}\}_{n \in \mathbb{N}}\) of probability measures on \(D([0, \infty); \mathbb{R})\) is tight; where \(\tilde{g}\) is defined as follows:
   \[
   \tilde{g} : D([0, \infty); S) \to D([0, \infty); \mathbb{R})
   \]
   with \([\tilde{g}(\nu)](t) = g(\nu(t))\) for \(\nu \in D([0, \infty); S)\) (so that \(\nu(t) \in S\)).
Remark A.7. [28] only states the results when the time index is in $[0, 1]$ (i.e. in a compact set) and the space is $D([0, 1]; S)$. However, when the sequence of measures is tight, the result of [3] allows the result to generalise when the space is $D([0, \infty); S)$.

**Theorem A.8** (Criteria for tightness in Skorokhod spaces ([22], Corollary 7.4, Chapter 3)). Let $(E, r)$ be a complete and separable metric space, and let $\{X_n\}$ be a family of processes with sample paths in $D([0, \infty); E)$. Then $\{X_n\}$ is relatively compact iff the following two conditions hold:

(i) For every $\eta > 0$ and rational $t \geq 0$, there exists a compact set $\Lambda_{\eta, t} \subset E$ such that

$$\liminf_{n \to \infty} P\{X_n(t) \in \Lambda_{\eta, t}\} \geq 1 - \eta.$$ 

(ii) For every $\eta > 0$ and $T > 0$, there exists $\delta > 0$ such that

$$\limsup_{n \to \infty} P\{w'(X_n, \delta, T) \geq \eta\} \leq \eta.$$ 

where $w'(x, \delta, T)$ is the modulus of continuity defined as follows: for $x \in D([0, \infty) \times E)$, $\delta > 0$, and $T > 0$:

$$w'(x, \delta, T) = \inf \max \sup_{t \in [t_{i-1}, t_i]} r(x(s), x(t)),$$

where $\{t_i\}$ ranges over all partitions of the form $0 = t_0 < t_1 < \ldots < t_{n-1} < T \leq t_n$ with $\min_{1 \leq i \leq n} (t_i - t_{i-1}) > \delta$ and $n \geq 1$.

**Theorem A.9** (Continuity criteria for the limit in Skorokhod spaces ([22], Theorem 10.2, Chapter 3)). Let $(E, r)$ be a metric space. Let $X_n, n = 1, 2, \ldots, \text{and} \ X$ be processes with sample paths in $D([0, \infty); E)$ and suppose that $X_n$ converges in distribution to $X$. Then $X$ is a.s. continuous if and only if $J(X_n)$ converges to zero in distribution, where

$$J(x) = \int_0^\infty \left[ J(x, u) \wedge 1 \right] du$$

for

$$J(x, u) = \sup_{0 \leq t \leq u} r(x(t), x(t-)).$$
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