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I. INTRODUCTION

In contemporary data analysis in industrial and academic research we often need to work with data that has a hierarchical structure. The analysis of such data is naturally more difficult than the analysis of data with a flat structure because the schema of the hierarchically organized dataset may possess important information which is lost if we ignore it. A common task of a dataset analysis is to evaluate the difference between two of its instances. If the dataset has a flat structure and consists of numerical vectors, appropriate distance function from vector spaces can be used. Similarly, we can utilize the Levenshtein edit distance[1] for comparison of two strings, etc. However, this task gets significantly more challenging when we consider hierarchically structured data consisting of fields of multiple data types. Because the schema of hierarchically organized data has a form of a rooted tree, the applicable distance function may belong to the class of *tree edit distances* (TED). These distance functions are widely studied topic in the literature [2] and are a special case of more general edit distances on graphs [3].

There are many formats which allow for the hierarchical organization of data, e.g., JSON[14], XML[15], YAML[16] or Apache Parquet[17]. In this work we focus on the JSON format which is arguably one of the most widely used. Interestingly, despite a significant body of research on TED, we are not aware of any implementation of TED applicable to hierarchically structured data in the JSON format apart from the approximate solution by Augsten et al. [4] [5] which was implemented in a Python package *jqgram* [18].

Nowadays, data analysis is a common part of a work on a machine learning (ML) problem. Solving ML problems on data with hierarchical structure is as challenging as the data analysis for the very same reason. Successful and generally applicable ML frameworks were missing, until recently, when Hierarchical multi-instance learning (HMIL) paradigm was developed. [6] [7] It allows for end-to-end ML in AutoML fashion on hierarchically ordered data which contain structural
elements in form of bags of equivalent observations (instances).

In this work, we present TED applicable to hierarchically structured data that is expressed in the JSON format and compatible with the HMIL framework. In practical terms the HMIL framework compatibility means that all JSON elements of the Array data type are interpreted as unordered bags. A more detailed discussion of the notion of HMIL compatibility can be found further in the text.

The manuscript is organized as follows: Section II compares the JSON format with the HMIL framework and defines a mapping between them. It also outlines relevant parts of the TED research and explains why they are not applicable to our case. In section III we define the edit distance applicable to data in JSON format compatible with the HMIL framework. Section IV presents an algorithm for calculating the distance and proof that the distance is minimal. The concluding section V reviews the proposed solution, presents a recipe for computation and discusses possible applications.

II. RELATED THEORY

A. Comparison of JSON format and HMIL framework

1. JSON sample

The JSON format recognizes elementary data types Boolean, Number, String and null. It also recognizes two composite data types Object and Array. Object is a key-value dictionary in which the key is String and value is any JSON data type. Array is an ordered sequence of elements of any JSON data type. Empty Object or Array is allowed as well. A JSON sample is a hierarchical structure consisting of elements of elementary or composite data types.

We define JSON schema as an abstract representation of a JSON sample capturing its hierarchy, used data types of its structural elements and names of labels.
2. **HMIL sample**

As noted in the introduction, the HMIL paradigm was developed to allow for AutoML on data with hierarchical structure. This paradigm was implemented in a set of Julia libraries under a common name Hierarchical Multi-instance Learning Library (HMill) [20]. Let us describe the AutoML procedure within the HMill implementation: It begins by discovering the underlying schema of structural organization obeyed by all samples of the input dataset and represents it in *HMill schema*. The HMill schema is then utilized to automatically create appropriate neural network model with precise topology and also to map samples of the input dataset into *HMill samples*. Finally, the mapped HMill samples are used to train the model.

Every HMill sample has a structure of a tree composed of three types of abstract data nodes — *array node*, *bag node* and *product node*. In this tree, leaves are of type array node. Array nodes store information of elementary data types, categorical variables or numerical vectors and embed it into a relevant vector space. Inner nodes are formed by nodes of type bag node or product node and store the structural information. The bag node represents an unordered collection of elements of some type of the abstract data nodes. The product node represents an ordered tuple joining independent elements of abstract data node type.

For simplicity and clarity of the following discussion we define a notion of *HMIL sample* which is an equivalent of the HMill sample with the only difference that the array node of the HMIL sample is just a data container and lacks the data
embedding functionality. By doing this we restrain ourselves from technical discussions about the implementation of the embedding with no impact on the presented results of this work.

Similarly to the case of JSON samples, we can define a notion of HMIL schema. As a result we can also define a notion of HMIL sample or set of HMIL samples obeying a particular HMIL schema.

3. Mapping of JSON sample into HMIL sample and HMIL compatibility

In order to proceed further we define an isomorphism $\phi : \mathcal{J} \rightarrow \mathcal{H}$, where $\mathcal{J}$ is a set of all JSON samples and $\mathcal{H}$ is a set of all HMIL samples. It allows us to map any JSON sample $J \in \mathcal{J}$ into a HMIL sample $H = \phi(J)$, $H \in \mathcal{H}$. The key principles of the isomorphism $\phi$ are the following:

- Field of elementary data type is mapped into the array node with the corresponding data type.

- Composite data type Object is mapped into the product node. That is because the JSON Object is a key-value dictionary which can be ordered by keys and every of its values is an independent JSON data type. Similarly, product node represents an ordered tuple of independent elements of abstract data node type.

- Composite data type Array is mapped into the bag node. We treat every JSON Array as an unordered collection of elements of a particular JSON data type. Thus it can be mapped into a bag node which represents an unordered collection of elements of particular abstract data node type.

The defined mapping of the JSON Array type in $\phi$ has important consequences. Despite the JSON Array is defined as an ordered sequence of elements, it may be utilized to contain elements where ordering is irrelevant. We argue that it is indeed
commonly used this way. The defined isomorphism $\phi$ is correct for datasets where ordering in all its JSON Array elements is irrelevant. We call such datasets \textit{HMIL compatible}. The proposed edit distance is correct for JSON samples from HMIL compatible datasets.

B. Tree edit distances

The most commonly studied tree structure with respect to TED is a \textit{rooted labeled tree} (RLT) with labeled nodes and edit operations[2]:

- \textit{Relabel}: Change the label of a node of the tree.
- \textit{Delete}: Delete a non-root node $v$ of the tree with parent $v'$. Connect all the children of $v$ with the parent $v'$.
- \textit{Insert}: Insert a node $v$ in the tree so that it has parent $v'$. Reconnect some of the children of $v'$ to be children of $v$.

This means that we are allowed to delete or insert inner nodes of the tree. However, other problem settings were considered as well, e.g., Selkow [8] studied the edit distance problem where only deletions/insertions of the leaves or sub-trees were allowed.

Literature recognizes two types of RLT — ordered and unordered. For ordered RLT every node of the tree has exact left-to-right ordering of its children. For unordered RLT none of the nodes has its children ordered. This property has huge impact on the algorithmic complexity of the edit distance computation. It was proven that for unordered RLT the computation of the edit distance is NP-hard problem [9], whereas in the ordered case algorithms with polynomial asymptotic complexity were found [10] [11].
III. EDIT DISTANCE

In order to define the edit distance $d_J : \mathcal{J} \times \mathcal{J} \rightarrow \mathbb{R}_{\geq 0}$ on JSON samples of HMIL compatible dataset we need to find a way how to represent any HMIL sample as a RLT structure and also to define a suitable edit distance on such RLT structures. This in technical terms means that we aim to find appropriate isomorphism $\psi : \mathcal{H}_{\phi(\mathcal{J})} \rightarrow \mathcal{T}$ which maps $\mathcal{H}_{\phi(\mathcal{J})} = \{\phi(J), \forall J \in \mathcal{J}\}$, $\mathcal{H}_{\phi(\mathcal{J})} \subset \mathcal{H}$, into a set of all RLT structures $\mathcal{T}$. We also need to define edit operations applicable to the mapped RLT $\mathcal{T}_{\psi \circ \phi(\mathcal{J})} = \{\psi(H), \forall H \in \mathcal{H}_{\phi(\mathcal{J})}\}$, $\mathcal{T}_{\psi \circ \phi(\mathcal{J})} \subset \mathcal{T}$, which induce correct TED $d : \mathcal{T} \times \mathcal{T} \rightarrow \mathbb{R}_{\geq 0}$. Finally, the corresponding edit distance on JSON samples equals $d_J(J_1, J_2) = d(\psi \circ \phi(J_1), \psi \circ \phi(J_2)); J_1, J_2 \in \mathcal{J}$.

We argue that none of the RLT structures studied in the literature (see subsection II.B) is a valid target $\mathcal{T}_{\psi \circ \phi(\mathcal{J})}$ in our use case for several reasons. First two reasons are connected to the RLT structures and the last one to the allowed edit operations:

1. In general, HMIL compatible JSON sample can not be isomorphic to RLT which is exclusively ordered or unordered. The HMIL mapping maps JSON type Object to ordered product node and Array to unordered bag node. We must define TED on a tree structure which allows for nodes of both ordered and unordered type.

2. HMIL compatible JSON sample is isomorphic to a HMIL sample in which the inner nodes store only the structural information and elementary information is stored in the array nodes. Similarly, the corresponding RLT must contain the elementary information only in its leaves.

3. When evaluating TED between two HMIL compatible JSON samples which obey the same HMIL schema we want to be sure that any sequence of edit operations applied to them produces a sample which follows the HMIL schema. We call such edit operations schema-preserving operations.
Given the listed restrictions we define the following mapping of HMIL sample into RLT and schema-preserving edit operations which induce the appropriate TED.

**A. Mapping of HMIL sample into RLT**

Let us define three node types a tree $T$ may consist of: Bag, Object and Value. We define several functions acting on the nodes. Function $\nu(v)$ returns the node type of a node $v$. Function $l(v)$ returns label of the node $v$. Function $\chi(v)$ returns a bag of all children of the node $v$. In addition, let us have two functions acting on the edges between nodes. Function $l(v \rightarrow w)$ returns label of the edge $v \rightarrow w$ and function $\kappa(v)$ returns a bag of all labels of edges between a node $v$ and its children $\chi(v)$. Finally, we also define data type of the label of the node $v$ which is one of those supported by the JSON format: null, Boolean, String, Number. The data type of a label $l(v)$ is obtained by function $\tau(v)$. Figure 1 illustrates an arbitrary RLT structure.

![Figure 1: A Rooted Labeled Tree](image)

FIG. 1: A Rooted Labeled Tree. The node type and node data type are represented by the node shape and color, respectively. Edges are labeled as $k_1, \ldots, k_7$. Child nodes of a Bag node are indistinguishable by their edge labels.

We define isomorphic mapping $\psi$ of a HMIL sample $H \in \mathcal{H}$ into a corresponding
RLT structure $T = \psi(H)$, $T \in \mathcal{T}$ as follows:

- Product node in $H$ is mapped into $T$ as an Object node with labeled edges that are mutually unique. If $\nu(v) = \text{Object}$ then $|\chi(v)| = |\kappa(v)|$. The labels of edges are equal to those in the corresponding JSON Object element.

- Bag node in $H$ is mapped into $T$ as a Bag node with unordered edges with no labels. If $\nu(v) = \text{Bag}$ then $\kappa(v) = \emptyset$.

- Product node and bag node in $H$ are inner nodes of the HMIL schema, they describe only the hierarchical structure. This implies that the labels of the corresponding inner nodes in $T$ have implicitly a null value. If $\nu(v) \in \{\text{Bag, Object}\}$ then $l(v) = \text{null}$.

- Array node in $H$ is mapped into $T$ as a Value node with label equal to the data type and value of the corresponding field in the JSON sample. A node of type Value has no children, thus if $\nu(v) = \text{Value}$ then $\chi(v) = \emptyset$.

Figure 2 depicts the mappings between a JSON sample, corresponding HMIL sample and a mapped RLT structure.

If the samples of the HMIL dataset obey some HMIL schema we utilize the isomorphism $\psi$ to define the corresponding RLT schema which puts structural limitations on $T_{\psi \circ \phi}(J)$. The schema-preserving edit operations are those which preserve the compatibility of $T$ with the corresponding RLT schema.

B. Schema-preserving edit operations

Edit operations which violate the RLT schema of $T$ — and subsequently the HMIL schema of the corresponding $H$ — are those that change its inner nodes. Thus, in order to define the schema-preserving edit operations we allow only those that act on the leaves of $T$. 
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FIG. 2: Three representations of arbitrary hierarchical sample. The mapping between (a) and (b) is done by $\phi$ and the mapping between (b) and (c) is realized by $\psi$. In (b), the $an$, $bn$ and $pn$ represent the array, bag and product nodes in accordance with the HMIL terminology.

We depict edit operations as $v \to v'$ where $v, v'$ are nodes of $T$. We also use a special symbol $\lambda$ to depict a non-existing node. The allowed edit operations read:

- **Relabel operation** $v \to v'$: We may change the label of a node $v$ of a type Value, $\nu(v) = \text{Value}$, to a value of the same data type $\tau(v) = \tau(v')$.
- **Delete operation** $v \to \lambda$: We may delete a leaf $v$ of $T$, i.e., a node with $\chi(v) = \emptyset$, with label of any data type and value.
- **Insert operation** $\lambda \to v$: We may insert a leaf $v$ into $T$ of any node type.

In case the dataset follows some RLT schema the resulting tree must be compatible with it.

The defined elementary edit operations can be composed into a sequence of $k \in \mathbb{N}$ operations $S = s_1 \circ s_2 \circ \ldots s_k$. By applying $S$ we transform a tree $T_1$ into $T_2$ which we depict as $T_1 \to T_2$. In this sequence, we begin with $T_1 = T_{(0)}$ and each edit operation $s_i$ performs transformation $T_{(i-1)} \to T_{(i)}$ until we reach the final
tree $T_2 = T_{(k)}$. As a corollary, the defined edit operations chain into sequences which allow only for deletion, insertion or relabeling of whole subtrees.

C. Cost function

The cost function $\gamma$ connected with relabeling, deleting or inserting a leaf of a tree may differ for every elementary type and actual compared values. We constraint $\gamma$ to be a proper distance function defined on nodes of the same type. Let us define a type function $\tau$ returning the data type of the node $v$. Then for any nodes $v_1, v_2, v_3$ of the same node type and data type the function $\gamma$ has the following properties:

$$\gamma(v_1, v_1) = 0 \quad \text{identity of indiscernibles, (1)}$$
$$\gamma(v_1, v_2) = \gamma(v_2, v_1) \quad \text{symmetry, (2)}$$
$$\gamma(v_1, v_2) \leq \gamma(v_1, v_3) + \gamma(v_3, v_2) \quad \text{triangular inequality, (3)}$$

which also implies

$$\gamma(v_1, v_2) \geq 0 \quad \text{non-negativity. (4)}$$

We extend $\gamma$ to the sequence of edit operations $S$ by $\gamma(S) = \sum_{i=1}^{\vert S \vert} \gamma(s_i)$, where the notation $\gamma(s_i)$ is a placeholder for $\gamma(v, v')$ which is cost of the edit operation $s_i$ involving nodes $v \to v'$. Finally, the distance function $d$ between trees $T_1, T_2 \in \mathcal{T}$ is defined as

$$d(T_1, T_2) = \min_{S} \{ \gamma(S) \vert S \text{ is a sequence of edit operations transforming } T_1 \text{ to } T_2 \}. (5)$$

Since $\gamma$ is a distance function $d$ is a distance function too.
D. Edit distance mapping

Similarly to literature on TED\textsuperscript{2, 11} we find it helpful to define edit distance mapping of transformation $T_1 \to T_2$ denoted as $(M, T_1, T_2)$ (or $M$ for short). It is a set of tuples of nodes from $T_1$ and $T_2$ that are related via edit operations

$$(M, T_1, T_2) = \{(v, w) | w \in T_2 \text{ is a transformation target of } v \in T_1\}, \quad (6)$$

Let us have a function $\pi(v)$ returning a parent of a node $v \in T$ if exists. The defined edit operations imply that the mapping $M$ satisfies the following properties:

1. Nodes in a tuple are of the same node type and data type, i.e., $\forall (v, w) \in M$: $\nu(v) = \nu(w)$ and $\tau(v) = \tau(w)$.
2. The mapping is one-to-one, i.e., $\forall (v_1, w_1), (v_2, w_2) \in M$: $v_1 = v_2$ iff $w_1 = w_2$.
3. Parents are part of the mapping as well, i.e., if $(v, w) \in M$ then $(\pi(v), \pi(w)) \in M$.
4. If $(v, w) \notin M$ then no descendant of $v \in T_1$ and of $w \in T_2$ is in $M$.
5. Labels of edges from parents are equal, i.e., $\forall (v, w) \in M$: if $\nu(\pi(v)) = \text{Object}$ then $l(\pi(v) \rightarrow v) = l(\pi(w) \rightarrow w)$.

Let $N_1$ and $N_2$ be the set of nodes in $T_1$ and $T_2$, respectively, not included in $M$. We can define a cost of the mapping $M$ as

$$\gamma(M) = \sum_{(v, w) \in M} \gamma(v \rightarrow w) + \sum_{v \in N_1} \gamma(v \rightarrow \lambda) + \sum_{w \in N_2} \gamma(\lambda \rightarrow w). \quad (7)$$

Following the proof in \textsuperscript{11} we obtain the following relation between mapping and sequence of edit operations.

**Lemma 1** If $(M, T_1, T_2)$ is a mapping of edit sequence $S$ transforming $T_1$ to $T_2$ then $\gamma(M) \leq \gamma(S)$. For any mapping $(M, T_1, T_2)$ there exists an edit sequence such that $\gamma(S) = \gamma(M)$. 

12
By combination of (5) and Lemma 1 we obtain that the minimum cost mapping is equivalent to the edit distance

\[ d(T_1, T_2) = \min_M \{\gamma(M) | (M, T_1, T_2) \text{ is an edit distance mapping}\}. \quad (8) \]

IV. ALGORITHM FOR CALCULATING THE MINIMUM COST

We label an empty tree as \( \Lambda \) and we define a function \( \rho(T) \) which returns a root node of a tree \( T \). Let us have a tree \( A \) with a root \( a = \rho(A) \) and the rest of nodes divided into a set of \( m \geq 0 \) mutually disjoint subtrees \( \{A_1, \ldots, A_m\} \). Then we have the following recursive rules evaluating the costs of creating or deleting \( A \):

\[ d(\Lambda, \Lambda) = 0, \quad (9) \]

\[ d(A, \Lambda) = \sum_{i=1}^{m} d(A_i, \Lambda) + \gamma(a, \lambda), \quad (10) \]

\[ d(\Lambda, A) = \gamma(\lambda, a) + \sum_{i=1}^{m} d(\Lambda, A_i). \quad (11) \]

Let us also have a tree \( B \) with \( b = \rho(B) \) and set of \( n \geq 0 \) mutually disjoint subtrees \( \{B_1, \ldots, B_n\} \). We have:

- If \( \nu(a) \neq \nu(b) \) then

\[ d(A, B) = d(A, \Lambda) + d(\Lambda, B). \quad (12) \]

- If \( \nu(a) = \nu(b) \land \nu(a) = \text{Value} \) then

\[ d(A, B) = \begin{cases} 
\gamma(a, b) & \text{if } \tau(a) = \tau(b), \\
\gamma(a, \lambda) + \gamma(\lambda, b) & \text{if } \tau(a) \neq \tau(b).
\end{cases} \quad (13) \]
• If $\nu(a) = \nu(b) \land \nu(a) = \text{Object}$ then

$$d(A, B) = \sum_{i=1}^{m} \sum_{j=1}^{n} d(A_i, B_j) \delta (l(a \rightarrow \rho(A_i)), l(b \rightarrow \rho(B_j)))$$

$$+ \sum_{k \in \kappa(a) \setminus \kappa(b)} \sum_{i=1}^{m} d(A_i, \Lambda) \delta (l(a \rightarrow \rho(A_i)), k)$$

$$+ \sum_{k \in \kappa(b) \setminus \kappa(a)} \sum_{j=1}^{n} d(\Lambda, B_j) \delta (l(b \rightarrow \rho(B_j)), k).$$  \hspace{1cm} (14)

Here the Kroenecker $\delta$-function reads

$$\delta(x, y) = \begin{cases} 
1 & \text{if } x = y, \\
0 & \text{otherwise.} 
\end{cases}$$ \hspace{1cm} (15)

The first contribution in (14) is a sum of distances between subtrees $d(A_i, B_j)$ which share the same edge label $l(a \rightarrow \rho(A_i))$ and $l(b \rightarrow \rho(B_j))$, respectively. The second contribution is a sum of deletion costs $d(A_i, \Lambda)$ of subtrees $A_i$ which do not have edge label $l(a \rightarrow \rho(A_i))$ in $\kappa(b)$. Similarly, the third contribution is a sum of insertion costs $d(\Lambda, B_j)$ of subtrees $B_j$ which do not have edge label $l(b \rightarrow \rho(B_j))$ in $\kappa(a)$.

• If $\nu(a) = \nu(b) \land \nu(a) = \text{Bag}$ then

$$d(A, B) = \sum_{i,j=1}^{\max(m,n)} M_{ij} \Delta_{ij}. \hspace{1cm} (16)$$

Here $\Delta$ is a square matrix of distances with $\text{rank}(\Delta) = \max(m,n)$ and elements

$$\Delta_{ij} = \begin{cases} 
d(A_i, B_j) & \text{for } 1 \leq i \leq m \text{ and } 1 \leq j \leq n; \\
d(A_i, \Lambda) & \text{for } 1 \leq i \leq m \text{ and } n < j \leq m, \text{ if } m > n; \\
d(\Lambda, B_j) & \text{for } m < i \leq n \text{ and } 1 \leq j \leq n, \text{ if } n > m. 
\end{cases} \hspace{1cm} (17)$$
Matrix $\mathcal{M}$ is minimum cost mapping of $\Delta$ with elements $\mathcal{M}_{ij} \in \{0, 1\}$. The mapping can be found by application of, e.g., Hungarian\textsuperscript{[12]} or BlossomV\textsuperscript{[13]} algorithm.

An illustration of the edit distance calculation between two rooted labeled trees is included in Appendix A.

A. Proof of the minimum cost

Our aim is to prove that equations (12)-(14) and (16) calculate costs of the minimum cost mapping $(M, A, B)$ and hence the edit distance $d(A, B)$ as defined in (8). The situation $\nu(a) \neq \nu(b)$ implies not only that $(a, b) \notin M$ but consequently that $M = \emptyset$. The equation (12) is a direct application of (7) to such case. The situation $\nu(a) = \nu(b) \land \nu(a) = \text{Value}$ leads to a mere evaluation of the difference of the particular Value nodes in (13). The situation $\nu(a) = \nu(b) \land \nu(a) = \text{Object}$ is also straightforward because all nodes $(\rho(A_i), \rho(B_j))$ that share the same edge label $l(a \rightarrow \rho(A_i)) = l(b \rightarrow \rho(B_j))$ also belong to the mapping $(\rho(A_i), \rho(B_j)) \in M$. Again, the equation (14) is a direct application of (7). The last situation $\nu(a) = \nu(b) \land \nu(a) = \text{Bag}$ is resolved by calculating the cost according to the found minimum cost mapping of subtrees $\{A_1, \ldots, A_m\} \cup \{\Lambda\}$ to $\{B_1, \ldots, B_n\} \cup \{\Lambda\}$. We conclude that the calculated cost in each situation represents the cost of the minimum cost mapping and thus is equal to the distance $d(A, B)$.

V. CONCLUSION

In this work, we have developed an edit distance applicable to JSON samples compatible with the HMIL framework. By HMIL compatibility we mean that all elements of JSON Array data type are interpreted as unordered bags. The distance between two JSON samples $J_1$ and $J_2$ is calculated first by representing them as
rooted labeled trees $T_1 = \psi \circ \phi(J_1)$ and $T_2 = \psi \circ \phi(J_2)$ and then by applying formulas depicted in (12)-(14) and (16) recursively.

The proposed edit distance is applicable to any task where exact evaluation of the difference between hierarchically organized and HMIL compatible data is needed. An example of the use case within the HMIL framework is to use this edit distance to gain insight into the distribution of the training data. This can help to adjust the sampling of the dataset so that a sufficient number of samples is selected into the training of the HMIL model also from the weakly populated regions of the dataset phase space.
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Appendix A: Example of the edit distance calculation

Let us now describe an example of the calculation of the edit distance between two RLT structures $T_1$ and $T_2$ as defined by formula (8). Figure 3 captures the edit distance mapping $(M, T_1, T_2)$. For illustration purposes, we define the cost of edit operations for two nodes $u$ and $v$ of the same node type and data type (including the null node $\lambda$) to $\gamma(u, v) = 1$. For simplicity, all operations of the edit sequence $S$ are depicted together in Figure 3. In this example, the edit sequence $S = S_1 \circ S_2 \circ S_3$ may be divided into three sequences of related edit operations:

- Node relabel operation ($S_1$): Change of a String Value node label in $T_1$ from value "A" to "B" in $T_2$. According to the equation (13), the cost of this operation equals $\gamma(\text{"A"}, \text{"B"}) = 1$.

- Bag node removal ($S_2$): Two Bag nodes (and all their child nodes) are removed from $T_1$. In accordance with equation (10), this operation consists of the edit sequence $S_2 = s_1 \circ s_2 \circ \cdots \circ s_6$ with operations $s_1, \ldots, s_4$ removing a Value node and $s_5, s_6$ removing a leaf Bag node. For each removed node $v$ the total edit distance increases by $\gamma(v, \lambda) = 1$.

- Insertion of an Object node with one child node ($S_3$): The edit distance is increased by two, as described in equation (11). First, an Object node with no children is inserted into $T_1$. Then, a Value node is inserted into the recently added Object node. The edge labels $k_8$ and $k_9$ are arbitrary in this case.

As a result, the edit distance between $T_1$ and $T_2$ equals $d(T_1, T_2) = 9$. 
FIG. 3: Tree edit distance mapping \((M, T_1, T_2)\). Dashed lines represent edit operations. The color and shape of a node represents the node data type and node type respectively as shown in Figure 1.