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Abstract

Thermal engineering of quantum devices has attracted much attention since the discovery of quantized thermal conductance of phonons. Although easily submerged in numerous excitations in macro-systems, quantum behaviors of phonons manifest in nanoscale low-dimensional systems even at room temperature. Especially in nano transport devices, phonons move quasi-ballistically when the transport length is smaller than their bulk mean free paths. It has been shown that phonon nonequilibrium Green’s function method (NEGF) is effective for the investigation of nanoscale quantum transport of phonons. In this tutorial review two aspects of thermal engineering of quantum devices are discussed using NEGF methods. One covers transport properties of pure phonons; the other concerns the caloritronic effects, which manipulate other degrees of freedom, such as charge, spin, and valley, via the temperature gradient. For each part, we outline basic theoretical formalisms first, then provide a survey on related investigations on models or realistic materials. Particular attention is given to phonon topologies and a generalized phonon
NEGF method. Finally, we conclude our review and summarize with an outlook.
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1 Introduction

Rapid developments of nano devices and experimental techniques have sparked both research interests and urgent needs in thermal engineering of low-dimensional devices. As the smallest lateral feature sizes of devices approach 10 nm, the chip-level power density reaches $10^2$ W/cm$^2$, which is comparable to that of a nuclear reactor. Without efficient heat dissipation, such high power density is detrimental to the stability, reliability, and performance of nano devices. Hence, it is necessary to investigate the thermal transport properties of nano structures based on silicon and other materials which are promising for replacing silicon in the next-generation of electronics. This demand has created a significant amount of theoretical and experimental research on low-dimensional systems, which not only show great potential for realistic applications, but also provide a platform for investigating fundamental physics.

From the aspect of realistic applications, materials with high thermal conductance/conductivity are needed for heat dissipation in highly integrated electronic circuits, but those with low thermal conductance/conductivity are favorable for thermoelectric applications. In fact, thermal conductivity of low-dimensional materials is much more wide-ranged than those of three-dimensional (3D) bulk materials. For example, graphene has exceedingly high thermal conductivity of up to about $5 \times 10^3$ W/m·K, which is more than two times larger than that of natural diamond. By contrast, thermal conductivities of silicon nanowires with rough surfaces can be reduced by 100 times compared to that of bulk silicon.
From the aspect of fundamental physics, low-dimensional systems display various quantum behaviors of phonon transport which are drastically distinct from the classical ones. The first is the breakdown of the classical Fourier’s law of heat conduction, which indicates that the heat flux density driven by a temperature gradient is determined by the geometry-independent thermal conductivity. In 2008, Chang et al. presented evidence for the breakdown of the classical Fourier’s law in quasi-1D materials, such as multiwalled carbon and boron-nitride nanotubes, where thermal conductivities depend on the length of nanotubes.\textsuperscript{11} Size dependence of thermal conductivity was also shown in 2D materials afterwards.\textsuperscript{12} The second is the quantum ballistic transport in low-dimensional systems, which is different from the classical diffusive transport in 3D bulk materials. Thermal conductance was predicted to be quantized at low temperatures in the ballistic phonon regime.\textsuperscript{13–17} This prediction was convinced in 2000, when Schwab et al. experimentally observed the quantum of thermal conductance in suspended silicon nitride membrane.\textsuperscript{18} The last, but not the least, is about quantum confinement of phonons. In 2000, Hone et al. showed indications of a quantized 1D phonon spectrum in single-walled carbon nanotubes (CNTs).\textsuperscript{19} Also in 2005, significant phonon confinement effects in silicon nanowires down to 4 nm in diameter were reported using Raman microscopy studies.\textsuperscript{20}

Among this research, of particular interest is thermal engineering in low-dimensional quantum devices, which can be classified into two classes: (i) manipulating phonons to engineer phonon conduction or design phonon circuits;\textsuperscript{21} (ii) manipulating other degrees of freedom, such as charge, spin,\textsuperscript{21–25} and valley,\textsuperscript{26} with the aid of temperature gradient. Nonequilibrium Green’s function method is an effective tool for studying the quantum thermal engineering of nanoscale systems. In this review, we aim to give a detailed summary of the phonon nonequilibrium Green’s function (NEGF) method and the applications of the NEGF method for electrons on thermal engineering of quantum devices. First, we briefly introduce the phonon NEGF method and its applications, then present a short discussion on generalizing the phonon NEGF method for topological phonon devices. Second, we illustrate how basic concepts of thermoelectricity generally apply to valley and spin caloritronics. Finally, we conclude with an outlook. To further stimulate the research interest in this field and make this review appeal to a broader audience, we describe the formalism as detailedly as possible. People who are already familiar with the phonon NEGF method can directly skip Section 2.1 to other parts.

2 Phononic devices

2.1 Phonon NEGF Method

Boltzmann transport equation method (BTE)\textsuperscript{27–29} and molecular dynamics (MD) method\textsuperscript{110–112} are two effective methods for studying thermal transport. The BTE method deals with diffusive transport and provides accurate thermal
conductivity for bulk systems. The classical MD method naturally incorporates nonlinearity and works at high temperatures where classical behaviors dominate. For low-dimensional systems where quantum effects become important, the phonon NEGF method is effective in a whole diffusive-to-ballistic regime. There are also other methods, such as continuum models for elastic waves, and hydrodynamic models based on thermomass theory. In the following, we give a basic formalism of the phonon NEGF method and introduce its application in the study of low-dimensional systems.

2.1.1 Hamiltonian of a harmonic-vibrating system

The Hamiltonian of a vibrating system can generally be written into two parts

\[ H = T + V, \]  

where \( T \) is kinetic energy, and \( V \) is the potential energy. Expanding the potential in powers of displacements of atoms around the equilibrium positions, we have

\[ H\left(\{R_I\}_{I=1}^N\right) \approx \sum_{I=1}^N \sum_{\alpha=xyz} \frac{p_{I\alpha}^2}{2M_I} + \frac{1}{2} \sum_{I\alpha,J\beta} \frac{\partial^2 V}{\partial R_{I\alpha} \partial R_{J\beta}} \eta_{I\alpha} \eta_{J\beta}, \]  

where \( \{R_I\}_{I=1}^N \) is an assembly of atomic positions, \( R_I \) is the position vector of the \( I^{th} \) atom, \( p_{I\alpha} \) is the momentum of the \( I^{th} \) atom along the \( \alpha \) axis \( (\alpha = x, y, z) \), and \( \eta_{I\alpha} = R_{I\alpha} - R_{I\alpha}^0 \) indicates the displacement with respect to the equilibrium position of the \( I^{th} \) atom. The constant energy term is omitted, which does not influence the dynamics of the system. The first-order term of \( \eta_{I\alpha} \) is zero at the equilibrium position. In order to reduce the information about atomic masses, one may introduce mass-weighted displacements, momenta, and the dynamical matrix as

\[ u_{I\alpha} \equiv \sqrt{M_I} \eta_{I\alpha}, \quad v_{I\alpha} \equiv \dot{u}_{I\alpha} = \frac{p_{I\alpha}}{\sqrt{M_I}}, \]  

\[ D_{I\alpha,J\beta} \equiv \frac{1}{\sqrt{M_I M_J}} \frac{\partial^2 V}{\partial R_{I\alpha} \partial R_{J\beta}} \Bigg|_0, \]  

and the original Hamiltonian in Equation 2 can be written in a compact form as

\[ H\left(\{R_I\}_{I=1}^N\right) = \sum_{I=1}^N \sum_{\alpha=xyz} \frac{1}{2} v_{I\alpha}^2 + \frac{1}{2} \sum_{I\alpha,J\beta} D_{I\alpha,J\beta} u_{I\alpha} u_{J\beta}. \]  

The displacements and momenta operators satisfy

\[ [\hat{\eta}_{I\alpha}, \hat{p}_{J\beta}] = -i\hbar \delta_{I\rho} \delta_{\alpha\beta}, \]  

\[ [\hat{\eta}_{I\alpha}, \hat{\eta}_{J\beta}] = 0, \quad [\hat{p}_{I\alpha}, \hat{p}_{J\beta}] = 0, \]  

\[ [\hat{p}_{I\alpha}, \hat{p}_{J\beta}] = 0. \]
then the mass-weighted ones have a similar relation as
\[
\begin{align*}
[\hat{u}_{J\beta}, \hat{v}_{I\alpha}] &= \left[ \sqrt{M_J} \hat{y}_{J\beta}, \hat{p}_{I\alpha} \right] = i\hbar \delta_{J\beta} \delta_{\alpha\beta}, \\
[\hat{u}_{I\alpha}, \hat{u}_{J\beta}] &= 0, \quad [\hat{v}_{I\alpha}, \hat{v}_{J\beta}] = 0.
\end{align*}
\] (8)
(9)

### 2.1.2 Thermal current in terms of Green’s function

**Thermal current.** For a two-probe system consisting of the left \((L)\) and right \((R)\) thermal leads, connected by a long central region (Figure 1) so that the interaction between two leads become negligible, the Hamiltonian can be expressed as

\[
\hat{H} = \hat{H}_L + \hat{H}_R + \hat{H}_C + \hat{V}_{LC} + \hat{V}_{CR}
\] (10)

with

\[
\begin{align*}
\hat{H}_{L/R/C} &= \sum_{I \in N_{L/R/C}} \sum_{\alpha = xyz} \frac{1}{2} \hat{v}_{I\alpha}^2 \\
&+ \frac{1}{2} \sum_{I,J \in N_{L/R/C}} \sum_{\alpha,\beta = xyz} \hat{u}_{I\alpha} D_{I\alpha,J\beta} \hat{u}_{J\beta}, \\
\hat{V}_{LC} &= \frac{1}{2} \left( \sum_{I \in C} + \sum_{I \in L} \right) \sum_{\alpha,\beta} \hat{u}_{I\alpha} D_{I\alpha,J\beta} \hat{u}_{J\beta}, \\
\hat{V}_{CR} &= \frac{1}{2} \left( \sum_{I \in R} + \sum_{I \in C} \right) \sum_{\alpha,\beta} \hat{u}_{I\alpha} D_{I\alpha,J\beta} \hat{u}_{J\beta}.
\end{align*}
\] (11)
(12)
(13)

When written in the matrix form, the dynamical matrix of the system is [see Figure 1(a)]

\[
D = \begin{pmatrix}
D_{LL} & D_{LC} & 0 \\
D_{CL} & D_{CC} & D_{CR} \\
0 & D_{RC} & D_{RR}
\end{pmatrix}
\] (14)

with dimensions of each block indicated by

\[
\begin{pmatrix}
sN_L \times sN_L & sN_L \times sN_C & sN_L \times sN_R \\
sN_C \times sN_L & sN_C \times sN_C & sN_C \times sN_R \\
sN_R \times sN_L & sN_R \times sN_C & sN_R \times sN_R
\end{pmatrix}.
\] (15)

Here, \(s\) stands for the number of oscillating degrees of freedom for each atom, and \(N_{L/C/R}\) is the number of atoms in the \(L/C/R\) region. Normally, \(L\) and \(R\) are supposed to be phonon reservoirs, having infinite degrees of freedom, \(i.e., N_{L/R} = +\infty.\)
The phonon current flowing out of a thermal lead, such as lead $L$, can be measured by the variation of energy in the thermal lead:

$$J_L (t) = \sum_{I \in L} J_I (t) = - \left\langle \frac{d\hat{H}_L}{dt} \right\rangle.$$  
(16)

The change rate of $\hat{H}_L$ can be evaluated by utilizing the Heisenberg equation:

$$J_L (t) = -\frac{1}{\hbar} \left\langle [\hat{H}_L, \hat{V}_{L\alpha\beta}] \right\rangle = \frac{1}{2} \lim_{t' \to t} \frac{\partial}{\partial t} \sum_{I \in L, J \in C} \sum_{\alpha, \beta} \langle \hat{u}_{I\alpha} (t') \hat{u}_{J\beta} (t) \rangle$$

$$+ D_{J\beta,I\alpha} \langle \hat{u}_{J\beta} (t) \hat{u}_{I\alpha} (t') \rangle \rangle. \tag{17}$$

This formula can be rewritten in the form of Green’s functions as

$$J_L (t) = \frac{1}{2} \lim_{t' \to t} \frac{\partial}{\partial t} \left[ \sum_{I \in L, J \in C, \alpha, \beta} i\hbar D_{I\alpha,J\beta} G_{J\beta,I\alpha}^< (t,t') \right.$$

$$\left. + i\hbar D_{J\beta,I\alpha} G_{I\alpha,J\beta}^< (t',t) \right] = \frac{1}{2} \lim_{t' \to t} \frac{\partial}{\partial t} \text{Tr} \left[ i\hbar D_{LC} G_{CL}^< (t,t') + \text{h.c.} \right], \tag{18}$$

where "$\text{h.c.}$" is short for Hermitian conjugate, and the lesser Green’s function is defined as:

$$G_{J\beta,I\alpha}^< (t,t') \equiv -\frac{1}{\hbar} \langle \hat{u}_{I\alpha} (t') \hat{u}_{J\beta} (t) \rangle. \tag{19}$$

The bracket $\langle \cdot \rangle = \text{Tr} [\rho \cdot]$ averages over nonequilibrium density matrix $\rho$, and the operators $\hat{u}_{I\alpha/J\beta} (t)$ are in the Heisenberg representation. For steady state, the system is time-translational invariant, which requires that

$$G(t,t') = G(t-t'). \tag{20}$$

Thus, Fourier transform can be carried out to get

$$G_{J\beta,I\alpha} (t,t') = G_{J\beta,I\alpha} (t-t')$$

$$= \int_{-\infty}^{+\infty} G_{J\beta,I\alpha} (\omega) e^{-i\omega(t-t')} \frac{d\omega}{2\pi}. \tag{21}$$

Using the Fourier transform of the lesser Green’s function in Equation (18), we have

$$J_L (t) = -\frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \cdot \hbar \omega \cdot \text{Tr} [D_{LC} G_{CL}^< (\omega) + \text{h.c.}]. \tag{22}$$
In NEGF formalism, it is generally assumed that the transporting system is at equilibrium at the remote past \((t = -\infty)\), and at some point it is applied with nonequilibrium Hamiltonian and nonequilibrium transport starts.\(^{[50,51]}\) For phonon transport, it is more reasonable to assume that the thermal leads and the central region are disconnected in the remote past, then connected to each other at some time \(t_0\). In this way, both thermal leads serve as reservoirs with well-defined constant temperatures. For steady-state transport, one should focus on time region \(t \gg t_0\), where time-translational invariance can be assumed and utilized. For simplicity, we do not introduce time-ordered and contour-ordered Green’s functions here. However, both of them are extremely important for time-dependent phenomena where perturbation theory is needed.

**Thermal current in terms of central-region quantities.** Note that Equation (18) is applicable to both steady and transient problems, but Equation (22) is only valid for steady-state transport. One problem for both Equations (18) and (22) is that usually the matrixes \(D_{LC}\) and \(G_{CL}^<\) have infinite dimensions, which makes realistic calculations difficult. Consequently, transforming the equation into an expression of matrixes with finite dimensions is necessary. For this purpose, we can apply the Dyson equation to use quantities of the central region instead:

\[
G_{CL} = G_{CC}D_{CL}g_L, \tag{23}
\]

where \(G_{CC}\) is the Green’s function for the central region, and \(g_L\) is the Green’s function of the left lead without attachment to the central region. According to the Langreth theorem,\(^{[50]}\) we further have

\[
G_{CL}^\gamma = G_{CC}^\gamma D_{CL}g_L^\gamma + G_{CC}^\gamma D_{CL}g_L^\gamma, \tag{24}
\]

where “\(r\)” and “\(a\)” stand for “retarded” and “advanced”, respectively. Correspondingly, we get

\[
G_{CL}^\gamma D_{LC} = G_{CC}^\gamma D_{CL}g_L^\gamma D_{LC} + G_{CC}^\gamma D_{CL}g_L^\gamma D_{LC} = G_{CC}^\gamma \Sigma_L^\gamma + G_{CC}^\gamma \Sigma_L^\gamma, \tag{25}
\]

with self-energies defined as \((l = L,R; \gamma = r,a,>,<)\)

\[
\Sigma_\gamma^l = D_{CL}g_L^\gamma D_{LC}. \tag{26}
\]

Note that in calculations of realistic materials, \(g_L^\gamma\) can be effectively replaced by the surface Green’s function of lead \(l\) and \(D_{CL}\) be replaced by the interaction between the central region and the surface layer of lead \(l\). Substituting Equation (25) into Equation (22), we have\(^{[51]}\)

\[
J_L(t) = -\int_{0}^{+\infty} \frac{d\omega}{2\pi} \cdot \hbar \omega \cdot Tr \left[ G^r(\omega) \Sigma_L^r(\omega) + G^<(\omega) \Sigma_L^a(\omega) \right] \]
\[
+ G^<(\omega) \Sigma_L^a(\omega) + h.c.] \tag{27}
\]

\[
= -\int_{0}^{+\infty} \frac{d\omega}{2\pi} \cdot \hbar \omega \cdot Tr \left[ (G^r - G^a) \Sigma_L^< \right]
\]
\[
+ G^<(\Sigma_L^a - \Sigma_L^r) \right]. \tag{28}
\]
Without causing ambiguity, we have omitted the subscript \( "CC" \) of \( G_{\gamma} \) and shall follow this convention hereinafter. Note that the integration is now restricted to be within the range \( \omega \sim [0, \infty) \) due to the symmetry of the integration kernel. The thermal current is now expressed in terms of central-region quantities through the introduction of self-energies.

By further using the following equations \([50,52]\)

\[
G^r - G^a = G^> - G^<, \tag{29}
\]
\[
\Sigma^r_\alpha - \Sigma^a_\alpha = \Sigma^>_{\alpha} - \Sigma^<_{\alpha}, \tag{30}
\]

Equation (28) can be written in the form of Meir-Wingreen formula: \([50,52]\)

\[
J_L (t) = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \cdot \hbar \cdot \text{Tr} \left[ G^< (\omega) \Sigma^r_L (\omega) \right. \\
\left. - G^> (\omega) \Sigma^< L (\omega) \right]. \tag{31}
\]

Equations (28) and (31) have also been used for systems beyond the harmonic approximation. \([51]\)

**Landauer-like equation.** The retarded and advanced Green’s functions of a whole system in the frequency domain for a steady-state transport are obtained as

\[
G^r,a_{\text{whole}} (\omega) = \left[ (\omega \pm i0^+)^2 \mathbf{I} - D_{\text{whole}} \right]^{-1}, \tag{32}
\]

where \( \mathbf{I} \) represents an identity matrix and \( 0^+ \) is an infinitesimal positive number. The Green’s function of the central region is the projection of \( G^r,a_{\text{whole}} \) at the central region. It can be effectively obtained by taking into account the self-energies from left and right leads: \([53,54]\)

\[
G^r,a = \left[ (\omega \pm i0^+)^2 \mathbf{I} - D_{CC} - \Sigma^r,a \right]^{-1}, \tag{33}
\]

where \( \Sigma^r,a = \Sigma^r_L + \Sigma^r_R \) is the total self-energy of thermal leads. The phonon bandwidth function is related to the imaginary part of self-energies,

\[
\Gamma_l = i \left( \Sigma^r_L - \Sigma^r_R \right). \tag{34}
\]

Below we also list several other very useful equations, including the Keldysh equation, \([53,54]\)

\[
G^< (\omega) = G^r (\omega) \Sigma^< (\omega) G^a (\omega), \tag{35}
\]

and

\[
G^r - G^a = G^r \left[ (G^a)^{-1} - (G^r)^{-1} \right] G^a \\
= G^r \left[ (\omega - i0^+)^2 \mathbf{I} - \Sigma^a - (\omega + i0^+)^2 \mathbf{I} + \Sigma^r \right] G^a \\
= G^r (\Sigma^r - \Sigma^a) G^a \\
= -iG^r \Gamma G^a. \tag{36}
\]
In addition, the lesser self-energy for thermal lead $l$ is

$$\Sigma_l^\ast (\omega) = -if_{BE,l} (\omega) \Gamma_l (\omega),$$  

(37)

where $f_{BE,l} (\omega) = 1/\left[ \exp(\hbar \omega/k_B T_l) - 1 \right]$ is the Bose-Einstein distribution function for Bosons in thermal lead $l$, and $k_B$ is the Boltzmann constant. With the help of Equations (34)-(37), Equation (28) can be further simplified to the Landauer-like formula:  

$$J_L (t) = \int_0^{+\infty} \frac{d\omega}{2\pi} \omega \left[ f_{BE,L} (\omega) - f_{BE,R} (\omega) \right] \cdot \Xi_{ph} (\omega)$$  

(38)

with phonon transmission function expressed in the form of the Caroli formula:  

$$\Xi_{ph} (\omega) = \text{Tr} \left[ \Gamma_L (\omega) G_{CC}^< (\omega) \Gamma_R (\omega) G_{CC}^a (\omega) \right].$$  

(39)

This formula is only applicable to quasi-ballistic cases, where inelastic processes, such as electron-phonon scattering described by

$$H_{e-ph}^C = \varepsilon_0 d^\dagger d + d^\dagger d \sum_q M_q (a^\dagger_q + a_{-q})$$  

(40)

in a single-level quantum dot with $d^\dagger (d)$ creating (annihilating) an electron in the central quantum dot and $a^\dagger_q (a_{-q})$ creating (annihilating) a phonon with wavevector $q(-q)$, are excluded. By using an ideal transmission function, Equation (38) provides us with an upper limit for the thermal current in a given system.  

**Local thermal current.** In the section above, we have obtained the expression for total thermal current. Similarly, local thermal current can be obtained following the same procedure. Thermal current flowing out of the $I^{th}$ atom is

$$J_I (t) = -\left\langle \frac{d\hat{H}_I}{dt} \right\rangle.$$  

(41)

Using the Heisenberg equation, the steady-state thermal current can be written out as

$$J_I (t) = \frac{-1}{2} \lim_{t' \to t} \frac{\partial}{\partial t} \sum_{J \neq I, \alpha, \beta} \left[ i\hbar D_{I\alpha,J\beta} G_{j\beta,I\alpha}^< (t, t') + h.c. \right]$$

$$= -\sum_{\alpha, \beta} \left[ \int_0^{+\infty} \frac{d\omega}{2\pi} \cdot \hbar \omega \cdot D_{I\alpha,J\beta} G_{j\beta,I\alpha}^< (\omega) + h.c. \right].$$  

(42)

Here, we transfer to frequency domain to get rid of the differentiation over $t'$. Thus, the energy transferred from the $I^{th}$ atom along the $\alpha$ direction to the $J^{th}$ $(J \neq I)$ atom on the $\beta$ direction is

$$J_{I\alpha \to J\beta} (t) = -2 \int_0^{+\infty} \hbar \operatorname{Re} \left[ D_{I\alpha,J\beta} G_{j\beta,I\alpha}^< (\omega) \right] \frac{d\omega}{2\pi}.$$  

(43)
The total thermal current flowing out of the $I$th atom to the $J$th atom is a summation over all directions
\[ J_{I \rightarrow J} (t) = \sum_{\alpha, \beta = x, y, z} J_{I \alpha \rightarrow J \beta} (t), \] (44)
and the total thermal flowing out of the $I$th atom is a summation over all atoms
\[ J_I (t) = \sum_{J \neq I} J_{I \rightarrow J} (t). \] (45)

2.1.3 Thermal conductance

Thermal conductance is measured by the ratio of thermal flux and temperature difference as
\[ K = \frac{J_{L \rightarrow R}}{T_L - T_R}. \] (46)
Thermal conductivity ($\kappa$) is thermal conductance scaled with the cross sectional area $A$ and the transport length $L$ of a given sample. \[ \kappa = K \cdot \frac{L}{A}. \] (47)
Thermal conductivity contributed by phonons ($\kappa_{ph}$) of low-dimensional material is highly dependent on geometry and size. Thermal conductance ($K_{ph}$), however, remains independent of transport length in the ballistic transport regime. To see this phenomenon more clearly, we consider a system which has tiny temperature difference between the left and right leads, $\Delta T = T_L - T_R$, and expand Equation (38) to the linear order of temperature difference around the average temperature $T = (T_L + T_R)/2$ to get
\[ J_Q \approx \frac{1}{2\pi} \int_0^{+\infty} \left. \frac{\partial f_{BE}}{\partial T} \right|_T \cdot (T_L - T_R) \cdot \hbar \omega \cdot \Xi_{ph} (\omega) \cdot d\omega. \] (48)
This equation leads to the expression for thermal conductance in the framework of phonon NEGF. \[ K_{ph} (T) = \frac{1}{2\pi} \int_0^{+\infty} \left. \frac{\partial f_{BE}}{\partial T} \right|_T \cdot \hbar \omega \cdot \Xi_{ph} (\omega) \cdot d\omega \] (49)
\[ = \frac{k_B^2 T}{\hbar} \int_0^{+\infty} \frac{x^2 e^x}{(e^x - 1)^2} \cdot \Xi_{ph} \left( \frac{x k_B T}{h} \right) \cdot dx, \] (50)
where $x = \hbar \omega / k_B T$. This formula shows that thermal conductance is a weighted integration over the phonon transmission spectrum, and the weighting factor $x^2 e^x / (e^x - 1)^2$ monotonically and rapidly decreases as the frequency of phonons increases. In fact, the weighting factor is less than $e^{-1}$ when $x > 4$ and less than
1% when $x > 9$. As a result, one may safely say that thermal conductance is mainly determined by phonons with $\hbar \omega < 10k_B T$. The integration also implies that all phonons may contribute to thermal conduction, which is distinctly different to electronic conduction, where only a small portion of states, i.e., states around the Fermi energy, contribute to conduction properties.

**Quantized thermal conductance.** Let us consider a ballistic transport system with only one phonon branch and at a very low temperature such that $k_B T < \hbar \omega_{\text{max}}$, where $\omega_{\text{max}}$ is the highest phonon frequency of the system. Intrinsic phonon transmission is $1$ from $x = \hbar \omega / k_B T = 0$ to $\hbar \omega_{\text{max}} / k_B T \gg 0$. Thus, thermal conductance of the system can be estimated to be

$$K_0(T) = \frac{k_B T}{\hbar} \int_0^{\hbar \omega_{\text{max}} / k_B T} \frac{x^2 e^x}{(e^x - 1)^2} \, dx \approx \frac{k_B T}{\hbar} \int_0^{+\infty} \frac{x^2 e^x}{(e^x - 1)^2} \, dx = \frac{\pi^2 k_B T}{3\hbar}.$$

This formalism shows that $K_0/T \approx 9.464310 \times 10^{-4}$ nW/K². $K_0(T)$ is one quantized thermal conductance at temperature $T$ and proportional to $T$, representing the upper limit of thermal conductance that a single transport channel can have. Quantized phonon thermal transport was well studied and confirmed experimentally in 2000.\[1\] In fact, quantization of thermal conductance is universal, and not just limited to thermal transport of phonons.\[13\] Recently, quantized electrical thermal transport was also revealed in a single-atom gold junction at room temperature.\[63\]

**Transmission Spectrum.** For ideal crystalline structures, ballistic transmission equals to the number of transporting channels,\[39,8\] which is

$$\Xi_{\text{ph}}(\omega) = \sum_{\alpha} \left[ \Theta(\omega - \omega_{\alpha,\text{min}}) - \Theta(\omega - \omega_{\alpha,\text{max}}) \right] = N(\omega)$$

for a (quasi-)1D system, and\[51,55\]

$$\Xi_{\text{ph}}(\omega) = \sum_{\alpha,\mathbf{k}_\perp} \Xi_{\alpha,\mathbf{k}_\perp}(\omega) \left[ \Theta(\omega - \omega_{\alpha,\text{min}}) - \Theta(\omega - \omega_{\alpha,\text{max}}) \right]$$

for a 2D or 3D system. Summation is carried out over phonon branches $\alpha$ and transverse $k$-vectors $\mathbf{k}_\perp$.

**Multi-probe systems.** From the derivation of thermal currents in previous sections, one can see that Equations (16) and (22) should be in the same form regardless of the number of thermal leads so long as there is no direct interaction between leads. The only thing that one needs to be concerned with is that the total self-energy should include self-energies of all probes now. The thermal current flowing from thermal probe $l$ to $l'$ is\[60,63\]

$$J_{Q;l\to l'} = \frac{1}{2\pi} \int_0^{+\infty} \left[ f_{BE;l}(\omega) - f_{BE;l'}(\omega) \right] \cdot \hbar \omega \cdot \Xi_{\text{ph};l'l'}(\omega) \cdot d\omega, \quad (54)$$
where
\[ \Xi_{\text{ph};l^\prime} (\omega) = \Xi_{\text{ph};l} (\omega) = \text{Tr} \left[ \Gamma_l \Gamma_{l^\prime} G^a G^a \right] \] (55)
is the transmission spectrum between \( l \) and \( l^\prime \).

**Crossover from ballistic to diffusive transport and the thermal conductivity.** Now we consider a transport system with length \( L \) and suppose that the phonon mean free path (MFP) is \( l_0 \), writing the transmission spectrum as
\[ \Xi_{\text{ph}} (\omega) = N (\omega) \frac{l_0}{l_0 + L}. \] (56)

When the scattering region is much shorter than phonon MFP, i.e., \( L \ll l_0 \), the system is in the ballistic regime with
\[ \Xi_{\text{ph}} (\omega) \approx N (\omega). \] (57)

When \( L \gg l_0 \), it is in the diffusive regime with
\[ \Xi_{\text{ph}} (\omega) \approx N (\omega) l_0 / L, \] (58)
for which case the thermal conductance is
\[ K_{\text{ph}} (T) = \frac{l_0}{L} \frac{1}{2\pi} \int_{0}^{+\infty} \frac{\partial f_{BE}}{\partial T} \bigg|_{T} \cdot \hbar \omega \cdot N (\omega) \cdot d\omega. \] (59)

The number of phonon modes increases as the cross area gets larger, so we may estimate that \( N (\omega) \propto A \). Under this estimation, the thermal conductivity becomes length(\( L \))-independent:
\[ \kappa_{\text{ph}} (T) = K_{\text{ph}} (T) L / A \]
\[ = \frac{l_0}{2\pi} \int_{0}^{+\infty} \frac{\partial f_{BE}}{\partial T} \bigg|_{T} \cdot \hbar \omega \cdot \frac{N (\omega)}{A} \cdot d\omega. \] (60)
This is consistent with the Fourier’ Law for bulk materials, which states that thermal conductivity is a geometry-independent constant.

### 2.1.4 Phonon local density of states (LDOS)

Local density of states (LDOS) is very useful in investigating defects. Phonon LDOS can also be easily obtained using Green’s functions, remembering that the oscillation spectrum \( \omega_n \) is given by diagonalization of the dynamical matrix
\[ \mathbf{D} |u_n \rangle = \omega_n^2 |u_n \rangle, \] (61)
where \( |u_n \rangle \) is the polarization vector of mode \( n \). For a non-interacting isolated system, the retarded Green’s function can be written in the spectral represen-
\[ G^r(\omega) = \left[ (\omega + i0^+)^2 I - D \right]^{-1} = \sum_n \frac{|u_n\rangle \langle u_n|}{(\omega + i0^+)^2 - \omega_n^2} \]
\[ = \sum_n \frac{|u_n\rangle \langle u_n|}{2\omega} \left[ P \left( \frac{1}{\omega - \omega_n} \right) - i\pi \delta(\omega - \omega_n) \right. \]
\[ + \left. P \left( \frac{1}{\omega + \omega_n} \right) - i\pi \delta(\omega + \omega_n) \right] \]

(62)

Here, \( I \) is an identity matrix, \( \text{“} P \text{”} \) means for the principal value, and the Plemelj formula is

\[ \lim_{\eta \to 0^+} \frac{1}{\omega + i\eta \pm \omega_n} = P \left( \frac{1}{\omega \pm \omega_n} \right) - i\pi \delta(\omega \pm \omega_n). \]

(63)

From Equation (62), the imaginary part of \( G^r_{ii} \) is

\[ \text{Im} G^r_{ii}(\omega) = -\frac{\pi}{2\omega} \sum_n |u_{n,i}|^2 \left[ \delta(\omega - \omega_n) + \delta(\omega + \omega_n) \right] \]

(64)

with \( u_{n,i} = \langle i | u_n \rangle \) is the \( i^{th} \) component of \( |u_n\rangle \). If we focus on the range of \( \omega \geq 0 \), the term \( \delta(\omega + \omega_n) \) vanishes. Then, according to the natural definitions of phonon LDOS and DOS, which are

\[ \rho_i(\omega) = \sum_n |u_{n,i}|^2 \delta(\omega - \omega_n), \]

(65)

\[ \rho(\omega) = \sum_n \delta(\omega - \omega_n), \]

(66)

respectively, we know that the phonon LDOS and DOS can be written in terms of retarded Green’s function as

\[ \rho_i(\omega) = -\frac{2\omega}{\pi} \text{Im} G^r_{ii}(\omega), \]

(67)

\[ \rho(\omega) = -\frac{2\omega}{\pi} \sum_i \text{Im} \langle i | G^r(\omega) | i \rangle = -\frac{2\omega}{\pi} \text{TrIm} G^r(\omega), \]

(68)

respectively. Specifically, the phonon LDOS at \( I^{th} \) atom is

\[ \rho_I(\omega) = -\frac{2\omega}{\pi} \sum_{\alpha=x,y,z} \text{Im} G^r_{I\alpha,I\alpha}(\omega). \]

(69)

According to Equations (67) and (68), phonon DOS and LDOS are given by the imaginary part of phonon retarded Green’s function with a prefactor proportional to phonon frequency.
2.1.5 Acoustic sum rules

Due to rigid translational and rotational invariance, the force constants may satisfy

$$\sum_{I\alpha} \phi_{J\beta,I\alpha} R_{I\alpha}^u = 0, \quad u = 1, \cdots, 6,$$

(70)

where $\phi_{J\beta,I\alpha} = \frac{\partial^2 V}{\partial R_{J\beta} \partial R_{I\alpha}} \bigg|_0$ is a force constant, and $R_{I\alpha}^u$ describes a rigid motion of the lattice. For a finite-size (quasi-0D) system, there are 6 rigid motions including 3 translations and 3 rotations. Thus, for a 0D quantum dot, there should be 6 zero eigenmodes. For 1D periodic systems, 2 of the rigid rotations whose principal axis is perpendicular to the periodic direction break down due to the periodic boundary conditions. Consequently, 1D systems have 4 acoustic branches whose eigen frequencies are zero at the $\Gamma$ ($k = 0$) point. For 2D and 3D lattices, all rigid rotations are broken down, so only 3 acoustic branches exist. The acoustic sum rules place strong constraints on force constants and thus the dynamical matrix for all crystalline lattices. Therefore, the calculated force constants should be corrected to satisfy the acoustic sum rules to obtain the correct number of acoustic branches. Usually, one may subtract the nonzero sums from the background. To obtain accurate low-frequency transmission, force constants can be symmetrized via a Lagrange-multiplier symmetrization technique.[73]

2.1.6 Phonon-phonon interaction

In previous parts of this section, we introduced the basic phonon NEGF formalism for systems described by harmonic potentials. The anharmonic terms, e.g., the cubic or quartic terms of displacements, would cause phonon-phonon interactions. Without phonon-phonon interaction, thermal conductivity of a one-dimensional chain diverges, which is unphysical.[74,75] Therefore, phonon-phonon interaction is vital to the calculation of thermal conductivity of systems with sizes larger than their MFP. NEGF provides a natural and elegant, though sometimes complicated, way to incorporate phonon-phonon interactions.

It is worth noting that there is an important assumption in NEGF transport theories that the (thermal) leads are noninteracting.[57] In phonon cases, it means that phonons are noninteracting in the thermal leads and have various interactions in the central transport region. This assumption is reasonable because scattering results in finite lifetimes while eigen-states in the (thermal) leads have infinite lifetimes.

A rigorous derivation about phonon-phonon interactions can be found in Ref.[51] Here, we give only a brief description of the formalism. In the presence of phonon-phonon interactions, Equation (28) still holds and the effect of phonon-phonon interactions can be described by a self-energy term $\Sigma_\gamma$. Thus, the total self-energy can be expressed as

$$\Sigma^\gamma = \Sigma^\gamma_L + \Sigma^\gamma_R + \Sigma^\gamma_n \quad (\gamma = r, a, <, >).$$

(71)
In addition, Equation (36) is also applicable, but with
\[ \Gamma = \Gamma_L + \Gamma_R + \Gamma_n, \]  
(72)
where \( \Gamma_n = i(\Sigma_{n}^r - \Sigma_{n}^a) \). Substituting the above equations into Equation (28), using the fact that \( J_L = -J_R \) due to energy conservation, we have
\[ J_L = \frac{1}{2}(J_L - J_R) \approx \int_0^{+\infty} \frac{d\omega}{2\pi} \cdot \hbar \omega \cdot \partial f_{BE} \partial T \cdot \Xi_{ph} (\omega) \cdot \delta T. \]  
(73)
Consequently, the thermal conductance in the linear response regime is
\[ K_{ph} = \int_0^{+\infty} \frac{d\omega}{2\pi} \cdot \hbar \omega \cdot \partial f_{BE} \partial T \cdot \Xi_{ph} (\omega). \]  
(74)
Here, the effective transmission function is defined as
\[ \Xi_{ph} (\omega) \equiv \frac{1}{4} \text{Tr} \left\{ G^r (2\Gamma_R + \Gamma_n + S) G^a \Gamma_L + G^r (2\Gamma_L + \Gamma_n - S) G^a \Gamma_R \right\}, \]  
(75)
with
\[ S \equiv \left( f_{BE} \frac{\delta \Gamma_n}{\delta T} - i \frac{\delta \Sigma_{n}^a}{\delta T} \right) \left| \frac{\partial f_{BE}}{\partial T} \right|. \]  
(76)

### 2.1.7 Summary

As a short summary for this section, we offer a schematic plot about how the phonon NEGF method works in Figure 2. For practical applications, one needs to set up the configuration of the whole transport system. After structural relaxation, force constants can be obtained via empirical potentials, density functional theory, or force constant models. Then, the dynamical matrix of the system can be obtained immediately. With the knowledge of the dynamical matrix of ideal thermal leads, self-energies of individual thermal leads can be computed and introduced to the central region. To facilitate numerical calculation, several techniques can be applied to obtain the surface Green’s functions rapidly. Various scattering mechanisms, such as phonon-phonon interaction and electron-phonon interaction, can be also added to the central region. After obtaining all self-energies and the retarded Green’s function of the central region, phonon transport properties, such as phonon transmission, thermal conductance, thermal current, phonon DOS, etc., can be calculated.

Many exotic properties of thermal transport in nanoscale systems have been revealed by various methods. In the next subsection, we shall focus on investigations carried out using the phonon NEGF method.
2.2 Phonon transport in nano devices

2.2.1 Phonon transport through nanojunctions

Carbon-based materials, such as graphene, are promising for electronic devices due to their ultra-high mobility and thermal conductivity. Having all components patterned in a graphene sheet, which has been experimentally demonstrated to have superior high thermal conductivity at room temperature, offers significant research potential. Although graphene itself lacks a band gap, graphene nanoribbons can be semiconducting or metallic, depending on their geometries. For example, metal-semiconductor junctions, p-n junctions, heterojunctions, and field-effect transistors can be realized in patterned graphene junctions. It is thus necessary to understand how phonons transport in graphene-based nano structures for their future application in electronic devices. Xu et al. investigated various graphene junctions using the phonon NEGF method in the quasi-ballistic regime. They showed that phonon conduction favors junctions with a higher connection angle (Figure 3), which is opposite to the behavior of electrons. Classically, resistance should increase with the number of interfaces, however, the thermal resistance of double-interface junctions is only slightly higher than that of single-interface junctions. The main limiting factor is the narrowest part of the system. These findings are consistent with the picture of quasi-ballistic transport.

Besides carbon-based circuits, molecular circuits are also very popular for the rapid development of molecular electronics. Klöckner et al. studied the length dependence of phonon conduction in single-molecule junctions made of alkane chains of different number of methylene (CH$_2$) units and gold electrodes with connection via thiol or amine groups using the density-functional-theory-based phonon NEGF method. They demonstrated that the room-temperature thermal conductance is fairly independent of the length when the methylene units are more than five units. They also studied thermal conductance of C$_{60}$-based single-molecule junctions. Due to weak metal-molecule coupling, phonon conduction is very weak ($\sim$O(10) pW/K at room temperature) in both Au-C$_{60}$-Au monomer junction and Au-C$_{60}$-C$_{60}$-Au dimer junction.

Crucial in electronic devices, contacts are also vital in thermal conduction through nanojunctions. It was shown that the contact thermal resistance can contribute up to 50% of the total measured thermal resistance in a 66-nm-diameter multiwalled CNT above 100 K. Thermal contact resistance, which is defined as the temperature difference across an interface per unit heat flux, can be used to represent heat conduction between interfaces. For example, the graphene-SiO$_2$ interface thermal resistance is measured to be $4.2 \times 10^{-8}$, $9.5 \times 10^{-8}$ K-m$^2$/W through Raman spectroscopy for thermometry by different groups and $5.6 \times 10^{-9} \sim 1.2 \times 10^{-8}$ K-m$^2$/W through the $3\omega$ method by another group. By engineering interfaces to lower thermal contact resistance, the heat generated at interfaces can be reduced.

The interfaces between carbon nanotubes and nanoribbons would be common in carbon-based circuits. As revealed previously, thermal conductance is
restricted by the narrowest part in graphene nanojunctions. One may wonder if this bottleneck effect is applicable in other carbon materials and even other non-carbon nano materials. In the interface between a carbon nanotube (CNT) and a curved graphene nanoribbon in a partially unzipped carbon nanotube (PUCNT) [Figure 4(a)], Chen et al. showed that the thermal conductance is roughly proportional to the reduced width of the nanoribbon region. In addition, the linearity of the thermal conductance to the reduced width of the nanoribbon implies that the main restricting factor for phonon conduction is the width of the central part, which is represented by $m$—the number of carbon dimer lines in the center. Because the unzipped part always contains less phonon modes than the other parts, the bottleneck effect works. Similar linearity is also found in silicon nanowires. Besides intrinsic restriction brought by the narrow part, the length dependence of thermal conductance for a PUCNT shows an exponential variation and approaches to nonzero values. [Figure 4(b)] The exponential decay behavior can be attributed to scattered unmatched modes, and the nonzero limit can be attributed to transmitted matched modes. These arguments were satisfactorily supported by a one-dimensional atomic chain model. The linearity and exponential decay to nonzero values are defining features in quantum thermal transport.

Interfaces in silicon-based circuits are a concern for current integrated circuits. Miao et al. extended the Büttiker probe approach previously used for electron transport problems to the phonon NEGF method to empirically and efficiently include various scattering mechanisms, such as impurity, boundary, and Umklapp scattering. Various scattering mechanisms were described by different empirical forms of the scattering rates $\tau^{-1}$ and were introduced through diagonal effective self-energies of one Büttiker probe as

$$\Sigma_{BP} = -2\tau^{-1} I,$$

where $I$ is an identity matrix. Sadasivam et al. demonstrated later that inelastic process also plays an important role in epitaxial CoSi$_2$-Si interfaces. By incorporating phonon-phonon and electron-phonon couplings in both the metal and interfaces, they obtained results consistent with experiments.

Grain boundaries (GBs) are one special kind of interface. They occur at the boundary of two grains of the same material and are ubiquitous in chemical vapor deposition (CVD)-synthesized samples. The zero-degree grain boundaries are usually referred to as extended line defects. The pentagon-heptagon extended defect has a stronger impact on thermal conductance in armchair-oriented graphene nanoribbons (AGNRs) than in zigzag-oriented GNRs (ZGNRs). The thermal conductance can be tuned through the orientation and bond configuration of the extended defect by over 50% at room temperature. Such a decrease can be attributed to the modification of phonon dispersion and/or to the tailoring of the strength of defect scattering. When edges are reconstructed with pentagon-heptagon edges, extremely narrow ZGNRs may have up to 75% of their original thermal conductance suppressed. Further investigation on CNTs with extended line defects using the phonon unfolding method
shows that the phonon spectra of defected CNTs are split with obvious gaps opening, leading to lower phonon transmission.

2.2.2 Anisotropic thermal conduction

Anisotropic materials are those whose thermal conductance/conductivity are different along different directions. For example, the room-temperature thermal conductance of ⟨110⟩ pristine silicon nanowires (SiNWs) is higher than that of ⟨100⟩ and ⟨111⟩ SiNWs by 50% and 70%, respectively. This anisotropy originates from phonon band structures. For graphene nanoribbons, whose electronic properties are extremely sensitive to device geometry, thermal conduction also has large anisotropy as revealed by phonon NEGF calculation. Xu et al. showed that the room-temperature thermal conductance of ZGNRs is up to 30% higher than that of AGNRs. In addition, the anisotropy decreases as the width of nanoribbon increases and is expected to disappear when the width of GNRs exceeds 100 nm. By contrast, carbon nanotubes, which can be deemed as rolled from a graphene nanoribbon, have negligible anisotropy, implying that the large anisotropy in thermal conductance of graphene nanoribbons can be attributed to different boundary conditions of AGNRs and ZGNRs. Furthermore, Tan et al. attributed this anisotropy to band dispersion. Anisotropic thermal conductance has also been found in monolayer boron nitride, graphyne nanoribbons, graphane nanoribbons, curved graphene nanoribbons, and monolayer black phosphorus. Yet, anisotropic thermal conduction seems to be absent in stanene.

2.2.3 Point Defects

Scattering from point defects, such as vacancies, interstitial atoms, and impurities, may also have a remarkable impact on phonon transport properties besides bulk thermal properties. When the concentration of point defects is low (< 10%), multiple-scattering-induced interference effects can be ignored in the diffusive regime, and the total transmission is given by the Cascade scattering model:

\[ \frac{1}{\Xi_n} = \frac{n}{\Xi_1} - \frac{n - 1}{\Xi_0}, \]

where \( n \) is the number of vacancies, \( \Xi_n (\Xi_1) \) is the configuration-averaged transmission with the presence of \( n (1) \) vacancies, and \( \Xi_0 \) is the ballistic transmission without defects. When the sizes of the system are large enough such that \( n \rightarrow \infty \), transmission scales as \( \propto 1/n \), implying that scattering from point defects cannot be ignored in large-size samples even if the concentration of defects is low.

Significant reduction of thermal conductance by hydrogen vacancies is observed in graphane nanoribbons. Isotope impurities, which are usually point defects for phonons, may also lead to the reduction of thermal conductance.
Savić et al. revealed a significant reduction of thermal conductance by isotope impurities in both carbon and boron-nitride nanotubes using \textit{ab initio} calculation of force constants. For example, a 2.6 \( \mu \)m-long carbon nanotube with 10.7\% \(^{14}\)C isotopes retains only 20\% of its pristine thermal conductance. However, when the temperature approaches 0 K, the thermal conductance approaches the universal quantum value \( NK_0 \) with \( N \) acoustic phonon branches, even with the presence of local point defects, such as the SW defect and a single vacancy defect.

2.2.4 Strain Effects

Strain, which is unavoidable in real applications, is widely used to tune both thermal and electronic properties of low-dimensional materials. Jin et al. considered the strain effects on force constants by elastic theory and found that thermal conductance of graphene nanoribbons under uniaxial stretching strain could be enhanced by up to 17\% and 36\% for 5nm-wide ZGNRs and AGNRs, respectively.\[1,29\] Thermal conductance of tensile-strained ZGNRs is higher than unstrained ones because of the modulation of \( \pi \)-orbital overlap integral.\[1,30\]

When CNTs contact with substrates, radial compression occurs. High radial compression has been known to induce metal-insulator transitions.\[131\] Zhu et al. investigated the effect of radial strain on thermal conductance of bended carbon nanotubes and revealed a robust linear dependence of thermal conductance on radial strain in CNTs.\[1,42\]

2.3 Generalized phonon NEGF method and topological phonon devices

The topological states of quantum matters have revolutionized the research of condensed matter physics and material science. Topological states, such as the quantum (anomalous/spin) Hall \([Q(A/S)H]\) state, can provide dissipationless conduction channels at edges and are thus useful for power-consuming electronics, thermoelectrics, spintronics, and topological computations. At the same time, large efforts have been devoted to manipulating heat flow because the ability to control heat can potentially lead to the development of phononic devices for thermal barrier coating, thermal isolation, and even thermal based information processing.\[1,41\] Recently topological concepts have been applied to phonon systems, leading to an emerging field of “topological phononics”. In the following, we give a brief introduction to the application of the NEGF method to topological phonon systems.

Phonon topology is closely related to the time reversal symmetry (TRS) of phonons. The integration of Berry curvature over the 2D Brillouin zone defines a topological invariant—Chern number—which is odd under TRS operation. Thus, TRS must be broken in a topological phonon system with nonzero Chern number.\[133\] However, in previous treatments of phonons, TRS is explicitly assumed. The TRS-broken effects of phonons can be incorporated into the
following lattice Lagrangian \[ L = \frac{1}{2} \dot{u}_i \dot{u}_i - \frac{1}{2} D_{ij} u_i u_j + \eta_{ij} \dot{u}_i u_j , \] (79)
in which the Einstein sum rule has been used. The first two terms are the ordinary kinetic energy term and harmonic potential energy terms, respectively, while the last term is the TRS breaking term, which couples displacements and velocities. The dynamic equation of motion is governed by a phonon Schrödinger-like equation: \[ H_k \psi_k = \omega_k \psi_k , \] (80)
where
\[
H_k = \begin{pmatrix} 0 & -i D_k^{1/2} \\ i D_k^{1/2} & -2i \eta_k \end{pmatrix}, \quad \psi_k = C \begin{pmatrix} D_k^{1/2} u_k \\ u_k \end{pmatrix}.
\] (81)
In this equation, \( \omega_k \) represents the phonon dispersion relations and can take both positive and negative values, satisfying \( \omega_k = -\omega_{-k} \). \( C \) is a normalization constant. Similar equations with different definitions of wavefunctions have been proposed.\[133,134\] When TRS is present, \( i.e., \eta_k = 0 \), the phonon Schrödinger-like equation reduces to \( D_k u_k = \omega_k^2 u_k \).

For phonon transport, the standard NEGF formalism introduced earlier in this review works only for systems with TRS \( i.e., \eta_k = 0 \). Based on the phonon Schrödinger-like equation of motion, we can derive a generalized NEGF approach, which applies to TRS-broken cases as will be illustrated below. Intuitively, one can define the retarded (advanced) Green’s function as
\[ G^{r,a}(\omega) = [(\omega \pm i0^+)I - H]^{-1}, \] (81)
resembling Green’s functions of electrons. These Green’s functions are different to the traditional phonon Green’s functions defined in Equation (32). Here, \( H \) contains the square root of the dynamical matrix, \( D^{1/2} \), and because taking a square root may lead to long-ranged intersites’ couplings, we cannot decouple the left and right leads, which makes the calculation much more complex. Thus, we cannot decouple the left and right leads, which makes the calculation much more complex. To avoid this problem, we can change the phonon equation by adopting a “local” phonon wavefunction \( \tilde{\gamma} = (u^T, \dot{u}^T)^T \) \( (T \) stands for matrix transpose), modifying the equation to \( Q \tilde{\gamma} = \omega R^{-1} \tilde{\gamma} \),\[134\] where
\[
Q = \begin{pmatrix} D & 0 \\ 0 & I \end{pmatrix}, \quad R = \begin{pmatrix} 0 & iI \\ -iI & -2i\eta \end{pmatrix}.
\] (82)
Thus, we can define a new Green’s function without taking square root of the dynamical matrix:
\[ G^{r,a}(\omega) = [(\omega + i0^+)R^{-1} - Q]^{-1}. \] (83)
It should be noted that the new Green’s functions are defined in the extended coordinates-velocities space and the interatomic coupling is
\[
U = \begin{pmatrix} V & 0 \\ 0 & 0 \end{pmatrix}, \] (84)
where \( V \) refers to the ordinary coupling (i.e., \( D_{CL} \), \( D_{CR} \), etc.). The self-energy from the thermal lead \( l \) is determined by

\[
\Sigma_i^{r,a} = U_{Cl} g_i^{r,a} U_{C} \quad (l = L, R). \tag{85}
\]

Finally, the phonon transmission function is given in the same form with Equation (39).

As an example, topological phonons can be realized in a honeycomb lattice where the longitudinal optical (LO) and longitudinal acoustic (LA) phonon branches linearly cross and form a pair of Dirac cones at BZ corners \( K \) and \( K' \). The phonon modes near the Dirac points can be described by an effective Hamiltonian:

\[
H_0 = v_D(k_y \tau_z \sigma_x - k_x \sigma_y), \tag{86}
\]

where \( v_D \) is the group velocity, \( \sigma \) and \( \tau \) are Pauli matrices with \( \sigma_z = \pm 1 \), and \( \tau_z = \pm 1 \) indicating the \( A(B) \) sublattice and \( K(K') \) valley, respectively. To break the crystalline symmetry, or TRS, one may introduce mass terms into the effective Hamiltonian. Generally, the Dirac mass terms should \textit{anticommute} with \( H_0 \), implying four types of independent mass terms \( \sigma_z \tau_z \), \( \sigma_z \), \( \sigma_x \tau_x \), and \( \sigma_x \tau_y \). (the Haldane term) breaks TRS and can be realized either extrinsically by applying an external magnetic/Coriolis field or intrinsically by Raman spin-lattice interactions in magnetic lattices. (the Semenoff term) breaks inversion symmetry (IS) and can be realized using different atomic masses for \( A, B \) sublattices. The \( \sigma_x \tau_x \) and \( \sigma_x \tau_y \) terms mix \( K \) and \( K' \) valleys and can be realized by Kekulé distortion.

Generally, the mass terms can be expressed as

\[
H' = H_T + H_I + H_K = m_T \sigma_z \tau_z + m_I \sigma_z + m_K \sigma_x \tau_n, \tag{87}
\]

where \( \tau_n = \tau_x \cos \theta + \tau_y \sin \theta \).

Topological phonons have various promising applications for phonon devices. One possibility is based on the scattering-free one-way boundary states, i.e., an ideal phonon diode can be achieved in a multiterminal system [Figure 6(a)]. Another possibility is based on the valley (pseudospin) degree of freedom of phonon. A pure valley (pseudospin) current of phonons can be realized in a topological domain boundary where \( m_I(K) \) changes sign [Figure 6(b)].

Several topological phononic models have been realized experimentally in recent studies. In 2015, Nash \textit{et al.} built a honeycomb lattice composed by gyroscopes and springs. The spinning of gyroscopes breaks TRS, which mimics Coriolis/magnetic field or, equivalently, the Haldane model \( H_T \) as mentioned above. The resulting lattice is a phononic analogue of QAH effect. In the same year Süssstrunk \textit{et al.} realized the mechanical QSH effect in a lattice of pendula. They also experimentally observed the helical edge modes of the mechanical wave. In 2016, He \textit{et al.} successfully made an acoustic topological insulator by connecting two types of phononic “graphene” consisting of stainless-steel rods in air. In the same year, a TRS-invariant Floquet topological insulator for sound was achieved by Peng \textit{et al.} Also, topological modes were observed in Maxwell frames.
3 Caloritronic devices

3.1 Thermoelectricity

Thermoelectricity is the interconversion between heat and electrical currents. It can be used for power generation and cooling. The study of thermoelectric effects has attracted much research interest because of the stability, reliability, and scalability of thermoelectric devices. Low-dimensional materials are promising for thermoelectric applications due to their high carrier mobility, tunable band gaps, and the quantum effects of confinements. The NEGF methods are useful for studying thermoelectric effects in nanostructures. In this section, we first give a basic formalism about thermoelectricity, on which a dimensionless figure of merit \( ZT \) can be naturally defined. Second, we introduce the charge/spin figure of merit \( Z_{c/s}T \). Finally, we discuss some investigations of thermoelectric, spin caloritronic, and valley caloritronic devices.

3.1.1 Linear Response Theory

Similar to the formalisms in previous sections, electronic current and electronic thermal current flowing from spin-degenerate lead \( L \) to \( R \) can be written as

\[
I = \frac{2e}{h} \int \mathcal{T}(E) (f_{FD,L} - f_{FD,R}) dE, \tag{88}
\]

\[
I_Q = \frac{2}{h} \int (E - \mu)\mathcal{T}(E) (f_{FD,L} - f_{FD,R}) dE, \tag{89}
\]

where \( f_{FD,l}(E) = \frac{1}{e^{(E-\mu)/k_BT_l} + 1} \) is the Fermi-Dirac distribution of the lead \( l \), \( e < 0 \) is the elementary charge, and \( \mathcal{T}(E) \) is the electronic transmission spectrum. The factor of 2 is due to spin degeneracy. Under linear response conditions, both \( I \) and \( I_Q \) can be linearly expanded as

\[
I \approx \frac{2e}{h} \int \mathcal{T}(E) \left[ -(f_{FD})'_E \Delta \mu - (f_{FD})'_E \left( \frac{E - \mu}{T} \right) \Delta T \right] dE
\]

\[
= eL_0 \Delta \mu + \frac{e}{T} L_1 \Delta T
\]

\[
= e^2 L_0 \Delta V + \frac{e}{T} L_1 \Delta T, \tag{90}
\]

\[
I_Q = \frac{2}{h} \int \mathcal{T}(E) (E - \mu) (f_{FD,L} - f_{FD,R}) dE
\]

\[
= eL_1 \Delta V + \frac{1}{T} L_2 \Delta T, \tag{91}
\]

with \( \Delta \mu = e \Delta V, \Delta V = V_L - V_R, \Delta T = T_L - T_R \), and

\[
L_n = \frac{2}{h} \int \mathcal{T}(E) (E - \mu)^n \left( -\frac{\partial f_{FD}}{\partial E} \right) dE. \tag{92}
\]

The transmission function for electrons is obtained through the Caroli formula

\[
\mathcal{T}(E) = \text{Tr} \left[ \Gamma_L G \mathcal{T}_R \Gamma_R \right]. \tag{93}
\]
Here, $\Gamma_{L/R}$ and $G^{r,a}$ are the electronic version of bandwidth function and Green's functions, respectively. More details can be found in Refs. 50 and 67.

Now, we can write these response equations into a matrix form as

$$\begin{pmatrix} I \\ I_Q \end{pmatrix} = \begin{pmatrix} eL_0 \\ eL_1/T \\ eL_2/T \end{pmatrix} \begin{pmatrix} e\Delta V \\ \Delta T \end{pmatrix}. \quad (94)$$

### 3.1.2 Thermoelectric coefficients

Thermoelectric effects include the Seebeck effect, Peltier effect, and Thomson effect. The transport coefficients, such as the electrical conductance $G$, Seebeck coefficient $S$, and the electronic thermal conductance $K_e$, are relevant for the calculation of thermoelectric energy conversion efficiency. Thus, in the following we shall represent these coefficients in terms of $L_n$, which is defined in Equation (92).

To begin with, from Ohm’s law,

$$I = G\Delta V, \quad (95)$$

we know that

$$G = e^2 L_0 \quad (96)$$

by making a comparison to Equation (94).

Second, the Seebeck coefficient, which is also called the “thermopower”, measures the open-circuit thermoelectric voltage generated by one unit temperature gradient as

$$S = -\frac{\Delta V}{\Delta T} \bigg|_{I=0}. \quad (97)$$

The magnitude of the Seebeck coefficient for a good thermoelectric material, e.g., Bi$_2$Se$_3$, amounts to about $10^2 \, \mu V/K$. Usually, a larger band gap favors a higher optimized Seebeck coefficient. Let $I = 0$ in Equation (94), and we get the Seebeck coefficient following the definition of Equation (97) as

$$S = \frac{e}{T} L_1/e^2 L_0 = -\frac{L_1}{e|T| L_0}. \quad (98)$$

Finally, the electronic thermal conductance $K_e$ is defined as the thermal conductance of electrons when there is no electric current. Thus, by combining $I = 0$ and $I_Q = -K_e \Delta T$ in Equation (94), we get

$$K_e = \frac{1}{T} L_2 - GS^2 T = \frac{1}{T} \left(L_2 - \frac{L_1^2}{L_0}\right). \quad (99)$$
Replacing $L_n$ in Equation (94) by $G$, $S$, and $K_e$, we have

$$I = G \Delta V + GS \Delta T,$$

$$I_Q = (K_e + GS^2 T) \Delta T + GST \Delta V = K_e \Delta T + ST I,$$

or in the matrix form as

$$\begin{pmatrix} I \\ I_Q \end{pmatrix} = \begin{pmatrix} G & GS \\ GST & K_e + GS^2 T \end{pmatrix} \begin{pmatrix} \Delta V \\ \Delta T \end{pmatrix}.$$  (102)

Also, let us look at the situation $\Delta T = 0$ in Equation (101), which reads

$$I_Q = ST I.$$  (103)

This equation shows that there is a thermal current $I_Q$ which accompanies the charge current $I$ without the presence of temperature gradient, and the proportional coefficient is

$$\Pi \equiv I_Q/I = ST.$$  (104)

This is the Peltier effect, and $\Pi$ is the Peltier coefficient.

As a short summary, we list the formulas for $G$, $S$, and $K_e$ in the following

$$G = e^2 L_0,$$  (105)

$$S = \frac{e}{T} \frac{L_1}{e^2 L_0} = -\frac{L_1}{|e| L_0 T},$$  (106)

$$K_e = \frac{1}{T} \left( L_2 - \frac{L_1^2}{L_0} \right),$$  (107)

with $L_n$ defined in Equation (92).

Besides $G$, $S$, and $K_e$, the figure of merit, $ZT$, is another important quantity for thermoelectric materials. $ZT$ is a dimensionless number determining the maximum thermoelectric energy conversion efficiency. As shown in Figure 7(a), a thermoelectric device usually consists of $\Pi$-shape junctions, which are made of $n$-type and $p$-type thermoelectric materials in serial. To get a basic idea of $ZT$, we consider a simplified model as drawn in Figure 7(b), where a thermoelectric element with different temperatures at two ends, $T_{h,c}$, serves as a thermoelectric generator and supplies power directly to a resistor with resistance $R$ in the closed circuit. The power supply comes from the Seebeck effect, which leads to the open-circuit voltage of $\Delta V = S \Delta T$ ($\Delta T = T_h - T_c$). Thus, heat is converted to work through the Seebeck effect. How much is the energy conversion efficiency in this circuit?

We can naturally define the conversion efficiency as the ratio of work over heat

$$\eta = \frac{W}{Q}.$$  (108)
The work done in the circuit is the Joule heat
\[ W = I^2 R. \] (109)

At the same time, the heat extracted from the hot end consists of the Fourier heat and Peltier heat from the hot end; the heat added up to the hot end is half of the Joule heat generated inside the thermoelectric element. As a result, we get
\[ Q = K \Delta T + STI - I^2 r/2, \] (110)
where \( r = 1/G \) is the resistance of the thermoelectric element, \( K \) contains thermal conductance of electrons and phonons, and
\[ I = \frac{S \Delta T}{R + r}. \] (111)

Substituting Equations (109)-(111) into Equation (108), and defining
\[ Z = \frac{S^2}{K r}, \] (112)
\[ m = R/r, \] (113)
we obtain the formula for heat-electricity conversion efficiency:
\[ \eta = \frac{\Delta T}{T_h} \frac{m}{1 + m + \frac{1}{2(m+1)} \frac{\Delta T}{T_h}}. \] (114)

This formula shows that the energy conversion efficiency varies with \( m \). The maximum efficiency can be obtained by letting \( \partial \eta / \partial m = 0 \), which results in
\[ m = \sqrt{1 + ZT}, \] (115)
where
\[ T = \frac{(T_c + T_h)}{2}, \] (116)
and the maximum energy conversion efficiency as
\[ \eta_{\text{max}} = \frac{\Delta T}{T_h} \frac{\sqrt{1 + ZT} - 1}{T_c/T_h + \sqrt{1 + ZT}}. \] (117)

The prefactor \( \Delta T / T_h \) is the value for the Carnot cycle and also the upper limit of energy conversion efficiency. Therefore, the maximum energy conversion is determined by the dimensionless quantity \( ZT \). (118)

If only the thermal conduction of electrons and phonons is taken into account, \( K = K_e + K_{ph} \), and
\[ ZT = \frac{GS^2T}{K_e + K_{ph}}. \] (118)
It is worth noting that in bulk materials, the electrical conductance $G$ and thermal conductance $K$ can be replaced by electrical conductivity and thermal conductivity, respectively.\cite{139} Most importantly, higher $ZT$ guarantees larger maximum heat-work conversion efficiency.

To evaluate the conversion efficiency, one may do a quick calculation. For example, when $T_h = 400$ K, $T_c = 300$ K, and $ZT = 4$, we get from Equation (117) a maximum heat-energy conversion efficiency of $\eta \approx 10\%$, which is close to geothermal heat-power conversion efficiency.\cite{150} Researchers have searched for high-$ZT$ materials for decades. However, for bulk 3D materials, the $ZT$ is generally less than or around 1. For example, alloys of Bi$_2$Te$_3$ and Sb$_2$Te$_3$, which are widely-used as thermoelectric materials, have peak $ZT$ values typically in the range of 0.8 to 1.\cite{151} As proposed by Hicks and Dresselhaus in 1993, $ZT$ can be significantly improved in low-dimensional materials.\cite{152}

### 3.1.3 Spin-dependent linear response theory

Besides the charge current, the temperature gradient may induce spin current in magnetic materials or structures, such as ferromagnetic Ni$_{81}$Fe$_{19}$ film attached with a Pt wire at one end. This phenomenon was discovered and named the Spin Seebeck effect in 2008.\cite{153} This effect was initially attributed to thermoelectric effects of individual spin channels of electrons with unreasonably-long spin coherent length and was later interpreted as magnon-driven spin Seebeck effects.\cite{23} In 2012, G. E. W. Bauer suggested naming the former effects caused by spin-dependent transport of electrons as “spin-dependent” Seebeck effects.\cite{154,155}

In the following, we shall introduce the basic ideas of spin-dependent linear response theory. For simplicity, we ignore the spin dependence of temperature, which is actually effectively quenched by interspin and electron-phonon scattering.\cite{156} When the spin degree of freedom is involved, the linear response equation [Equation (102)] can be extended to\cite{156,154}

$$
\begin{pmatrix}
I \\
I_s \\
I_Q
\end{pmatrix} =
\begin{pmatrix}
G_c & G_s & \Pi_c \\
G_s & G_c & \Pi_s \\
e\Pi_c & e\Pi_s & K
\end{pmatrix}
\begin{pmatrix}
\Delta V \\
\Delta V_s/2 \\
\Delta T
\end{pmatrix},
$$

where the charge/spin electrical conductance $G_{c/s}$ and the Seebeck coefficient $S_{c/s}$ are

$$
G_{c/s} = G^\uparrow \pm G^\downarrow, \\
S_c = (S^\uparrow + S^\downarrow)/2, \\
S_s = S^\uparrow - S^\downarrow.
$$

Herein, the spin-resolved/charge/spin Peltier coefficient $\Pi_{\sigma/c/s}$, thermal con-
ductance $K$, charge voltage $\Delta V$, and spin voltage $\Delta V_s$ are defined as

\begin{align}
\Pi_\sigma &= G_\sigma S_\sigma, \quad (123) \\
\Pi_c &= \Pi_\uparrow + \Pi_\downarrow, \quad (124) \\
\Pi_s &= \Pi_\uparrow - \Pi_\downarrow, \quad (125) \\
K &= K_c + T \left( S_\uparrow^2 G_\uparrow + S_\downarrow^2 G_\downarrow \right), \quad (126) \\
e\Delta V &= \Delta \mu = (\mu_{L\uparrow} + \mu_{L\downarrow} - \mu_{R\uparrow} - \mu_{R\downarrow})/2, \quad (127) \\
e\Delta V_s &= \Delta \mu_s = (\mu_{L\uparrow} - \mu_{L\downarrow} - \mu_{R\uparrow} + \mu_{R\downarrow}). \quad (128)
\end{align}

And the spin-resolved charge current is obtained as

\[ I_{\uparrow,\downarrow} = \frac{e}{h} \int T_{\uparrow,\downarrow}(E) \left( f_{FD;L} - f_{FD;R} \right) dE. \quad (129) \]

When electronic spin currents are thermally induced, heat is converted to work as well. Thus, energy conversion efficiency can be defined similarly. In order to investigate the energy conversion efficiency, several kinds of formulas with slight differences in the charge Seebeck coefficient $S_c$, spin voltage $\mu_s$, and charge/spin figure of merit $Z_{c/s}$ have been proposed. \[157-159,156\]

**Charge figure of merit.** Due to the complexity introduced by one extra driving force originating from spin voltage $V_s$, it is not straightforward to obtain a simple expression for energy conversion efficiency. Generally, there are two methods to roughly estimate the energy efficiency.

The first method ignores the spin voltage:

\[ V_s = 0, \quad (130) \]

such that

\[ I = G_c \Delta V + \Pi_c \Delta T, \quad (131) \]

according to Equation \[119\]. Thus, under the situation $V_s = 0$ and $I = 0$,

\[ S_c \equiv \left( -\frac{\Delta V}{\Delta T} \right)_{I=0,V_s=0} = \frac{G_\uparrow S_\uparrow + G_\downarrow S_\downarrow}{G_\uparrow + G_\downarrow}. \quad (132) \]

This formula is similar to the definition of the Seebeck coefficient defined in semiconductors with bipolar effects. \[120\] The electrical conductance is obtained by setting the temperature gradient equal to zero:

\[ G_c = I/\Delta V = G_\uparrow + G_\downarrow. \quad (133) \]

The second method ignores the spin current:

\[ I_s = 0, \quad (134) \]
such that $S_c$ is defined under the situation of an open-circuit condition, where both charge and spin currents are zero.\textsuperscript{165} Using Equation (119), we know that

\[
\begin{align*}
I &= G_c \Delta V + \frac{1}{2} G_s \Delta V_s + \Pi_c \Delta T = 0, \\
I_s &= G_s \Delta V + \frac{1}{2} G_c \Delta V_c + \Pi_s \Delta T = 0,
\end{align*}
\]

which leads to

\[ S_c \equiv \left( -\frac{\Delta V}{\Delta T} \right)_{I=0,I_s=0} = (S_\uparrow + S_\downarrow)/2. \]  

(136)

In both cases, the charge figure of merit is approximately defined as

\[ Z_c T = G_c S^2_c T/K. \]  

(137)

**Spin figure of merit.** To assess the energy conversion efficiency of heat to spin current, an analogy is made to define the spin figure of merit:\textsuperscript{157,158,156}

\[ Z_s T = G_s S^2_s T/K, \]  

(138)

where

\[
\begin{align*}
G_s &= G_\uparrow - G_\downarrow, \\
S_s &= S_\uparrow - S_\downarrow.
\end{align*}
\]

(139)

(140)

Similarly, $Z_s T$ is utilized in the search for high-efficiency heat-spin conversion materials.

### 3.1.4 Valley-dependent linear response theory

“Valley” is used to label equal-energy, but inequivalent, states in $k$-space. For example, graphene has two energetically degenerate, but inequivalent, valleys near the Fermi energy at the the corners of the Brillouin Zone\textsuperscript{161} and bulk silicon has six degenerate and equivalent minima of the conduction band.\textsuperscript{162} As another degree of freedom, valley is promising in its future application for the storage and manipulation of information. A crucial requirement for Valleytronics is a long valley life-time. The lifetime of valley excitons in monolayer transition-metal dichalcogenides typically ranges from a few to hundreds of picoseconds.\textsuperscript{163,164} Lifetimes exceeding 3 nanoseconds at 5 K were observed in electron-doped MoS$_2$ and WS$_2$ monolayers.\textsuperscript{165} Recently, even-longer lifetimes of microseconds were realized in WSe$_2$/MoS$_2$ heterostructures.\textsuperscript{166}

When electronic transport is valley-dependent, the valley-resolved charge current is

\[ I_\eta = \frac{e}{h} \int T_\eta(E) (f_{FD,L} - f_{FD,R}) \, dE, \]  

(141)

where $\eta$ labels different valleys. Within linear response approximation, the above equation can be written as a linear function of valley-dependent electrical conductance and the Seebeck coefficient ($G_\eta$ and $S_\eta$) as

\[ I_\eta = G_\eta \Delta V + G_\eta S_\eta \Delta T. \]  

(142)
The definitions of $G_\eta$ and $S_\eta$ in a spin-degenerate system are:

\[
G_\eta = \frac{2e^2}{h} \int T_\eta(E) \left(-\partial E f_{FD}\right)|_{T,\mu} dE, \tag{143}
\]

\[
S_\eta = -\frac{1}{|e|T} \frac{\int T_\eta(E) (E-\mu) \left(-\partial E f_{FD}\right)|_{T,\mu} dE}{\int T_\eta(E) \left(-\partial E f_{FD}\right)|_{T,\mu} dE}, \tag{144}
\]

respectively. Here, $T_\eta(E)$ is the electronic transmission function of $\eta$-valley. Unlike Equation (119), there are only two driving forces considered in this case. In spin-split systems, spin index is included, resembling Equation (129).

### 3.2 Thermoelectric devices

To investigate thermoelectric properties of nano devices, an analysis of both transmission functions of electrons and phonons are needed. With the knowledge of the transmission functions of electrons and the Seebeck coefficient, the electrical conductance and the electronic thermal conductance can be obtained using Equations (105)-(107) for normal thermoelectric properties. Also, with the transmission function of phonons, phonon thermal conductance can be computed using Equation (49). For pristine systems, one can directly use the ballistic transmission function, which is equal to the number of carrier channels at the given energy. For quasi-ballistic systems with structural defects, transmission functions of electrons and phonons can be numerically calculated using the electron and phonon NEGF methods, respectively.

Nanostructures and low-dimensional materials provide new opportunities for achieving higher-$ZT$-value materials and devices. As mentioned before, the $ZT$ of 1D silicon nanowires with rough surfaces has a 100-fold increase of the $ZT$ due to the reduction of thermal conductivity. Zou et al. made further investigation into the thermoelectric properties of thin GaAs nanowires. Although bulk GaAs is poor in thermoelectricity, the room-temperature $ZT$ of an ideal GaAs nanowire with a diameter of 1.1 nm was predicted to reach up to 1.34, which was also a 100-fold improvement over the bulk GaAs. More enhancement could be achieved by introducing surface doping for roughness to further reduce thermal conductance.

Basing their research on the $\pi$-orbital tight-binding model and the Brenner potential, Gunst et al. investigated finite-size graphene anti-dot structures and found a maximum room-temperature $ZT$ of 0.25. They showed that the thermoelectric performance of graphene antidot structures is highly sensitive to antidot edges. By using the NEGF methods for both the electrons and phonons as well as a fourth-nearest-neighbor force constant model for constructing the dynamical matrix, Chen et al studied thermoelectric properties of graphene nanoribbons, junctions, and superlattices. It was shown that the maximum $ZT$ was largely controlled by the narrowest part of a junction due to the restriction of phonon thermal conductance by the narrowest part, and that increasing the number of interfaces enhanced the peak $ZT$ value. Also, a
maximum value 0.63 of $ZT$ was expected for chevron-type graphene nanoribbons, and high $ZT$ values were also expected in anti-ferromagnetic silicene nanoribbons. In addition, a Boron nitride quantum dot structure may have a 2 to 3 times larger $ZT$ than the same carbon structures, and hybrid graphene/boron nitride nanoribbons exhibit a $ZT$ of 1.5–3 times larger. It is also promising to enhance $ZT$ in molecular junctions. For example, connecting a spin-non-degenerate orbital level to two leads, Ren et al. showed that by increasing electron-phonon coupling and Coulomb repulsion, $ZT$ could be enhanced.

Besides the above quasi-1D structures, 2D materials, especially topological materials, are of great interest. However, for 2D devices with sizes exceeding the phonon mean free path, electron-phonon scattering should be taken into consideration. Zahid et al. studied the thermoelectric performance of Bi$_2$Te$_3$ quintuple (QL) thin films with phonon-phonon scattering introduced to the effective electronic transmission function $\bar{T}(\omega)$ as

$$\bar{T}(\omega) = \mathcal{T}(\omega) \frac{\lambda}{L},$$

where $\mathcal{T}(\omega)$ is the density of modes (transmission of the ideal structure per unit area), $\lambda$ is the electron MFP, and $L$ is the device length. When $\lambda$ is dominated by electron-phonon scattering, the energy dependence of $\lambda$ can be ignored. In Zahid et al.’s work, the value of $\lambda$ was obtained by fitting the Seebeck coefficient of bulk Bi$_2$Te$_3$ as a function of chemical potential to the experimental value. By using an experimental value of thermal conductivity as 1.5 W K$^{-1}$m$^{-1}$, they found a maximum value of $ZT = 7.15$ for a 2D crystalline Bi$_2$Te$_3$ quintuple thin film, which had a 10-fold increase compared to the bulk value. This increase was attributed to the change of valence bands due to quantum confinement in thin films. Later, Jesse et al. investigated the thermoelectric performance of few-layer Bi$_2$Te$_3$ with thickness ranging from 1 to 6 quintuple layers (Figure 8). A constant $\lambda$ was assumed for both valence and conduction bands such that the value $\lambda$ did not influence the results of $S$. They found that the thinnest film exhibits the best MFP-scaled power factor $(GS^2/\lambda)$ and attributed this enhancement to its particular shape of valence bands, which was closely related to the interaction of topological surface states.

Although Bi$_2$Se$_3$ has similar structures and properties to Bi$_2$Te$_3$, experimental measurements of few-layer Bi$_2$Se$_3$ performed by Guo et al. showed a remarkable decrease of the power factor $(GS^2)$ when the thickness is reduced from 30 to 5 quintuple layers, differing the aforementioned theoretical predictions for Bi$_2$Te$_3$. Because of the existence of topological surface states, the Seebeck coefficient is now constituted by two parts:

$$S = (\sigma_s S_s + \sigma_b S_b)/(\sigma_s + \sigma_b),$$

where $S_{s/b}(\sigma_{s/b})$ is the Seebeck coefficient (electrical conductivity) for surface/bulk states. Considering that gapless surface states emerge when the number of quintuple layers exceeds about six, the difference may be caused by
the variation of surface states, the electronic mean free path as the thickness varies, and the Fermi energy in the experiments. The connection, however, between topological insulators and thermoelectric materials is still unclear and being investigated because of its serious research and development potential.

3.3 Spin caloritronic devices

Spintronics concerns the active manipulation of spin degrees of freedom in solid-state systems. Spin-polarized current and pure spin current are key factors for spintronics since they can change the magnetic orientation of a ferromagnet without the application of a magnetic field. Thermal manipulation of spintronics is called “spin caloritronics” and was introduced in 2012 to represent the burgeoning research field that focuses on the interaction of spin with heat currents. 

Spin caloritronic phenomena can be categorized into three classes: (i) effects caused by the spin-dependent conduction of electrons; (ii) effects due to the collective dynamics of the magnetic order parameter; (iii) effects related to the relativistic spin-orbit coupling, such as thermal generalization of Hall effects. Since the discovery of “spin Seebeck effect” by Uchida et al. in 2008, there has been a burst of investigation on spin caloritronic effects.

Spin caloritronics introduces many intriguing factors to consider, such as the giant magneto-Seebeck effect, anomalously large thermal spin transfer torque, 100%-spin-polarized current, and pure spin current. As shown in Figure 9, spin currents can be carried by conducting electrons or by magnons. Pure spin currents can be easily realized with the aid of spin-dependent thermoelectric effect, where a pure spin current can be generated by simply varying the chemical potential, or via the anomalous Nernst effect in monolayer Group-VI dichalcogenides when the Fermi level is lying in the valence band.

The spin-dependent thermoelectric effects, as briefly discussed in Section 3.1.3, are natural consequences of spin-dependent electronic transport, such as that observed in ferromagnetic materials. Experimental detections of the spin-dependent Seebeck effect and Peltier effect were reported in spin valve structures in 2010 and 2012, respectively. A giant spin-dependent Seebeck effect was shown in magnetic tunnel junctions, where the charge Seebeck coefficient exceeds 1 mV/K. Furthermore, the spin-dependent Seebeck effect is also discussed in research on silicene or graphene-based magnetic junctions, molecular junctions, Rashba quantum dot system, etc.

Although $S_s$ is only $-2$ nV/K in permalloy Ni$_8$Fe$_{19}$, theoretical investigation shows that $S_s$ reaches about 50 $\mu$V/K for a free electronic system with Rashba spin-orbit interaction and external magnetic field, growing as large as 3.4 mV/K in spin semiconductors.

The spin-dependent Seebeck effect also drives thermal spin transfer torque. It is predicted that thermally generated spin transfer torques can be anomalously large. Some indications manifest in experiments, yet solid evidence remains to be found.
3.4 Valley caloritronic devices

Valley polarization, polarized valley current, and pure valley current are being pursued in the studies of valleytronics. To acquire valley polarization, one can apply strain, electric field, optical selective excitation, magnetic field, and temperature gradient. To obtain a valley-polarized current, one can utilize valley filtering by carefully-designed twisting junctions in SiC nanoribbons; use circularly polarized light in monolayer transition-metal dichalcogenides; adopt the negative refraction of n–p–n junctions; or tune the gate, the incident energy, and scattering potential barriers.

Extended line defects, wedge-shaped graphene nanoribbons, and graphene nanobubbles also act as valley filters. Finally, to realize a pure valley current, which means that there is no accompanying net charge current, one can apply adiabatic cyclic strain field and quantum pumping.

In light of valleytronics and analogous to spin caloritronics, the concept of “Valley caloritronics” has also been proposed. Generally, the basic idea of valley caloritronics is to thermally initiate valley current—either a valley-polarized or a pure valley current.

As shown in Figure 10, the advantage of thermal initiation is that a pure valley current can be generated in a two-probe system, which is impossible using a dc bias voltage. The key point lies in the sign-variable Seebeck coefficients, which determine the valley-dependent thermoelectric current flow according to Equation (142) as

\[ I_\eta = G_\eta S_\eta \Delta T. \]  

Because the valley-dependent Seebeck coefficient \( S_\eta \) can be negative or positive, and because the valley-dependent conductance \( G_\eta \) is always positive, we know that the direction of the valley-dependent current is determined by \( S_\eta \). As a consequence, the total charge current \( I = \sum_\eta I_\eta \) can be zero, implying a pure valley current. Compared to electrical methods, thermal generation of a pure valley currents is straight-forward and easier to realize.

Besides in zigzag graphene nanoribbons, thermal generation of a pure valley current is also proposed in ferromagnetic silicene junctions and in group-IV monolayers under the application of an external magnetic field.

By analogy with thermal manipulation of electronic valleys, manipulation of phonon valleys is also possible. Yet, to the best of our knowledge, this field has not yet been investigated.

4 Summary and outlook

Accompanying the development of nano devices and experimental techniques, anomalous thermal transport properties are discovered in nanoscale systems. Similar to the NEGF method for electronic transport, the phonon NEGF method proves to be effective for exploring the quantum transport properties of nanoscale
systems. In this review, we first gave a detailed formalism of the phonon NEGF method and presented investigations on quantum thermal transport in nanoscale systems, which covered thermal transport in nanojunctions, anisotropy of thermal conduction, and the impacts of point defects and strain. We also briefly discussed the phonon topology and the extended phonon NEGF method in topological phononic systems. Second, we introduced the linear response theory and its application in spin-dependent and valley-dependent systems. Then, we further illustrated this line of research by showing recent studies using the NEGF methods on thermoelectric and spin/valley caloritronic devices, which are manipulated by applying a temperature gradient.

For future directions of research on nanoscale thermal engineering, there are two main objectives. The first is the manipulation of thermal conductance/conductivity in realistic materials, which includes: (1) controlling the magnitude of thermal conductance, especially by finding materials or structures that have extremely-high thermal conductance for the best heat dissipation, or extremely-low thermal conductance for optimized thermoelectric performance; (2) controlling other quasi-particles such as magnons, skyrmions, Cooper pairs, topological surface states, etc. by varying the temperature. Discoveries of new materials, especially topological ones, open opportunities for both thermoelectrics and spin/valley caloritronics. The second is the development of NEGF methods, such as the study of transient quantum thermal transport and the combination of NEGF methods with density functional theory to investigate large-size systems. We hope that this review will inspire more discoveries on quantum effects of thermal transport and more developments on thermal engineering of low-dimensional devices.
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Figure 1: Thermal engineering in quantum devices. Temperature gradient drives the transport of (a) phonons in a phononic device, and (b) other degrees of freedom, such as charge, spin, and valley, in a caloritronic device. Particles or quasi-particles that come from the source ($L$) transport quasi-ballistically to the drain ($R$) when the size of the device is smaller than the bulk mean free path.

| Configuration (Relaxed) | Density functional theory, Empirical Potentials, models |
|-------------------------|---------------------------------------------------------|
| Dynamical Matrix $D$    |                                                         |
| Self-energies of thermal lead $I$ |
| $\Sigma_i (\omega) - D_{kl} \Gamma_i(\omega) D_k$ |
| Retarded GF of the central part $G_{rr}(\omega) = \left[\sigma_{rr}(\omega) \Gamma - \Sigma_i(\omega) \Lambda_i(\omega)\right]^{-1}$ |
| Transmission spectrum of phonons $\Xi_p(\omega) = \text{Tr} \left[ \Gamma_p(\omega) G_i(\omega) \Gamma_i(\omega) G_i(\omega) \right]$ |
| Thermal conductance of phonons $\kappa_p(\tau) = \frac{1}{2\pi} \int h\omega \Xi_p(\omega) \langle \tau f_{\omega} \rangle d\omega$ |

Figure 2: Work flow within the phonon NEGF framework in quasi-ballistic transport regime.
Figure 3: Thermal conduction in graphene junctions. (a) A graphene sheet can be cut into graphene homo-junctions with different connecting angles. (b) Thermal conductance $K_{ph}$ of graphene junctions with different connection angles. (c) Reduced thermal conductance, $K_{ph}/K_{ph,perfect}$ for different junctions at different temperatures. Figure adapted with permission from Ref. [41]. Copyrighted by the American Physical Society.
Figure 4: Interfacial thermal transport through carbon nanotube-nanoribbon interfaces: (a) Such interfaces are simulated using partially unzipped carbon nanotubes with $m$ lines of carbon dimers in the central area. (b) Scaled thermal conductance, which is the ratio of thermal conductance $K_{ph}$ of $m$-PUCNT$(n,n)$ to the thermal conductance of an ideal CNT$(n,n)$ at room temperature, as a function of scaled width $m/2n$. (c) Thermal conductance as a function of unzipped length $L_u$ at different temperatures. Figure adapted with permission from Ref. [43]. Copyrighted by the American Physical Society.
Figure 5: Anisotropy of thermal conductance in graphene. (a) Room-temperature thermal conductance of zigzag/armchair graphene nanoribbons (ZGNRs/AGNRs) and carbon nanotubes (ZCNTs/ACNTs) scaled by cross-sectional areas ($S$) as a function of width. (b) Anisotropy factor, $\eta = \frac{(\sigma_{ZGNR}/S) - (\sigma_{AGNR}/S)}{\sigma_{AGNR}/S} - 1$, as a function of width. Reprinted with permission. Copyright 2009, AIP Publishing.
Figure 6: Schematic models of topological phononic devices including perfect phonon diode and phonon valley- (pseudospin-) filter. (a) Schematic diagram of QAH-like one-way edge states of a honeycomb strip with three terminals. Perfect diode effect exists between any two of the terminals A, B, and C. (b) Schematic diagram of phonon current through a topological region which is composed by two parts in parallel with \( m_{I(K)} > 0 \) and \( m_{I(K)} < 0 \), respectively. Phonon modes labelled by certain valley (pseudospin) index \( \tau_z(s) \) are allowed to travel unidirectionally due to the valley- (pseudospin-) momentum locking.

Figure 7: Thermoelectric devices. (a) One thermoelectric couple consists of \( n \)-type and \( p \)-type materials as two legs. When one end of the thermoelectric couple is heated, \( T_h > T_c \), electric current flows in the circuit. A thermoelectric generator can be made by connecting thermoelectric couples electrically in series and thermally in parallel. (b) To get the basic idea of \( ZT \), one may use the simplified single-element model. [See Section 3.1.2]
Figure 8: (a)-(c) Transmission evolution of Bi₂Se₃ as the number of layers changes from 1 QL to 3 QL. (d)(e) Surface plots for valence bands for 1 QL and 2QL Bi₂Se₃. (f) Transmission at an energy of -15 meV below the top of the valence band. Reproduced with permission. Copyright 2013, AIP Publishing.

Figure 9: Spin currents can be carried by electrons or magnons: spin angular momentum $\vec{J}_S$ is carried by (a) conducting electrons, and (b) collective magnetic-moment precession. Reprinted by permission. Copyright 2001, Macmillan Publishers Ltd.
Figure 10: Basic idea of the generation of a pure valley current in valley caloritronic devices. (a) Under a temperature bias, electrons of different valleys move in opposite directions if their Seebeck voltages $\Delta V^\eta_T = G_\eta S_\eta \Delta T$ have different signs. (b) Under a voltage bias, electrons within the energy window $[\mu_R, \mu_L]$ of both valleys move in the same direction. Reproduced with permission. Copyright 2015, American Physical Society.