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I. INTRODUCTION

Spin is a property of particles as fundamental as charge and mass. The spin of the proton was first determined in the 1920s, yet we still do not have a detailed understanding of what inside the proton makes up the spin of the proton. Polarized lepton-nucleon deep-inelastic scattering (DIS) experiments have revealed that only \( \sim 25\% \) of the proton spin can be attributed to the spins of the quarks and anti-quarks [1, 2] indicating that the proton and/or orbital angular momentum of quarks and gluons. Polarized proton-proton collisions at the Relativistic Heavy-Ion Collider (RHIC) provide a laboratory to study the gluon-spin contribution to the proton spin structure, \( \Delta G \), with strongly interacting probes via measurements of double helicity asymmetries \( (A_{LL}) \) [3].

The \( A_{LL} \) of \( \pi^0 \)'s is defined as

\[
A_{LL}^0 = \frac{\sigma_{++} - \sigma_{--}}{\sigma_{++} + \sigma_{--}},
\]

where \( \sigma_{++}(\sigma_{--}) \) represents the \( \pi^0 \) production cross section in polarized \( p + p \) collisions with the same (opposite) helicities. In leading order (LO) perturbative Quantum Chromodynamics (pQCD), \( \pi^0 \) production is the sum of all possible subprocesses \( ab \to cX \), where \( a,b \) represent the initial partons in the protons, \( c \) is the final state parton which fragments into a \( \pi^0 \), and \( X \) is the unobserved parton. Then \( A_{LL} \) is calculated as

\[
A_{LL}^0 = \frac{\Sigma_{a,b,c} f_a \Delta f_b \sigma_{ab-cX}[\hat{\sigma}_L^{ab-cX}]\hat{a}_L^{ab-cX} D_c^{\pi^0}}{\Sigma_{a,b,c} f_a \Delta f_b \sigma_{ab-cX}[\hat{\sigma}_L^{ab-cX}]\hat{a}_L^{ab-cX} D_c^{\pi^0}},
\]

where \( f_{a,b} \) represent unpolarized parton distribution functions (PDF) of parton \( a,b \) and \( \Delta f_{a,b} \) represent polarized PDFs, \( D_c^{\pi^0} \) is a fragmentation function (FF) of parton \( c \) to \( \pi^0 \). \( \hat{\sigma}_L^{ab-cX} \) and \( \hat{a}_L^{ab-cX} \) denote respectively the cross section and \( A_{LL} \) of the subprocess \( ab \to cX \). The sum is performed for all possible partons (quarks and gluons). The Bjorken-\( x \) dependence of the FFs, the kinematical dependence of the FFs, and the integral over all possible kinematics are omitted in the equation. The partonic quantities \( \hat{\sigma} \) and \( \hat{a}_L \) can be calculated in pQCD. Since \( \pi^0 \) production is dominated by gluon-gluon and quark-gluon scattering in the measured \( p_T \) range \( (p_T < 4 \text{ GeV}/c) \), \( A_{LL} \) is directly sensitive to the polarized gluon distribution function in the proton.

Cross section measurements at RHIC have established the validity of using a next-to-leading order (NLO) pQCD description at \( \sqrt{s} = 200 \text{ GeV} \) for inclusive mid-rapidity \( \pi^0 \) [4, 5] and forward \( \pi^0 \) production [6], and for mid-rapidity jet [7] and direct photon production [8]. However, at lower center of mass energy, NLO pQCD calculations have been less successful in describing the data [9]. The inclusion of “threshold resummation” at next-to-leading logarithmic accuracy (NLL) [10] improves the agreement between theory and data at fixed-target energies. While taking into account threshold logarithms at the fixed-target kinematic region is essential, they may also need to be accounted for at \( \sqrt{s} = 62.4 \text{ GeV} \), but will provide a smaller effect [11].

A precise measurement of the inclusive \( \pi^0 \) production cross section at \( \sqrt{s} = 62.4 \text{ GeV} \) is important for the heavy-ion program at RHIC. A new state of dense matter is formed in \( Au+Au \) collisions at 200 GeV and parton energy loss in the produced dense medium results in high \( p_T \) leading hadron suppression. Measurements of high \( p_T \) data at lower energies are of great importance in identifying the energy range at which the suppression sets in. However, they require solid measurements of the cross section in \( p + p \) collisions as a baseline for medium effects. At the ISR, inclusive neutral and charged pion cross sections were measured several times at \( \sqrt{s} \sim 62 \text{ GeV} \) [12, 13], but they have large uncertainties and have a large variation [14]. Having both heavy-ion and baseline \( p + p \) measurements with the same experiment is advantageous as it leads to a reduction of
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the systematic uncertainties and, thus, to a more precise relative comparison of the data.

In this paper, we present results on inclusive neutral pion production at mid-rapidity from proton-proton collisions at $\sqrt{s} = 62.4$ GeV from data collected during the RHIC 2006 run. A sample of events from longitudinally polarized $p + p$ collisions (about 2/3 of the total data sample) was used for double helicity asymmetry measurements. The other events from the 2006 data sample were from transversely polarized $p + p$ collisions and, along with the longitudinally polarized data, were used for the unpolarized cross section measurements, by averaging over the different initial spin states.

The structure of this paper is as follows. The PHENIX subsystems used in this analysis are briefly introduced in section II. The unpolarized $\pi^0$ cross section analysis and the results are discussed in section III. The $\pi^0 A_{LL}$ analysis and the results follow in section IV and a summary is given in section V.

II. EXPERIMENT

The PHENIX experiment at RHIC measured $\pi^0$s via $\pi^0 \rightarrow \gamma \gamma$ decays using a highly segmented ($\Delta \eta \times \Delta \phi \sim 0.01 \times 0.01$) electromagnetic calorimeter (EMCal) [12], covering a pseudorapidity range of $|\eta| < 0.35$ and azimuthal angle range of $\Delta \phi = \pi$. The EMCal comprises two calorimeter types: 6 sectors of lead scintillator sampling calorimeter (PbSc) and 2 sectors of a lead glass Cherenkov calorimeter (PbGl). Each of the EMCal towers was calibrated by the two-photon invariant mass from $\pi^0$ decays and cross checked against the energy deposited by the minimum ionizing particles in the EMCal, and the correlation between the measured momenta of electron and positron tracks and the associated energy deposited in the EMCal. The uncertainty on the absolute energy scale was 1.2%.

The $\pi^0$ data in this analysis were collected using two different triggers. One is a beam-beam counter (BBC) trigger which was defined by the coincidence of signals in two BBCs located at pseudorapidities $\pm (3.0 - 3.9)$ with full azimuthal coverage [13]. The time difference between the two BBCs was used to determine the collision vertex along the beam axis, which in this analysis was required to be within 30 cm from the center of the PHENIX interaction region (IR). The other trigger is an EMCal-based high $p_T$ photon trigger, in which threshold discrimination corresponding to a deposited energy of 0.8 GeV was applied independently to sums of analog signals from $2 \times 2$ groupings of adjacent EMCal towers [4]. This trigger had limited efficiency for $\pi^0$ detection at low $p_T$ (e.g. 50% in 1.0–1.5 GeV/c $p_T$ bin) and close to 100% efficiency at $p_T > 3$ GeV/c.

Beam-beam counters along with zero degree calorimeters (ZDC) [17], which detect neutral particles near the beam axis ($\theta < 2.5$ mrad), were utilized to determine the integrated luminosity for the analyzed data sample needed for the absolute normalization of the measured cross sections. Trigger counts defined with the BBCs and ZDCs were also used for the precise measurements of the relative luminosity between bunches with different spin configuration, and the spin dependence of very forward neutron production [5, 18, 19], detected by the ZDCs, served for monitoring the orientation of the beam polarization in the PHENIX interaction region (IR) through the run. These are necessary components of the spin asymmetry measurements.

III. THE $pp \rightarrow \pi^0X$ CROSS SECTION

The unpolarized cross section analysis technique was very similar to our analyses of $\sqrt{s} = 200$ GeV data [4, 5] and is briefly discussed in section IIIA. Cross section measurements require an absolute determination of luminosity which is described in section III B. The $\pi^0$ cross section results are presented and discussed in section III C.

A. $\pi^0$ analysis

The $\pi^0$ yield in each $p_T$ bin was determined from the two-photon invariant mass spectra. The background contribution under the $\pi^0$ peak in the two-photon invariant mass distribution varied from 75% in the lowest 0.5–0.75 GeV/c $p_T$ bin to less than 4% for $p_T > 3$ GeV/c.

One of the main corrections applied to the measured $\pi^0$ spectrum is the BBC trigger bias $f_{\pi^0}$, which is defined as the fraction of high $p_T$ $\pi^0$ events in the mid-rapidity spectrometer acceptance which fire the BBC trigger. This fraction was determined from the ratio of the number of reconstructed $\pi^0$ in the high $p_T$ photon triggered sample with and without the BBC trigger requirement. As shown in Fig. I, $f_{\pi^0}$ was about 40% up to $p_T \sim 3$ GeV/c and then monotonically dropped down to 25% at $p_T \sim 7$ GeV/c. The drop can be explained by the fact that most of the energy is used for the production of high energy jets which contain the measured high $p_T$ $\pi^0$ and there is not enough energy left to produce particles in the BBC acceptance $3.0 \leq |\eta| \leq 3.9$, which was optimized for $\sqrt{s} = 200$ GeV (where such a drop was not observed [4]) and was not moved for the present $\sqrt{s} = 62.4$ GeV measurements.

The main contributors to the systematic uncertainties of the measured $\pi^0$ spectrum are given in Table I. The “Energy scale” uncertainty includes uncertainties due to EMCal energy absolute calibration and nonlinearity. The “Yield extraction” uncertainty comes from the background subtraction. The “Yield correction” uncertainty comes from the correction for the geometric acceptance, trigger efficiency, reconstruction efficiencies, detector response, and photon conversion. The normalization uncertainty is not included and is discussed in section III B.
FIG. 1: (color online) The fraction of the inclusive π⁰ yield which satisfied the BBC trigger condition.

The data sets from the two EMCal subsystems, PbSc and PbGl, were analyzed separately and combined for the final results. Results from the two subsystems were consistent within uncertainties. The systematic uncertainty of the combined result is reduced as the major systematic uncertainties in the two EMCal subsystems are not correlated. For final π⁰ cross section results, BBC-triggered events were used for \( p_T < 3 \text{ GeV/c} \) and high \( p_T \) photon triggered events in coincidence with the BBC trigger were used for \( p_T > 3 \text{ GeV/c} \).

**B. Vernier scan analysis**

The measured π⁰ cross section was normalized to the integrated luminosity for the analyzed data sample \( L \) which was determined from the number of BBC-triggered events using an absolute calibration of the BBC trigger cross section \( \sigma_{BBC} \). The value of \( \sigma_{BBC} \) is obtained via the van der Meer or Vernier scan technique [21]. This is a crucial part of the absolute cross section analysis and is therefore discussed in detail in this section.

In a scan, the transverse widths of the beam overlap \( \sigma_x \) and \( \sigma_y \) were measured by sweeping one beam across the other in small steps while monitoring the BBC trigger rate. Then the instantaneous machine luminosity of each bunch crossing \( L_{machine} \) is computed as:

\[
L_{machine} = \frac{f_{rec}}{2\pi\sigma_x\sigma_y} \cdot N_B \cdot N_Y, \tag{3}
\]

where \( N_B \) and \( N_Y \) are the bunch intensities of the two beams (\( \sim 10^{11}/\text{bunch} \)), \( f_{rec} \) is the revolution frequency (78 kHz). The BBC trigger cross section \( \sigma_{BBC} \) is the ratio of the BBC trigger rate when the beams were overlapping maximally \( (R_{max}) \) to the effective luminosity \( L_{eff} \):

\[
\sigma_{BBC} = \frac{R_{max}}{L_{eff}}, \tag{4}
\]

where

\[
L_{eff} = L_{machine} \cdot \epsilon_{vertex}, \tag{5}
\]

and \( \epsilon_{vertex} \) is the fraction of the number of collisions in the PHENIX interaction region (IR) within the BBC trigger vertex cut (usually \( |z| < 30 \text{ cm} \)).

\( L_{machine} \) was corrected for the \( z \) dependence of the transverse beam sizes caused by the beam focusing in the IR (hour-glass effect) and for the beam crossing angle. The value of \( \epsilon_{vertex} \) was extracted from the \( z \)-vertex distribution of events measured by the BBCs and was corrected for the dependence of the BBC trigger efficiency on the collision vertex position \( z \) along the beam axis. These corrections are discussed in more detail below.

In \( p + p \) collisions at \( \sqrt{s} = 62.4 \text{ GeV} \), the BBC trigger efficiency vs \( z \) shape was estimated from the comparison with a “detector unbiased” \( z \)-vertex distribution obtained from the convolution of colliding bunch intensity profiles along the \( z \)-axis as measured by Wall Current Monitors (WCMs) [21]. The correction factor of 0.83 ± 0.08 for \( \epsilon_{vertex} \) in Eq. (5) was obtained, resulting in \( \epsilon_{vertex} = 0.37 \pm 10\% \). This approach is confirmed in \( p + p \) collisions at \( \sqrt{s} = 200 \text{ GeV} \) where the ZDCs have enough efficiency to measure the \( z \) vertex distribution. The efficiency of the ZDCs (located at \( z = \pm 18 \text{ m} \)) does not depend on collision vertex position in the PHENIX IR, which was distributed with a sigma of 0.5 – 0.7 m around \( z = 0 \). The vertex distribution obtained with the WCMs is well reproduced by the measurement with the ZDCs at \( \sqrt{s} = 200 \text{ GeV} \) (Fig. 2a).

Beam focusing in the IR causes bunch transverse sizes to vary away from the nominal collision point \( (z = 0) \) as \( \sigma^2(z) = \sigma^2(z = 0) \times (1 + z^2/\beta^2) \), where \( \beta^* \) is the value of the betatron amplitude function at the interaction point. This is the so-called hour-glass effect. The product \( \sigma_x \sigma_y \) in Eq. (3) should be replaced by an effective \( \langle \sigma_x \cdot \sigma_y \rangle \), which differs from what was measured in a scan (mainly due to the vertex cut implemented in BBC trigger). The correction due to this effect for Vernier scan data at \( \sqrt{s} = 62.4 \text{ GeV} \) with a betatron amplitude function at the collision point of \( \beta^* = 3 \text{ m} \) was simulated with WCM data and calculated to be \( 0.93 \pm 0.02 \). The applicability of our calculational technique is illustrated in Fig. 2b with the high statistics Vernier scan data at \( \sqrt{s} = 200 \text{ GeV} \).
Figure 2 and 3 shows the sensitivity of our data for the transversely displaced beams to the hour-glass effect and to the crossing angle between the colliding beams, compared with a head-on vertex distribution in Fig. 2. The two peaks in Fig. 2(b) and 2(c), caused by the hour-glass effect, show an overlap of the diverging colliding beams at large $|z|$ in a particular displaced beam setting from a Vernier scan. The obvious asymmetry in the two peaks in Fig. 2 is a result of the non-zero crossing angle between colliding bunches. In all Vernier scan measurements the crossing angle was found to be less than 0.2 mrad, which translates to a negligible correction for $L_{\text{machine}}$ at $\sqrt{s} = 62.4$ GeV, with a typical bunch length of $\sim 1$ m and bunch transverse size of 1 mm.

After all the corrections discussed above were applied, our BBC trigger cross section in $p + p$ collisions at $\sqrt{s} = 62.4$ GeV was found to be $\sigma_{\text{BBC}} = 13.7$ mb with a systematic uncertainty of $\pm 1.5$ mb ($\pm 11\%$), i.e. $\sim 40\%$ of the world-average value of the inelastic $p + p$ scattering cross section at $\sqrt{s} = 62.4$ GeV [14]. Major contributors to the systematic uncertainty are $4\%$ from the uncertainty in the normalization of bunch intensity measurements and in the calibration of the beam position measurements in the Vernier scan, $10\%$ from the BBC trigger efficiency correction of $\epsilon_{\text{vertex}}$, and $2\%$ from the hour-glass correction.

C. $\pi^0$ cross section results and discussion

Figure 4 presents the inclusive mid-rapidity $\pi^0$ invariant production cross section at $\sqrt{s} = 62.4$ GeV versus $p_T$, from $p_T = 0.5$ GeV/$c$ to $p_T = 7$ GeV [23]. An overall normalization uncertainty of $11\%$ due to the uncertainty in absolute normalization of the luminosity is not shown. The analyzed data sample with $0.76 \times 10^7$ BBC triggers corresponded to about 55 nb$^{-1}$ integrated luminosity. The measurements fall within the large spread of ISR data [12, 13, 14].

The data are compared to NLO and NLL pQCD calculations at a theory scale $\mu = p_T$, where $\mu$ represents equal factorization, renormalization, and fragmentation scales [11]. The NLL corrections extend the NLO calculations to include the resummation of extra “threshold” logarithmic terms which appear in the perturbative expansion at not very high energies because the initial partons have just enough energy to produce the high $p_T$ parton that fragments into a final pion. The MRST2002 parton distribution functions [24] and the fDSS set of fragmentation functions [25], which are extracted in NLO, are used in both NLO and NLL calculations. We have previously seen that the data are well described by NLO pQCD with a scale of $\mu = p_T$ at $\sqrt{s} = 200$ GeV [4, 5]. In contrast, NLO calculations with the same scale underestimate the $\pi^0$ cross section at $\sqrt{s} = 62.4$ GeV. At the same time, it is known that NLO calculations are not always successful at describing low energy fixed target data [9], while NLL calculations have been successful [10].
NLL calculations have a smaller scale dependence and correspondingly, in [11], subleading perturbative corrections to the NLL at a scale of \( \sqrt{s} = 200 \text{ GeV} \) and \( \sqrt{s} = 62.4 \text{ GeV} \) for a function of \( x_T \), which is a weighted average of \( n(x_T) \) for \( x_T > 0.07 \) (corresponding to \( p_T > 2 \text{ GeV}/c \) at \( \sqrt{s} = 62.4 \text{ GeV} \)). The parameter \( n(x_T) \) was calculated as \( n(x_T) \) for \( \sqrt{s} = 62.4 \text{ GeV} \) data, and \( n_{62.4} \) and \( n_{200} \) are invariant differential cross sections at \( \sqrt{s} = 62.4 \text{ GeV} \) and \( \sqrt{s} = 200 \text{ GeV} \), respectively. Cross section values for the corresponding \( x_T \) at \( \sqrt{s} = 200 \text{ GeV} \) were obtained from parameterization of the measured cross section at \( \sqrt{s} = 200 \text{ GeV} \): \( T(p_T) = \frac{A}{w} \left[ 1 - T(p_T) \right] \), where \( t = 4.5 \text{ GeV}/c \), \( w = 0.084 \text{ GeV}/c \), \( A = 253.8 \text{ mb}-\text{GeV}^{-2} \cdot \text{GeV} \), \( p_0 = 1.488 \text{ GeV}/c \), \( m = 10.82 \), \( B = 14.7 \text{ mb}-\text{GeV}^{-2} \cdot \text{GeV} \), \( c^{3-k} \), and \( k = 8.11 \). All \( \sqrt{s} = 200 \text{ GeV} \) data points agree with the parameterization curve within uncertainties. The parameterization is shown as the solid curve in Fig. 4.

At low \( x_T \), where soft physics dominates particle production, \( n(x_T) \) is supposed to increase with \( x_T \) due to the similar exponential shapes of the soft part of the invariant cross section versus \( p_T \) at different \( \sqrt{s} \) (\( \sim e^{-\alpha (p_T)} \)) in [27]. In the hard scattering region \( n(x_T) \) is expected to decrease with increasing \( x_T \), due to stronger scale breaking at lower \( p_T \). Such behavior of \( n(x_T) \) is demonstrated by our data in Fig. 4b. A similar drop in the parameter \( n \) at \( x_T \gtrsim 0.1 \) was observed at ISR energies. Figure 4 also shows the possible transition from soft- to hard-scattering regions in \( \pi^0 \) production at \( p_T \sim 2 \text{ GeV}/c \). A similar conclusion was derived from the shape of the \( \pi^0 \) spectrum at \( \sqrt{s} = 200 \text{ GeV} \) in [3]. This can serve as a basis for applying the pQCD formalism to the double helicity asymmetry data with \( p_T > 2 \text{ GeV}/c \) in order to allow access to \( \Delta G \).

IV. INCLUSIVE \( \pi^0 \) DOUBLE HELICITY ASYMMETRY

A. \( \pi^0 A_{LL} \) analysis

For the 2006 run, each of the two independent RHIC collider rings were filled with up to 111 bunches in a 120 bunch pattern, with one of four, fill-by-fill alternating predetermined patterns of polarization sign for the bunches. Bunch polarization signs in each pattern were set in such a way that all four colliding bunch spin combinations occurred in sequences of four bunch crossings. That greatly reduced the systematical effects in spin asymmetry measurements due to variation of detector response versus time and due to possible correlation of detector performance with RHIC bunch structure.
To collect data from collisions of longitudinally polarized protons, the polarization orientation of the beams was rotated from vertical, the stable spin direction in RHIC, to longitudinal at the PHENIX IR and then back to vertical after the IR by spin rotators \[29\]. PHENIX local polarimeters measured the residual transverse component of the beam polarizations, using the spin dependence of very forward neutron production \[3, 18, 19\] observed by the ZDC, and by that means monitored the orientation of the beam polarization in the PHENIX IR throughout the run.

The magnitudes of the beam polarizations at RHIC are measured using fast carbon target polarimeters \[30\], normalized to absolute polarization measurements by a separate polarized atomic hydrogen jet polarimeter \[31\]. The luminosity-weighted beam polarizations over 11 RHIC fills used in the \(A_{\text{LL}}\) analysis were \(\langle P \rangle = 0.48\) for both beams, with 0.035 and 0.045 systematic uncertainty for the two RHIC beams, respectively. For the longitudinal polarization run period, the residual transverse polarizations of the beams were \(\langle P_T/P \rangle_B = 0.11 \pm 0.15\) and \(\langle P_T/P \rangle_Y = 0.11 \pm 0.12\) for “Blue” and “Yellow” RHIC beams, respectively. The average transverse component of the product was \(\langle P_T^B \cdot P_Y^B \rangle / \langle P_T^B \cdot P_Y^B \rangle \leq \langle P_T/P \rangle_B \cdot \langle P_T/P \rangle_Y = 0.012 \pm 0.021\); the average of the polarization product over the run was \(\langle P_T \cdot P_Y \rangle = 0.23\), with a systematic uncertainty of \(\pm 14\%\).

Experimentally, the double helicity asymmetry for \(\pi^0\) production is determined as:

\[
A_{\text{LL}}^\pi = \frac{1}{|P_B^B \cdot P_Y^Y|} \frac{N_{++} - R \cdot N_{+-}}{N_{++} + R \cdot N_{+-}}; \quad R = \frac{L_{++}}{L_{+-}},
\]

where \(N_{++}\) and \(N_{+-}\) are the number of \(\pi^0\)’s and \(R\) is the relative luminosity between bunches with the same and opposite helicities. The analysis technique for the \(\pi^0\) \(A_{\text{LL}}\) measurements is similar to our analyses of \(\sqrt{s} = 200\) GeV data \[3, 15, 22\].

Double helicity asymmetry results were obtained from longitudinally polarized \(p + p\) collisions corresponding to \(\sim 40\) nb\(^{-1}\) integrated luminosity. Due to the limited BBC trigger efficiency for high \(p_T\) \(\pi^0\) events, high \(p_T\) photon triggered events without the BBC trigger condition requirement were used for the \(\pi^0\) asymmetry analysis. This led to a slightly increased background in the \(\pi^0\) reconstruction and additional systematic uncertainty in the measurements of the relative luminosity between bunches with different helicity states.

The background asymmetry under the \(\pi^0\) peak in the two-photon mass distribution \(A_{\text{LL}}^{BG}\) was estimated from the counts outside the \(\pi^0\) peak, from a 177–217 MeV/c\(^2\) range in the two-photon mass distribution. Unlike our \(\sqrt{s} = 200\) GeV data analyses, a lower mass range was not used for \(A_{\text{LL}}^{BG}\) estimations due to cosmic background from non-collision events. This background contribution in the mass ranges of \(\pi^0\) peak and higher mass was negligible (< 1%), and \(A_{\text{LL}}^{BG}\) was consistent with zero in all \(p_T\) bins.

Similar to our previous analyses, crossing-by-crossing accumulated number of BBC triggers were used for the measurements of the relative luminosity between bunches with different spin configuration. The uncertainty on the relative luminosity measurements \(\delta R\) was derived from the comparison between BBC trigger events and other trigger events, selecting different physics processes in different kinematic ranges. In the \(\sqrt{s} = 200\) GeV data analysis the comparison was done to triggers defined by the coincidence of signals from the two ZDCs \[5, 18, 22\]. Due to the limited efficiency of the ZDC at \(\sqrt{s} = 62.4\) GeV, the comparison in this analysis was performed with the number of events which fired simultaneously either of the two BBCs and either of the two ZDCs. Only 20% of the event statistics in this sample is contributed by BBC-triggered events, so this sample can be considered as essentially independent from the BBC event sample. From this comparison the upper limit of \(\delta R\) was estimated to be \(0.6 \times 10^{-3}\), which for the average beam polarizations of 0.48 translates to \(\delta A_{\text{LL}} = 1.4 \times 10^{-2}\), the \(p_T\) independent uncertainty of the \(\pi^0\) double helicity asymmetry results. Single beam background < 0.35%, as determined by the trigger counts of non-colliding bunches and pileup probability of \(\lesssim 0.02\%\), had negligible impact on the relative luminosity measurements.

A transverse double spin asymmetry \(A_{TT}\), the transverse equivalent to Eq. (1) and (7), can contribute to \(A_{\text{LL}}\) through the residual transverse component of the product of the beam polarizations discussed above. Similar to \(A_{\text{LL}}\), \(A_{TT}\) was obtained from the sample with transverse polarization. The maximal possible \(A_{TT}\) effect on \(A_{LL}\) was determined by \(\pm \delta A_{TT}\) from the measured \(A_{TT}\), which was < 0.15 \(\cdot \delta A_{LL}\) in all \(p_T\) bins.

**B. \(\pi^0\) \(A_{LL}\) results and discussion**

Figure 5 presents the measured double helicity asymmetry in \(\pi^0\) production versus \(p_T\) \[23\]. A scale uncertainty of 14% in \(A_{LL}^{\pi^0}\) due to the uncertainty in beam polarizations is not shown. The other systematic uncertainties are negligible, as discussed above, and checked using a technique to randomize the sign of bunch polarization and by varying the \(\pi^0\) identification criteria \[18\].

Figure 5 also shows a set of \(A_{LL}\) curves from pQCD calculations that incorporates different scenarios for gluon polarization within the GRSV parameterization of the polarized parton distribution functions \[32\]. GRSV-std corresponds to the best fit to inclusive DIS data. The other three scenarios in Fig. 5 (GRSV-max, \(\Delta G = 0\), and \(\Delta G = -G\)) are based on the best fit, but use the functions \(\Delta G(x, y) = G(x, y), 0, -G(x, y)\) at the initial scale for parton evolution \(Q^2 = 0.4\) GeV\(^2\), where \(G(x, y)\) is the unpolarized gluon distribution, and \(\Delta G(x, y)\) is the difference between the distribution of gluons with the same and opposite helicity to the parent proton. In Fig. 5 we compare our asymmetry data with both NLO and NLL calculations. The NLL calculations indicate that we have a reduced sensitivity to positive \(\Delta G\), but the effect is far less pronounced than at Fermilab fixed-target ener-
Clear statistical improvement can be seen at higher \( x_T \) (GeV/c). Error bars are statistical uncertainties, with the 14\% overall polarization uncertainty not shown; other experimental systematic uncertainties are negligible. Four GRSV theoretical calculations based on NLO pQCD (solid curves) and on NLL pQCD (dashed curves) are also shown for comparison with the data (see text for details). Note that the \( \Delta G = 0 \) curves for NLO and NLL overlap.

![FIG. 5: (color online) The double helicity asymmetry for neutral pion production at \( \sqrt{s} = 62.4 \) GeV as a function of \( p_T \) (GeV/c). Error bars are statistical uncertainties, with the 14\% overall polarization uncertainty not shown; other experimental systematic uncertainties are negligible. Four GRSV theoretical calculations based on NLO pQCD (solid curves) and on NLL pQCD (dashed curves) are also shown for comparison with the data (see text for details). Note that the \( \Delta G = 0 \) curves for NLO and NLL overlap.](image1)

![FIG. 6: (color online) The double helicity asymmetry for neutral pion production at \( \sqrt{s} = 62.4 \) GeV and 200 GeV as a function of \( x_T \). Error bars are statistical uncertainties, with the 14\% (9.4\%) overall polarization uncertainty for \( \sqrt{s} = 62.4 \) GeV (200 GeV) data not shown. Two GRSV theoretical calculations based on NLO pQCD are also shown for comparison with the data (see text for details.)](image2)

previous measurements at \( \sqrt{s} = 200 \) GeV. A preliminary version of these double helicity asymmetry results was already used in a recent global fit of both RHIC and polarized DIS data to constrain \( \Delta G \). [34]

V. SUMMARY

To summarize, we have presented the unpolarized cross section and double helicity asymmetries for \( \pi^0 \) production at mid-rapidity, for proton-proton collisions at \( \sqrt{s} = 62.4 \) GeV. The accuracy of the cross-section measurements, which fall within the large spread of ISR data, relies on direct \( \pi^0 \) two-photon decay reconstruction, precise calibration of the photon energy measurements, careful study of the trigger performance and accurate control of the integrated luminosity of the analyzed data sample. The results serve as a precise baseline for heavy-ion measurements. Comparisons to NLO and NLL theoretical calculations indicate that including the effects of threshold logarithms may be necessary to more accurately describe the cross section at \( \sqrt{s} = 62.4 \) GeV. The \( A_{LL} \) results extend the sensitivity to the polarized gluon distribution in the proton to higher \( x_g \) compared to the
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